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Abstract
Information about artists’ materials used in paintings, obtained from the analysis of
limited micro-samples, has assisted conservators to better define treatment plans, and pro-
vided scholars with basic information about the working methods of the artists. Recently,
macro-scale imaging systems such as visible-to-near infrared (VNIR) reflectance hyper-
spectral imaging (HSI) are being used to provide conservators and art historians with a
more comprehensive understanding of a given work of art. However, the HSI analysis
process has not been streamlined and currently requires significant manual input by ex-
perts. Additionally, HSI systems are often too expensive for small to mid-level museums.
This research focused on three main objectives: 1) adapt existing algorithms developed for
remote sensing applications to automatically create classification and abundance maps to
significantly reduce the time to analyze a given artwork, 2) create an end-to-end pigment
identification convolutional neural network to produce pigment maps that may be used
directly by conservation scientists without further analysis, and 3) propose and model the
expected performance of a low-cost fiber optic single point multispectral system that may
be added to the scanning tables already part of many museum conservation laboratories.
Algorithms developed for both classification and pigment maps were tested on HSI
data collected from various illuminated manuscripts. Results demonstrate the potential
of both developed processes. Band selection studies indicates that pigment identification
from a small number of bands produces similar results to that of the HSI data sets on
a selected number of test artifacts. A system level analysis of the proposed system was
conducted with a detailed radiometric model. The system trade study confirmed the
viability of using either individual spectral filters or a linear variable filter set-up to collect
multispectral data for pigment identification of works of art.
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Conservation and restoration of painted works of art bu museums have become increasingly
important aspect for understanding, protection, and preservation of the past. Knowledge
of how and where a work of art was made or changed is vital to conservators, curators,
and scholars.
A painted work of art consists of a substrate, pigments, and a binding medium. The
substrate is the underlying material upon which other materials are applied; common sub-
strates include parchment, wood, paper. Pigments were created from organic or inorganic
materials, mostly in powder form, and were mixed with a binding medium such as egg
yolk or oil. Pigments were often mixed or layered to create specific colors.
For the conservation scientist, a scene-wide classification map that displays the loca-
tion of each pigment, pigment mixture, or layered structure in the entire work of art, is
extremely valuable. An example of such a pigment classification map, where each color
represents one pigment or mixture (class), is shown in Figure 1.1 for the illumination,
The Pentecost from the Laudario of Sant’Agnese, a book from about 1340. The true ap-
pearance (left) is compared to the pigment classification map (center), where each color
represents a specific pigment or mixture. On the right is the names (labels) of these
classes. Such scene-wide classification maps aid in the restoration process and help to
inform treatment strategies. Additionally, these maps assist curators to share the rich
history of the object to broaden our knowledge of the past.
The creation of these classification maps is an ongoing challenge. The diversity of the
pigments, mixtures, layered structures and binders result in complex material properties.
Previously, micro samples were analysed to determine the properties of the materials used
in the artwork. Of course, few samples could be analyzed without damage to the object,
1
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Figure 1.1: On the left is a true color image of a leaf from the Laudario of Sant’Agnese,
the Pentecost, about 1340, Ms. 80 (2003.106), The J. Paul Getty Museum, Los Angeles.
Digital image courtesy of the Gettys Open Content Program. The middle image is a
pigment classification map with labels associated with each pigment or mixture on the
right.
which limited the overall knowledge gained. Additionally, the destructive nature of this
sampling is not ideal.
In recent years, various nondestructive techniques have been applied to art to gain
knowledge about objects. Many of these techniques, like Raman spectroscopy [82] and
microscopy [37], focus on spot analysis, thus limiting inferences about complete objects.
Macro-scale imaging that captures the complete work of art, is mostly limited to scan-
ning X-ray fluorescence systems (XRF) and spectral imaging. Spectral imaging includes
hyperspectral imaging systems (HSI) that capture the electromagnetic spectrum from ul-
traviolet to the near-infrared, ranging from 400 nanometers (nm) to 950 nm, as well as
short-wave infrared systems in the band 400 nm to 1700 nm [32]. The combination of
XRF and HSI imaging for the comprehensive identification of materials used in works of
art have proven to be very effective [64].
Every technique used to capture information about the object focuses on different
aspects of the painting. For example, mid-wave infrared systems have proven effective
at recovering underdrawings (e.g., the drawing of a man wearing a bowtie found hidden
under Picasso’s The Blue Room [7]). XRF maps the inorganic elements in a painting,
and records signals present from layers below the surface if present [25]. Elemental maps
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created from the captured XRF data are easily created and understood by conservators [3].
Hyperspectal imaging captures hundreds of contiguous narrow spectral bands throughout
the electromagnetic spectrum, to create a 3D image cube. The first two dimensions are
spatial, and the third dimension captures the diffuse reflectance spectral signatures of
the materials on the surface of the objects. The collection of the HSI data is done by
capturing one spatial and one spectral dimension at a time onto a 2D detector array. The
light reflected from the object is dispersed through a prism or diffraction grating onto the
detector. To build up the image cube, either the object or the imaging system must be
moved to scan the other spatial direction.
The spectral component, which on a pixel basis is described as a spectral signature,
carries information about material properties. However, since artists used various mate-
rials from different sources and combined various pigments and a variety of binders, the
spectral signatures of each pigment or mixture may vary greatly within a single painting.
In the simplest case, pigments are mixed with white on top of a ground layer which can
become visible in the deep red to near infrared (700 to 900 nanometers). Secondly, they
might consist of intimate mixtures of two or more pigments and finally a single or mixed
pigment paint layer may be covered with a colored transparent glaze layer. Due to this,
significant data analysis is required to produce interpretable results.
The analysis of HSI data for art can be divided into three groups of tasks, namely 1)
classification, 2) linear and 3) nonlinear unmixing of hyperspectral reflectance data. All
three methods require a set of endmembers or training data for supervised classification.
These endmembers are exemplar spectra that represent the unique materials in the scene.
The materials can be either pure pigments, pigment mixtures, or combinations of binders
and pigments. Thus the goal is that an endmember represents each material in the scene.
In this research space, endmembers are mostly found in a spectral library created for
a specific painting by measuring and identifying point reflectance spectral samples [27,
77], or from mock-up paint samples created in a laboratory [43, 75]. Neither method
generalizes well to paintings where other pigments and binders were used. To mitigate this,
endmembers can be inferred from the collected dataset. One method often used to find
the endmember set from the data is a data reduction method with manual clustering [33,
34]. Drawbacks of this method are the need for an expert user and the time required.
Automated methods to infer the endmembers from the data in works of art have not been
studied (to our knowledge).
The endmember set can be used for either classification or spectral unmixing. Clas-
sification methods aim to group similar spectra together based on a set of endmembers.
These methods result in classification maps where each class can represent pure or mixed
pigments and often need further analysis to identify and label. Spectral unmixing methods
use endmember sets to define the percentage of each material present within each pixel,
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to create abundance maps. Abundances are constrained by positivity (since a negative
amount of a pigments is not possible), and for linear models, full additivity [38]. Linear
unmixing methods assume that the measured spectra are a linear combination of materials
represented by endmembers. Several studies have shown some success with linear unmix-
ing models using limited pigment subsets [98]. Nonlinear unmixing methods for painted
works of art have had limited success [63, 90]. Kubelka-Munk (K-M) theory models the
light emerging from translucent and opaque media, assuming the light is being absorbed
and scattered in only two directions. K-M theory has been used where the absorption
and scattering coefficients are estimated from reflectance spectra of mock-up samples [75].
However the models do not produce adequate results in cases with few spectral refer-
ences, and creating samples of all possible mixtures to calculate these coefficients would
be challenging and would rarely incorporate the variability within pigment spectra found
in original works of art. Additionally, the computational bottleneck of modeling in K-M
space is still a challenge for image wide analysis.
Due to the significant success of artificial intelligence models in image classification
tasks, and the nonlinear nature of the models, neural network and deep learning approaches
have recently been applied to the classification task in works of art. These methods often
involve a Multilayer Perceptron neural network [61] to classify the data after a set of
endmembers is created from mock-up samples [43]. Other efforts use deep learning spatial
and spectral models to create unlabeled class maps of paintings [14]. A deep feed-forward
neural network has been created to identify endmembers in any unknown hyperspectral
dataset by [75] to use as input to K-M models. None of the current neural network methods
produce end-to-end labeled pigment classification maps.
To train a neural network model for pigment identification, a large, labeled training
dataset is needed. There are currently no open source training HSI datasets available with
pigment information. Small spectral libraries (e.g., the Aceto dataset [10]) include a single
spectrum for each pigment and thus are not sufficient for this purpose. Networks need to
learn features based on a large number of similar spectra for each pigment. Additionally,
data sets of sufficient size to represent the variability in the materials are not available. Due
to our collaboration with the National Gallery of Art in Washington DC, this research had
access to a wide variety of HSI datasets where the paintings have been well-characterized
to serve as “truth” for the analysis and validation of the models.
The current effort proposes the automation of classification algorithms for pigment
identification without the use of spectral libraries, and developed an end-to-end pigment
identification model that can be easily applied to a complete art collection.
Even though HSI data have shown significant promise to assist with identification of
pigments, the high cost of such systems is a limiting factor for many museums without
well equipped research laboratories. Multispectral imaging (MSI), a slightly less expensive
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option, has been used to assist with the identification of pigments but are limited in its
analytical capabilities due to low spectral resolution [22]. Multispectral imaging, similar
to HSI, captures spectral information as well as spatial data. However, where HSI captures
hundreds of narrow band spectral channels, MSI only captures tens of spectral bands that
are wider than HSI bands and are not necessarily contiguous in the spectral domain. MSI
data is mostly collected by capturing the image under different wavelengths of light, or
if the object is illuminated by broadband white light, the light reflected off the object is
captured through various spectral filters.
To address the limitations of high cost and low spatial resolution in HSI, two studies
were performed to show the viability of using a low-cost multispectral system for pigment
analysis. The studies involved 1) band trade studies to validate the notion that a well-
selected set of multispectral bands could produce sufficiently accurate pigment maps, and
2) a system trade study of a novel imaging system design to confirm the hypothesis that
a low-cost imaging system could produce high signal-to-noise (SNR) MSI image cubes for
pigment identification.
These three objectives address limitations in this field and are discussed in the following
chapters.
1.2 Objectives
This research addresses three main objectives related to pigment analysis of works of art.
The objectives are as follows:
1. Assess the feasibility of an automated convex hull algorithm to create classification
and abundance maps with minimal user input, without the use of spectral libraries.
2. Create an end-to-end neural network model trained on a dataset of collected spectra
for pigment identification.
3. Develop and model a low-cost MSI system for pigment classification that can produce
comparable results to current HSI imaging systems.
1.3 Organization
This introduction is followed by a discussion of the necessary historical and technical
background. Subsequent sections detail the objectives listed in Section 1.2
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1.3.1 Chapter 2: Background
Throughout this dissertation the tools and algorithms to analyze pigments used in works
of art are discussed. However, to understand the complexity of identifying pigments, mix-
tures, and/or layered structures, an in depth background is given describing the painting
practices, pigments, and binding media used during the Early Renaissance period, since
the illuminations studied in this research all date between the 14th and 15th centuries.
1.3.2 Chapter 3: Automated Material Classification (Objective 1)
Knowledge of pigments and their distribution in paintings can inform conservators and
scholars to better understand, and conserve these objects. In recent years, a variety of
macro-scale non-contact imaging modalities have been applied to paintings to create clas-
sification/material maps. One modality, reflectance imaging spectroscopy (RIS) captures
the diffuse reflectance spectral signatures of the artists’ materials present in the objects
which can be used for classification (by defining regions of the image cube that have
the same spectral reflectance signature). In Cultural Heritage Science the ENVI spectral
hourglass wizard (ENVI-SHW) has been used to create classification maps from RIS. This
method is slow and requires an expert user input during the processing in order to find the
reflectance spectra that define the spectral classes (spectral endmembers or exemplars).
The pigments are then deduced from expert knowledge of spectral features in endmember
spectra and from other non-invasive analytical chemical analysis of sites defined by the
RIS maps. This chapter explores the potential of more automated algorithms, such as
maximum distance (MaxD), that are based on the theory of convex hulls for doing these
classifications, combined with applying the Gram Matrix to estimate the initial number
of endmembers, as well as spectral matching algorithms to an optimal spectral library.
While all of these algorithms were developed for the Remote Sensing community, MaxD
and the library matching examine all the spectra in the reflectance image cube, require
little user input, and are reproducible and fast. The results from the analysis of reflectance
image cubes (400-950 nm) of three paintings with MaxD and a spectral library matching
algorithm are presented and compared to those obtained with the ENVI-SHW algorithm.
The three paintings analyzed are the central panels from illuminated leaves, two from
the Laudario of Sant’Agnese (c. 1340) painted by the Master of the Dominican Effigies,
namely The Nativity with the Annunciation to the Shepherds and, Christ and the Virgin
Enthroned with Forty Saints, and one cutting from a leaf from a Choir book, Saint Fran-
cis Receiving the Stigmata, painted by Cosmè Tura (c. 1470s). Specifically, the results
include the spectral endmembers recovered from each method as well as the associated
classification maps. The findings from this study show that the MaxD algorithm process
was able to find the majority of the reflectance spectral endmembers with little user input.
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1.3.3 Chapter 4: Material Distribution Analysis (Objective 1)
This chapter examines the accuracy of creating abundance maps (pigment distribution
maps) from automatically derived endmembers (using the Maximum Distance algorithm
from the previous chapter) to create useful information maps to inform conservators. The
non-negative least squares (NNLS) method is used to un-mix the data to create element
distribution maps. Algorithms were evaluated with hyperspectral data of Cosmé Turas
Saint Francis Receiving the Stigmata, in the collection of the National Gallery of Art,
Washington, DC. Both the classification maps developed in Chapter 3, and the abundance
maps in Chapter 4 have the limitation that they do not inform scholars and conservators of
the pigment present. The maps present spatial distributions of similar spectra, but do not
label each class. The spectral signature of each class still needs to be assessed by experts.
To mitigate this, an end-to-end pigment classification convolutional neural network was
developed and is described in Chapter 5.
1.3.4 Chapter 5: End-to-end Pigment Identification (Objective 2)
Spectral imaging modalities, including reflectance and X-ray fluorescence, play an im-
portant role in conservation science. In reflectance hyperspectral imaging, the data are
classified into areas having similar spectra and turned into labeled pigment maps using
spectral features and fusing with other information. Direct classification and labeling
remain challenging because many paints are intimate pigment mixtures that require a
nonlinear unmixing model for a robust solution. Neural networks have been successful in
modeling nonlinear mixtures in remote sensing with large training datasets. For paint-
ings, however, existing spectral databases are small and do not encompass the diversity
encountered. Given that painting practices are relatively consistent within schools of
artistic practices, we tested the suitability of using reflectance spectra from a subgroup
of well-characterized paintings to build a large database to train a one-dimensional (spec-
tral) convolutional neural network. The labeled pigment maps produced were found to
be robust within similar styles of paintings. However, this approach is still limited to the
larger well-funded museums with HSI systems as part of their research laboratories. To
assist museums without HSI systems to acquire similar classification maps, this research
explored the development of a low-cost multispectral system as discussed in Chapter 6.
1.3.5 Chapter 6: Low-cost System Trade Study (Objective 3)
Most museums have limited funding for expensive research equipment like HSI systems.
Furthermore, they often do not have dedicated scientists to analyze the acquired datasets.
Many museums however have scanning point XRF systems that are attached to motorized
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tables. To assist museums to acquire data that can produce similar results to that of HSI
systems, while minimizing set-up costs, research was conducted to design and model a
prototype system and demonstrated expected performance of a low-cost multispectral
system that can be attached to existing motorized tables. Multispectral systems with well
chosen spectral bands can often produce classification maps on par with HSI systems.
To understand which spectral bands should be used for such a multispectral system, a
comprehensive band selection study was performed and tested on the training data created
for the neural network described in Chapter 5. The number of bands used for accurately
classifying illuminations in the Florentine period as defined by the band selection study
was used to inform the system trade study. The trade study analyzed two possible ways
to collect the data. The first was to capture the data through predefined filters (based on
the band selection study requirements). The second, using a linear variable filter (wedge
filter), disperses the light onto a linear detector array. This second option allows for a more
adaptable system that could, if the pigments used in a different period requires a different
set of bands, be sampled accordingly after collection. Both systems were compared to an
off-the-shelf spectrometer with similar cost as the proposed systems. The study revealed
that both the proposed MSI point imaging systems are viable options for this research
space.
1.3.6 Chapter 7: Conclusions
Chapter 7 summarizes this research and the outcomes of each Chapter. We proposed to
create a reproducible, fast, automated process that could adequately find a basis set of
spectral endmembers from the millions of spectra in HSI data, and create automated ma-
terial maps. We demonstrated that a neural network trained on a large spectral dataset
collected from a range of illuminations could be effective in rapidly and accurately classi-
fying a large collected of similar era illuminations. We modeled two theoretical low-cost
multispectral imaging systems that could produce similar classification accuracy as models
using data collected from HSI systems.
1.4 Novel Contributions
Chapter 3: Automated Material Classification (Objective 1)
1. Develop a semi-automated classification technique that does not require previous
knowledge of pigments present to create material maps of works of art.
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Chapter 4: Material Distribution Analysis (Objective 1)
1. Produce pigment abundances maps across entire works of art to assist conservators
in understanding pigment distributions.
Chapter 5: End-to-end Pigment Identification (Objective 2)
1. Create an end-to-end pigment identification model that automatically identify pure
and mixed pigments in a constrained environment for simple and fast collection wide
classification.
Chapter 6: Low-cost System Trade Study (Objective 3)
1. Design a low-cost point multispectral system for use along with XRF motorized
tables.
2. Use band trade studies to inform the selection of the multispectral bands for use in
the identification of pigments.
Chapter 2
Background
Since primitive times, humans have enhanced their lives with paintings. From early cave
engravings to elaborate works of art, paintings were used to create beauty, as an expression
of thoughts or ideas, or as a display of wealth. As new pigments, binders and substrates
were discovered over the centuries, new painting styles and methods were developed.
Understanding how these methods evolved, and how and when new pigments and
binders were introduced, gives insight into the human artistic development and may also
provide information about geographic movement and trading patterns.
For these reasons, various methods to study works of art have been applied over the
years. The outcome of these studies increase our knowledge of painting practices, and
assist with the formulation of maintenance, treatment, and non-treatment plans.
Treatment and maintenance plans involve not only the restoration of a work of art,
but also the storage and display requirements to minimize deterioration. On the other
hand, knowledge of the pigments used can lead to non-treatment plans where works of art
are not treated, but their display is adapted to simulate the original work. An example of
a non-treatment plan is the display of Mark Rothko’s Harvard Murals using light in the
Harvard Art Museum in Cambridge [87]. The appearance of the 50-year old faded murals
were revived by using a tailored light display.
2.1 Early Renaissance Illuminated Manuscripts
This research focused on illuminations. These are paintings in manuscripts that are often
adorned with gold or silver to “light up” the page - from there the name, illumination.
The illuminations studied here were created during the Early Renaissance period (the
14th - 15th centuries) in Florentine, Sienese, and Ferrarese Italy. During this period,
manuscript illumination flourished in Italy with many schools and workshops being formed.
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Workshops were run by a master who was responsible for obtaining commissions and
who oversaw the design and creation of the paintings, as well as being in charge of any
apprentice(s). Booksellers commissioned these workshops and professional painters to
illustrate and decorate their manuscripts. Most manuscripts that were important enough
to be illustrated were made from vellum, which is parchment of very high quality.
Today, many of these manuscripts are incomplete with leaves scattered around the
world; some may be housed in museums, while others may be in private collections (some
are even sold online).
2.2 Binders
Pigments and a binding media were mixed to create paint for the illuminations. Binding
media used with manuscript illumination were mostly egg yolk, glair (egg white), gum
arabic or glues of animal origin [55]. These binders have different properties, such as
drying time, opacity, and strength. The choice and application of the binding media
varied with the artistic school or master painter.
2.3 Pigments
Pigments were retrieved from various sources, e.g. natural minerals, plants and animals.
Table 2.1 displays the broad time frames of the major pigments used over the ages. Dif-
ferent blue pigments, including ultramarine and azurite, are examples of pigments ground
from minerals. Ultramarine, made from the precious stone lapis lazuli, was one of the most
expensive pigments during this period and was thus often reserved for painting the cloaks
of Christ and the Virgin. Azurite, a copper carbonate, is considered a very important
medieval pigment because of its frequent use. Organic pigments like lakes were pigments
extracted from organic dyed material. For example, some red lake pigments were extracted
from dyed-based pigment created from a resin secreted by insects. Other pigments were
made from plants, such as indigo. Synthetic pigments were also used during this period.
Vermilion, the bright red often used to depict the blood of Christ, was made by combining
sulfur and mercury [8].
2.4 Material Spectroscopy
To identify pigments based on their spectral signatures, information is needed about the
interactions of electromagnetic radiation interacts with a material on a atomic and molec-
ular level, specifically with respect to features based on a range of wavelengths [38]. This
CHAPTER 2. BACKGROUND 12
interaction, known as spectroscopy, forms the basis of hyperspectral imaging. For this
research, hyperspectral imaging (HSI) is limited from the visible to near-infrared (VNIR)
part of the electromagnetic spectrum, approximately 400 nm to 1000 nm.
As the electromagnetic radiation (in our case VNIR light) arrives at the object, each
pigment absorbs, transmits or reflects the light differently at each wavelength of light.
Additionally, light will scatter differently through the media depending on factors like
binding media properties, opacity of the paint, or the presence (or absence) of a varnish.
This in turn affects the spectral signature that is collected by the HSI system.
The identification of pigments are made even more challenging due to the variety of
ways paints were applied. Pigments were mixed with various binders to form paint, and
the paints were then mixed together or layered on top of one another to create different
colors. The difference in spectral signature between, for example, a green that was mixed
from azurite and lead tin yellow, or ultramarine and lead tin yellow, or layered with
ultramarine on top of a yellow, etc., is small. Often the distinction cannot be made
from reflectance signatures in the visible and near-infrared wavelengths alone. Additional
analysis with XRF is often needed along with fiber optic spectrometer (FORS) data that
extend reflectance data into the shortwave-infrared [68].
2.5 Conclusion
Due to the myriad of factors and variables that influence the spectral signature of pigments
in works of art, the identification of pigments and mixtures is an ongoing challenge and an
active area of research. However, with HSI systems becoming more affordable, significant
progress has been made using it for pigment identification to increase our knowledge of
the given artwork.
Not only is the information valuable to conservators and scholars, but HSI analysis
is being studied as another non-invasive process that could potentially assist with the
identification of art forgeries [58,71,72].
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Understanding the materials (pigments and paint binders) used in a painting can pro-
vide insight into working methods of the artist as well as help conservators to develop
a treatment plan. In the last decade, significant progress has been made in developing
non-invasive, macro-scale spectral imaging techniques that provide information across the
entire surface of the work of art. While these macro-scale methods provide less detailed
information than micro-samples, such as paint layer cross-sections, they are becoming
equally as important.
Two macro-scale spectral imaging methods that have become widely used are hyper-
spectral imaging (HSI) (also known as reflectance imaging spectroscopy (RIS)) [28,34,44],
and macro-scale scanning x-ray fluorescence (MA-XRF) [12,28,80]. These scanning meth-
ods can provide information about the distribution of artist materials present over the
surface of the painting and some limited information about their stratigraphy. The spe-
cific pigments can often be deduced or inferred from the analysis of the spectral features
contained in the spectra. The spatial distribution of the artists’ materials can be made
by mapping these spectral features using the 3-D image cubes. This is best done using
spectral image processing software optimized for these tasks.
While progress has been made in optimizing XRF or reflectance scanning systems
for cultural heritage science (CHS), limited progress has been made on the development
of algorithms to automatically and rapidly classify groups of pixels having like spectra
(spectral classification) and then into artists’ material maps. Since algorithms are typically
tailored to specific spectral modalities, it is unlikely that one algorithm will work with all
of the spectral imaging modalities in CHS.
In the case of MA-XRF, which provides information about the elements present, the
14
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Figure 3.1: XRF and color image of Master of the Dominican Effigies, Pentecost, about
1340, The J. Paul Getty Museum, Los Angeles, Ms. 80, verso. Digital image courtesy of
the Getty’s Open Content Program. First two panels display the XRF elemental maps of
lead and copper respectively. The last is a true color representation of the illumination.
spectra have discrete and known emission lines, of which only a subset partially overlap
one another. Thus elemental assignments in XRF spectra can be directly made by mod-
eling each XRF spectrum along with the background. From such modeling, elemental
classification maps can be directly made. A classification map is an map where each color
represents similar materials. Depending on the modeling algorithm, and the elements
present in the spectrum, there may be problems associated with the overlap of emission
peaks. This may lead to uncertainties about the accuracy of elemental maps. The process
of assigning pigments from the element maps is done by inference using other information,
such as color. As a result, maps of pigments are not directly made from XRF algorithms.
Macro-scale X-ray diffraction, recently developed, offers a solution to this current limita-
tion of MA-XRF analysis, although only a subset of pigments exist in crystalline form [91],
which limits its use to identification of inorganic pigments only. An example of XRF ele-
mental maps can be seen in Figure 3.1. The two panels on the left represents maps of lead
and copper, where lighter areas signifies higher concentrations of the respective element.
The visual appearance of the Pentecost is displayed on the right. While XRF provides
information about elements, HSI provides information about chemicals. The differences
are based on the physics involved, but also means that the data are used for different
tasks.
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Figure 3.2: The left image displays the HSI image cube. The blue and orange dots mark
the location from where the spectra on the right was taken. The plots show the spectral
signatures of green earth (blue) and lead tin yellow/ultramarine(orange).
HSI spectra often contain information that may be used to identify a specific pigment or
a class of pigments. Note, each spectrum may be considered a vector in an n-dimensional
space where n is the number of spectral bands. In such a space, each axis represents
the reflectance in a particular spectral band, so a sampled spectrum is represented as a
single point. This allows the spectral classification maps to be interpreted as pigment
maps. However, not all artist materials have sufficiently unique spectral features to allow
identification of all pigments and, like MA-XRF, other information may be needed. The
ability to identify a pigment or paint binder is known to increase when the spectral region
is expanded into the near and mid infrared spectral regions where vibrational features are
present [41,62]. The presence of overlapping electronic transitions and the effects of light
scattered by the pigment particles in the paint layer generally makes the analysis of HSI
spectral data more difficult than that of MA-XRF. Thus the development, or adaptation,
of algorithms to classify HSI spectra or directly identify artist material from the spectral
features, remains an active area of research in CHS.
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An example of an HSI image cube is displayed on the left of Figure 3.2, with associated
spectra of two selected pixels on the right. The two spectra show the signatures of two
green pigments, namely; green earth and lead tin yellow/ultramarine as selected from the
image cube (shown as dots in the image).
HSI was adopted early on in CHS field given the similarity of the materials of interest
to the remote sensing community, that is many pigments are minerals [24,42,67]. A large
number of algorithms have been developed for HSI in remote sensing over the years that
fall under the broad class of multivariate statistical methods. Separate from this class are
algorithms that seek to directly “match” individual spectra from the 3D HSI image cube
to existing spectral libraries of minerals or pigments [23, 44]. Traditional models, such
as linear mixing models, statistics and orthogonal subspaces, have been used extensively
for classification, material chemical identification and target or anomaly detection. Often
a single pixel in HSI data is a combination of more than one material type. The linear
mixing model (LMM) assumes this combination may be described as a linear mixture of
the spectra of the pure materials present in the pixel. For example, if a dataset consists
of only three materials, e1, e2 and e3, then each pixel in the dataset can be described as a
combination of pure materials (represented by the different e′is with xi =
∑3
m=1 aiei + n,
where ai represents the abundance (concentration) of the material and n the noise process.
The pure material spectra are the endmember spectra. Unfortunately, most datasets have
unknown endmember spectra. These are inferred from the data by various algorithms.
In recent years, various groups in CHS have explored several multivariate statistical
algorithms to find the spectral endmembers, including ones based on convex geometry
algorithms [34], the k-means clustering algorithm [78], and a combination of Barnes-Hutt
t-Distributed Stochastic Neighbour Embedding (BH t-SNE) and Density-based spatial
clustering of applications with noise (DBSCAN) [44], to name a few. Once the endmembers
are found, classification maps can be made. The central goal of these classification methods
is to examine the spectra in the 3D image cube and determine which endmember they
best “match”. Commonly used classification methods to do this include Spectral Angle
Mapper (SAM) [44], Maximum Likelihood (ML) [15], and Spectral Correlation Mapper
(SCM) [27].
One of the more widely used algorithms to find endmembers in the CHS field is the
ENVI spectral hourglass wizard (ENVI-SHW) which is rooted in convex geometry [19],
including the study of sets that contains all vertices within a given space. In principle,
the spectral endmembers will be the vertices or corners of the cloud of the spectra, which
should representative points that represents the pure (or purist) examples of the materials
in the scene in the n-dimensional space, where n is the number of spectral bands. The
ENVI-SHW algorithm uses Principal Components Analysis (PCA) to reduce the number
of spectral bands (dimension) of the HSI image cube, which can number in the hundreds,
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to perhaps 10 to 30 principal components (PC). PCA reorganizes the data based on the
variance in the data. The first principal component is calculated by rotating the axis
(new coordinate system) such that the new data has the most variation in this space.
The next principal component is calculated by finding an orthogonal axis with the next
most variation in the data. This is continued until the desired number of PC bands
are found. An example of the first four component analysis bands of the painting of
Mary is shown in Figure 3.3. PCA is mostly used for dimensionality reduction, however
it is also used for finding patterns in data of high dimension. The Pixel Purity Index
(PPI) algorithm is used [21] to find the possible endmembers. PPI uses a limited set of
random projections (tens of thousands instead of millions) to find spectra that are the most
spectrally diverse, for potential endmembers. Following this selection, the user has to find
the pure endmembers manually using the n-d visualizer tool. This is done by iteratively
plotting the reduced data (three bands at a time) and selecting clusters of points in the
3D plots. The data in the selected clusters are averaged to find the new endmember.
These clusters represents similar material spectra. Since clusters are not always clearly
defined and there are many combinations of 3D plots to look at, this method is not
robust. The ENVI-SHW algorithm, while having been found successful for examining a
wide variety of HSI image cubes, requires an expert user to select the endmembers from
those identified by the PPI in the reduced PC space. As a result, the method consumes
hours to implement and the likelihood of another user finding identical endmembers is
small, although an expert user should be able to find the majority. However, the method
is not strictly repeatable, and two users, given the same imagery, will potentially achieve
different results and come to different conclusions. Additionally, the user has several
decision parameters to set (number of PCA bands, number of PPI iterations, threshold
for PPI). Experience has found the ENVI-SHW susceptible to noise as well as to the
number of random projections used [21]. Still, the ENVI-SHW has been successfully used
to classify HSI spectra from HSI image cubes of paintings [26,30,31,33,34].
A major focus of this research was to test a class of automated algorithms to find
the spectral endmembers from HSI image cubes, which have received less attention in
CHS. These deterministic algorithms rely on the idea that the endmembers are assumed
to be vertices of the best fitting simplex that encompasses the data. These algorithms are
automatic, requiring little user input, work with all spectra in the HSI cube, and produce
the endmember spectra directly. These types of algorithms have become widely used
in the remote sensing community. In this study the HSI endmember finding algorithm,
maximum distance (MaxD) [45], was examined, along with the use of the Gram Matrix
to identify the number of endmembers to choose initially.
A secondary goal was to test a spectral library “matching” method, since it uses
the library spectra as endmembers and can directly assign pigments to produce pigment
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Figure 3.3: The first four PC bands of the Pentecost.
maps. In a library “matching” algorithm, spectra in the HSI image cube are matched
directly to spectra in spectral libraries in which reference paints (known pigments and
paint binders that are representative of the materials typically found in the artworks under
study) are painted out on relevant substrates [27, 34, 44, 65]. The success of such spectral
matching algorithms depends on the characteristics of the library, and the metric used
for the “matching”. Ideally the spectral library should include pigments and pigment
mixtures expected to be encountered. Since paint layers are not optically thick in the
near infrared, the reference spectra (in the library) should be painted on an appropriate
ground layer prior to collecting their reflectance spectra. This is important for yellows,
reds, ochres or earth pigments, as they become transparent between the red and near-
infrared spectral regions. Thus the resulting reflectance spectra become dominated by
the ground layer. There are diffuse reflectance spectra of most minerals in powder form
(ASTER spectral library [17], USGS spectral library [54]) and some of artist pigments
painted out on grounds typical of historic paintings (i.e, IFAC Fiber Optics Reflectance
Spectra of Pictorial Materials [5] painted on wood panels, Aceto library [10] painted on
parchment).
In this study, we compare spectral endmembers and associated classification maps
from the labor-intensive and manual process of identifying endmembers with the auto-
mated processes used in various remote sensing applications. Additionally, we compare
classification maps created using a spectral library matching method. A flow chart of the
methods and results can be seen in Figure 3.4. We apply all methods to HSI image cubes
from two 14th and one 15th-century Italian illuminated manuscripts. Figure 3.7 displays
the illuminations studied: The Nativity with the Annunciation to the Shepherds, Christ
and the Virgin Enthroned with Forty Saints, and Saint Francis Receiving the Stigmata.
The HSI image cubes used span the spectral range of 400 to 950 nm (visible to near in-
frared (VNIR)) with 0.2mm spatial resolution at the artwork’s surface and 209 spectral
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Figure 3.4: Flow chart of algorithms used and the number of accurately classified pigments
for the three illuminations.
bands.
3.2 Methods
3.2.1 HSI data cubes
The hyperspectral camera model SOC-730 VNIR, Surface Optics Corporation was used
to acquire the raw data needed to construct the HSI image cubes of The Nativity with the
Annunciation to the Shepherds and, Christ and the Virgin Enthroned with Forty Saints
paintings and the results of processing the resulting 3-D HSI image cubes with the ENVI-
SHW has been previously described [34]. The same setup and collection parameters were
used for the collection of the HSI image cube for the Cosmè Tura illumination Saint Francis
Receiving the Stigmata. The acquired HSI image cubes each have 220 spectral bands (2.5
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nm wide) and spans from 400nm <= λ <= 950nm. The spatial sampling was 0.18 mm
per side. The HSI image cubes were calibrated to apparent reflectance using a diffuse
white standard and the reflectance spectral noise was found to be ∼0.25 percent RMS for
a 99-percent diffuse reflectance standard.
3.2.2 Analysis of the HSI image cubes
The analysis was done in two steps: determination of the spectral endmembers and cre-
ation of pigment classification maps. While the method for determining the spectral
endmembers was different for each algorithm, the maps were all made using the Spectral
Angle Mapper (SAM) algorithm [28]. SAM determines the angle between each spectrum
at each spatial pixel in the image cube and a given spectral endmember.
3.2.3 ENVI-Spectral Hourglass Wizard (ENVI-SHW)
To obtain the spectral endmembers that best describe the HSI image cube of a given illu-
mination the ENVI (Environment for Visualizing Images 5.5) Spectral Hourglass Wizard
was used. In each case, the spectral dimensionality of the HSI image cube was reduced
using a form of PCA (Minimum Noise Fraction (MNF)), keeping the MNF images with
image content (e.g., the first 16 MNF images for the Nativity panel, out of 220 spectral
bands). From here the PPI used 20,000 reflectance spectra along with a cut-off threshold
of 2.5 [4] to find the most spectrally pure (extreme) pixels. These pixels were visualized
and clusters manually selected to form the set of endmembers for classification of the HSI
image cube. This was done in an iterative manual manner looking at only 3 of the 16
MNF images at a time displayed as a dynamic 3-D scatter-plot using the n-d Visualizer
tool. The endmembers were created from averaging the spectra in each cluster found. For
making the endmember classification maps, the angle between the spectrum of each pixel
and the endmembers were calculated using SAM. The spatial pixel is allocated to a specific
endmember if the angle is less or equal to a user specified tolerance angle. A smaller angle
means a closer match. The tolerance angles for each of the ENVI-SHW SAM maps was
determined by examining the histogram of angles returned by the SAM routine for each
endmember. The threshold of the histogram was set such that the average spectra of the
spatial pixels identified have the spectral characteristics of the endmember of interest. As
a result the tolerance angle varied for each endmember (0.03 to 0.25 radians).
3.2.4 Automated Endmember Identification and Selection
Each image, or scene, contains a number of unique materials. These materials describes
the inherent dimensionality of the data. Thus in an HSI image cube with 209 bands, but
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only 10 unique materials, the dimensionality of the original data (i.e. 209) can theoretically
be reduced to 10 with limited loss of information. Similarly, when endmembers are cho-
sen for a scene, these endmembers should represent all the unique materials in the scene.
However, the difference between dimensionality reduction techniques and endmember se-
lection algorithms lies not only in the algorithms themselves, but on how this information
is used to define material classes. All the spectra in the scene are then matched to one (or
several) of the spectra with some distance function or unmixing method (to define mixed
material spectra). This produce a classification map where all spectra belong to a class
or mixed class. Dimensionally reduced data, e.g. when using PCA, produce bands that
incorporate the most variability in the data. Each band does not necessarily represent a
unique material, and additional analysis is needed to find the classes in this reduced space.
Automatic selection of endmembers requires a choice of method and a selection of the
number desired. For this analysis, we applied the Maximum Distance (MaxD) method to
calculate the endmembers, and used the Gram Matrix to determine how many of these
endmembers to retain for the analysis. For this analysis, 15 endmembers were calculated
using the MaxD method. Since previous analysis of the Nativity panel revealed 8 distinct
classes, a slightly higher number of initial endmembers was chosen to ensure inclusion of
all possible endmembers.
The MaxD method was originally developed to select a set of endmembers in a hy-
perspectral scene for subpixel target detection algorithms in remote sensing [56]. The
objective of MaxD is to retain the most spectrally pure pixels from the image data. The
selected endmember spectra (vectors) should form the vertices of the best fitting simplex
that can represent the data. This ensures that the chosen endmembers encompass the
image data in the n-dimensional space, and thus any data point can be represented by a
linear combination of the selected endmembers.
To calculate the endmembers, the vector lengths (Euclidean norm) of each pixel is
calculated and the two vectors with the minimum and maximum length are selected to be
the first two endmembers. The data are then projected onto a subspace orthogonal to the
difference vector (difference between the minimum and maximum vector lengths). This is
done by subtracting the pseudoinverse of the difference vector from the identity matrix.
The first and second endmembers are projected onto each other and form a new point.
The furthest pixel from this new point becomes the next endmember. In each subsequent
iteration the dimensionality of the data is reduced by one until the desired number of
endmembers are reached or until all n iterations are completed.
Determining the right number of endmembers is not straight forward without prior
knowledge of the object being studied. Several methods have been developed to estimate
the dimensionality, or the number of distinct classes contained in the data. For exam-
ple, one option to decide how many principal component bands to keep, the cumulative
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Figure 3.5: Volume of each linearly independent endmember set of the Nativity panel.
explained variance ratio as a function of the number of components can be plotted. By
looking at the plot, the user can decide how many principal components to keep based
on how much of the variance in the data it would contain. When using the ENVI-SHW
method, experts already have a good idea of how many pigments should be found in the
data, and thus base their decision on prior knowledge. To identify the number of dis-
tinctive endmembers, the dimensionality of the data was estimated using a Gram Matrix
since the set of vectors (endmembers) are linearly independent if the determinant of the
Gram Matrix is non-zero. The Gram Matrix (G) is created by multiplying the transpose
of the n ×m MaxD endmember matrix (A) with itself, where n is the spectrum of each
endmember and m the number of endmembers.
(G) = ATA (3.1)
The determinant of the Gram Matrix was calculated for each new MaxD endmember
selected starting after the third selected endmember as the first two endmembers are the
vectors with the minimum and maximum length from the origin. Because the Gram
Matrix is a form of a similarty matrix, the determinant of the Gram Matrix is related
to the volume of the convex hull enclosed by the vectors. When it approaches zero, the
vectors are no longer linearly independent. (In general, it will never be exactly zero due to
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noise in the data.) To visualize, the volume of each vector set is calculated by taking the
square root of the determinant of the Gram Matrix. The normalized volumes are plotted
as a function of the number of endmembers used to identify where it approaches zero. An
example plot can be seen in Figure 3.5. Based on this graph, the first 9 endmembers were
chosen to represent the data.
We applied SAM to classify pixels into endmember classes. The angle between each
spectrum and each endmember was calculated and the spectrum labeled as the class of the
closest endmember (based on smallest angle between them). Histograms of the calculated
angle of each pixel spectrum relative to each endmember class were plotted.
3.2.5 Spectral Library Signature Classification
The Aceto library [10] was used for library classification. This spectral library contains
the spectral signatures of 48 pigments bound in both egg glair or gum Arabic painted
out on parchment. The spectra cover a spectral range from 350nm <= λ <= 2500nm
(nm) and were measured with an ASD Field Spec 3 spectrometer (Malvern Panalytical).
The spectra of the library are displayed in Figure 3.6. This library was chosen since these
spectra are considered optimal for illuminations from this time period. The library consists
of paints painted out on parchment with the pigments in historically correct binders. All
pigments which were found in the illuminations studied here are represented in the Aceto
spectral library. The library, however, does not included spectral signatures of pigment
mixtures. For use in the classification here the library spectra were re-sampled to the
spectral sampling of the HSI data cubes. Each spectrum from the HSI image cubes was
compared with the library spectra using the SAM algorithm. In each case the full spectral
range 400nm <= λ <= 950nm was used and the smallest angle is taken as the metric for
the best match to the spectra in the library. Thus the output consists of 48 class/pigment
maps which were compared to the “truth” maps (the ENVI-SHW classification maps) and
those that agreed were included here.
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Figure 3.6: Spectral signatures of Aceto spectral library.
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3.3 Results and Discussion
The paintings used for this research are from two 14th- and one 15th-century Italian illumi-
nated manuscripts. These illuminations were chosen for this analysis due to their diverse
palette with limited mixtures and the existence of a spectral library with pigments from
the same period and painted out on parchment, the Aceto library described above [10].
Moreover, other studies have shown that classification of illuminated manuscripts is pos-
sible using VNIR HSI image data sets plus other analysis information [33]. The first two
paintings analyzed were central panels from two leaves of the Laudario of SantAgnese and
both were painted by the Master of the Dominican Effigies. The Laudario of SantAgnese
was commissioned c.1340 by the Compagnia di SantAgnese of Florence. Compagnia, or
confraternities, during the 14th century consisted of wealthy traders who commissioned
elaborately decorated hymn books that celebrated religious days during the year [33].
These books decorated by noted painters would be used by the confraternity itself to sing
hymns of praise marking the religious events and as such the lyrics would be written in
Italian rather than Latin. Scholars have concluded that the Laudario of SantAgnese was
illuminated by two important painters, Pacino di Bonaguida (active c. 1302 to 1340) and
the so-called Master of the Dominican Effigies (MDE) (active c. 1328 to 1350). The two
Figure 3.7: Left: Color detail The Nativity with the Annunciation to the Shepherds, by
Master of the Dominican Effigies c. 1340. Middle: Color detail Christ and the Virgin
Enthroned with Forty Saints, by Master of the Dominican Effigies c. 1340. Right: Saint
Francis Receiving the Stigmata, 1470s, Initial G from a Choir Book (Gradual) by Cosmè
Tura. All three are in the Rosenwald Collection of the National Gallery of Art, Washing-
ton.
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panels are The Nativity with the Annunciation to the Shepherds and Christ and the Vir-
gin Enthroned with Forty Saints (Figure 3.7, left and middle panels). The panel of the
Nativity shows Mary and the infant Christ resting in a mountainous, nighttime landscape
under a canopied shelter with Joseph and manger animals. The quiet scene is enlivened
with a myriad of reverently positioned heavenly hosts, with two proclaiming the good
news to shepherds at the bottom of the scene [33]. Forty Saints contains a highly elabo-
rate, densely composed scene celebrating All Saints Day with the depiction of forty male
and female saints positioned below Christ and the Virgin seated on a throne. The third
painting is by Cosmè Tura, Saint Francis Receiving the Stigmata, 1470s, and was cut from
a now-lost choir book (known as a Gradual) (Figure 3.7 on the right). This illumination
consists of the letter G in the shape of a dragon like creature that adorned a page marking
the Feast of Saint Francis (October 4). The scene is described by G. Hammer as “. . . a
serene Francis kneels in a riverbed that gracefully winds past several tree stumps symbol-
izing Christ’s suffering. This unusual depiction of Francis in water parallels images of the
baptism of Christ. In the background, Francis’s companion Brother Leo reads next to a
modest chapel representing the new religious order of friars that Francis established” [6].
All of the classification methods (ENVI-SHW, MaxD and Spectral Library Signatures
Classification) were applied to the HSI image cubes of the three illuminations, The Nativity
with the Annunciation to the Shepherds, Christ and the Virgin Enthroned with Forty Saints
and Saint Francis Receiving the Stigmata. The results are given in Figures 3.8, 3.14
and 3.16 respectively. Since the ENVI-SHW results for the first two illuminations were
verified by point spectral analysis (XRF and reflectance spectroscopy (350-2500 nm)) plus
microscopic inspection, these endmembers and classification maps represent “truth”.
For The Nativity with the Annunciation to the Shepherds, the prior analysis with
ENVI-SHW found nine spectral endmembers from which class maps were made [33]. From
the spectral information and other non-invasive spectral analysis the pigments were as-
signed to these class maps. On the left of Figure 3.8 is the prior ENVI-SHW classification
result, in the middle the class map created from the MaxD and Gram Matrix method and
right, the class/pigment map from the spectral library classification. From ENVI-SHW
analysis [33], two blue endmembers where recovered, one identified as azurite that repre-
sents the majority of the blue areas, and the other ultramarine used for one of the angel’s
sleeves as well as for restoration of losses in the Virgin’s blue robe. Prior microscopic
examination found ultramarine in the angels sleeve as natural ultramarine (Lapis Lazuli)
and the restoration synthetic. The yellow endmember that maps to the top, right and
left inner border was previously assigned to lead tin yellow (likely type II, Pb(Sn,Si)O3)
from the spectral shape and more conclusively from the results of the XRF analysis which
found the presence of tin [33]. The second yellow endmember was found to also have con-
tributions from lead tin yellow and an earth (ochre). The green in the painting was found
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Figure 3.8: Class map and associated endmember spectra of The Nativity with the Annun-
ciation to the Shepherds panel from; (Left) the ENVI-SHW; (Middle) the MaxD algorithm
model; (Right) using spectral signatures from library.
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Figure 3.9: The reflectance spectral endmembers and classification maps of revised ENVI-
SHW analysis of the Nativity illumination, white animals (green) and gray-blue robes plus
goat (blue). The endmember of the rocks was not found with ENVI-SHW, the dashed red
spectrum is from a ROI of a rock.
to be a mixture of indigo and lead tin yellow as determined from XRF, the reflectance
spectra and microscopic analysis [33]. Two red endmembers were recovered, one was pre-
viously identified as red lead given its sharp reflectance transition (inflection at 567 nm)
and the other as low concentration of red lake [33]. The wooden manger was found to
be represented by two brown endmembers, both earths, each rich in ochre. Thus, nine
endmembers were found, mapped and pigments identified in the original analysis. This
left three major features un-characterized, namely the rocky landscape, the grey-blue goat
and robes, plus the off-white sheep and dog. Careful re-inspection with the n-d visual-
izer tool of the spectra selected by the PPI algorithm of ENVI-SHW revealed clusters
of endmembers that map to the grey blue (robes and goat) and off-white animals. Fig-
ure 3.9 displays a plot of the endmembers and classification maps. No cluster was found
that mapped to the rocks. Inspection of the spatial pixels selected by the PPI algorithm,
which determines the likely endmember spectra used by the n-d visualizer tool, revealed
that no spectra from the rocks was selected for the analysis. For this reason, the spectral
endmember to represent the rocks could not be found. This reveals an inherent limitation
of the ENVI-SHW, that the PPI algorithm does not examine all the spectra in the HSI
image cube for the selection of endmembers.
Application of the MaxD algorithm found the Nativity HSI image cube could be de-
scribed with nine endmembers. Three of the nine endmembers mapped to areas of gray,
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white and light red lake which did not represent distinctive spectra. Two endmembers
(5 and 7) displayed a distinct bimodal shape in their histograms, indicating sub-classes
within the endmember. Figure 3.10 displays the distribution of the angles between each
spectrum assigned to class 5 and endmember 5 as an example. For each of these sub-
classes, a new endmember was created by averaging all spectra with angle greater than a
threshold value between the two modes of the distribution for the specific class. Another
example where the sub-classes are clearly visible within one endmember can be seen from
the individual class maps where the calculated angle is displayed, is shown in Figure 3.11.
Endmember 5 clearly has two distinct classes within the assigned endmember class.
One possible explanation for endmembers missing from the MaxD results is that some
may be represented by a linearly weighted sum of the endmembers that were found;
for example, the missing endmember for the “rock”. Additionally, two of the missing
endmembers might be due to the nature of the MaxD algorithm, where the first two
endmembers usually map to very light and very dark areas in the HSI data cube. As
described in the methods section 3.2, the first two endmembers are calculated as the
nearest and furthest points from the origin of the data cube. This often includes spectra
Figure 3.10: Histogram displaying the angle between each selected spectrum and the
spectrum of endmember 5.
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Figure 3.11: Maps of each endmember class displaying the angle between the spectra and
associated endmember.
with high noise, or minimal features. These endmembers are mostly not used in the
final classification maps. The remaining six endmembers have a similar spectral shape
to those found using the ENVI-SHW method noted above and produced similar class
maps. Thus MaxD identified the areas of azurite, ultramarine, lead tin yellow red lead
and the green (mixture of lead tin yellow and indigo). The major difference between the
results with MaxD and with the ENVI-SHW was only one yellow and one ochre (earth)
endmember were recovered. Interestingly the two different approaches to setting the SAM
limits (using a threshold versus ranking endmembers based on spectral angle) gave similar
results. In summary, the MaxD algorithm, which took minutes to run, produced a set
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Figure 3.12: Class maps of the Nativity illumination that matched to the Aceto Spectral
Library. Yellow areas are best matches (lowest SAM angle), with green areas larger angle.
of spectral endmembers and produced similar class maps to those from the ENVI-SHW,
which required hours of work from an experienced user.
The Spectral Library Signature Classification recovered only three spectral endmem-
bers correctly, namely those of ultramarine and azurite, as well as red lead. An example of
the maps produced by this algorithm for the Nativity illumination is given in Figure 3.12.
Here 12 of the most significant matches of the 48 maps are shown and only three of the
pigment maps turned out to be correct: red lead, azurite, and lapis (also known as ul-
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tramarine). Still, the resulting class maps of these endmembers/pigments agree well with
those from the ENVI-SHW algorithm. The spectral library classification was done using
the Aceto spectral library, which is a comprehensive paint out of pigments in binders ex-
pected for illuminated manuscripts. While such libraries are comprehensive in pigments,
they often do not have the range of hues, that is reflectance transition edges, that exist
for many pigments. This is most notable with yellow and red lakes, which vary with
concentration, and with chelating ion, red and yellow earths, as well as a lesser degree of
red lead and vermilion. For example, red lead can vary in its transition edge from about
560 to 575 nm and vermilion from about 580 to 600 nm. Thus, a missed assignment can
occur if the transition edge occurs at a different wavelength than that of the appropriate
pigment in the data base.
To better understand why so few of the known pigments present in the Nativity were
matched, 12 of the 48 class/pigment maps created by matching the library spectra to the
data cube were plotted (Figure 3.12). They show that for the known ochres (earths) used
to paint the wood of the manger, the best matches (lowest SAM angles) were to library
pigments that have roughly the correct spectral shape (and hence the correct hue), but not
the spectral features (i.e., jarosite and saffron). Thus, as with all spectral library matching
methods, care needs to be taken to test if whether the match is correct, since the process
of matching will always select the “best” match, however it might not be the right match.
(In other words, the algorithm has to make a label assignment; it can not leave a pixel
unlabelled). Finally, the library contains no pigment mixtures, thus it is not surprising
that the green paint (lead tin yellow and indigo) was missed. These results underscore
some of the limitations of spectral library matching algorithms in CHS.
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Figure 3.13: True color image of Christ
and the Virgin Enthroned with Forty Saints
panel.
The painting of the Christ and the Vir-
gin Enthroned with Forty Saints, as shown
in Fugure 3.13, is a more complex design.
The prior ENVI-SHW analysis found 13
spectral endmembers, but did not com-
pletely describe the painting. As a result,
a new ENVI-SHW analysis was performed
with two changes. The HSI cube was aver-
aged spatially to reduce the noise in the re-
flectance spectra, and the cut-off threshold
of the PPI algorithm was reduced. Since
the spectral noise decreased, more spectra
were allowed as potential endmembers by
the PPI algorithm. This underscores the
need for low-noise reflectance spectra for
such forms of analysis. As a result, 17 end-
members were recovered, including most of
the endmembers in the initial study. How-
ever, a single representative endmember
was found for the ochre, instead of two
endmembers describing ochre in the prior
study. No pixels associated with the brown
robe of the saint (in the third row in the far
right) were found by the PPI algorithm. Still, the 17 spectral endmembers produced a
good class map that described the majority of the illumination.
Figure 3.14 displays the endmembers and classification maps of the three algorithms
for the Forty Saints panel. On the left of Figure 3.14 is the new ENVI-SHW classification
results (endmembers and maps), in the middle the classification results from the MaxD
and right, the class map using the Spectral Library Signature Classification. Integrating
results of the prior ENVI-SHW study with the new endmembers many endmembers can
have pigments assigned to them [33].The palette of this illumination was found to be
similar to The Nativity with the Annunciation to the Shepherds, but also includes vermilion
(for the blood of Christ), and a different green paint made from lead tin yellow mixed
with azurite. Interestingly there is another green spectral endmember which consists of
the green endmember on which ultramarine blue was applied as a glaze layer. Further
information revealed by the new ENVI-SHW study finds the faces contain green earth
(terra verde) used in the under-layer at this time period for panel paintings. The rocks
are painted with earth mixed into a white. The gold leaf of the halos and the vase on the
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floor between Mary and Christ that appears ”bronze,” though more likely is mosaic gold,
have similar reflectance spectra. Finally the scrolls are a white paint (likely lead white)
and the white robes are white mixed with varying amounts of earth to create the folds.
Interestingly, one earth endmember (brown/orange ochre) maps to the wood of the cross,
the bench Christ and Mary are sitting on and the hair of many of the saints. This more
complete analysis demonstrates that with time can recover endmembers that represent
the vast majority of the illumination with ENVI-SHW.
The MaxD model recovered 11 of these 17 spectral endmembers found with the ENVI-
SHW algorithm, producing similar class maps. The endmembers missed by MaxD include
variations on endmembers previously found. For example, MaxD recovered one instead of
two red lake endmembers (one having a lower concentration of red lake then the other).
It also did not find the endmembers for the rocks, faces, and the small amount of ultra-
marine. Initially, MaxD did not recover the gold endmembers; however, both bronze/gold
endmembers were found after re-running the MaxD algorithm on the spatially downsam-
pled data cube. Both the MaxD and ENVI-SHW missed the endmember of the brown
robe. If we treat the sets of similar endmembers that differ only in effective pigment
amount (red lake, bronze/gold, and white plus earth plus earth green) obtained from the
ENVI-SHW, then MaxD automatically found ∼80 percent of the endmembers within a
few minutes on the non-aggregated HSI image cube.
The classification maps from the MaxD endmembers and the automatic implemen-
tation used for SAM in MaxD did reasonably well compare to the manual method used
for the ENVI-SHW maps. The few errors included over assignment of the red lake in
what should be the brown robes of the missing endmember from both algorithms. It also
assigned some of the gold halo’s to the brown/orange earth (ochre).
As was true for the Nativity, the Spectral Library Signature Classification did not fare
as well. The azurite, the ultramarine, and only one of the ochres were identified. Four
other endmembers were found by the Spectral Library Signature Classification method
(shown as dashed lines in the plot), in which the SAM matching metric was met, but
the pigments identified were incorrect. For example, areas of known lead tin yellow were
identified as Stil de gran (pigment from buckthorn berries), an area of ochre as jarosite,
and an area of red lead as red ochre.
CHAPTER 3. AUTOMATED MATERIAL CLASSIFICATION 36
Figure 3.14: Class map and associated endmember spectra of the Christ and the Vir-
gin Enthroned with Forty Saints panel from; (Left) the ENVI-SHW; (Middle) the MaxD
algorithm model; (Right) using spectral signatures from library.
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Figure 3.15: True color image of Saint Fran-
cis Receiving the Stigmata panel.
The HSI image cube of the final paint-
ing, Cosmè Tura’s Saint Francis Receiving
the Stigmata, is the most complex (Fig-
ure 3.15). This painting from the latter
part of the 15th century was executed with
more skill. Figure 3.16 displays the var-
ious classification results for Saint Fran-
cis, including the original partly completed
ENVI-SHW classification on the left, and
the MaxD class map on the right. The
Spectral Library Signature Classification
was not run on this illumination since
results from the first two classifications
showed little promise.
The analysis of the HSI image cube
with ENVI-SHW algorithm readily re-
sulted in 12 endmembers and further anal-
ysis to find more endmembers was not done
at this time. Nor was a full identification
of all pigments completed, since the focus
was on testing MaxD’s ability to find relevant endmembers. The blue spectral endmem-
bers had spectral features that allowed assignment to azurite, ultramarine, and indigo.
This is a good example of where visual color is not enough to distinguish pigments, and
thus three spectral bands (that forms a true color image) are inadequate for our purpose.
Thus, using more spectral bands to differentiate between pigments is needed.
The class maps show that azurite was used to paint the blue leaves, ultramarine the
sky and areas of the stream, and indigo for part of the darker portions of the stream. The
yellow endmember (likely lead tin yellow) maps to yellow highlights on the dragon’s foot.
The flying Christ on the cross has a complex red robe painted with red lead and highlights
of yellow, which are described by two endmembers. Two different green endmembers were
also recovered, both painted with a yellow mixed with azurite in one case, and ultramarine
or indigo for the other. The first maps to the leg of the dragon and to the green grass,
while the other to a tree in front of the small building. The roof of the building is red
ochre (earth) painted over what appears to be a blue background, which gives rise to the
unusual reflectance spectrum. Finally, the letter G in the form of a dragon is painted
with varying concentrations of red lakes and some azurite on the outer edges to create
purple. These endmembers show a rich range of pigments, mixtures and glazes which were
extracted from the HSI VNIR image cube.
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Figure 3.16: Class map and associated endmember spectra of St. Francis Receiving the
Stigmata gradual from; (Left) the ENVI-SHW; (Right) the MaxD model.
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The MaxD algorithm recovered eight of these 12 endmembers automatically which
match those from the ENVI-SHW which were assigned to azurite, ultramarine, indigo, red
lead, yellow (lead tin yellow) and one of the green mixtures. The second green (azurite
mixed with yellow), which maps to the green grass and the dragon’s leg, was missed. This
might be since both azurite and yellow is present as endmembers and that a mixture would
be present within the convex hull. Other endmembers include one that maps to the yellow
highlights (e.g., on red lead of the wings of Christ) and one of the red lakes. As in the
other two case studies described here, the MaxD found the majority of the endmembers
quickly.
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3.4 Conclusion
The main purpose of this study was to test the viability of algorithms that automatically
and quickly find a basis set of spectral endmembers from the complete set of spectra in
the CHS HSI image cubes of paintings. Three Italian illuminations that had already been
analyzed using the ENVI-SHW algorithm, were processed using the MaxD algorithm. The
shortcomings of the ENVI-SHW algorithm are known to be the need for an expert user
(including choices of parameters), the time required, and the fact that it examines only a
subset of spectra. The results show the MaxD algorithm automatically found the majority
of endmembers obtained from processing with ENVI-SHW automatically in a fraction of
the time. Two different approaches for setting the limits on the SAM algorithm in order to
make the classification maps of the endmembers were compared as well. The method used
for the ENVI-SHW was not automatic where the method developed for MaxD was. Both
methods of making classification maps from SAM gave similar results, suggesting that an
automatic implementation of SAM for CHS HSI image cubes is possible. A limitation of
both MaxD and ENVI-SHW is that the resulting endmember spectra and class maps still
require expert interpretation to allocate pigments to classes. Finally, a Spectral Library
Signature Classification was tested, as this offers a possible solution to the need for expert
intervention. Although the Aceto library used includes of all of the pure pigments found
in the studied illuminations, it did not recover the pigments known to be present. This
seems to be more of a limitation of the specific hue of the pigment in the library than in




Analysis of HSI data from paintings mostly involves the creation of classification maps:
each pigment is assigned to one class and each pixel is labeled as belonging to a particular
class. However, paints very seldom consist of “pure” pigments, where only one pigment is
present in a given area on the artwork. More often than not, pigments are mixed and/or
layered, and the resulting spectral signature collected with the HSI system is a combination
of two or more pigments. To understand the mixtures, unmixing methods (the process
of decomposing each spectral signature into a set of endmembers) are applied to the HSI
data. Most of these methods for unmixing the data were developed by the remote sensing
community [18]. The method most often used is linear unmixing, where each material
in a scene can be expressed as a linear combination of endmembers. For example, if a
material consists of three pure materials, (A1, A2, A3), then the material spectrum y may
be expressed as the linear combination y = x1A1 + x2A2 + x3A3, where the terms xi
represent the concentrations abundances of each endmember. Recently, researchers have
been adapting these algorithms to HSI datasets of paintings for the unmixing of pigments.
A challenge often encountered with these methods is the evaluation of the algorithms.
Generally, unmixing algorithms are evaluated on a small set of pigment and pigment
mixtures created in a lab, where the pure pigment signatures either are known [16,77], or
taken from the painting based on knowledge gained from previous techniques [27]. Few
of these methods have generalized well to paintings with no previously known pigment
information. Research has also focused on using spectral signature libraries as endmembers
for the use in unmixing algorithms.
The majority of paints are known as intimate mixtures of small particles (sizes of
the order of micrometers) suspended in a transparent binder. Light scattering among
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the paint particles complicates the analysis. Based on this, nonlinear unmixing models
would be better to model the mixing that linear mixing models. However they are quite
complex and thus it is of interest to assess the performance of fast linear unmixing models.
Additionally, since the goal of conservation science is often not the exact amount of each
pigment but only to know if a particular pigment is present and its rough amount, exact
abundances are not needed. For a first-pass analysis, we used the automated MaxD
method to identify the endmembers, and then applied the non-negative least squares
(NNLS) linear unmixing method to create abundance maps. The NNLS method has been
successfully applied to a variety of remote sensing challenges even when data was not
specifically linear in nature [79, 92, 94]. Results from creating abundance maps using the
calculated MaxD endmembers are compared to abundance maps using the Aceto spectral
pigment signatures. Results are analyzed by visual inspection and compared to “truth”
maps created by experts in the field [53], as well as through prediction error metrics. Truth
maps identify the pigments present in the endmember spectra.
4.2 Methods
The data used in this research were collected by a hyperspectral imaging system at 220
spectral bands, each 2.5 nm wide, in the range 450nm <= λ <= 900nm [53]. The data
were calibrated to apparent reflectance. The gold pixels were not included in this analysis
due to saturation.
Artists often mixed pigments in varying proportions, to modify tone and color. For
example, lead white was used extensively as to lighten pigments. To understand how
these paintings were created and which pigments were used together (e.g., green can be
mixed from lead tin yellow and azurite or indigo), it is sufficient for many cases to know
the relative amount of pure pigments used in the mixtures. The result is displayed using
abundance maps where each map displays the location and concentration (value between
0 and 1) of the pigment present.
Creating abundance maps requires knowledge of spectral signatures, either from known
material spectra or through endmember selection. One challenge with automatic endmem-
ber creation is the uncertainty in the number of endmembers to choose for a specific data
set unless there is prior information about the number of pure materials in the image. To
calculate endmember spectra, we applied the Maximum Distance method as described in
Chapter 3.
In this study we used the non-negative least squares (NNLS) method to un-mix the
data and create abundance (pigment distribution) maps. NNLS is a constrained least
squares method where coefficients are forced to positive values to eliminate the unphysical
situation of a “negative” concentration of material in a pixel. The goal of this method is
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to find:
argminx ‖Ax− y‖2 subject to x > 0. (4.1)
A is the m× n matrix of endmembers with n the number of endmembers, m is the index
of the endmember spectra, ‖·‖2 denotes the Euclidean norm, y represents each spectrum
of the work of art and x is the desired set of abundances of each endmember at a pixel.
In actual use, the result is based on an estimated pixel spectrum.
y ≈ ŷ =
n∑
i=1
aixi + n (4.2)
where y is the pixel spectrum being considered, ŷ is the estimated, or modeled pixel
spectrum, ai is the ith endmember, xi is the ith abundance, and n is a noise parameter.
The often added constraint that abundances must sum to one was not enforced since
endmembers do not account for the in-class material diversity. This linear unmixing
method was applied to both the calculated MaxD endmembers, as well as the Aceto
spectral library signatures. This library was chosen since these spectra are optimal for
illuminations from this time period and include pigments and correct binders that were
painted out on parchment. The library consists of 48 pigments, lakes and dyes over
a spectral range from 350nm <= λ <= 2500nm. Figure 4.1 displays the bundance
maps created from applying the NNLS model to the selected MaxD endmembers. The
abundances represented on a scale of 0 to 1 are shown by the color bars. High and low
values of abundances are shown as yellow and dark blue, respectively. Additionally, the
NNLS method was applied to the Aceto spectral library for comparison. Because we do
not have per-pixel truth as to the pigment composition for each image, we utilize another
method for assessing the results. To calculate the error in the abundance predictions, the
magnitude of the difference between the pixel spectrum and the model was calculated by
(y− ŷ)/y. Essentially, for each pixel we can then assess how well the HSI image cube can
be recreated from the endmembers and abundance maps using the linear mixture model.
In this way, we can assess visually if any pixels are not well matched by the derived
endmembers or the library spectra, a good indication of the quality of the result. This
method assumes that the endmember spectra are true representations of the data.
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Figure 4.1: Abundance maps created for each endmember identified by the MaxD method.
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4.3 Results
When comparing the NNLS results of using the MaxD endmembers to the known pigment
distribution [53] displayed in Figure 4.2, most classes can be accounted for when looking
at the highest concentrations of each endmember. Azurite (endmember 10), yellow and
indigo/ultramarine (endmember 9), red lake (endmembers 5 & 11), red lead (endmember
8), lead-tin-yellow (endmember 6), indigo (endmember 7 & 12), and ultramarine (end-
member 3) are easily distinguishable. The “yellow on top of red lead” signature displayed
as orange in Figure 4.2 can also be found as lower concentrations of red lead in the end-
member 8 map. Additionally, endmember maps 1, 5, 7, and 11, make it clear that the
pink-red dragon body consists of several pigments (two red lakes and azurite). Expert
analysis of individual spectra showed that the water, seen as light blue in endmember
map 10, is partly a mixture of azurite and lead white, as well as ultramarine and lead
white. Both endmember maps 3 and 10 (ultramarine and azurite) show lower concentra-
tions of the pigments in the water, which would indicate that this was mixed along with
another pigment - in this case lead white. The MaxD method did not find an endmember
corresponding to lead white, which is understandable given the absence of pure lead white
Figure 4.2: Left: True color detail of Saint Francis Receiving the Stigmata, 1470s, Initial
G from a Choir Book (Gradual) by Cosm Tura housed in the Rosenwald Collection of
the National Gallery of Art, Washington, D.C. Middle: Classification map created by
the ENVI Spectral Hourglass Method. Right: Average spectra of each class with the
associated pigment allocation.
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Figure 4.3: (Left) Plot of the linear mixing of azurite and lead tin yellow to map to the
green riverbank. (Right) True color and the reconstructed image sections of the azurite
leaf and the green dragon foot.
in this painting.
Similarly, the green of the riverbank and dragon’s foot are found in endmembers 6
(lead-tin-yellow) and 10 (azurite), indicating that a mixture of these two pigments was
used to create the green. Figure 4.3 (left) displays the spectra of the lead tin yellow and
azurite endmembers, as well as a sample spectrum of the green riverbank. The dashed
line displays a linear mixture of the lead tin yellow and azurite endmembers. The images
compare the original data cube and the reconstructed data cube, rendered as “true color”.
It is clear that the linear mixture in the green river bank and dragon’s foot are imperfect
representations of the mixed pigment, however it is adequate for the linear unmixing
model to correctly assign these mixtures. Figure 4.5 (a) displays the spectra for the MaxD
endmembers along with their pigment assignments. Not all endmembers were allocated
to a known pigment signature. For example, endmember 1. This might be due to how
the MaxD method selects the first endmember, namely the spectrum with the smallest
distance from the origin (therefore a spectrum with the darkest overall brightness level).
The abundance maps created from the endmembers in the spectral library did not
compare well with the reference data. Figure 4.4 displays the maps with the highest
abundances, with the associated pigment name displayed above each map. Maps correctly
identifying the pigments are azurite, indigo, madder lake and lapis. It is interesting to
note that lead-tin-yellow was not found by the analysis of the spectral signature library,
even though the pigment signature is present in the library. The banks of the river were
also misidentified as azurite and yellow. However, the abundance maps of the spectral
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Figure 4.4: Abundance maps created from the spectral signature library.
library signatures selected malachite. This mis-classification is partially understandable
since the hue of malachite and that of the mixed lead tin yellow with azurite are similar,
though the spectral features do not match well, see Figure 4.5 plot (c).
The MaxD error map (Figure 4.6, left), and the associated histogram (Figure 4.7, left)
shows that the prediction errors are mostly less than 7%, while the prediction errors of
the spectral library signatures (Figure 4.6, right), and the associated histogram of errors
(Figure 4.7, right) have some areas above 40% error. The mean and standard deviation
of the errors using the MaxD endmembers were 0.844 and 0.803, respectively. The mean
and standard deviation of the errors using the spectral library endmembers were 0.658
and 1.028, respectively. Thus, the mean error was larger and the standard deviation was
smaller when using the MaxD endmembers. The errors from using the MaxD endmembers
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Figure 4.5: (a) Endmember spectra found by the MaxD algorithm and the associated
pigment names. (b) Set of spectra for azurite to show the variability in the data. (c)
Spectra of malachite (spectral library) and lead tin yellow with azurite (HSI data cube).
are larger in the areas where green is present. Green color in paintings during this period
was often a mixture between a yellow (possibly lead tin yellow or a yellow ochre), and
blue (azurite, indigo or ultramarine). To distinguish the spectral signatures between these
mixtures is challenging and experts often need to acquire additional information (e.g.,
XRF data) to confidently allocate the pigments used. The other larger error displayed
with the MaxD error map is the leaves in the illumination (blue). This has been confirmed
as being azurite, with some areas of white mixed in to lighten the pigment. It is difficult to
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Figure 4.6: Error maps indicating regions where classification resulted in less confident
measures with (left) MaxD and (right) Spectral signature library used for endmembers.
Figure 4.7: Histograms displaying the errors associated with using the MaxD endmembers
(left) and spectral library endmembers (right).
model the spectra accurately based on a single representative spectrum since the variability
when measuring different samples of the same pigment can be significant. Figure 4.5 (b)
displays a set of azurite spectra that was collected from one illumination. The large range
and variability can be seen along with the average spectrum of the set (dashed black line
in plot). Much of this is due to the addition of varying amounts of lead white that was
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added to the azurite that affects the brightness. Also, as can be seen from the spectra
between 600 and 800 nm, the shape of the spectra differs slightly between samples, which
could be due to small amounts of other pigments added, or just the different origins of the
azurite.
4.4 Conclusion
The creation of abundance maps to assist conservators to formulate a treatment plan based
on known concentrations of pigments in works of art can be a valuable tool. The accuracy
of the abundance maps will be limited by the effectiveness of the models used to extract
the endmembers. The MaxD method has shown significant promise to extract most of the
endmembers. However, the method does not extract pure pigment signatures only, but
include mixtures in the endmember selections (e.g. the yellow and indigo or ultramarine -
endmember 9). Additionally, even though many of the pigments were correctly identified
and assigned, the linear mixing model is not ideal for modelling intimate nonlinear pigment
mixtures. Results from using spectral libraries as endmembers to create the abundance
maps has not shown much promise. This could be due to collection methods for the spectra
in these libraries, the binders used when preparing the samples, the substrate on which the
samples are imaged, or even the quality/purity of the pigments acquired. Additionally,
the in-class variability can often not be presented by a single spectrum. However, this
study has shown that well-characterized methods to automatically extract endmembers
can be utilized in the pigment analysis of hyperspectral imagery of painted works of art




As discussed in Chapter 4, linear unmixing assumes that data may be unmixed by using
an area-weighted linear combination of the pure materials (or endmembers) for a given
scene. However, for paintings, the materials are often mixed intimately, resulting in light
that does not simply reflect from one material into the hyperspectral camera, but instead
is reflected and/or absorbed by the other adjacent materials (i.e., scattering), which means
that the measured spectrum is not in general a weighted linear sum.
For intimate mixtures, a nonlinear unmixing model is required to correctly assign the
materials present in each class and thus make an accurate material map [47]. Two types
of models have evolved over time. The first set includes physics-based models that require
knowledge of physical and optical properties of the materials in the mixture, as well as
information about the pigment stratigraphy [76, 90]. Approximations are often made in
such models to reduce the amount of detailed information required. The second class of
model is driven by data and have evolved as solutions to intimate mixing.
Alternative data-driven models have evolved in part as a solution to these challenges of
intimate mixing. Because neural networks and deep learning models can model nonlinear
functions, these models have recently been applied to the remote sensing HSI classifica-
tion challenge with growing success [46, 59]. However, to create accurate material maps
with convolutional neural networks (CNN), large labeled reflectance databases (training
datasets) are required. Spectral signature libraries of pure materials typically do not con-
tain sufficient sample diversity to create robust material maps when a class is comprised
of an intimate mixture. Currently only a handful of open-source, labeled, remote sens-
ing HSI datasets are available for developing classification models, and they are limited
to one area imaged with less than 20 unique classes each (e.g., Salinas, Indian Pines,
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Pavia datasets [1]). Several studies have been performed which indicate that neural net-
works can outperform traditional un-mixing methods when applied to HSI remote sensing
data [57,74,93,97].
To date, the majority of HSI data sets of paintings have been analyzed with linear mix-
ing algorithms in order to create classification maps. The most commonly used workflow
was discussed in Chapter 3. The application of this workflow has been most successful
when identification of the clusters that define potential classes is done manually, by an
experienced user, in a space of reduced dimensionality with a subset of the spectra from
the HSI data cube. Such processing, while successful, is also time-consuming [35, 53]. All
of these algorithms assume linear mixing and mixtures of pigments are treated as a single
paint (a relatively consistent mixture of colored pigments), and hence a unique material.
Labeling of the paint classes into their component pigments (i.e., labeled pigment maps)
is done either by identifying characteristic reflectance spectral features or by spatially fus-
ing the class maps with results from other analytical methods, e.g., XRF, extended-range
reflectance (near-ultraviolet, near-infrared, and mid-infrared), and Raman spectroscopy,
which provide more detailed chemical information. One promising nonlinear unmixing
model uses a convolutional neural network architecture to separate X-ray images of art-
work painted on both sides of their support [81].
Other approaches that have been explored in the analysis of HSI image cubes from
paintings skip the classification step in order to directly assign the pigments present.
Among these is the Kubelka-Munk model [48], which can predict the reflectance spectra
for intimate mixtures of pigments in optically thick paint layers from a weighted sum of
the ratios of the absorption K(λ) and scattering S(λ) coefficients of each pigment. The
pigments in the mixtures are thus determined by a least squares fitting of the unknown
reflectance spectra using a library of K(λ) and S(λ) coefficients for the pigments expected
to be present. These approaches have yielded good success for paint-outs and model
paintings prepared from the pigments in the reference library, but have had limited success
on real paintings [99, 100]. This is likely due to a variety of factors including the fact
that in the visible spectrum region more than one mixture of pigments can provide a
good fit, i.e., the optimal fit is not unique. An interesting proposed work-around to this
problem is the use of a neural network to pre-select the pigments for the least squares
fitting of the K & S parameters from a library [76]. The wide array of artists’ methods
for achieving a particular visual appearance (such as using a lower paint layer to create
specific optical effects), however, rely on the use of a variety of materials and mixtures
used, pigment particle sizes, and paint layer thicknesses, which present a major difficulty
when implementing the Kubelka-Munk approach.
Analysis of paintings by conservators and conservation scientists over the years has
documented the diversity of paintings by individual artists and artistic schools throughout
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history. There is a widespread use of pigment mixtures and layered paint structures
(stratigraphies) in paintings from the late medieval through to the current time. Artists
used materials from different sources and often combined pure pigments to expand the
range of colors, or hues, available to them. In any given area of a painting, there may be
anywhere from a single layer of paint to a highly complex stratigraphy of a preparatory
or ground layer (often chalk or gypsum), one or more paint layers, colored transparent
glazes, and varnish layers. In HSI, the paint stratigraphy cannot be ignored, since deeper
layers may become visible in the deep-red to near-infrared spectral region (λ > 600 nm)
owing to the decreased electronic absorption and light scattering by the pigment particles.
Since the layered structure of a painting and the pigments that comprise each layer are
not known in advance, a priori physics-based modeling is challenging for these complex
datasets, especially since a robust open source two-parameter (absorption and scattering)
spectral library of pigments is not available (although reflectance spectra of paints made
using historical recipes containing a limited number of pigments have been measured) [50].
To overcome the limitations of physics-based models for intimate mixtures found in
paintings (lack of sufficient information on the optical properties of the pigments likely
present and their stratigraphy), we have chosen to explore a single-step data-driven so-
lution to pigment labeling of reflectance spectra from HSI data. However, like the data-
driven solutions for nonlinear mixing in remote sensing, a large training dataset is needed
to train the network models. Furthermore, the spectral training database for a neural net-
work model must include the cases of intimate pigment mixtures, making these databases
even larger than those for physics-based models.
While fine art painting is a highly creative human endeavor, examination of real objects
suggests that artists did follow some patterns in working with materials to achieve desired
colors and visual effects. For example, the fast-drying paints used in tempera painting
(painting using a water-soluble paint binder such as egg yolk or gum arabic) could not
be blended and reworked in the way that the slower drying oil paints offered. With
the adoption of drying oils, the number of paint layers increased from a few to tens of
layers. Materials also changed - minerals, plants and insects provided many pigments
before chemical manufacture of pigments in the 18th century dramatically changed what
was available and used by artists. Thus, in general, the pigments and pigment mixtures,
paint thicknesses, and the number of layers encountered in a painting is expected to vary
with the materials available and artistic practice at any point in time, and in a somewhat
predictable manner.
The adherence to a set of practices, and use of particular sets of artist materials, often
overlaps with defined artistic schools (defined historically or geographically). This fact
offers a possible solution to making a robust training library for a data-driven model for
directly labeling pigment maps from HSI data cubes of paintings. In this study, we explore
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the suitability of building a training dataset from regions of well-characterized paintings
for an end-to-end supervised one-dimensional convolutional neural network (1D-CNN).
The 1D-CNN architecture was chosen due to state of the art performance when using 1D
signals [86]. Spectra from paints containing single or multiple pigments are collected for
the training library to incorporate the inherent variability in the data. This leverages
the inference that for a collection of related paintings, artists follow a similar, but not
identical, working process. Such training sets can therefore be expected to contain most
of the diversity in hue and intensity required for robust classification, which is not found
in pigment libraries. When new HSI image cubes are processed using the 1D-CNN model,
they will be labeled as containing particular pigments, creating a material map in a single
step.
To test the pigment maps created by the 1D-CNN model, test cases based on paintings
in 14th-century illuminated manuscripts were used. The resulting 1D-CNN was assessed
in two ways. First, the model’s mean-per-class-accuracy was computed to evaluate the
performance of the model. Secondly, the model’s results were compared to those obtained
via the more common, two-step approach (spectral classification followed by labeling of
pigments present based on additional information) to verify the accuracy of the model.
Paintings from two illuminated manuscripts were used to test the robustness of the model.
Figure 5.1: Workflow for the creation, validation and testing of the trained 1D-CNN model.
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5.2 Methods
5.2.1 Data and Experimental Setup
The workflow to create a neural network with an appropriate training dataset and to
produce labeled pigment maps of paintings is outlined in Figure 5.1 and consists of four
steps: 1) collect a sufficiently large spectral training dataset in which the pigments for each
spectrum are labeled; 2) create a neural network to predict pigments present in the input
HSI spectra; 3) validate the accuracy of the network (predictions of pigments present)
with a hold-out sample (10% of the training data); and 4) test the network prediction of
pigments present on two well-characterized paintings that were not part of the training
dataset. One is thought to contain the same, or very similar pigments, while the other is
used to test the robustness of the model since it is from another period and place.
The HSI data used for creating the training dataset consisted of 209 spectral bands
that ranged from the visible to near infrared (400nm <= λ <= 950nm). The resulting
image cubes were calibrated to apparent reflectance by subtracting a dark image from the
collected reflectance data in digital counts, and dividing the result by the illumination
irradiance (measured separately). The spectral component of the reflectance spectrum at
each pixel was used as input features (model input data) to the 1D-CNN model (thus, no
spatial processing was used in the pigment identification).
In order to build a reasonable pigment-labeled reflectance spectral training dataset
for a given artistic school, paintings from which training data are selected must meet
several criteria. They must be painted using a similar suite of materials, and generally
with similar painting methods with respect to ground application (or absence thereof),
degree of layering, degree of pigment mixing, etc., as previously described. They need
not, be painted by the same artist, so long as these general criteria are met. Having
reflectance data from the work of several artists who paint using similar methods may
make the training data more robust. Manuscript illuminations have been widely analyzed
by RIS [33, 66, 69] and provide an ideal test case for the approach used here. We have
therefore selected paintings from a single book, likely executed by a small number of artists
with access to similar pigments and following similar painting techniques with respect to
pigment mixtures and glazes (that is, operating in the same general school of artistic
practice).
Additionally, the set of pigments used in manuscript illumination is relatively limited,
and well-studied, making it possible to confidently identify examples of the most commonly
encountered pigments, pigment mixtures, and painting techniques [10, 11, 20, 60, 68]. For
example, purple pigments can be derived from natural materials such as mollusks, lichens
or dye plants, or by using mixtures of blue pigments (e.g., azurite, ultramarine, indigo) with
red lake pigments (such as carminic acid or brazilwood) to create purple hues. Similarly,
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blue pigments were often mixed with yellow pigments (lead tin yellow or yellow dyes
precipitated onto substrates) to expand the range of copper-based green materials available
to an illuminator. The possible combinations of materials could create variation even
within a single object in the painting. To model the three-dimensional form of a blue
azurite robe, for example, lead white could be mixed in larger amounts to achieve highlights
on the robe, or a transparent red lake could be layered on top of the blue to define purplish
shadows. Both mixing and layering can contribute to the nonlinear mixing effects evident
in reflectance spectra from such areas.
The reflectance training dataset created for the 1D-CNN consisted of spectra collected
from four well-characterized paintings from an illuminated manuscript containing many
of these commonly encountered materials and mixtures. The manuscript chosen for this
work was the Laudario of SantAgnese (c. 1340), one of only three surviving illuminated
books of this type (a laudario is a collection of hymns of praise), and which has individual
illuminations (described as paintings throughout this research for clarity) by at least two
artists, which are now dispersed in several collections around the world [49, 51, 52]. The
paintings used to build the training set (Figure 5.2) include:
1. The Martyrdom of Saint Lawrence, Pacino di Bonaguida, about 1340, Tempera and
gold leaf on parchment. The J. Paul Getty Museum, Los Angeles, Ms. 80b (2006.13),
verso
2. The Ascension of Christ, Pacino di Bonaguida, about 1340, Tempera and gold leaf
on parchment. The J. Paul Getty Museum, Los Angeles, Ms. 80a (2005.26), verso
3. The Nativity with the Annunciation to the Shepherds, Master of the Dominican
Effigies, c. 1340, miniature on vellum, National Gallery of Art, Washington, D.C.,
Rosenwald Collection, 1949.5.87
4. Christ and the Virgin Enthroned with Forty Saints, Master of the Dominican Effigies,
c.1340, miniature on vellum, National Gallery of Art, Washington, D.C., Rosenwald
Collection, 1959.16.2
These paintings from the Laudario have been studied in great detail to determine
the pigments and paint mixtures used as well as the artists working methods. The il-
luminations in the collection of the J. Paul Getty Museum were extensively studied for
the 2012-2013 exhibition Florence at the Dawn of the Renaissance: Painting and Illumi-
nation 1300-1350 using point-based analysis techniques (XRF, Raman spectroscopy and
microscopic examination), broadband infrared imaging (900nm <= λ <= 1700nm) and
ultraviolet light induced visible fluorescence photography [69]. More recently these folios
have been re-examined by RIS, XRF mapping (also referred to as scanning macro-XRF
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Figure 5.2: The four paintings from the Laudario used to create the training dataset for the
1D-CNN model. (a) The Nativity with the Annunciation to the Shepherds, Master of the
Dominican Effigies, c. 1340, miniature on vellum, National Gallery of Art, Washington,
D.C., Rosenwald Collection, 1949.5.87, (b) The Ascension of Christ, Pacino di Bonaguida,
about 1340, Tempera and gold leaf on parchment. The J. Paul Getty Museum, Los
Angeles, Ms. 80a (2005.26), verso, (c) The Martyrdom of Saint Lawrence, Pacino di
Bonaguida, about 1340, Tempera and gold leaf on parchment. The J. Paul Getty Museum,
Los Angeles, Ms. 80b (2006.13), verso (d) Christ and the Virgin Enthroned with Forty
Saints, Master of the Dominican Effigies, c.1340, miniature on vellum, National Gallery
of Art, Washington, D.C., Rosenwald Collection, 1959.16.2. Digital images of (b) and (c)
courtesy of the Getty’s Open Content Program.
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spectroscopy or MA-XRF), as well as point-based fiber optic reflectance spectroscopy
(350nm <= λ <= 2500nm) for this work. The point analysis data was combined with
the HSI data and XRF maps to define regions of the data cubes where similar pigments
are present.
The two works in the collection of the National Gallery of Art have also been previ-
ously studied for the Colour Manuscript in the Making conference (2016, University of
Cambridge) and the HSI image cubes have been classified and labeled with the pigments
determined to be present either from the HSI spectra and/or from the results of site-
specific XRF and fiber optic reflectance spectroscopy (350nm <= λ <= 2500nm) [33,53].
In constructing the training spectral dataset, regions in the HSI cubes having the same
spectral shape and known pigment composition were selected, both within a given paint-
ing as well as among all four paintings. The labels of the training dataset represent the
pigment(s) whose spectral signature(s) dominate(s) the spectra (i.e., with the effects of the
substrate and presence of ad-mixed white pigments included). Thus, an area containing
mostly azurite will be described as belonging to the pigment category “azurite”, even if
there is a small quantity of, for example, a white, black, or other-colored pigment. An
area containing a fairly equal mixture of azurite and lead white might be described as
“azurite/white” when the amount of white present begins to noticeably alter the spec-
trum. As a result, the training dataset incorporates the effects of variations in paint layer
thicknesses and mixtures that incorporate white pigments (lead white, chalk, etc.). The
only paint mixture excluded in the training dataset is that of the flesh. The omission of
the flesh tones was done purposely, as they represent a small area of the paintings and
their composition is known to differ among the artists who painted each painting used for
the training [69].
Figure 5.3 (a) displays The Nativity with the Annunciation to the Shepherds including
the locations where reflectance spectra were extracted. Selected areas were not averaged;
each spectrum was treated as an individual feature. In total, 25 classes (paints) were
identified. These classes consisted of both pure pigments (where “pure” is used to describe
paints where spectra are dominated by one pigment) or “mixed” pigments (where there
are two pigments contributing to the spectral signature). The mean spectra of all classes
can be seen in Figure 5.4, and represent the diversity of pigment and pigment mixtures
observed in these paintings. A total of more than 300,000 individual spectra were collected
across all four paintings.
Since not all pigments or mixtures are as abundantly used as others, a limited number
of samples was collected for some classes (e.g., 40 green earth vs. 61092 azurite samples per
class). For the model to formulate general rules and not over-train on the larger classes, the
training data were reduced to 16,683 spectra with the number of samples per class more
evenly distributed. This was accomplished by iteratively removing similar spectra (based
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Figure 5.3: Example of building the training datasets. (a) Regions of interest selected
in the The Nativity with the Annunciation to the Shepherds, Master of the Dominican
Effigies, c. 1340, National Gallery of Art Miniatures 1975, no. 7, Rosenwald Collection.
(b) The spectra of the brown ochre class collected from all four paintings showing the
spectral variability. The black dotted line is the average spectrum for brown ochre.
on Euclidean distance as a measure of similarity) in order to conserve the variability in
the training spectra. Even though other distance measures (e.g., Mahalonobis, Hausdorff,
spectral angle, etc.) could have been used, a simple Euclidean distance is a common metric
for assessing spectral similarity in hyperspectral imagery and is used here. Visualization of
the reduced number of spectra vs. all spectra for a given class showed sufficient variability
to justify this approach. However, for other paintings or sets of pigments, these other
distance measures could be considered to improve separability and will be addressed in
future work. Thus, for each class with more than 1000 spectra, a spectrum was selected
at random, and the 100 most similar spectra to the chosen spectrum were removed from
the class. This was repeated until each large class was reduced significantly.
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Figure 5.4: The average reflectance spectra for each of the pigment labeled classes in the
training dataset used for the 1D-CNN model.
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5.2.2 Network Architecture
The 1D-CNN consists of 4 hidden layers as shown in Figure 5.5. This was chosen after
experimentation with different numbers of hidden layers, filters and kernel sizes did not
produce better results. Exhaustive modelling was not done due to the very high model
accuracy achieved with the chosen parameters. The input layer receives the initial data,
which are the individual (labeled) spectra collected from the studied paintings. The first
two hidden layers have two 1D convolutional layers with respectively 64 and 32 filters and
kernel sizes of 5× 5 and 3× 3. This is followed by max pooling, where the hidden layers
are down-sampled to reduce their dimensionality, keeping the maximum output of each
second feature. Two fully connected (dense) layers of sizes 100 and 25 form the last two
hidden layers. Each hidden layer uses the rectified linear unit (ReLU) activation function
f(x) = max(0, x), thus retaining only the positive part of its input. The final output
activation function, Softmax, takes the output values and changes them to probabilities







where si is the score inferred by the neural net for each class in C. For this study,
C = 25.
Figure 5.5: The network architecture of the 1D-CNN model
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The performance of the model was measured with categorical cross-entropy loss (log
loss) function defined as
CE = −ΣCi tilog(si), (5.2)
where ti is the ground truth (label), and si the scores of the model for each class. For
the categorical cross-entropy loss calculation (compared to binary cross-entropy), each
label was coded as a one-hot vector since the neural network requires the label to be
numeric. A one-hot vector is a zero vector the length of the number of classes, with the
class represented as a 1 at the specific label number.
The model was trained with batch sizes of 50, and evaluated on a validation set of
10% of the training data. The training started with a learning rate of 0.01, which was
decreased if after 4 epochs (cycles through full training dataset) the validation loss did not
decrease. The number of epochs were set to 30. The model used the stochastic gradient
descent optimizer to minimize the loss function. The neural network was coded in Python
using TensorFlow’s Keras library [9].
5.2.3 Performance Evaluation of the 1D-CNN Model
The degree of success of the 1D-CNN model was evaluated in two ways. The first method
was a quantitative model performance evaluation and examines the robustness of the
neural network itself. The 1D-CNN model accuracy was measured using the individual
per-class results from 10-fold cross validation. Thus the overall accuracy of the model
was calculated by averaging the mean-per-class results for each of the 10 cross-validation
results. The mean-per-class accuracy measure is used when there are unbalanced sets
(classes with different volumes of data).
The second provided insight as to how well the 1D-CNN model produces accurate
labeled pigment maps. This is done by comparing the resulting maps with those generated
using the more traditional method (i.e classification of the same HSI cube using ENVI-
SHW followed by labeling the classes in terms of pigments either from HSI spectral features
or fusing the class maps with other data), described here as truth maps.
5.3 Results
Quantitative Model Performance Evaluation
The first method, to validate the performance of the neural network on the training set
created using the four paintings, applied 10-fold cross-validation to estimate model per-
formance, with results averaged. The k-fold cross-validation is a method used to evaluate
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machine learning models, where the training data is split into k groups. The 1D-CNN is
then trained on k-1 groups and tested on the hold-out group. This is repeated for all k
groups and the results averaged to produce a less biased estimate of the models perfor-
mance [40]. To calculate the results of each of the k models, mean-per-class-accuracy was
used. This method, used when training data have unbalanced sets (classes with different
amounts of training data), reports the average of the errors in each class, thus giving
similar weight to each class and preventing larger classes from dominating results. Thus
the mean per class accuracy for each of the 10 models created using cross-validation was
averaged to calculate the final model performance.
The overall mean per-class accuracy (averaged across the 10-fold cross validation re-
sults) for the 1D-CNN was 98.7%. Results for each pigment or mixture class can be seen
in Table 5.1. Model performance based on this metric shows very good results for all
classes. The associated confusion matrix can be seen in Figure 5.6. Note, this was scaled
to show the miss-classifications clearer. Note the lower accuracy of the ochres. As can
be seen from the confusion matrix, the model had slight difficulty to distinguish between
the signatures. This is probably due to the similarity in spectra between the ochres (see
average spectra of both in the top left plot in Figure 5.4). Figure 5.3 (b) displays the
reduced number of spectra of brown ochre; the dotted line shows the average of all plot-
ted spectra. The spectral variability within this pigment can clearly be seen in the plot.
The one distinct outlier visible, with higher reflectance from 400 to 550 nm, was probably
miss-labeled in the original collected training spectra. Cases similar to this one, where one
or more spectra in the training data may be incorrectly identified as belonging to a given
pigment category, are due to the method used to extract spectra for the training data,
wherein spectra from related areas were defined with the same pigment category label.
The mean spectrum of each pigment category is plotted in Figure 5.4, and correspond well
to the expected reflectance curve of the pigment(s) named in the category label.
Three additional classification methods were tested to compare the 1D-CNN model
with alternative models commonly used for such datasets, namely 1) a Multilayer Per-
ceptron (MLP) [85], 2) Support Vector Machine with radial basis kernel (SVM) [13], and
3) Spectral Angle Mapper (SAM) to assign the class with the smallest angle between the
spectral library and each spectrum in the image. The 1D-CNN outperformed MLP by
1.3%, SAM by 2.1%, SVM by and 6.4% mean per-class accuracy respectively.
CHAPTER 5. END-TO-END PIGMENT IDENTIFICATION 64
Table 5.1: Summary of per class accuracy for the 1D-CNN model. The 25 pigment/mixture
classes and their total class size is given along with the per class accuracy using 10-fold
cross validation.
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Figure 5.6: Scaled confusion matrix of model results.
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Qualitative Model Performance Evaluation
After training, the 1D-CNN model was applied first to the Pentecost, Figure 5.7 (a),
another painting from the same illuminated book from which the paintings used to create
the training dataset were obtained. The output of the 1D-CNN consists of 25 maps, one
for each pigment class in the training dataset. The intensity at each pixel in a given
map is the probability of a match between the HSI spectra at that spatial pixel and
the pigment class as determined by the 1D-CNN model. Each of the labeled pigment
maps were thresholded to 0.99 or greater probability to construct the composite pigment
labeled map in Figure 5.7 (d). This reduced the number of pigment-labeled classes from
the possible 25 to 13. A high threshold of 0.99 was chosen to reduce the number of false-
positive assignments. In the final composite pigment labeled map, the classes are color
coded and labels are given in Figure 5.7 (b). The black background represents spatial
pixels where none of the 25 labeled pigment classes had a probability at or above 0.99.
Inspection of the composite map and color image reveals not all of the pixels were assigned
to a pigment class. Decreasing the threshold from 0.99 to 0.85, as shown in Figure 5.8,
did assign unclassified areas to the correct pigments, but at the expense of increased false
positive identifications (e.g., parchment classified as lead tin yellow). As noted, the areas
of flesh were not included in the training datasets, thus no labels were assigned to the flesh.
Nevertheless the majority of the painted areas have been assigned to a labeled pigment
class.
The composite color coded pigment labeled map of the Pentecost obtained using the
traditional methods, the truth map, is shown in Figure 5.7 (c) and labeled pigments
found in these classes is given in the 1st column in Figure 5.7 (b). A detailed table
summarizing the information used to identify the pigments in the spectral classes found
using the ENVI-SHW is given in Table 5.2. Note that the HSI features listed are those
identified by an expert user following manual data exploration. When available, fiber optic
reflectance spectroscopy (FORS) and Raman analysis may provide additional information
about the total chemical composition of each area. However, not all pigments identified are
discernible in the HSI data cube on which the 1D-CNN is applied. Therefore, a simplified
“pigment class” column notes the materials that should be identified in the paint by this
technique. The colors of the labeled classes were chosen to roughly represent the color of
the actual paint. The 1D-CCN models color composite map, displayed in Figure 5.7 (d),
used a color scheme where the same color is used as the truth map if pigments were the
same, which can also be seen in the second column of Figure 5.7 (b). Comparing Figure 5.7
(c) and (d) (or the two columns of Figure 5.7 (b)) shows that the 1D-CNN model correctly
labeled the pigments in most of the paints. For example, the paints dominated by a single
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Figure 5.7: Comparison of pigment labeled maps. (a) Color image of Master of the
Dominican Effigies, Pentecost, about 1340, The J. Paul Getty Museum, Los Angeles,
Ms. 80, verso. Digital image courtesy of the Getty’s Open Content Program. (b) Table of
pigment labels for the truth map (see Table 5.2) and the 1D-CNN map. (c) Truth pigment
map. (d) 1D-CNN map.
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pigment – azurite, lead tin yellow, gold, ochres, red lead, vermilion, green earth and red
lake – were all correctly labeled.
Figure 5.8: The pigment labeled map created by using a lower threshold (0.85) in the
1D-CNN model.
For mixed pigments, the 1D-CNN model provided both correct and incorrect assign-
ments. The 1D-CNN model correctly labeled pixels when the degree of saturation of a color
varied over a fairly large range, for example the high and medium saturated blue robes.
In both colors, the same primary pigment is azurite, but mixed with varying amounts
of lead white. For the two areas where ultramarine and azurite were used together, the
lighter portion of the dome directly above Mary and the lighter blue robe of the apostle
in the bottom right, the 1D-CNN model correctly labeled only the lighter portion above
Mary, but not the very pale (unsaturated) robe. Interestingly, the light blue robe of the
apostle at the bottom right of Figure 5.7 (d) identified a small feature represented by only
a handful of spatial pixels as part of the “Red lake” pigment category (shown in pink
in Figure 5.7 (d)), which at first glance, appears as though it might represent a miss-
classification. However, after further visual investigation, this allocation was confirmed:
in the areas classified as “Red lake,” reflectance spectra do indeed indicate that an organic
red colorant may be present as a layer over the blue and lead white mixture to render the
shadow folds in the robe.
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Table 5.2: Summary of analyses, the Pentecost.
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Figure 5.9: Two details from the Pentecost. (a) The top left border of 1D-CNN map and
the corresponding (b) color image and (c) XRF copper distribution map. (d) The white
spire in the 1D-CNN map and the corresponding (e) color image and (f) XRF copper
distribution map.
The green paints of the robes proved the most challenging for the 1D-CNN model.
The truth map, as well as magnified examination of the painting, shows a yellow green-
base layer upon which a deeper green paint was layered, which helps define the three-
dimensional shape of the green-robed figure at bottom center. The yellow-green base
paint was found to be a mixture of lead tin yellow (type II), ultramarine, and likely a
copper-containing green pigment (see Table 5.2) and the deeper green as a mixture of lead
tin yellow with an unknown copper green. Neither of these mixtures is present in the
training dataset, however visual inspection of the mean spectra of the yellow-green paints
in the dataset indicate the best spectral match would be with lead tin yellow mixed with
azurite, due to the weak reflectance maximum at ∼730 nm.
There are two other small details where the 1D-CNN provided pigment labels which
prompted further investigation. These are illustrated in Figure 5.9. The first concerns the
left vertical portion of the red border. The top, right, and bottom part of the red outer
border show a sharp inflection point at 564 nm, indicative of red lead. The HSI spectrum
of the left vertical border (as pointed out by the green bifurcated arrow in Figure 5.9(a))
shows a sharp inflection at 558 nm consistent with red lead, although blue shifted, but it
also shows a weak reflectance peak at approximately 740 nm and rising reflectance starting
at 850 nm.
These results suggest the presence of a second pigment along the red outer border,
although assignment by HSI alone is not possible. The 1D-CNN model recognized a
difference between the left edge and the other sides of the red outer border, although it
labels the left edge as ochre, rather than red lead, azurite. Inspection of the copper (Cu)
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elemental distribution map obtained from XRF shows that copper is associated with the
blue azurite inner border. On the border’s left edge, copper is present in a wider line than
what is currently visible in the color image, and indicates azurite is present below the left
portion of the red outer border. Visual inspection of the color image shows some blue
paint is just visible at the top edge of the border (green arrow) (Figure 5.9(b)). Thus,
while not correctly assigning the pigments (since this combination of red lead and azurite
was not in the training dataset), the 1D-CNN model did assign the most logical pigment
based on the HSI features, and correctly noted the distinction between this area and the
remainder of the red lead border.
The second detail of interest is the shadowed side of the white square spire (Figure 5.9
(d,e,f)) which appears as a light gray blue in the color image and was labeled as “indigo”
by the 1D-CNN model, shown in teal in detail in Figure 5.9 (d). This area appears to
actually contain a small amount of a copper-containing pigment (likely azurite, since the
area has a blue-gray cast), as suggested by the copper distribution obtained from XRF
mapping (in Figure 5.9 (f)). This shadowed area was missed in the classification step for
the truth model. Spectra from this area have an overall lower reflectance (by a factor
of 2) and weak absorption features that suggest a small amount of earth pigment was
additionally added to the white. Taken together, the HSI and XRF data suggests that
the area may actually be a complex mixture of lead white, ochre, and trace amounts of
azurite. This three-part mixture is not in the training set, so although the shadowed side
of the spire was incorrectly ascribed to the indigo class, the 1D-CNN model distinguished
a difference between this area and the rest of the white spire.
To further test the robustness of the 1D-CNN model, a painting from a Choir Book
(Gradual) series painted by Lippo Vanni, Saint Peter Enthroned, c. 1345/1350, was ana-
lyzed. Vanni, while from Sienna rather than Florence, is likely to have been familiar with
the painting techniques and pigments used by the Florentine artists who did the paintings
for the Laudario of SantAgnese.
As in the case of the Pentecost, a pigment-labeled truth map was constructed from
first creating classification maps based on HSI spectra (400nm <= λ950nm) using the
ENVI-SHW algorithm and then by fusing results from point analysis methods in order
to turn the classification maps into labeled pigment maps (see Table 5.3 for details).
Note that the HSI features listed are those identified by an expert user following manual
data exploration. When available, fiber optic reflectance spectroscopy (FORS) analysis
may provide additional information about the total chemical composition of each area.
However, not all pigments identified are discernible in the HSI data cube on which the
1D-CNN is applied. Therefore, a simplified “pigment class” column notes the materials
that should be identified in the paint by this technique. The 1D-CNN model was applied
to Saint Peter Enthroned to determine the model’s generalizability to a painting not in the
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Table 5.3: Summary of analyses, Saint Peter Enthroned.
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Figure 5.10: Comparison of pigment labeled maps. (a) Color image of Lippo Vanni, Saint
Peter Enthroned, 1345/1350, National Gallery of Art, Rosenwald Collection, Washington.
(b) Table of pigment labels for the truth map (refer to Table 5.3) and the 1D-CNN map.
(c) Truth pigment map. (d) 1D-CNN map.
Laudario, but which is expected to contain similar materials. The reference color image,
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truth and 1D-CNN composite maps along with the color-coded pigment labels are shown
in Figure 5.10. The data demonstrate that the paints dominated by a single pigment were
correctly identified even when lead white was present. Specifically, the areas containing
azurite, lead white, vermilion, and red lake were all correctly labeled. The areas of gold
leaf, and the areas of exposed bole where the gold leaf has flaked away, were also correctly
identified as gold and ochre (the primary coloring material of the clay bole underneath the
gold), respectively. The 1D-CNN model incorrectly labeled the yellow as lead tin yellow
although the truth pigment map indicates that a yellow lake is present, however yellow
lakes are not present in the training dataset. The truth map shows the dark modeling of
the richly decorated red cloth over St. Peters throne was painted with vermilion while the
lighter parts were painted with a mixture of vermilion and red lead. The 1D-CNN model
correctly labeled the vermilion. However, the mixture was labeled as only containing red
lead because these areas had sufficient red lead character to differentiate them from pure
vermilion, since the mixture was not in the training set.
There are three sets of mixed pigments in Saint Peter Enthroned : two greens and an
orange-red. As shown in the truth map, the green paints (Figure 5.10 (c)) are made from
a yellow lake with azurite denoted with a lighter green, and with a yellow lake, azurite,
and indigo for the cooler, darker green. The labeled pigments returned from the 1D-CNN
model (Figure 5.10 (d)) returned two greens composed of a yellow mixed with a blue
pigment and the model returned the correct blue pigment in both cases. However, since
no mixture of a yellow lake with these two blue pigments existed in the training data, the
model assigned lead tin yellow mixed with the specific blue pigment as the best match.
This is not surprising as the spectral shape is dominated by the blue pigment present.
The labeled composite truth map shows that the red border contains a mixture of red
lead and vermilion, just like the lighter red portion of the cloth over the throne. The 1D-
CNN model correctly identified these two pigments individually in the border, identifying
primarily red lead on the right side of the image, and vermilion on the far left. The model
did not classify them as a mixture since there was no mixed red lead and vermilion class
in the model. This result reinforces the notion that identification from the model can only
be as exact as the training data. As such, these results will always need to be presented
with some indication as to the limits of interpretability. However, as more paintings are
studied, the training set can be augmented to develop a more robust solution.
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5.4 Discussion
The objective of this research was to determine if a data-driven, rather than a physics-
based, solution to pigment labeling of reflectance spectra would be sufficient. The mo-
tivation for testing was not because physics-based solutions to intimate mixing are not
sufficiently robust, but rather because obtaining the information to implement the physics
models are challenging due to the complexity of paintings. Specifically, obtaining the
optical properties of the pigments used, the optical thickness of paint layers present and
accounting for the possibility of glazes over the paint layers pose difficulties. While destruc-
tive micro sampling can provide such information, even well-studied paintings are sparsely
sampled and no robust non-invasive methods exist currently to obtain these parameters
across the surface of a painting. The data-driven solution explored here gets around this
problem but requires a large pigment labeled dataset, as all learning frameworks do.
The approach taken here is to constrain the size of the training dataset by developing
sets for specific artistic schools, which are often defined by constrained sets of pigments
and subsets of mixtures and more specific painting processes. That is, only subsets of
mixtures and layering expected within these schools would be used instead of all possi-
ble combinations. Finally, rather than attempting to build a robust training dataset by
making contemporary paint-outs, the central idea is to utilize well-characterized historic
paintings to define a number of classes and encompass the needed diversity, while simulta-
neously ensuring the use of historic pigments, supports (such as parchment), and paintings
grounds. This approach is inherently attractive because it leverages the large amount of
existing scientific data on particular paintings, suggesting that enough truth information
is available to allow the creation of appropriate training datasets for a number of artistic
schools. Where the predictions of labeled spectra break down using this approach, the
dataset can be refined, but the “failures” are likely new areas worthy of further study.
The limitations of this approach are twofold. First, it cannot be expected to work
well on all paintings, given that many specimens exist at the boundaries between schools
of artistic practice. However, the understanding of a given artist or artistic school does
not require a rigorous understanding of each set of work in the school, but more often
the common elements between them and where they differ. The approach proposed here,
even with its limitations, is consistent with these goals. The second limitation is that
while a physics-based model can give concentrations of the pigments, the data-driven
approach to directly label pigments proposed here will not. Nor will the proposed data-
driven approach provide quantitative information about the mixtures present nor find all
the pigments present. Physics-based models are better suited for these goals. However,
in the conservation and art historical fields there has been limited need for such detailed
information, except for a small class of paintings where the degradation over time has
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resulted in large imbalances in the color appearance of specific pigments. In these cases,
the focus is typically on getting quantitative information for one or two specific pigments
based on highly detailed studies, and not the whole painting. For the vast majority of
studies, then, the lack of quantitative data is unlikely to be a hindrance to uptake of the
method.
In this study, the proposed data-driven approach for the analysis of HSI image cubes
was applied to four well-studied paintings from the same book, which could be well-
described by 25 pigment labeled classes. This was sufficient to build the training dataset
for 14th-century paintings found in illuminated books from the early Italian Renaissance
by artists in or near Florence. The trained 1D-CNN model was then applied to a painting
from the same book that contained the four paintings used for training, as well as a painting
from a different book and artist who worked outside of Florence in Siena. Results were
encouraging when compared with truth which was obtained by labor intensive analysis
by expert users. This makes it likely to become a valuable addition to the workflow of
museum-based scientists and conservators.
For both of the tested paintings, the 1D-CNN model correctly labeled all but one
of the classes in which a single pigment dominated the reflectance spectra. Of the 28
truth pigment allocations across both paintings (17 in the Pentecost and 11 in the Saint
Peter Enthroned), the 1D-CNN model correctly identified 19. However, of the 9 incorrectly
classified pigments/mixtures, 7 were not part of the training dataset. When these incorrect
(but not surprising) classifications are discounted, the model misclassified only 2 classes.
These results point to a limitation of the 1D-CNN model, as with most artificial intelligence
models, that when a pigment is encountered for which the model was not trained (for
example the yellow lake that was labeled as lead tin yellow), the model fails. The model
handles well cases where pure pigments were mixed with varying amounts of lead white,
and thus appears to be robust in situations when the saturation is varied, so long as these
cases are in the training data. The model also handles the combination of ultramarine and
azurite except for the case when the pigment concentration was low and the color very
light. Between the two paintings there were four green paints made from mixtures. In
each case, the 1D-CNN model labeled the greens partially correctly, owing to not having
the right mixtures in the training data. Overall, the 1D-CNN model handled mixtures it
was trained for well, and found matches that were spectrally reasonable for those it was
not trained for. This illustrates both a benefit and risk. While the risk is clear (like all
data-driven models, there is chance for model predictions to be wrong), the benefit is less
obvious, but is particularly valuable in the field of art analysis. Fundamentally, incorrect
assignments provide a place to start from to improve the training data. But it also provides
an incentive for further research. In this work, the case where the model was wrong, such
as assigning an ochre where red lead was expected in the red outer border, caused us to
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look more closely at this area, making close comparisons to other data and reexamining
the painting itself, to find that the left edge of the border was painted over what was an
“error” made by the artist while painting the inner azurite blue border. Hence such errors
can be informative, particularly in cases where the examination of an object with HSI
is the first step of several analysis methods. This is, indeed, the case in many cultural
heritage studies.
Improving the training dataset is an iterative process and one that would improve
the performance here. The challenge is to look at more complex mixtures and layers
that arises from inherent variability of artists technique, including idiosyncratic mixtures
and/or layering methods that one artist may apply, which may exclude the possibility of
ever having a training set that can encompass all possible pigment mixtures. For example,
the artists considered in this work employed different pigments and/or subtly different
methods of painting flesh tones, depending on medium (e.g. painting on parchment vs.
panel paintings), size, and/or moment in their artistic development; the extent to which
this technique varies object-to-object and artist-to-artist continues to be a subject of
study [69, 89]. The expected variation of flesh tone painting techniques suggests that,
even within a single artistic tradition, some natural variability may make some paint
compositions more difficult to identify than others, directly linked to whether an example
is present in the training data. As noted in the results section, three-component mixtures
similarly find use, and the lack of them in the training data provided one limit to the
overall accuracy of the 1D-CNN predictions. Therefore, adding more unique mixtures
will undoubtedly improve the results of the model. For example adding examples of the
fleshtones represented in the manuscripts studied here.
To extend the model beyond this artistic tradition, of course, will require additional
extensions: for example, a similar model could reasonably be built to examine 19th- or 20th-
century oil paintings, but would necessarily require a different training dataset, and be sub-
ject to the same challenges as demonstrated here for 14th-century illuminated manuscript
paintings.
Even without these extensions, the potential to rapidly classify pigments in a collection
of works of art from the same painter (or painters from the same general era, location
and style), based on a model trained on a few well characterized paintings, creates the
opportunity for classification and analysis of entire collections within a short period of time
and with less need for a trained expert user to supervise the initial labeling process of an
unknown painting. As such, the 1D-CNN model provides an excellent first-pass analysis
to help guide the researcher, and/or identify areas deserving of more focused study by an
expert user or which will require additional detailed analysis by other analytical techniques.
An example of this kind of highlighting of areas of interest include the initially painted
portion of the border, and the shading of the spires in the Pentecost from the Laudario.
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This application of a 1D-CNN model, therefore, is expected to help conservators and
conservation scientists more rapidly evaluate the materialty of objects under their care,
allowing more rapid decision-making with respect to treatment and preservation options,
as well as identifying areas of ongoing interest or concern.
Chapter 6
Low-cost System Trade Study
6.1 Introduction
The study of painted works in museums for use in conservation is rapidly growing. How-
ever, limited funding and knowledge of imaging systems and subsequent data analysis are
significant challenges. In recent years, more than 600 museums have acquired XRF scan-
ners since they have become affordable and easy to operate (i.e., do not require a chemist
for use and interpretation) [3]. Initially, these handheld XRF systems were only used for
spot analysis, but the need to acquire information over entire objects has resulted in XRF
systems being attached to motorized tables to enable macro-scale imaging [12]. The im-
ages of the distribution of elements produced by these systems provide significant insight
into the work of art. Several larger conservation laboratories are combining macro-scale
XRF and HSI data to form a more complete understanding of the objects. These two tech-
niques are complimentary and together allow for good identification of materials [25], [29].
At present, HSI systems are still very expensive and require advanced analysis to produce
interpretable results as previously described. One option to obtain spectral data with less
expense is to use a multispectral imaging system. However, multispectral systems are
not often used for pigment identification due to the lack of spectral resolution and diver-
sity [22]. These limitations may be overcome by selecting specific spectral bands based on
prior knowledge (e.g., known spectral signatures of pigments that could be encountered
in a study) and using band selection methods to specify an optimum set of bands. As an
example, Figure 6.1 displays the hyperspectral signatures of vermilion and red lead. The
main difference between the signatures, and thus the identifying factor, is the location
of the inflection point, which may be used as a distinguishing feature. These occur at
approximately 560nm for red lead and 580nm for vermilion. Thus, a multispectral system
that samples the data at the wavelengths specified by dots on the graph would not be able
79
CHAPTER 6. LOW-COST SYSTEM TRADE STUDY 80
to distinguish these two red pigments.
Figure 6.1: Hyperspectral and multispectral signatures of red pigments.
To this end, two theoretical low-cost multispectral systems were designed and model
that could produce analogous results to that of current HSI systems at a fraction of the
cost. Additionally, the systems could be attached to the existing XRF motorized tables
and scanned at the same time. This would limit setup costs without increasing acquisition
time. A system would capture only a selected subset of the available HSI bands and
therefore would produce a multispectral image. For this purpose, a comprehensive band
selection study was done to confirm the assumption that a well-selected set of bands for a
multispectral system may produce results comparable to those from HSI systems. Band
selection methods reduce the feature space by selecting a subset of features from the
original dataset. This band selection study and results are described in Section 6.2. Since
there are a number of ways to collect the multispectral data, two different systems were
designed and compared to an off-the-shelf system with comparable cost. The first, a fixed
band multispectral system will use a pre-defined set of MSI bands, which might not be
the ideal set for all objects. The second system design used a linear variable filter (LVF)
which produces an adjustable range of bands, resulting in more flexibility with bands that
can be selected after capture. The Ocean Optics QE PRO-FL Fiber Optic Spectrometer,
with similar cost to the proposed systems, is used as a basis for comparison.
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6.2 Band Selection Study
Many band selection methods have been developed for remote sensing to reduce the num-
ber of bands from HSI to MSI data that would produce similar analytical results. Each
method focused on a very specific challenge [36], [39], [95]. The studies were specially
important before computer processing power was adequate for fast analysis of the large
HSI data cubes. However, such studies are mainly used now to inform system design
specification for multispectral remote sensing imagers [84].
Two band selection methods were compared: the Band Priority Index (BPI) [96] and
Exemplar Component Analysis (ECA) [88]. These were chosen due to their performance on
benchmark HSI classification remote sensing datasets, namely the Indian Pines and Pavia
University datatsets [2]. The Indian Pines dataset consists of 16 classes incorporating
agriculture, forest and vegetation. The Pavia University dataset includes nine classes
representing bare soil, vegetation, buildings and roads. These two datasets have been
extensively used in HSI classification and band selection models. Even though the datasets
are not complex, they give a good indication of a model’s performance. The results of
the two band selection methods can be seen in Table 6.1. The results are based on a
selection of 16 bands each, classified using the K-nearest neighbor algorithm with k = 3
and applying the Euclidean distance metric as similarity measure, as described in [96].
Even though these remote sensing HSI datasets have very different classes than those of
the artworks studied here, the principles of how to select subsets of spectra to represent
the data are similar for both applications.
Method Indian Pines Pavia University
BPI 66.0% 83.9%
ECA 68.8% 77.8%
All bands 72.5% 84.5%
Table 6.1: Band selection classification results on benchmark HSI datasets with KNN.
Last row displays the results if all bands are used for classification.
For unsupervised band selection, three parts need to be addressed: 1) the metrics for
designing selection criteria, 2) a searching strategy that is not computationally exhaustive,
and 3) the final number of bands. The Band Priority Index and Exemplar Component
Analysis methods are described in the following two subsections.
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6.2.1 Band Priority Index
The Band Priority Index (BPI) method aims to find the bands with the largest amount of
information (features) and lowest correlation. BPI applies the sequential forward search
(SFS) strategy [73], which starts with an empty set of features and adds one more feature
per iteration to maximize the cost function. This is repeated until the desired number
of bands are selected, where this number may be based on hardware capabilities. The
objective function si of BPI, is the product of the joint correlation ci and the variance δi
in the band xi being considered for inclusion.
The joint correlation coefficient (JCC) is calculated by




where θi is the angle between the ith selected band xi and the hyperplane formed
by the bands already selected. In this way, it measures the additional information that
may be gained by the additional band. Figure 6.2 displays an example in 3D space with
candidate band xi and the vector space W spanned by two previously selected bands.
Therefore, the larger the angle θi, the less correlation between the selected bands and a
higher contribution to the score of the objective function.
As proven in [96], the score for each additional selected band is smaller than that of
the previous selected band. The number of bands can be selected from a visual plot of
the scores vs. additional bands, as shown in Figure 6.3. The training data created for the
neural network in Chapter 5 was used for the band selection study.
Figure 6.2: Geometric explanation of the joint correlation metric (JCC).
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Figure 6.3: Plot displaying the BPI scores of each selected band through 30 iterations.
6.2.2 Exemplar Component Analysis
Similar to BPI, Examplar Component Analysis (ECA) calculates a score, the exemplar
score (ES), to prioritize the bands, where
ES = ρi × δi, (6.2)
with ρi the local density and δi the maximum distance to the points of higher density.
When calculating local density for a spectra, the distance is usually between the spectrum
and those that fall within a specific hard cutoff threshold (dc) is added, where
ρi = Σ(di,j − dc), (6.3)
with dij the distance of each spectrum to all others calculated using Euclidean distance
di,j = ‖xi − xj‖2 . (6.4)
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an adjusting parameter. A plot of the 30 highest exemplar scores can be seen in Figure 6.4.
It is clear from the graph that the ECA method suggests the use of at least 28 bands
to represent the data. However, since the BPI method performs well with significantly
fewer bands, it is the method chosen for the rest of the band trade study.
Figure 6.4: Plot displaying the ECA scores of each selected band through 30 iterations.
6.2.3 Band Selection Results
Though the BPI score based on the graph in Figure 6.3, suggested the use of 10 to 15
bands, it does not consider the shape or width of the band (measured as the full width at
half maximum, or FWHM) that will be applied to sample the signal. As such, to decide
on the final number of bands needed for each proposed system, additional studies were
performed.
The HSI training set created in Chapter 5 to train the neural network was sampled with
Gaussian functions with FWHM of 23.5nm and band centers dictated by the band selection
method. Note, since the available LVF is useful only over a slightly narrower range than
the original data (lower limit of 450nm instead of 400nm), a different set of bands were
selected with the BPI method. For each system, a new dataset consisting of the selected
bands was created by down-sampling the HSI training data used for the developed neural
network of Chapter 5. The neural network was retrained for each reduced spectral dataset.
The models were then applied to classify the materials in the Pentecost illumination after
spectral downsampling based on the selected bands. Classification results for the fixed
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band MSI system are listed in Figure 6.5, where each map represents the results using
a different number of selected bands. The red circles define areas where the respective
models did not predict the pigments correctly. The class map (bottom left) is the result of
the classifications performed in Chapter 5. Based on these results, 15 bands were chosen
for the MSI system. The associated spectral responses of the selected bands are displayed
in Figure 6.6.
The ECA method did not produce reliable results, as can be seen from the class map
displayed in Figure 6.7. Interestingly, the choice of bands (Figure 6.8) displays strange
groupings of selected bands. Based on these results, the BPI method was chosen.
Even though the LVF system would allow for different sets of bands to be selected
after image capture, an additional band selection process was followed to confirm that
good results are possible given the reduced spectral range 450nm <= λ <= 950nm.
Figure 6.10 displays the result of using 20 bands selected by BPI method for the LVF
spectral range. Less than 20 bands produced maps that did not identify all pigments,
specifically the ultramarine-azurite pigment mixture, (Figure 6.9). The associated bands
are plotted in Figure 6.11.
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Figure 6.5: Classification results using various number of selected bands with BPI.
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Figure 6.6: Bands selected using the BPI method. The 15 bands chosen could identify all
classes. As the bands were reduced, some classes could not be classified.
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Figure 6.7: Classification result from using 16 selected bands with ECA
Figure 6.8: Bands selected using the ECA method
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Figure 6.9: Classification result from using 16 selected bands with BPI based on the LVF
spectral range
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Figure 6.10: Classification result from using 20 selected bands with BPI based on the LVF
spectral range
Figure 6.11: Bands selected using the BPI method for the LVF spectral range
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6.3 System Trade Study
The goal of the system trade study was to produce a conceptual system design for a mul-
tispectral point imaging system used in conjunction with XRF point measurements on
existing scanning tables within reasonable costs. This will enable data capture simultane-
ous with the XRF scans, reducing collection time and set-up costs.
Two possible designs were investigated: 1) using individual filters for each pre-defined
spectral band, and 2) using a linear variable filter (wedge filter) to disperse light onto a
2D detector array that can be sampled to create various band combinations after capture.
The modeled results of these systems were compared to results when using a low-cost
off-the-shelf spectrometer with comparable cost.
The radiometry, from illumination source through reflectance to the acceptance by the
fiber optic cable is the same for all systems in the trade study; a schematic of the setup is
displayed in Figure 6.12.
Figure 6.12: Schematic of proposed imaging system.
Two 50 Watt [W] Solux 4700 Kelvin daylight lights are planned for the illumination
source, as shwon in Figure 6.13. The spectral irradiance (Es(λ)) was converted into
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where θs describes the angle of the illumination source. Since the distance from the object
to the illumination source (rs) is more than 10 times the radius of the source, we treated
the source as a point source. The incident angle (θo) of the light emitted by the source
onto the object is 45 degrees.
Figure 6.13: Spectral irradiance of the 50 W Solux 4700 K daylight sources.
For modelling the system parameters, an average reflectance (ρ) of 0.35 was used with
a spot size of 0.125 mm. The spot size was chosen based on the spatial resolution for the
system, which is intended, to mimic that of current HSI systems in use in cultural heritage
studies of art.
To focus light reflected from the object into the 50-µm VIS-NIR multimode optical
fiber, a 6-mm diameter VIS-NIR coated double-convex objective lens is planned (Fig-
ure 6.14). The relationship between the object and image heights, and distances, as

















Using both the relation between the object and image height (ho, hi), and the object
and image distance (ro, ri) in Equation 6.9, and the thin lens equation in Equation 6.10,
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Figure 6.14: Schematic of focusing the spot onto the fiber optic cable.
the image distance could be solved simultaneously. With the objective lens having a 23
mm focal length, the lens was placed 80.5 mm in front of the object, and 32.2 mm from
the fiber entrance.
From the fiber, the light will be focused into a thin line by a plano-concave cylindri-
cal lens and then passed through the spectral filters onto the detector array. Since the
detector arrays for the fixed band and LVF systems have different sizes, the distance of
the cylindrical lens to the detectors (rd) will differ for each system. The expansion of the




)(rd + f) (6.11)
with f = 4 mm is the focal length of the cylindrical lens, and where Lcyl lens can be
calculated using the numerical aperture (NA = 0.22) of the fiber optic cable with
Lcyl lens = 2rf (tan(sin
−1(NA))). (6.12)
For the fixed-band system, the fiber is placed 0.25 mm from the lens, resulting in light
with diameter Lcyl lens = 0.113 mm incident onto the lens. The CMOS linear image sensor
with length Ld = 3 mm is placed at a distance of rd = 102.42 mm from the cylindrical
lens. The line thickness at the detector is equal to Lcyl lens = 113 microns, which is smaller
than the detector dimension of 200 microns, which means that the system resolution is not
detector-limited. The linear detector array will be coated to pass the bandpass interference
filters specified in the band trade study. Each filter will cover around 17 detectors elements
CHAPTER 6. LOW-COST SYSTEM TRADE STUDY 94
of the 256 available in the array. The average transmission of these bandpass interference
filters are 50%.
Since the 35-mm length of the linear variable filter is much larger than the detector
array used for the fixed band system, the position of the cylindrical lens must be different.
This resulted in the distance between the fiber and lens being rf = 0.58 mm and the
distance of the lens to the detector array being rd = 50.44 mm. The LVF transmission
and quantum efficiency (QE) plots can be seen in Figure 6.15 (a) and (b) respectively.
Summaries of the system parameters used for both systems are listed in Table 6.2.
Figure 6.15: (a) Transmission curve of LVF. (b) Quantum Efficiency of LVF.
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Table 6.2: System parameter summary of both fixed band and LVF system.
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6.3.1 System Radiometry
The radiometry of each system is modeled to estimate the signals that would be captured
by each. The perpendicular irradiance onto the object (E⊥(λ)) was calculated using the
spectral flux from Equation 6.7 with two illumination sources at angles θo = 45 degrees at

















m2 · sr · nm
]
. (6.14)
Again, the average reflectance ρo(λ) = 0.35. For modeling purposes, the object is assumed
to be a Lambertian reflecting surface. However this is not the case for paintings in general,
and a more accurate assumption is an area of interest for future work.
The irradiance arriving at the entrance to the fiber is:
Ef (λ) =







takes into consideration the distance from the object to the lens ro, the spot size of the
image Ao, and the spectral transmission of the objective lens τobj lens(λ).
The spectral radiant intensity onto the detector is:
Id(λ) =







which accounts for the spectral transmission τcyl lens(λ) from the cylindrical lens and
τfilter(λ) from the filter at distance rd.
Equation 6.17 was used to calculate the number of electrons nelectrons arriving at the
detector, where QE(λ) is the quantum efficiency of the detector, Eph(λ) =
hc
λ [J] is the
photon energy at a specific wavelength, where h is Planck’s constant h = 6.626 × 10−34
[J·s], c is the speed of light, and ∆t is the integration time used for this study. The spectral
limits of the integration, λstart and λend differ for the two systems: λstart = 400 nm for
the fixed band system and λstart = 450nm for the LVF system. The upper wavelength
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The number of photons estimated from the number of measured electrons is:
DC = nelectrons ·
2bit depth − 1
well depth
[photons] (6.18)
where the number of data bits in the system is 12 and the well depth specified for the
detector is 50,000.
The system noise was mainly based on the variance in the signal, This shot noise
is modeled as a Poisson process with random variable N equal to the mean signal. The
standard deviation σ of the distribution is
√
N . Additionally, the dark noise σdark, readout
noise σread, and analog to digital conversion noise
σADC
well depth√
12(2bit depth − 1
(6.19)










Figure 6.16 (a) displays the modeled digital count for each of the 15 bands of the fixed
band system, assuming a FWHM of 23.5 nm and a 35% reflector. Figure 6.16 (b) displays
the spectral SNR using the same reflector.
The similar results for the LVF system are shown in as can be seen in Figure 6.17.
Note that the shape of the LVF plots clearly follow the combined shape of the transmission
and QE graphs of Figure 6.15.
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Figure 6.16: (a) Digital count of modeled fixed band system. (b) SNR of modeled system.
Figure 6.17: (a) Digital count of modeled LVF system. (b) SNR of modeled system.
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6.3.2 Image Sampling
The best spatial resolution for HSI imagery of paintings is approximately 0.25mm. This
is the reason for the selected spot diameter of 0.125mm. The signal is to be collected for
3.125 ms, an area of about 0.125 × 0.25mm as per Figure 6.18, where the ensemble of
blue circles represent the area that is scanned during that period, and the black square
represents the area that is averaged to form the final 0.25-mm pixel. These parameters
mean that a 1 m2 painting may be scanned in 28 hours, which is within the acceptable
range [29].
Figure 6.18: Schematic of image sampling.
Figure 6.19 (a) displays a test target created from individual bitonal pixels each
0.125mm in linear dimension. Thus 8 black pixels represent 1 mm, so that the combi-
nation of white and dark bars eight pixels in width is a spatial resolution of 0.5 line pairs
per mm (lp/mmn) The sampling of this target with the modeled systems can be seen in
Figure 6.19 (b), which makes it clear that 4 line-pairs per mm cannot be resolved. This
matches the final spot size of 0.25mm specified for the system.
Based on the results obtained from sampling the target, the modulation transfer func-
tion (MTF) of the system was calculated and is displayed in Figure 6.20. The dashed line
represents the Nyquist frequency fn =
1
2(0.25) = 2 cycles per unit length. Note, the MTF
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Figure 6.19: Sampling a line target with the system.
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where I is the image brightness. Thus for the target before sampling Imax = 1, and





The linear shape of the plot is due to the calculated MTF points (at 2 and 4 lp/mm)
being connected.
Figure 6.20: MTF of the proposed system based on horizontal sampling of the tri-bar
target.
The MTF can also be modeled by convolving the input function f [x, y] with the cylin-
der function to describe the beam size, which is smeared by the motion blur (modeled as
a convolution with a 1-D rectangle over x). The signal can then be averaged over the final
pixel size by convolving with a rectangle (with dimensions of the final image pixel):
(
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where the COMB function can be combined by substituting ∆y with ∆x = 0.25mm.






































































· (∆x)2 · SINC[∆x · ξ,∆x · η]. (6.25)
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Substituting ∆x = ∆y = 0.25mm results in the MTF along the horixontal and vertical
directions:
MTF [ξ] =




















as displayed in Figure 6.21.
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Figure 6.21: Modeled MTF of the proposed system for both directions, with the Nyquest
frequency ξmax = ηmax =
1
2·∆x = 2 ·
cycles
mm .
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6.3.3 Illumination Considerations
According to the American Institute for Conservation (AIC), illumination of 2000 lux
per hour for standard photography of paintings is allowed. Though lux as a measure of
luminous flux is a photometric unit taking into consideration the human visual response,
and thus ignores the contribution of IR and UV radiation, we calculated the lux used by
the systems to have a comparable measure for conservation scientists. The analogue of







where y(λ) is the photopic luminosity function, Φ(λ) the spectral flux of the source, rs
the distance from the illumination source to the object, and k = 683 [W/lumen] the scale
factor. Using the Solux 50 W lights at 1 meter results in an estimate of 508 lux per hour.
As discussed, a 1-m2 painting will take 28 hours to scan. This means the illumination
must be constrained to a limited area around the point of acquisition such that each area
does not receive more than 40 minutes of illumination.
6.3.4 Modeling Reflectance Datacube
To test the proposed imaging systems with “real” data, the reflectance values of the Pente-
cost illumination were used as input reflectance for the radiometric models. Additionally a
white reference targetfor calibrating the modeled data to apparent reflectance was created
by setting the reflectance to unity. Note, this illumination was used for this analysis due
to the extensive truth data available to validate findings. This does not represent the final
spatial resolution of the modeled systems, as shown in Section 6.3.1.
To create a more realistic output dataset, synthetic correlated noise was added to the
modeled data before sampling as per Section 6.3.2. The synthetic noise was calculated as
a two-step process [70]. The correlated noise was first estimated by:
• selecting a uniform region from the Pentecost illumination (HSI datacube).
• applying the minimum noise fraction (MNF) transform and retaining the noise statis-
tics of the dataset.
• using only bands with eigenvalues more than 2.0 to inversely transform the data
back to the original data space (this data is essentially noise free).
• subtracting the noise-free data from the original selected uniform reflectance data
(to produce an estimated dark scan).
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Then, after creating the estimated dark scan, the synthetic correlated noise cube was
created:
• PCA is applied to the estimated dark scan to decorrelate the noise.
• Standard deviation of each transformed band is measured.
• Gaussian noise images with zero mean and the extracted standard deviation are
generated for each band (scaled according to output image size required)
• Inverse PCA transform is evaluated for the generated noise images using the same
statistics present in the forward transform.
The resulting correlated noise cube was sampled to obtain the MSI bands for both
systems, which are added to the associated modeled reflectance image cube.
In recent years, spectrometers have become more affordable with better system speci-
fications. This led to the additional task of modeling a system with comparable cost and
with 15 bands over the full wavelength range 400nm <= λ <= 950nm. The same image
sampling method was applied and the same illumination and objective lens configuration
were used (since the standard field of view of the spectrometer is too large). The spectral
QE and grating efficiency of the spectrometer were considered while modeling the output.
To test the output of these modeled datacubes, the 1D-CNNs created for the fixed-
band system (15 spectral bands) and LVF system (20 spectral bands) were applied to these
noise-added modeled reflectance cubes. The results of the classification of both systems
can be seen in Figure 6.22 (a) and (b). Note that Figure 6.22 (c) displays the classification
results when using the Ocean Optics off-the shelf spectrometer.
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Figure 6.22: Classification maps created using the modeled fixed band system (a), the
LVF system (b) and the spectrometer (c).
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Comparisons between the classification maps created with the HSI data and those of
the designed MSI systems revealed minor inaccuracies. For example, the allocation of
lead tin yellow/azurite lines between the ultramarine/azurite background, as detailed in
Figure 6.23(c) should have been allocated as gold.
Figure 6.23: Detail of the Pentecost (a) and associated classification maps created using
the HSI data (b), and the LVF system (c).
These differences may be explained from the spectra of the associated pigments in
Figure 6.24. Due to the 4-pixel binning method used to create the MSI images, the thin
lines captured by the HSI system were interpolated along with the ultramarine/azurite
background. The result can be seen in Figure 6.24, where the HSI measurement in orange
represents the golden lines (see the true color detail of Figure 6.23(a)), the HSI spectrum
in blue is the ultramarine/azurite signal, and the dashed black spectrum represents a
mixture of the ultramarine/azurite and golden line spectra. The blue dots depicts the
MSI spectra at those lines, while the orange dots display an MSI spectrum taken from the
correctly allocated lead tin yellow/azurite green robe.
It is understandable that this missallocation could happen based on the similarity of
the MSI spectra. This specific issue should not be a limitation with actual data collection
since the spatial resolution of the input HSI data cube used to model the MSI systems was
slightly larger than 0.3 mm2, resulting in a modeled MSI image of 0.6 mm2 resolution.
Another noticeable difference between the HSI and modeled MSI images is the white
spire in Figure 6.25. However, as per Chapter 5, the HSI classification of Indigo (the “light
blue” in spire) is incorrect, and the MSI classification of white coincides with the truth
map created in Chapter 5.
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Figure 6.24: Spectra taken from the HSI and MSI Pentecost data cubes. The black dashed
line displays the binned spectra when ultramarine/azurite and gold spectra are adjacent.
The blue dots represent the MSI spectra of the lines, and the orange dots represents the
matched MSI spectra of lead tin yellow/azurite.
Figure 6.25: Detail of the Pentecost (a) and associated classification maps created using
the HSI data (b), and the LVF system (c).
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6.3.5 System cost
Since many museums lack the funding to purchase HSI systems, an important considera-
tion for the proposed system designs is its cost. The estimated prices for the components
of each proposed system and the off-the-shelf spectrometer are listed in Table 6.3. Small
pieces and parts (e.g., wiring, framework) are not included but are estimated at less than
$1,000. The main expense for the fixed-band system is the production cost to coat the
bandpass filters onto the linear detector array. For the LVF system, the detector array has
the highest cost, because it must be a 2-D array to accommodate the LVF, even though
a 1-D spectrum is measured. This is due to the large format of the LVF. There is a
large variety of spectrometers available, ranging from $3,500 to many tens of thousands
of dollars. This spectrometer was chosen for comparison based on its comparable cost.
6.3.6 Noise Equivalent Change in Reflectance
To understand the capability of the systems to detect small changes in reflectance, the
noise equivalent change in reflectance (NE∆ρ) was calculated [83]. This measure defines





where N is the noise in photons and ∆Sp is the change in signal (in photons) given a unit
change in reflectance (∆ρ). The original signal was calculated using a 35% reflector, and
thus for a unit change in reflectance (∆ρ = 0.01) the new signal was calculated with a
36% reflector. Note that since ρ ∈ [0, 1], ∆ρ = 0.01.
Figure 6.26 displays the NE∆ρ for the fixed band system per unit reflectance (ρ =
0.01). Thus, for example, at the first wavelength (432 nm) a reflectance change of 0.0026
will just be detectable above the noise.
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Table 6.3: Estimated cost of the modeled fixed band system (a), the LVF system (b) and
the spectrometer (c).
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Figure 6.26: Noise equivalent change in reflectance per unit reflectance for the fixed band
system. The signal is most easily detected in the range 600nm <= λ <= 700nm.
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6.4 Discussion
The goal of this research was to design a low-cost solution for museums that cannot afford
HSI systems, but which already have motorized XRF scanning tables. Two designs were
modeled and compared to an off-the-shelf point spectrometer.
For appropriately selected spectral bands, both the fixed band and LVF models pro-
duced classification results comparable to that of using the full HSI data cube.
All models produced slightly lower SNR than state-of-the-art systems. These current
HSI systems report SNR = 400:1 for a 99% diffuse reflector [30]. Figures 6.16 (b) and 6.17
(b) display the spectral SNR of both the fixed band and LVF systems for a 99% reflector.
Due to the transmission of the LVF, the SNR is slightly lower than that of the fixed band
system. The SNR could be increased by widening the FWHM of the selected bands, or by
using a different detector. A detector with a higher full well capacity could increase the
SNR. This is an area for future research.
The spatial resolution of the proposed systems is 0.25mm, which is comparable to high-
end HSI imaging of art [33]. Though the spatial resolution of these systems is typically
0.2mm, the data cubes usually are binned afterwards to improve SNR.
Even with the spectral limitation of the LVF system (λmin = 450nm) the results
were promising. This would suggest that using the LVF system would be more beneficial
than the fixed-band system, as the bands selected for the study can be changed after
collection. Thus if the pigments of the objects being imaged are different from this study,
new band selection studies could suggest a different combination of bands which can easily
be incorporated into the workflow.
Since the spectrometer also produced similar results to the modeled fixed band and
LVF systems, this would also be an option for the creation of high resolution MSI images
to assist with pigment identification.
Chapter 7
Conclusion
The goal of this research was to assist conservators and art historians to learn more about
pigments and working methods used to create paintings. This information is useful not
only to understand the creation and provenance of the object, but also to inform best
techniques for conservation and preservation.
As stated before, it is important to note that one modality is not enough to identify
all pigments, and thus any solution presented here using only HSI data will not be able to
perfectly assign all pigments. Additionally, the wide range of possible pigment, binder and
substrate combinations, as well as the various pigment mixtures (or layered structures)
adds to the variety and complexity of pigment signatures. Also, pigments were mined
/ collected in various locations and concentrations / purity around the world which also
affects the spectral signature and adds to the challenge of finding a complete pigment
identification solution.
For this research, hyperspectral data were collected at the National Gallery of Art,
Washington, DC. The data, having 209 spectral bands ranging from 400nm <= λ <=
950nm were calibrated to apparent reflectance. In total, seven illuminations were used
to develop and test the various algorithms. To validate results, the illuminations were
studied at the National Gallery of Art, and the Getty Conservation Institute using XRF,
microscopic spectroscopy, and HSI imaging methods. In addition, since hyperspectral
imaging systems are expensive, a system trade study was performed to test the viability
of using a fiber optic point multispectral system for data collection.
The first two objectives of this research involved using algorithms to create classifica-
tion and pigment maps. First, algorithms developed for remote sensing applications have
been adapted to automatically create classification and abundance maps to significantly
reduce the time to analyse a given artwork. The methods involved using the MaxD al-
gorithm and Gram matrix to find endmembers for specific artworks and then applying
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SAM to map all spectra to an endmember, thus creating classification maps. This semi-
automated algorithm produced classification maps that were largely accurate and work
well for a first pass analysis, specially given the short time required to create these maps
compared to the original manual methods currently used. Additionally, abundance maps
created using the NNLS fitting method with the MaxD endmembers resulted in class maps
that presented conservation scientists with more information regarding the abundance of
pigments in a given work of art.
Secondly, an end-to-end pigment identification neural network was created to produce
pigment maps that may be used directly by conservation scientists without further analysis.
Since the classification maps described above do not label the pigments, another model was
created to produce pigment classification maps with each class labeled with the pigment
or pigment mixture name. This 1D-CNN model was trained on spectra collected from a
set of illuminations from the Florentine period and tested on another illumination from
this period. The results show that the model performs well within the constraints of the
Florentine period. Additionally, results of applying the model to an illumination painted
by a different artist and period show promise.
Both the MaxD and NNLS algorithms are linear methods which produced good results.
However, since pigment mixtures are nonlinear, and the neural network is an approxima-
tion to a nonlinear function, this would explain why the 1D-CNN produced better results
when classifying pigments.
The third objective involved a trade study to assess the viability of two low-cost fiber-
optic single point multispectral systems that may be attached to the scanning tables that
already exist in many museum conservation laboratories. Since many museums already
own scanning tables for macro-scale XRF image capture, adding an MSI system to the
existing set-up limits costs and makes the proposed system a viable low-cost option. Two
designs were investigated: one that uses narrowband filters to capture the data and build
the MSI cube, and one with a linear variable filter that is integrated to create a similar
MSI data cube. The band selection study showed that a well-chosen subset of bands can
produce similar results to that of an HSI system with hundreds of bands for a limited set of
pigments. The system trade study showed that both the proposed systems would exhibit
good SNR and spatial resolution, and low noise-equivalent change in reflectance NE∆ρ
and would have low cost. The LVF design has the advantage that the chosen bands can
be changed after capture, making it the more versatile option.
Both the application and development of the classification and pigment map algo-
rithms, as well as the system trade study, produced results that can be used to capture
data at limited cost, which may then assist in painting analysis.
Chapter 8
Future Work
8.1 Neural Network Training Dataset
The dataset created for the neural network incorporates a limited set of pigments used for
illuminations during a specific artistic period (Florentine period). To create a model for
predicting a large variety of pigment spectra, additional data beyond illuminations may
be collected from paintings from different periods and painting practices.
Due to the scarcity of pigment datasets, a comprehensive open-source training dataset
could potentially encourage significant development in this field and prompt new discov-
eries.
8.2 Down-sampling HSI Data
As the band trade study have shown, all the bands in the HSI data cube is not needed to
identify pigments. And with fewer bands, the complexity of the analysis is reduced. Thus
methods to down-sample the HSI data could be researched to find the optimal band set.
This reduced dataset can be tested with the algorithms used in this research as well as
looking at additional endmember selection algorithms for classification.
8.3 System Assembly
The theoretical system trade study showed that the proposed systems could be a valuable
asset for museums that already possess XRF scanning tables. The construction and testing
of both these systems could add a valuable resources to the art research community.
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