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基于谱域－空域结合特征和图割原理的高光谱图像分类
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摘 要: 高光谱图像中存在着特征维度高而训练集小的问题。为解决该问题，提出了一种 2 步走的分类方法: 1) 通
过支持向量机对图像进行初步分类，根据分类结果计算出每个类别的均值特征; 2) 使用 1) 计算出来的均值特征作为
能量函数的数据项，然后利用图割原理对图像做二次分类。实验中发现: 空间上相近的像素点往往具有相似的特
征，且属于同一个类别。针对这种现象，提取一个将谱域特征和空域特征相结合的新特征。该特征既包含了光谱信
息也包含了空间信息，具有较好的分类性能和鲁棒性。在 Indian Pine 数据集和 Pavia University 数据集进行实验，实
验结果表明了本文提出方法的有效性。
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Abstract: The high-dimension of the feature vs． small-size of training set is an unsolved problem in the hyperspectral
image classification task． To solve this problem a two-step classification method is proposed． Firstly，a preliminary
classification is performed by the support vector machine ( SVM) and the classification results are used to calculate
the mean feature ( MF) of each class． Secondly，a classification based on the graph cut theory is applied with the MFs
as an input of the energy function． The experimental results showed that spatially nearby pixels have large possibilities
of having the same label and similar features． Therefore，a new feature called spectral-spatial combination ( SSC) is
extracted that combines the spectral-based feature and spatial-based feature． The SSC feature contains the related
spectral and spatial information of each pixel and provides better classification performance and robustness． Experi-
ment results on the Indian Pine dataset and the Pavia University dataset demonstrated the effectiveness of the pro-
posed method．
Keywords: hyperspectral ; image classification ; spectral feature; spatial feature; spectral-spatial combination fea-
ture; mean features; support vector machines; graph cut
收稿日期: 2014-10-29． 网络出版日期: 2015-03-17．
基金项目: 国家自然科学基金资助项目( 61202143 ) ; 福建省自然科学
基金资助项目( 2013J05100，2010J01345，2011J01367 ) ; 湖
南省自然科学基金资助项目( 12JJ2040) ．
通信作者: 李绍滋． E-mail: szlig@ xmu．edu．cn．



















在着冗余 现 象，因 此 可 通 过 特 征 提 取［1-5］来 获 取
有用特征，将 原 始 高 维 数 据 映 射 到 低 维 空 间，构
建新的特 征，降 低 数 据 的 维 度。其 中，无 监 督 学
习的方法包括经典的 PCA［1］、IDA［2］等。有监督
方法包括 LDA［3］以及针对 LDA 在高光谱图像中
的 应 用 的 几 种 改 进 方 法，如 NDA、NWFE 和
DNP［3］，这几种 方 法 都 是 根 据 最 大 化 类 间 距、最
小化类内 距 原 理 来 实 现 的。半 监 督 方 法 是 当 前
高光谱图像分类技术当中比较适用的一种方法，





样本点生 成 相 似 度 矩 阵，通 过 谱 聚 类，将 所 有 数



















中，提取一个 新 的 基 于 谱 域 －空 域 相 结 合 的 特 征
( spectral-spatial combination feature，SSC) ，通过 SVM
训练分类器模型，对图像进行初步分类; 然后，基于










活当中相 同 的 物 质，光 谱 曲 线 相 同 或 相 近; 不 同
的物质，则 光 谱 曲 线 有 所 区 别。因 此，使 用 光 谱
曲线上的光谱强度值作为特征，可以用来描述不
同类别标 签，作 为 目 标 分 类 的 一 个 判 断 依 据，将











域、二阶邻域、3 × 3、5 × 5 等，如图 1 所示。本文采
用 3 × 3 的空间邻域范围。
图 1 4 种不同空间邻域
Fig．1 Four types of spatial neighbors for centroid pixel
对于像素点 A ，N ( A) 表示其空间邻域点的集
合，那么，基于空域的特征 xspa_A 计算公式为
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xspa_A =∑ x∈N( A) w( x) × xspe ( 1)




















献率的调整。对于像素点 A ，最终提取得到的 SSC
特征为 xSSC_A ，计算公式为
xSSC_A = kspexspe_A + kspaxspa_A
s．t． kspe + kspa = 1
( 3)






分类结果是通过决策函数 f( x) 来判断，如式( 4) :








K( xi，x j ) =〈φ( xi ) ·φ( x j ) 〉=
exp( －




















∑ ni = 1xSSC_i·I li = j{ }
∑ ni = 1I li = j{ }
( 6)
式中: m j 是标签为 j 的像素点的均值特征，n 为高光
谱图像的像素点总数，li 为像素点 i 的 SVM 分类结
果，I li = j{ } 是指示函数，表示 li 等于标签 j。






像素。而 GC 算法的基本原理就是受 MＲF 启发而





相邻的像 素 点 之 间 的 边 集 合。二 次 分 类 目 标 在
于找到一个分类结果 l: V→ L ，使损失函数( 7 ) 的
值最小。
C( l) =∑ i∈VC_spei，li +∑ i，j( ) ∈EC_spai，li，j，lj
( 7)
式中: C( l) 表示对全部像素进行分类的损失函数，




式 ( 7 ) 是 一 个 NP 困 难 问 题，本 文 采 用
Boykov ［17］提出的方法来求解这个方程，式 ( 8 ) ～
( 11) 是式( 7) 当中各个项的详细展开解释。
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C_spei，li =
d( xSSC_i，mli ) ，li ≠ yi
0，li = yi
．{ ( 8)
d( xSSC_i，mli ) = ‖xSSC_i － mli‖槡
2 ( 9)
式中对于像素 i，li 是它在 GC 二次分类中的分
类结果标签。当二次分类结果与 SVM 初步分类结
果一样时，光谱分类代价 C_spei，li 为 0; 当 2 次分类
结果不一样，通过计算像素点 i 与类别 li 的标准特
征之间的相似度来决定光谱分类代价 C_spe i，li 大
小，相似度由欧拉距离公式计算得到。
C_spa i，li，j，lj 表示将 2 个相邻的像素分为 2 个类
的空间分割代价。在现实的应用中，有 2 个问题必
须考虑。1) 当 2 个相邻的像素点被分为同类的时




式( 7) 中的第 2 个项就可以展开成式( 10) 、( 11) :
C_spai，li，j，lj = wijd li，lj( ) ( 10)
d li，lj( ) =
1 ， li ≠ lj
0 ， li = lj{ ( 11)
式中对于任意一个像素点对 ( i，j) ，wij 可以被看做
是像素点 i，j 之间的边缘权重。根据 MＲF 可知当 i
和 j 空间相邻的时候，边的权重是一个非 0 值。同











是用 AVIＲIS 遥感设备抓取的 Indian Pine 数据集，
图像的宽度和高度均为 145 像素，波段数为 220。
该数据集中包含 16 个类别和 10 366 个已标注的样
本点，除去一些样本数很少的类别，留下 9 个类别用
于实验。表 1 给出了 Indian Pine 数据集的信息。
另一个数据集是用 ＲOSIS-03 遥感设备在帕维亚上
空拍摄的 Pavia University 数据集。它包含有 610×
340 个像素点和 115 个波段，去除 12 个噪声波段
后，剩下 103 个波段用于实验。数据集中包含 9 个
类别和 42 776 个标注样本点。表 2 给出了 Pavia U-
niversity 数据集的相关信息。
表 1 Indian Pine 数据集信息











表 2 Pavia University 数据集信息













价指标［18］: 生产者精度( producer's accuracy，PA) ，
用户精度( user's accuracy，UA) ，总体精度( overall
accuracy，OA) 和 κ 统计值( Kappa coefficient) 。其









方法( SSC /SVMGC) 与其他 3 种方法进行对比。第
1 种是原始特征的简单 SVM 分类方法( SVM) ，第 2
种是本文提出的 SSC 特征加上 SVM 分类器( SSC /
SVM) ，第 3 种是文献［18］中提出的方法，该方法首
先采用原始光谱特征加 SVM 分类，然后用 GC 算法
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本的分类效果进行对比，选取合适的训练集。在 In-
dian Pine 数据集中每个类别的训练样本数为: 3、5、
10、20、50 和 100，kspe = 0．8。在 Pavia University 数
据集中，每个类别的训练样本数为: 25、50、100、200、
300 和 400，kspe = 0．1。图 2 给出了实验结果。
( a) Indian Pine 数据集总体精度
( b) Indian Pine 数据集 κ 统计值
( c) Pavia University 数据集总体精度
( d) Pavia University 数据集 κ 统计值
图 2 不同大小训练集下的分类结果





之后的实验，都是在 50×9 个训练样本的 Indian Pine





3．5．2 参数 kspe 和 kspa
参数 kspe 和 kspa 用于调节谱域特征和空域特征
在 SSC 特征中所占的比例。实验发现通过调整光
谱特征和空间特征的贡献率，可以有效优化分类结
果，如图 3 所示。Indian Pine 数据集的最佳 kspe 是
0．8，Pavia University 数据集是 0．1。
图 3 不同 kspe 设定值下的分类结果
Fig．3 Classification results with different kspe
3．5．3 不同方法的对比
该组实验对 4 种方法的分类结果进行了详细的
比较。图 4～5 和表 3～6 表明，在 50×9 个训练样本的
Indian Pine 数据集和 300×9 个训练样例的 Pavia Uni-
versity 数据集上，所有的方法都取得了不错的效果。
然而相比于简单 SVM 分类的方法，SSC /SVM 在 Indi-
an Pine 和 Pavia University 数据集上准确率分别提升
了 1．77%和 7．16%。这说明 SSC 特征胜过原始光谱
特征。而方法 SSC /SVMGC 相比 SSC /SVM，其准确率
在 Indian Pine 和 Pavia University 数据集上分别提升
了 11．85%和 6．08%。这表明将 GC 理论应用于高光
谱图像分类中是有效的。在 Indian Pine 数据集上，本
文最终所提出的 SSC /SVMGC 方法的总体精度相对
于 SVM、SSC /SVM 和 SVM/GC［18］ 分 别 提 升 了
13．62%、11．85%和 6．33%，而在 Pavia University 数据
集中分别提升了 13．24%、6．08%和8．09%。
·502·第 2 期 尤雅萍，等: 基于谱域－空域结合特征和图割原理的高光谱图像分类
图 4 不同分类方法下的 Indian Pine 数据集分类结果
Fig．4 Classification results of the Indian Pine data set
by different methods
图 5 不同分类方法下的 Pavia University 数据集分类结果
Fig．5 Classification results of the Pavia University da-
ta set by different methods
表 3 Indian Pine 数据集的总体精度和 k 统计值
Table 3 Overall accuracy and Kappa coefficient of the In-
dian Pine
指标 SVM SSC /SVM SVM/GC SSC /SVMGC
总体精度 0．732 9 0．750 6 0．805 8 0．869 1
κ 统计值 0．693 0 0．713 8 0．772 6 0．847 9
表 4 Pavia University 数据集的总体精度和 κ 统计值
Table 4 Overall accuracy and Kappa coefficient of the
Pavia University
指标 SVM SSC /SVM SVM/GC SSC /SVMGC
总体精度 0．834 8 0．906 4 0．886 3 0．967 2
κ 统计值 0．787 3 0．878 4 0．851 7 0．956 6
使用 GC 算法进行二次分类需要增加一定的时
间，其中，大小为 610×340 的 Pavia University 数据集
在 SVM 测试分类阶段所需分类时间为 28．91 s，GC 二
分类阶段所需时间为 6．03 s，准确率提高了 6%，这在
高光谱图像分类非实时应用领域是可以接受的。
表 5 训练样本集大小为 50×9 的 Indian Pine 数据集的生产者精度和用户精度( kspe = 0．8)
Table 5 Producer’s Accuracy and User’s Accuracy of the Indian Pine with 50 training samples per class( kspe = 0．8)
Class
生产者精度
SVM SSC /SVM SVM/GC SSC /SVMGC
用户精度
SVM SSC /SVM SVM/GC SSC /SVMGC
1 0．567 9 0．581 2 0．748 6 0．601 5 0．689 6 0．713 7 0．592 2 0．937 8
2 0．713 3 0．788 0 0．637 3 0．991 6 0．381 4 0．390 4 0．763 3 0．543 6
3 0．933 7 0．954 5 0．940 0 0．944 1 0．874 0 0．893 4 0．968 0 0．932 5
4 0．987 7 0．990 4 1．000 0 0．983 6 0．941 3 0．952 6 0．973 3 0．969 0
5 1．000 0 1．000 0 1．000 0 1．000 0 0．981 5 0．983 5 0．965 7 0．995 8
6 0．699 6 0．723 3 0．759 3 0．805 6 0．619 9 0．660 1 0．852 2 0．750 7
7 0．536 9 0．540 9 0．733 2 0．839 1 0．812 6 0．855 7 0．811 9 0．959 0
8 0．807 8 0．851 6 0．640 8 0．984 8 0．623 7 0．662 7 0．569 7 0．945 0
9 0．978 7 0．987 4 0．998 4 0．999 2 0．990 4 0．994 4 0．992 9 0．983 7
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表 6 训练样本集大小为 300×9 的 Pavia University 数据集的生产者精度和用户精度( kspe = 0．1)
Table 6 Producer’s Accuracy and User’s Accuracy of the PaviaU with 300 training samples per class ( kspe = 0．1)
Class
生产者精度
SVM SSC /SVM SVM/GC SSC /SVMGC
用户精度
SVM SSC /SVM SVM/GC SSC /SVMGC
1 0．815 3 0．965 5 0．817 1 0．970 0 0．952 8 0．929 6 0．961 0 0．942 3
2 0．813 7 0．875 5 0．900 0 0．989 0 0．939 0 0．983 0 0．960 2 0．997 6
3 0．805 6 0．824 2 0．834 7 0．848 0 0．713 8 0．921 2 0．761 7 0．965 8
4 0．955 6 0．921 7 0．982 4 0．930 8 0．799 6 0．854 5 0．777 2 0．936 0
5 0．997 8 1．000 0 0．997 8 1．000 0 0．994 8 1．000 0 0．994 8 1．000 0
6 0．802 9 0．940 5 0．848 5 0．985 3 0．589 0 0．698 6 0．803 9 0．962 3
7 0．908 3 0．934 6 0．914 3 0．945 1 0．712 3 0．995 2 0．716 1 0．995 2
8 0．812 6 0．883 5 0．866 6 0．917 4 0．760 7 0．855 8 0．787 1 0．872 0





应用 GC 原理对 SVM 的初步分类结果进行二次优
化。通过对实验结果的分析，可以得出以下结论:
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