Abstract-Various representation-based methods have been developed and shown great potential for pattern classification. To further improve their discriminability, we propose a Bi-level optimization framework in terms of both low-dimensional projection and collaborative representation. Specifically, during the projection phase, we try to minimize the intra-class similarity and inter-class dissimilarity, while in the representation phase, our goal is to achieve the lowest correlation of the representation results. Solving this joint optimization mutually reinforces both aspects of feature projection and representation. Experiments on face recognition, object categorization and scene classification dataset demonstrate remarkable performance improvements led by the proposed framework.
INTRODUCTION
Classification plays a prominent role in many real-world applications [1] . Conventional classification methods, such as the SVM [2] and neural network [3] , train a specific classifier on a training set for a certain task, which are sensitive to the variance of the testing sets. Recently, the sparse representation classification (SRC) [4] and collaborative representation classification (CRC) [5] have aroused broad research interest in the pattern recognition and computer vision areas, especially for the adaptation to real-world applications.
The basic idea of SRC aims to find the minimum residuals between a given test sample and its sparse linear combination of all the training samples in different classes. The weighted nonzero representation coefficients are supposed to indicate the contribution of each class and are referred to be the sparse solution obtained by regularization. Considering the iterative numerical optimization of regularization, it always leads to heavy computation burden. The CRC was proposed for this issue, in which the regularization is employed, and it is computationally efficient due to its closed-form solution. Despite we cannot guarantee the sparse property by applying the native regularization directly on a classification model, a recent study indicates that it is the collaborative representation instead of thenorm sparsity that makes SRC powerful for classification [6] . It usually uses a linear combination of all the n training samples X = , , … , , to represent a test sample y (i.e., = ∑ ). Thus, this can be expressed to solve the optimization problem:
where the = , , … , , is the representation coefficients, and the as the regularization parameter.
Despite its wide use, it still suffers from the insufficient discriminability and sensitivity to noise. As classification or recognition by machines always involves a measurement of similarity, a key challenge is to develop a more discriminative and efficient representation to balance the complex distribution of intra-and inter-class variations.
For the small sample problems (e.g. face recognition), where the training sample size is smaller than the dimension of original images, the feature extraction (dimensionality reduction) becomes necessary before we implement CRC or SRC. Moreover, with relatively insufficient training data, the high dimensionality normally leads to a "curse of dimensionality" problem, which degrades the classification accuracy [7] . Therefore, it is necessary to find a low-dimensional representation that can retain sufficient discriminative information from the high-dimension data. How should we perform dimensionality reduction, so that CRC achieves the optimum performance in the reduced-dimensional space still remains as a challenging task. The conventional solution usually involves the global Euclidean structure, and neglect the local manifold structure of the images, such as principle component analysis (PCA) [8] and linear discriminant analysis (LDA) [8] . To make up their shortages, locality preserving projection (LPP) [9] is proposed to optimally preserve the neighborhood structure of the data set. Nonetheless, these methods fail to utilize the high-level discriminative information [10] . Lately, several subspace learning methods are proposed for extracting more discriminative features for image understanding [11] . Li et al. [12] proposed a robust subspace learning method for feature extraction, and the fisher criterion was embedded into the SRC for dimensionality reduction, which achieves a good performance in image classification task [13] . However, even if some improvements have been made, these methods may still encounter the problems of ineffective representation and insufficient robustness etc. In [14] , a dimensionality reduction projection is steered by the decision rule of SRC. However, their classification steps are neither two-fold discriminative nor jointly optimized.
Our work focuses on the low-dimensional projection space and then we develop the loss function based on CRC. A task driven Bi-level optimization framework is then built to incorporate these two phases together. The projection phase is considered as the lower-level constraints, where the minimum intraclass similarity and inter-class dissimilarity are enforced. The cost function of lowest correlation collaborative representation is formulated as the upper-level constraint. Then, the parameters of both phases are updated via the Stochastic gradient decent algorithm.
The three major contributions in this paper are: 1) We propose a novel framework to integrate minimum similarity projection and lowest correlation representation. 2）Stochastic gradient decent algorithms are developed to solve the Bi-level model.
3) The low-dimensional projection and the closed form solution of both phases can make the algorithm more efficient.
II. MODEL FORMULATION

A. Low-dimensional feature projection
We aim to generate a projection matrix by minimizing the intra-class similarity and inter-class dissimilarity in order to map the original samples X = | ∈ ℝ , = 1, … , to a d-dimensional space ( < ). The projection phase not only reduces the computation burdens, but also tries to offer a more effective and discriminative representation for the classification by exploring the label information with distance measurements.
The triplets , , of samples are constructed, where the is a randomly selected sample, and are the samples with different and same class labels respectively. The negative pairs , constructed the negative set X , while the positive pairs , constructed the positive set X . By taking the advantages of both the with-in class similarity and between-class dissimilarity constraints, our methods to some extent consider more discrimination than the original LDA Hash [15] . Based on this, the optimization problem can be expressed as the following loss function:
where the
where the ∑ = − ) − ) |X and ∑ = − ) − ) |X are the covariance matrices of positive pairs and negative pairs respectively. Thus, Eq. (1) can be formulated as:
Finally, we have:
where ∑ ∑ is a ratio matrix between positive and negative covariance matrices. It is obvious that ∑ can be decomposed by singular value decomposition (SVD) for an orthogonal matrix. Thus, this orthogonal matrix P can map the samples into a space spanned by d smallest eigenvectors, which has the minimum similarity of different classes. By doing this, the dimension of the sample turns to be much smaller, but yet quite effective for classification.
B. Bi-level Optimization Formulation
We formulate our objective cost function to be the following bi-level optimization:
where , ) is the cost function that evaluates the loss of sparse coding, with P as its input and w as the parameters need to be learned. Based on different graph regularization methods, it can be formulated as various objectives of sparse representations. Limited by the length, we only discus and solve the regularization-based representation (i.e., CSC) in subsection C.
Both the theories and applications of the Bi-level optimization have been explored in recent years. A general Bi-level sparse coding model was proposed to learn dictionaries across the coupled signal spaces [16] . The similar formulations have also been extended to clustering [17] and regression tasks [18] , which are related to and have inspired our proposed architecture, despite they are limited in a pure sparse coding framework.
C. Collaborative Feature Representation
In this phase, we represent the feature vectors on the lowdimensional space for the classification. As a typical regularization-based representation, the CRC is more computationally efficient and robust than the regression-based classification [19] and two-phase test sample representations [20] . A recent study demonstrates that collaborative representation plays a more important role in classification than the sparse representation.
As we project the original samples to the d-dimensional space, we represent these feature vectors in it using the = and F = X. Following the previous notations, the loss function of the CRC can be formulated as:
where the P is the input and the = , , … , , is the to be learned representation coefficients.
Except for the label information, we also consider the specific class samples on the regularization term, which may be also useful to generate the decorrelation effect for representation and classification. Considering the convexity and differentiability of the loss function , ), we can obtain the optimal solution by setting objective function to 0 and taking the derivative with respect to the parameter .
The derivative with respect to of the first term can be calculated as:
As the second term dose not explicitly contain the , the n partial derivates are computed:
Then we get their sum to form the derivative of the second term:
Let the Q= F F ⋮ ⋱ ⋮ F F and combing the derivative of the first and second term, we get the derivative of our loss function , ) = −2F − F ) + 2 . By setting it to be 0, we can derivate the closed-form solution of the optimal with:
D. Classification in test phase
The proposed method classifies the samples on a discriminative d-dimensional space. Thus, training samples X and test samples y should be projected as F and v with the projection matrix P. Finally, we use Eq. (12) to compute the representation coefficient of the projected test sample v. Then, a test sample v is classified to the c th class according to the following optimization:
In summary, we present a detailed description of the proposed method in Algorithm 1. 
Algorithm 1
where ∏ and ∏ are respectively orthogonal projections on the embedding spaces of and .
END FOR
Ensure： ,
E. Convergence and Complexity Analysis
The Stochastic gradient decent algorithms converge to the stationary points under a few stricter assumptions than ones satisfied in this paper. A non-convex convergence proof assumes three times differentiable cost functions [21] . As a typical case in machine learning, we use SGD in a setting where it is not guaranteed to converge in theory, but it behaves well in several practices. Assuming n samples and the dimension of the representation coefficient z, the time complexity of triplet generation is Ο(n 2 ). Specifically, in each iteration of Algorithm 1, step 8 takes Ο(n) time.
Step 4 is solved by the feature-sign algorithm [22] , which is reduced to a series of quadratic programming (QP) problems. The computational bottleneck lies in solving the inverse of the matrix in step 6, where applying the Gauss-Jordan elimination method takes Ο(z 
III. EXPERIMENTS
We conduct our classification experiments on three popular real datasets, which involves the face recognition, screen classification and object categorization.
A. Face Recognition
The Extended Yale B face dataset [23] consists of 2414 facial images from 38 identities with frontal pose under different illumination conditions, as shown in Figure 1 . Each image has a size of 192×168, and we cropped and resized them to 84×96 in the preprocessing stage. We split the database to 5 subsets in a strict subject independent manner, and a 5-fold cross-validation is employed. Three of them are used for training and the other two are used for validation and testing respectively. We randomly selected 10, 20, 30, and 40 images of each individual as original training samples. The hyperparameter was set to 0.001. The classification results of nine methods are shown in Table I . Compared with other methods, the proposed method increases almost 10% on the recognition rates under different conditions. Moreover, the superior recognition accuracy was obtained under low-dimension space (d=1000), while the other methods under original dimension (m=8064). To evaluate the robustness of illuminations and expressions, the CMU Multi-PIE face dataset [24] was used to test our method. The CMU Multi-PIE face dataset contains face images of 337 identities captured from various poses, expressions and illuminations. Figure 2. shows some examples of this dataset. In our experiment, we chose a subset composed of 249 identities with smiling expression under 7 different illumination conditions and with a frontal pose under 20 different illumination conditions. We cropped and resized all images to 40×30 manually. Similar to the Extended YALE B dataset, the same 5-fold setting was used. The first 3, 5, 7, 9 illumination images from the 20 illumination images and only one image from 7 smiling images were used as training samples and the remaining images. Parameter was set to 0.00001 and the dimension was set to 1000. Table II reports the recognition rates of nine methods on four test sets. The results demonstrate that the proposed method obtains higher recognition rate than other eight methods, which means that our method owns more robustness to variations of illuminations and expressions. 
B. Scene classification
The scene 15 dataset [25] contains 15 categories of natural scenes, and image number of each category varies from 200 to 400. The average image size is about 250×300 pixels. Some of the scenes, such as the forest, bedroom, country scenes and office are shown in Figure 3 . In this experiment, we use spatial pyramid feature provided by [26] to replace source image for the classification experiment, which have 3000 dimensions. The dataset was randomly separated to 5 parts equally to make the 5-fold cross-validation. We randomly extract the 50, 75 or 100 images from each scene in these 3 training subsets for the model training. The hyperparameter was set to 0.001. Table III lists the results of nine state-of-the-art methods. We tested all methods with original dimension. The results demonstrated that the proposed method obtains the best classification accuracy among those methods, and it is capable of improving discriminability.
We also presented the details of classification results using the confusion matrices. The confusion matrices under 100 training samples per class are shown in Figure 5 . 
C. Object categorization
The COIL100 dataset [27] contains 7200 images that from 100 classes. Each class has 72 images from different views. The resolution is 128 × 128 pixels and be converted into gray images in our preprocessing stage. Figure 4 . shows some image examples of a class in the COIL100 dataset. We split the COIL100 database to 5 subsets in a strict subject independent manner, and a 5-fold cross-validation is employed. Data from 3 subsets are used for training and the others are used for validation and testing respectively. Then, we randomly extract the 10, 20, 30, 40, or 50 images from each subject in these 3 training subsets for the model training. The hyperparameter was set to 1. Table IV shows the classification accuracies of different methods on the Coil-100 dataset. Not surprisingly, it also beats the baseline methods obviously benefit from the combination of two-fold discriminative ability, which means that the extracted low-dimension features are efficient for improving the classification accuracy.
D. Comparison of the computation time
We presented the average running time of each test sample taken by nine methods on our experiment platform (a PC with 3.2 GHz i7 4770 CUP and 12GB RAM using the MATLAB 2017a). Table V lists the details of the running time on the COIL-100 dataset. It is obvious that the proposed method runs faster than L1LS, INNC, (S+C)RC+ and MOLP. The running speed of our method is close to those of FCM, (M+C)RC and CRC and lower than that of (S+C)RC. However, our method can extract more discriminative feature and obtains higher classification accuracy than those of comparison methods. Therefore, although our method did not obtain the fastest record in efficiency, its speed is still feasible to real-time face recognition applications with competitive its classification performance. Based on the experimental results, our method is propitious to the image classification task, and obtains competitive results in face recognition, object categorization, and scene classification. Especially, compared with other representation-based methods, the proposed method obtains relatively large improvement on some classification tasks, such as face recognition on the Extended Yale B dataset and object classification on the Coil-100 dataset. It demonstrates to be more robust to shape variations, as it extracts more discriminative information for resisting the influence of the size and view variations for object images or the illumination, pose and expression changes for face images. The best classification performance of our method can be achieved under low-dimension, which means that the proposed method can capture the low-dimension discriminative information and lead to an effective classification result. Eventhough the proposed method is performed on the data with original dimension, the discriminative property of the representation result remains retained. 
IV. CONCLUSION
In this paper, we propose a joint optimization framework to combine the discriminative low-dimensional projection and lowest-correlation collaborative representation by design a specific regularization term and projection matrix. The projection minimizing the with-in class similar covariance and maximizing between-class dissimilar covariance. The task-driven Bi-level optimization mutually reinforces both the projection and representation phases via an end-to-end training. Explements on face recognition, object categorization and screen classification verify the remarkable performance improvements led by our joint optimization.
