Quadratic Poisson brackets on associative algebras are studied. Such a bracket compatiblle with the multiplication is related to a differentiation in tensor square of the underlying algebra. Jacobi identity means that this differentiation satisfies a classical Yang-Baxter equation. Corresponding Lie groups are canonically equipped with a Poisson Lie structure. A way to quantize such structures is suggested.
Introduction
The main purpose of the present article is to construct an analog of Drinfel'd theory (see [1] ) for associative algebras. Poisson Lie brackets involved in the original version of the theory are replaced by quadratic Poisson brackets compatible with the algebra structure. Restriction of such brackets to the group of invertible elements of the algebra leads to a Poisson Lie structure (see Theorem 4 below).
As usual, Poisson bracket {·, ·} on a smooth manifold M is understood as a Lie algebra structure on the space of smooth functions C ∞ (M) satisfying the Leibnitz identity {f g, h} = f {g, h} + {f, h}g. If Jacobi identity is not required one speaks about pre-Poisson brackets. A mapping F : M 1 → M 2 of two manifolds equipped with Poisson brackets {·, ·} 1 and {·, ·} 2 , respectively, is called Poisson if a canonical mapping F * : C ∞ (M 2 ) → C ∞ (M 1 ) is a Lie algebra homomorphism, i.e. {f • F, g • F } 1 = {f, g} 2 • F.
Suppose now that M is equipped with a multiplication, i.e. a mapping * : M ×M → M. This immediately gives rise to a co-multiplication (diagonal) ∆ :
here a usual identification of
is assumed. A Poisson bracket is said to be compatible with the multiplication if * : M × M → M is a Poisson mapping where M × M is equipped with a product Poisson bracket. In other words, the following identity should be satisfied:
where {p ⊗ q, r ⊗ s} def = {p, r} ⊗ qs + pr ⊗ {q, s}.
In particular, a bracket on a vector space compatible with addition structure is exactly a Berezin-Lie one, i.e. a linear bracket (speaking about linear, quadratic, etc., brackets we will always mean that a bracket of two linear functions is linear, quadratic, etc., respectively).
The next-simplest case is quadratic Poisson brackets (see [2] , [3] , [4] ). Such a bracket may be compatible only with a bilinear operation on the vector space, i.e. with an algebra structure. One of the most important cases, that of a full matrix algebra Mat(n, K) where K = IR or ′ C, was investigated in detail in a series of works by B. Kupershmidt [7, 8, 9] .
A natural question arises, whether it is possible to obtain a quantization of these brackets. This can be done using quadratic algebras (see [5] ) and will be a subject of the forthcoming paper. Quantization of the corresponding Poisson Lie groups may also be simpler than in general case (see e.g. [6] ) because such Poisson Lie groups bear a preferred coordinate system (linear functions on the original algebra).
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2 Quadratic brackets compatible with algebra structure
Let A be an associative algebra, i.e. vector space with a bilinear associative multiplication * . The symbol A L will denote an adjacent Lie algebra, i.e. Lie algebra on the same space with a commutator [a, b] = ab−ba. The dual space A * is naturally embedded into functions algebra C ∞ (A), as well as all its symmetric powers Symm((A * ) ⊗n ) are. Again, Poisson bracket is understood as a Lie algebra structure on C ∞ (A), i.e. mapping B:
If {e i } is a basis in A and x i are coordinate functions, then quadratic Poisson bracket is given by
a summation over repeated indices will be always assumed. With A being an algebra, its tensor square A ⊗ A can also be given an algebra structure by a componentwise multiplication. Then the set of symmetric tensors Symm(A ⊗ A) ⊂ A ⊗ A is its subalgebra, while the set of skew-symmetric tensors
for all p, q ∈ A.
Theorem 1 Quadratic Poisson bracket δ
is compatible with the algebra structure in A if and only if its dual mapping
See [3] for proof. It does not make use of Jacobi identity, and therefore applies for general pre-Poisson brackets as well.
Example 1 [10] Consider a Poisson bracket
It is compatible with the multiplication of the "first column algebra" (algebra of n × n-matrices having nonzero elements only in the first column). For a linear operator P : for any fully symmetric tensor X ∈ A ⊗ A ⊗ A.
Remark In particular, it is asserted in Theorem that [[ δ, δ]](X) for fully symmetric X depends on δ only, and not on its specific extension δ. The proof is made by a straightforward (and rather tedious) computation. Note also that Theorem 2 does not require bracket δ * to be compatible with algebra.
Quadratic brackets and Poisson Lie groups
Lie bialgebra structures (cocommutators) on a Lie algebra L are in oneto-one correspondence with the linear Poisson brackets compatible with a commutator in L (see [1] 
equips A L with a Lie bialgebra structure.
Proof: computation. So, a differentiation δ: Symm(A ⊗2 ) → A ∧ A satisfying condition (4) defines two brackets compatible with A L , quadratic δ * and linear ∆ * with ∆ given by (5 Proof Let u = u i e i be a unit of A (as usual, {e i } ⊂ A is an additive basis). Consider a change of coordinates f t (x) = x − tu (t ∈ IR is a parameter). In new coordinates the bracket δ * becomes δ * + t∆ * . This obviously means a compatibility.
The following Theorem directly relates quadratic brackets to Poisson Lie structures. Drinfel'd in [1] shows that there is a one-to-one correspondence between Poisson Lie groups and Lie bialgebra structures. Proof The group is an open submanifold of A, so, it is apparently a Poisson submanifold. Since the group inherits its multiplication from the algebra, it is a Poisson Lie group. To obtain bialgebra structure, on has to take a bracket of two coordinate function in the vicinity of the unit u, and to take its differential at the point u. Again, take a change of variables f t (x) = x−tu, and the bracket of cordinate functions will be δ * + t∆ * ; the differential at the point u is exactly ∆.
Theorem 4 Let
Corollary 1 Let G be a Poisson Lie group whose Lie algebra G is adjacent to an unital associative algebra structure. Then G has a coordinate system in which its Lie Poisson bracket is quadratic.
Coboundary brackets
Restrict now our consideration to a coboundary case when differentiation δ is internal i.e. given by a formula
with some r ∈ A ∧ A (mapping (6) is obviously a differentiation). 
should be Ad-invariant with respect to the Lie algebra A L . Theorem 5 is just Theorem 2 for a coboundary bracket. Note also that for coboundary quadratic Poisson brackets one can introduce concepts of triangular, quasi-triangular, factorizable, etc., brackets, like those introduced in the theory of coboundary Lie bialgebras (see [6] ).
Corollary 2 Let A be associative algebra, and G is a Lie subalgebra of A L . Then any element r ∈ G ∧ G satisfying classical Yang-Baxter equation (see [6] ) defines a quadratic Poisson bracket compatible with A.
Examples
Besides those described here, several important examples can be found in the classical article [11] . 
satisfies conditions of Theorem 5. Corresponding Poisson bracket on H is:
where x 1 , x 2 , x 3 , x 4 is a basis in H * dual to 1, i, j, k ∈ H. A Lie group corresponding to H is a multiplicative group of all nonzero quaternions. It contains a subgroup {z ∈ H, z = 1} isomorphic to SU(2). It can be checked (see [3] ) that this subgroup is Poisson with respect to all the brackets (9)-(14). Thus, SU(2) bears a three-parameter family of Poisson Lie structures. Associative algebra G has no unit. Having it added, consider a space A = 1 ⊕ G. Then the Lie group G corresponding to G is an affine subspace 1 + G ⊂ A (it is the usual implementation of G via exponents in the universal enveloping algebra of G; the thing is that a 2 = 0 for any a ∈ G). Fix a basis {e i } ∈ G; it defines a natural coordinate system in the group G. The above construction applied to r = r ij e i ⊗e j ∈ G ∧G ⊂ A∧A gives now the following Poisson Lie bracket on G:
where {x i } ∈ G * is a basis dual to {e i }, and c k ij are structure constants of the associative operation * on G. Note that the bracket is nonzero (unlike bracket on G itself) and linear which suggests possibility to obtain its quantization.
