This brief article reviews stochastic processes as relevant to dynamical models of wavefunction collapse, and is supplemental mate- 
and should be read in conjunction with that review.
For a detailed survey the reader is referred to the books by (Arnold, 1971; Gardiner, 1983;  Gikhman and Skorokhod, 1972; Grimmett and Stirzaker, 2001; Risken, 1996) and the review article by (Chandrasekhar, 1943) .
A. Some Basic Concepts from Probability Theory
Let Ω denote a sample space, i. 
if
3. if A ∈ F then A C ∈ F .
The above properties also imply that closed countable intersections are also included in F .
Examples: a) F = {φ, Ω} is the smallest σ− field.
Definition 2. A probability measure P on (Ω, F ) is a function P : F → [0, 1] satisfying:
1. P (φ) = 0, P (Ω) = 1.
2. if A 1 , A 2 . . . is a collection of disjoint members of F in that A i ∩ A j = φ for all points i, j satisfying i = j then
The triple (Ω, F , P ) is defined to be the probability space.
B. Random Variables
Definition 3. A random variable is a function X : Ω → R with the property that {ω ∈ Ω : X(ω) ≤ x} ∈ F for each x ∈ R, such functions are called F − measurable.
Distribution of random variables
• X is called a discrete random variable if it takes values in some countable subset {x 1 , x 2 , . . . , } only of R. Then X has probability mass function f : R → [0, 1] defined by f (X) = P (X = x).
• X is called a continuous random variable if its distribution function F :
can be expressed as
where f is the probability density function.
• Joint distribution Function : A ran-
given by F X (x) = P (X ≤ x) for x ∈ R n .
Time Dependent Random Variables
Let ξ ≡ ξ(t) be a time dependent random variable. Assume an ensemble of systems, such that each system leads to a number ξ which depends on time.
The outcome for one system cannot be precisely predicted, but ensemble averages exist and can be calculated. For fixed t = t 1 we define the probability density by
where the angular brackets denote the ensemble average. The probability to find the random variable ξ(t 1 ) in the interval
where
Given W n for all n, for every t i in the interval t 0 ≤ t i ≤ t 0 + T the time dependence of the process described by ξ(t) in the interval [t 0 , t 0 + T ] can be known completely.
One can obtain probability densities with lower number of variables from those of higher number of variables by integrating as follows. For i < r
Conditional Probability density is defined as:
where P (x 1 |x 2 . . . x r ) denotes the probability density of x 1 given the x 2 , . . . , x r .
Stationary Processes
If the probability densities do not change by replacing t i by t i + T (T arbitrary) the process is called a stationary process. In such a case W 1 does not depend on t and W 2 can depend on the time difference t 2 − t 1 .
The Wiener-Khinchin Theorem : According to this theorem, the spectral density is the Fourier Transform of the correlation function for stationary processes.
Instead of the random variable ξ(t) one may consider its Fourier Transform
For a stationary process ξ(t)ξ * (t ′ ) is a function only of the difference t − t ′ i.e.
Introducing the new variables
we have
is the spectral density. The stochastic processes described by a random variable ξ can be classified as follows
does not depend on the values
Hence, complete information of the process is contained in P (x 1 , t 1 ) = W 1 (x 1 , t 1 ). A purely random process cannot describe physical systems where the random variable is a continuous function of time.
Markov Process: If the conditional probability density depends only on the value ξ(t n−1 ) = x n−1 at t n−1 , but not on ξ(t n−2 ) = x n−2 at t n−2 and so on, then such a process is known as a Markov Process. This is given by P (x n , t n |x n−1 , t n−1 ; . . . ; x 1 , t 1 ) = P (x n , t n |x n−1 , t n−1 )
Then it follows that W n (x n , t n ; . . . ; x 1 , t 1 ) = P (x n , t n |x n−1 , t n−1 )P (x n−1 , t n−1 |x n−2 , t n−2 )
For n = 2
For a Markov process the complete information of the process is contained in
General processes: There can be other processes such that the complete information is contained in W 3 , W 4 etc. However this classification is not suitable to describe nonMarkovian processes. For describing nonMarkovian processes, more random variables (other than ξ(t) = ξ 1 (t)), ξ 2 (t), . . . , ξ r (t)) can be considered. Then by proper choice of these additional variables, one can have a Markov process for r random variables.
D. Markov Processes
The Markov ssumption is formulated in terms of conditional probabilities as follows :
From the defintion of conditional probability
Using Markov property one can write
The Chapmann Kolmogorov Condition
The following condition holds for all stochastic processes :
Now
Introducing the Markov assumption, if t 1 ≥ t 2 ≥ t 3 , then we can drop dependence on x 3 , t 3 . Thus,
This is the Chapmann Kolmogorov Equation.
The differential form of this equation plays an important role in the description of stochastic processes that follows.
The Fokker-Planck equation
From the definition of transition probability one can write
This connects W (x, t + τ ) with W (x ′ , t). To obtain a differential equation for the above, the following procedure can be carried out.
Assume that all moments M n (x, t, τ ), n ≥ 1 are known (12), the integrand can be expanded in a Taylor series, which after integration over δ can be put in the following form:
M n can be expanded into Taylor series with respect to τ (Risken, 1996) 
Considering only linear terms in τ , Eqn. (13) can be written as
The above is the Kramers-Moyal Expansion.
Pawula Theorem states that for a positive transition probability P the Kramers-Moyal expansion stops after the second term; if not then it must contain an infinite number of terms.
If the K-M expansion stops after the second term, then it is called the Fokker -Planck equation, given by
. Therefore the transition probability must also satistfy (14). Hence, (16) where the initial condition is given by
The Fokker-Planck equation can also be written as
Here S can be interpreted as a probability current. We will discuss the one variable Fokker-Planck equation with timeindependent drift and diffusion coefficients given by
For stationary processes the probability current S = constant. Methods of solution of such a F-P equation for stationary processes are discussed in (Risken, 1996) . Non- 
where η = 0 and η 2 = D (2) . This picture gives sample paths which are always continuous but nowhere differentiable. As we will see shortly, this heuristic picture can be made much more precise and leads to the concept of the stochastic differential equation.
Wiener Process
A process which is described by Eqn. (18) with
is called a Wiener process. Then the equation
for transition probability P = P (x, t|x ′ , t ′ ) is the diffusion equation, given by
with the initial condition
given by the gaussian distribution
Thus the general solution for probaility den- 
Ornstein-Uhlenbeck Process
This process is described by Eqn. (18) when the drift coefficient is linear and diffusion coefficient is constant, i.e.
The Fokker-Planck equation then can be written as
The above equation can be solved by taking a Fourier transform w.r.t. x i.e.
Thus it results in the following equation
By applying the inverse Fourier transform one finally obtains the solution of the Fokker Planck equation describing the Ornstein Uhlenbeck process
In the limit γ → 0 we get the Gaussian distribution for a Wiener Process. 
For γ ≤ 0 no stationary solution exists.
E. Langevin Equation
We 
If the mass of the particle is small, so that the velocity due to thermal fluctuations is not negligible, then
is observable and hence the velocity of the small paricle cannot be described by Eqn.
(27). Thus this equation has to be modified as follows:v
where Γ(t) = F f (t)/m is the stochastic term,
is the fluctuating force acting on the particle. This is the Langevin equation.
Brownian Motion
The Langevin equation for Brownian motion is given by Eqn. (28) where Γ describes the Langevin force with
such that all the higher moments are given in terms of the two point correlation function.
In other words, Γ is gaussian distributed with zero mean. The spectral density of noise, described below, gives color of the noise. The delta correlated noise is referred to as white noise. This model of noise in the Langevin equation fully describes ordinary Brownian
Motion of a particle.
The spectral density for delta correlated noise is given by
Since it is independent of ω it is called white noise. In general the spectral density depends on w; in such a case, the noise is called colored noise.
Solution of the Langevin equation
The formal solution of the Langevin equation is given by
By using the white noise model one can obtain the correlation function of velocity
which after solving for the double integral
For large t 1 and t 2 , i.e γt 1 , γt 2 ≫ 1 the correlation is independent of v 0 and is a function of the time difference.
Now in the stationary state
for a Brownian particle.
According to the law of equipartition E = 1 2 kT and comparing with the earlier expression we get q = 2γkT /m 3. Overdamped Langevin equation
The overdamped Langevin Equation looks
like
where the acceleration term is dropped because of the prominence of damping. In the large time limit, the two point correlation for velocity is given by
Non-linear Langevin Equation
A nonlinear Langevin equation has the fol-
Here Γ(t) is assumed to be Gaussian random variable with zero mean and δ correlation function.
Here 'g' could be a constant or can depend on ξ. Constant g gives additive noise, while if it depends on ξ it is referred to as multiplicative noise. For ξ dependent 'g' in the above equa- Example For g = aξ where a is a constanṫ
The formal solution of the above equation is given by
Since Γ is delta correlated Gaussian white noise, all the higher correlations can be expressed in terms of two point correlations, therefore the above equation can be written in the following form
For delta correlated Langevin force the double integral gives
is called spurious or noise induced drift. 
for a time-dependent variable x, where a(x, t) and b(x, t) are known functions, and ζ(t) is the rapidly fluctuating random term which induces stochasticity in the evolution. We want to examine the mathematical status of this equation as a differential equation. Since we expect it to be integrable, the integral
should exist. If we demand that u is a continuous function of t, then it is a Markov process whose evolution can be described by a 
can be interpreted consistently. We make the replacement (40) so that the second integral can be written as
which is a stochastic Riemann-Stieltjes integral, which we now define.
Given that G(t) is an arbitrary function of time and W (t) is a stochastic process, the stochastic integral
by dividing the interval (0, t) into n sub-
and defining intermediate points τ i such that
The stochastic integral is defined as a limit of partial sums
The challenge is that, G(t) being function of a random variable, the limit of S n depends on the partcular choice of intermediate point Denoting ∆ = max(t i − t i−1 ), the Itô stochastic integral is defined by taking τ i = t i−1 and taking the limit of the sum :
As an example, it can be shown that
Note that the result for the integration is no longer the same as the ordinary RiemannStieltjes integral, where the term (t − t 0 ) would be absent; the reason being that the difference W (t + ∆t) − W (t) is almost always of the order √ t, which implies that, unlike in ordinary integration, terms of second order in ∆W (t) do not vanish on taking the limit.
An alternative definition of the stochastic integral is the Stratanovich integral, denoted by S, and is such that the anomalous term above, (t − t 0 ), does not occur. This happens if the intermediate point τ i is taken as the mid-point τ i = (t i + t i+1 ))/2, and it can then be shown that
For arbitrary functions G(t) there is no connection between the Itô integral and the Stratanovich integral. However, in cases where we can specify that G(t) is related to some stochastic differential equation, a formula can be given relating the two differential equations.
Rules of Itô calculus
Mean square limit or the limit in the mean is defined as follows: Let X n (ω) be a sequence of random variables X n on the probability
space Ω, where ω are the elements of the space which have probability density p(ω).
Thus one can say that X n converges to X in the mean square if
This is written as
The above formulae mean the following
for an arbitrary non-anticipating function G.
Proof:
For N = 0 consider the following sum
= lim n→∞ i
Using the following results mentioned ear-
one gets
This can be written as
we get
Another important result that can be proved by the above method is
Rule for integration of polynomials :
General rule for differentiation ; 
or conversely, the Stratonovich SDE
is the same as the Itô SDE dx = [α(x, t) + 1 2 β(x, t)∂ x β(x, t)]dt + βdW (t)
It can be shown that in a Stratonovich SDE the rule for change of variable is the same as in ordinary calculus.
G. Martingales
Martingales play a role in stochastic processes roughly similar to that played by conserved quantities in dynamical systems. Unlike a conserved quantity in dynamics, which remains constant in time, a martingale's value can change ; however, its expectation remains constant in time.
A martingale is defined as follows:
A discrete time martingale is a discrete time stochastic process, X 1 , X − 2, . . . , that satisfies for any time n, E(|X n |) < ∞ E(X n+1 |X 1 , . . . , X n ) = X n where E(X) denotes the expectation of X.
Martingale Sequence with Respect to Another Sequence A sequence Y 1 , Y 2 , . . . is said to be a martingale w.r.t.
another sequence X 1 , X 2 , X 3 . . . if for all n E(|Y n |) < ∞ E(Y n+1 |X 1 , . . . , X n ) = 0
In other words, a martingale is a model of a fair game, where no knowledge of past events can help to predict future winnings. It is a sequence of random variables for which at a particular time in a realized sequence, the expectation of the next value in the sequence is equal to the present observed value even given knowledge of all prior observed value at current time.
