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I The Director's View I 
T development of cyberinfrastructure to advance sd-
ence and engineering has reached a critical juncture. In the 
past, our efforts were geared toward those who needed the most 
powerful computing capabilities available. While many still need 
big iron computing power, new communities have entered the 
picture, and their requirements vary. Some seek to manipulate 
and analyze increasingly Larger volumes of data Located at multi-
ple sites; others want for storage capacity. Today, we must satis-
fy a multitude of needs from multiple communities, and that 
means integrating a very diverse set of capabilities into a 
robust, easy-to-use cyberinfrastructure. 
Engineers wouldn't build a highway without first under-
standing where people Live and their day-to-day travel patterns. 
The builders would visit communities, study the Lay of the Land, 
and gather information from politicians, business Leaders, educa-
tors, and soccer moms. Likewise cyberinfrastructure-that grand 
vision of putting the best computers, data stores, software, and 
research tools into the hands of scientists through an easy-to-
use, secure, networked environment-must be more than the 
Latest dazzling creation of the world's brightest computer scien-
tists, network specialists, and software engineers. Of foremost 
importance are the needs of the customers, the nation's scien-
tists and engineers. Building a national cyberinfrastructure to 
empower research without close collaboration with the nation's 
researchers is Like building a highway system without under-
standing where people want to go. You might end up with an 
eight-Lane road to nowhere that is used by no one. 
As a scientist with more than 30 years of experience in 
chemistry and chemical engineering, I am one of those cyberin-
frastructure customers. I know the frustration of porting a code 
to an unfamiliar computing system, keeping track of computa-
tions and their output scattered across various machines, and 
reformatting data for use in another application. I've spent 
many hours on what is essentially scientific busywork, whether 
it is transferring data or figuring out how to change the parame-
ters of a particular computational run. I'm willing to bet that 
most users of high-performance systems want what I want from 
cyberinfrastructure: a supportive system that empowers rather 
than frustrates, that is seamless and as intuitive as the Web, 
that handles the busywork so that they can concentrate on 
the science. 
As the new director of NCSA, I am now in charge of an out-
standing team of cyberinfrastructure builders-individuals with 
years of experience in high-performance computing, data analy-
sis, visualization, and networking who are dedicated to provid-
ing research communities with the capabilities they need to 
make the next round of discoveries. However, we cannot do our 
job alone. Unlike building a highway, which is a well-understood 
task, how to best develop cyberinfrastructure is still a topic of 
active discussion. And of course, there are technical challenges 
to overcome. 
There is no other way to build this highway to discovery 
than to engage the research communities who are eager to take 
part in defining and planning cyberinfrastructure. We pledge to 
roll up our sleeves and work with them to bring their visions 
into being. We recognize that this will not be a simple sequen-
tial process of defining requirements, building the infrastructure, 
and testing its features. There are too many unknowns. Instead, 
we will Launch a dialogue between the researchers who have 
work to do and the NCSA technologists who aim to give them 
the tools to do their work. The process will be Labor intensive, 
at Least at the start, which means we will not be able to work 
with all communities at once. However, we will work with as 
many as possible, and science and engineering as a whole will 
benefit from much of our Labor. 
NCSA has no intention of building a road to nowhere. 
Instead, we will work with scientists and engineers to build 
a cyberinfrastructure that takes us to places we can barely 
imagine now. 
Thorn Dunning 
NCSA Director 
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I Questions&Answers I 
Q: Women are well represented and have been able to excel in some sci-
entific fields, such as biology and some of the medical fields. Why 
have these communities been so successful in attracting women and 
not computer science and engineering? 
A: In some fields it's a lot more clear what the relevance is to the 
things people care about. I think women have been able to connect 
the biological sciences, for example, to the things that are important 
to them. In computer science and IT, the marketing has not been 
done in such a way that people are able to look at the field and the 
work being done and connect it back to the things they care about. 
That is the issue for IT and engineering. I don't think it has really 
been dealt with yet. 
Q: It's been said that when women are well represented in a field, 
salaries on the average tend to be lower. Why? 
A: In many cases we are just happy to be there, and in many cases we 
will accept somewhat less than what men would demand. That allows 
people to devalue what it is that we're bringing to the table. We're 
willing to be complicit when people are offering us less because we 
feel that the work is valuable, even if we ourselves are valued less 
than a colleague. 
Q: None of the top universities in engineering and computer science are 
among those that grant the most degrees to women and minorities. 
Why do you think that is? 
A: They can change that, they really can. But do they want to make the 
effort? If you can fill up your classes and fill up your program with-
out putting forth the effort to reach out to women and minority stu-
dents, why bother? If you don't think there is some additional value 
that diversity brings to your program, why bother? Maybe when it's 
hard to get foreign students to this country, there will be a lot more 
attention paid to the people who are already here. But it hasn't hap-
pened yet. I remember one instance where a faculty member asked 
for money to make a recruitment trip to China. He didn't request 
money for a swing through the southeastern United States. A ques-
tion that needs to be asked is what are [the top schools] looking for 
in the students they recruit? Maybe they are asking students to have 
a record of achievement in an area that hasn't even been made avail-
able to them. To be very candid, there are some departments that 
make me wonder what would have happened if they had looked at 
my record and judged me only on my record. If that were the case, I 
wouldn't be here today. They would have to bring me in on my 
potential. So it's a question of potential and capacity, not necessarily 
just test scores. 
Q: Data show that the American work force will be primarily nonwhite 
and include more women than men by 2020. What are the implica-
tions of these demographics to the IT field? 
Q: Shirley Ann Jackson, who is the president of AAAS, calls this the 
underrepresented majority. When you look at women, who are about 
half the workforce, and you add to that African American, Hispanic, 
and Native American males, that's a majority of the people. If you 
ignore the majority, how can you expect to be successful? For one 
thing, I think that the products that the IT industry makes could 
very well be out of phase with their markets. That's where we are. 
There hasn't been a real understanding of that or an acknowledge-
ment of that. 
Q: The IT culture is known for demanding long hours. Is that culture 
changing at all to accommodate the needs of people who may want 
more balance in their lives? 
A: I honestly don't know if that culture is changing or not. If you want 
to talk long hours, I can put my own life up against anybody's long 
hours. I'm on the road a lot, I have a lot of demands, and I spend 
the time I need to spend to get things done. And I have children. 
They're adults now, but that was part of it too. So it's not so much a 
question of long hours but a question of whether that culture allows 
variation in the way that you manage to get those work hours in. For 
example, I worked a regular work day when I could, then I went 
home, I spent time with my children, I supervised homework, cooked 
dinner, and after that I'd start again with what needed to be done 
for work. Does that startup company, that IT company, require that 
they see your face all the time or will they be satisfied that the work 
is getting done even if it is getting done remotely? One of 
the things about technology is that because it allows you to access 
things remotely and work remotely, your presence or absence in a 
space doesn't mean much, except in the context of having to demon-
strate to an administrator that you are working. One of the things I 
tell my staff is that showing up is not what I require, it's getting the 
work done. People have different styles of work, and I think there 
has to be room for different styles of work. 
Q: Considering how rare women, particularly African American women, 
are in computer science and engineering, do you think they can truly 
be themselves in the workplace? Or do they have to change in order 
to thrive? 
A: I think they can be themselves. I think that you have to hold on to 
who you are with both hands because there often is this pressure to 
homogenize. But that's not why you were hired. That's not what you 
bring to the table, that's not your value to the organization. Your 
value is that you are different and you don't just blend in with the 
scenery. One of the things to look out for and to avoid is the expec-
tation that you will bring only that different perspective and nothing 
else. When I was a member of the National Science Board, I was not 
going to let anybody tag me as just "the diversity person." I was 
there to deal with the issues, whether they were high-performance 
computing, long-term ecological resources, or whatever. If the ques-
tion was about engineering research centers, I was there to ask 
about engineering research centers. I might also ask about diversity, 
but it certainly wasn't the only thing. 
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by J. William Bell 
Sei mic modeling and reservoir simulations 
come to the TeraGrid improving two workhorses 
of the oil industry. 
o il prospecting used to rely on hunches as 
much as anything else. Where to explore? Luck might Land 
you a spot where oil was seeping from the ground. Where 
to set up the wells, pumps, and other equipment? There 
were some rules of thumb to fall back on. How to manage 
production? Perhaps you'd check the site's current perfor-
mance, compare it to past wells' behavior, and then go by 
instinct. 
Nowadays, however, a golden gut isn't worth what it 
used to be. 
"Twenty or 30 years ago, people started to wonder 
how to get more from their wells," says Wolfgang 
Bangerth, a postdoc at the University of Texas at Austin's 
Center for Subsurface Modeling. "They began to wonder, 
'What are the clever ways to do this?"' 
Some of these more clever ways are newer tech-
niques in drilling and production. Companies can now drill 
horizontally and sink wells that branch in multiple direc-
tions. They can shut down sections of their wells. Pumps, 
which force oil toward wells, can be run at different rates 
and on varying schedules. 
Companies also need to choose ideal places for this 
equipment and to surmise the geological features of the 
ground beneath it. That's where people like Bangerth and 
his collaborators come in. Using TeraGrid resources, a 
multidisciplinary team from UT, The Ohio State University, 
and Rutgers University is at work on software tools that 
improve companies' oil reservoir management. The tools 
allow them to better exploit existing reservoirs, find new 
reservoirs, and minimize drilling's adverse environmental 
impact. 
"Reservoir models, which help guide production 
strategies, and seismic imaging, used to determine sub-
surface properties, are two workhorses of the oil indus-
try," Bangerth says. 
A reservoir of knowledge 
Reservoir models are quite complicated. They account for 
different fluids like water, oil, and gas, different rock 
properties, the features of pumps and production wells, 
and sometimes complicated chemical reactions. To make 
modeling these complex systems computationally 
tractable, mathematicians subdivide the reservoir into a 
mesh of blocks. They then associate wells, pumps, and 
other equipment with individual blocks and solve an 
approximate model of the systems' fluid dynamics. The 
team uses IPARS, a multi-model, multi-phase reservoir 
simulator developed at the Center for Subsurface Modeling 
under the direction of Mary Wheeler. The output of IPARS 
is translated into production rates and ever-important 
revenue levels. Equipment is then moved around the mesh 
in order to compare different configurations and to find 
the best one. 
The possibilities aren't endless, but their sheer num-
ber sometimes makes researchers pine for the days of 
hunch-based prospecting. 
"You can have billions of possible configurations that 
need to be examined, so you can't just do an exhaustive 
search of the parameter space [the collection of all possi-
ble configurations within a given grid]," according to 
Tahsin Kurc, an assistant professor at Ohio State and part 
of the Multiscale Computing Lab that is led by Joel Saltz. 
A single IPARS run usually takes hours. If it's really diffi-
cult, hours can bleed into days. 
"Complexity usually translates into precision," Kurc 
says. "We want to move intelligently through the search 
space." 
Intelligent movement relies on 
a dynamic, data-driven optimization 
system. Large volumes of data 
obtained from earlier simulations 
and dynamically updated by new 
simulations or experimental mea-
surements are stored, queried, and 
analyzed to find promising initial 
configurations. These configurations 
are then refined with on-the-fly 
monitoring and steering of the sim-
ulation and optimization processes. 
A set of simulations provides a 
rough sampling of the search space. 
Middleware tools from Saltz's team, 
called STORM and DataCutter, man-
age the very large amounts of data 
produced by these simulations. 
These tools are also used to identify 
good starting points for more com-
prehensive searches. Dynamic steer-
ing and collaboration tools-
AutoMate and DISCOVER from 
Associate Professor Manish 
Parasha(s lab at Rutgers-allow on-
the-fly searches within these sub-
sections. Sophisticated optimization 
algorithms coupled with IPARS 
models guide these searches by 
comparing configurations in the 
subsections. 
'Do the math on that' 
High oil output isn't always the 
objective. Sometimes companies 
want to modulate output over time 
to allow for changes in markets and 
prices. Sometimes they want to find 
a design that comes with the low-
est risk of failures or mishaps. 
Regardless of what result they are 
looking for, they want to identify 
that result in the shortest possible 
amount of time. Distributed com-
puting is key. 
"We're supporting this now in a 
grid environment, modeling multi-
ple configurations and multiple 
points concurrently," Kurc says. 
The team recently completed a 
set of about 25,000 runs-each 
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Visualizations of oil reservoir simulations at various stages in an 
optimization. Pumps, represented by asterisks, push oil toward 
wells, represented by small white circles, that draw oil from the 
ground. Blue areas indicate areas of high water concentration. 
Brown areas indicate areas of high oil concentration. By the end of 
the simulations, there is not much oil left in the reservoir, and 
what is left has been swept toward the wells. 
taking about two hours on a single 
processor-in less than a week. "Do 
the math on that," Bangerth says. 
''You're talking 200 to 400 runs going 
at any one time .. . That's not something 
we're used to having." 
These calculations were completed 
using the TeraGrid cluster at NCSA. 
More runs are ongoing at NCSA and 
other TeraGrid sites across the country, 
including the San Diego Supercomputer 
Center and the Texas Advanced 
Computing Center. Machines at UT's 
Institute for Computational 
Engineering and Sciences, host institu-
tion for the Center for Subsurface 
Modeling, are also in use. The TeraGrid 
is the world's largest, most comprehen-
sive infrastructure for open scientific 
research. It includes 20 teraflops of 
computing power distributed at nine 
sites, facilities capable of managing 
and storing nearly one petabyte of 
data, high-resolution visualization 
environments, and toolkits for grid 
computing. 
NCSA's Bruce Loftis and Byoung-Do 
Kim helped port the reservoir simula-
tion and optimization codes to the 
TeraGrid machines and built a toolkit 
that simplifies execution across multi-
ple systems. The toolkit makes it easier 
for researchers to "babysit," as Kurc 
calls it, these large, distributed runs. It 
shows where calculations are taking 
place, which are complete, which have 
failed, and which are ongoing. That's 
no small feat when orchestrating work 
across hundreds of processors. 
"The TeraGrid is well suited to this 
project-massive numbers of indepen-
dent jobs," Loftis explains. "There are 
lots of these sorts of problems out 
there." 
At the refinery 
Oil reservoirs are generally inaccessible, 
being thousands of feet under the 
ground or the ocean. Unsurprisingly, 
little is typically known about their 
exact geological features. Scientists 
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cope with this problem in two ways. Either they solve their equations 
on hundreds of geological models that are equally compatible with 
the existing knowledge of a site, or they try to come up with addi-
tional information . 
Some information on geological conditions can come from real-
world tests. Sound waves are blasted through the earth and bounce 
back to receivers on the ground or the ocean's surface. This echo can 
be translated into information about things like the type, density, 
and permeability of the rock and the amount of oil contained within. 
These soundings are taken over and over from different positions for 
a single area. They're expensive propositions, especially if they are to 
capture the level of precision researchers really want for their opti-
mization. 
The team's seismic models are used to develop likely geological 
conditions, based on simulated soundings. These conditions fine 
tune the reservoir models, making them as realistic as possible from 
the get-go. 
The results of a single sounding passing into the ground and 
bouncing back can consume 20 gigabytes of space. Currently, more 
than eight terabytes of seismic simulation data sit on dusters at 
NCSA, ready to be integrated into the reservoir models. With the dis-
tributed storage and computing power of the TeraGrid and the mid-
dleware tools STORM and DataCutter, the team is looking to create 
more than 10 times that amount in the short term. 
"And a good, big [seismic survey of an area] would be into the 
petabytes," Kurc says. 
The team hopes to end up with a system that allows those 
prospecting for oil to build a database of possible conditions that 
have already had reservoir optimizations run. Companies will assess 
the geological features of the site they are interested in, query the 
database for the description that most closely resembles the site, 
and receive an already-completed optimization in return. 
It might take some of the romance out of the process when 
compared to the make-or-break old days. But what's a little romance 
in the face of fewer failures, fewer environmental problems, and more 
dollars? 
This research is supported by the National Science Foundation's Information 
Technology Research program, the Department of Energy, and the Department 
of Defense. 
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Source Boat Recording Vessel 
Illustration of soundings being taken on the ocean. Sound waves are projected from a ship, 
pass through the water, and are altered by the rock in the ocean floor. The echo from this 
process is picked up by receivers on the ocean floor or seismic monitoring platforms. It can 
be translated into information about things like the type, density, and permeability of the 
rock and the amount of oil contained within. These soundings are taken over and over from 
different positions for a single area. 
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by Kathleen Ricker 
Funded by TRECC./ a UlUC biochenlist explores a 
possil)le link benveen the tiniest protein n1olecules and 
son1e of the biggest events in htunan histot~7• 
w at do protein molecules-some of the most fundamental 
components of life-have in common with the paper clip, the inter-
nal combustion engine, or a successful blue-chip stock? 
Evolutionary fitness, argues Gustavo Caetano-Anolles, a bio-
chemist at the University of Illinois at Urbana-Champaign. "At some 
point, someone invented the paper clip. There's a rationale for why 
the current design is the one we use now, rather than some other. 
There's a rationale why we have a car and not something different. 
There's a history linked to this, an inherent entity that defines why a 
car is what it is, or why a paper clip is what it is." 
History, aesthetics, practical design, even random accident all 
figure into the evolution of the technologies and institutions on 
which we rely heavily today-and in each case, fitness determined 
the outcome of that evolution, just as fitness to perform a particular 
function determined the structure of the protein molecule. "Fitness is 
ultimately the element that defines the success of a particular mole-
cule, or of any organism or entity you study," says Caetano-Anolles. 
"If you start thinking about the different elements we humans use 
and have generated as inventions, they also have fitness compo-
nents. Those that are not fit disappear." 
A researcher in the Department of Crop Sciences at UIUC, 
Caetano-Anolles is examining how the evolutionary mechanisms of 
protein molecules may also have implications for more complex sys-
tems and organisms. Caetano-Anolles's 
A molecular Systemae Naturae 
Protein structures resemble bead necklaces, where the "beads" are 
amino acids. It is well known that how the amino acids that make up 
the protein necklace are arranged affects the actual structure of the 
protein. Furthermore, how the protein folds (what shape the amino 
acid chain takes when coiled upon itself) is determined by the pro-
tein's biological function. Thanks to genomics, there is now an enor-
mous amount of data about the sequence and structure of proteins, 
which is now being used to generate a classification of protein archi-
tecture. 
Caetano-Anolles likens this effort to that of 18th-century natu-
ralist Carolus Linnaeus, who created a taxonomy of organisms-a 
"tree of life" that, over the centuries, came to extend from one-celled 
plants and other microscopic organisms to enormously complex, high-
ly-advanced sentient mammals and is still undergoing expansion 
today. "We go to the deep vents in the ocean, and we're still isolat-
ing new bacteria, new archaea, new organisms, and groups of organ-
isms that don't fit within our previous classifications, so we're still 
exploring and discovering our world," says Caetano-Anolles. "And 
with proteins we're doing the same thing-we're trying to understand 
just how complex their world is." 
Proteins are classified into different groups based on their 
underlying architecture. The question for Caetano-Anolles, however, is 
what the logic behind the classification really is-and whether it is 
~ A model for the TIM _ barrel structure of a xylanase protein. Visualized 
something that could be a useful research currently receives support from 
the Technology Research, Education, and 
Commercialization Center (TRECC), a UIUC 1 using VMD software in ribbons format, it shows how the molecule 'folds' 
model in areas other than biology. To 
answer this question, he is examining 
how proteins have evolved based on 
their structure. He begins not at the 
bottom, with the amino acids, but at 
the top, with simple organisms such 
as bacteria and eukaryotes, and works 
downward. 
program funded by the Office of Naval 
Research (ONR) and administered by 
NCSA. TRECC supports innovative research 
in advanced information technologies and 
their application for the Navy R&D com-
munity. 
in three-dimensional space and is colored according to the different 
amino adds that make up the molecule. This fungal enzyme deconstructs 
plant cell wall materials, producing short-chain oligosaccharides and is 
useful for paper bleaching. Protein fold structures like these can be clas-
, sified in evolutionary terms using tree representations obtained from 
data matrices that depict genomic demographic characteristics (both por-
trayed in the background). 
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Ancestral protein fold~ 
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Archaea Bacteria Eukarya 
Archaea Bacteria 
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by Kathleen Ricker 
Genetic algorithms could help civil engineers and 
---------------------------- ----------------------------------------------------------------------------
planners avoid construction headaches-or, at the very 
least minimize the pain. 
Multi-Objective Decision-Making 
l u're a commuter, your 
daily rush-hour ordeal made 
even more grueling by the has-
sle of unexpected merging 
lanes, the heady essence of 
asphalt, and the sign-toting, 
orange-clad road crew ahead. 
Resurfacing the road again? 
you think. But they just did 
that two years ago! Is this 
why my taxes are so high? 
,.... Time-Cost-Quality Trade-Off Analysis more for that increase in quality." 
When it comes to major 
public construction projects, it's 
~i!]= : 
-· 
_., 
_ ,.., 
-· .. 
How to reach a comfort-
able tradeoff between 
these conflicting objec-
tives? That's the focus of 
the research that El-Rayes 
and his research assistant 
Amr Kandil are currently 
conducting, using NCSA 
machines to optimize the 
decision-making process. 
El-Rayes, who received an 
NSF Career Award for opti-
not just the public who wants 
the end product to be faster, 
cheaper, and better. The Federal 
Highway Authority estimates 
that a staggering $94 billion 
A visualization of the time-cost-quality tradeoff problem inherent in any Large-scale 
construction project. A reduction in the projecfs duration-and, hence, a reduction in 
the disruption of traffic patterns-comes at a higher cost, while keeping costs down is 
Likely to result in a decrease in quality. 
mizing construction utiliza-
tion of resources in trans-
portation infrastructure 
systems, is developing an 
will be spent on transportation infrastructure every year for the 
next 20 years. Not surprisingly, state and federal transportation 
departments want to make sure that their significant infrastruc-
ture investments are worthwhile-and they've upped the stakes. 
The traditional bidding process, in which the least expensive 
estimate wins the contract, has undergone a transformation in 
recent years. Cost is no longer the primary factor in determining 
who gets the job; now project duration-the amount of time 
that drivers will be negotiating the construction-and quality 
and durability are also important criteria. 
The best of all possible worlds 
Of course, tradeoffs are inevitable. That old saw in engineering 
and software development says that you can't have faster, 
cheaper, and better-you can only have two out of three. "If 
you're trying to minimize the duration, you have to use over-
time, and that means increasing your costs," says Khaled El-
Rayes, an assistant professor in the Department of Civil 
Engineering at the University of Illinois at Urbana-Champaign. 
"If you're trying to improve quality, in many cases you have to pay 
optimization model that 
can determine the optimal tradeoff between conflicting objec-
tives. This is no simple problem. For each task involved in a 
large-scale construction project, there are at least three impor-
tant criteria to consider-cost, duration, and quality. Plug in 
different combinations of possible values for each, and you can 
generate a large number of permutations involving different 
kinds of construction, equipment, and crews, the addition or 
omission of overtime, an off-peak work schedule, and other pos-
sible factors. With the average infrastructure project involving 
600 or 700 different activities, the task of determining the opti-
mal balance of duration, cost, and quality proves overwhelming 
for a human being. 
Instead, El-Rayes uses a genetic algorithm-based model 
that allows him to generate a large number of possible con-
struction resource utilization plans that provide a wide range of 
tradeoffs among project cost, duration, and quality and to elim-
inate the vast majority of suboptimal plans quickly. "At the 
end," he says, "what you want is a set of optimal tradeoffs 
which decision-makers can use to determine, according to their 
preferences, the best possible combination of resources." 
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Multi-Objective Decision-Making 
Problem Size: 180 Activities, 3 to 5 Options Each 
Solution Space= 41so 
Finding the optimal time-cost-quality balance for a construction project as a whole 
means considering several possible combinations for each individual construction activ-
ity. Because the number of construction activities for a large-scale project can number 
around 600 or 700, the pool of possible permutations, called the sotution space, is 
extremely Large. 
This might mean, for example, that a longer project dura-
tion time is tolerable if cost or quality is a bigger concern, 
or that a reduced duration is a greater priority than cost or 
quality. 
The advantage of this optimization model is its ability 
to transform the traditional two-dimensional time-cost 
tradeoff analysis to an advanced three-dimensional time-
cost-quality tradeoff analysis. The introduction of the third 
dimension in construction projects is a challenging task, 
particularly when quality is itself a difficult factor to quan-
tify. "The cost is simply dollar value, and so it is easy to 
aggregate by adding it all up,'' says El-Rayes. "Quality is 
more challenging." 
El-Rayes' model, which incorporates quality, is current-
ly based on data from the Illinois Department of Transpor-
tation (lOOT), which keeps records, for example, on the 
kind of utilized construction crews along with their mea-
sured performance in various quality metrics, such as com-
pressive and flexural strength for concrete pavement work. 
Examining this data in aggregate, El-Rayes can determine 
how frequently and by how much a given combination of 
resources exceeded lOOT-specified quality limits, allowing 
him to assign a quality level to that specific construction 
crew and resource combination. 
In the future, El-Rayes and his research team hope to 
be able to add even more factors for consideration, includ-
ing safety, service disruption, and environmental impact. 
He would also like to make the process more user-friendly 
by including an interactive tool that would allow users to 
rank solutions based on weighting factors according to 
their preferences. 
Optimizing the optimal 
While El-Rayes' model, by automatically weeding out all 
less-than-optimum scenarios, makes the decision-making 
process easier for humans, there is no getting around the 
fact that it is still an enormous calculation. "If we had a 
project that included 700 activities, an average-sized con-
struction process,'' explains El-Rayes, "and each activity 
had a potential three to five options each-and that's con-
servative-it would create a solution space which is expo-
nential to the number of activities." It's a huge solution 
space, one which, El-Rayes estimates, would require around 
430 hours of computation on a single processor. "Solving 
this problem wouldn't be feasible,'' El-Rayes says. 
"Nobody's going to wait 430 hours for the solution." 
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Using NCSA's Tungsten, El-Rayes and his research team, 
with the help of Nahil Sobh, who heads NCSA's Performance 
Engineering and Computational Methods group, are currently 
exploring how to parallelize his computations over a number 
of processors, so that rather than performing them on a sin-
gle processor in a contracto(s office or a state, local, or fed-
eral transportation department office, they can instead be 
distributed over a number of unutilized office processors, 
drastically reducing the run time to the duration of a week-
end. 
In his experiments on the NCSA Tungsten cluster, El-
Rayes examined the required computational time for optimiz-
ing three construction projects of different sizes: 180 activi-
ties, 360 activities, and 720 activities, each of which he has 
analyzed on one processor and on multiple processors to a 
maximum of 50. So far, he says that parallelization has been 
successful in transforming the analysis of the largest project 
of 720 activities from an impractical problem requiring sev-
eral weeks (430 hours) on a single computer to a feasible 
task that can be accomplished on a network of unutilized 
office computers over a weekend in 55 hours. "We don't 
even need 50 processors for this size project," he says. "For 
bigger projects, we might benefit from an increase in the 
number of processors, but the improvement starts to level 
off after maybe 10 to 15 processors, which is a reasonable 
number for an office to have available over a weekend." The 
problem he has chosen for these computations is a hypo-
thetical highway construction project, but he says that the 
optimization model would be equally applicable to other 
kinds of large-scale projects, such as the construction of a 
convention center or a bridge, which would involve more 
different kinds of activities than would highway construc-
tion. What all large-scale projects have in common, however, 
is their complexity, and that is the problem El-Rayes hopes 
his computations will help solve. 
"We want to transform an infeasible problem into a 
practical problem. That's what we're aiming for," says 
El-Rayes. 
This research is supported by the National Science Foundation. 
Access Online: http:/ jaccess.ncsa.uiuc.edu/CoverStoriesjconstructionj 
For further information: http:/ jsftp.cee.uiuc.edujpeoplejelrayes/ 
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Distributed Decision-Making 
Sub-Processor 1 
Sub-Processor 2 
Sub-Processor 3 
A multi-objective genetic algorithm makes it possible to weigh more than two factors 
in determining the combinations of duration, cost, and quality that will produce the 
best possible outcome. Following the evolutionary biology model from which it takes 
its name, the algorithm strings together sets of values for each activity in a manner 
similar to that of a genetic code, with the eventual goal of producing the "fittest" 
result or the optimal combination of activities. 
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Nourishing new ideas Story by J. William Bell Illustrations by Blake Harvey 
NCSA faces down myriad 
challenges in making sensor 
and instrument data useful. 
Scientists are hungry for data because data nourishes their new ideas. The prol iferation of 
sensor and instrument platforms brings new food to the table. Every day, researchers become 
less satisfied with the old process of taking a small statistical sample and extrapolating from 
there. They want to put hundreds, thousands, hundreds of thousands of sensors in the field and 
assimilate the data from all. They want to look at every piece of data that's ever been collected 
on the subject. 
In other words, feeding a scientist often makes him more hungry, and that complicates matters 
tremendously. The data that scientists rely on often come from multiple instruments or sensor 
networks, and these data commonly vary in format or type. They are messy, poorly described, 
and difficult to integrate. Peter Bajcsy's team at NCSA investigates how to solve a variety of the 
problems that arise. 
Data from medical instruments frequently capture images from slim cross-sections of neighboring 
parts of the same sample. To be useful, distortions have to be cleaned up. The images' registrations 
must also be aligned to ensure that matching points on different images of the same object 
represent matching points in the real world. Bajcsy's team is developing automated 3D volume 
reconstruction software that addresses these issues. 
D I Slicing and imaging 
Doctors cut tissue- samples of cancerous tumors or 
human organs, for example- into cross-sections that 
are only micrometers thick. They scan each 
cross-section several times with a specialized 
microscope. Each scan is three-dimensional, and 
neighboring scans slightly overlap one another. 
a I Mosaicking 
Multiple 3D volumes, acquired from the 
same cross-section, are stitched together. 
EJ I Alignment 
A registration algorithm compensates for any 
distortions that may have occurred during 
slicing and imaging. The algorithm aligns 
adjacent cross-sections that have been built 
from the mosaicked cross-sections. 
m I Reconstruction 
A 3D reconstruction is delivered. The team 
also offers tools to analyze volumetric density 
and shape, features that are frequently useful 
in diagnosis and medical research. 
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Controlling robots is just one possible use for gesture analysis. Bajcsy's team is 
working with the U.S. Navy and Chi Systems Inc. to devise an algorithm to control 
unmanned vehicles that are used on the decks of aircraft. They're also exploring 
the use of gesture-controlled robots to deploy sensor systems in hazardous 
environments like a nuclear reactor. 
D I Output from body sensors 
Sensors are placed on a person's arms. The 
sensors output their locations relative to one 
another on three axes. As a result, the data 
flowing from the sensors can be seen as 
building a series of angles and the order in 
wh ich the angles occur. 
Instruction translation and lexicon access 
The received sensor data is processed by what the team calls 
a "gesture classifier." This algorithm compares the data's 
characteristics (the angles formed by the sensors) to a lexicon 
of about 20 gesture patterns. When the classifier recognizes a 
gesture pattern- say a right arm extended horizontally and a 
left arm repeatedly bending upward- it translates this match 
into a command. 
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EJ I Robot action 
The command is sent to the robot, where it is 
broken into a series of actions to be executed. 
For example, a "turn right" command might be 
converted to "adjust front axle 45 degrees to the 
right, spin all wheels 25 times, and then stop:' 
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DNA microarrays, tiny chips covered in thousands of individual DNA strands, 
are crucial to contemporary genetic research. They allow researchers to 
identify which genes or sequences are in a particular DNA sample. Because a 
large number of strands is packed into a small amount of physical space, it's 
difficult to assess microarray data. A suite of algorithms by Bajcsy's team 
makes it easier. 
a I Grid alignment 
These images are made up of rows and 
columns of colored spots. Spots are arranged 
in multiple grids. Due to fluctuations during 
preparation, these grids are inconsistently 
spaced and rotated. An algorithm locates and 
properly aligns each spot, despite this chaos. 
EJ I Invalid spot detection 
Spots are often misshapen. A spot might be 
shaped like a comet or a donut, or two spots 
might merge. Using multiple quality-control 
techniques and pre-defined quality thresholds, 
another software tool identifies invalid spots 
that do not meet specified criteria. 
0 I Preparing a sample 
DNA is made of millions of bases, but those 
bases come in only four types. Each type 
has a complement, and those complements 
bind to one another. When a microarray is 
exposed to a sample, strands in the sample 
bind to strands on the microarray, called 
probes. Scientists know the sequences of 
the probes, so they can infer the sequences 
of strands that bind to those probes. In 
many microarrays, probes that have strands 
from the sample bound to them are 
designed to change color. Laser scanners 
detect these color changes and produce 
images for analysis. 
CiJ I Segmentation and color extraction 
Once valid spots have been identified, they are separated 
from the microarray image background. Spots are a 
combination of multiple colors, typically red and green. 
Each is processed pixel by pixel to determine the 
predominate color, statistically speaking. Colors can be 
further processed and clustered into like sets by the 
team's software, allowing for easier interpretation and 
extended analysis . 
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Engineers, urban planners, and statisticians all use Geographical Information Systems (GIS) data to chart the 
physical and human features of the world. They might have maps and photographs called raster data, vector data 
that represent linear features like county boundaries or streams, and statistics in tabular form. The problem is that 
raster maps are made up of pixels, paths are described by vector data, and tabular data are entries in a spreadsheet. 
The maps often vary in scale, accuracy, and projection type, as well. 
The team's 12K software allows scientists to integrate multiple maps, boundary data, and tabular data. It resolves the 
differences between various data types, performs analysis, and delivers information for GIS-based decisions. 
m I Boundary aggregation 
The resulting image may be partitioned in 
any number of ways-by ZIP code, census 
block, or county, for example. These 
partitions each have statistical or geographic 
characteristics assigned to them. Partitions 
are aggregated into groups by the team's 
software, based on the attributes that they 
share. Perhaps all counties with a given 
number of robberies go together. 
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EJ I Evaluation and decision support 
As aggregation occurs, deviations begin to arise. There were 17 
robberies in a given ZIP code, but it's been grouped with ZIP codes 
that range from 15 to 30 robberies. To address this fact, users 
establish multiple error metrics. They might demand that the 
number of aggregations be maximized for easy interpretation, or 
they might demand the minimal amount of variance among ZIP 
codes within an aggregation. These metrics ensure that the 
optimal aggregation has been created. 
Q I Data integration 
A geographical location is assigned to each point on the maps. 
Since a variety of data formats might be present, all of the maps are 
automatically converted to a single data representation based on an 
optimization of map parameters. For example, conversions are 
completed for varying resolutions, accuracy, and projection types. 
The maps are then mosaicked into a single image. 
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I News& Notes I 
ACCESS serves as Election Protection HQ 
0 n Election Day 2004 and the days 
leading up to it, NCSA's ACCESS center in 
Washington, D.C., served as headquarters for 
a nonpartisan voter-protection program. 
Election Protection 2004, created by a coali-
tion of more than 100 civil rights and civic 
organizations, offered immediate advice and 
legal assistance to voters across the country. 
More than 300 volunteers-lawyers, law 
students, and paralegals-used ACCESS's col-
laborative communications offerings. Multi-
ple teams worked from the center, setting up 
command and control operations, a press 
office, orientation and training for volun-
teers, call centers, data-entry facilities, 
large video displays, and reference libraries 
of states' election laws. 
Election Protection 2004 was led by 
the Lawyers' Committee for Civil Rights 
Under the Law, the People for the American 
Way Foundation, and the National Coalition 
on Black Civic Participation. 
Webcarn giveaway boosts 
Educators1 Knowledge Center 
S ince September 2004, the Technology 
Research, Education, and Commercialization 
Center (TRECC), which is administered by NCSA, 
has given about 100 Webcams to K-12 teachers 
and administrators throughout Illinois. The give-
away is meant to advance educators' technical 
capabilities, and the Webcams allow for easy, free 
videoconferencing. But the equipment and train-
ing educators receive are just the beginning. 
"This is a new tool for many of these people, 
and we are a resource for them as they figure out 
'Why do I need this?' and 'How do I use this?' 
says Nancy Komlanc, TRECC's director of education 
and training. "The school Web camera scholarship 
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is also a way to jumpstart the University of Illinois' Educators' 
Knowledge Center." 
e 
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The Knowledge Center is a free, integrated set 
of online tools for sharing information and 
resources. Among other things, educators can swap 
lesson plans, textbook reviews, and ideas for inter-
active activities. They can collaborate on proposals 
and projects via a text chat service. They can 
also-and here's where those Webcams come in-
videoconference with colleagues in other buildings 
or other districts, using software and services pro-
vided by the Knowledge Center. 
Numerous other communication tools are avail-
able in the Educators' Knowledge Center at: 
http:/ /www.trecc.org/edj. To apply for a Webcam, 
see: http:/ jwww.trecc.orgjeducationjwebcamj. 
TRECC is funded by the Office of Naval Research. 
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I News& Notes I 
NCSA technology 
powers start-up 
D ata mining and data analysis technology devel-
oped at NCSA are being brought to the marketplace by 
an Illinois-based start-up company, RiverGlass, Inc. The 
tools enable users to extract meaning from massive 
amounts of data of diverse types by searching for pat-
terns, making predictions, identifying unusual features, 
optimizing complex problems, and visualizing the 
results. They are based on the D2K data mining soft-
ware developed by NCSA's Automated Learning Group. 
Among the markets RiverGlass is targeting are law enforce-
ment, homeland security, financial services, market intelligence, and network 
security. 
RiverGiass 
Dell joins Priuate 
Sector Partner 
program 
D ell recently signed on as NCSA's newest 
Private Sector Partner. They join Boeing, 
Caterpillar, IBM, and Motorola, as well as Exxon 
Mobil, the program's most recent addition. Dell 
will leverage NCSA's expertise in several areas, 
including the development of monitoring tools 
and computer and network security. 
In 2003, NCSA worked with Dell to install 
an Intel Xeon-based Linux cluster that employs 
more than 1,450 dual-processor Dell PowerEdge 
servers. The system debuted at number four on 
the Top500 list and currently is listed as the 
tenth-fastest supercomputer in the world. NCSA 
also completed a seven-teraflop cluster of 512 
Dell PowerEdge 1850 servers. 
With the addition of the new SGI Altix sys-
tem, NCSA's machine room is now at capacity. 
Real-Time Analytics 
NCSA developing 
: dependable grids 
G rid computing is already widely used to 
facilitate advances in science and engineering. 
Its use in consumer services and critical infra-
structure applications has been limited, how-
ever, because grids have not achieved the 
required dependability. Grids face threats from 
equipment or software failures, physical dam-
age from natural disasters, and cyberattacks. 
Engineering a system to withstand all such 
attacks would be prohibitively expensive and 
complex. 
NCSA, along with the University of 
Virginia, received a $2-million NSF Information 
Technology Research grant to counter these 
problems and develop dependable grid com-
puting technologies. The NCSAjVirginia team 
aims to create a survivable system, one that 
provides one or more alternate services in the 
event an attack or failure disrupts the primary 
service. 
NCSA's Jim Basney will lead the center's 
participation in the project, including estab-
lishing a "grid dependability lab" for evaluat-
ing software as well as developing dependable 
software components based on the Globus 
Toolkit. Testing and experimentation will span 
the test labs at Virginia and NCSA, and the 
project will develop software based on multi-
ple grid software toolkits. 



