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Abstract
During the last fourteen years several exact results were ob-
tained for the so-called boundary sine-Gordon model. In the
case of a conformal bulk this 2D boundary quantum field the-
ory describes the universal scaling behavior of the Caldeira-
Leggett model of resistively shunted Josephson junctions. In
this work, we use a recently developed Monte Carlo technique
to test some of the analytical predictions.
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1 Introduction
For several decades, dissipation effects in quantum systems have attracted much interest, be-
cause the coupling to the environment affects the properties of devices displaying macroscopic
quantum coherence and may even induce phase transitions. These dynamical quantum phase
transitions pose challenging theoretical problems (see e.g. book [1] and references therein).
Among the simplest and most fundamental physical systems undergoing a dissipation driven
transition is the resistively shunted Josephson junction, shown schematically in Fig. 1. As
long as the Josephson coupling energy EJ is much larger than the single electron charging
energy EC a superconducting state with a well defined phase difference φ across the junction
is possible. In this case, the zero-temperature dynamics can be understood from the classical
equation of motion for a single particle in a wash-board potential [2]:
~
2
8EC
φ¨+
∂UI(φ)
∂φ
= −~α
2π
φ˙ , UI(φ) = −EJ cos(φ)− ~I
2e
φ , (1.1)
where the dimensionless shunt conductance
α =
π~
2e2
R−1S (1.2)
plays the role of the damping strength. It readily follows from (1.1) that the zero-bias
resistance, R = limI→0
~φ˙
2eI
, vanishes (superconducting behavior). However, for so-called
“ultra small” junctions characterized by EJ . EC the phase difference in the superconductors
1
EJ
RS
EC
I
Figure 1: Circuit diagram for the shunted Josephson junction under an external current I.
The junction is characterized by the Josephson energy EJ =
~
2e
Ic, where Ic is the Josephson
critical current, and the single electron charging energy EC =
e2
2C
, where C is the junction
capacitance. It is shunted by the resistor RS ≪ RN , where RN is the normal state tunneling
resistance of the junction.
exhibits large quantum fluctuations and the classical equation (1.1) does not provide an
adequate description of the system. Tunneling between local minima of the potential energy
UI(φ) (1.1) results in a finite voltage across the contact (insulating behavior) [3]. And because
the effect of dissipation is to suppress the tunneling rate, the Superconductor-Insulator (S-I)
transition in the ultra small junction is essentially controlled by the energy dissipation in
the shunt. In the overdamped limit α → ∞, the phase difference φ localizes in the vicinity
of some minimum of UI(φ) even for EC ≫ EJ and the device becomes superconducting [4].
On the other hand, for α = 0, tunneling events produce a voltage drop in sufficiently small
Josephson junctions. There have been relatively little experimental studies of single, ultra
small Josephson junctions. The α− EJ
EC
phase diagram for this important model system was
measured in Refs. [5,6], and the experimental results are consistent with a zero-temperature
S-I transition in the vicinity of the line α = 1.
The precise nature of the energy dissipation in real devices remains unclear. However,
under certain conditions (see e.g. review [7]) the S-I transition is expected to be described
by the model introduced by Caldeira and Leggett in their seminal work on macroscopic
quantum tunneling [8]. At zero bias, the Matsubara action of that model is given by (here
and below ~ = kB = 1)
A =
∫ β
2
−β
2
dτ
[
(∂τφ)
2
16EC
− EJ cos(φ)
]
+
α
8β2
∫ β
2
−β
2
dτ
∫ β
2
−β
2
dτ ′
(
φ(τ)− φ(τ ′))2
sin2(pi(τ−τ
′)
β
)
. (1.3)
While the first term in (1.3) readily follows from the classical equation, the last term in-
troduces dissipation on the quantum level and results from integrating out a heat bath
characterized by an Ohmic spectral density. As was argued by Schmid [9], the model (1.3)
exhibits a dissipative phase transition at zero temperature, which occurs at α = 1 for suffi-
2
ciently small values of EJ
EC
. Currently it is believed [10–12] that the boundary of the transition
lies at α = 1 for any value of the ratio EJ
EC
, i.e.,
lim
β→∞
( R
RS
)
=
{
0 , α > 1
1 , α < 1
, (1.4)
where R is the zero-bias resistance.
A remarkable feature of the Caldeira-Leggett model is that it develops a universal scaling
behavior characterized by a single energy scale
E∗ ∝ EC
(
EJ
EC
) α
α−1
, (1.5)
provided
α > 1 , βEC →∞ , EJ/EC → 0 . (1.6)
In this regime the model can be studied by methods of Quantum Field Theory (QFT) and
some physically relevant quantities can be calculated exactly [13–17].
Besides theoretical studies, numerical simulations of the model (1.3) have been employed
to investigate the location of the S-I phase boundary at intermediate Josephson coupling [18]
and the scaling of the resistance with temperature and dissipation strength [19]. However,
local update Monte Carlo (MC) schemes suffer from large autocorrelation times at low tem-
perature, which prevent the simulation in the regime (1.6). These limitations were overcome
with the development of a cluster algorithm in Ref. [20], which extends the powerful methods
developed for spin systems by Swendsen, Wang and Wolff [21, 22] to models described by
non-local phase variables. The algorithm of Ref. [20] exploits the symmetry of the Joseph-
son potential to build the clusters in such a way that no MC update is rejected and uses an
efficient treatment of the long range couplings in the dissipation term [23]. Such non-local
updates of the phase configurations dramatically reduce the autocorrelation time and allow
an ergodic sampling of the discretized version of action (1.3), even at low temperatures and
strong interactions. This recent progress in MC techniques provides an opportunity to ex-
plore and test the relevance of the exact scaling results for the quantitative description of
the Caldeira-Leggett model. The present study is an attempt in this direction.
The main subject of our interest is the Matsubara two-point function in the Caldeira-
Leggett model
Gq(τ) = 〈 eiqφ(τ) e−iqφ(0) 〉 , (1.7)
at τ = β/2 and |q| ≤ 1
2
, in the experimentally relevant domain of parameters
α ≥ 1 , βEC & 0.5× 103 , EJ
EC
. 0.25 . (1.8)
We begin by describing Gq(
β
2
) at zero temperature as a function of the dimensionless
parameters α, q and EJ
EC
. This limiting value is expressed in terms of the Vacuum Expectation
Values (VEVs)
lim
β→∞
Gq
(
β
2
)
= 〈 eiqφ 〉20 . (1.9)
3
In order to clarify Eq. (1.9) one should note that in the domain α > 1 the global Z-symmetry,
Z : φ→ φ+ 2πn (n = 0, ±1, ±2 . . .) , (1.10)
of the theory (1.3) is spontaneously broken (or equivalently, the associated quantum dissi-
pative particle is localized at zero temperature). This implies among other things that the
exponential operators gain nontrivial VEVs 〈 eiqφ 〉n, where by 〈 · · · 〉n we mean the expecta-
tion value over the ground state in which φ is localized near 2πn.1 Notice also that the first
term in the expansion of 〈 eiqφ 〉0 in q2 gives the mean phase fluctuation at zero temperature.
In Section 2 we combine an exact nonperturbative result from Ref. [17] with the conventional
perturbative analyses to make quantitative predictions for the limiting value (1.9). Some
technical details of the calculations are presented in the appendix. For EJ
EC
= 0.125, 0.25,
the analytical predictions for (1.9) (q = 0.1, 0.25, 0.5) and for the mean phase fluctuation
are found to be in good agreement with our MC results for the discretized action (1.3) (see
Figs. 2 and 3).
Unfortunately the problem of exact calculation of the scaling form of Gq(
β
2
) has not
yet been solved. In Section 3 we calculate the leading low-temperature correction to the
scaling limit of Gq(
β
2
) in the case 1 < α < 2. It is proportional to (βE∗)2−2α and cannot be
actually used without paying attention to higher order corrections of the form ∝ (βE∗)2k(1−α)
(k = 2, 3 . . .) (see Fig. 4). In the vicinity of the phase transition line α = 1 they can be
accounted for within a Renormalization Group (RG) treatment.
In Section 4 we develop the proper renormalization scheme based on a certain choice of the
running coupling constant. Namely, as it was pointed out in Ref. [24], the dimensionless ratio
R
RS
of zero-bias resistance and shunt resistance (or equivalently, the dimensionless mobility
of the dissipative particle) possesses a universal scaling behavior, i.e., it is a function of the
single scaling variable βE∗ in the limit (1.6):
ρ = lim
βEC→∞
βE∗ − fixed
( R
RS
)
(α > 1) . (1.11)
We shall argue that the scaling function ρ = ρ(βE∗) may serve as the running coupling (see
Fig. 5). This function was originally calculated for integer values of α = 2, 3, 4 . . . within
the Thermodynamic Bethe Ansatz approach in Ref. [15]. Later the closed expression for ρ
was found for arbitrary α > 1 [16]. In Section 4.2 we confirm the prediction from [16] by
means of MC simulations (see Figs. 6 and 7). Then, in Section 4.3, we discuss the anomalous
dimensions of exponential operators eiqφ and perform the RG re-summation of perturbative
expansions for the two-point function Gq(
β
2
). The obtained results for Gq(
β
2
) in the vicinity
of the S-I phase transition line α = 1 have been confirmed by the MC simulations (see Fig. 8).
A recent numerical study [20] found that the S-I phase boundary in the Caldeira-Leggett
model is a line of fixed points with continuously varying exponents. The universal behavior
in this case is governed by a certain one-parameter family of boundary Conformal Field
Theories (CFTs) whose modulus can be labeled by the limiting value
ρ = lim
βEC→∞
EJ/EC −fixed
( R
RS
)
: 0 < ρ < 1 (α = 1) . (1.12)
1It should be kept in mind that φ in (1.3) is a non-compact variable −∞ < φ <∞, so that the different
minima of the potential U0(φ) = EJ cos(φ) are distinguishable.
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Nowadays this boundary CFT family is relatively well understood due to the works [25–28]
which are mainly motivated by problems from String Theory (see e.g. [29]). In particular
the exact value of the critical exponent ηq describing the universal behavior of the two-point
correlation function (1.7),
Gq(τ) ∝ |τ |−2ηq (E−1C ≪ τ ≪ β ) , (1.13)
can be extracted directly from results of Ref. [27] and reads explicitly as
ηq =
1
pi2
arcsin2
(√
ρ sin(πq)
) ( |q| ≤ 1
2
)
. (1.14)
In Section 5 we briefly recall some facts concerning the boundary CFTs associated with the
critical line α = 1 and check the analytical expression for ηq by means of MC simulations.
Our numerical results confirm the prediction (1.14) for q = 0.25 and 0.5 (see Fig. 9).
Finally, in Section 6, we briefly discuss the applicability of the scaling results in a wider
domain of parameters than (1.8). As an illustration, we study the dependence ρ = ρ(EJ
EC
)
(1.12) along the critical line α = 1 for all values EJ
EC
≥ 0 (see Fig. 11).
2 Vacuum expectation values of exponential operators
2.1 Small – EJ
EC
expansion of 〈 eiqφ 〉0
It was realized a while ago [30] that the Caldeira-Leggett model in the scaling regime (1.6)
can be thought of as an effective theory describing the dynamics of boundary degrees of
freedom for the Boundary Sine-Gordon (BSG) model defined by the Euclidean action
ABSG =
1
4π
∫ 0
−∞
dx
∫ β
2
−β
2
dτ
[
(∂xϕ)
2 + (∂τϕ)
2
]
− 2µB
∫ β
2
−β
2
dτ cos(
√
gϕB) . (2.1)
Here ϕ = ϕ(x, τ) is a one component uncompactified Bose field, (x, τ) are coordinates on
the Euclidean half-cylinder, x ≤ 0, τ ≡ τ + β, and
ϕB(τ) ≡ ϕ(0, τ) . (2.2)
The interaction in (2.1) acts only on the boundary x = 0 and is controlled by the two
parameters g and µB. For 0 < g < 1 the model is a CFT – a free Bose field with free
boundary condition at x = 0 – perturbed by the relevant boundary operator 2 cos(
√
gϕB) of
dimension g. We assume that this boundary operator is normalized such that the two-point
correlation function takes the following asymptotic form〈
2 cos(
√
gϕB)(τ) 2 cos(
√
gϕB)(τ
′)
〉→ 2 |τ − τ ′|−2g as |τ − τ ′| → 0 . (2.3)
Under this normalization the parameter µB has the dimension [ energy ]
1−g.
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The original Callan-Thorlacius observation [30] is that upon fixing the boundary values
of ϕB and integrating out the bulk part of the field ϕ, the action (2.1) reduces to the effective
action (1.3) without the Coulomb term provided
g = α−1 , (2.4)
and the variable φ is replaced by
√
gϕB. A superficial examination reveals that the model
(1.3) without the Coulomb term is perturbatively ill defined. It has to be equipped with an
ultraviolet (UV) cutoff and needs renormalization. As long as the energy scale EC remains
finite but essentially exceeds all other energy scales, the Coulomb term in (1.3) just provides
the desired regularization with the cutoff energy Λ ∝ αEC . In what follows it will be
convenient for us to specify the cutoff energy scale unambiguously, by
Λ =
4eγE
π
αEC = 2.267 . . .× αEC , (2.5)
where γE = 0.5772 . . . is Euler’s constant. The dimensionless parameter
ǫ =
EJ
2Λ
= 0.220 . . .× α−1 EJ
EC
, (2.6)
in turn will be treated as the bare coupling. Consistent removal of the UV divergence
requires that the bare coupling be given a dependence on the cutoff scale such that the limit
limΛ→∞
(
Λ1−g ǫ(Λ)
)
exists and coincides with the dimensionful parameter of the renormalized
action (2.1). One can always choose ǫ(Λ) to satisfy the simple RG flow equation
− Λ dǫ
dΛ
= (1− g) ǫ , (2.7)
i.e.,
µB = ǫΛ
1−g . (2.8)
The above relation immediately implies that Matsubara operators in the dissipative quan-
tum mechanics (1.3) can be thought of as bare boundary fields. Hence, they should admit
asymptotic expansions in terms of the renormalized boundary fields from QFT (2.1). In
what follows we consider such an expansion for the exponential operators.
The simplest and most fundamental boundary fields in QFT (2.1) are the exponential
fields
Oq = e
iq
√
gϕB , O†q = O−q , (2.9)
transforming irreducibly under the symmetry (1.10):
Z : Oq → e2piiqnOq . (2.10)
Below, the field Oq is always understood as a renormalized boundary field of definite scaling
dimension
dq = g q
2 , (2.11)
subjected to the UV renormalization condition
〈Oq(τ)O†q(0) 〉 → |τ |−2dq as |τ | → 0 . (2.12)
The general structure of the asymptotic expansion of the bare operator eiqφ readily follows
from the standard RG arguments and from the global Z-symmetry (1.10), (2.10)2,3:
eiqφ(τ) ≍
∑
k=0,±1,±2...
C(k)(q, ǫ) Λ−dq−k Oq−k(τ) + . . . . (2.13)
Here, the explicit dependence on the cutoff scale Λ is used to show the relative smallness
of various terms and the dots in (2.13) stand for the renormalized boundary fields of the
form ∂τOq−k, ∂2τOq−k, (∂τϕB)
2
Oq−k . . . whose scaling dimensions are given by dq−k+N with
N = 1, 2 . . . . An obvious consequence of the φ→ −φ invariance of the action (2.1) is that
the renormalization constants C(k)(q, ǫ) in (2.13) satisfy the relation
C(k)(q, ǫ) = C(−k)(−q, ǫ) . (2.14)
The renormalization constants do not carry any information on the infrared environment
and therefore admit regular power series expansions in the bare coupling:
C(k)(q, ǫ) = ǫ|k|
∞∑
j=0
C
(k)
j (q) ǫ
2j . (2.15)
The expansion coefficients are in principle computable within perturbation theory. In par-
ticular, without tedious calculations, one finds
C
(0)
0 = 1 , (2.16)
provided the cutoff scale is defined by Eq. (2.5). The explicit expression for C
(1)
0 (q) =
C
(−1)
0 (−q) and C(0)1 (q) is somewhat cumbersome and relegated to the appendix (see Eqs. (A.8)
and (A.17)).
Contrary to the renormalization constants, VEVs of the boundary operators are impor-
tant characteristics of the infrared environment. They do not possess a regular expansion
in powers of ǫ and, hence, can not be calculated perturbatively. In Ref. [17] the following
explicit form for the VEVs of renormalized exponential fields (2.9) was proposed:
〈Oq 〉n = e2piiqn
(
µB
) dq
1−g D(q) , (2.17)
where the function D(q) for |ℜe q| ≤ 1
2g
is given by the integral
D(q) =
[
2gπ
Γ(g)
] gq2
1−g
exp
{∫ ∞
0
dt
t
× (2.18)[
sinh2(gqt)(et − 1 + et(1−g) + e−gt)
2 sinh(gt) sinh(t) sinh((1− g)t) − gq
2
( 1
sinh((1− g)t) + e
−t
)]}
,
2Although the Z-symmetry is spontaneously broken in the domain α > 1, the operator valued relations
still possess this invariance.
3Here and below we use the symbol ≍ to emphasize that the relation holds in a formal asymptotic sense
without any reference to convergence issues.
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and is defined through analytic continuation outside this domain.
Combining now the exact result (2.17) where µB is given by (2.8) with the asymptotic
expansion (2.13), one obtains:
〈 eiqφ〉0 =
∑
k=0,±1,±2...
C(k)(q, ǫ)D(q − k) ǫ
dq−k
1−g
[
1 +O
(
ǫ
min(1+2g,2)
1−g
) ]
. (2.19)
The remaining term O(. . .) in (2.19) requires some explanations. Namely, to transform the
operator expansion (2.13) into the VEV expansion, small-ǫ corrections to the BSG vacuum
state should be taken into account. One can show that at the leading order this gives rise
to the term ∝ ǫ
dq−k+1+2g
1−g in (2.19). The correction ∝ ǫ
dq−k+2
1−g , in turn, is a contribution of
the boundary field (∂τϕB)
2
Oq−k of scaling dimension dq−k + 2 whose VEV is currently not
known.
2.2 Comparison with MC results
For the numerical evaluation of 〈 eiqφ 〉0 with |q| ≤ 12 we included only the contribution of the
renormalized fields Oq and Oq±1 in the asymptotic expansion (2.19). Furthermore, the per-
turbative series for the renormalization constants C(±1)(q, ǫ) and C(0)(q, ǫ) were truncated at
the leading order (∝ ǫ) and at the second-order (∝ ǫ2), respectively. Thus our approximation
reads as follows:
〈 eiqφ〉0 = ǫ
gq2
1−g
[
D(q) + C
(0)
1 (q)D(q) ǫ
2 + C
(1)
0 (q) D(1− q) ǫ1+
g(1−2q)
1−g +
C
(1)
0 (−q) D(1 + q) ǫ1+
g(1+2q)
1−g +O
(
ǫmin(4,
1+2g
1−g , 3+
g(1−2|q|)
1−g )
) ] ( |q| ≤ 1
2
)
. (2.20)
Explicit formulas for the coefficients C
(0)
1 (q) and C
(1)
0 (q) can be found in the appendix.
It deserves to be mentioned that for min
(
3
4+2q
, 1
1+2q
) ≤ g < 1 and 0 ≤ q ≤ 1
2
the last
explicit term in expansion (2.20) does not exceed the reminder O(. . .) and therefore should
be ignored.4 For the same reason the third term in (2.20) should be neglected if 3
4−2q ≤ g < 1
and 0 ≤ q ≤ 1
2
. Let us also note that the first nontrivial term of the expansion of 〈 eiqφ〉0 in
a power series of q2 is simply related to the mean phase fluctuation
〈 eiqφ 〉0 = 1− q22 〈 (φ− φ¯)2 〉0 +O(q4) , (2.21)
where φ¯ = 〈 φ 〉0 = 0. Therefore Eqs. (2.20) and (2.21) allow one to calculate 〈 (φ− φ¯)2 〉0 at
zero temperature for sufficiently small values of the ratio EJ
EC
.
4 Notice that it has poles in this domain of parameters. In order to clarify the general source of the
singularities of the function D(q) (2.18), the definition of renormalized fields (2.9) should be critically reex-
amined. Oq have been described as boundary fields with the definite scaling dimensions (2.11) and Z-charges
(2.10) satisfying the renormalization condition (2.12). In general these requirements are sufficient to spec-
ify Oq, except when certain resonance conditions are satisfied. We say that the renormalized field O
(1)
has a n-th order resonance with the field O(2) if the scaling dimensions of these fields satisfy the equation
d(1) = d(2) + n(1 − g), with some non-negative integer n. If this resonance condition is satisfied an obvious
ambiguity, O(1) → O(1)+ const (µB)n O(2), in defining the renormalized field O(1) with the scaling dimen-
sion d(1) typically results in the logarithmic scaling of O(1). For example the simple pole of the function
D(q) at q = 12g just indicates that the field O 12g has a first order resonance with O
1
2g
−1.
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G
q(β
/2
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Figure 2: Gq(
β
2
) as a function of α−1 for q = 0.1, 0.25, 0.5 (from top to bottom). The MC
data were obtained for EJ
EC
= 1
4
, 1
8
with lattice spacing ∆τEC =
1
4
. The circles and diamonds
correspond to βEC = 3750 and βEC = 7500, respectively. The dashed and solid lines are
the theoretical predictions (2.20) for the VEVs 〈 eiqφ〉20 for EJEC = 14 and
EJ
EC
= 1
8
, respectively.
The analytical prediction (2.20) has been tested by means of MC simulations performed
on the discretized action
AMC = −
N−1∑
i=0
[
cos(φi+1 − φi)
8∆τEC
+∆τEJ cos(φi)
]
+
α
4N2
∑
i<j
(
φi − φj
)2
sin2(pi(i−j)
N
)
, (2.22)
where N is the number of time-slices of size ∆τ = β/N . The algorithm of Ref. [20] combines
local updates in the Fourier components
φ˜k =
N−1∑
n=0
e2piink/N φn (2.23)
(required for ergodicity) with rejection-free cluster updates which can shift entire segments
of phase variables from one minimum of the cosine-potential to another.
The expectation value of (φ−φ¯)2 can be obtained directly from the time domain variables
φn. In order to measure the correlation functions (1.7) efficiently, it is useful to note that
Gq(n∆τ) =
1
N
N−1∑
k=0
e−2piink/N 〈 |Φ˜q,k|2 〉 , (2.24)
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Figure 3: The mean phase fluctuation as a function of α−1. The MC data were obtained
for EJ
EC
= 1
4
, 1
8
with lattice spacing ∆τEC =
1
4
. The circles and diamonds correspond to
βEC = 3750 and βEC = 7500, respectively. The dashed and solid lines are theoretical
predictions for the VEV 〈 (φ− φ¯)2 〉0 with EJEC = 14 and
EJ
EC
= 1
8
, respectively.
where Φ˜q,k is the k-th component of the Fourier transform of e
iqφ. By computing Φ˜q,k
(in a time O(N logN) using fast Fourier transformation) and sampling |Φ˜q,k|2 in the MC
simulation, one can therefore harness all the information contained in the phase configuration
without considering each pair of phase variables.
Results of the numerical work are depicted in Figs. 2 and 3. Similar results were found
for EJ
EC
= 1
16
and 3
16
. No essential dependence of the simulation results on the discretization
parameter ∆τEC was observed for ∆τEC . 0.5.
3 Leading low-temperature correction for Gq(
β
2 )
We now focus on the considerable deviation between 〈 eiqφ〉20 and the MC data for Gq(β2 ) in
the domain g & 0.7 (see Fig. 4). This discrepancy turns out to be a finite temperature effect
and can be explored via infrared (IR) perturbation theory.
To begin, let us briefly recall some well-known facts (see Refs. [14, 31, 32] for details)
concerning the low-energy effective theory for the BSG model (2.1). From the RG point
of view this QFT describes a boundary flow between two fixed point. Each fixed point is
controlled by the CFT of a free massless Bose field on the half-line x ≤ 0 subjected to a
conformally invariant boundary condition at x = 0. Whereas the UV behavior corresponds
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to the free (von Neumann) boundary condition, the IR fixed point is governed by the CFT
with the fixed (Dirichlet) boundary condition. To be more precise, let H(n) be the space
of states of the free massless Bose field on the half lane constrained by the fixed boundary
condition ϕB =
2pi√
g
n (n = 0, ±1 . . .). Then the whole space of states of the model (2.1) can
be represented as a direct sum
H = ⊕nH(n) . (3.1)
All terms in this sum are isomorphic to each other and the Hamiltonian associated with the
IR fixed point,
H∗ =
1
4π
∫ 0
−∞
dx
(
pi2 + (∂xϕ)
2
)
where
[
pi(x) , ϕ(x′)
]
= −2πi δ(x− x′) , (3.2)
acts invariantly in H(n),
H∗ : H(n) → H(n) . (3.3)
The effective Hamiltonian governing the IR behavior can be introduced as a certain per-
turbation by irrelevant boundary operators of the critical Hamiltonian (3.2). To describe it
explicitly we note that the set of primary boundary fields [33] of the infrared CFT includes
(∂τ ϕ˜)B ≡ ∂τ ϕ˜(0, τ) and
O˜m =
[
e
im√
g
ϕ˜
]
B
, O˜
†
m = O˜−m (m = 0, ±1, ±2 . . . ) , (3.4)
where ϕ˜ is the T-dual5 of ϕ. The boundary fields (3.4) intertwine the components in the
direct sum (3.1),
O˜m : H(n) → H(n+m) , (3.5)
and may be normalized by means of the condition
〈 O˜m(τ)O˜†m(0) 〉0 = |τ |−
2m2
g . (3.6)
With notation (3.4) the effective Hamiltonian has the form
Heff = H∗ − µ˜B
(
O˜1(0) + O˜
†
1(0)
)
+ . . . . (3.7)
Here dots stand for descendents of the identity operator of scaling dimensions 2, 4, 6 . . .
acting invariantly in each linear subspace H(n). For our purposes the explicit form of the
omitted terms is not essential, but we shall need an exact relation between the IR coupling
µ˜B and the original parameter µB in (2.1) [31, 32]:
µ˜B =
Γ(1 + 1
g
)
2π
[
2πµB
Γ(1 + g)
]− 1
g
=
Γ(1 + α)
2π
[
2πǫ
Γ(1 + α−1)
]−α
Λ1−α . (3.8)
5The T-dual of a free massless field is defined as usual, through the relations: ∂τ ϕ˜ = i ∂xϕ, ∂xϕ˜ = −i ∂τϕ.
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Figure 4: Gq(
β
2
) as a function of α−1 for q = 0.1, 0.25, 0.5. The MC data were obtained for
EJ
EC
= 1
8
, βEC = 1500 and ∆τEC =
1
8
. The solid lines are predictions (2.20) for the VEVs
〈 eiqφ〉20. The dashed lines include the leading temperature correction (3.10) with µ˜B given
by (3.8).
In the IR limit the exponential boundary fields (2.12) should admit asymptotic expansions
through the local boundary fields from the CFT associated with the IR fixed point, i.e.,
Oq ≍
∞∑
n=−∞
e2piiqn
[
µ
dq
1−g
B D(q) I + µ
dq−1
1−g
B D1(q) (∂τ ϕ˜)B + . . .
]
Pn . (3.9)
Here Pn are projectors on the subspaces H(n), I is the unit operator, and the dots stand
for the contribution of the conformal descendents of I and (∂τ ϕ˜)B of scaling dimensions
2, 3, 4 . . .. Unfortunately, the explicit form for the expansion coefficients in (3.9) is currently
not known. The sole exception is the function D(q) given by Eq. (2.18).
Using expansions (2.13), (3.7), (3.9), it is now straightforward to calculate the leading
temperature correction for Gq(τ) (1.7). For τ =
β
2
it is given by
Gq
(
β
2
)
= 〈 eiqφ〉20
[
1− 4 sin2(πq) J(α) µ˜2B
( β
2π
)2−2α
+O
(
β−min(2,4α−4)
) ]
, (3.10)
where the function J(α) is defined through analytic continuation of the integral
J(α) =
∫ pi
0
du
∫ 0
−pi
dv
[
4 sin2
(
u−v
2
) ]−α
(3.11)
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from the domain of convergence ℜe α < 1. The integral (3.11) can be expressed in terms of
the generalized hypergeometric function 3F2 at unity:
J(α) = 21−2α
[
π
3
2Γ(1
2
− α)
2Γ(1− α) +
3F2
(
1, 1− α, 1; 3
2
, 2− α | 1)
1− α − (3.12)
3F2
(
1, 1− α, 1− α; 3
2
− α, 2− α | 1)
(1− α)(1− 2α)
]
.
It should be emphasized that the correction presented in Eq. (3.10) is the leading one for
1 < α < 2 only. Indeed, the second term in expansion (3.9) should give rise to a temperature
correction ∝ β−2, dominating in the domain α > 2. In connection with this, one may note
that the function J(α) (3.12) has a simple pole at α = 2. It is expected that the term ∝ β−2
cancels out this singularity and makes the expansion (3.10) finite at α = 2. Other important
features of J(α) are that it vanishes at α = 1.3917 . . . (g = 0.7185 . . .) and has a simple pole
at α = 1. For this reason, one should expect that the leading low-temperature correction
(3.10) can be applied literally in a narrow vicinity of α = 1.4. The MC results depicted in
Fig. 4 are in agreement with this prediction.
4 Gq(
β
2
) in the vicinity of the S-I phase transition
One may argue that the low-temperature correction ∝ (µ˜B)2k β2k(1−α) generated in the per-
turbation expansion for the effective Hamiltonian (3.7) possesses a pole of order k at α = 1.
For that reason the calculation of Gq(
β
2
) for α close to one requires an effective summa-
tion of all these singularities. Below we shall solve this problem using the RG improvement
technique.
4.1 Running coupling constant
We begin with an appropriate choice of running coupling constant that provides a convenient
global “coordinate” along the boundary flow in the BSG model including UV and IR fixed
points.
In general, the definition of the running coupling constant is ambiguous. As an example,
the RG flow equation (2.7) suggests the following simple choice for a local coordinate in the
vicinity of the UV fixed point:
fUV =
(E∗
E
)1−g
. (4.1)
Here E is the RG energy and E∗ ∝ µ
1
1−g
B is the integration constant of the RG flow equation
which sets the “physical scale” in the BSG model. At the same time the RG flow arrives at
the IR fixed point along the irrelevant boundary field of scaling dimension α = g−1. Hence
fIR =
(E∗
E
)1−α
(4.2)
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is another obvious choice for the running coupling. However, neither fUV nor fIR can serve
as a global coordinate for the RG flow, since they fail to describe the vicinity of the IR and
UV fixed points, respectively.
Notice that in this work we are dealing with the temperature dependence only, so that
the RG energy E should be understood as the temperature and the dimensionless scaling
variable
κ =
E∗
E
= βE∗ (4.3)
is the inverse temperature measured in units of the “physical” scale. Also E∗/µ
1
1−g
B is a di-
mensionless RG invariant which may be an arbitrary function of the RG invariant parameter
g. It will be convenient for us to define E∗ unambiguously through the relation
E∗ =
1
2π
[
2πµB
Γ(1 + g)
] 1
1−g
=
Λ
2π
[
2πǫ
Γ(1 + g)
] 1
1−g
. (4.4)
It turns out that the scaling function ρ = ρ(κ) (1.11) is a convenient choice for the running
coupling for the boundary flow in the BSG model. As was mentioned in the introduction,
this function is known exactly. It was originally calculated for integer values of α = 2, 3, 4 . . .
within the Thermodynamic Bethe Ansatz approach in Ref. [15]. Later the closed expression
for ρ was found for arbitrary α > 1 [16]. That result can be summarized as follows. Let Ψ
be the solution of the ordinary differential equation[
− ∂2y + s egy + ey
]
Ψ = 0 (4.5)
such that
Ψ(y)→
{
0 , y → +∞
const (y − y0) , y → −∞ .
(4.6)
Then ρ can be expressed in terms of the function y0 = y0(s) (4.6):
ρ(κ) = 1 + g s
∂y0
∂s
, (4.7)
provided
s = g2 κ2−2g . (4.8)
With the exact result (4.7) one can prove (see [16] for details) that ρ admits the following
high- and low-temperature expansions
ρ(κ) = 1−
∞∑
n=1
ρn(α) (fUV)
2n ≍
∞∑
n=1
ρ˜n(α) (fIR)
2n . (4.9)
Here the expansion in terms of the UV running coupling constant fUV = κ
1−g has a finite
radius of convergence, while the power series in fIR = κ
1−α is an asymptotic expansion with
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Figure 5: The RG flow for the BSG model in the (α, ρ) plane. The orientation of the RG
trajectories (dashed lines) corresponds to a decrease of the RG energy E (temperature). The
bold rays ρ = 0, 1 and the bold segment at α = 1 are lines of fixed points.
zero radius of convergence. The coefficients in these series are functions of α satisfying a
remarkable duality relation originally conjectured by Schmid [9]:
ρn(α) = ρ˜n(α
−1) . (4.10)
The first coefficient ρ˜1 explicitly reads [31]
ρ˜1(α) = 2
1−2α √π Γ
3(1 + α)
Γ(1
2
+ α)
. (4.11)
As follows from Eqs. (4.9)-(4.11), both f 2UV and f
2
IR can be perturbatively expressed in terms
of 1 − ρ and ρ, respectively, for any value of α. Hence the pair (α, ρ) may serve as global
coordinates for the RG flow in the BSG model (see Fig. 5).
It is instructive to examine the RG flow equation in terms of the coordinates (α, ρ).
Using Eqs. (4.9) and (4.7) it is possible to show that
E
dα
dE
= 0 ,
E
dρ
dE
=
2(α− 1) ρ(1− ρ)
1 + (α− 1)ρ
[
1− (α− 1)
2
α
U(α, ρ)
]
. (4.12)
Here U(α, ρ) is a bounded function6 for 0 ≤ α, ρ ≤ 1 which admits the following convergent
and asymptotic expansions
U(ρ, α) =
∞∑
m=1
Um(α) (1− ρ)m , U(ρ, α) ≍
∞∑
m=1
U˜m(α) ρ
m . (4.13)
Notice that the expansion coefficients satisfy the duality relation Um(α) = U˜m(α
−1). It is an
immediate consequence of (4.12) that
ρ = ρ¯+O
(
(α− 1)2 ) , (4.14)
6Our numerical results suggest that 0 < U(α, ρ) < min
(
1, α(α−1)2
)
.
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where ρ¯ is the solution of the differential equation,
E
dρ¯
dE
=
2(α− 1) ρ¯(1− ρ¯)
1 + (α− 1)ρ¯ , (4.15)
satisfying the asymptotic condition ρ¯ → ρ˜1 (βE∗)2−2α as E = β−1 → 0 with ρ˜1 given by
(4.11). One can easily integrate the differential equation (4.15) and show that ρ¯ solves the
equation
ρ¯ (1− ρ¯)−α = 21−2α √π Γ
3(1 + α)
Γ(1
2
+ α)
(βE∗)2−2α . (4.16)
Despite the fact that the function ρ¯ defined by Eq.(4.16) does not have a simple physical
meaning, like the “physical” coupling ρ (1.11), it may play the role of a running coupling in
the same sense as ρ. In fact in the domain of our interest, i.e. 1 ≤ α . 1.4, one can neglect
the difference between ρ and ρ¯ since the resulting numerical error turns out to be smaller
than the error bars of the MC data.
4.2 MC results for R
RS
Numerically, we compute the zero-bias resistance by extrapolating the Fourier transform
〈 φφ 〉ωk of 〈 φ(τ)φ(0) 〉 in Matsubara frequencies ωk = 2pikβ → 0:
R
RS
=
α
2π
[
|ωk| 〈 φφ 〉ωk
]
ωk→0
≈ α
N2
[
|k| 〈 |φ˜k|2 〉
]
ωk→0
, (4.17)
where we used the notation (2.23). It is therefore sufficient to sample the modules |φ˜k|2 of
the lowest few Fourier coefficients.
In Fig. 6 we compare the MC results for the ratio R
RS
as a function of βEC for α = 1.4
and EJ/EC =
1
4
against ρ (4.7) and ρ¯ (4.16) with E∗ given by Eqs. (4.4), (2.5). Figure 7
shows the analytical prediction and numerical results for R
RS
as a function of α. Here, the
MC data were obtained for βEC = 1500,
EJ
EC
= 1
8
and ∆τEC =
1
8
, i.e., for the same values of
parameters as in Fig. 4.
Although the cluster algorithm allows us to study temperatures much lower than what
was previously accessible (which means that the frequency points are densely spaced), dif-
ferent extrapolation procedures can yield quite different results for R/RS. A parabolic fit
([2/0] Pade´) to the lowest 9 Matsubara points gives the result shown by stars in Fig. 7. The
downturn at the lowest frequencies is better captured by higher order Pade´ functions. We
tried [2/1], [2/2] and [2/3] Pade´ approximations to the lowest 9 frequency points and found
similar results for R/RS. These estimates (shown as diamonds in Fig. 7) agree reasonably
well with the theoretical prediction for ρ and ρ¯.
4.3 Anomalous dimensions
Once we have chosen the global coordinates for the boundary RG flow, the scaling functions
should be regarded as functions of (α, ρ). Here, our prime interest is the scaling limit of the
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Figure 6: R
RS
as a function of βEC . The MC data were obtained for α = 1.4,
EJ
EC
= 1
4
and
∆τEC =
1
8
. The solid and dashed lines represent ρ (4.7) and ρ¯ (4.16), respectively with E∗
given by Eqs. (4.4), (2.5), (2.6).
two-point correlator,
lim
ǫ→0
βΛ→∞
ǫ−
2gq2
1−g Gq
(
β
2
)
= Gq(α, ρ) for |q| ≤ 12 . (4.18)
Let us first consider the case |q| < 1
2
. The renormalization theory predicts the general
structure of the perturbative expansions of Gq. Namely, for |q| < 12 the exponential boundary
operator is renormalized multiplicatively and, therefore,
G(pert)q (α, ρ) = Z2q (α, ρ)Wq(α, ρ) , (4.19)
where the anomalous dimension,
γq(α, ρ) =
E
Zq
dZq
dE
, (4.20)
and the factor Wq possess (formal) power series expansions in ρ and 1− ρ:
Wq(α, ρ) =
∞∑
k=0
wk (1− ρ)k =
∞∑
k=0
w˜k ρ
k ,
γq(α, ρ) =
∞∑
k=0
γk (1− ρ)k =
∞∑
k=0
γ˜k ρ
k . (4.21)
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Figure 7: R
RS
as a function of α. The MC data were obtained for βEC = 1500,
EJ
EC
= 1
8
and
∆τEC =
1
8
(the same as in Fig. 4). The solid and dashed lines represent ρ (4.7) and ρ¯ (4.16),
respectively, with E∗ given by Eqs. (4.4), (2.5), (2.6).
It is important to bear in mind that both Wq and γq are defined ambiguously, since the
transformation Wq →Wq F 2, Zq → Zq/F , i.e.,
γq → γq − βρ ∂ logF
∂ρ
(
βρ = E
dρ
dE
)
, (4.22)
preserves G(pert)q . Here F is an arbitrary function in a rather broad class possessing a formal
power series expansions at ρ = 1 and ρ = 0. This ambiguity does not affect the anomalous
dimension at the critical lines ρ = 0, 1 and α = 1 (see Fig. 5). At the line of UV fixed points
ρ = 1, the operator Oq becomes the primary conformal boundary field of scaling dimension
dq (2.11). On the other hand (as follows from Eq. (3.9)) Oq becomes the unit operator in
each subspace H(n) in the IR limit. Thus, we conclude that
γq(α, 1) =
q2
α
, γq(α, 0) = 0 . (4.23)
Thanks to Refs. [27, 28] the value of the anomalous dimension at the S-I phase transition
line α = 1 is known (see also Section 5 for some explanations):
γq(1, ρ) =
1
π2
arcsin2
(√
ρ sin(πq)
)
. (4.24)
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The inherent ambiguity (4.22) in the definition of the anomalous dimension outside the
critical region allows one to choose γq of the form
γq(α, ρ) =
1
απ2
arcsin2
(√
ρ sin(πq)
)
, (4.25)
which admits local expansions (4.21) and consistently fulfills the global restrictions (4.23),
(4.24).
All the above considerations suggest to resum the perturbative
(
in f 2IR ∝ µ˜2Bβ2−2α
)
part
of expansion (3.10) and, using Eqs. (4.9), (4.11), express it in the form
G(IR)q
(
β
2
)
= 〈 eiqφ〉20 exp
[
2
απ2
∫ ∞
βE∗
dκ
κ
arcsin2
(√
ρ(κ) sin(πq)
)]×
[
1 +
∞∑
k=1
w˜k ρ
k
]
, (4.26)
where
w˜1 = −sin
2(πq)
π2
{
22α−1Γ(1
2
+ α)√
πΓ(1 + α)
J(α) +
1
α(α− 1)
}
=
−sin
2(πq)
π2
log 4 +O
(
(α− 1)1 ) . (4.27)
The major advantage of (4.26) is that all singularities at α = 1 are now absorbed by the
exponential factor, i.e., the expansion coefficients w˜k are regular functions of α in the vicinity
of the S-I phase transition line.
Similarly, to study Gq(
β
2
) in the vicinity ρ = 1, it makes sense to write its high-
temperature perturbative expansion in the form,
G(UV)q
(
β
2
)
=
[
1 +
∞∑
k=1
ck(q) ǫ
2k
]
exp
[
(−2)
απ2
∫ βE∗
πE∗
Λ
dκ
κ
arcsin2
(√
ρ(κ) sin(πq)
)]×
[
1 +
∞∑
k=1
wk (1− ρ)k
]
. (4.28)
Here the overall multiplicative constant should be chosen to satisfy the condition
G(UV)q
(
β
2
)→ (βΛ
π
)−2dq [
C(0)(q, ǫ)
]2
as βΛ≫ 1≫ βE∗ → 0 , (4.29)
which follows from the expansion (2.13). In particular, the first coefficient c1(q) reads
c1(q) = 2C
(0)
1 (q) +
4πq tan(πq)
α− 1
√
πΓ(1 + α−1)
2Γ(1
2
+ α−1)
, (4.30)
where C
(0)
1 (q) is calculated in the appendix (see Eq. (A.17)). Recall that the integration
measure dκ
κ
in Eqs. (4.26), (4.28) is expressed through the running constant by means of the
RG flow equations (4.12), i.e.,
dκ
κ
= − 1 + (α− 1)ρ
2(α− 1)ρ(1− ρ) dρ+O
(
(α− 1)1 ) . (4.31)
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The values q = ±1
2
require special consideration. In this case it is useful to start with
the bare boundary fields
O+ = cos
(
φ
2
)
, O− = sin
(
φ
2
)
. (4.32)
They carry the same charge with respect to the abelian group Z (1.10). Nevertheless the O±
do not mix under RG transformations since they have different “C-parities” with respect to
the flip φ→ −φ. Thus, the bare boundary fields O± are renormalized multiplicatively with
the corresponding anomalous dimensions γ±(α, ρ). Whereas these anomalous dimensions are
the same at the critical line ρ = 1,
γ±(α, 1) =
1
4α
, (4.33)
they are different in the IR limit. Due to C-parity conservation one can predict that O+
and O− renormalize in the IR limit to the unit operator I and ∂τ ϕ˜ (in each subspace H(n)
(3.1)), respectively, and hence
γ+(α, 0) = 0 , γ−(α, 0) = 1 . (4.34)
An explicit form of γ±(α, ρ) at the critical line α = 1 follows again from results of Refs. [27,28]
(see Section 5):
γ+(1, ρ) =
1
π2
arcsin2(
√
ρ ) , γ−(1, ρ) =
[
arcsin(
√
ρ )
π
− 1
]2
. (4.35)
Using Eqs. (4.33), (4.34) and (4.35) one can propose the following expressions for γ±:
γ+(α, ρ) = γ 1
2
(α, ρ) =
1
απ2
arcsin2(
√
ρ) , (4.36)
γ−(α, ρ) = 1− 2
π
arcsin(
√
ρ) +
1
απ2
arcsin2(
√
ρ) .
The correlator G 1
2
(β
2
) is expressed through the two-point correlation functions of O±
(4.32):
G 1
2
(
β
2
)
= G+
(
β
2
)
+G−
(
β
2
)
, where G±(τ) = 〈O±(τ)O±(0) 〉 . (4.37)
Notice that the anomalous dimensions γ+ and γ− are well separated in the IR limit (see
Eq. (4.34)) and the term G−
(
β
2
) ∝ (βE∗)−2 in (4.37) is negligible in the low-temperature
limit. For this reason, Eq. (4.26) can be applied for q = ±1
2
without any modification. At
the same time the high-temperature perturbative expansion (4.28) is not applicable for |q|
sufficiently close to 1
2
. For q = ±1
2
it should be replaced by (4.37) where G± are understood
as
G
(UV)
±
(
β
2
)
=
1
2
[
1 +
∞∑
k=1
c
(±)
k
2
ǫk
]
exp
[
− 2
∫ βE∗
πE∗
Λ
dκ
κ
γ±
(
α, ρ(κ)
)]×
[
1 +
∞∑
k=1
w
(±)
k
2
(1− ρ) k2
]
. (4.38)
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Figure 8: Gq(
β
2
) as a function of α−1 for q = 0.1, 0.25, 0.5. The MC data were obtained for
EJ
EC
= 1
8
, βEC = 1500 and ∆τEC =
1
8
. The solid lines are predictions (2.20) for the VEVs
〈 eiqφ〉20. The dashed-dotted lines correspond to the RG-improved low-temperature expansion
(4.26), (4.27). The dotted lines represent the RG-improved high-temperature expansions
(4.28) for q = 0.1, 0.25 and (4.37)-(4.40) for q = 0.5. All the terms in the perturbative series
in 1− ρ in (4.28), except the first one, were neglected.
It is straightforward to calculate the first nontrivial expansion coefficients in (4.38):
w
(±)
1
2
= ± Γ(
α−1
2α
)√
πΓ(1− 1
2α
)
[
22/α Γ(1
2
+ α−1)
2
√
πΓ(1 + α−1)
] 1
2
∓ 2α
π(α− 1) +
2
π
=
± log 4− 1
π
+
2
π
+O
(
(α− 1)1) , (4.39)
and
c
(±)
1
2
= ±2C(1)0
(
1
2
)− 4 [ 1∓ α
α− 1
] [√
πΓ(1 + α−1)
2Γ(1
2
+ α−1)
] 1
2
, (4.40)
with C
(1)
0 (q) given by (A.8).
In Fig. 8 the MC data from Fig. 4 are compared against the RG-improved low-temperature
expansion (4.26), (4.27) and the RG-improved high-temperature expansions (4.28), (4.30) for
q = 0.1, 0.25 and (4.37)-(4.40) for q = 0.5. Notice that all the terms in the perturbative
series in 1−ρ in (4.28) were neglected except the first one. For the calculation of the integrals
in (4.26), (4.28), (4.38) we employed Eq. (4.31). Similar results were found for βEC = 375
and 750.
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5 Scaling dimensions of eiqφ at α = 1
As follows from the RG flow equation (2.7), to achieve the scaling limit in the case g =
α−1 = 1 the bare coupling constant ǫ (2.6) should be kept fixed. Hence, the limiting value ρ
(1.12) is a certain function of the dimensionless ratio EJ
EC
. It is discussed in the next section.
Here we just mention that ρ is a monotonically decreasing function of EJ
EC
(see Fig. 11) and,
hence, the variable 0 < ρ < 1 can be used to parametrize the critical line α = 1 to the same
extent as EJ
EC
. Notice that the commonly used coupling for the BSG model at g = 1 is the
one introduced in Ref. [26]. To relate ρ to the Calan-Klebanov-Ludwig-Maldacena coupling,
gCKLM , one needs to repeat the calculation from the work [34] in the renormalization scheme
of [26]. This yields
√
ρ = cos
(
πgCKLM
)
. (5.1)
The one-parameter family of boundary CFT associated with the line of fixed points α = 1
possesses the global Z-invariance (1.10). For this reason the corresponding boundary fields
can be labeled by the “quasi-charge”
− 1
2
< qˆ ≤ 1
2
(5.2)
(analogous to the quasi-momentum of Bloch states in a periodic lattice), and the spectrum
of their scaling dimensions splits into bands. Let us denote the primary boundary fields
by O(qˆ,m), where qˆ is the quasi-charge from the first Brillouin zone (5.2) and the integer
m = 0, ±1, ±2 . . . labels the different bands. According to the works [27, 28] the scaling
dimension of O(qˆ,m) is given by
d(qˆ,m) =
(
λ(qˆ) +m
)2
, (5.3)
where
λ(qˆ) = 1
pi
arcsin
(√
ρ sin(πqˆ)
)
(5.4)
lies within the range
− 1
pi
arcsin(
√
ρ) < λ ≤ 1
pi
arcsin(
√
ρ) . (5.5)
Thus, the allowed values of λ(qˆ) + m consist of bands of width 2
pi
arcsin(
√
ρ) centered at
every integer, with gaps of width 1− 2
pi
arcsin(
√
ρ).
Similar to Eq. (2.13), one should expect that the bare exponential operators for α = 1
admit expansions of the form:
eiqφ(τ) ≍
∑
m=0,±1,±2...
C(m)(qˆ, ρ) Λ−d(qˆ,m) O(qˆ,m)(τ) + . . . , with qˆ + 12 = q +
1
2
(modZ) (5.6)
and the dots stand for the conformal descendents of the scaling dimension d(qˆ,m) +N (N =
1, 2, . . .). The immediate consequence of (5.6) is the expansion for the two-point correlator
(1.7):
Gq(τ) ≍
∑
m=0,±1,±2...
N=0, 1, 2...
A
(m)
N
(βΛ
π
)−2d(qˆ,m)−2N (
sin
∣∣∣πτ
β
∣∣∣ )−2d(qˆ,m)−2N . (5.7)
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Figure 9: The critical exponent ηq as a function of ρ (1.12). The MC data were obtained
for βEC = 375, ∆τEC =
1
8
, EJ
EC
= 0.6, 1.0, 1.2, . . .2.0, and βEC = 750, ∆τEC =
1
8
, EJ
EC
=
0.2, 0.4, 0.8 (first, second and fourth point from the right). Errors on ρ are smaller than the
symbol size. The lines show the predictions of Eq. (1.14).
Here the dimensionless coefficients A
(m)
N are some functions of qˆ and ρ. As long as |q| < 12
and βΛ≫ 1, the first term with m = N = 0 dominates in this asymptotic series:
Gq(τ) ≈ A(0)0
(βΛ
π
)−2ηq (
sin
∣∣∣πτ
β
∣∣∣ )−2ηq (|q| < 12) , (5.8)
where ηq = d(q,0) (1.14). Notice that, as follows from Eqs.(5.3), (5.4), d( 1
2
,0) = d( 1
2
,−1) for
ρ = 1. Hence, near the boundary qˆ = 1
2
of the first Brillouin zone (5.2) and for ρ close to
one, it makes sense to keep also the first subleading term with m = −1, N = 0 in (5.7). In
particular,
G 1
2
(τ) ≈ A(0)0
(βΛ
π
)−2η (
sin
∣∣∣πτ
β
∣∣∣ )−2η + A(−1)0 (βΛπ
)−2η′ (
sin
∣∣∣πτ
β
∣∣∣ )−2η′ , (5.9)
where
η = η 1
2
, η′ =
(
1−√η 1
2
)2
. (5.10)
One may note that the limit α→ 1 brings the UV expansions (4.28) and (4.37), (4.38) into
the forms (5.8) and (5.9), respectively, taken at τ = β/2.
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Figure 10: Coefficient ν (5.11) as a function of ρ (1.12). The points were obtained by fitting
the MC data for βEC = 375, 750, 1000, 1250, 1500 with ∆τEC =
1
8
and (from right to left)
EJ
EC
= 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8, 2.2, 2.6, 3. Errors on ρ are smaller than the symbol
size. The solid line is ν = ρ.
We have performed the numerical check of Eqs. (5.8) and (5.9), (5.10). Namely, we used
these general forms to fit the function Gq(τ) obtained from the MC simulations. The con-
stants A
(0)
0 , A
(−1)
0 and ηq were treated as fitting parameters. In Fig. 9 the results of these
fits for ηq are compared against the analytical prediction (1.14) for q = 0.25, 0.5 and several
values of ρ.
We have also numerically studied the mean phase fluctuation for α = 1. As it was
observed in Ref. [20], the phase fluctuations grow proportional to the logarithm of the
inverse temperature,
〈 (φ− φ¯)2 〉 → 2ν log(βEC) + const (βEC →∞) . (5.11)
In Fig. 10 our numerical results for ν, obtained by fitting the form (5.11) to the MC data for
〈 (φ− φ¯)2 〉, are plotted against ρ. In all likelihood,
ν = ρ =
1
2
∂2dq,0
∂q2
∣∣∣
q=0
. (5.12)
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6 Nonperturbative energy scale
Scaling functions like ρ (1.11) and Gq (4.18) are defined as a particular limit of their cor-
responding “bare” counterparts from the Caldeira-Leggett model. However, as has been
demonstrated above, they can be successfully employed for numerical approximations of the
bare functions for nonzero ǫ and finite values of βΛ provided the energy scale E∗ is under-
stood as in (4.4). Of course, the bare functions differ from their scaling limits by corrections
vanishing as ǫ → 0 and the quality of the “scaling” approximation diminishes as the bare
coupling ǫ is increased. It turns out that some of these corrections can be captured, and
the overall quality of the scaling approximation considerably improved, by substituting E∗
with some nonperturbatively defined “physical” scale for the Caldeira-Leggett model. Recall
that E∗ has been introduced as a first integral of the RG flow equation (2.7), i.e., it is a
perturbatively defined RG-invariant energy scale in the BSG model.
To introduce the physical scale in the Caldeira-Leggett model, E
(CL)
∗ , we take advantage
of the result of Ref. [35]. Namely, Weiss and Grabert found that at low temperatures
R
RS
≍ π
2
√
π Γ(1 + α)
2 Γ(1
2
+ α)
(βωc
π
)2−2α (∆
ωc
)2
+ . . . , (6.1)
where
ωc =
√
8EJEC (6.2)
and ∆ is the so-called tunneling amplitude (see also book [1]). It is important that the valid-
ity of the leading low-temperature asymptotic (6.1) does not actually require the smallness
of the ratio EJ
EC
, and therefore, the nonperturbative energy scale can be identified as
E(CL)∗ =
ωc
2π
[
π∆
ωc Γ(1 + α)
] 1
1−α
. (6.3)
It is easy to see that Eq. (6.1), when expressed in terms of E
(CL)
∗ , has the form of the leading
low-temperature correction to the scaling function ρ (4.9), (4.11) provided E∗ is replaced by
E
(CL)
∗ . One should expect that the scaling function ρ (4.7) with κ replaced by βE
(CL)
∗ well
approximates R
RS
even for EJ
EC
& 1, provided the temperature is not too high compared to
the cutoff scale Λ ∝ αEC . By virtue of Eqs. (2.5), (2.6) and (4.4), one has
E(CL)∗ =
EC
2Γ(1 + α−1)
[
π2 e−γE
4Γ(α−1)
] 1
α−1 [
z F (z, α)
] α
α−1 , (6.4)
where F is some function defined for any
z ≡ EJ
EC
≥ 0 , (6.5)
such that F (0, α) = 1.
The function F = F (z, α) in Eq.(6.4) can be studied using conventional perturbation
theory in the bare coupling. In particular, at the second order in perturbation theory we
find
F (z, α) = 1 + f1(α) z
2 +O
(
zmin( 4,
α+2
α−1 )
)
, (6.6)
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where
f1(α) =
1
2
C
(0)
1 (1)
(πe−γE
8α
)2
, (6.7)
with C
(0)
1 (1) the coefficient C
(0)
1 (q) (A.17) taken at q = 1. Notice that f1(α) has a simple
pole at α = 4 which is expected to be canceled by the nonperturbative correction ∝ z α+2α−1 ,
and, therefore, the term presented in Eq. (6.6) is a leading small-z correction in the domain
1 ≤ α < 4. Numerical values for f1(α) for 1/1.2 ≤ α ≤ 2 are presented in Table 1.
g α f1
0.50 2.00 0.11513
0.60 1.67 0.13243
0.70 1.43 0.15176
0.80 1.25 0.17177
0.90 1.11 0.19203
1.00 1.00 0.21234
1.10 0.91 0.23260
1.20 0.83 0.25278
Table 1: Coefficient f1 (6.7) as a function of α = g
−1.
In the strong coupling limit, EJ
EC
→∞, the energy scale E(CL)∗ can be explored by means of
the saddle-point approximation and the original instanton calculation from Ref. [9] suggests
the following semiclassical form for the tunneling amplitude ∆ in (6.3):
∆
2ωc
=
√
2
pi
(8z)
1
4 e−
√
8z
[
1 +O
(
z−
1
2
) ]
. (6.8)
To illustrate the results from this section, let us consider the EJ/EC-dependence of ρ
at α = 1. Due to the relation (4.14), one can apply Eq.(4.16) with E∗ replaced by E
(CL)
∗
(6.3), (6.4) as α→ 1. Then, for α = 1 one finds:
ρ =
1
1 +X2
where X =
ωc
π∆
=
π2
4eγE
z F (z, 1) . (6.9)
We may now apply the weak and strong coupling expansions (6.6), (6.8) to the case α = 1:
ρ(weak) =
1
1 +X2
, X =
π2
4eγE
z
[
1 + f1 z
2 + f2 z
4 + . . .
] (
z = EJ
EC
≪ 1 ) , (6.10)
and
ρ(strong) = 8π (8z)
1
2 e−2
√
8z
[
1 + a z−
1
2 +O(z−1)
] (
z = EJ
EC
≫ 1 ) . (6.11)
The numerical value of the coefficient f1 in (6.10) is presented in Table 1:
f1
∣∣
α=1
= 0.21234 . . . . (6.12)
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EJ
EC
ρ ρ(weak) ρ(strong)
0.2 0.918 ± 0.004 0.9276
0.4 0.753 ± 0.005 0.753
0.6 0.565 ± 0.004 0.558
0.8 0.392 ± 0.004 0.396
1.0 0.275 ± 0.004 0.278
1.2 0.186 ± 0.003 0.20
1.4 0.126 ± 0.002 0.15 0.15
1.6 0.086 ± 0.003 0.12 0.098
1.8 0.0622 ± 0.0015 0.066
2.0 0.0420 ± 0.002 0.046
2.2 0.0315 ± 0.0008 0.032
2.4 0.0226 ± 0.0008 0.0228
2.6 0.0168 ± 0.0005 0.0164
3.0 0.0090 ± 0.0004 0.0088
4.0 0.0022± 0.0002 0.0022
Table 2: ρ (1.12) as a function of EJ
EC
for α = 1. The MC data were obtained for βEC = 375
and ∆τEC =
1
8
, 1
16
. The expansions ρ(weak) and ρ(strong) are given by (6.10) and (6.11),
respectively, with the numerical coefficients chosen as f1 = 0.21234 . . ., f2 ≈ −0.05 and
a ≈ 0.5.
Coefficients f2 (6.10) and a (6.11) are currently not known, and we have estimated their
values using the available MC data (see Table 2 and Fig. 11):
f2 ≈ −0.05 , a ≈ 0.5 . (6.13)
7 Conclusion
The resistively shunted Josephson junction, represented by the Caldeira-Leggett action with
non-compact phase variable, is one of the simplest and most fundamental models exhibiting a
dissipation driven quantum phase transition. It has been studied theoretically for more than
twenty years. Most recently, there has been considerable interest in phenomena attributed
to the interplay between spatial couplings and dissipation in systems involving several junc-
tions [36, 37] and Josephson junction arrays [38–40]. Complicated phase diagrams and lines
of fixed points have been predicted for the latter models using strong- and weak-coupling
approximations.
The purpose of the present paper was to highlight some analytical results for the single
junction model, which – at least in the solid state community – have not been widely ap-
preciated. We took advantage of the theoretical machinery developed in the QFT/String
Theory community to discuss analytical expressions characterizing the behavior of the junc-
tion at criticality and in the superconducting phase. In particular, we studied the Matsubara
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Figure 11: ρ (1.12) as a function of EJ
EC
for α = 1. The MC data were obtained for
βEC = 375 and ∆τEC =
1
8
, 1
16
. The solid and dashed lines correspond to weak coupling
(6.10) and strong coupling (6.11) expansions, respectively, with the numerical coefficients
chosen as f1 = 0.21234 . . ., f2 ≈ −0.05 and a ≈ 0.5.
correlator 〈 eiqφ(τ) e−iqφ(0) 〉 as a function of α, q, EJ/EC and temperature. On the S-I phase
boundary, this correlator decays with a critical exponent, which is a function of the dimen-
sionless zero-bias resistance ρ. We also discussed an implicit expression for ρ as a function
of α and temperature. The second quantity of interest to us was the mean phase fluctuation
〈(φ− φ¯)2〉. At the critical line α = 1, the fluctuations grow proportional to the logarithm of
the inverse temperature, 〈(φ− φ¯)2〉 → 2ν log(βEC)+const as β →∞, and we have proposed
that ν = ρ.
The accuracy of the analytical formulas and the range of applicability of the perturbative
calculations have been tested by means of MC simulations. These numerical checks were
made possible by the recent development of an efficient cluster sampling scheme [20]. Hence,
the remarkable agreement between analytical and numerical results not only verifies the
accuracy of the formulas discussed in this paper, but also demonstrates the performance of
the cluster algorithm.
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A Appendix
In the case of the Caldeira-Leggett model, the coefficients in the perturbative series (2.15)
do not possess a simple analytic form. Here, we consider integral representations for C
(0)
1 (q)
and C
(±1)
0 (q) which are sufficient for their numerical evaluations.
The perturbative propagator for the action (1.3) with EJ = 0 explicitly reads
〈 φ(τ)φ(0) 〉pert = 4πg
β
∞∑
n=1
cos(ωnτ)
ωn +
ω2n
Λ
eγE
. (A.1)
Here ωn =
2pin
β
are Matsubara frequencies and notations (2.4), (2.5) are applied. As the
temperature goes to zero, one has
〈 φ(τ)φ(0) 〉pert = 2g log
(
Λβ
2pi
)
+ logG(Λτ) +O
(
1
Λβ
)
, (A.2)
with
G(v) = exp
[
− 4g
∫ ∞
0
dν
sin2(νv
2
)
ν + ν2 eγE
]
. (A.3)
Notice that the zero-temperature Green function (A.3) satisfies the conditions G(0) = 1 and
G(v) = |v|−2g (1 +O(v−2) ) as |v| → ∞ . (A.4)
For ℜe(qg) > 1
2
the perturbative coefficient C
(1)
0 (q) is given by
C
(1)
0 (q) =
∫ ∞
−∞
dv Gq(v) . (A.5)
The coefficient C
(0)
1 (q) also admits a simple integral representation
C
(0)
1 (q) =
∫ ∞
−∞
dv
∫ ∞
−∞
du
[
G(v − u)Gq(v)G−q(u)−G(v − u) ] (A.6)
within the domain of convergence
g > 1 , −q0 < ℜe (q) < q0 with q0 = 1− 12g . (A.7)
Both integrals (A.5), (A.6) diverge in the domain of our interest, i.e. for 0 < g < 1 and
|q| ≤ 1
2
. Such divergences are of a similar nature as those encountered in calculations of
the structure functions within conformal perturbation theory [42]. Namely, they indicate
the presence of nonperturbative terms in the ǫ-expansion (2.19), i.e., this is a price we have
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to pay for the analyticity of the renormalization constants (2.15). To assign an appropriate
meaning to expressions (A.5) and (A.6) in the domain of interest one should regularize the
integrals somehow and then extract their finite parts. Of course, the finite parts are not
fixed unambiguously by any general principle. In a sense, this implies an ambiguity in the
choice of the bare coupling. As is usual in QFT, in the absence of logarithmic divergences
(which is the case) the analytical regularization (an analytic continuation in field dimension)
proves to be the most convenient for calculations. In the case under consideration it implies
a certain renormalization scheme based on the simplest admissible RG flow equation (2.7).
For the above reasons we introduce C
(1)
0 (q) and C
(0)
1 (q) through an analytic continuation
in g (the scaling dimension of the perturbation in (2.1)) of the integrals (A.5), (A.7) from
their domains of convergence. In the case of C
(1)
0 (q) the analytic continuation can be easily
performed by rewriting (A.5) in the form
C
(1)
0 (q) =
∫ ∞
−∞
dv
[
G
q(v)− G¯q(v) ]+ C¯(1)0 (q) , (A.8)
where
C¯
(1)
0 (q) =
√
πΓ(gq − 1
2
)
Γ(gq)
(A.9)
and
G¯(v) = (1 + v2)−g . (A.10)
Now the integral in (A.8) converges for ℜe(gq) > −1
2
and defines an analytic function of
the variable gq. This implies in particular that C
(1)
0 (1 + q), considered as a function of the
complex variable q for 0 < g < 1 has a simple pole at q = −q0 = 12g − 1 with the residue:
C
(1)
0 (1 + q)→
g−1
q + q0
as q → −q0 . (A.11)
Notice that the coefficient C
(−1)
0 (q) can be calculated using (A.8) and the relation C
(−1)
0 (q) =
C
(1)
0 (−q).
An analytic continuation of the integral (A.6) is slightly more subtle. Before proceeding
with its explicit description let us make an obvious remark concerning the function (A.10).
It is easy to see that log G¯(Λτ) can be thought of as a perturbative, zero-temperature prop-
agator for the model defined by the Matsubara action
A¯ =
1
4πgβ
∞∑
n=−∞
|ωn| e
|ωn|
Λ |φ¯(n)|2 − EJ
∫ β
2
−β
2
dτ cos(φ) , (A.12)
where φ¯(n) =
∫ β
2
−β
2
dτ φ(τ) eiωnτ . Despite the lack of a physical interpretation, the action is a
suitable UV regularization of the boundary effective action for the QFT (2.1). Furthermore
it has pleasant advantages compared to the Caldeira-Leggett action (1.3). Namely, the first
perturbative coefficients in the expansions of renormalization constants for (A.12) (which
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will be denoted as C¯
(n)
k (q)) admit relatively simple analytic forms. The coefficient C¯
(1)
0 (q) is
given by (A.8), while C¯
(0)
1 (q) can be expressed in terms of the generalized hypergeometric
function 4F3:
C¯
(0)
1 (q) =
23−(1−q)g π
5
2 Γ(−1
2
+ (1− q)g)
cos(πqg)(1− g)Γ(qg) ×
4F
reg
3
(− 1
2
,−1 + g,−q g,−1
2
+ (1− q) g ; 1
2
− q g ,−1
2
+ 1−q
2
g , 1−q
2
g
∣∣ 1
4
)−
21−(1+q)g π
5
2 Γ(−1
2
+ (1 + q)g)
cos(πqg)Γ(−qg) × (A.13)
4F
reg
3
(
1
2
, g , q g ,−1
2
+ (1 + q) g ; 1+q
2
g , 3
2
+ q g , 1
2
+ 1+q
2
g
∣∣ 1
4
)
,
where
4F
reg
3 (a, b, c, d; e, f, g |z) =
1
Γ(e)Γ(f)Γ(g)
× (A.14)[
1 +
abcd
efg
z
1!
+
a(a + 1)b(b+ 1)c(c+ 1)d(d+ 1)
e(e+ 1)f(f + 1)g(g + 1)
z2
2!
+ . . .
]
.
To write down an efficient integral representation for C
(0)
1 (q) in the Caldeira-Leggett
model we first observe that C
(0)
1 (q) has three simple poles located at the boundary of the
domain of convergence (A.7):
C
(0)
1 (q)→ −
2πq tan(πgq)
1− g as g → 1 , (A.15)
and
C
(0)
1 (q)→ C(1)0 (1∓ q)C(1)0 (±q) as ± q → q0 = 1− 12g , (A.16)
where C
(1)
0 (q) is defined by Eq. (A.8) and satisfies (A.11). This observation implies that for
numerical evaluation of C
(0)
1 (q) = C
(0)
1 (−q) in the domain 0 ≤ q ≤ 1 and g > 0 it makes
sense to rewrite (A.6) in the form,
C
(0)
1 (q) = C¯
(0)
1 (q) + δC
(0)
1 (q) , (A.17)
where
δC
(0)
1 (q) = C
(1)
0 (−q)C(1)0 (1 + q)− C¯(1)0 (−q)C¯(1)0 (1 + q) +
∫ ∞
−∞
dv
{
(A.18)
C
(1)
0 (1− q)Gq(v)− C(1)0 (−q)G1+q(v) + C¯(1)0 (−q)G¯1+q(v)− C¯(1)0 (1− q)G¯q(v) +∫ ∞
−∞
du
[
G(v − u)Gq(v)G−q(u)−G(v − u)−Gq(v)G1−q(u)− (G→ G¯ ) ] } .
It should be noted that for the numerical results depicted in Figs. 2 and 3 it is sufficient to
approximate C
(0)
1 (q) by
C
(0)
1 (q) ≈ −
2πq tan(πgq)
1− g + C
(1)
0 (q)C
(1)
0 (1− q) + C(1)0 (−q)C(1)0 (1 + q) . (A.19)
The numerical error due to this approximation is considerably smaller than error bars of our
MC data.
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