Abstract. Many important processes (e.g. in industry and biology) are mathematically simulated with systems of discrete equations with quadratic right-hand sides. The paper presents stability results of quadratic discrete systems in the critical case (in the presence of a simple eigenvalue of the matrix of linear terms that is equal to unity and the others are smaller than unity in absolute value). In addition to the stability investigation of a zero solution, we also estimate stability domains.
Introduction
The main results of the stability theory of difference equations are presented, e.g., in the books by [1] and [2] . Instability problems are discussed, e.g., in the paper [3] . Notice that stability and instability results have often a local character being usually obtained without any estimation of the stability domain, or without investigating the character of instability.
Many important processes (e.g. in industry and biology) are mathematically simulated by systems of discrete equations with quadratic right-hand sides. In this paper, we give conditions for the stability of a zero solution of difference systems with quadratic nonlinearities in the critical case where there exists a simple eigenvalue 1 λ = of the matrix of linear terms. In addition to the stability investigation, we derive an estimation of stability domains.
In the sequel, the norms used for vectors and matrices, are defined as 
n ) is the maximal (or the minimal) eigenvalue of the corresponding symmetric and positive definite matrix.
Consider a nonlinear difference system with a quadratic right-hand side. As was emphasized, e.g., in [2, 4] , such a system can be written in a general matrix form (1) A is an constant square matrix, ; all the elements of the * To whom any correspondence should be addressed. 
Let the matrix be asymptotically stable. Then, for arbitrary positive definite symmetric matrix , the matrix Lyapunov equation (2),
Analysing (3), we deduce that the first difference ( ( )) V x k Δ will be negatively definite in a neighborhood of the steady state ( ) x k 0 ≡ . As a consequence of the computations performed, in the case of stability, a concrete neighbourhood of the zero solution is found for which the fulfillment of the definition of stability is guaranteed. For such a kind of neighbourhoods, the term guaranteed domain of stability ( was used previously (see e.g. [5] ).
) GDS

Main results
In this section we derive stability results of the zero solution of system (1) in the critical case. More exactly, we consider the critical case if the matrix A has a simple eigenvalue 1
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Instability in
In (4), (5) is stable in the Lyapunov sense and the GDS is described by an inequality 1 a | |< To investigate the stability of the zero solution we use an appropriate Lyapunov function V . Let H be a positive definite symmetrix constant matrix. We set
The first difference of the function V along the trajectories of system (4), (5) 
If , then will be non-positive in a small neighborhood of the zero solution if multipliers of the terms ( 
Therefore is, in general, the intersection of two ellipses. Moreover, the second ellipse shrinks to the origin for 2.3. Stability in a General n-dimensional Case Consider an n-dimensional case. We assume that the matrix has one eigenvalue that is equal to unity and the others are smaller than unity in absolute value. Then we can assume (without loss of generality) that the matrix has a block form, i.e.,
