Valence excitation energies of alkenes, carbonyl compounds, and azabenzenes by time-dependent density functional theory: Linear response of the ground state compared to collinear and noncollinear spin-flip TDDFT with the Tamm 
Nonadiabatic coupling vectors for excited states within time-dependent density functional theory in the Tamm-Dancoff approximation and beyond I. INTRODUCTION
Linear response time-dependent density functional theory ͑LR-TDDFT͒ 1,2 has become one of the most widely used numerical approaches for the calculation of vertical excitation energies 1, 3, 4 and excited state properties 5, 6 of medium to large size molecular systems in gas and condensed phases. 7, 8 Despite its widespread usage and the number of successful applications in different research areas in physics, chemistry, and biology, [9] [10] [11] [12] [13] [14] there are important failures of the method related, in particular, to the description of charge transfer ͑CT͒ states, 15 → ‫ء‬ transitions in large aromatic molecules, 16, 17 hyperpolarizabilities, 18 ionic singlet excitations, 19 and for nearly degenerate states. 20, 21 Recently, excited state LR-TDDFT energy gradients have also become available, 6, 22 which allow for an efficient calculation of ab initio forces on the nuclei. The combination of LR-TDDFT energies and nuclear forces finally makes the development of an efficient ab initio molecular dynamics ͑AIMD͒ scheme for the study of photophysical and photochemical processes possible. 12, 13 Originally formulated within the so-called Born-Oppenheimer ͑BO͒ approximation, AIMD in excited states often requires the inclusion of nonadiabatic corrections to deal with nuclear quantum effects in regions of strong nonadiabatic coupling ͑avoided crossings͒. 10, 12, [23] [24] [25] [26] [27] [28] Nonadiabatic couplings ͑NACs͒ describe the dynamical interaction between the electronic and the nuclear motion in regions of configurational space where the potential energy surfaces cross or nearly cross. They give a measure of the deviation of the exact full quantum ͑electrons and nuclei͒ dynamics from the adiabatic BO approximation. The knowledge of the NACs is therefore crucial for the development of an AIMD approach that is able to describe excited state dynamics of a large class of chemical and biological processes that occur in the nonadiabatic regime. In particular, for reactions that take place at the intersection of two or more potential energy surfaces ͑PESs͒, where NACs become large and divergent, the inclusion of nonadiabatic effects is essential for a correct description of the dynamics. It is however important to mention that, despite the in principle exact nature of the LR-TDDFT excited state energies and NACs, in practice their calculation require the use of approximated DFT functionals and LR-TDDFT kernels. These approximations introduce inevitably some limitations in the use of TDDFT-based nonadiabatic AIMD, which are related to the LR-TDDFT failures listen above and that in some cases may lead to a wrong topology of the PESs near the regions of strong coupling. 13, 21 On the other hand, the coupling between excited states may not suffer from the shortcomings observed, in some cases, for the S 0 / S 1 crossings ͑singlet instabilities, 20 weak coupling, and wrong dimensionality of the crossing seam͒, 13, 21 but due to the fact that excited states are treated on equal footing within LR-TDDFT ͑when no CT or Rydberg states are considered͒ we expect that some properties might be more accurate.
The main issue regarding the computation of the NACs using LR-TDDFT lies in the intrinsic difficulty to compute expectation values and transition matrix elements of observables, which are not simple functionals of the electronic density or its corresponding Kohn-Sham orbitals. Among those are the nonadiabatic coupling matrix elements and vectors ͑NACVs͒, whose calculation requires the knowledge of the many-electron wavefunctions of the two states involved in the coupling. Nonetheless, several approaches for the calculation of the NACs and NACVs in LR-TDDFT have been recently developed. All these methods strictly apply to the linear case in which one of the two states involved in the coupling is the ground state. The first closed expression for the calculation of the NACs within LR-TDDFT was given by Chernyak and Mukamel 29 using a density-matrix formulation of LR-TDDFT. This work was followed by the interesting development of Baer 30 based on the calculation of the NACVs between ground and excited states using real-time propagation TDDFT. Later, Tapavicza et al. 27, 31, 32 and Hu et al. 33 independently suggested an alternative formulation built on Casida's equations, 1 which provides a very efficient way for the computation of NACs and NACVs that can easily be applied to large molecular systems. Despite their common theoretical framework, it was not evident at first glance if these two theories were footed on the same approximations, especially in view of the fact that in one case 27, 31 a reconstruction of an auxiliary many-electron wavefunction for excited states was introduced. Recently, 34 we showed that the NACVs obtained using the auxiliary many-electron wavefunctions 32 are indeed identical to the ones of Ref. 33 .
In this paper, we will first prove the correctness and then assess the quality of the NACVs computed for a pair of excited states using the approach based on the auxiliary many-electron wavefunctions. 31, 34 The proof of the validity of this approach was originally formulated only for the case of NACVs between the ground state and an excited state. Using the "effective multilevel system" ͑EMS͒ proposed by Tretiak and co-workers, 35, 36 we show that the NACVs computed using the auxiliary many-electron wavefunctions 31, 34 represent a good approximation, which becomes exact when the Tamm-Dancoff approximation ͑TDA͒ to the LR-TDDFT equations is invoked.
In Sec. II, we review the basic TDDFT equations beyond first-order in the density perturbation. 35 The second-order TDDFT density-density response function is briefly introduced in Sec. III, where we also derive expressions for the calculation of matrix elements beyond linear response. In Sec. IV, we compare EMS second-order matrix elements with the corresponding quantities obtained from LR-TDDFT in the auxiliary many-electron wavefunctions formulation, 31, 34 in particular in the TDA. A comparison of the NACVs computed within LR-TDDFT and the wavefunctionbased approach MR-CISD for the protonated formaldimine test system is given in Sec. V. Section VI summarizes and concludes.
II. DENSITY MATRIX EQUATION OF MOTIONS FOR TDDFT
The phase space Hamilton-Liouville equations of motion for the density are given by
where ͕¯͖ are the Poisson brackets and H T is the total Hamiltonian 35,37 
with 
͑11͒
where ͑r , t͒ represents the particle-hole and hole-particle ͑interband͒ and T͑͑r , t͒͒ the particle-particle and hole-hole ͑intraband͒ parts. Only the interband elements are independent and the intraband elements can be expressed as a function of ͑r , t͒,
Using the interband projector of the density perturbation ␦͑t͒, ͑r,t͒ = ͓͓␦͑r,t͒, 0 ͑r͔͒, 0 ͑r͔͒, ͑13͒ one obtains the nonlinear TDDFT equation in the interband subspace
where the linear TDDFT Liouville operator is given by
The linear case ͑R͑͒ =0͒ reproduces the well-known LR-TDDFT equations used in conventional excited state energy calculations. The oscillator modes are obtained by diagonalizing the Liouville operator
In the basis of Kohn-Sham orbitals Eq. ͑17͒ reproduces the so-called LR-TDDFT Casida equations
͑18͒
where
and X ␣ and Y ␣ are the particle-hole and hole-particle components of ␣ = ͓X ␣ , Y ␣ ͔ T , respectively. In the most general case ͑when also hybrid functionals are allowed͒ the coupling matrix is given by
where, in the adiabatic approximation,
and the parameter c HF measures the amount of admixed Hartree-Fock exchange. Here, the indices i , j ͑a , b͒ run over the occupied ͑virtual͒ Kohn-Sham orbitals. The eigenstates ␣ with the corresponding eigenvalues ⍀ ␣ come in conjugated pairs
where ␣ =1¯M, and M is the dimension of the matrices A and B in Eq. ͑19͒, M = N occ ϫ N virt . Therefore, to each eigenstate ␣ with frequency ⍀ ␣ there is a counterpart ␣ † ϵ −␣ with frequency −⍀ ␣ ϵ ⍀ −␣ .
III. MATRIX ELEMENTS BEYOND LINEAR RESPONSE
In this section, we describe the second-order densitydensity response function obtained in the framework of TDDFT and in standard many-body theory. 39 Following Refs. 36 and 38, the second-order TDDFT density response functions are given by
where s ␣ = sign͑␣͒, ␣ , ␤ , ␥ = Ϯ 1, Ϯ 2,¯, and V ␣␤␥ Љ are the second-order perturbation potentials in Eq. ͑6͒ given in terms of ␣ ,
with
and
Using the following definition of the dipole matrices:
36,40
the second-order polarizability within TDDFT becomes
where i , j , k ͕x , y , z͖, and −␣␤ is the transition dipole between states ␣ and ␤ for which ␣ = −␣ ‫ء‬ and −␣␤ = −␤␣ ‫ء‬ ͑see also Ref. 36͒. Within the many-body formulation of quantum mechanics in second quantization, the sum-over-state second-order density-density response function is obtained using a perturbative approach applied to the molecular Hamiltonian
where ĉ m † ͑ĉ m ͒ are the creation ͑annihilation͒ operators acting on the Fock space spanned by the one-electron orbitals ͕ m ͖, and which fulfill the Fermi anticommutation relations
T mn is the one-body energy matrix element ͑kinetic plus nuclear attraction terms͒, ͗ n m ͉V ee ͉ k l ͘ is the Coulomb interaction, and the last term is the interaction with the external radiation field. Finally, the many-body second-order polarizability function reads
The TDDFT second-order density-density response function ͓Eq. ͑25͔͒ can be converted into a sum-over-state representation by means of setting up of a classical system of coupled harmonic oscillators ͑bosons͒ that share the same linear and second-order response properties of TDDFT. 35, 36, 38 After quantizing the corresponding classical oscillator Hamiltonian, the match of the second-order response function, Eq. ͑33͒, with the many-body analog, Eq. ͑36͒, leads to the following correspondence ͑bosonization͒ of the collective fermion pairs:
where the operators ĉ and ĉ † act on the ͑fermionic͒ Fock space spanned by the many-electron eigenfunctions of the Hamiltonian H mol and the operators ã and ã † as well as c and c † act on the bosonic states of the quantized coupled harmonic Hamiltonian constructed to reproduce TDDFT response quantities.
This mapping leads, order by order, to the following identities:
where 
where ␣ † = −␣ . One can prove the correctness of these correspondences by substituting Eqs. ͑43͒-͑46͒ into the secondorder sum-over-state expression for the polarizability ͓Eq. ͑36͔͒, which reproduces the TDDFT second-order polarizability within the TDA. Equation ͑46͒ is the starting point for the following investigation on the evaluation of matrix elements between pairs of singly excited states using LR-TDDFT.
IV. VALIDITY OF SECOND-ORDER RESPONSE QUANTITIES COMPUTED FROM LR-TDDFT AUXILIARY MANY-ELECTRON WAVEFUNCTIONS
The main objective of this paper is the validation of the method introduced in Refs. 31 and 34 for the computation of matrix elements of one-body operators using auxiliary singly excited Slater determinants of Kohn-Sham orbitals. We start considering the calculation of the matrix element of a onebody operator, O, taken between the ground state and an excited singlet state with excitation energy ⍀ ␣ . Note that the NACVs are obtained identifying O with the vector operator ٌ R H KS , where R is the collective vector of the nuclear positions. Using the method described in Ref. 31 and c ia
␣ , the matrix element is evaluated as
where ⌿ 0 and ⌿ i→a ␣ are the LR-TDDFT auxiliary manyelectron wavefunctions, and ͕ i ͑r͖͒ i=1 N and ͕ a ͑r͖͒ a=1 ϱ are the occupied and virtual ͑unoccupied͒ KS orbitals, respectively, with corresponding occupations f i = 1 and f a =0. In the particle-hole ͑p − h͒, hole-particle ͑h − p͒ formulation of the LR-TDDFT equations 1, 42 we have
or equivalently
and therefore
since the matrix ͑A − B͒ −1/2 is diagonal with elements
On the other hand, using the coupled electronic oscillator approach summarized above, the same matrix element can be written as 
Using c ia
␣ and Eq. ͑48͒ we finally get
and therefore ͓since the matrix ͑A − B͒ −1/2 is diagonal͔,
For a Hermitian and real ͑symmetric͒ operator O we get
In matrix notation, we finally get ͑after cyclic permutation of the trace͒ where Tr o and Tr v represent the trace over the occupied and virtual orbitals, respectively. We now consider the calculation of the matrix element ␣,␤ within the density-matrix response approach. Using Eq. ͑46͒ together with the relation ͓͓ 0 , ␣ ͔ , ␤ ͔ = ͑1−2 0 ͒ ϫ͑ ␣ ␤ + ␤ ␣ ͒ we first get ͑excluding exchange-correlation coupling terms depending on V ␣␤␥ Љ , which is zero in the
Applying the following matrix representation in the basis of the occupied and virtual Kohn-Sham orbitals:
͑62͒
we obtain
and, applying the cyclic permutation rule for the trace, we get
Comparing Eq. ͑58͒ with Eq. ͑64͒, we observe that the two approaches agree in the particle-hole and hole-particle sectors, while the approach based on the auxiliary wavefunctions produces additional mixed terms of the form X ␣ OY ␤ .
It is worth mentioning that the EMS model used by Tretiak, Chernyak, and Mukamel to construct first, second, and higher order response quantities, as well as variational approaches based on a Slater determinant of Kohn-Sham orbitals, 43 do not exploit the full response space as manybody random phase approximation ͑RPA͒ and LR-TDDFT do. In particular, both methods do not take into account the possibility of adding ͑static͒ correlations to the ground state. As in many-body RPA, which differs from LR-TDDFT in the way the kernel is defined
the physical meaning of the elements of matrix B is to add correlation in the ground state. In the diagrammatic picture, the exchange of indices in the coupling elements K ia,bj of matrix B with respect to the corresponding terms K ia,jb in matrix A, corresponds to the spontaneous generation of 2p −2h excitations in the ground state. [44] [45] [46] This is evident when we associate the different terms ͑direct term and exchange, if present͒ of the matrix elements K ia,jb , in A, and K ia,bj , in B to the corresponding diagrams as shown in the upper panel of Fig. 1 . Once more, only the full TDDFT linear response case ͑as in RPA͒ contains, in addition to the direct and exchange terms of matrix A, the graphs responsible for virtual 2p −2h excitations. In the lower panel of Fig. 1 we illustrate the effect of these additional terms on the polarization propagator that describes the time evolution of a ph pair from time t 1 ͑when it is created͒ to time t 2 ͑when it is annihilated͒. The second graph on the right shows the case in which a singly excited ph state is created from a 2p −2h virtual excitation by the annihilation of a ph at time tЈ, which also contributes to the polarization propagator. The additional terms of the form X ␣ OY ␤ in Eq. ͑58͒ originate therefore from the possibility in RPA and full linear response TDDFT to generate singly excited states through the de-excitation of the "correlated" ground state.
In the EMS approach, the term X ␣ OY ␤ would correspond to Tr͓͓͑ 0 , ␣ ͔ , ␤ ͔O͒ but it is not present in Eq. ͑59͒ because it is not allowed by construction ͑choice of the ground state͒. We therefore believe that the additional terms in Eq. ͑58͒ are physical and should also be taken into account in the calculation of second-order response quantities. What is missing in our approach, while it is present in EMS, is the correct description of the perturbation terms proportional to the anharmonic couplings V ␣␤␥ Љ ͓Eq. ͑46͔͒.
In conclusion, we observe that within the TDA ͑for which Y =0͒ Eqs. ͑64͒ and ͑58͒ reduces to
and therefore both approaches ͑EMS and the one introduced in this work͒ give exactly the same matrix elements between singly excited states.
V. APPLICATION
In this section, we present a comparison between NACVs computed using LR-TDDFT/TDA within the auxiliary many-electron wavefunction approach 31, 34 and highlevel ab initio wavefunction calculations, multireference configuration interaction singles doubles ͑MR-CISD͒, 47, 48 between two excited states of the simple molecule protonated formaldimine. MR-CISD is used here as a reference, taking into account both static and dynamic correlation of the electrons. The LR-TDDFT NACVs, d IJ , between two electronic states I and J are computed using Eq. ͑58͒ in the full linear response case and Eq. ͑66͒ in the TDA, where O is replaced by the vector operator ٌ R H KS and R is the collective vector of the nuclear positions.
As a model system, we consider the coupling vector between the first ͑S 1 : → ‫ء‬ ͒ and the second excited state ͑S 2 : → ‫ء‬ ͒ in protonated formaldimine.
For the symmetric geometry ͑C 2v ͒ shown in Fig. 2 , the difference in energy between these two states predicted by LR-TDDFT/TDA/PBE and MR-CISD is ⌬E 21 = 2.50 eV and ⌬E 21 = 0.85 eV, respectively. Despite the large difference in energy, the character of the orbitals involved in the transitions, which is crucial for the calculation of the NACVs, is similar in both approaches. Visual inspection of NACVs obtained using LR-TDDFT/TDA and MR-CISD ͑Fig. 2͒ reveals good agreement between the two methods, further confirmed by the values of the root mean square deviation rms = 0.005 bohr −1 and of the average correlation C = 0.947 obtained according to Eqs. ͑67͒ and ͑68͒, respectively ͑see computational details͒. Both NACVs describe a twist around the CN bond driven by the four hydrogen atoms. The largest deviation of the correlation is observed for the nitrogen atom ͑C N = 0.717͒, whereas a perfect correlation between LR-TDDFT and MR-CISD can be observed for the hydrogen atoms ͑C H Ͼ 0.999 in all four cases͒. In Table I we compare the quality of the NACVs computed with LR-TDDFT/TDA using different xc-functionals: LDA, PBE, BLYP, BP, and the hybrids B3LYP and PBE0. As in the case of PBE, the agreement with the reference MR-CISD calculation is very good for all GGA functionals, with the hybrid functionals ͑B3LYP and PBE0͒ performing slightly better. Surprisingly, among all tested functionals LDA shows the best correlation with the reference NACVs, even though this is only the case for the symmetric structure shown in Fig. 2 .
In order to investigate the effect of the symmetry on the NACVs, we have performed an additional series of calculations on a geometry with a pyramidalization angle of 12°at the nitrogen atom. Pyramidalization at the CN double bond introduces some multireference character in the description of the states and therefore is limiting the accuracy of the LR-TDDFT calculations. For this reason, we could not extend our investigation to larger values of the pyramidalization angle. The computed LR-TDDFT/TDA and MR-CISD NACVs are shown in Fig. 3 , while Table II reports the corresponding root mean square ͑rms͒ deviations and correlation values. Also in this case, the agreement between the NACVs computed within LR-TDDFT/TDA and MR-CISD is good, especially when hybrid functionals are used. In particular, the antiphase displacement of the carbon and nitrogen atoms is captured, although there is still some discrepancy in the vector lengths. We also observe that, compared to the TABLE I. NACVs between states S 1 and S 2 computed for the ground state geometry of protonated formaldimine ͑see Fig. 3͒ computed using LR-TDDFT/ TDA with different xc-functionals. MR-CISD is used as reference. The rms of the collective ͑3N =18͒ dimensional NACVs is computed according to Eq. ͑67͒, where N = 6 is the number of atoms. C is the global correlation between the LR-TDDFT/TDA and the reference collective NACVs, C H the collective correlation for the hydrogen atoms, C N the correlation at nitrogen atom, and C C the correlation at the carbon atom. TDA calculations, the use of the full TDDFT linear response slightly improves the agreement with the reference.
xc-functional
It is important to mention that, while the equations for the calculation of the NACVs in LR-TDDFT/TDA are formally exact, there are a series of approximations that are generally assumed in most conventional DFT and LR-TDDFT calculations. In particular, we used approximated DFT xc-functionals for the computation of all ground state properties, and we applied the so-called adiabatic approximation in the evaluation of the LR-TDDFT kernel. This last approximation implies that both matrices A and B in the set of LR-TDDFT equations ͓Eq. ͑18͔͒ are considered frequency independent. One can expect a further improvement of the LR-TDDFT NACVs quality using for example xc-functionals that reproduce the correct long-range ͑asymptotic͒ behavior ͑see for instance Ref. 49͒. The use of these approximations of the xc-potential and LR-TDDFT kernel has however the important advantage of making the calculation of excited state energies, forces and NACVs computationally very efficient and is therefore suited for the calculation of nuclear trajectories in a nonadiabatic molecular dynamics scheme such as trajectory surface hopping ͑TSH͒.
13,27,32

A. Computational details
The ground state geometry ͑Fig. 2͒ of protonated formaldimine was obtained using DFT/M06 calculations with an aug-cc-pVDZ ͑Ref. 50͒ basis set using the package GAUSSIAN09. 51 The distorted geometry in Fig. 2 was obtained by imposing a pyramidalization angle of 12°measured between the planes defined by the fragments H 2 C and NH 2 .
To compare the results obtained using different xcfunctionals, the rms between vectors v and vЈ computed with two different approaches is evaluated according to
where N is the number of atoms and ␣ represents a Cartesian coordinate ͑␣ = x , y , z͒ of a given atom labeled by the index k. The correlation function
is used to quantify the deviation between two vectors, v k and v k Ј, associated with a given atomic species k computed at different levels of theory.
LR-TDDFT NACVs calculations were performed with the plane wave code CPMD ͑Ref. 52͒ within the Tamm 59 A convergence criteria of 10 −7 a.u. was used for the optimization of Kohn-Sham orbitals.
MR-CISD NACVs were performed with the COLUMBUS Quantum Chemistry package. 47, 48, 60 Protonated formaldimine was computed starting from a CASSCF͑4,3͒ calculation using the aug-cc-pVDZ basis set. The active space consists of the last and orbitals in addition to a ‫ء‬ orbital. The first three electronic states were taken into account in a state-averaged ͑SA͒ procedure with an equal weight between the states. Based on the SA-3-CASSCF͑4,3͒ reference wavefunction, we performed an MR-CISD nonadiabatic coupling vector calculation as implemented in the COLUMBUS package. The computed NACVs include both CI and SCF contributions.
VI. CONCLUSIONS
In this paper we studied the correspondence between the NACVs computed within LR-TDDFT using the coupled electronic oscillator approach of Refs. 35 and 36 and the auxiliary many-electron wavefunctions method outlined in FIG. 3 . NACVs of protonated formaldimine computed for the states S 1 / S 2 at a geometry with a pyramidalization angle of 12°at nitrogen atom ͑see computational details͒. From the left: LR-TDDFT/TDA/PBE, LR-TDDFT/ TDA/PBE0, and MR-CISD vectors ͑carbon atom in gray, nitrogen atom in blue, and hydrogen atoms in white͒.
TABLE II. NACVs between states S 1 and S 2 computed for a distorted geometry of protonated formaldimine using LR-TDDFT/TDA with different xc-functional ͑see Fig. 3͒ . MR-CISD is used as reference unless specified otherwise. The rms deviation of the collective ͑3N =18͒ dimensional NACVs is computed according to Eq. ͑67͒, where N = 6 is the number of atoms. C is the global correlation between the LR-TDDFT/TDA and the reference collective NACVs, C H is the collective correlation for the hydrogen atoms, C N is the correlation at the nitrogen atom, and C C is the correlation at the carbon atom. Refs. 31 and 34. We showed that this correspondence becomes exact in the case of matrix elements evaluated between ground state and singly excited states, as well as between any pair of excited states when the TDA is used. In the full linear response case, our approach produces additional terms related to the correlation of the ground state, which are not present in the EMS scheme. These terms contribute to the matrix elements for singly excited states, through the de-excitation of 2p −2h states generated by elements of the B matrix ͓Eq. ͑19͔͒. On the other end, pure second-order terms proportional to the anharmonic couplings V ␣␤␥ Љ of Eq. ͑46͒
are neglected in our formalism. Despite the in principle exact nature of LR-TDDFT, a number of approximations are required in order to perform calculations on realistic molecules and condensed phase systems. These include approximations of the exchangecorrelation functional and of the LR-TDDFT kernel, which is usually taken as frequency independent ͑adiabatic approximation͒.
In order to study the effects of these approximations on the quality of the NACVs computed between pairs of molecular excited states, we presented results obtained for protonated formaldimine using LR-TDDFT with different xc-functionals and compared the outcome with MR-CISD calculations. In addition, we also studied the effect of using the full linear response calculations instead of invoking the TDA. In this case, the NACVs are computed according to Eq. ͑58͒, which includes terms of the form X ␣ OY ␤ that arise from 2p −2h excitations of the ground state and that are not taken into account in the EMS approach.
Our results show that LR-TDDFT/TDA can reproduce with a very good degree of accuracy the direction of NACVs associated with the different nuclei for both the fully symmetric ͑C 2v ͒ and the slightly distorted geometry shown in Figs. 2 and 3 . The performance of the different functionals ͑LDA, GGAs, and hybrids͒ is in general equally good, with a small improvement when exact exchange is included. The use of the full TDDFT linear response scheme does not alter the results significantly and produces NACVs that well correlate with the TDA results, meaning that TDA is a good approximation also in the calculation of the NACVs.
We believe that the calculation of NACVs between excited states using LR-TDDFT combined with a scheme for nonadiabatic molecular dynamics, 13, [61] [62] [63] like for instance TSH, will give an important boost to the study of the photophysics and photochemistry of large molecular systems.
