This paper concerns two closely related topics: the behavior of the eigenvalues of graded matrices and the perturbation of a nondefective multiple eigenvalue. We will show that the eigenvalues of a graded matrix tend to share the graded structure of the matrix and give precise conditions insuring that this tendency is realized. These results are then applied to show that the secants of the canonical angles between the left and right invariant subspaces of a multiple eigenvalue tend to characterize its behavior when its matrix is slightly perturbed. 
Introduction
In this paper we will be concerned with the distribution of the eigenvalues of a graded matrix. The speci c problem that gave rise to this investigation is that of explaining the behavior of a nondefective multiple eigenvalue of a general matrix when the matrix is slightly perturbed. 1 Under such circumstances, an eigenvalue of multiplicity m will typically spawn m simple eigenvalues, as might be expected. What requires explanation is that the new eigenvalues will be found at varying distances from the original eigenvalue, and these distances are more a characteristic of the matrix than of the perturbation. Thus, a multiple eigenvalue can have several condition numbers that re ect the di erent sensitivities of its progeny. 
it is easily seen that X ?1 (A + E)X has the same graded structure for almost any balanced perturbation E. Thus, the problem of assessing the e ects of perturbations on the zero eigenvalues of A is reduced to the problem of characterizing the eigenvalues of graded matrices such as (1.2).
To investigate the distribution of the eigenvalues of a graded matrix, we need a characterization of graded matrices. At this point it is useful not to be too precise. We will call matrix A of order n a graded matrix if A = DBD; (1:3) where D = diag( 1 ; 2 ; ; n ) with 1 2 n > 0 and B = ( ij ) is \well behaved." The imprecision in this de nition lies in the term \well behaved," which will be given speci c meaning through hypotheses in the theorems of the next two sections. Note that this de nition does not preclude some of the i being equal, in which case the matrix is said to be block graded.
Throughout this paper, norm k k denotes the vector 2-norm and the subordinate matrix operator norm. The magnitude of the largest element of B in (1.3) will be written max def = max i;j fj ij jg:
We will also denote the ratio of i+1 to i by
In x2 of this paper, we give a lower bound on the largest eigenvalue of a graded matrix. In x3, we explore the relation between eigenvalues of a graded matrix and those of its Schur complements. These results are closely related to results obtained by one of the authors 7], 2 and more distantly to results by Barlow and Demmel 1] and Demmel and Veseli c 3] for graded symmetric matrices. Here it should be stressed that our goal is not so much to derive tight bounds on the eigenvalues as to make statements about their magnitudes | as be ts our intended application. Finally, in x4, we analyze the perturbation of a multiple eigenvalue and show that the secants of the canonical angles between its left and right invariant subspaces form a set of condition numbers for the eigenvalue.
The largest eigenvalue of a graded matrix
It is well known that the elements of a matrix can be arbitrarily larger than its spectral radius. In this section we will show that under appropriate conditions this is not true of graded matrices. Speci cally, if 11 is not too small compared to max , the graded matrix A has an eigenvalue that approximates 11 = 2 1 11 . The basic tool used to establish this result is Gerschgorin's theorem (see, e.g., 5, p. 341]). Related results may be found in 1].
The center of the Gerschgorin disk from the rst row of A is 2 1 11 , and its radius is bounded by max 1 ( 2 + + n ). For each row other than the rst, the sum of the absolute values of its elements is bounded by max 2 ( 1 + + n ). From these facts and the Gerschgorin theorem we have the following result. Thus for the purpose of this section the \good behavior" of B means that the ratio j 11 j= max is near one. As this ratio grows smaller, the grading ratio must decrease to compensate. Theorem 2.1 is su cient for assessing the magnitude of the largest eigenvalue. However, when the grading is strong, the bounds can be improved by the well-known technique of diagonal similarities. For example, ordinary Gerschgorin theory shows that the (2; 2)-element of the matrix (1.2) is at least a three digit approximation to an eigenvalue. However, if we multiply its second row by 10 ?2 and its second column by 10 2 , we obtain the matrix 0 has rank one, and hence its two smallest eigenvalues are zero. Nonetheless, it often happens that the eigenvalues of a graded matrix share its graded structure. In the next section we will show how this comes about.
Eigenvalues and Schur complements
The principal result of this section is that under appropriate hypotheses the n?k smallest eigenvalues of a graded matrix A are approximated by the eigenvalues of the Schur complement of the k k leading principal submatrix of A. Speci which is just the Schur complement of A 11 , or equivalently the graded Schur complement of B 11 . If the Schur complement is well behaved in the sense of the last section, then A must have an eigenvalue the size of the leading diagonal element of the Schur complement. The chief way in which ill behavior manifests itself is through cancellation producing a small leading diagonal element of the Schur complement of B 11 . 4 Since grading enters the condition (3.4) only through the grading ratio k , Theorem 3.1 applies to block graded matrices. More important for our purposes is the fact that the condition of the theorem can fail for one value of k and hold for another, larger value of k. Thus it is possible for the descending sequence of eigenvalues to stutter, with occasional groups of eigenvalues having the wrong magnitudes while the sequence itself remains generally correct. The following example exhibits this behavior.
Consider the matrix A whose elements are given in the following array.
-7.1532e-01 4.1271e-02 -2.0433e-03 1.7447e-03 -1.4459e-04 4.0821e-06 4.1745e-02 3.7412e-03 -1.4124e-03 3.1508e-04 -8.6632e-06 3.2593e-07 -3.2573e-03 -3.5565e-04 8.7329e-05 1.0717e-05 7.6451e-07 -2.7899e-08 -1.5509e-03 -1.2599e-04 9.1642e-06 6.8861e-07 -1.1000e-08 -1.7092e-09 -2.5920e-05 -2.3092e-06 5.8399e-07 -3.0490e-08 -2.5573e-09 5.2496e-10 -4.2303e-06 -1.0778e-07 -6.2901e-08 4.3068e-09 -6.5392e-10 1.2152e-11
The matrix was generated by uniformly grading a matrix of normal random numbers with mean zero and standard deviation one. The grading ratio is = 0:1. For k = 2; 3, the distribution stutters. The reasons for the failure of the above theory to predict the eigenvalues are di erent for the two values of k. For k = 2, the number can be made smaller than one-fourth by choosing a slightly di erent scaling matrix D. Thus, the failure is due to the cancellation in forming the leading diagonal element of the Schur complement of B 11 . For k = 3, the number is always greater than one-fourth, and Theorem 3.1 fails. Even so, the leading diagonal element of the Schur complement gives a ball-park estimate of the size of the complex pair | something not predicted by our theory. For the other values of k the leading diagonal element predicts the size of the corresponding eigenvalue very well. In fact, when is small it approximates the eigenvalue itself. We must now relate this choice of basis to the eigenvalues of a perturbation A + E of A. This is done in the following theorem 6]. Since the eigenvalues of C approach zero, they must approximate the m eigenvalues spawned by the zero eigenvalue of A. Now the (i; j)-element of C has the form y H i Ex j . Hence, jc ij j p i j kEk:
Thus, unless E has special structure, C will tend to be a graded matrix with grading constants i = p i , and by the characterizations (4.1){(4.3) the grading will tend to be maximal. From the results of the last two sections, we know that the magnitudes of the eigenvalues of C will tend to be around i kEk. For the example of x1, we calculated that kEk is of order 10 ?10 , and 1 and 2 are of order one and 10 +4 , respectively. This explains the behavior of the double eigenvalue 0.
It is unfortunate that we cannot say with complete rigor that the i are condition numbers for . In the rst place, without precise knowledge of E we cannot assert that C is graded. And even when C is graded, the example of the last section shows that the eigenvalues need not behave as we would like them to. But the phenomenon is no less real for having exceptions; and if we recognize that we are speaking about what is likely to be instead of what has to be, there can be no objection to calling the numbers i , the condition numbers of the multiple eigenvalue .
