Mortality modelling for the purposes of demographic forecasting and actuarial pricing is generally done at an aggregate level using national data. Modelling at this level fails to capture the variation in mortality within country and potentially leads to a mis-specification of mortality forecasts for a subset of the population. This can have detrimental effects for pricing and reserving in the actuarial context. In this paper we consider mortality rates at a regional level and analyse the variation in those rates. We consider whether variation in mortality rates within a country can be explained using local economic and social variables. Using Northern Ireland data on mortality and measures of deprivation we identify the variables explaining mortality variation. We create a population polarisation variable and find that this variable is significant in explaining some of the variation in mortality rates. Further, we consider whether spatial and non-spatial models have a part to play in explaining mortality differentials.
INTRODUCTION
How mortality rates are changing over time, and in particular the increase observed in life expectancy, has been a topic of considerable debate across the world over recent decades. Increases in the cost of providing for pensions, insurance and healthcare at older ages, driven by the rapid improvements in life expectancy, have led to life companies, pension schemes, individuals and governments giving more consideration to how these costs will be met in the future. Key to quantifying these future costs is the need for an accurate picture of how mortality rates vary over time and over populations, and as a result academics and practitioners have focused their efforts on accurately forecasting and quantifying expected future improvements in mortality rates. Aggregate mortality rates, that is mortality rates at a national level have shown an improving trend over many decades and it is variations in this trend that practitioners have provided advice on and that academics have wrestled with. It is the uncertainty in this trend that has been coined "longevity risk". In a financial context quantifying longevity risk has become a topic of great interest as the capital markets work to create ways to buy longevity risk as a diversification from their traditional financial risks (See Blake, Cairns,and Dowd, 2008, for example).
Within actuarial work, the pricing and reserving for life related products and pensions are based on the latest knowledge of mortality forecasts. Actuaries therefore also have a keen interest in accurately forecasting mortality rates. Implicit in the actuaries advice is the assumption of a homogeneous population, be that within a pension scheme work force or within a region of a country or in a whole country. In the past this has been sufficient and national mortality tables have been used to price products or to advise clients. Driven by the financial and actuarial sector less attention has been given in the actuarial space to considering the possibility that mortality rates within a population are not homogeneous. There is some implicit allowance for differing socioeconomic status within actuarial pricing or pensions since the pension amount is an indicator of socioeconomic status (those with larger pensions will on average have a higher socioeconomic status) however, this proxy is not very robust and indeed Richards (2008) shows that a mortality model using geographic classifications (a postcode mortality model) better fits United Kingdom annuitant mortality than a model using pension amounts. The actuarial profession is thus coming up with some way to recognising mortality variation within populations.
The approach used by some with disaggregating mortality experience using purely geographical location (postcode mortality) still does not help in the search for observable, meaningful variables that explain why mortality experience differs within populations. Developing a model that gives consideration to the variation in mortality rates within a population would be important for actuaries as the clients they advise do not usually have a mortality experience that matches that of the aggregated national data. For example, a pension scheme actuary advising the trustees of a scheme of London city workers will expect very different mortality experience than that of the actuary advising a company of coal miners. In addition many clients are international and therefore within one scheme there may be individuals or groups who have very different mortality experience. For these reasons consideration of mortality variation is valuable to actuaries and ignoring variations in mortality rates such as this can lead to mis pricing or mis reserving which ultimately may result in unsustainable or unanticipated liabilities. Combining the use of geographical information as proposed by Richards (2008) with observable variables is one of the aims of this paper.
We consider mortality data gathered from Northern Ireland and divided by geographical location. We use a suite of deprivation data, also divided by geographical location and gathered from the 2010 deprivation study 1 to analyse the variation in mortality rates as a function of various measures of deprivation. We further consider the use of frailty modelling techniques to explain the remaining variation after controlling for deprivation. Considering the deprivation measures separately we are able to identify which aspects of deprivation are more important in explaining the variation we see in mortality rates. We also draw some conclusions regarding the use of frailty modelling in the presence of good socioeconomic data.
The rest of the paper is laid out as follows. In Section 2 we outline the literature in mortality modelling, Section 3 describes the data we have used in this study, and in Section 4 we provide the empirical analysis. Section 5 concludes.
LITERATURE REVIEW
Within the literature on mortality modelling there has been a large number of models developed over the last two decades. However, little consideration has been given to the issue of linking mortality rates to observable variables such as economic and social factors. This has 1 The 2010 deprivation study reports deprivation measures across Northern Ireland compiled based on 2008 data, http://www.nisra.gov.uk/deprivation/archive/Updateof2005Measures/NIMDM 2010 Indicator Summary.pdf been a particular issue within the actuarial literature where the main focus has been to forecast and price longevity improvements whatever the cause of those improvements. The proliferation of models that have been developed in the last two decades have been helpfully categorised by Booth and Tickle (2008) into one of three types of model. (i) Extrapolative models -taking past data and extrapolating identified trends, (ii) Explanatory models -modelling mortality as a dependent variable explained by socioeconomic, biological and environmental factors, and (iii)
Expectations models -taking advantage of the expert knowledge of actuaries and demographers and targeting future life expectancy at some expert held belief. Expectations models are the domain of practicing actuaries and rely heavily on their expert judgement to predict long term improvement rates in mortality, we do not consider them further here.
The academic and financial worlds have focused most of their attention on the method of extrapolation as a method to quickly identify and forecast patterns in mortality rates. With the desired outcome being the ability to accurately price future mortality linked financial and insurance products this has been a very successful endeavour. There are many papers in the area to testify to that success. See for example Lee and Carter (1992) The explanatory approach has been primarily left to the medical and social science disciplines and there has been considerable literature linking mortality rates to observable factors.
In particular there have been significant efforts to identify the relationship between wealth and mortality rates, see for example Acemoglu 1975) . The results of this analysis are mixed with strong evidence for a positive wealth effect and strong arguments to the contrary. There have also been many studies linking social and economic factors to mortality rates, see for example O'Hare and French (2013) who link the latent factor structure of mortality rates to observable economic and social variables from OECD data and identify factors such as GDP, fat intake and smoking habits to be significant in explaining mortality rates. Notably in this paper they identify a different number of observable variables for each of the countries they consider. Turrell et al. (2006) consider mortality rates in Tasmania and associate the variance in mortality to measures of socioeconomic disadvantage, social capital and geographic remoteness. They conclude that socioeconomic disadvantage is associated with area variation in mortality rates but that social capital or remoteness does not explain the variation seen in mortality rates. Whilst the results were limited this paper does consider the question of mortality rates at a sub national level, dividing the mortality data into geographical regions along with the measures of socioeconomic disadvantage, social capital and remoteness also divided geographically.
In our paper we extend on this in several ways, firstly we consider a range of measures of socioeconomic disadvantage separately. These include measures of healthcare deprivation, income deprivation, employment deprivation and education deprivation. They also include measures of remoteness such as proximity to services. Secondly, in our paper we give consideration to the ability of spatial and non-spatial frailty modelling to explain mortality variation. Spatial models have been developed and applied to modelling house prices, crime levels and diseases amongst many other applications 2 . Rosen (1974) The approach used in this paper can be broken down into three components. Firstly, as the mortality rates in each region will be heavily affected by the age distribution in the region the initial analysis will use a regression approach to age standardise the mortality rates. This will enable the remaining variability not due to age to be analysed. We secondly regress the socioeconomic data on these age standardised mortality rates carrying out a general to specific analysis to identify the significant deprivation measures. Finally, having done this we test the 2 For a review of the various applications see Sherris and Tang (2010) .
hypothesis that there may remain some unexplained variability or heterogeneity that cannot be explained by the socioeconomic variables that are used in this data set. We fit a non-spatial and spatial model to the residual data to test for this. We then repeat the spatial and non-spatial analysis in the case where we do not have socioeconomic data to assess the use of geographic structures in that case.
DATA
The analysis in this paper is based on mortality data from 2008 and deprivation data from 
Death data and mid population estimates were available for each of the SOA's in 2008 for males and females individually from the NISRA website 5 . Non standardised mortality rates as calculated above were then standardised using a simple linear regression model with weighted age for each SOA as the covariate before analysing the data. 3 In Northern Ireland SOA's typically contain 2000 lives but range from 1300 to 2800. They were designed to improve reporting of small area statistics and to ensure that each area was of similar size, unlike electoral wards which varied widely in size. The data is taken from the 2010 deprivation study. http://www.nisra.gov.uk/deprivation/nimdm 2010.htm 4 The mortality rates used in the study are aggregated by age within each super output area.
Given the refined nature of the super output areas across the Northern Ireland geography each region has a credible, but relatively small number of deaths upon which to base the mortality rate estimation. If we were to further subdivide the data (i.e. by separating out mortality by age) this would result in too few observations at many ages within each SOA. The resulting mortality data are a crude estimate for mortality rates and further research would consider how to rectify this.
Figs. 1 and 2 show the standardised mortality rates for males and females in 2008 split
by SOA where low mortality is coloured yellow, high in green and higher in orange. Higher mortality rates occur in the more urban areas of Northern Ireland, Belfast, North Down, and
Lisburn. Lower mortality rates occur in the more rural parts of Northern Ireland, for example Fermanagh and Tyrone. However, within urban areas the mortality can still be seen to experience a significant degree of variability not visible within the map of Northern Ireland. Similar
maps of Northern Ireland for 1999 and 2003 show that the geographical variation in Northern
Irish mortality rates has changed little over the period 1999-2008. Below in Table 1 some summary statistics for the age standardised mortality rates are set out. As can be seen the rates for females are slightly less than those for males on average but there is a wider spread of rates for females than for males. Deprivation data for each of the SOA's were selected to reflect the major factors expected to affect mortality. The deprivation measures were collated based on information available within the public sector. A detailed summary of the data upon which the deprivation factors were based can be found on the NIRSA website 6 and are also available by request.
In the Northern Ireland context population displacement has been significant leading to regions particularly dominated by catholics and regions particularly dominated by protestants.
The mortality experience of these two types of population might be considered to be different owing to their history -the catholics predominantly coming from the Irish republic having suffered the famine etc., and the protestants coming predominantly from the Ulster Scots land owners etc. We test this in the paper where we have captured this Northern Ireland specific characteristic by defining a measure of "polarisation". We calculate this using the proportion of Catholics 7 in each region as the data item and converting this into a measure ranging from 0 to 1 reflecting the concentration of one particular background over another. is on mortality rates in the two distinct types of area in Northern Ireland. "Polarised" areas are regions where there is a dominance of one particular background. The opposite to these sorts of areas are what are known as "mixed" areas where there is no particular concentration. If we denote α i as the proportion of catholics in region i then we calculate the polarisation factor in an area as:
The aim of the factor is to capture areas of high polarisation. A similar factor may be calculated in other contexts or countries perhaps where there have been high levels of migration leading to pockets of populations with very different make up. Table 2 summarizes the NISRA covariates used for analysis. Each deprivation measure is calculated as a combination of a range of government recorded statistics the details of which can be found in the deprivation study 8 . For example the income deprivation measure is compiled as a combination of records on housing benefit, income support, tax credits and state pension credits. Whereas the education deprivation measure combines information on key stages 2 and 3 teacher assessments, proportions of children in special needs education, proportion of children with 5 good GCSE's or above and the proportions of 18-21
year olds not attending further or higher education. The deprivation measures are relative to each other where a higher score on the deprivation measure means the super output area is more deprived on that measure. From the summary statistics we can see that the spread of healthcare deprivation in much wider (the interquartile range is 1.326) than for employment deprivation (the interquartile range is 1.142). We do not comment on the reasons for this in this paper but simply note that the variation in each of the deprivation measures is not similar across the super output areas. We plot the socioeconomic standardised factors from the 2010 deprivation study in Fig. 3 to show the distribution of socioeconomic characteristics in Northern Ireland. We also plot the same distributions but in a geographical fashion with thematic maps of the deprivation factors by SOA. These are available by request and also can be found on the NISRA website. are significantly rural and have poor transportation links) and is also high in some inner city areas of Belfast and surrounding towns. Crime and Disorder is more significant in the cities but also shows high levels in some pockets of rural areas such as Tyrone, Armagh and Antrim. One significant factor to note for Northern Ireland is that nearly all areas (all areas except the major cities of Belfast, Lisburn, Newtownards, and Bangor) suffer from a lack of facilities.
We also analysed the covariance between deprivation measures. This is presented in Table 3 and shows that several of the deprivation measures are highly correlated, for example income and education which might be expected. Proximity is shown to be negatively correlated to almost all other deprivation measures suggesting that as individuals become wealthier or more educated as they move to more rural locations, i.e. locations with fewer facilities. Polarisation is not highly correlated with any of the other deprivation measures. 
EMPIRICAL ANALYSIS
We first age standardise the mortality rates in each of the 890 super output areas. The results of this are shown in the Appendix A. Having done this we next show the results of fitting a generalised linear model to the age standardised mortality rates, still labelled m i for simplicity, derived from the data in Northern Ireland. We then demonstrate how this model can be extended to allow for spatial frailties.
Generalised linear model. The modelling uses a hierarchical Bayes method. A prior
distribution is assumed for each of the parameters which we then combine with the likelihood of the data given the parameters to give us the posterior distribution for the parameters given the data. Parameters are estimated using Markov Chain Monte Carlo methods. The generalised linear model (GLM) of mortality rate m i for region i has the log likelihood function:
where n is the number of covariates (socioeconomic or demographic factors), x i is the vector of covariates respectively for each SOA i, i = 1, . . . , I. The posterior distribution is:
where the first term on the right represents the logistic likelihood, and the second is the prior distribution for the parameters. A vague uniform prior distribution is assumed with small mean and large variance because of a lack of prior knowledge about the parameters (Banerjee et al., 2003 ). This prior for β is used in all the models.
The results of fitting the standardised mortality rates to a generalised linear regression model using all the standardised socioeconomic factors for Males 2008 and Females 2008 are shown in Table 4 . We provide the parameter estimates and p-values of the covariates. In the case of males we find that environment, healthcare and polarisation in interaction with income deprivation and employment deprivation are significant at the 5% level. For females we find that healthcare and employment are significant at the 5% level with environment being significant at the 10% level. For females we find no significance for the polarisation variable either on its own or in interaction with income, education or employment.
To demonstrate the confidence we have for the parameter estimates for each covariate as Table 5 provides the 2.5%, 50% and 97.5% posterior percentiles for each of the predictors and interaction terms for the generalised linear model for both Males and Females. The quality of the fit using this model is measured using the DIC 9 measure which pits quality of fit against parsimony. Using this measure we have a fit given in Table 6 . Given the correlations that exist between some of the covariates and the desire to simplify the model as best as we can, we next carry out a general to specific model selection procedure for both the Male and Female data to eliminate those variables that are not significant in explaining the variation we see in the age standardised mortality rates. We then extend the resulting models adding spatial and non-spatial frailties to explain any residuals.
General to specific modelling of covariates.
In the general to specific methodology the specification of the general model from which reductions are made is crucial (Hendry, 2000) 9 The DIC, an extension of the Akaike Information Criterion (AIC), is commonly used to compare the performance of different models (Spiegelhalter et al., 2002) . The DIC is based on the posterior distribution of the deviance statistic. It is defined analogously to the AIC as the expected deviance plus the effective number of parameters. See Appendix B for details. χ 2 test for normality of the error terms. 10 The resulting reduced models following the general to specific analysis are shown in Tables 7 and 8. We note from this analysis that polarisation does explain some of the variation we see in male data but not in female data. Potential reasons for this could relate to the specific problems that the Northern Ireland region has had over the past number of years and the greater impact that this would have had on the male population. We conclude from the general to specific analysis that the covariates to use in our simplified model for the standardised males mortality rates are:
Healthcare, Environment and the interaction terms Polarisation by Income and Polarisation by employment. For the females we will use Healthcare, Employment and Environment.
Introducing frailties.
Having identified the main socioeconomic factors that explain the variability of mortality rates across Northern Ireland, in this next section we extend this standard regression model to include a frailty aspect picking up the geographical location of each region. 11 We then look at the fitting quality again using the DIC measure. When we add the frailties the likelihood function becomes:
where β, i, m i and x i are as previously defined and W i is the frailty for SOA i, which captures any remaining effects not explained by the covariates. Under this non-spatial frailties setting, the frailties are assumed to be identical and independently distributed with the following distribution:
Eq. (6) assumes no spatial dependence since frailties in one SOA are independent of frailties in another. The hierarchical Bayes model is:
where the likelihood is given by Eq. (5) . As in Banerjee et al. (2003) , a Gamma (0.001, 0.001) prior distribution is used for τ = 1/σ 2 with a mean of 1 and a variance of 1000. A flat uniform prior was adopted for β.
11
Alternative approaches to introduce frailties do exist; see for example Jonker et al. (2013) who use an alternative specification in the development of their healthy adjusted life expectancies model. We thank an anonymous referee for bringing this to our attention.
To consider the case of spatial clustering (i.e., adjacent SOA showing similar mortality characteristics), we allow for spatial correlations between nearby SOAs through a Conditional Autoregression specification W|λ ∼ CAR(λ) as introduced in Besag et al. (1991) . In this specification an adjacency matrix is defined to capture the geographical variations in mortality. The adjacency matrix is defined by assigning the ij th entry a value of 1 if the SOA i is adjacent to SOA j and 0 otherwise. The hierarchical Bayes model becomes:
where the prior W i |λ is given by:
where i adj j denotes that SOA i and SOA j are adjacent to each other,Ŵ i is the average of the frailties W i , adjacent to SOA i, and n i represents the number of these adjacent regions (Bernardinelli and Montomoli, 1992) . A consequence of the above prior is that:
Repeating the fitting analysis now using the independent frailties model and the spatial clustering model the parameter estimates along with confidence intervals are shown in Tables 9 and   10 . Looking at the deviance measure now for the independent frailties and the spatial clustering models alongside the standard generalised model we have the results shown in Table 11 . From this we can see that there is an improvement by allowing for non-spatial frailties. This can be observed in the lower DIC measure in the case of non-spatial frailties. The model fitting power is improved in the case of males and females with the allowance for non-spatial frailties. Under the spatial frailty model, the DIC measure is not an improvement over the non frailty model, but it apparently changes the statistical significance of some of the parameter estimates. This suggests that with sufficient social and economic data for each region we can adequately explain any geographical structures visible in mortality rates. We also test the residuals 12 for normality for each of the three models above and note that the results are in line with other studies which have carried out similar tests on a range of stochastic mortality models. See for example Dowd et al. (2010) . 12 We follow the approach of Dowd et al. (2010) and test the age standardised mortality residuals for males and females using the three models proposed. The tests used aim to identify whether the mortality residuals are consistent with i.i.d. N(0,1) as assumed under the null hypothesis. The tests include: t-test of mean prediction, Variance ratio (VR) test (see Cochrane, 1988; and MacKinley, 1988 and 1989) , and Jarque-Bera test. A statistically significant result for any of these tests -which we take to be any test which produces a p-value of less than 1% -indicates inconsistency with i.i.d. N(0,1). The results are available on request. that in the case where we have significant amounts of deprivation data non-spatial frailties models can add some improvement in the fitting power of the models but that spatial frailty models do not. Next we further test this to see if there is a greater contribution from spatial and non-spatial frailty modelling when we have little other data upon which to fit our mortality rates. To test this we consider the situation where we do not have significant amounts of socioeconomic data available to us. We assume that the only covariate we have is an aggregate age parameter for each SOA and we fit a simple regression model and some extensions of it to the data for males and females in 2008 to the non-age standardised mortality rates. We chose this covariate to assess the impact of adding spatial structure as it is the most readily available piece of information we might have and the one which is likely to have the most significance when trying to explain raw mortality rates. Three models were fitted to the data, firstly a simple generalised linear model with no allowance for spatial dependence (the no frailties model), secondly a linear model allowing for independent, identically distributed frailties (non-spatial frailties model) and finally a linear spatial frailties model which allows for spatial dependence which employs a CAR specification to capture the spatial dependence between adjacent SOAs.
The models are again fitted using a Markov Chain Monte Carlo algorithm under a Bayesian hierarchical framework. A flat Uniform (-10,000,10,000) prior was adopted for the parameter and a Gamma (0.001,0.001) was chosen for the frailties W i in the non-spatial frailties model.
For the spatial frailties model the smoothness parameter λ of the CAR specification was given a Gamma (0.001,0.001) prior distribution. Table 12 compares the three models using the DIC, which is the sum of the expected deviance and the number of effective parameters p D . Comparisons of DIC values show that the model with non-spatial frailties shows an improvement over the no-frailties model, despite the increase in the number of effective parameters. However, due to the additional number of parameters the inclusion of spatial frailties does not improve the fit further. It seems that good quality social and economic data are able to describe a large portion of mortality variation by region. It is also noted that even with many socio-economic variables, there is still an unidentified structure to the variability of mortality rates across the region and it is this that is being picked up by the non-spatial frailty. Regression models were fitted to age-standardised mortality rates using covariates extracted from the Northern Ireland Statistical Research Agency (NISRA). A general to specific analysis was carried out to simplify the models. In the case of males we identified that mortality rates were best explained by the variation in deprivation measures; healthcare, environment and polarisation (through income and education). This would suggest that the combined effect of living in a polarised area with poor education and income levels has an impact on mortality rates for males. For females we see that employment, healthcare and environment are important. In both cases of males and females the quality of the immediate environment (heating, double glazing etc.) came through as a significant factor in explaining mortality rate variation and would be a potential consideration for decision makers when looking to improve health outcomes.
Models including non-spatial and spatial frailties were also fitted to the data. Introducing frailties improved the fitting power measured using a DIC criteria despite the additional parameterisations. However the spatial frailty model did not improve the fitting power further due to additional number of parameters. We conclude that good quality social and economic data should be sufficient to describe mortality rates. Thus the best model was the non-spatial frailty followed by the GLM model and finally the spatial frailty model. Repeating the analysis with limited covariate information did not change the order of these results. The results of this paper
show that there is a place in mortality modelling for allowing for underlying socioeconomic characteristics in the modelling process. In particular the result highlights the correlations between mortality and living environment. The inability of frailties to improve the fitting quality further could be due to some correlation between the socioeconomic variables included in this study and the frailties themselves. It could also highlight the fact that with good quality socioeconomic data we are able to explain the vast majority of the variation by region. The success of the frailty model suggests that even with many socio-economic variables, there is still some unidentified structure to the variability of mortality rates across the region and it is this that is being picked up by the non-spatial frailty. We acknowledge that there is more work to be done in this area. Having identified significant deprivation measures in the case of Northern Ireland, at least for the 2008 data, further research will investigate the issue of identifying time series for these deprivation measures and associating this with time varying mortality rates; in this way potentially leading to a model that might be used to better forecast mortality rates.
Appendix A: Age standardisation of mortality rates
The raw mortality rates we have are not standardised for age in each of the super output areas which will be the major explanatory variable for the variation in the true rates in each region.
Since we are investigating the impact of socio-economic measures on the variation in mortality rates having already controlled for age we must first standardise the data for age. We do this by running a simple regression model on the natural logarithm of the mortality rate with only constant and age as the covariates. We are restricted somewhat in the age standardisation that we can carry out since we have only aggregated mortality data at the average age for each super output area. With better quality data we would be able to carry out full age standardisation along the lines of Breslow and Day (1987) .
The results of this model for males and females are given in Table 13 . From the results we can see that the constant explains a significant amount of the log mortality rates but this is to be expected since, whilst there is variation in the rates they all vary around a non-zero average value. Having identified the constant and age parameters we recalculate log transformed agestandardised mortality rates using the residuals specific to each area. The variation left in the resulting rates which is no longer due to age differentials can now be analysed in relation to the socio-economic variables we have in our data set. Figs. 4 and 5 show the age standardised mortality rates for males and females split by SOA. 
