The development of morphological biosignatures to precisely characterize preneoplastic progression necessitates high-resolution three-dimensional (3D) cell imagery and robust image processing algorithms. We report on the quantitative characterization of nuclear structure alterations associated with preneoplastic progression in human esophageal epithelial cells using single-cell optical tomography and fully automated 3D karyometry. We stained cultured cells with hematoxylin and generated 3D images of individual cells by mathematically reconstructing 500 projection images acquired using optical absorption tomographic imaging. For 3D karyometry, we developed novel, fully automated algorithms to robustly segment the cellular, nuclear, and subnuclear components in the acquired cell images, and computed 41 quantitative morphological descriptors from these segmented volumes. In addition, we developed algorithms to quantify the spatial distribution and texture of the nuclear DNA. We applied our methods to normal, metaplastic, and dysplastic human esophageal epithelial cell lines, analyzing 100 cells per line. The 3D karyometric descriptors elucidated quantitative differences in morphology and enabled robust discrimination between cell lines on the basis of extracted morphological features. The morphometric hallmarks of cancer progression such as increased nuclear size, elevated nuclear content, and anomalous chromatin texture and distribution correlated with this preneoplastic progression model, pointing to the clinical use of our method for early cancer detection. ' 2010 International Society for
NUCLEAR architecture is a key factor in cell functioning and pathogenesis (1) . The functional relevance of nuclear structure in many core cell processes necessitates detailed studies on the interplay between nuclear architecture and functions like gene expression. One of the most important applications of three-dimensional (3D) karyometric studies is the quantitative characterization of the morphological changes associated with malignancy. Alterations in nuclear structure hold high clinical and research relevance, especially in the context of early cancer detection (2, 3) . Although much remains to be learned about the molecular mechanisms that drive cancerrelated alterations in nuclear structure and the higher-order spatial organization of chromatin, accurate quantification of structural parameters could be beneficial for developing robust biosignatures for early cancer detection.
Rapid advances in automation sciences and imaging technologies have facilitated the use of computer-aided karyometry, where sets of morphological descriptors (referred to as morphometric signatures) are extracted from microscopy images using digital image processing algorithms. Morphometric signatures generated from a statistically significant number of cells may then be used to predict malignancy by means of pattern recognition techniques. Extensive research has been undertaken in this field, and a multitude of karyometric signatures have been proposed to characterize nuclear structure alterations associated with carcinogenesis (4-7). Automated computer-aided karyometry allows for an objective and high-throughput quantitative characterization of nuclear structure. However, the imagery currently used for computer-aided karyometry consists of two-dimensional (2D) micrographs (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) or serial section reconstructions of multiple focal planes (19) (20) (21) (22) . The quality of these input data, and therefore the sensitivity and specificity of the resulting decisions, is limited by factors such as focal plane location and sample orientation, the planar nature of the sample (cells adhered to a glass slide), occurrence of overlapping cells, and nonisotropic spatial resolution.
Tomographic imaging overcomes these limitations. For precise analysis of nuclear structure, 3D image data are much more powerful than its 2D counterpart. The advantages of tomographic imaging for early lung cancer detection have begun to be realized (23) . The power of 3D imagery can be accessed only by using true 3D image processing techniques. Although there is a consensus in the cancer pathology research community on the value of 3D karyometry, the image processing and analysis methods used for this procedure are still largely based on the processing of separate 2D slices followed by a combination of the signatures extracted from planes in three orthogonal directions.
Here, we report on a novel method that applies optical tomographic imaging with isotropic, subcellular resolution and automated 3D karyometry to compute nuclear morphometric signatures of cultured normal and preneoplastic cells. We perform tomographic imaging of individual eukaryotic cells and use the reconstructed 3D cell images for quantitative morphometric analysis. We apply fast, novel image processing techniques to robustly segment the volumes of interest (VOIs) in the reconstructed 3D images and extract quantitative morphometric descriptors (or features) from the segmented image. Our techniques exploit the power of true 3D image processing rather than a slice-based approach. We do not use any a priori information on shape or size. We automated the entire image processing sequence to facilitate high-throughput analysis.
As an application of our methods, we demonstrate the existence of quantifiable morphometric variations associated with preneoplastic progression in human esophageal epithelium, a cytological manifestation resulting from a condition referred to as Barrett's esophagus (BE) (24) . BE is commonly characterized by the existence of polyploid cell populations that exhibit a variety of genetic alterations (25) . Because clinically the condition is allowed to progress through metaplasia and different degrees of dysplasia without surgical intervention(''watchful waiting''), it serves as an excellent model to understand relationships between genetic and cell cycle anomalies (26) . However, very little is known about the morphological correlates of these genetic abnormalities. We applied the developed image processing sequence to analyze cells from normal, metaplastic, and dysplastic esophageal epithelial cell lines that are representative of the neoplastic progression in BE and evaluated the efficacy of the extracted features in differentiating between the cell lines. The approach we present is applicable to any cell type that can be optimally stained for absorption light microscopy. To the best of our knowledge, this method is the first quantitative characterization of preneoplastic progression using single-cell computed tomography (CT) and automated 3D karyometry.
MATERIALS AND METHODS

Cell Culture
For our experiments, we used one normal and two preneoplastic cell lines derived from human esophageal biopsies. The normal variant is referred to as EPC2-hTERT (referred to as EPC2 henceforth), derived from human esophagus (27) , and abnormal variants are CP-A, derived from metaplastic, distal human esophagus, and CP-D, derived from a region of high-grade dysplasia (28) . On derivation cytogenetic analysis of the CP-A cell line showed 11.6% 4N fraction, deleted CDKN2A (p16), wild-type p53, and loss of heterozygosity (LOH) in chromosomes 9p and 5q (28) . Analysis of the CP-D cell line showed 19.8% 4N fraction, deleted p16, a single base pair deletion in TP53 codon 302, and 9p and 17p LOH. The EPC2 cells were found to have no mutations in either p16 or p53 (27) . The immortalized cell lines were karyotypically similar to their in vivo counterparts.
Immortalized human esophageal epithelial cells were cultured in GIBCO defined keratinocyte-serum free medium 13 (Invitrogen, Carlsbad, CA). The medium was supplemented with bovine pituitary extract (Invitrogen) and human recombinant epidermal growth factor (Invitrogen) before cell culture. Cells were grown as a monolayer in 25-cm 2 flasks with vented caps (BD Falcon, San Jose, CA). Cells were maintained in a humidified incubator at 378C and 5% CO 2 . Before experiments, adherent cells in a logarithmic growth phase were released with 0.05% trypsin (trypsin ethylenediaminetetraacetic acid [EDTA] 13 solution; Mediatech, Manassas, VA). To minimize the cells' exposure to trypsin, it was neutralized using medium containing keratinocyte-serum as soon as cells detached from the bottom of the cell culture flask (after 3-10 min, depending on cell type). The cells were then immediately fixed as a first step in sample preparation for tomographic imaging.
Sample Preparation
For our slide-based cell preparation and staining, we fixed the cells with CytoLyt (Cytyc, Malborough, MA) and smeared them onto a microscope glass slide (VWR, West Chester, PA) coated with 0.01% poly-L-lysine (PLL) (Sigma Aldrich, St. Louis, MO). Before coating with PLL, the slide was washed with 2% Decon Neutrad liquid detergent (Fisher Scientific, Fair Lawn, NJ) and then rinsed with de-ionized water. We stained the cells for a few minutes (cell line-dependent) in aqueous 6.25% w/w Gill's hematoxylin (Electron Microscopy Sciences, Hatfield, PA) solution, followed by bluing reagent (Fisher Scientific) for 30 s after washing thrice with filtered tap water. After dehydration through an ethanol series (50%, 95%, and 100%) and two washes with 100% xylene, the hematoxylin staining produces a dark blue nucleus and a lighter cytoplasm. Optimal staining is the key to tomographic imaging of cells. Because proper staining is highly dependent on experimental conditions (including pH of the water used), we carried out multiple trials to optimize the concentrations of reagents and durations of protocol steps. The stained cells were finally embedded into a special carrier gel (Smart Gel; Nye Lubricants, Fairhaven, MA), and the resulting mixture was loaded into a glass syringe (Hamilton, Reno, NV) for tomographic imaging.
Image Acquisition and 3D Reconstruction
We performed optical tomographic imaging of individual, eukaryotic, hematoxylin-stained cells using a CT instrument (VisionGate, Gig Harbor, WA). The cell CT instrument provides isotropic spatial resolution of 350 nm, circumventing viewing angle and depth of field limitations (Supplementary Material). Cells were imaged sequentially by flowing them in a carrier gel through a rotating glass capillary. Operator-based, manual cell selection was performed to ensure that only wellstained, intact cells with interphase nuclei were imaged. For each selected cell, 500 projection images were acquired at uniform angular intervals of 0.728 during a full 3608 rotation of the capillary. Projection image acquisition took 1 min per cell. The carrier gel enabled transport of cells through the capillary and supported them, preventing tumbling and drift, as the capillary was rotated. After projection acquisition, a spatially registered stack of well-focused images spanning the entire cell was acquired for subsequent 2D image analysis. The imaged cell was finally transported to a waste reservoir by pressurization of the gel-filled syringe, and the next cell was advanced into the field of view.
The acquired projection images were used to reconstruct the 3D image of each cell using a filtered back-projection algorithm (29) . All projections were de-noised and aligned before reconstruction to remove pattern noise artifacts and to compensate for mechanical jitter and run-out of the capillary, respectively. One hundred cells from each cell line were imaged, and the tomographically reconstructed 3D cell images were used for quantitative morphometric analysis.
3D Image Processing and Feature Extraction
To achieve high-throughput analysis, we used Matlab software (Mathworks, Natick, MA) to automate the 3D image processing sequence. The voxel resolution of our analysis modules was equal to the imaging system resolution of 350 nm.
Segmentation
We developed robust, fully automated image processing techniques to segment the VOIs in the 3D cell images and subsequently extract several quantitative morphometric descriptors from the segmented images. The three analyzed VOIs were the cell, the nucleus, and hyperdense agglomerations of DNA within the nucleus, including the nucleoli. In this article, we refer to this third VOI loosely as nucleoli. We note that the term ''nucleoli'' in this context may include dense agglomerations of DNA, which are not nucleoli, as well. Because of the nonspecific nature of hematoxylin staining, it is not possible by hematoxylin staining alone to distinguish true nucleoli from dense DNA microstructures.
A wide spectrum of 3D segmentation techniques with varying degrees of complexity, accuracy, and operator intervention have been proposed. Our choices of segmentation algorithms were based on the strong contrast between the VOIs produced by optimal hematoxylin staining and the requirements for complete automation and high throughput. The high affinity of the stain for DNA allows reliable differentiation between the nucleus and the cytoplasm. The hematoxylin also provides sufficient contrast between the cytoplasm and the background by virtue of its affinity for basophilic substances in the cytoplasm. The strong absorption contrast conferred on cells by the stain made our segmentation technique inherently robust to background noise in the image. We extracted VOIs from the 3D images using a combination of adaptive thresholding and gradient-based algorithms that generated gray-level intensity thresholds. We achieve fast, robust 3D segmentation by calculating the intensity thresholds from three orthogonal maximum intensity projection (MIP) images of the 3D volume. MIP images are usually used for visualization, but we exploited their high signal-to-noise ratio (SNR) to facilitate robust 3D segmentation. After deriving the intensity thresholds from the MIPs, we applied them to the 3D volume in conjunction with connectivity and minimum VOI volume constraints.
For each MIP image, the segmentation technique involved three major steps. We first calculated the threshold intensity corresponding to the cell membrane using the technique proposed by Rosin (30) . We found this technique to be appropriate, given the predominantly unimodal nature of the image histogram (most voxels are in the background). We computed the threshold intensity for the nuclear membrane using a gradient-based approach. This approach was motivated by the high contrast rendered by the hematoxylin stain. We calculated the gradient magnitude image from the x-and y-gradients and then thresholded it at the value corresponding to the strongest gradient. The nuclear membrane boundary was determined from the thresholded image, and the membrane threshold intensity was taken as the average of all the pixels in the computed boundary. Lastly, we obtained the threshold intensity corresponding to nucleoli by applying the Otsu method (31) to the inverted intensity image of the segmented nucleus because it exhibited a strongly bimodal histogram. The minimum of the three computed thresholds for each VOI (one from each of the three MIP images) was chosen to be the intensity threshold for the VOI in the volumetric cell image. The choice of minima was motivated by the physics of MIP image formation, which preserves the strongest intensity value along each ray traversing the image volume. We generated segmentation masks for the cell, the nucleus, and the nucleoli by applying the corresponding threshold intensities to the entire image volume. We derived the 3D mask geometry ORIGINAL ARTICLE by applying a connected component labeling algorithm with 26-connectivity constraint. The computed segmentation masks were applied to the 3D cell image to delineate the VOIs.
Feature Extraction
We computed a total of 41 morphological and textural features for each cell based on established formulae extended to three dimensions as appropriate (9, 20, 32) . These features are enumerated in Table 1 . We chose these features for their intuitive correlation to nuclear structure by biologists and cytopathologists. We used three types of texture features: statistical, discrete, and Markovian. Although the computation of statistical and discrete texture features is standardized, there are multiple approaches to derive Markovian features. We computed the Markovian texture features using the popular co-occurrence matrix method developed by Haralick et al. (33) . For each VOI, we computed 26 gray-level co-occurrence matrices (GLCM), corresponding to the 26 directions around a voxel, and averaged the results to obtain one representative value per VOI for every computed Markovian feature. The GLCM dimension was 256 3 256, corresponding to the gray level range in our 3D imagery. The GLCMs were computed along 26 directions around the center of mass of the segmented nucleus. The voxel offset (d) dictates the granularity of the texture being computed. Although textural variations can occur for a range of voxel offsets, our objective was to capture coarse textural variations in the chromatin organization. Because the nucleolar compartment consists of the largest dense blobs within the nucleus, we chose a voxel offset (d) value of 8, equal to the largest average nucleolus width among the cell lines (occurred in CP-A). The morphological and textural feature data computed for each cell line were automatically stored in spreadsheet files (Microsoft Excel).
Data Analysis
We used Origin 8.0 software (OriginLab, Northampton, MA) to statistically characterize distributions of the extracted 3D nuclear morphometric feature data, and to compute histograms revealing quantitative differences between corresponding features in different cell lines. For each cell line, we computed the mean and standard deviation of each feature metric to readily comprehend how the features varied among the three cell lines.
RESULTS
Segmentation
The segmentation results superimposed on the MIP images are shown in Figure 1 . The cell boundary is shown in cyan, the nuclear boundary in red, and the nucleolar outlines in green. The computed thresholds are indicated on the line scan of Figure 1h . The computed boundaries closely approximate the apparent object boundaries. To qualitatively evaluate the performance of our segmentation techniques, algorithmically computed volumes were compared with results of manual segmentation for a random subset of the cell images. Manual segmentation of selected cell volumes was performed by a single operator using Volview software (Kitware, Clifton Park, NY). The automatically computed and manually delineated nuclear volumes were observed to be most comparable, whereas the largest disparity was observed between nucleolar volumes. Nucleolar volumes tended to be slightly underestimated, and cell volumes slightly overestimated by the automated segmentation method. The observed trends in segmentation performance were similar in cell images from all three lines.
Morphological Characterization of Cell Lines
Morphological features directly correlate with the physical structure of cells and the spatial relationships among subcellular components. Our nuclear texture features reflect the spatial organization of chromatin. We used three types of texture features to quantify chromatin texture. Statistical features indicate the distribution of nuclear DNA with respect to density and location. Discrete texture features characterize the uniformity of DNA distribution within the nucleus. Markovian texture features quantify the degree of spatial correlation (8) Cell volume, nuclear volume, nucleus-to-cytoplasm volume ratio, number of nucleoli, total nucleolar volume, mean nucleolar volume, mean nucleolar margination (from nucleus center), nuclear sphericity Descriptive texture (5) Integrated optical density, mean optical density, variance in optical density, skew in optical density, kurtosis in optical density Discrete texture (24) Number of objects in low, medium, and high DNA condensation states (3), volume fraction of each condensation state (3), optical density fraction of each condensation state (3), average extinction ratio of each condensation state (3), compactness of each condensation state (4), average distance of voxels in each condensation state from nucleus center (4), average distance of center of each condensation state from the nucleus center (4) Markovian texture (4) Energy, contrast, correlation, homogeneity a Numbers in parentheses indicate the number of features of a given type.
between gray-level values and reflect the directional organization of nuclear DNA. Significant differences were observed in the morphology and nuclear DNA organization between normal, metaplastic, and dysplastic cells. A representative volume rendering of one cell from each line is shown in Figure 2 . Quantitative analysis of the feature data from 100 images of each cell line revealed statistical variations between the cell lines. Histograms of selected morphometric features are illustrated in Figure 3 . Statistics of these features are detailed in Table 2 . From the computed histograms, we observe the following morphometric hallmarks of preneoplastic progression: increased nuclear size (Fig. 3b) , increased nucleus-to-cytoplasm volume ratio (N/C) (Fig. 3c) , and elevated nuclear content (Fig. 3d) . These features increase consistently in the order: EPC2 (normal) \ CP-A (metaplastic) \ CP-D (dysplastic), with the largest differences, especially in nuclear content, between metaplasia and dysplasia. A similar trend is observed in the cell size (Fig. 3a) . In Figure 3e , EPC2 nuclei are closest to spherical amongst all three cell types. The relatively larger sphericity variance in CP-A and CP-D compared with EPC2 cells suggests increased shape heterogeneity in the abnormal cell populations. Notable differences exist in total nucleolar volumes between the cell types (Fig. 3f) , with abnormal cell types exhibiting increased nucleolar content. The average distance of the nucleoli from the nuclear center of mass (nucleolar margination; Fig. 3g ) increases considerably in CP-A (1.55 lm) and even more in CP-D cells (2.24 lm) compared with EPC2 (1.12 lm). The heterogeneity (relatively large standard deviation) of this feature in CP-A cells is noteworthy. It suggests, among the metaplastic cell population, the existence of a subpopulation progressing toward dysplasia. The significant nucleolar margination in the CP-D cell line points toward repositioning of the nucleoli close to the nuclear periphery as cells transform from normal to high-grade dysplasia. The observed differences in the texture features also suggest considerable alterations in the chromatin distribution among the studied cell lines. There are an increased number of high-density DNA agglomerations (clumps) in CP-D cells compared with CP-A and EPC2 cells (Fig. 3h) . The volume fractions of the moderate-density DNA regions are higher in CP-D compared with EPC2 and CP-A cell lines (Fig. 3i) . Conversely, volume fractions of high-density DNA are lower in CP-D than in CP-A or EPC2 cells (Fig. 3j) . High-grade dysplastic cells have a larger number of smaller, high-density DNA clumps than normal and metaplastic cells. The Markovian contrast is increased in CP-D compared with the other two cell lines, indicating a larger variation in DNA density (Fig. 3k) . The Markovian energy is lower in CP-D than in CP-A and EPC2 cells, indicating a more heterogeneous chromatin distribution in dysplastic cells (Fig. 3l) . A common trend observed in these results is the decreased uniformity in chromatin distribution and increased DNA agglomeration into medium-density clumps as the cells transform toward cancer. The high degree of variability in metaplastic and dysplastic cell features confirms the known, marked heterogeneity in tumor cell populations.
To determine the nature of chromatin textural variations across length scales, we compared the Markovian feature distributions computed using our chosen voxel offset value of 8, with other offset values such as d 5 1, 5, and 10. The statistical distributions for both Markovian features were observed to be consistent ( Table 3 ), indicating that similar textural variations indeed exist at multiple granularities. Use of a very small offset such as d 5 1 may not be advisable because of noise artifacts. Use of large offsets (d [ nuclear radius) is likely to yield misleading results because of inclusion of voxels outside the nuclear volume.
DISCUSSION
Genetic and epigenetic abnormalities implicated in cancer initiation and progression inevitably alter the nuclear landscape, resulting in shape, size, and textural irregularities in the nucleus. Improvements in powerful imaging and data analysis technologies have facilitated the development of quantitative nuclear morphometry as a sensitive tool to identify malignancy-associated changes for a variety of cancer types (5, 8, 13, 14, 34) . Previous studies have demonstrated the potential of automated biosignature feature extraction to classify or monitor neoplastic progression stage using a variety of methods. These include 2D analysis of absorption-stained tissue sections using hematoxylin (8) or Feulgen stains (12) , 2D analysis of epi-or confocal fluorescence imagery of stained One hundred 3D cell images of each cell type were used for the analysis. Forty one features were computed using automated 3D image processing. Significant variation is observed in the computed morphological features. Abnormal cells are characterized by (a) increased cell size, (b) increased nuclear size, (c) increased nucleus to cytoplasm (N/C) volume ratio, (d) increased nuclear content, (e) greater deviation from sphericity, (f) increased nucleolar volumes, (g) increased margination of nucleoli toward the nuclear periphery, (h) higher number of high-density DNA clumps in the nucleus, and (i-l) increased textural variations in the chromatin distribution.
nuclei (35) , and 3D analysis of confocal scanning laser microscopy of stained nuclei (21, 22) . Some of these methods have been advanced as attractive options to improve the efficacy of early cancer detection. There exists ample motivation to pursue the clinical application of automated, quantitative cytometry because tissue biopsies, brushings, and fine-needle aspirates are often readily available in current, routine clinical practice.
Our experimental results demonstrate the potential of absorption-stained optical cell tomography and 3D karyometry for quantitative characterization of structural alterations in preneoplastic progression. The variations in morphology between normal and abnormal cells suggest that these measurements may provide a useful complement to cytogenetic analysis. Direct comparisons can be performed among different cell lines to quantify their varying structures and chromatin textures. The isotropic spatial resolution of tomographic imaging provides an unbiased means for precise determination of linear and volumetric dimensions of subcellular features and compartments in 3D space without any digital interpolation of acquired data. The developed image processing methods enabled quantitative characterization of cellular and nuclear volumes and nuclear DNA distribution patterns and their alterations in esophageal epithelial cells in different stages of preneoplastic progression. We envision that our approach will provide robust tools to identify, characterize, and study biosignatures sensitive to early nuclear structure and chromatin distribution changes associated with abnormal cell functioning and carcinogenesis.
The main objective of this work was to develop a fully automated computational method for high-throughput karyometric analysis of imagery acquired using single-cell CT. Although our results point to the utility of our approach, the current framework can be easily extended to seamlessly incorporate additional data-processing capabilities, including segmentation techniques to delineate other targets of interest from the cell images, extraction of additional morphometric descriptors, and statistical mining of the multidimensional feature space. The flexibility of our approach extends across cell types and enables evaluation of any scientific hypothesis that would benefit from accurate, true 3D microanalysis. The proposed methodology serves as a foundation for further research and is open to several extensions that would circumvent current limitations. From a biological perspective, the effect of cell cycle on morphology is an important criterion, which was not considered in this study but is presently under investigation. The mechanism of the stain is a second important point to be borne in mind when interpreting morphological trends. Image contrast is imparted by the binding action of hematoxylin to acidic functional groups in the cell. The choice of hematoxylin for nuclear staining was motivated by its ubiquitous use to highlight nuclear structure variations in diagnostic cytology. Quantitative absorption stains such as Feulgen would, however, be more appropriate to quantify features such as nuclear DNA content. Sufficient care should be exercised during sample preparation to ensure that cells are not damaged and are optimally stained. Although staining variations can be compensated by data normalization, there are certain unavoidable consequences of nonoptimal staining. Understaining adversely affects segmentation performance, whereas overstaining obscures fine morphological detail, biasing inferences made from the feature data. Robust feature extraction depends on correct segmentation. Understained and overstained cells may be excluded from analysis by an experienced cytotechnician. Use of eosin as a counter stain to enhance cytoplasmic detail was found to improve segmentation accuracy.
From a methodological perspective, our MIP-based segmentation approach is novel yet simple. The proposed segmentation techniques were found to provide satisfactory accuracy for optimally stained cells while being amenable to highthroughput analysis. The presence of a single cell per image further reduced the segmentation complexity. However, the biological functionality of our VOI has the potential to impact the performance of our segmentation techniques. For instance, accurate segmentation of nucleoli may depend on the density and distribution of ribosomal RNA (rRNA) because nucleoli are sites of rRNA synthesis. Fluctuations in image intensities within putative nucleoli may be attributed to these density variations. Consequently, we observe an occasional undersegmentation of nucleoli using our approach. Preliminary investigations evaluating the performance of techniques such as 3D region growing (36) and deformable surfaces (37, 38) indicate that such methods hold promise when implemented with correct model parameters. The masks from our current segmentation techniques can be used as initial surfaces for these algorithms. Validation of computer-segmented VOIs requires comparison with manual segmentation along with computation of intra-and interobserver differences. Manual segmentation of 3D images is currently under development.
The availability of multidimensional features provides fertile ground for data mining procedures such as feature selection and classification. Supervised classification models could be developed based on individual cell lines and their efficacy tested on mixed cell populations (39) . Although the quantitative variations we found between the feature data from different cell lines allow discernment of different stages of preneoplastic progression on the basis of morphology, the overlapping distributions of the feature data point toward the need for a larger sample size to support stronger inferences. Power analysis and statistical methods to determine the set of most discriminatory features are currently in progress. We are extending our imaging modality to fluorescence mode, to facilitate investigations of cell dynamics and function. The addition of 3D immunofluorescence imaging holds promise to reveal, among others, correlations between chromosomal abnormalities or specific tumor suppressor and oncogene mutations and higher-order chromatin structure, and, further, how these factors may engender or influence gene expression patterns that predispose to cancer. The use of cell lines circumvents the problems encountered in highly heterogeneous biopsies. However, an immediate goal is to apply our technique to disaggregated biopsy material. Perhaps most efficacious of all would be to extend the capacity of high-resolution 3D optical tomography to characterize intact biopsy specimens, which are inherently 3D. Although technically daunting, 3D tissue architectural evaluation coupled with sensitive quantification of abnormal cells' nuclear morphology would provide tremendous added detection value because, for example, stromal components and vascularity might be included in the analysis.
