We propose a new way to derive tractable robust counterparts of a linear program by using the theory of Beck and Ben-Tal (2009) on the duality between the robust ("pessimistic") primal problem and its "optimistic" dual. First, we obtain a new convex reformulation of the dual problem of a robust linear program, and then show how to construct the primal robust solution from the dual optimal solution. Our result allows many new uncertainty regions to be considered. We give examples of tractable uncertainty regions that were previously intractable. The results are illustrated by solving a multi-item newsvendor problem. We also apply the new method to the globalized robust counterpart scheme and show its tractability.
Introduction
Robust Optimization (RO) is a paradigm for dealing with uncertain data in an optimization problem. Parts of RO originate from the seventies and eighties (Soyster 1974 , Thuente 1980 , Singh 1982 , Kaul et al. 1986 ), but most of the existing theory and applications followed after new results in the late nineties Nemirovski 1998, El Ghaoui and Lebret 1997 ). An extensive overview of RO is given in ) and the survey (Bertsimas et al. 2011) . The basic idea of RO is that constraints have to hold for all parameter realizations in some given uncertainty region.
Currently, two tractable methods to solve an RO problem can be distinguished. Both methods are applied constraint-wise, i.e. they reformulate individual constraints. The first method uses conic duality (e.g. used by ), while the second method uses Fenchel duality (Ben-Tal et al. 2015) . However, there are still some uncertainty sets for which both methods may not produce explicit tractable robust counterparts (RCs).
The purpose of this paper is to present a new method for robust linear programs, based on the result "primal worst equals dual best" ), which gives tractable optimization problems for general convex uncertainty regions. In Section 3, we give examples of uncertainty sets where the new method generates explicit tractable robust counterparts, whereas the classical methods result in intractable RCs.
We also apply the new method to the globalized robust counterpart (GRC) model. In this model, there are two convex uncertainty regions, where the constraint must hold for uncertain events in the smaller uncertainty region, while the violation of the constraint for the events in the larger region is controlled via a convex distance function. We show that the GRC can be formulated as well as an ordinary robust linear program with a (different) convex uncertainty region, which implies that it can be solved efficiently with the method presented in this paper.
A method for deriving a tractable dual of the Robust Counterpart
Consider the following Linear Conic Program (LCP):
where K is a closed convex cone and I is a finite index set. If K is the nonnegative orthant R n + , (LCP) is an LP in canonical form. Other common choices for K are the second-order cone and the semidefinite cone. This setting is more general than the title of this paper indicates, but we will only allow uncertainty in the linear constraints and want to avoid confusion with robust conic optimization. We will use the prefix D for the dual, O for the optimistic counterpart, and R for the robust counterpart. The dual of (LCP) is given by:
where K * is the dual cone of K and I is a finite index set. Assume that a i are uncertain, but known to reside in some convex compact uncertainty region
where f ik are given closed proper convex functions and K is a finite index set. The robust counterpart of (LCP) is given by:
(R-LCP) is a semi-infinite convex optimization problem since it has a linear objective, x is finite dimensional, and the feasible region is the intersection of infinitely many half spaces. Since (R-LCP) is convex, a local optimum is also a global optimum. Numerical methods that find this optimum cannot be applied because of the semi-infinite representation. Current RO rewrites constraint (1) to a finite set of constraints, which works for a limited set of functions f ik . The optimistic counterpart of (D-LCP) is given by:
A result by Beck and Ben-Tal (2009) is that (OD-LCP), which is optimistic since it has to hold for a single a i , is a dual problem of (R-LCP), which has to hold for all a i . Moreover, the values of (R-LCP) and (OD-LCP) are equal if (OD-LCP) is bounded and satisfies the Slater condition. Less general but similar results can be found in (Falk 1976 , Römer 2010 , Soyster 1974 , Thuente 1980 . (Dantzig 1963, p. 434) . It contains the product of variables y i a i and is in general nonconvex. However, it will be shown that (OD-LCP) can be converted to a convex program.
Dantzig mentions substituting v i = y i a i and multiplying the constraints containing f ik with y i as a solution approach to GLPs (Dantzig 1963, p. 434) , which has already been applied to the dual of LPs with polyhedral uncertainty by Römer (2010) . When we apply this to (OD-LCP), we get the following convex optimization problem:
Here is a short proof of the convexity of y i f ik (v i /y i ) on R n × R + \{0} that uses convex analysis:
from which it follows that g ik is jointly convex since it is the pointwise supremum of functions which are linear in v i and y i .
While (R-LCP) is difficult to solve because it has an infinite number of constraints, (COD-LCP) does not have "for all" constraints. For some popular choices of f ik for which an exact reformulation of (R-LCP) is known, (COD-LCP) is at most as difficult to solve as (R-LCP). For instance, when the uncertainty region is polyhedral, (R-LCP) can be reformulated as an LP, and (COD-LCP) is also an LP. When the uncertainty region is an ellipsoid, (R-LCP) can be reformulated as a conic quadratic program, and (COD-LCP) is also a conic quadratic program.
Dantzig notes that (OD-LCP) and (COD-LCP) are equivalent only when v i = 0 is not possible if y i = 0, since otherwise v i = y i a i does not hold. We call this the substitution equivalence condition.
The following lemma shows that this condition is automatically satisfied:
Lemma 1 Assume that the uncertainty region is bounded. Then (3) enforces the substitution equivalence condition.
Proof. Proof Let i ∈ I and let y
. It remains to show that a nonzero v * i is infeasible. Assume to the contrary that v * i = 0 is feasible. Let us first construct two points where
In particular, for λ = 0.5 and the above two points, we get g ik ((cv
So, the uncertainty region recedes in the direction of v * i , contradicting boundedness. In practice it is often necessary to have the primal robust solution x of (R-LCP), instead of the solution of (COD-LCP). The following theorem shows how x can be recovered from an optimal solution of (COD-LCP).
Theorem 1 Assume that (COD-LCP) is bounded and satisfies the Slater condition. A KKT vector of constraint (2) corresponds to an optimal solution x of (R-LCP).
Proof. Proof First, we show that the dual variables associated with constraint (2) are the optimization variables of (R-LCP). The Lagrangian of (COD-LCP) is given by:
and hence, (R-LCP) is given by:
where in the second equality the substitution a i = v i /y i is made. If an optimal value is attained at y i = 0 (and consequently at v i = 0) before the substitution, then any feasible a i is optimal after the substitution. The problem in the last equality is indeed (R-LCP).
Since (COD-LCP) is bounded and satisfies the Slater condition, a KKT vector exists (Rockafellar 1970, Theorem 28.2 ). An optimal x of (R-LCP) is equal to a KKT vector (Rockafellar 1970, Corollary 28.4 
.1).
This theorem is useful in practice because many solvers can output a KKT vector. There is also another way to obtain a solution of (R-LCP), similar to the method mentioned used by Soyster (1974) . The idea is to use the "dual best a i " as the "primal worst a i ": translate a solution of (COD-LCP) to a solution of (OD-LCP), then fix the variables a i , remove the constraints on a i , and dualize that problem with respect to y i . The result is a problem similar to (LCP), where the vectors a i have been replaced with "worst case" a i . We call this problem (M-LCP). This method only works if (COD-LCP) has a unique optimal a i , and if (M-LCP) has a unique optimal x (Soyster 1974) . Then, the value of (M-LCP) equals the value of (OD-LCP), and x is both feasible and optimal for (R-LCP).
The main advantage of our method is the fact that we use the perspectives of the original functions that define the uncertainty region, while existing methods in RO use the perspective of the conjugate functions to reformulate the "for all" constraints in (R-LCP) (Ben-Tal et al. 2015) ; the latter may not result in closed-form formulations for many uncertainty regions. We give examples of the above in Section 3.
There may be an additional computational advantage as the number of variables and constraints in (COD-LCP) can be smaller, compared to results obtained with existing RO techniques. For example, the latter may require an explicit conic representation (e.g. see , Theorem 1.3.4)) which can significantly increase the number of variables and constraints.
Our method also has two disadvantages that is inherent to solving the dual problem. First, it cannot directly be applied to problems with integer variables (however, it can be used to solve LP relaxations such as those needed in cutting plane and branch & bound methods). Second, the primal solution has to be recovered from the KKT vector. This means that the dual problem has to be solved to high accuracy for otherwise the accuracy of the primal solution may suffer. However, the actual effect on the optimal primal objective function can be assessed by the duality gap. We show this in our numerical example in Section 5.
New tractable uncertainty regions
In this section we present three examples of uncertainty regions for which the robust counterpart cannot be obtained using the traditional approach:
1. The first example is given by problems in which several scenarios for the parameters can be distinguished, but the probabilities on these scenarios are not known. Suppose these unknown probabilities can be estimated based on historical data, and an optimization problem has a constraint involving these probabilities. An example of this is a constraint on expected value. For such problems, a wide class of uncertainty regions is given in terms of the distance between the real probability vector p and a historical estimatep, both indexed by the scenario s from a finite scenario set S:
where d is the distance measure and ρ is the level of uncertainty. Note that the constraint s∈S p (s) = 1 is not necessary for the following results to hold, so p does not need to be a probability vector. We consider several classes of distance measures:
(a) The first class of distance measures that contains previously intractable cases is φ-divergence, which for a convex function φ that satisfies Tal et al. (2013) show how to choose ρ in (4) based on historical observations, and give tractable robust counterparts for several choices of φ.
One example for which their method does not give a tractable reformulation is the Matusita distance (Matusita 1967) , where φ(t) = |1 − t α | 1/α for given α ∈ (0, 1).
(b) The second class of distance measures is based on the Bregman distance, which is given by (Bregman 1967) :
where g is real-valued, continuously-differentiable and strictly convex on the set of probability vectors. The Bregman distance is convex in its first argument. Previously, uncertainty regions were intractable for many choices of g, while with our results any g gives a tractable optimistic counterpart.
(c) The third class of distance measures is the Rényi divergence (Rényi 1961) :
where α > 0 and α = 1. After some rewriting, an uncertainty region based on this distance measure can also be reformulated using Fenchel duality (Ben-Tal et al. 2015) . However, the rewriting is not always possible, e.g. when this divergence measure is clustered with other distance measures (Banerjee et al. 2005 ), while our result can then still be applied.
2. The second example of new tractable uncertainty regions is when the uncertainty region contains an uncertain parameter B ij :
where g ijk and h ik are convex functions and B ij , a 0 i are vectors. The same substitution we applied to (OD-CLP), can also be applied to this uncertainty region. Let v ij = ζ ij B ij . The uncertainty region U i can be rewritten as:
which is convex, and hence, leads to a tractable optimistic counterpart. We mention three cases where this uncertainty region appears: (a) First, it appears in factor models where the parameter a i is estimated as a 0 i + j ζ ij B ij with uncertainty in both the factors ζ i and the coefficients B ij . For example in finance, the return of an asset can be approximated by µ + V f , where f are the factors that drive the market (Goldfarb and Iyengar 2003) .
(b) Second, it appears in a constraint containing the steady-state distributions of a Markov chain, where the transition probabilities are uncertain. The uncertainty region then looks as follows:
where B j are the columns of the matrix with transition probabilities. Markov chains with column-wise uncertainty in the transition matrix were also considered by Blanc and den Hertog (2008) .
(c) Third, it appears in a constraint on the next time period probability vector p i of a Markov chain when there is uncertainty both in the transition matrix and in the current state:
where B j are the columns of the transition matrix and p 0 i is the current probability vector.
The third example of new tractable uncertainty regions is illustrated by the following robust
constraint:
where the functions h ij are convex. For many choices of h ij this constraint is not tractable. To show that it can be solved with our method, we first move the nonlinearity to the uncertainty region:
and then obtain an equivalent constraint by taking the convex hull of the uncertainty region:
This transformation has also been applied by Ben-Tal et al. (2015, p. 20) , but they require a closed form for the convex conjugate of h ij to reformulate this constraint. With our method, this linear constraint with a convex uncertainty region is tractable for any convex h ij .
Globalized Robust Counterpart
A robust constraint holds for all realizations of the uncertain parameters in the uncertainty region. If this region contains all "physically possible" events, the RC may result in a very pessimistic solution. Ben-Tal et al. (2006) proposes the globalized robust counterpart (GRC) model, which may be used to reduce the conservatism of the RC (also see (Ben-Tal et al. 2009, Chapter 3) ).
Here we use a slightly modified version. Let U i = {a i : f ik (a i ) ≤ 0 , ∀k ∈ K} be the set of "physically possible" realizations, and let a smaller set U i = {a i : g ik (a i ) ≤ 0 , ∀k ∈ K} ⊂ U i contain the "normal range" of realizations. We define the GRC as:
where h i is a nonnegative jointly convex distance-like function for which h i (a i , a i ) = 0 for all a i in U i . Examples are norms and φ-divergence measures. The second term on the right-hand side of (5) expresses the allowable violation of the constraint and is equal to 0 if a i is in the smaller set U i .
We now show that (5) can be reformulated as a linear constraint with a convex uncertainty region. Constraint (5) is equivalent to:
which in turn is equivalent to:
This is indeed a linear constraint with a convex uncertainty region. We will now show how the GRC can be formulated. Consider the following Globalized Robust program:
whose optimistic dual is:
We substitute v i = y i a i , v i = y i a i and w i = y i d i and multiply constraints (6)- (8) with y i :
Note that the product y i a i does not appear in (OD-GRC), but that the substitution v i = y i a i is still necessary to make (COD-GRC) convex. From the objective and (9) it is clear that the substitution equivalence condition holds for w i even though the uncertainty region is not bounded in d. For the tractability of (COD-GRC), all results regarding the functions that define the uncertainty region
After substituting w is = p (s) i x and multiplying (11) and (12) with x, the convex reformulation becomes:
(COD-NV) max x≥0,y≤0,z≤0,w≥0 γx + i∈I,s∈S
We take α = 0.5, γ = 100 and for all other parameters we take the same values as reported by Ben-Tal et al. (2013) . This means that there are three scenarios per item, corresponding to low (d i are assumed to be exact, with AIMMS 3.11 and KNITRO 7.0. First, we check the conditions of Theorem 1. (COD-NV) is feasible for ρ = 0, and the solution is a Slater point of (COD-NV) for larger ρ. By (15) all w is are forced to 0 if x = 0. Lastly, we have observed numerically that (COD-NV) is unbounded for ρ larger than 0.0306. This means that the primal problem is infeasible for ρ larger than 0.0306. The robust optimal Q and u are the elements of a KKT vector corresponding to constraints (13) and (14), respectively. As mentioned, we may have to verify the quality of the KKT vector. First, we check whether it is feasible to (R-NV). The constraint violation of (10) can be computed by maximizing a linear function over a convex set, and was found to be at most 1.5 · 10 −5 among all solutions. Second, we need to verify optimality by comparing the objective values of (R-NV) and (COD-NV). We observe both positive and negative relative differences of at most 2.0 · 10 −4 . So, the quality of the KKT vector reported by the solver is accurate for this particular problem. The optimal order quantities and corresponding ordering costs are listed in Table 2 for different values of ρ.
For every solution we have uniformly sampled 10,000 p matrices from the uncertainty region, and computed the corresponding expected profit. Because implementing the robust solution requires a larger investment, the following comparison is based on the expected return, which is obtained by dividing the expected profit by the total ordering costs. The mean value and the range of these expected returns are listed in Table 3 . As can be seen from this picture, the mean value for the nonrobust solution is often worse than the worst case for the robust solution. We will explain why the robust solution performs much better using the expected return of a single item. In the same way as for all items together, we have computed the expected return for item 3 (Figure 1) . The peak at ρ = 0.022 is not a simulation inaccuracy, but it is caused by buying a larger number of items than for slightly larger or smaller ρ. The largest increase in expected return is between ρ = 0 and ρ = 0.005, for which the order quantity increases from 4.00 to 5.87 (Table 2) . The profits for item 3 in the three scenarios are (12, −8, −18) for Q 3 = 4.00, and (3.6, 7.0, −3.0) for Q 3 = 5.87. So, with a slightly larger investment, the variation of the profit becomes much smaller, and hence, deviations in the probabilities on the scenarios have a smaller impact on the expected profit. This reduces the range of the expected return of the the robust solution, which can be seen in Figure 1 . In total, six items show this behaviour. One of these (item 10) is more robust only for ρ between 0.003 and 0.012. For five items the robust order quantity is the same as the nonrobust order quantity and hence they do not have better robust performance. One item (item 2) has slightly worse robust performance. Table 3 : Simulation results of the expected return for the robust and nonrobust solutions for the multi-item newsvendor problem. 
