Abstract
A single oriented ellipse was presented and subjects reported its direction of tilt relative to vertical. The elongation of the stimulus could take two values; we refer to the most elongated type of ellipse as a "high reliability" stimulus and the less elongated type as a "low reliability" stimulus. Feedback was provided by briefly turning the fixation cross red (error) or green (correct) after the response was given. (B) The subject-averaged data (filled circles) and model fits (curves) reveal that sensitivity was higher for stimuli with high reliability (black) compared to those with low reliability (red) 
Discrimination task
On each trial, the subject was presented with a single ellipse (67 ms) and reported whether it 157 was tilted clockwise or counterclockwise with respect to vertical (Fig. 1A) . Trial-to-trial Visual search without external uncertainty (condition A) 169 In this condition, subjects were on each trial presented with four oriented ellipses. On half of 170 the trials, all ellipses were distractors. On the other half, three ellipses were distractors and one 171 was a target. The task was to report whether a target was present. Targets were tilted μ degrees 172 in clockwise direction from vertical and distractors were tilted μ degrees in counterclockwise 173 direction. The value of µ was customized for each subject (Table 2) such that an optimal 174 observer with sensory-noise levels equal to the ones estimated from the subject's 175 discrimination-task data had a predicted accuracy of 85% correct. Stimulus display time was 176 67 ms and each stimulus was presented with an ellipse eccentricity of either 0.80 ("low 177 reliability") or 0.94 ("high reliability"). On each trial, the number of high-reliability stimuli was 178 drawn from a uniform distribution on integers 0 to 4 and reliability values were then randomly 9 distributed across the four stimuli. Feedback was provided in the same way as in the 180 discrimination task. The task consisted of 1500 trials divided equally over 12 blocks with short 181 forced breaks between blocks. The three visual search conditions with external uncertainty and short display time were
188
identical to the condition just described, except that the orientations of the target and distractors
189
were no longer fixed, but instead drawn from partly overlapping Gaussian distributions (Fig. 190 1D). These distributions had means µ and −µ, respectively (see above), and a standard deviation
191
σexternal. The value of σexternal was customized for each subject ( noise level associated with a stimulus, σi, differed for stimuli with low and high reliability. In 233 the three conditions with unlimited display time (conditions E-G), we assume σi to be 0.
234
We mentioned earlier that optimal observers -just like good detectives -weight each cue 235 by its reliability. In the visual search task, each stimulus observation, xi, is a cue. Equation (2) 236 demonstrates that the optimal observer indeed weights these cues by their reliability: the larger 237 the sensory noise, σi, the smaller the magnitude of the local evidence for target presence, 
254
The optimal local decision variable is the special case in which the assumed level of noise is 255 identical to the true level of noise with which stimuli are encoded, ˆi i   .
256
Suboptimality 2: computational noise. The second kind of suboptimality that we 257 incorporate in the model is "computational noise" on the global decision variable,
where η is a zero-mean Gaussian random variable with a standard deviation of σcomputational. One Based on this equation, we implement a 3×2 factorial set of models (Table 4 ). The first factor high-reliability stimuli, but possibly using weights that deviate from the optimal ones. 
282
The second factor determines the presence of computational imperfections: 
Fig. 2. Four types of suboptimality that produce near-normally distributed errors in the global decision variable.
We simulated 1 million trials of the visual search task and computed for each trial the global decision variable in four suboptimal variants of the optimal model. The histograms (gray areas) show the distributions of the error in these suboptimal decision variables relative to the optimal one. In the first variant, local decision variables were corrupted by Gaussian noise (top left). In the second and third variants, local decision variables were computed using incorrect values for the mean (top right) or standard deviation (bottom left) of the stimulus distributions. In the last variant, local decision variables were computed using incorrect sensory weights (bottom right). All four distributions are reasonably well approximated by a Gaussian distribution (black curves). This suggests that the behavioral effects of these suboptimalities can be captured by a model in which the global optimal decision variable is corrupted by Gaussian noise. Simplified model for conditions without sensory uncertainty 292 In three of the experimental conditions (E-G, 
Discrimination task

327
To estimate the effect of ellipse elongation on the sensory precision with which subjects 328 encoded the stimulus orientations, we fit two models to each subject's data in the discrimination 329 task. In both models, stimulus observations are assumed to be corrupted by Gaussian noise.
330
Under this assumption, the predicted proportion of "clockwise" responses is a cumulative
331
Gaussian as a function of stimulus orientation. We refer to the standard deviation of this 332 Gaussian as the sensory noise level. In the first model, the noise level is independent of ellipse 333 elongation and fitted as a single free parameter. In the second model, the sensory noise levels 334 are fitted as separate parameters for the low-and high-reliability stimuli, which we denote by 3 ). Moreover, for all subjects the estimated noise level is higher for the low-reliability 338 stimulus than for the high-reliability stimulus (Table 2) . Hence, the stimulus-reliability 339 manipulation works as intended. As described in Methods, we use the estimates of low  and 340 high  to customize the target and distractor distributions in the visual search experiment (Table   341 2) and to constrain the models fitted to the data from that experiment. (Fig. 3A, red lines) . In all three 351 conditions, subjects clearly deviate from this prediction (Fig. 3A, black 
where psubject is the subject's proportion of correct responses, pguess is chance-level accuracy
365
(0.50 in all our tasks), and poptimal is the accuracy expected from an optimal observer. When and 1, with 0 corresponding to random guessing and 1 to optimal behavior.
370
The subject-averaged optimality index across all three conditions is 0.877±0.015 (Fig. 3B,   371 left). A Bayesian one-sample t-test reveals extremely strong evidence for the hypothesis I<1 that the suboptimality is also not caused by attentional lapses, which would be expected to affect 389 optimality similarly in easy and difficult trials. In addition, if subjects had been guessing on a 390 significant proportion of trials, then the asymptotes in their response curves (Fig. 3A) would 391 have deviated from 0 and 1, which does not seem to be the case. Hence, neither a lack of learning 392 nor guessing due to attentional lapses seems to be a plausible explanation of the suboptimality.
393
Validating the assumption that sensory noise was negligible. So far, we have assumed 394 that there is no sensory noise in these conditions, σi=0. However, despite the unlimited display 395 time, it is unlikely that subjects encoded stimulus orientations without any error at all. To obtain 396 an estimate of σi in these conditions, we conduct a control experiment that is identical to the 397 discrimination experiment (Fig. 1A) in Fig. 4A also show that there are aspects of the data that neither of the models explain well.
436
In particular, both models consistently underestimate the hit rate when the target is the only 437 high-reliability item. This suggests that there may be additional suboptimalities in the data that
438
are not captured by the model.
440
7 Individual plots can be generated using the code and data provided at https://osf.io/dkavj/. and hit rates conditioned on whether the target had high reliability (blue) or low reliability (green). The data (markers) are well accounted for by the model with suboptimal weights and computational noise (curves). However, note that there seem to be some systematic deviations between the model behavior and the data, such as its consistent underestimation of the hit rate when only the target has high reliability. This suggests that there may be suboptimlaties in the data that are not captured in the model. 
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Optimality index. We next estimate how much subject performance deviates from 441 optimal performance in these conditions. Because of the presence of sensory noise, we now 442 make a distinction between absolute and relative optimality [3] . An observer is defined as 443 optimal in the absolute sense when their accuracy equals that of a noiseless optimal observer.
444
In the condition without external uncertainty, this corresponds to an accuracy level of 100% 445 correct; in the other conditions, the maximum accuracy levels are dictated by experimental 446 parameters μ and σexternal. A subject is defined as optimal in the relative sense when accuracy is 447 as high as possible given the subject's estimated levels of sensory noise. Both optimality indices 448 -which we denote by Iabsolute and Irelative -are computed using Eq. (8) in the same way as we did in the analysis of conditions with unlimited display time (see above).
451
Computing poptimal for the relative optimality index, however, requires an estimate of the 452 subject's sensory noise levels. To get the best possible estimate available, we average the indicates that there are also suboptimalities beyond the effects of sensory noise.
459
Decomposing sources of optimality loss. We assess the relative impact separately for by the subjects and the optimal weights, the optimality loss caused by this discrepancy was 604 small (8%). Therefore, our findings suggest that -despite our evidence for inferential 605 suboptimalities -subjects weighted sensory cues near-optimally by their reliability.
External uncertainty
607
Unlike most previous studies on visual search, we added external noise to the stimuli (however, observer from reaching 100% correct performance.
618
Our results regarding the effect of external uncertainty on optimality are inconclusive:
619 an effect was found in the conditions without sensory noise, but not in the conditions with 620 sensory noise. One possibility is that the identified effect was a statistical fluke. However, an 621 alternative possibility is that an effect is simply harder to establish in the presence of sensory 622 noise. As explained above, computing the optimality index then requires estimating the 623 subject's level of sensory noise. Imprecisions in these estimates will increase the variance of 624 the optimality-index estimates which, in turn, will reduce the likelihood of finding statistically 625 significant effects. Consistent with this reasoning, we found that the variance in the optimality 626 index estimates was indeed more than 7 times larger in the conditions with sensory noise.
628
Further decomposition of sources of suboptimality
629
In the conditions with sensory noise, we decomposed suboptimalities into three sources:
630 sensory noise, suboptimal cue weighting, and computational noise. In our experiment, these sources accounted for about 47%, 9%, and 44%, respectively, of the optimality loss. 
