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ABSTRACT.T h i sp a p e rp r o p o s e sa n da n a l y s e sat e r ms t r u c t u r em o d e lt h a ta l l o w s
for both stochastic correlation between underlying factorsa n da ne x t e n d e dm a r k e t
price of risk speciﬁcation. The issues of invariant transformation and different nor-
malization are then considered so that a comparison between different restrictions
can be made. We show that signiﬁcant improvement in bond ﬁtting is obtained by
both allowing the market price of risk to have an extended afﬁne form, and allow-
ing the correlation between underlying factors to be stochastic as well as of variable
sign. The overall model ﬁt is more negatively impacted by the restriction on the mar-
ket price of risk than the restriction of correlated factors.H o w e v e r , t h e s t o c h a s t i c
correlation is priced signiﬁcantly by market participants,t h o u g hi t si m p a c to nt h e
risk premia reduces gradually as time to maturity increases.I n a d d i t i o n ,s t o c h a s t i c
correlation is vital in obtaining good hedged portfolio positions. Certainly, the best
hedged portfolio is the one that is built based on the model that takes into account
both stochastic correlation and extended market price of risk.
Key words:T e r ms t r u c t u r e ;S t o c h a s t i cc o r r e l a t i o n ,R i s kp r e m i u m ;W i shart; Afﬁne;
Extended afﬁne; Multidimensional CIR.
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1. INTRODUCTION
Much effort has been exerted on term structure modelling to deliver models that can
capture both time series and cross-sectional features of yield curves, and at the same
time offer some analytical tractability. The afﬁne term structure models (ATSMs) of-
fer a tractable family of models that can deliver economically meaningful behaviour of
bond yields. The completely afﬁne models have long been of interest, from the early
models of Vasicek (1977) and Cox, Ingersoll & Ross (1985b), tot h er e d u c e d - f o r m
model of Dufﬁe & Kan (1996) and then systematically characterized by Dai & Sin-
gleton (2000). Although the reduced-form models do not rely on speciﬁc modelling
of investor behaviour, they do give much more scope to better match real data. It has
been proved that a richer speciﬁcation of the market price of risk is needed to cap-
ture behaviour of bond returns and the premium, such as the switching sign of both
the market price of risk and unconditional correlations of (some) underlying factors.
Developments in this direction include the essentially afﬁne model of Duffee (2002),
the semi-afﬁne squared root model of Duarte (2004), and the extended afﬁne model
of Cheridito et al. (2007). The latter authors show that the extended afﬁne model pro-
vides a much better ﬁt, especially in terms of time-series ﬁt,a n dh a ss t r o n gs t a t i s t i c a l
signiﬁcance.
The developments in market price of risk modelling have delivered a much better
model ﬁt. However, a draw-back of these models is the restriction they impose on
the correlation structure of the state variables. Take the two fundamental factors long
term yield and yield spread as an example. These two factors are usually found to be
the important factors inﬂuencing the term structure of interest rate (eg. Duffee (1999),
Duan & Simonato (1999)). Figure 1 illustrates the realized correlations between a 30-
year yield and the spread of 3-month and 30-year yields, and shows that they are in the
negative range most of the observation period and are highly volatile. However, the
Dufﬁe & Kan (1996) framework only allows for positive correlation between positive
factors, and consequently ignores this stochastic nature oft h ec o r r e l a t i o n .I na d d i t i o n ,WISHART 3
it is expected that correlation risk is priced. Though we are not aware of empirical
research in the interest rate market to test this hypothesis,e v i d e n c eh a sb e e nf o u n di n
the equity option market by Driessen et al. (2009). It is therefore of special importance
to model the stochastic correlation between the underlying factors of the term structure
of interest.
Recently, ﬁnancial market researchers have explored the useo ft h eW i s h a r td i s t r i -
bution to model dynamic correlation structure of the state variables. The risk factors
are assumed to follow a continuous time afﬁne process of positive deﬁnite matrices,
whose transition probability is a Wishart distribution. Some of the Wishart term struc-
ture analysis work can be found in Gourieroux & Sufana (2003),G o u r i e r o u x( 2 0 0 6 ) ,
Gourieroux et al. (2009), Da Fonseca et al. (2007), Da Fonsecae ta l .( 2 0 0 8 ) ,B u r a s c h i
et al. (2008) and Cuchiero et al. (2009). In their comprehensive paper, Buraschi et al.
(2008) show that the Wishart model also enhances model ﬂexibility to capture various
empirical regularities of yield curves, such as the predictability of excess bond returns,
the persistence of conditional volatilities and correlations of yields, and the hump in
term structure of forward volatilities.
Similar to the Cox, Ingersoll & Ross (1985b) (hereafter CIR) model, the Wishart
model of Buraschi et al. (2008) is an equilibrium model. It is argued that though
the market price of risk speciﬁcation is simple under the equilibrium setting (square
root function without a constant term), the model is still capable of matching various
features of the yield curve. The theoretical advantage of Wishart term structure models
over the afﬁne term structure class is that they simultaneously allow for stochastically
and negatively correlated factors, as well as allow for a variable sign of the market
price of risk and excess bond returns. Buraschi et al. (2008) compare a simple 3x3
Wishart model with various 3-factor (completely and essentially) afﬁne models and
ﬁnd that it has better performance.
In this paper we propose and analyse a term structure model that allows for both sto-
chastic correlation between underlying factors and a sophisticated market price of riskWISHART 4
speciﬁcation for each factor. This allows us to compare the signiﬁcance of each com-
ponent in matching the features of the yield curve. It also allows us to examine how
investors value each component of risk, whether they give a higher price for the factor
risk, or for the correlation risk. Finally, we believe that modelling both risk premia and
correlation structure dynamically will result in a better portfolio performance.
It is noted again that ﬁnancial market researchers have provided one-dimensional
empirical evidence of the signiﬁcance of the above two components, namely stochas-
tic correlation and market price of risk. Buraschi et al. (2008) has provided extended
analysis of the Wishart versus completely afﬁne model, and similarly Cheridito et al.
(2007) have made the case for the extended afﬁne market price of risk versus com-
pletely and essentially afﬁne. However, direct comparison between the two set-ups is
not possible. Our model (hereafter our WTSM model) allows this comparison, though
not directly. We will characterize the invariant transformation for our WTSM model,
and provide three different sets of normalization conditions, so that under appropri-
ate normalization, our WTSM model will either nest the Wishart model proposed by
Buraschi et al. (2008) (hereafter BCT model), or nest the multidimensional CIR model
with extended afﬁne market price of risk (hereafter MCIR model). The tradeoff and
relative advantages/disadvantages of each approach can therefore be analyzed.
The Wishart risk factors are not directly observed but need tob ei n f e r r e df r o m
observed bond yields. Buraschi et al. (2008) and Cheridito eta l .( 2 0 0 7 )a s s u m et h a t
there are as many bond yields as the factors observed without measurement errors
so that the factors can be obtained by an exact yield-factor correspondence. Based
on this Buraschi et al. (2008) uses the GMM and Cheridito et al.( 2 0 0 7 )e m p l o ya n
approximate likelihood method to estimate the parameters. Different from them but
in line with Dufﬁe & Singleton (1997), we adopt the extended Kalman ﬁlter to ﬁlter
out underlying factors from the observations with measurement/observation errors.
Filtering techniques are advantageous for estimating Wishart factors because we can
control positive deﬁniteness easily for each time step. Thisi st e c h n i c a l l ya ni m p o r t a n t
point because a Wishart process is not deﬁned if it is not positive deﬁnite. As far asWISHART 5
we are aware, this issue has not been considered, or considered but not discussed, in
the current literature. Using methods without the control ofp o s i t i v ed e ﬁ n i t e n e s s ,t h e
parameters can be still obtained but there is no guarantee that the obtained Wishart
process is well-deﬁned.
Conﬁrming the ﬁndings of Duffee (1999) and Duan & Simonato (1999), we also
ﬁnd that the underlying risk factors in our MCIR model can be interpreted as the long-
term yield and the term spread. Moreover in our framework we can estimate the time-
varying correlation of these two factors. The correlations need not be constrained to
be positive as in Dai & Singleton (2000) but are allowed to change signs.
The estimation results show that the extension of the WTSM is statistically signif-
icant against the BCT and the MCIR model. The WTSM provides a better overall
match to the data as well as better short-term and long-term forecasts. Even though
Wishart risk factors have resulted in much ﬂexibility for modelling yield curves, there
are still essential constraints for ﬁtting empirical data when adopting a simple market
price of risk. Here we still ﬁnd that a simple market price of risk forces a sacriﬁce of
time series ﬁtting in order to adjust cross-sectional ﬁtting, consistent with the ﬁndings
of Duffee & Stanton (2004) and Cheridito et al. (2007).
In addition, we ﬁnd that the risk factors are priced very differently under different
models. If we do not allow for stochastic correlation, the level-factor risk totally dom-
inates the spread-factor risk in the risk premia. On the otherh a n d ,i fw eo n l ya l l o w
as i m p l em a r k e tp r i c eo fr i s ks p e c i ﬁ c a t i o na n ds t o c h a s t i cc o rrelation, the correlation
risk is priced signiﬁcantly, and is even more signiﬁcant thant h el e v e l - f a c t o rr i s ka tt h e
long end of the curve. If we allow for both ﬂexible market priceo fr i s ka n ds t o c h a s -
tic correlation, we ﬁnd that all risk factors play an important role in determining the
risk premia. However, the correlation risk and the spread-factor risk are priced more
signiﬁcantly at the shorter end of the curve, then the signiﬁcance reduces gradually as
the time to maturity increases. The level-factor risk, on theo t h e rh a n d ,h a sam o r e
permanent presence.WISHART 6
We further analyze the performance of different models basedo nt h ea b i l i t yt oo b -
tain the best hedged position. WTSM, which takes into accountb o t hs t o c h a s t i cc o r r e -
lation and ﬂexible market price of risk, indeed delivers the best outcome. However, in
contrast to the ﬁtting performance, the restrictions on the market price of risk impact
less negatively on the portfolio hedging performance than the restriction on correlated
factors.
The remainder of the paper is organized as follows. Section 2 outlines the model
as well as its properties in terms of conditional moments and stochastic correlation.
It also discusses the model invariant transformation and normalization issues. Esti-
mation procedures are given in Section 3. Empirical evidencea n da n a l y s e so fb o n d
ﬁtting and forecasting are presented in Section 4, whereas risk premia and portfolio
hedging performance under stochastic correlation are analysed in Section 5. Section 6
concludes the paper and all technical details are placed in the Appendices.
2. WISHART TERM STRUCTURE MODELS
If the instantaneous interest rate rt at time t follows a Wishart process,t h et e r m
structure model based upon it is called a Wishart term structure model (WTSM). In
this section we will set up a new (WTSM). The model is differentf r o mt h es e t - u p
in Buraschi et al. (2008) by adopting a more general market price of risk speciﬁca-
tion. Our model is in a continuous time setting, and thereforeq u i t ed i f f e r e n tf r o mt h e
discrete-time set-up in Gourieroux et al. (2009).
2.1. AW i s h a r tT e r mS t r u c t u r eM o d e l( W T S M ) .
Deﬁnition 1. (The Wishart Process) Let Xt be a full-rank symmetric positive-deﬁnite
n   n-matrix diffusion process deﬁned as
dXt =
 






t Q  , (1)
where   denotes the transpose, Q and M are n n matrices, k is a constant satisfyingWISHART 7
k   n +1 , (2)
and Wt is an n   n standard Wiener process. The square root
 
· is in the matrix
sense1.T h e m a t r i x Xt is called a Wishart process with degree of freedom k.T h e
matrix M is usually negative deﬁnite so that the process Xt is stationary.
The condition k   n +1guarantees that the Wishart process is strictly positive
deﬁnite, see Theorem 2   (p.745) in Bru (1991). We need to have the stronger require-




 1 in our market price of risk speciﬁcation.
Assumption 1. The instantaneous rate rt is a linear combination of the Wishart pro-
cess Xt given by
rt =   + tr( Xt)=  +
n  
i,j=1
 ijXij,t , (3)
where   is an n   n matrix, and tr is the trace operator. Without loss of generality  
is a symmetric matrix2.I no r d e rt og u a r a n t e et h ep o s i t i v i t yo frt   is required to be
positive deﬁnite.
There are market prices of risk, denoted by an n   n matrix  t,a s s o c i a t e dw i t ht h e
n   n risk process Wt.T h ep r o b a b i l i t yt r a n s f o r m a t i o nf r o mt h ee m p i r i c a lm e a s u r et o
ar i s k - n e u t r a lm e a s u r ei sc h a r a c t e r i z e db yt h et r a n s f o r m e dWiener process
d ˜ Wt = dWt +  tdt , (5)
where ˜ Wt is an n   n standard Wiener process under the risk-neutral measure.
1For a positive deﬁnite matrix X which can be diagonalized in X = P



















2(  +  
 ) is symmetric.WISHART 8
Assumption 2. The market price of risk in the Wishart process is assumed to beo ft h e
form







where  0 and  1 are n   n matrices and the inverse operator is the matrix inverse.
Theformof themarket prices of riskisinline withthe extended afﬁneterm structure
in Cheridito et al. (2007). Under this assumption, the factorp r o c e s su n d e rt h er i s k -
neutral measure is given by




Xtd ˜ W 
t Q  , (7)
where
˜  : =kQQ    Q 0     
0 Q  , (8)
˜ M := M   Q 1 . (9)
We observe that ˜   is a symmetric n   n matrix.
Remark 2.1. We require
˜    M (n +1 ) QQ  (10)
(meaning that ˜   (n+1)QQ  is a positive semi-deﬁnite matrix), so that the Wishart
process Xt is strictly positive under the risk-neutral measure; see Cuchiero etal. (2009)
Remark 2.2. Under theparameter restrictions (2)and (10)the boundary non-attainment
conditions in Cheridito et al. (2007) are satisﬁed, so there exists an equivalent martin-
gale measure and risk-neutral pricing is free of arbitrage. Without these restriction the
change of measure cannot be guaranteed to be equivalent3.
Remark 2.3. Our speciﬁcation contrasts with that of Buraschi et al. (2008), whose
market price of risk is of the simpler form  t =
 
Xt , which can be derived in an
3For example, the probability of the process hitting a boundary is nonzero under one measure but zero
under the other.WISHART 9
elegant way from a general equilibrium argument. However, tod e r i v ei to n em u s t
make the assumption of a log-utility function, which is restrictive.
In this paper we extend the model in Buraschi et al. (2008) by adopting a more
general form of market price of risk (6) and also adding other parameters (for more
detail see Section 3). Although the extension is quite“cheap” as far as solving the
no-arbitrage bond price is concerned, later in Section 4 we will see that this extension
does greatly increase model ﬂexibility for ﬁtting empiricald a t a .
Let P(t,T) be the price at t of a bond maturing at T with payout of one unit of
money. According to no-arbitrage pricing theory the bond price is equal to the ex-










where ˜ Et isthe expectation operator under the risk-neutral measure conditioning on the
information up to t.B a s e do nt h el i n e a rs p o tr a t er e l a t i o n( 3 )a n dt h ef a c t o rd y n amics






where   = T   t, a( ) is a scalar function and C( ) is a symmetric4 n   n function,
see Cuchiero et al. (2009).
Proposition 1. For the given well-deﬁned factor dynamics (7) under the risk neutral
measure and the instantaneous rate relation (3) the bond price given by (11) can be




C( )=C( ) ˜ M + ˜ M C( )+2 C( )QQ C( )     , (13)
4This is for the same reason as given in footnote 2.WISHART 10
d
d 
a( )=tr[˜  C( )]     (14)
with ˜   and ˜ M deﬁned in (8) and (9) and subject to the initial conditions a(0) = 0,
C(0) = 0.
Proposition 2. The solution of the n   n matrix valued function C( ) satisfying the
ODE (13) and the initial condition C(0) = 0 is given by
C( )=  22( ) 1 21( ) , (15)
where  12( ) and  22( ) are n   n blocks of the matrix exponential
 
 
 11( )  12( )
 21( )  22( )
 





˜ M  2QQ 





The solution of a( ) in (14) is given by
a( )= tr
  (Q Q) 1˜  
2
  
ln 22( )+  ˜ M 
  
     . (16)
Proof. Solution for general solvable afﬁne term structure models can be found in
Grasselli & Tebaldi (2008).
Example 2.4. It is easy to see that a one-dimensional CIR process is an 1   1 Wishart
process. In this case (1) becomes
dXt =( kQ2 +2 MXt)dt +2 Q
 
XtdWt .
Note that M is required to be negative in order that Xt be stationary.
Example 2.5. Consider an n n process Xt in (1) with diagonal parameters Q, M and
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Then it is easy to see that Xt is a diagonal process and each component on the diagonal
follows a CIR process
dXit =( kq2
i +2 miXit)dt +2 qi
 
XidWit ,i=1 ,···,n, (17)
and the Xi processes are independent of each other. The terms mi and qi are the items
on the diagonals of M and Q respectively, and mi are negative in order to ensure
stationary of xit for all i.
We note that the multi-variate diagonal process (17) is more restrictive than asystem
of multiple independent one-dimensional CIR processes. Thec o n s t a n tt e r mkq2
i in the
drift coefﬁcient in (17) has a ﬁxed linear relation to its variance q2
i.W h i l ei nas y s t e m
of multiple independent one-dimensional CIR processes, each Xit can have a different
ki.W ef o u n dt h a tt h i sk i n do fap r o p o r t i o n a lr e s t r i c t i o nf o rt h er i s k - n e u t r a ld y n a m i c s
(7) largely reduces the model capability for ﬁtting empirical data. Therefore we adopt
the parametrization ˜   in order to relax this proportional restriction. In the modelo f
Buraschi et al. (2008) ˜  =kQQ so it does not cover a system of multiple independent
one-dimensional CIR processes.
2.2. Properties of the Wishart Process.
2.2.1. Conditional Moments.
Proposition 3. The conditional ﬁrst moment of the Wishart process (1) is given by
E[Xt+ |Xt]=   Xt  
  + kV  , (18)
where    := exp(M )5 and
V  :=
   
0
 sQQ   
s ds . (19)
5Recall M is negative deﬁnite so    converges to zero for large  .WISHART 12
The conditional second moment is given by
Var[vecXt+ (vecXt+ ) |Xt]
=( In2 + Kn,n)
 
  Xt  




where vec(Xt) stacks all columns of Xt into an n2   1 vector, In2 is an n2   n2 unit
matrix, Kn,n is the commutative matrix deﬁned by
vec(H )=Kn,nvec(H) , for any n   n matrix H. (21)
Proof see Buraschi et al (2008).  .
2.2.2. Stochastic Correlation.
Proposition 4. For the n n Wishart process Xt is as deﬁned in (1), the instantaneous
correlation is given by
Cov[dXijdXuv]=
 




Proof see Appendix.  .
For the special case of the covariance of the variables on the diagonal, we have
Cov[dXii dXjj]=4 ( QQ )jiXijdt . (23)













where   is a constant given by
  =
 n











=( In2 + Kn,n)
 
X   QQ  
dt +( Kn,n + In2)
 
QQ    X
 
dt (25)
=( X   1n n).   (1n n   QQ )dt +( 11 n   X   1n 1).   (1n 1   QQ    11 n)dt
+(11 n   QQ    1n 1).   (1n 1   X   11 n)dt +( QQ    1n n).   (1n n   X)dt
=: S(X)dt , (26)
where In2 is the n2   n2 identity matrix, Kn,n is deﬁned in (21), 1n n is an n   n
matrix with all elements equal to one and .  represents element-wise multiplication.
2.2.3. Risk Premia. The bond return under the risk neutral measure is given by
dP(t,T;Xt)
P(t,T;Xt)






Xtd ˜ W 
t Q )C( )
 
, (27)
with the risk neutral return rt.U s i n gt h ec h a n g eo fm e a s u r e( 5 )a n dt h ea s s u m p t i o no f




= rtdt + tr
  





0 + X 













t Q )C( )
 
= rtdt +2 tr
 









t Q )C( )
 
(28)
= rtdt + tr
 














t Q )C( )
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The excess return above the instantaneous rate is called riskp r e m i a ,s ow ew r i t e
Risk Premia = et =2 tr
 









(M   ˜ M)XtC( )
 
.
2.3. Invariant Transformations andNormalization ofParameters. AW ishartterm
structure model is characterized by its model parameters  : =
 
k,M,Q, ˜  , ˜ M, , 
 
given in the factor dynamics (1) under the real world measure,t h ef a c t o rd y n a m i c s
(7) under the risk-neutral measure and the instantaneous rate (3). Dai and Singleton
(2000) pointed out that for the dynamic afﬁne term structure model different parame-
ter speciﬁcations can generate exactly the same model bond price. A straightforward
example is to take any arbitrary n   n transformation L and apply it to
CL( )=( L ) 1C( )L 1,X L = LXL  ,




is exactly the same as















,  = T t.
In the following discussion the parameter set   is added to the argument of the bond
price P(t,T;Xt, ) in order to emphasize its role.
Deﬁnition 2. At r a n s f o r m a t i o nL is called an invariant transformation if
P(t,T;Xt, ) = P(t,T;XL
t , L)
for all t,T and the whole process of Xt.
The deﬁnition is the same as that in Dai and Singleton (2000). Here we stress that
the pricing invariance holds not only for any one point Xt = x but for the whole pro-
cess Xt,t  0.WISHART 15
TheProposition 6gives theexact relation ofaninvariant transformation forout Wishart
term structure model.
Proposition 6 (An Invariant Transformation). Consider the transformation
XL
t := LXtL  ,and W
O
t = OWt , (31)
where L is an n   n matrix and O is an orthogonal matrix with OO  = In.T h e
transformation is an invariant transformation if the parameters
 L :=
 
kL,ML,Q LO, ˜  L, ˜ ML,  L, L 
are transformed according to
kL = k, (32)
ML = LML 1 , (33)
QLO = LQO  , (34)
˜  L = L˜  L  , (35)
˜ ML = L ˜ ML 1 , (36)
 L =  , (37)
 L =( L ) 1 L 1 . (38)
Technically, let aL( ) and CL( ) are the no-arbitrage bond pricing coefﬁcients given
in (15) and (16) calculated with the transformed parameter  L.T h et r a n s f o r m a t i o n
(XL
t ,WO
t , L) is an invariant transformation if there hold relations
aL( )=a( ) and CL( )=( L ) 1C( )L 1 . (39)
Proof see Appendix.  .
The sup-index LO in QLO indicates that the parameter Q is affected by the trans-
formation W O
t = OWt.T h eo t h e rp a r a m e t e r sa r en o t .
Theinvariant transformation aboveischaracterized usingthe parametrization (Q, ˜  , ˜ M)WISHART 16
forthe risk-neutral dynamics. Alternatively, wecan usetheparametrization(k,M,Q, 0, 1)
where  0 and  1 are given in equation (6). The market price of risk (5) is kept the
same under the transformation but we will have a different drift adjustment under the
measure change in the transformed system.
Proposition 7. If we adopt the parametrization    =( k,M,Q, 0, 1, , ),t h e
parameter relations (35) and (36) are replaced by
˜  L = kQLO(QLO)    QLOO 0L    (QLOO 0L )  , (40)
˜ ML = ML   QLOO 1L 1 . (41)
Proof see Appendix.  .
Arbitrarily many parameters values can map to the same term structure using the
invariant transformations, and Proposition 8 provides normalization conditions that
allow us to exclude such invariant transformations, so that under the normalization
conditions there is only one parameter speciﬁcation mappingt oo n et e r ms t r u c t u r e .
In order words, under the normalization conditions the only transformation (L,O)
allowed is the identity transformation.
Proposition 8 (Normalization Conditions). We provide three sets of normalization
conditions to facilitate comparison between different models. Assume M can be diag-
onalized. The three sets of normalization conditions are given by
(S1) First set
(a1) M is diagonal.
(b1) Q is lower triangular and the elements on the diagonal are all positive.
(c) The elements on the diagonal of   are equal to one. The elements in the ﬁrst
row of   are nonnegative.
(S2) Second set
(a2) M is lower triangular.
(b2) Q is diagonal and the elements on the diagonal are all positive.WISHART 17
(c) The elements on the diagonal of   are equal to one. The elements in the ﬁrst
row of   are nonnegative.
(S3) Third set
(a3)  1   In (In is an n-dimensional unit matrix).
(b3) Q is upper triangular.
(c3) The elements on the diagonal and in the ﬁrst row of   are positive.
Proof see Appendix.  .
Based on the model identiﬁcation conditions provided by Proposition 8, the Wishart
model in Buraschi et al. (2008) is a restricted version of our Wishart term structure
model where the upper triangular part of M in (1),   in (3) and  0 in (6) are zero.
Within the framework we can test these parameter restrictions later in an empirical
investigation.
3. EMPIRICAL PROCEDURES
In this section we describe our empirical procedure for estimation of the Wishart
term structure model.
3.1. Summary of the Models. We consider four models, (1) our Wishart term struc-
ture model (WTSM), (2) the multiple CIR (MCIR) model, (3) an extended Wishart
encompassing Buraschi et al. (2008) model (hereafter BCTEW)a n dt h et h eB u r a s c h i
et al. (2008) (BCT) model. Figure 2 summarizes the relationships between the differ-
ent models. We note that
(i) The MCIR model is a restricted version of the WTSM.
(ii) The WTSM and the BCTEW model are equivalent term structure models as dis-
cussed in Proposition 6, and
(iii) The BCT model is a restricted version of the BCTEW model.
Due to the link of the model equivalence, the MCIR and the BCT models can now be
only compared with each other.WISHART 18
We consider the Wishart model with n =2 .N o w w e d e s c r i b et h e m o d e l si n d e -
tail. The ﬁrst model WTSM is a Wishart term structure model with the normalization
conditions S2 in Proposition 8. There are ﬁfteen parameters to be estimated:
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(42)
The second model MCIR is based on a two-dimensional CIR process and it can be
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 ,kand  .
(43)
The initial value X0,21 = X0,12 are set to be zero.
The third model BCTEW is an extended version of the Buraschi et al. (2008)
Wishart model. The market price of risk is set to be  t  
 
Xt therefore  1 = I
and ˜ M = M   Q in (9). This restriction is compensated by the extra freedom in M
and   compared with the WTSM (42). The BCTEW adopts normalization conditions
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(44)
The fourth model is the Buraschi, Cieslak & Trojani (2008) model (hereafter BCT
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This model is a restricted BCTEW model with the restrictions     0 and ˜     kQQ .
3.2. Maximum Likelihood Estimation based on the Extended Kalman Filter. In
order to carry out the estimation task weadopt maximum likelihood estimation (MLE).
The extended Kalman ﬁlter is imbedded in the likelihood function in order to ﬁlter the
unobservable factor Xt from the bond yield observations y 
t .W e d o n o t a d o p t t h e
generalized method of moments (GMM) as in Buraschi et al. (2008) because we have
found that it is difﬁcult to monitor whether the underlying Wishart factors remain
positive deﬁnite during the estimation procedure.
The Eular-Maruyama method is used to discretize the Wishart process (1) according
to
Xt+  = Xt +
 




Xt WtQ  . (46)
Ap o s i t i v ec o n t r o lg i v e nl a t e ri nE q . ( 5 1 )i si m p o s e do nXt in order to retain the
positivity of the simulated Xt.I tc o r r e s p o n d st oafull truncation scheme which is the
best approximation among several schemes as shown in Lord et al. (2008). Let   Xt
denote the column obtained by staking the columns of the matrix Xt.T h ed i s c r e t i z e dWISHART 20
dynamics can then be represented by
  Xt+  = f + F   Xt + Ut+  , (47)
where
f = vec(kQQ )  ,F = In2 +
 




Cov[Ut+ ]=( In2 + Kn,n)
 
X   QQ  + QQ    X
 
 
according to Proposition 5.
The bond yields are modelled based on the bond price formula (12) but the obser-
vation of the bond yields is contaminated with measurement errors. Let a d 1 vector
yt represent the bond yields of the d different times to maturity  1,···,  d observed at
time t.T h eb o n dy i e l de q u a t i o ni sg i v e nb y t so that the bond yield y 
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  X =( X11,X 21,X 12,X 22) ,a n dt h em e a s u r e m e n te r r o r t is a d   1 zero mean
random variable with the distribution N(0, 2
 Id),i . i . d .a c r o s sa l lt i m ep o i n t st.WISHART 21
We summarize the algorithm of the extended Kalman ﬁlter as follows6.L e tYt de-
note all thebond yields observed until t.L e tˆ Xt|s = E[   Xt|Ys]andPt|s = Cov[   Xt|Ys]=
E[(   Xt   ˆ Xt|s)(   Xt   ˆ Xt|s) |Ys].W es t a r tw i t ht h ei n i t i a ls t a t e ˆ X0|0 and the covariance
P0|0.T h ea l g o r i t h mr u n si t e r a t i v e l ya n de v e r yi t e r a t i o nc o n s i s ts of two steps.
The ﬁrst step, the prediction step, predicts the states based on the last time t    :
ˆ Xt|t   = f + F ˆ Xt  |t   , (49)
Pt|t   = FPt  |t  F  + Cov[Ut] .
The second step, the updating step, updates the states as new information yt comes in:
ˆ Xt|t = ˆ Xt|t   + Kt
 
yt   JXt|t     j
 
, (50)
Pt|t = Pt|t     KtJPt|t   ,
where the gain matrix Kt is given by
Kt := Pt|t  J   1
t|t  
and the observation covariance  t|t  
 t|t   := JPt|t  J  +  2
 Id.
Let ˆ yt|t   be the prediction of the observation ˆ yt = j + J ˆ Xt|t   and vt|t   be
the prediction error vt = yt   ˆ yt|t  .N o t e t h e C o v [vt|t  |Yt  ]=  t|t  .T h e






















where l represents the conditional likelihood function,  i :=  i |(i 1)  and vi =
vi |(i 1) .T h e maximum likelihood estimator maximizes the likelihood function
6For details see Harvey (1989).WISHART 22
based on the extended Kalman ﬁlter method, so that
ˆ  ml =m a x
 
L(YT, ) .
We impose positivity control in the estimation of the Wishart model because by con-
struction the Wishart process (1) at each t is a positive deﬁnite matrix almost surely
so that the square root of Xt is well-deﬁned. In the estimation the positivity cannot be
guaranteed due to errors caused by the discretization (46). Also the updating step (50)
in the extended Kalman ﬁlter cannot guarantee that the updated factor ˆ Xt|t is positive
deﬁnite. The positive control for a 2   2 Wishart model is given by
X11,t > 0 ,X 22,t > 0 ,X 11,tX22,t >X 12,tX21,t , (51)
for all observation times t and all samples. All the inequalities are required to hold
strictly. The positive control is imposed for every prediction step (49) and every up-
dating step (50).
For the choice of the initial state level and state covariancew ed on o tt a k et h e
unconditional expectation of the level and covariance as in Duan and Simonato (1999)
but rather we treat them as unknown parameters to be estimated. This is necessary for
two reasons: (1) the estimation results later show that the initial state level is not its
mean level, (2) the unconditional expectation is hard to pindown if the reversion speed
is very low as in our case.
We adopt an iterative maximization procedure: ﬁrst we maximize the likelihood
function with respect to just the model parameters for a ﬁxed initial state level and
covariance and then adjust the initial state and the covariance through the smoothing
algorithm. We keep iterating the process until it converges.W e f o u n d t h a t t h i s i s a
more efﬁcient way to obtain the maximum because the sensitivity of the likelihood
function to the initial state level and covariance is much lower than to the parameters,
so it is difﬁcult to attain the minimum for both simultaneously.WISHART 23
4. EMPIRICAL RESULTS
4.1. Data. The observed variables are the US strip bond yields of ﬁxed times to ma-
turity from Bloomberg, shown in Figure 3. Yields are calculated based on a linear
approximation method. There are 11 time series with times to maturity of 3 months, 6
months, 1, 2, 3, 4, 5, 7, 10, 20, 30 years. Bond yields are collected at the end of each
month. The observation period is from 04/1991 to 07/2008, giving 208 data points.
During the observation period the level of the 30 year long-term yield changes only
moderately and has a slow downward development. The three month yield, which
follows very closely the federal funds rate and is affected largely by the US monetary
policy, ﬂuctuates more widely. This gives a volatile development of the yield spread
as illustrated in Figure 4. In the literature, the long-term yield and the yield spread
are often considered as important determining factors for the term structure of interest
rates; see for example, Duffee (1999).
[Figure 3 here]
[Figure 4 here]
4.2. Estimation. In order to obtain parameter estimates we utilize three optimiza-
tion methods: the simplex method fminsearch7,t h eg r a d i e n tm e t h o dfminunc
8
and the simulated annealing method
9 provided by Matlab.T h es i m p l e xm e t h o di sa
derivative-free method and is used for the initial search of parameters. It sometimes
has problems in converging so we use the other two methods to ﬁnd the local mini-
mum after a global search. Note that the gradient method experiences the difﬁculty
that even though the method has converged according to the stopping criterion, the
minimum has not in fact been attained. The simulated annealing method is the most
reliable method among the three for attaining the local minimum.
7See http://www.mathworks.com/access/helpdesk/help/toolbox/optim/ug/
fminsearch.html.
8fminunc uses the BFGS Quasi-Newton method with a cubic line search procedure to search
the minimum, see http://www.mathworks.com/access/helpdesk/help/toolbox/
optim/ug/fminunc.html.
9Obtained from Matlab Central.WISHART 24
4.2.1. EstimationofMCIR. Table (1) gives estimation results of the MCIR and WTSM
models. The degree of freedom k is estimated to be 20.17 which is greater than
n+1=3for the Wishart process Xt under the real-world measure so the Wishart pro-
cess is a strictly positive-valued process. Under the risk-neutral measure the dynamics
of Xt can be seen as the two independent CIR process
dXiit =( ˜  ii   2˜ miiXit)dt +2 qii
 
XiitdWiit .
It is easy to see that the Feller condition ˜  ii >
4q2
ii
2 is satisﬁed for both i so the process
is also a strictly positive process under the risk-neutral measure. The boundary non-
attainment condition is satisﬁed and so the martingale pricing formula (11) is free of
arbitrage. The mean reversion parameters mii and ˜ mii,i=1 ,2 are all negative so the
process is stationary under both the real-world and risk-neutral measures.
The parameter   in (3) has the role of shifting the level of the factor Xt.An e g a t i v e
  helps to keep the Xt in the positive area. Duffee (1999) ﬁxes a negative value for  
(on page 209), while here we are able to estimate it and ﬁnd thatt h ee s t i m a t e dv a l u ei s
negative.
Figure 5(a) plots the estimated factors of the MCIR model. As we compare the
estimated factors with the long-term yield level and the yield spread, we ﬁnd that the
estimated factors in the MCIR model are incredibly highly correlated with the two
economic factors. Figure 6 shows the comparison of these times e r i e s .T h ec o r r e l a t i o n
coefﬁcients of both pairs are 98.74% and 97.87% respectively. Duffee (1999) has
also found a high correlation of 97% in his two-dimensional CIR model. This ﬁnding
suggests that the estimated factors in the MCIR model have a correspondence with
long-term yield and yield spread.
4.2.2. Estimation of WTSM. One novel feature of the WTSM is its capacity to model
time-varying correlation between positive factors. Here wei n t e n dt ou t i l i z et h i sf a c tt o
investigate the correlation between the two factors incorporated with economic mean-
ing such as yield spread and long term yield. We consider theset w of a c t o r st ob eo nWISHART 25
Parameter ˆ  ml(MCIR) t-Stat ˆ  ml(WTSM) t-Stat
k 20.17700 4.95 7.16420 7.39
m11 -0.08463 -3.69 -0.36870 -4.76
m22 -0.04492 -3.31 -0.00743 -1.58
q11 0.02261 18.72 0.06153 204.65
q21  0   -0.00075 -103.55
q22 0.01838 185.47 0.00663 240.02
˜ m11 -0.18655 -165.61 -0.58970 -364.05
˜ m12  0   0.43503 262.12
˜ m21  0   0.00732 155.11
˜ m22 -0.00550 -73.12 -0.00802 -308.68
  -0.12332 -211.50 -0.11203 -129.94
   0   0.00909 1.48
˜  11 0.02779 129.62 0.03544 36.13
˜  22 0.00270 187.41 0.00164 295.00
˜  21  0   -0.03431 -161.97




av. Bias (bp) -0.00311 -0.00086
av. MSE (bp) 14.32 6.53
The column ˆ  ml(·) contains the estimates of the parameters in the corresponding models us-
ing maximum likelihood methods based on the extended Kalman ﬁlter. The columns ”t-Stat”
gives the t-statistics calculated by element-wise standard deviation. The likelihood ratio test
tests the restrictions q12 =˜ m12 =˜ m21 =   =˜  12 =0 whose statistic is given by
2
 
Loglik(ˆ  ml,WTSM)   Loglik(ˆ  ml,MCIR).”  
2(5,0.95)”i st h e9 5 %c u t o f fv a l u ef o r 
2-
distribution of degree 5. The ”av. Bias” and ”av. MSE” indicate the average ﬁtting bias and the average
mean square errors of the all eleven bond yields.
TABLE 1. Estimates for WTSMand MCIR models
the diagonal of the 2   2 Wishart process. As suggested by Eq. (23) X12t represents
the covariance of the two factors.
The degree of freedom parameter k is estimated to be 7.28 > 3=n +1 .T h e
condition ˜    M 3   Q   Q  is satisﬁed. So the estimates of the WTSM satisfy
the boundary non-attainment condition. The parameters M and ˜ M are both negative
deﬁnite so the Wishart process is positive stationary process for both the real-world
and risk-neutral measures. The “shift” parameter   is -11.25% similar with the   =
 12.33% estimated in the MCIR model.WISHART 26
Statistically, the WTSM outperforms the MCIR model as is evident in Table 1. The
estimated standard deviation of the measurement errors    is smaller. The likelihood
ratio test strictly rejects the restrictions of the MCIR model against the WTSM since
since the LR statistic (3372) is far higher than the 95% cutoffv a l u eo ft h ea s y m p t o t i c
distribution of  2(5) = 11.07.T h eW T S Ma l s oh a ss m a l l e rﬁ t t i n ge r r o r sf o rt h eb o n d
yield data both in bias and in mean-square error (MSE).
Figure 5(b) plots the estimated factors of the WTSM and Figure6 ( c - d )c o m p a r e s
the estimated factors ˆ X11t ˆ X22t with the long-term yield and the yield spread. The
factors are also highly correlated with the long-term yield (with correlation 97.31%)
and the yield spread (with correlation 98.26%).
4.2.3. Estimation of BCTEW and BCT models. In the column “BCTEW” in Table 2
we present the parameter values which form an equivalent model to the WTSM results
in Table 1. One can hardly recognize the equivalence from these numbers, nor from
their factors as depicted in Panels (b) and (c) in Figure 5. However, from that fact that
they generate the same the risk premia (calculated by equation (30) shown in Panels
(b) and (c) in Figure 9 we can still recognize their equivalence. The trajectories of the
BCTEW factors are totaly different from those of the WTSM and they have lost the
correspondence to the long-term yield and the yield spread.
In the BCT model the shift parameter   is set to zero. As a consequence one can
observe that the BCT factors in Figure 5(d) are closer to zero.I n t h i s s i t u a t i o n t h e
positive deﬁnitiveness is more easily violated as can be seenf r o mt h ef a c tt h a tt h e
X11t factor crosses the zero line around the years 2000 and 2008.
The other parameter ˜   also accounts for ﬂexibility for ﬁtting bond yields data. The
restriction ˜  =kQQ  requires that the constant drift term under the real world dy-
namics is equal to that under the risk-neutral measure. This restriction reduces the
model ﬂexibility to a large extent, as also pointed out in the extended afﬁne term struc-
ture in Cheridito et al. (2007). The reduction of model capacity is evidenced by an
increase of measurement errors    and yield ﬁtting errors (av. Bias and av. MSE), andWISHART 27
Parameters ˆ  ml(BCTEW) t-Stat ˆ  ml(BCT) t-Stat
k 7.28110 7.43 6.04530 102.49
m11 -0.34811 -380.00 -0.35497 -147.80
m12 1.24300 407.66  0  
m21 0.00543 503.09 -0.04805 -192.42
m22 -0.02701 -1034.60 -0.01919 -109.61
q11 0.23743 456.27 0.13318 151.90
q12 -0.00588 -20.62 -0.28087 -227.75
q22 -0.01285 -569.90 -0.03857 -386.69
 11 0.06508 474.46 0.06031 193.86
 12 -0.23320 -530.16 -0.22434 -268.67
 22 1.10970 310.99 0.84357 161.82
  -0.11248 -129.37  0  
˜  11 2.33110 156.90  0.58413  
˜  12 0.24304 148.53  0.06549  
˜  22 -0.00162 -77.28  0.00899  




av. Bias (bp) -0.00086 2.5087
av. MSE (bp) 6.53 17.19
Thecolumn ˆ  ml(·)contains the estimatesof the parameters inthe corresponding models using maximum
likelihood methods based on the extended Kalman ﬁlter. The columns ”t-Stat” gives the t-statistics cal-
culated by element-wise standard deviation. The likelihoodr a t i ot e s tt e s t st h er e s t r i c t i o n sm12 =   =0
and ˜  =kQQ
  whose statistic is given by 2
 
Loglik(ˆ  ml,WTSM)   Loglik(ˆ  ml,MCIR).
” 
2(5,0.95)”i st h e9 5 %c u t o f fv a l u ef o r 
2-distribution of degree 5. The ”av. Bias” and ”av. MSE”
indicate the average ﬁtting bias and the average mean square errors of the all eleven bond yields.
TABLE 2. Estimates for BCTEWand BCTmodels
ad e c r e a s eo ft h el i k e l i h o o d . T h el i k e l i h o o dr a t i ot e s ts t r i ctly rejects the BCT model
against the BCTEW model.
4.3. Forecasting Power of the Models. This section investigates the cross-sectional
ﬁtting and forecast performance. In Panel (a) in Figure 7 we give the average errors
(bias, the left-hand ﬁgures) and the mean-square errors (MSE, the right-hand ﬁgures)
of the bond yield ﬁt. Fitting errors are the difference between the observed bond yields
and the model bond yields calculated using the updated factorl e v e l s .T h et h r e ec u r v e s
correspond to the error measurements of the MCIR, the WTSM andt h eB C Tm o d e l s .
We do not have a curve of the BCTEW model since it is coincident with the WTSMWISHART 28
due to their equivalence. Error scales in this MSE ﬁgure correspond to the scale of
the measurement errors    in Tables 1 and 2 and the “av. Bias” and “av. MSE” which
are the averages over all bonds. It is obvious that the WTSM hast h es m a l l e s tM S E
amongst the three models.
Panel (b) in Figure 7 gives the bias and the MSE of one-month ahead forecast errors
of the all bonds. The WTSM has the best performance of the one-month ahead fore-
casts. Note that the one-month forecast errors are used for calculating the likelihood
function. Therefore the superiority of the WTSM against the MCIR and the BCT mod-
els for the one-month forecast performance can be seen together with the clear results
of the LR test in the pervious section.
Thelonger termpredictions are giveninPanel(c)inFigure 7and allpanels inFigure
8. Out-performance of the WTSM remains for the all cases though the difference
between the MCIR and the WTSM reduces as the time to maturity increases. Both
give clearly better forecasts than the BCT model. This provides a clear evidence that
the restrictions of the BCT model greatly reduce the ﬂexibility of the model.
5. RISK PREMIA AND PORTFOLIO STRATEGIES UNDER STOCHASTIC
CORRELATION
In this section we investigate how the stochastic correlation affects the risk premia
and the portfolio strategies.
5.1. Risk Premia.
[Figure 9 here]
The risk premium of a bond is the excess return of the bond over the risk-less instan-
taneous return. The model risk premia are calculated based onE q u a t i o n( 3 0 ) .F i g u r e
9c o m p a r e st h ed e v e l o p m e n to ft h er i s kp r e m i ao ft h ed i f f e r e n tm a t u r i t yb o n d sf o ra l l
the four models. Recall Panels (b) and (c) provide the same picture of the risk premia
since they are equivalent. The term structures of the risk premia of the four modelsWISHART 29
share some similarity. All of them are positive most of the time. Furthermore the risk
premia of long-term bonds ﬂuctuate more than those of short term bonds.
Consider the risk premia (30) more in detail. Figure 10 illustrates the contributions
of each factor in the risk premia. The patterns vary across thet h r e em o d e l s . F o r
the MCIR model, the factor X22,c o r r e s p o n d i n gt h e3 0 - y e a ry i e l dl e v e l ,d o m i n a t e s
the slope factor over the whole yield curve. Its contributionr e a c h e sa l m o s t1 0 0 %f o r
longer term bonds. TheBCTmodel, onthe other hand, showsasigniﬁcant contribution
of the correlation factor at the 5-10 year segment of the curve. In the WTSM model,
which allows for both stochastic correlation and sophisticated market price of risk, all
risk factors play an important role in determining the risk premia. The correlation risk
and the spread-factor risk is priced more signiﬁcantly at thes h o r t e re n do ft h ec u r v e ,
then reduces gradually as the time to maturity increases, whereas the level-factor risk
has a more permanent presence.
[Figure 10 here]
5.2. Hedging performance. This section explores the hedging performance of the
three models under consideration. We adopt the minimal variance portfolio in Camp-
bell et al. (1996) as the hedging strategy. Given that the MCIRh a s2d i f f e r e n tr i s k
factors, whereas the WTSM and BCT models have 3 different riskf a c t o r s ,w ea r eg o -
ing to consider portfolios containing only 2 assets. This means WTSM will not have a
complete hedging, and therefore its performance will not be as optimal.
We consider monthly return of bonds with ﬁxed time to maturity10.B a s e do nt h e
model, the asset covariance can be calculated for each time point. Using Eq. (28) bond












10Concretely, an investor holds a bond with a given time to maturity  i for one period [t,t+ t] for some
i.N e x tp e r i o d ,t h ei n v e s t o rs e l l st h eb o n da n dr e i n v e s ti nan e wb o n dw i t ht h es a m et i m et om a t u r i t y i.
For the calculation in each holding period [t,t +  t] the time to maturity is shorten from  i to  i    t.
We calculate the bond price of the shorter time to maturity  i   t using the estimated results of WTSM
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t Q  .
The instantaneous covariance at time t of the two assets is then given by





which changes over time and can be calculated based on the estimation results.
Heterogenous investors decide their hedging strategy basedo nt h e i rb e l i e f so ft h e
models. In other words they calculate the instantaneous variance  ij,t in (55) based
on the estimation results of the MCIR, the WTSM and the BCT models respectively.
Given the variance structure, hedged portfolio position canb eo b t a i n e de a s i l y . T h e
investment horizon is taken to be the same as the observation (from April 1991 to July
2008), and portfolio position is normalized to one.
Table 3 summaries the performance of the hedged 2-asset portfolios based on the
three models for different hedging pairs. For example “3Y10Y” means the hedging
portfolio consisting of two bonds with time to maturity of three years and ten years,
whereas the equally weighted portfolio considers a simple portfolio consisting of 50%
of each bond.
From the table, it can be seen that hedged portfolios based on the estimates from
any of the three models have quite low volatility. Volatilityo ft h eh e d g e dp o s i t i o n si s
around 23%-50% of that of the equally weighted portfolio. Though WTSM is disad-
vantaged because we only use 2 assets to hedge 3 risk factors, it still delivers the lowest
portfolio volatility (our objective function), as well as lowest downturn risk. The risk-
adjusted return11 is also highest under the WTSM model, then BCT and ﬁnally MCIR.
11Risk adjusted returns are measured by the Sharpe ratio and theS o r t i n or a t i o . T h eS o r t i n oR a t i oi s
deﬁned by
Sortino Ratio =
R   T
DR
, (54)




  (T   x)
2f(x)dx for f(x) is the probability density of the return.WISHART 31
Figures 11 plot the asset correlation based on the three models. The posterior refer-
ence line is obtained using the realized sample correlation between the two assets used
to form the portfolio. It can be observed that MCIR (BCT) estimated stochastic corre-
lation is always higher (lower) than the empirical realized correlation, suggesting that
the model overestimates (underestimates) the true stochastic correlation between as-
sets. The WTSM estimated stochastic correlation, on the other hand, ﬂuctuates around
the realized sample correlation. The trajectory of the correlation is stable in general.
[Figure 11 here]
6. CONCLUSION
In this paper we investigate the signiﬁcance of allowing for aﬂ e x i b l es p e c i ﬁ c a t i o n
of the market price of risk and allowing ﬂexible and stochastically correlated factors in
modelling the term structure of interest rates. We propose a Wishart model that that is
an extension of the Wishart model in Buraschi et al. (2008) (BCT) and incorporating
the more ﬂexible market price of risk given in Cheridito et al.( 2 0 0 7 ) .T h ea d v a n t a g eo f
this approach is that by using appropriate invariant transformations between different
parametrizations wecannest models withdifferent restrictions and therefore determine
the roles of each component.
The empirical analysis shows that relaxing both restrictions plays a crucial role in
improving the ﬁt, as well as forecasting, of bond yields. Imposing a restricted market
price of risk worsens the average ﬁtting error (forecast error) by 160% (42%) whereas
imposing a more restricted correlation structure on the factors only worsens the ﬁtting
errors by 120% (6%). However, given that the underlying factors can be interpreted
as the long yields and yield spread (correlation between our statistical factors and the
economic factors is around 98%), modelling stochastic factor correlation explicitly
allows a better understanding of how changes in those factorsa f f e c tt h eb o n dy i e l d s
over time. In addition, the explicit modelling of the stochastic correlation reveals that
market participants price correlation risk signiﬁcantly. Its price is more important thanWISHART 32
the price of the underlying factors at the short end of the curve. The signiﬁcance
gradually reduces as the time to maturity increases.
It should also be noted that though the restricted models are not as good as the gen-
eral model in ﬁtting and forecasting bond yields, their absolute model performance
(in terms of ﬁt and forecasting) is still good. The model restrictions have much larger
impact on the implied behaviour of the market price of risk, risk premia and therefore
bond portfolio construction. We ﬁnd that hedged portfolios built under the more gen-
eral Wishart model which allows for extended afﬁne market price of risk, outperforms
those built by more restricted models by a considerable margin. However, in con-
trast the ﬁtting and forecasting performance, taking into account stochastic correlation
(with a simple market price of risk speciﬁcation) improves the hedging performance
signiﬁcantly compared to the model that only allows for ﬂexible market price of risk.











The monthly realized correlation is between a 30-year yield and the yield spread (3-
Month v.s. 30-Year yields) of US STRIPSfrom May 1991 to July 2008. It is a monthly
realized correlation calculated from daily data collected from Bloomberg.















FIGURE 2. Relations of the models


























FIGURE 3. Monthly US yield dataWISHART 34















The long-term yield is the 30 year bond yield and the yield spread is the difference
between of the 3 month and 30 year yields.
FIGURE 4. Long-term yield and yield spreadWISHART 35









































































FIGURE 5. Filtered factors from the four modelsWISHART 36












(a) One MCIR factor and Spread (Corr = 98.74%)










(b) One MCIR factor and Long yield (Corr = 97.87%)













(c) One WTSM factor and Spread (Corr =98.26%)
















(d) One WTSM factor and Long yield (Corr =97.31%)
FIGURE 6. Comparison of the estimated factors and the economic factorsWISHART 37











































































(b) One Month Ahead Forecast




































(c) Six Months ahead Forecast
The left hand panel in (a) gives average ﬁtting errors of the bonds against the time to maturity
for all three models: MCIR, WTSM and BCT. The right hand panel in (a) depicts the mean
square errors (MSE) of the ﬁtting errors. Panels in (b) illustrate these two error measures for
one month ahead forecast and Panels in (c) give for a six month ahead forecast. All forecasts
are in-sample forecast.
FIGURE 7. Fitting Errors and Short-Term Forecasts of all the BondsWISHART 38


































(a) One Year Ahead Forecast






























(b) Two Year Ahead Forecast


































(c) Five Year Ahead Forecast
The left hand panels gives average forecast errors of the bonds against the time to maturity for
all three models: MCIR, WTSM and BCT. The right handpanels depictthe mean squareerrors
(MSE) of the forecast errors. The forecast horizons are one year ahead, two year ahead and
ﬁve year ahead in the each panel respectively. All forecasts are in-sample forecast.
FIGURE 8. Medium-Term Forecast of all the BondsWISHART 39







































































































FIGURE 9. Term Structures of Risk Premia of the four ModelsWISHART 40


















































































The ﬁgures illustrate the factor contributions in the risk premia in percentage, calcu-
lated at the average level of the factors.
FIGURE 10. Factor contributions in the Risk PremiaWISHART 41

















(a) Large difference in time to maturity: 3- and 20- year bonds













(b) Medium difference in time to maturity: 5- and 10- year bonds
















(c) Small difference in time to maturity: 2- and 5- year bonds
FIGURE 11. Asset CorrelationWISHART 42
APPENDIX A. PROOFS OF ALL PROPOSITIONS
Proof of Proposition 1



































(QQ )iuXjv +( QQ )juXiv +( QQ )ivXju +( QQ )jvXiu
 
dt


















(CQQ )ju(CX )uj = tr[CQQ CX ]=tr[CQQ CX] .
For the second term in (58) we follow the same calculation but with interchange of i
and j.S i m i l a r l yf o rt h et h i r da n dt e r mw eo b t a i nt h es a m er e s u l tw i th interchange of
u and v.A n dt h el a s tt e r ma g a i nr u n sw i t hp a i ri n t e r c h a n g ei   j and u   v.T h e s e







CijCuvdXij,tdXuv,t =2 tr[CQQ CX] .





  a  + tr[CX]+tr
  













Xd ˜ W Q   
.WISHART 43
According to the no-arbitrage principle, the instantaneousr e t u r nu n d e rt h er i s kn e u t r a l
measure is equal to the sport rate rt.T h eO D E s( 1 3 )a n d( 1 4 )a r eo b t a i n e db yc o m p a r -
ing the coefﬁcients with the rt given in (3).
 
Proof of Proposition 4
In order to prove this proposition we need the equation
E[tr(HdWt)tr(GdWt)] = tr(HG )dt , (57)
where H and G are n   n constant matrices and Wt is an n   n standard Wiener










HijGij]dt = tr(HG )dt .
















where Qi· is the i-th row of the Q-matrix and
 
X·j is the j-th column.







































Xuj = tr[(Qi·) (
 
X·j) dW] .

























X·vQu·]dt = tr(Qi·) XjvQu· = tr[XjvQu·(Qi·) ]dt
= Xjv(QQ )uidt =( QQ )iuXjvdt .WISHART 44
The second equality is according to the precalculation (59).N o wc a l c u l a t ee a c hc r o s s
term in (60) we will obtain (22).
 
Proof of Proposition 5
Recallvec(dX) stack thecolumns ofdX intoann2 1matrixso Cov[vec(dX)vec(dX) ]




   
   
 
   
   
   
   



















j = n,i =1···,n,
v = n,u =1···,n
 
 
   
   
 
   
   
   
   





Using this location plan we put the terms in (22) into the matrix form. We start with
the ﬁrst term (QQ )iuXjv and give its matrix expression by
 
 
   
   
 
   
   
   
 
 




(QQ )n1X11 ··· (QQ )nnX11
···












(QQ )n1Xn1 ··· (QQ )nnXn1
···




(QQ )n1Xnn ··· (QQ )nnXnn
 
 
   
   
 
   
   
   
 
 
= X   (QQ )=( X   1n n).  
 
1n n   (QQ )
 
.
Put the other terms in (22) into the matrix expression then we can obtain (25).
 
Proof of Proposition 6
Step 1WISHART 45
In order to prove (39) we prove ﬁrst the factor dynamics (1) under the real world
measure, the factor dynamics (7) under the risk-neutral measure and the instantaneous
rate relation (3) are satisﬁed in the transformed system.
For (3) it is easy to check
rt =   + tr( X)= L + tr( LXL) .















t (QLO) d( ˇ Wt)  ,
(60)
for some ˇ Wt standard independent n   n Wiener process.
We ﬁrst calculate
dXL
















t ) QLO ,
(62)
with ML and QLO speciﬁed in (33) and (34).








XLd ˇ W  . (63)
First both of them are n   n normal distribution with mean zero. The variance of the
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LXtL  0 ··· 0
0 LXtL  ··· 0
. . .
. . .
00 ··· LXtL 
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vec(d ˇ W 
t )
(n2 1)
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dt .
The variance of both sides are equal so the distribution equivalence (65) is proved.
Then apply the distribution equivalent (65) into (64) then wec a ng e t( 6 2 ) .
For the risk-neutral dynamics (7) we follow the same argumento ft h er e a lw o r l d
dynamics to prove
dXt =
 ˜  L + ˜ MLXL + XL( ˜ ML)  






XL   , (64)WISHART 47
˜  L and ˜ ML are given by (35) and (36), and ˆ Wt is an n   n standard Wiener process
under the risk neutral measure satisfying the distribution equality.
L
 






t d ˆ W 
t . (65)
Step 2






where aL( ) and CL( ) solve the ODEs
d
d 
CL( )=CL( ) ˜ ML +(˜ ML) CL( )+2 CL( )QLO(QLO) CL( )    L , (67)
d
d 
aL( )=tr[QLO(QLO) CL( )] , (68)
with initial conditions CL(0) = 0 and aL(0) = 0.
We can check easily that the solution CL( )=( L ) 1C( )L 1 satisﬁes (69) and
aL( )=a( ) satisﬁes (70) respectively. Since the solution is unique fore a c he q u a t i o n
we prove (39).
 
Proof of Proposition 7
We replace dW O
t = OdWt = O
 
d ˜ Wt    0
 
Xt
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Xt
  O QLO
=
 





ML   QLOO 1L 1 
XL
t dt +( XL
t )  
ML   QLOO 1L 1  
+ QLOd ˜ Wt
 
XtL  + L
 
Xtd ˜ W 
t (QLO)  .WISHART 48
Comparing the equation above with (7) we obtain the relations( 3 5 )a n d( 3 6 ) .
 
Proof of Proposition 8
Two things need to be shown for a proof of normalization conditions. First we show
these the conditions do not restrict the WTSM so that for arbitrary given M,Q and
  (M can be diagonalized) we can ﬁnd a transformation L so that the transformed
parameters satisfy the conditions S1, S2 or S3. Then we show this transformation is
unique.
We start with the ﬁrst set S1. To a square matrix M,w h i c hc a nb ed i a g o n a l i z e di n
(1) we apply eigen decomposition on M so that M = LdDL 1
d where D is a diagonal
matrix and Ld consists of the eigenvectors as column vectors. Replace the M and
consider the transformed factor Xd
t := L 1
d Xt(L 1



















with Qd = L 1
d Q.










t d ˘ W 
t ,d W t
 
Xt(L 1
d )  dist.




Now we apply the QR decomposition12 to Q 
d so that Qd = R O  where R is an




d )  dist.









where ˇ Wt := O  ˘ Wt is a new n   n standard Wiener process. Summarize the trans-














t d ˇ W 
t R , (70)
12It means a matrix can be decomposed into an orthogonal matrix times a upper triangular matrix.WISHART 49
where D is diagonal and R  is lower triangular. Note that the sign of the i-th element
on the diagonal of R can be changed by changing the sign of the i-th row in ˇ Wt.
In order to ﬁt (c) we preform a re-scaling. From Proposition 6 we know   is
transformed to  d := L 
d  Ld.S i n c e   is assumed to be strictly positive deﬁ-











t C = CL 1
d Xt(L 1
d ) C.




   
 










   
 




This transformation (S ) 1 S 1 gives a new  S that
 S =
 
 i j ij
 
.
So this transformation keeps the sign of the diagonal of   and the requirement that the
ﬁrst row of   has positive elements can ﬁx S.
Through direct calculation we know the new M, Q and   obtained from (33), (34)
and (38) satisfy the conditions (a1), (b1) and (c). The transformation is unique since
(Ld,R,C,S) are uniquely deﬁned by (M,Q, ).
The proof for the conditions S2 is similar with that above. To any given square
matrix M in (1) we apply Schur decomposition13 on M so that M = L 
b BLb where
Lb is a unitary matrix and B is a lower triangular matrix14 Consider the transformed
13Schur Decomposition is stated for a square complex matrix andt h et r a n s p o s eo p e r a t o r  is actually
conjugate transpose.






t := LbXtL 





td ˘ W 
t














td ˘ W 
t Q 
b , (71)
with Qb := LbQ.A p p l y a g a i n t h e Q R d e c o m p o s i t i o n Q 
b so that Qb = R O 
where R is an upper triangular matrix and O is an orthogonal matrix. Replace Qb and
consider the dynamics of the transformed factor Xr
t := (R ) 1Xb









dt + O d ˘ Wt
 
Xb
tR 1 +( R ) 1
 
Xb
td ˘ W 
t O ,
(72)
where Br := (R ) 1BR  is still lower triangular.








t due to the distribution equivalence (67). The conditions (a2) and (b2) are
satisﬁed. Condition (c) is obtained again through re-scaling.
Regarding the normalization conditions S3, we observe ﬁrst that  1Q is invariant
which means  L
1 = QL.A d o p tt h eS c h u rd e c o m p o s i t i o nt h a t 1Q = O UO where
O is unitary orthogonal and U is upper triangular.
Let L = O 1.T h e nb a s e do n( 3 4 )w eo b t a i n
QLO = LQO  = O QO  = U (upper triangular) ,
 LO
1 = O 1L 1 = O 1(O 1) 1 = I.
 
APPENDIX B. NOTE FOR   =0IN (42)
In estimation WTSM we set   in (42) equal to zero. This intends to prevent a
“counteracting” of factors as explained in the following.WISHART 51
Inthe WTSMweintroduce the off-diagonal factor X12,t inorder to modelstochastic
covariance between X11,t and X22,t.F i l t e r i n gt e c h n i q u e sd e t e r m i n et h ew h o l ef a c t o r
trajectories of the unobserved factors Xt for ﬁtting the observed bond yields in (48).
In the estimation the factors are allowed to move quite freely. In ﬁltering multiple
factors in the maximum likelihood estimation, sometimes we can observe that a pair
of factors has exaggerated and similar trajectories. The factors counteract each other
for the most of time and this pattern can achieve high likelihood.




















FIGURE 12. Estimated factors for    =0
Figure 12 shows the ﬁltered factors when   is freely estimated in the WTSM (42).
The trajectory of X12,t runs close to X11,t most of them. The estimated   is  0.5127
so that the short rate (3) is modelled by
rt = X11,t   1.0254X12,t + X22,t .
The ﬁve year bond yield is estimated by
yt = j(5) + 0.1604X11,t   0.2073X12,t +1 .0289X22,t .
We see that the off-diagonal factor X12,t counteracts X11,t for their coefﬁcients being
close and of opposite signs.WISHART 52
This “counteracting” effect deteriorates the estimates andg i v e sr i s et os o m eu n d e -
sired results. Table 4 gives the estimates for setting   =0comparing with estimating
  freely. We see that for the freely estimation case (the secondc o l u m n )m22 > 0.
It indicates unstable real-world dynamics of Xt and it leads to large biases for longer
term forecast. Furthermore, the ˜  22 is negative which gives a negative deﬁnite ˜   in
the risk-neutral dynamics (7). In this case X22,t will hit zero under risk-neutral mea-
sure while it wont (means with probability zero) under the real world measure (because
k>n +1). Sothe measure transformation is not equivalent and the whole no-arbitrage
argument breaks down. We also note that the estimation for     0 achieves higher
likelihood value. The estimation with free   encounters difﬁculty for converging.
If the our main intention of introducing the off-diagonal factor X12,t is to model the
stochastic covariance of X11,t and X22,t rather than to given extra freedom for ﬁtting
the yields, we need to exclude this freedom so we set   =0in estimation.
In general setting   =0imposes restriction on model ﬁtting capacity. In this paper
we focus ﬁrst the role of X12,t in modelling the stochastic covariance and compare
with the MCIR model so we keep this restriction. It is our future work to maintain
model ﬁtting capacity properly but avoid the counteracting effect.
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Panel 1. Assets: 3 year bonds and 10 years bond.
3Y10Y MCIR WTSM BCT Eq Weight
Gain 0.14734 0.16473 0.14811 0.67774
Volatility 0.0058739 0.0056947 0.0059831 0.017184
Sharpe Ratio 0.12117 0.13974 0.11959 0.19054
Downturn Risk 0.0034897 0.0034948 0.0036371 0.010491
Sortino Ratio 0.20396 0.22771 0.19673 0.31209
Panel 2. Assets: 3 year bonds and 20 years bond.
3Y20Y MCIR WTSM BCT Eq Weight
Gain 0.19696 0.24418 0.24185 0.88733
Volatility 0.0065955 0.0064595 0.0067319 0.025559
Sharpe Ratio 0.14427 0.18262 0.17356 0.16772
Downturn Risk 0.0038438 0.0037595 0.0039921 0.015954
Sortino Ratio 0.24755 0.31377 0.29267 0.26869
Panel 3. Assets: 5 year bonds and 10 years bond.
5Y10Y MCIR WTSM BCT Eq Weight
Gain 0.20598 0.25946 0.25944 0.77222
Volatility 0.0096978 0.0093802 0.0096029 0.020153
Sharpe Ratio 0.10261 0.13363 0.13052 0.18511
Downturn Risk 0.005825 0.0054615 0.0055394 0.012413
Sortino Ratio 0.17083 0.2295 0.22626 0.30055
Panel 4. Assets: 5 year bonds and 20 years bond.
5Y20Y MCIR WTSM BCT Eq Weight
Gain 0.27738 0.35218 0.35352 0.98181
Volatility 0.010471 0.010299 0.010601 0.028412
Sharpe Ratio 0.12797 0.16519 0.1611 0.16694
Downturn Risk 0.0062027 0.0058632 0.0061333 0.017721
Sortino Ratio 0.21604 0.29017 0.27846 0.26766
Panel 5. Assets: 10 year bonds and 20 years bond.
10Y20Y MCIR WTSM BCT Eq Weight
Gain 0.41967 0.5302 0.51288 1.1579
Volatility 0.018574 0.01737 0.01761 0.034245
Sharpe Ratio 0.10915 0.14746 0.1407 0.16335
Downturn Risk 0.013087 0.011334 0.011544 0.02179
Sortino Ratio 0.15491 0.226 0.21463 0.25672
The columns “CIR”, “WTSM”, and “BCT” report the statistics for minimum variance portfolio built
using each model estimates. The “Equally Weighted” column isb a s e do nan a i v ep o r t f o l i oc o n s i s t i n g
of 50% of each bonds. The “Portfolio Gain” is the excess returno v e rt h ew h o l ep e r i o df r o m1 9 9 1 . 0 4-
2008.07. The “Sharpe Ratio” is the mean of monthly excess return over its volatility. The“Sortino Ratio”
is a risk measure which is deﬁned by the excess return over the downside risk (DR) given in Eq. (56).





t, t<0  
2
t , where  t is the empirical monthly excess
return over Rt the instantaneous rate Rt. Rt is obtained from the WTSM and treated as a known time
series. N
  is the number of negative excess monthly returns.
TABLE 3. Minimum variance portfolios - 2 assetsWISHART 56







˜ m11 -0.57849 -0.59168
˜ m12 -0.03012 0.44139
˜ m21 0.05820 0.00731
˜ m22 0.00112 -0.00802
  -0.10761 -0.11248
  -0.51267   0
˜  11 0.07021 0.03491
˜  22 -0.00448 0.00164
˜  21 0.02232 -0.03433
   (bp) 7.65 7.71
Loglik 12038 12079
TABLE 4. Estimates Comparison for free   and setting   =0for WTSM.