Abstract. We study the eigenvalue distribution of a large Jordan block subject to a small random Gaussian perturbation. A result by E.B. Davies and M. Hager shows that as the dimension of the matrix gets large, with probability close to 1, most of the eigenvalues are close to a circle.
Introduction
In recent years there has been a renewed interested in the spectral theory of non-self-adjoint operators where, as opposed to the selfadjoint case, the norm of the resolvent can be very large even far away from the spectrum. Equivalently the spectrum of such operators can be highly unstable even under very small perturbations of the operator.
Emphasized by the works of L.N. Trefethen and M. Embree, see for example [19] , E.B. Davies, M. Zworski and many others [2, 3, 5, 22, 4] , the phenomenon of spectral instability of non-self-adjoint operators has become a popular and vital subject of study. In view of this it is very natural to add small random perturbations.
One line of recent research concerns the case of elliptic (pseudo)-differential operators subject to small random perturbations, cf. [1, 8, 7, 9, 15, 20 ].
Perturbations of Jordan blocks.
In this paper we shall study the spectrum of a random perturbation of the large Jordan block A 0 : Perturbations of a large Jordan block have already been studied, cf. [16, 21, 4, 6] .
• M. Zworski [21] noticed that for every z ∈ D(0, 1), there are associated exponentially accurate quasi-modes when N → ∞. Hence the open unit disc is a region of spectral instability.
• We have spectral stability (a good resolvent estimate) in C \ D(0, 1), since A 0 = 1.
• σ(A 0 ) = {0}. Thus, if A δ = A 0 +δQ is a small (random) perturbation of A 0 we expect the eigenvalues to move inside a small neighborhood of D(0, 1).
In the special case when Qu = (u|e 1 )e N , where (e j ) N 1 is the canonical basis in C N , the eigenvalues of A δ are of the form δ 1/N e 2πik/N , k ∈ Z/N Z, so if we fix 0 < δ 1 and let N → ∞, the spectrum "will converge to a uniform distribution on S 1 ". E.B. Davies and M. Hager [4] studied random perturbations of A 0 . They showed that with probability close to 1, most of the eigenvalues are close to a circle: A recent result by A. Guionnet, P. Matched Wood and O. Zeitouni [6] implies that when δ is bounded from above by N −κ−1/2 for some κ > 0 and from below by some negative power of N , then 1 N µ∈σ(A δ ) δ(z − µ) → the uniform measure on S 1 , weakly in probability.
The main purpose of this paper is to obtain, for a small coupling constant δ, more information about the distribution of eigenvalues of A δ in the interior of a disc, where the result of Davies and Hager only yields a logarithmic upper bound on the number of eigenvalues; see Theorem 2.2 below.
In order to obtain more information in this region, we will study the expected eigenvalue density, adapting the approach of [20] . (For random polynomials and Gaussian analytic functions such results are more classical, [11, 14, 10, 17, 13, 12] .)
Main result
Let 0 < δ 1 and consider the following random perturbation of A 0 as in (1.1):
where q j,k are independent and identically distributed complex random variables, following the complex Gaussian law N C (0, 1). It has been observed by Bordeaux-Montrieux [1] the we have the following result. Proposition 2.1. There exists a C 0 > 0 such that the following holds: Let X j ∼ N C (0, σ 2 j ), 1 ≤ j ≤ N < ∞ be independent and identically distributed complex Gaussian random variables. Put s 1 = max σ 2 j . Then, for every x > 0, we have
According to this result we have
and hence if C 1 > 0 is large enough,
In particular (2.2) holds for the ordinary operator norm of Q. We now state the principal result of this work.
Theorem 2.2. Let A δ be the N × N -matrix in (2.1) and restrict the attention to the parameter range e −N/O(1) ≤ δ 1, N 1. Let r 0 belong to a parameter range,
3)
where
is a continuous function independent of r 0 . C 1 > 0 is the constant in (2.2).
Condition (2.3) is equivalent to
It is necessary that r 0 < 1 − 2(N + 1) −1 for this inequality to be satisfied. For such r 0 the function [0, r 0 ] r → r N −1 (1 − r) 2 is increasing, and so inequality (2.3) is preserved if we replace r 0 by |z| ≤ r 0 .
The leading contribution of the density Ξ(z) is independent of N and is equal to the Lebesgue density of the volume form induced by the Poincaré metric on the disc D(0, 1). This yields a very small density of eigenvalues close to the center of the disc D(0, 1) which is, however, growing towards the boundary of D(0, 1).
A similar result has been obtained by M. Sodin and B. Tsirelson in [18] for the distribution of zeros of a certain class of random analytic functions with domain D(0, 1) linking the fact that the density is given by the volume form induced by the Poincaré metric on D(0, 1) to its invariance under the action of SL 2 (R).
Numerical Simulations.
To illustrate the result of Theorem 2.2, we present the following numerical calculations (Figure 1 and 2) for the eigenvalues of the N × N -matrix in (2.1), where N = 500 and the coupling constant δ varies from 10 −5 to 10 −2 . 
A general formula
To start with, we shall obtain a general formula (due to [20] in a similar context). Our treatment is slightly different in that we avoid the use of approximations of the delta function and also that we have more holomorphy available. To start with, we also assume that for almost all Q ∈ W, g(·, Q) has only simple zeros.
Let φ ∈ C ∞ 0 (Ω) and let m ∈ C 0 (W ). We are interested in
where we frequently identify the Lebesgue measure with a differential form,
In (3.3) we count the zeros of g(·, Q) with their multiplicity and notice that the integral is finite: For every compact set K ⊂ W the number of zeros of g(·, Q) in supp φ, counted with their multiplicity, is uniformly bounded, for Q ∈ K. This follows from Jensen's formula. Now assume,
is a smooth complex hypersurface in Ω × W and from (3.2) we see that
where we view (2i) −N 2 dQ ∧ dQ as a complex (N 2 , N 2 )-form on Ω × W , restricted to Σ, which yields a non-negative differential form of maximal degree on Σ.
Before continuing, let us eliminate the assumption (3.2). Without that assumption, the integral in (3.3) is still well-defined. It suffices to show (3.5) 
, Ω 0 ) = 0 we already know that this holds, so we assume that for some m ≥ 2,
. By Weierstrass' preparation theorem, if Ω 0 , W 0 and r > 0 are small enough,
where k is holomorphic and non-vanishing, and
Here, p j (Q, ε) are holomorphic, and p j (0, 0) = 0. The discriminant D(Q, ε) of the polynomial p(·, Q, ε) is holomorphic on W 0 × D(0, r). It vanishes precisely when p(·, Q, ε) -or equivalently g ε (·, Q) -has a multiple root in Ω 0 . Now for 0 < |ε| 1, the m roots of g ε (·, Q 0 ) are simple, so D(Q 0 , ε) = 0. Thus, D(·, ε) is not identically zero, so the zero set of D(·, ε) in W 0 is of measure 0 (assuming that we have chosen W 0 connected). This means that for 0 < |ε| 1, the function g ε (·, Q) has only simple roots in Ω for almost all Q ∈ W 0 .
Let Σ be the zero set of g , so that Σ → Σ in the natural sense. We have 
, when > 0 is small enough, depending on φ, m. Passing to the limit = 0 we get (3.5) under the assumptions (3.1), (3.4), first for φ ∈ C Now we strengthen the assumption (3.4) by assuming that we have a non-zero Z(z) ∈ C N 2 depending smoothly on z ∈ Ω (the dependence will actually be holomorphic in the application below) such that
We have the corresponding orthogonal decomposition
and if we identify unitarily Z(z) ⊥ with C N 2 −1 by means of an orthonor-
By the implicit function theorem, at least locally near any given point in Σ, we can represent Σ by
, where f is smooth. (In the specific situation below, this will be valid globally.) Clearly, since z, α 2 , ..., α N 2 are complex coordinates on Σ, we have on Σ that
with the convention that
The Jacobian J(f ) is invariant under any z-dependent unitary change of variables, α 2 , ..., α N 2 → α 2 , ..., α N 2 , so for the calculation of J(f ) at a given point (z 0 , α 0 ), we are free to choose the most appropriate orthonormal basis e 2 (z), ..., e N 2 (z) in Z(z) ⊥ depending smoothly on z. We write (3.7) as
where the density Ξ(z) is given by
Before continuing, let us give a brief overview on the organization of following sections: In Section 4 we will set up an auxiliary Grushin problem yielding the effective function g as above. Section 5 deals with the appropriate choice of coordinates Q and the calculation of the Jacobian J(f ). Finally, in Section 6 we complete the proof of Theorem 2.2.
Grushin problem for the perturbed Jordan block
4.1. Setting up an auxiliary problem. Following [16] , we introduce an auxiliary Grushin problem. Define R + : C N → C by
Here, we identify vectors in C N with column matrices. Then for |z| < 1, the operator
is bijective. In fact, identifying
we have A 0 = τ −1 − zΠ N , where τ u(j) = u(j − 1) (translation by 1 step to the right) and
A quick way to check (4.5), (4.6) is to write A 0 as an (N + 1) × (N + 1)-matrix where we moved the last line to the top, with the lines labeled from 0 (≡ N + 1 mod (N + 1)Z) to N and the columns from 1 to N + 1. Continuing, we see that
where · denote the natural operator norms and
Next, consider the natural Grushin problem for A δ . If δ Q G(|z|) < 1, we see that
is bijective with inverse
We get
. Indicating derivatives with respect to δ with dots and omitting sometimes the super/sub-script δ, we havė
Integrating this from 0 to δ yields
(4.13) We now sharpen the assumption that δ Q G(|z|) < 1 to
(4.14)
Then Combining this with the identityĖ −+ = −E − QE + that follows from (4.12), we get 16) and after integration from 0 to δ,
Using (4.5), (4.6) we get with Q = (q j,k ), 18) still under the assumption (4.14).
4.2.
Estimates for the effective Hamiltonian. We now consider the situation at the beginning of Section 2:
In the following, we often write | · | for the Hilbert-Schmidt norm · HS . As we recalled in (2.2), we have
and we shall work under the assumption that |Q| ≤ C 1 N . We let |z| < 1 and assume:
(4.20) Then with probability ≥ 1 − e −N 2 , we have (4.14), (4.18) which give for g(z, Q) :
Here, Z is given by
.
(4.22)
A straight forward calculation shows that
and in particular,
The middle term in (4.21) is bounded in modulus by δ|Q||Z| ≤ δC 1 N G(|z|) and we assume that |z| N is much smaller than this bound:
More precisely, we work in a disc D(0, r 0 ), where
and C 1. In fact, the first inequality in (4.26) can be written m(r 0 ) ≤
so the inequality is preserved if we replace r 0 by |z| ≤ r 0 . Similarly, the second inequality holds after the same replacement since G is increasing.
In view of (4.20), we see that
is also much smaller than the upper bound on the middle term. By the Cauchy inequalities,
The norm of the first term is δG G 2 δ 2 N , since GδN 1. (When applying the Cauchy inequalities, we should shrink the radius R = C 1 N by a factor θ < 1, but we have room for that, if we let C 1 be a little larger than necessary to start with.) Writing
we identify g(z, Q) with a function g(z, α) which is holomorphic in α for every fixed z and satisfies
while (4.27) gives
This derivative does not depend on the choice of unitary identification Z ⊥ C N 2 −1 . Notice that the remainder in (4.28) is the same as in (4.21) and hence a holomorphic function of (z, Q). In particular it is a holomorphic function of α 1 , ..., α N 2 for every fixed z and we can also get (4.29) from this and the Cauchy inequalities. In the same way, we get from (4.28) that
The Cauchy inequalities applied to (4.21) give,
2 α j e j we shall see that
32)
The leading terms in (4.32), (4.33) can be obtained formally from (4.28) by applying ∂ z , ∂ z and we also notice that
However it is not clear how to handle the remainder in (4.28), so we verify (4.32), (4.33), using (4.27), (4.31):
+ the remainders in (4.32).
The 3d and the 4th terms in the last expression add up to
and we get (4.32). Similarly,
Up to remainders as in (4.33), this is equal to
Here, we know that
Observe also that K(t) G(t) and that G(|z|) G(|z| 2 ). The following result implies that K (t) and K(t)
2 are of the same order of magnitude.
For each fixed k ∈ N, we have uniformly with respect to N , t:
For all fixed C > 0 and k ∈ N, we have uniformly,
Notice that under the assumption in (4.38), the estimate (4.37) becomes
We also see that in any region 1 − O(1)/N ≤ t < 1, we have
so together with (4.38), (4.36), this shows that
Proof. The statements are easy to verify when 0 ≤ t ≤ 1 − 1/O(1) and the N -dependent statements (4.37), (4.38) are clearly true when N ≤ O(1). Thus we can assume that 1/2 ≤ t < 1 and N 1. Write t = e −s so that 0 < s ≤ 1/O(1) and notice that s 1 − t. For N ∈ N, we put
so that
We regroup the terms in (4.40) into sums with 1/s terms where e −νs has constant order of magnitude:
Here, since the sum Σ(µ) consists of 1/s terms of the order ν k e −(N s+µ) ,
Hence,
Recalling (4.41) and the fact that s 1 − t, 1/2 ≤ t < 1, we get (4.36) when N = 1 and (4.37) when N ≥ 2. It remains to show (4.38) and it suffices to do so for 1/2 ≤ t ≤ 1 − C/N , N 1 and for C ≥ 1 sufficiently large but independent of N . Indeed, for 1 − C/N ≤ t ≤ 1 − 1/O(N ), both M N,k (t) and M ∞,k (t) are N 1+k . We can also exclude the case k = 0 where we have explicit formulae.
To get the equivalence (4.38) for 1/2 ≤ t ≤ 1−C/N , k ≥ 1, it suffices, in view of (4.36), (4.37), to show that for such t and for N 1, we have
for any given D ≥ 1, provided that C is large enough. In other terms, we need 
For simplicity we will restrict the attention to the region
It follows from the calculation (5.6) below, that
This is 1 for |z| ≤ 1/2 and for 1/2 ≤ |z| < 1 − 1/N it is in view of Proposition 4.1 and the subsequent observation
In the region (4.42) we get: Combining the implicit function theorem and Rouché's theorem to (4.28),we see that for |α | < C 1 N , α = N 2 α j e j ∈ Z(z) ⊥ , the equation
has a unique solution
Here, we also use (4.20), (4.25). Moreover, f satisfies
Differentiating the equation (4.44) (where α 1 = f ) we get
Since g is holomorphic in α 1 , α and in α 1 , α 2 , ..., α N 2 , we see that f is holomorphic in α and in α 2 , ..., α N 2 Applying ∂ α 2 , ..., ∂ α N 2 to (4.44), we get
Combining (4.29) in the form,
(4.30), (4.32), (4.33) with (4.47) and (4.48), we get
(4.50)
From (4.34) and the observation prior to Proposition 4.1 we know that
Recall also that |Z| G(|z|). Using this in (4.49), (4.50), we get
(4.52)
Choosing appropriate coordinates
The next task will be to choose an orthonormal basis e 1 (z), e 2 , ..., e N 2 (z) in C N 2 with e 1 (z) = |Z(z)| −1 Z(z) such that we get a nice control over
can be expressed easily up to small errors. Consider a point z 0 ∈ D(0, r 0 − N −1 ). We shall see below that the vectors Z(z), ∂ z Z(z) are linearly independent for every z ∈ D(0, 1) Proposition 5.1. There exists an orthonormal basis e 1 (z), e 2 (z), ..., e N 2 (z) in C N 2 , depending smoothly on z ∈ neigh (z 0 ) such that
Proof. We choose e 1 (z) as in (5.1). Let e 3 (z 0 ), ..., e N 2 (z 0 ) be an orthonormal basis in CZ(z 0 ) ⊕ C∂ z Z(z 0 ) ⊥ . Then we get an orthonormal family e 3 (z), ..., e N 2 (z) in e 1 (z) ⊥ in the following way: Let V 0 be the isometry
2 , where ν 0 3 , ..., ν 0 N 2 is the canonical basis in C N 2 −2 with a non-canonical labeling. Let π(z)u = (u|e 1 (z))e 1 (z) be the orthogonal projection onto
2 form a linearly independent system in e 1 (z) ⊥ and we get an orthonormal system of vectors that span the same hyperplane in e 1 (z)
⊥ by Gram orthonormalization,
We have
2 ) and we conclude that (5.3) holds. Let e 2 (z) be a normalized vector in (e 1 (z), e 3 (z), e 4 (z), ..., e N 2 (z)) ⊥ depending smoothly on z. Then e 1 (z), e 2 (z), ..., e N 2 (z) is an orthonormal basis and since e 3 (z 0 ), ..., e N 2 (z 0 ) are orthogonal to Z(z 0 ), ∂Z(z 0 ) by construction, we get (5.2).
We can make the following explicit choice:
so that for z = z 0 ,
(5.5) We next compute some scalar products and norms with Z and ∂ z Z.
and that
Repeating basically the same computation, we get
, and
Similarly,
Then, by a straight forward calculation,
Here,
We observe that
We conclude that
and (4.39) shows that the first and third members are of the same order of magnitude,
which is 1+M ∞,3 (t), for 0 ≤ t ≤ 1−1/N . From this and Proposition 4.1 we get:
where we recall that K = K N depends on N and that
We have 9) and it follows that .7) give
This implies that ∂ z Z, Z are linearly independent. Assume that |∇ z e 1 (z)| = O(m) for some weight m ≥ 1. We shall see below that this holds when
. By standard (CauchyRiesz) functional calculus, using also that V (z)
is the isometry appearing in the proof of Proposition 5.
(5.12)
We next show that we can take m = K(|z| 2 ). We have
By (5.6),
Since Z is holomorphic, this leads to the same estimates for |∇ z Z| and |∇ z Z|, and |∂
, by the Cauchy inequalities. Using this in (5.13), we get
(5.14)
Thus we can take m = K(|z| 2 ) in (5.12). Let f 2 be the vector in (5.4) so that e 2 (z) = |f 2 | −1 f 2 .
Recall that e j = U (z)ν 0 j , where we now know that
, as we have just seen. It is also clear that the term for j = 1 in the sum above is O(K 3 ). It remains to study |I + II + III| ≤ |I| + |II| + |III|, where
Here, |I| ≤ |∇ z ∂ z Z| = O(K 3 ) and by (5.12) we have
Recall from (5.5) that for z = z 0 ,
Hence, 
where we used the assumption that |Q| ≤ C 1 N in the last step. Combining this with (4.52), (4.51), (4.46), (4.34) and the observation prior to Proposition 4.1, we get
In the last parenthesis the second term is dominated by the first one and the third term is dominated by the fourth. If we recall that r 0 − |z| ≥ 1/N , we get
Similarly, from (4.50), (4.43) we get
Using (4.20), we get 19) see (4.46 ). This will be used together with the estimates ∂ α j f = O(δN ) in (4.51).
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The differential form dQ 1 ∧ dQ 2 ∧ ... ∧ dQ N 2 will change only by a factor of modulus one if we express Q in another fixed orthonormal basis and we will choose for that the basis e 1 (z 0 ), ..., e N 2 (z 0 ):
and restrict to α 1 = f (z, α 2 , ..., α N 2 ), where we sometimes identify α ∈ Z(z) ⊥ with (α 2 , ..., α N 2 ):
Then,
Taking z = z 0 until further notice, we get with α = (α 2 , ..., α N 2 ):
Here, we used (5.3). The first term to the right is equal to (d z f + d α f )|Z| when j = 1 and it vanishes when j ≥ 2. The second term vanishes for j ≥ 3, by (5.2). The third term is equal to −α 2 (e 2 |d z e j ) (by differentiation of the identity (e 2 |e j ) = δ 2,j ) and it vanishes for j ≥ 3 (remember that we take z = z 0 ). Thus, for z = z 0 : 
Similarly, using also (5.16),
When computing dQ 1 ∧ dQ 2 we notice that the terms in dz ∧ dz will not contribute to the
(5.20)
Here, (e 2 |d z e 1 ) = e 2 |d z |Z|
so the first term in (5.20) is equal to 5.20) and its complex conjugate we get
Proposition 5.3. We express Q in the canonical basis in C N 2 or in any other fixed orthonormal basis. Let e 1 (z), ..., e N 2 (z) be an orthonormal basis in C N 2 depending smoothly on z and with e 1 (z) = |Z(z)| −1 Z(z),
2 α j e j (z), and recall that the hypersurface
is given by (4.45) with f as in (4.46) . Then the restriction of dQ ∧ dQ to this hypersurface, is given by
(5.21)
Proof of Theorem 2.2
Let Q ∈ C N 2 be an N × N matrix whose entries are independent random variables ∼ N C (0, 1), so that the corresponding probability measure is
We are interested in
which is of the form (3.3) with 
Since |f ||Z| N , the first integral is equal to Since ∂ z Z belongs to the span of e 1 = ∂ z Z/|Z| and e 2 , we have
so the leading term (6.6) is (6.8)
We next approximate the expression (6.7) with (6.8), using (5.10) and the fact that K = (1 + O(t N ))K ∞ (uniformly with respect to N ). The expression (6.7) is equal to
, so the last expression becomes, 2 πt
where the first two terms in the remainder are dominated by the last one. We conclude that the difference between the expressions (6.7) and (6.8) is O(t N −1 N 2 ), and using also (6.5), we get, 
