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We consider an operator L generated by a 2m-order differential expression
and by m boundary conditions P j (D)y(0) = 0, j = 1, . . . , m.
Here p k ∈ L 1,loc (R + ) are real functions while P j is a polynomial of degree k j ; moreover, the system of boundary conditions is assumed normalized, i.e. 0 ≤ k 1 < k 2 < ... < k m ≤ 2m − 1. Suppose this operator is self-adjoint in the space L 2 (R + ), semibounded from below and has purely discrete spectrum {λ n } +∞ n=1 enumerated in ascending order according to the multiplicity.
Let Q be an operator of multiplication by a real function q ∈ L ∞ (R + ). Then an operator L + Q also has a purely discrete spectrum {µ n } +∞ n=1 . A number of papers beginning from the pioneering work [1] are devoted to the calculation of spectral functions and regularized traces of differential operators. The aim of our paper is to prove the following statement. q(t)dt has a bounded variation at zero. Then the following relation holds:
where For λ ∈ R we denote by θ(x, y, λ) the spectral function of the operator L, i.e. the kernel of its spectral projector E λ , see [6] . In a similar way, θ(x, y, λ) is the spectral function of the operator L. Also we denote by H 0 (x, y, τ ) the Green function of the operator L 0 − τ (for τ ∈ R + ).
Let ζ be the value of τ
and define ∆(ζ) = det(B(ζ)).
The following statements were proved in [7] , see also [8] . We state them with some redefinitions.
]). Let the following condition hold:
A. The matrix B(ζ) is non-degenerate, and the elements of the inverse matrix satisfy the estimate
Then the relation
First, we note that he assumptions of Proposition 1 may be weakened.
Lemma 1.
For |ζ| large enough, condition A is always satisfied. Thus, this condition in Proposition 1 can be omitted.
Proof. We claim that ∆(ζ) is a κ-degree polynomial of ζ. Indeed, the columns of B(ζ) are k j -degree polynomials, while the highest degrees cannot reduce since the corresponding coefficient is the Vandermonde determinant det(W(z k 1 , . . . , z km )) = 0. Thus, ∆(ζ) = 0 for sufficiently large |ζ|.
Further, the cofactor of b ℓj is evidently a polynomial of ζ, and its degree does not exceed κ − k j . The statement now follows from the Cramer formula.
Proof of Theorem 1. Note that the left-hand side of (3) can be rewritten as follows, see [5, proof of Theorem 1]:
By Lemma 1 this formula can be transformed to
Now we use the explicit formula for H 0 obtained in [3, Lemma 1] . We state them with some redefinitions.
where the determinant ∆ αβ (ζ) is obtained from ∆(ζ) if we substitute P j (−iz α−1 ζ) for P j (iz β−1 ζ) in β-th line. Surely, for this formula we need ∆(ζ) = 0 but this is the case for |τ | large enough.
We change the variable τ = ζ 2m in the inner integral in (4). It is easy to see that
π (here Γ λ is the arc of the circle {ζ = λ 
We denote B αβ = lim
and claim that
Indeed, since ∆ αβ is a polynomial of ζ and its degree does not exceed κ, the relation
holds as |ζ| → ∞. Further, for any 1 ≤ α, β ≤ m the inequality 0 ≤ arg(z α−1 + z β−1 ) ≤ m−1 m π holds true. Therefore, the integrals
are bounded by (7) (6) follows. We calculate the inner integral in (6) and rewrite the formula for S 1 as follows:
where
To pass to the limit in (8) Other terms, after integration by parts, are covered by the Lebesgue Theorem, since the exponents have negative real parts. Thus we arrive at
(the last equality follows from [11, 3.434.2] ).
Note that the entries of matrix B are quotients of determinants composed of the leading coefficients of polynomials that are entries of determinants ∆ αβ (ζ) and ∆(ζ). Direct calculation via the Cramer formula gives
(we recall that W = (W ℓj ) is the Vandermond matrix generated by the numbers w j = z k j , j = 1, . . . , m).
Formula (10) shows that if e (j) = [1, w j , . . . , w
. Thus, vectors e (j) form the eigen basis of B.
Next, by the geometrical progression sum formula, we rewrite the matrix P as follows:
where ϕ n = (1, z n , . . . , ..,
Denote by K the set {k j + 2mp | 1 ≤ j ≤ m, p ∈ Z + }. 5 Note that passage from (8) to (9) follows also from [5, Lemma 2].
To prove this lemma we need an obvious proposition.
Proposition 2. Let u, v be elements of Hilbert space and let a, b ∈ C. Then (au+bv, u) = 0 implies (au + bv, −au + bv) = |au + bv| 2 .
Proof of Lemma 2. First,
Note that U ∔ V = C m , since the vectors e (j) form a basis. Thus, there exists a decomposition ϕ n = u + v with u ∈ U, v ∈ V . Further, we have shown that B V is an identity operator while B U multiplies by −1. This implies Bϕ n = −u + v.
1. Let n ∈ K. Then ϕ is an eigenvector of B corresponding to the eigenvalue (−1)
In a similar way, if n / ∈ K and n ≡ 0 (mod 2) then ϕ ⊥ V . By Proposition 2, −(Bϕ n , ϕ n ) = |ϕ n | 2 = m.
To complete the proof of Theorem we define the set K = {k 1 , ..., k m }. Then formula (11) and Lemma 2 imply Theorem follows immediately from (9) and (12).
