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Abstract
The present article is dedicated to the numerical solution of homogeneous Neumann bound-
ary value problems on domains with a thin layer of different conductivity and of random
thickness. By changing the boundary condition, the boundary value problem given on the
random domain can be transformed into a boundary value problem on a fixed domain. The
randomness is then contained in the coefficients of the new boundary condition. This thin
coating can be expressed by a random Ventcell boundary condition and yields a second
order accurate solution in the scale parameter ε of the layer’s thickness. With the help of
the Karhunen-Loe`ve expansion, we transform this random boundary value problem into
a deterministic, parametric one with a possibly high-dimensional parameter y. Based on
the decay of the random fluctuations of the layer’s thickness, we prove rates of decay of
the derivatives of the random solution with respect to this parameter y which are robust
in the scale parameter ε. Numerical results validate our theoretical findings.
Keywords: Thin layer equation, boundary value problem, random domain.
1. Introduction
Many practical problems in engineering lead to boundary value problems for an un-
known function. In this article, we consider uncertainties in the geometric definition of the
domain motivated by tolerances in the manufacturing processes or in a damaged boundary
during the life of a mechanical device. Manufactured or damaged devices are close to a
nominal geometry but differ of course from its mathematical definition. Since we are mo-
tivated by tolerances, we can make the crucial assumption that the random perturbations
are small. By identifying domains with their boundary, domains close to the nominal do-
main D can be seen as a perturbation in the normal direction of the nominal boundary
∂D.
The most common approach to study boundary value problems with stochastic inputs is
the Monte-Carlo method, see e.g. [5, 14, 23] and the references therein. In many situations,
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this approach is easy to implement since it only requires a sufficiently large number of
samples. However, for boundary value problems on random domains, each sample means
a new domain and thus a new mesh, the building of new mass and stiffness matrices,
etc. All these steps are mandatory to compute the quantity of interest. Therefore, the
Monte-Carlo method is extremely costly and not so easy to implement in our context. This
article is dedicated to the development of a method for solving boundary value problems
in random domains that requires only a single, fixed mesh. It is the second part of a work
initiated in [11], where we have considered the case of Dirichlet boundary conditions. The
modified boundary condition we obtain now is of Ventcell type, which involves second order
derivatives in the tangential directions.
The treatment of boundary value problems on random domains is of high interest.
There are several approaches for dealing with boundary value problems on random do-
mains. Besides the fictitious domain approach considered in [7], one might essentially
distinguish two approaches: the domain mapping method, cf. [8, 21, 18, 27, 26], and the
perturbation method, cf. [16, 19], which is based on shape derivatives. They result from
a description of the random domain either in Lagrangian coordinates or in Eulerian co-
ordinates, see e.g. [24]. In this article, we consider Eulerian coordinates and propose a
perturbation method based on approximate boundary conditions. This is especially moti-
vated by the fact that shape derivatives are in general hard to compute.
This article is organized as follows. First, in Section 2, we present the preliminaries
to deal with the problem under consideration. Then, in Section 3, we recall the theory
for Ventcell’s boundary value problem. In Section 4, we provide the asymptotic analysis
required for the derivation of the deterministic thin layer equation. That is, we consider
a thin layer, derive the artificial boundary condition and provide an error estimate that is
uniform in both, the small parameter ε and the layer thickness h. In Section 5, we consider
the case that the layer thickness h is a random field. We prove existence and uniqueness of
the solution of such a problem. We then derive a high-dimensional, parametric boundary
value problem and study the regularity of the parameter to solution map in Section 6. The
regularity estimates obtained allow for methods which produce convergence rates that are
independent of the dimension of the parameter space. In Section 7, we present numerical
simulations which validate the proposed approach. Finally, we state concluding remark.
2. Impedance conditions for a slowly varying thin layer
2.1. Geometrical setting
We consider the following geometrical situation: A given C∞ domain D is surrounded
by a thin coating layer Lε. We assume that I is an inclusion I ⊂ D inside D with boundary
ΓD. The thickness h of the layer is a smooth, real valued function defined on the outer
boundary ΓV of D. We make the assumptions that the layer denoted by Lε coats D on
the outer boundary and that its characteristic size is a small parameter 0 < ε ≤ ε0 so that
the layer Lε can be described as
Lε = {x+ tn(x) with 0 ≤ t < εh(x) and x ∈ ΓV },
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see Figure 1 for an illustration of the geometrical situation.
We make the following assumptions on the function h:
(H1) h is continuously differentiable and there exists a non-negative number dmax such
that ‖∇Γh(x)‖ ≤ dmax for all x ∈ ΓV ,
(H2) there exists nonnegative real numbers 0 < hmin ≤ hmax such that hmin ≤ h(x) ≤ hmax
for all x ∈ ΓV .
D
I
Lε
ΓV
ΓD
Figure 1: The geometrical setting – the domain D, the layer Lε, the inner boundary ΓD, and the outer
boundary ΓV .
2.2. Impedance boundary conditions
We are interested in the numerical resolution of the following model boundary value
problem posed in Dε = D∪Lε: for a given function f ∈ L
2(R2), find uε ∈ H
1
ΓD
(Dε) = {v ∈
H1(Dε) : v = 0 on ΓD} such that
−div(σ∇uε) = f in Dε
uε = 0 on ΓD,
∂nuε = 0 on ∂Lε,
(1)
where the conductivity σ is piecewise constant and positiv taking the value σ0 in D and 1
in the layer Lε. In order to efficiently compute a numerical approximation for the solution
of (1), a classical idea is to introduce impedance conditions (see [12], [4] and derived works)
to avoid the meshing of the thin layer. The strategy is the following: work only in D and
search for a boundary condition on ΓV so that the solution of the new boundary value
problem defined on D (i.e., the domain without the thin layer) is a good approximation of
the restriction to D of the solution of the real boundary value problem set in Dε.
3
3. On Ventcell’s boundary value problem
We shall briefly recall some facts about boundary value problems with a Ventcell’s
boundary condition. To the end, let D be a domain in Rd, d = 2, 3, with a smooth
inclusion I ⊂ D. The exterior boundary of D is denoted by ΓV and the interior boundary
of D (i.e., the boundary of I) is denoted by ΓD. We consider a function h which is defined
on ΓV such that there exist nonnegative real numbers 0 < hmin ≤ hmax:
∀x ∈ ΓV , hmin ≤ h(x) ≤ hmax.
Denoting the surface gradient by ∇Γ and the tangential divergence by divΓ, we shall then
be concerned with the boundary value problem
−σ0∆w = f in D,
w = 0 on ΓD,
σ0∂nw − ε divΓ(h∇Γw) = ϕ on ΓV .
(2)
In order to define the energy space of (2), we shall introduce the Sobolev space
H1ΓD(D) := {v ∈ H
1(D) : v|ΓD = 0}.
Its dual will be denoted by H˜−1ΓD(D). Then, the natural space to search the solution of (2)
is the space
H :=
{
v ∈ H1ΓD(D) : v|ΓV ∈ H
1(ΓV )
}
⊃ H3/2(D),
which we equip with the ε-dependent norm
|||v||| :=
√
σ0|v|
2
H1(D) + ε|v|
2
H1(ΓV )
. (3)
Notice that the right hand sides f and ϕ in (2) have to belong to H˜−1ΓD(D) and H
−1(ΓV ),
respectively.
We are lead to the following variational formulation: seek u ∈ H such that∫
D
σ0∇u · ∇v dx + ε
∫
ΓV
h∇Γu · ∇Γv do =
∫
D
fv dx +
∫
ΓV
ϕv do
for all v ∈ H. Here, do stands for the surface measure. The assumptions on h ensure that
the bilinear form
a(v, w) =
∫
D
σ0∇v · ∇w dx+ ε
∫
ΓV
h∇Γv · ∇Γw do
is coercive and continuous with constants that depends only on hmin and hmax. Thus, Lax
Milgram’s theorem can be applied and we obtain the existence and uniqueness of a solution
u ∈ H to (2), satisfying the stability estimate
|||u||| ≤ C(hmin, hmax)
{
‖f‖H˜−1
ΓD
(D) + ‖ϕ‖H−1(ΓV )
}
. (4)
4
4. On the approximated boundary conditions
In this section, we derive a boundary value problem with Ventcell’s boundary condition
that approximates a boundary value problem which has a thin layer with Neumann bound-
ary conditions. The results we obtain are also valid for the three-dimensional situation.
But in order to keep the arguments simple, we perform the explicit computations only for
the two-dimensional case.
4.1. Asymptotic expansion in D and in the layer Lε
4.1.1. Notation
Let us introduce the notations and the objects needed to derive the approximate bound-
ary conditions. For ease of notation, we deal with the bidimensional case and assume
that D is simply connected so that its boundary has a parametrization by the arclength
s 7→ ϑ(s) defined on the segment [0, |ΓV |], where |ΓV | is the perimeter of D. At the point
ϑ(s), the unit tangent vector t(s) is ϑ′(s) and the curvature κ(s) is defined by the equality
t′(s) = κ(s)n(s).
With these notations, the boundary of Dε can be parametrized by s 7→ ϑh(s) = ϑ(s)+
εh(s)n(s). Of course, this curve is not parametrized by the arclength and the unit tangent
and the outward normal fields are
th(s) =
(1 + εhκ)t(s) + εh′n(s)√
(1 + εhκ)2 + (εh′)2
and nh(s) =
(1 + εhκ)n(s)− εh′t(s)√
(1 + εhκ)2 + (εh′)2
. (5)
It is convenient to drop the dependency in s for κ and h in the sequel.
If ΓV and h are smooth enough, then one can expand the fields th and nh into a power
series, such that there are functions αk and βk which depend on the arclength s, satisfying
th =
(
∞∑
k=0
αkε
k
)
t+
(
∞∑
k=0
βkε
k
)
n and nh =
(
∞∑
k=0
αkε
k
)
n−
(
∞∑
k=0
βkε
k
)
t.
The first coefficients of these expansions are given as
α0 = 1, α1 = 0, α2 = −
(h′)2
2
, α3 = κh(h
′)2 . . . (6)
and
β0 = 0, β1 = h
′, β2 = −h
′hκ, β3 = κh
2h′ −
1
2
(h′)3 . . . , (7)
respectively.
Let χ be the cut locus of ΓV . Then, each function u, defined in D, can locally be
represented in curvilinear coordinates according to u˜(s, t) = u(x), where u˜ : [0, |ΓV |] ×
(−χ, χ)→ R. In particular, the gradient and Laplace operator are expressed in curvilinear
coordinates as
∇ =
1
1 + tκ
∂
∂s
t(s) +
∂
∂t
n(s) (8)
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and
∆ =
1
1 + tκ
∂
∂s
(
1
1 + tκ
∂
∂s
)
+
κ
1 + tκ
∂
∂t
+
∂2
∂t2
. (9)
The usual strategy to transfer the boundary conditions at the layer’s boundary to the
boundary ΓV relies on an asymptotic expansion of uε with respect to the scaling factor ε
by a double ansatz. One ansatz is valid in D and the other ansatz is valid in the layer
Lε. Namely, we postulate that there are real-valued functions u
k
int, defined on D, and u
k
ext,
defined on [0, |ΓV |]× [0, 1], such that
uε(x) = uint(x) =
∞∑
k=0
εkukint(x) in D and uε(x) = uext(x) =
∞∑
k=0
εkukext
(
s,
t
εh
)
in Lε.
(10)
Relative to previous works, the anisotropy in the second curvilinear coordinate takes
the variation of the thickness into account. With these ansa¨tze at hand, we can reformulate
the boundary value problem (1) as a transmission problem:
−σ0∆uint = f in D,
−∆uext = f in Lε,
uint = 0 on ΓD,
uint = uext on ΓV ,
σ0∂nuint = ∂nuext on ΓV ,
∂nuext = 0 on ∂Lε.
(11)
In view of (9), the equation in the layer Lε reads in curvilinear coordinates as
Lu˜ = −(1 + tκ)f with L =
∂
∂s
(
1
1 + tκ
∂s
)
+ κ∂t + (1 + tκ)∂
2
tt. (12)
In order to write this equation in the anisotropic, curvilinear coordinates (s, τ) = (s, t/(εh))
in Lε corresponding to the ansa¨tze (10), we require the following relations:
∂t =
1
εh
∂τ , κ∂t =
κ
εh
∂τ , ∂
2
tt =
1
ε2h2
∂2ττ and (1 + tκ)∂
2
tt =
1
ε2h2
∂2ττ +
κ τ
εh
∂2ττ .
Moreover, with the help of the decomposition of (1 + tκ)−1 into a power series and the
product rule, we obtain
∂s
(
1
1 + tκ
∂s
)
=
∑
n≥0
(−1)nεnτnκnhn∂2ss +
∑
n≥0
(−1)nεnτnn(κ′κn−1hn + κnh′hn−1)∂s.
The operator L can thus be split in powers of the small parameter ε according to
L =
∑
n≥−2
εnLn (13)
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with
L−2 =
1
h2
∂2ττ , L−1 =
κ
h
(
∂τ + τ ∂
2
ττ
)
,
and, for general n ≥ 0, with
Ln = (−1)
nτn
[
κnhn∂2ss + n(κ
′κn−1hn + κnh′hn−1)∂s
]
.
Especially, we find
L0 = ∂
2
ss, L1 = −τ
[
κh∂2ss + ∂s(κh)∂s
]
= −τ∂s(κh∂s).
We finally have to assume that the right hand side f is smooth in the layer, so that it
can be expended in the layer in accordance with
(1 + εκhτ)f(·, εhτ) =
N∑
n=0
εnfn(., τ) +O(ε
N+1). (14)
In particular, it holds
f0(s, τ) = f(s, 0) and f1(s, τ) = κhτ
(
f(s, 0) + ∂nf(s, 0)
)
.
4.1.2. Derivations of a sequence of differential equations
Determination of the differential equation for ukext. By plugging (13) and (14) into (12),
we obtain first
Luext = ε
−2 1
h2
∂2ττu
0
ext + ε
−1
(
1
h2
∂2ττu
1
ext +
κ
h
(
∂τu
0
ext + τ∂
2
ττu
0
ext
))
+
∑
n≥0
εn
(
1
h2
∂2ττu
n+2
ext +
κ
h
(
∂τu
n+1
ext + τ∂
2
ττu
n+1
ext
)
+
n∑
k=0
Ln−ku
k
ext
)
.
We compare the terms with the same order of ε to obtain the sequence of differential
equations for the ukext. It holds
∂2ττu
0
ext = 0, ∂
2
ττu
1
ext = −κh
(
∂τu
0
ext + τ∂
2
ττu
0
ext
)
, (15)
and, for general n ≥ 0,
∂2ττu
n+2
ext = −
(
κh
(
∂τu
n+1
ext + τ∂
2
ττu
n+1
ext
)
+ h2
n∑
k=0
Ln−ku
k
ext
)
− h2fn. (16)
In particular, we have
∂2ττu
2
ext = −
(
κh(∂τu
1
ext + τ∂
2
ττu
1
ext) + h
2L0u
0
ext
)
− h2f0, (17)
∂2ττu
3
ext = −
(
κh(∂τu
2
ext + τ∂
2
ττu
2
ext) + h
2(L0u
1
ext + L1u
0
ext)
)
− h2f1.
7
Determination of the boundary conditions for ukext. The boundary conditions on the bound-
ary ΓV are given by the transmission conditions stated in (11). They are obtained by setting
τ = 0 and read as
σ0∂nuint =
1
εh
∂τuext =⇒ σ0∂nu
k−1
int =
1
h
∂τu
k
ext,
uint = uext =⇒ u
k
int = u
k
ext.
(18)
On the outer boundary ∂Lε, that is for τ = 1, one has ∂nhuext = 0 according to (11).
Therefore, it holds∇uext ·nh = 0, which corresponds thanks to the expression of the normal
field (5) and of the gradient (8) to(
1
1 + εhτκ
∂
∂s
[
∞∑
k=0
ukext ε
k
]
t+
1
εh
∂
∂τ
[
∞∑
k=0
ukext ε
k
]
n
)
·
[(
∞∑
k=0
αk ε
k
)
n−
(
∞∑
k=0
βk ε
k
)
t
]
= 0.
This is equivalent to
−
1
1 + εhτκ
(
∞∑
k=0
∂ukext
∂s
εk
)(
∞∑
k=0
βk ε
k
)
+
1
εh
[
∞∑
k=0
∂ukext
∂τ
εk
](
∞∑
k=0
αk ε
k
)
= 0.
and finally to
1
1 + εhτκ
∞∑
n=0
( ∑
k+ℓ=n
∂ukext
∂s
βℓ
)
εn =
1
εh
∞∑
n=0
( ∑
k+ℓ=n
∂ukext
∂τ
αℓ
)
εn.
We plug in the expressions of the coefficients (αℓ, βℓ) from (6), (7) and sort with respect
to the powers εn on the left and on the right hand side of the last equation. The first four
terms are given as follows.
• For n = −1, we obtain 1
h
∂u0
ext
∂τ
α0 = 0. Hence, we conclude
∂u0ext
∂τ
= 0. (19)
• For n = 0, we obtain
∂u0
ext
∂s
β0 =
1
h
(∂u1
ext
∂τ
α0 +
∂u0
ext
∂τ
α1
)
. Hence, we conclude
∂u1ext
∂τ
= 0. (20)
• For n = 1, we obtain
∂u1ext
∂s
β0 +
∂u0ext
∂s
β1 − hτκβ0
∂u0ext
∂s
=
1
h
(
∂u2ext
∂τ
α0 +
∂u1ext
∂τ
α1 +
∂u0ext
∂τ
α2
)
.
Hence, we conclude
∂
∂τ
u2ext = hh
′ ∂
∂s
u0ext +
1
2
(h′)2
∂
∂τ
u0ext.
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• For n = 2, we obtain
∂u2ext
∂s
β0 +
∂u1ext
∂s
β1 +
∂u0ext
∂s
β2 − hτκ
(
∂u1ext
∂s
β0 +
∂u0ext
∂s
β1
)
+ h2τ 2κ2
∂
∂s
u0extβ0
=
1
h
(
∂u3ext
∂τ
α0 +
∂u2ext
∂τ
α1 +
∂u1ext
∂τ
α2 +
∂u0ext
∂τ
α3
)
.
Hence, we conclude
∂
∂τ
u3ext = hh
′ ∂
∂s
u1ext − 2h
′h2κ
∂
∂s
u0ext − α2
∂
∂τ
u1ext − α3
∂
∂τ
u0ext.
4.1.3. Computations of the first order terms
The resolution for unext and u
n
int is now iterative. For our purpose, we should make the
first steps explicit.
Step 1: Partial resolution of order n = 0. Since ∂2ττu
0
ext = 0 in accordance with (15), the
first function u0ext should be affine in the variable τ with a derivative that vanishes at τ = 1
due to (19). Therefore, u0ext is constant in τ .
Step 2: Partial resolution of order n = 1. According to (15), the equation for u1ext is
∂2ττu
1
ext = −κh
(
∂τu
0
ext + τ∂
2
ττu
0
ext
)
= 0.
In addition, we have the boundary condition
∂τu
1
ext(s, 1) = 0,
cf. (19). Hence, u1ext is also constant in τ .
Step 3: Complete resolution of order n = 0. From the flux condition (18) at the interface,
we get
σ0h ∂nu
0
int(s, 0) = ∂τu
1
ext(s, 0) = 0.
Since u0ext is constant in τ , it follows ∂nu
0
ext = ∂τu
0
ext = 0. Thus, we conclude by inserting
the ansatz (10) for uint in the transmission problem (11) that u
0
int is uniquely determined
as the solution of 
−σ0∆u
0
int = f in D,
u0int = 0 on ΓD,
σ0∂nu
0
int = 0 on ΓV .
Due to step 1, i.e., u0ext(s, τ) = u
0
ext(s, 0), the continuity at the interface (cf. (18)) leads to
u0ext(s, τ) = u
0
int(s, 0).
Step 4: Partial resolution of order n = 2. Since u1ext is constant in τ , the differential
equation (17) for u2ext reads
∂2ττu
2
ext = −κh
(
∂τu
1
ext + τ∂
2
ττu
1
ext
)
− h2∂2ssu
0
ext − h
2f0 = −h
2
(
∂2ssu
0
ext + f0
)
.
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The boundary condition at the outer boundary is
∂
∂τ
u2ext(s, 1) = hh
′ ∂
∂s
u0ext(s, 1) +
1
2
(h′)2
∂
∂τ
u0ext(s, 1) = hh
′ ∂
∂s
u0ext(s, 1),
since u0ext is constant in τ . We still can find an analytic expression for u
2
ext. There exists a
constant C0 still undetermined such that
u2ext(s, τ) = −
1
2
h2(s)
[
∂2ssu
0
ext(s, 0) + f0(s)
]
τ 2
+
[
h2(s)
[
∂2ssu
0
ext(s, 0) + f0(s)
]
+ h(s)h′(s)∂su
0
int(s, 0)
]
τ + C0.
Step 5: Complete resolution of order n = 1. From the flux condition (18) at the interface,
we get
σ0∂nu
1
int(s, 0) =
1
h
∂τu
2
ext(s, 0)
= h(s)
[
∂2ssu
0
ext(s, 0) + f0(s)
]
+ h′(s)∂su
0
int(s, 0)
= h(s)f0(s) + ∂s
[
h(s)∂su
0
int(s, 0)
]
.
This determines u1int as the solution of
−σ0∆u
1
int = 0 in D,
u1int = 0 on ΓD,
σ0∂nu
1
int = h(s)f0(s) + ∂s [h(s)∂su
0
int(s, 0)] on ΓV .
(21)
4.2. Derivation of the approximated boundary conditions.
In order to derive the approximated boundary conditions, we introduce the partial sum
u
[1]
int = u
0
int + εu
1
int. By construction, we check that −σ0∆u
[1]
int = f in D and u
[1]
int = 0 on ΓD.
On the outer boundary ΓV , one has
σ0∂nu
[1]
int(s, 0) = ε
(
h(s)f0(s) + ∂s
[
h(s)∂su
0
int(s, 0)
])
,
so that it follows
σ0∂nu
[1]
int(s, 0)− ε∂s
[
h(s)∂su
[1]
int(s, 0)
]
= εh(s)f0(s) + ε
2∂s
[
h(s)∂su
1
int(s, 0)
]
.
Finally, u
[1]
int is solution of
−σ0∆u = f in D,
u = 0 on ΓD,
σ0∂nu(s, 0)− ε∂s [h(s)∂su(s, 0)] = εh(s)f0(s) + ε
2∂s [h(s)∂su
1
int(s, 0)] on ΓV .
(22)
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Therefore, one introduces the approximate first order problem:
−σ0∆u = f in D,
u = 0 on ΓD,
σ0∂nu− ε∂s [h(s)∂su] = εh(s)f0(s) on ΓV .
(23)
It corresponds in three dimensions to a boundary value problem with Ventcells boundary
conditions, as introduced in Section 3:
−σ0∆u = f in D,
u = 0 on ΓD,
σ0∂nu− εdivΓ [h(s)∇Γu] = εh(s)f0(s) on ΓV .
(24)
One can continue the analysis and write down higher order approximated boundary
conditions. However, they become more and more complex and from the second order
involves the curvature and its derivative (technically coming from the L1 operator). If
one does not have a parametric model for the surface and only dispose of a mesh of the
computational domain, it is not reasonable to use these high order models. Hence, we will
study only the first order model for Neumann boundary conditions.
4.3. On the approximation error
In order to estimate the error made by using the artificial boundary condition, we
proceed in two steps. First, we obtain an error estimate for the remainders r1ε := uε − u
[1]
int
in the truncated asymptotic expansions of the solution uε of (1). Then, in a second step, we
compute the difference between u
[1]
int the solution of (22) and the solution of the approximate
first order problems (23) and (24), respectively. Both steps are adapted from the proofs
of [6] in the case of layers with constant thickness, i.e. if h(x) takes a constant value, and
of our work [11] in the case of Dirichlet boundary conditions with varying thickness. We
therefore explain the main lines of the proof without entering into the details. Notice that
from now on, in this section, the term “uniform” means uniform with respect to both ε
and h.
Theorem 4.1. There is a constant C that depends only of D, hmin, hmax and dmax such
that the committed error satisfies
‖uε − u‖H1(D) ≤ Cε
2.
Here, uε solves (1) and u solves the approximated problem (23).
Proof. The idea is to split the error into two parts
‖uε − u‖H1(D) ≤ ‖uε − (u
0
int + εu
1
int)‖H1(D) + |||u− (u
0
int + εu
1
int)|||.
In Step 1, we estimate the first term on the right hand side while, in step 2, we estimate
the second term on the right hand side, both of which estimates are of the desired order.
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Step 1: Estimation of the truncation error. To estimate the truncation error for uε, the first
step is to write a precise error estimate for the remainder rNε in the asymptotic expansion
of uext and uint. The reminder r
N
ε is piecewise defined as
rNε = r
N
ε,int = uε −
N∑
k=0
εkukint in D and r
N
ε = r
N
ε,ext = uε −
N∑
k=0
εkukext in Lε.
These remainders satisfy the boundary value problems
σ0∆r
N
ε,int = 0 in D,
∆rNε,ext = fN in Lε,
σ0∂nr
N
ε,int = ∂nr
N
ε,ext + gN on ΓV ,
rNε,int = 0 on ΓD,
rNε,int = r
N
ε,ext on ΓV ,
∂nr
N
ε,ext = 0 on ∂Dε,
(25)
with fN = O(ε
N−1) and gN = O(ε
N) by construction. Precisely, fN is given by (14) and
the normal derivatives satisfy:
σ0∂nr
N
ε,int − ∂nr
N
ε,ext =
N∑
n=0
εn
[
σ0∂nuint,n −
1
εh
∂tuext,n
]
= σ0ε
N∂nuint,N .
In order to derive the variational formulation of (25), we define the bilinear form aε on
H1ΓD(Dε) by
aε(v, w) := σ0
∫
D
∇v · ∇w dx+
∫
Lε
∇v · ∇w dx
and the linear form FNε on H
1
ΓD
(Dε) by
〈FNε , v〉 :=
∫
ΓV
gNv do−
∫
Lε
fNv dx.
Thus, (25) has the variational formulation
∀v ∈ H1ΓD(Dε), aε(r
N
ε , v) = F
N
ε (v).
In [11, Section 2–3], we have shown the uniform coercivity and continuity of the bilinear
forms aε and there is a constant K such that |〈F
N
ε , v〉| ≤ K‖v‖H1(Lε). Consequently, Lax
Milgram’s theorem can be applied and combining the uniform coercivity of aε with respect
to ε and the continuity of FNε , we check that there is a constant C, independent of ε ≤ ε0
and of h, such that
‖rNε ‖H1(Dε) ≤ Cε
N−1 (26)
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since fN = O(ε
N−1) and gN = O(ε
N). Finally, we split the remainder of order N according
to
rNε = r
N+2
ε + ε
N+1uN+1ε + ε
N+2uN+2ε ,
where ukε is u
k
int in D and u
k
ext in the layer. The triangle inequality and (26), applied to the
remainder rN+2ε of order N + 2, give
‖rNε ‖H1(Dε) ≤ ‖r
N+2
ε ‖H1(Dε) + ε
N+1‖uN+1ε ‖H1(Dε) + ε
N+2‖uN+2ε ‖H1(Dε) ≤ Cε
N+1.
We thus immediately get
‖rNε,int‖H1(D) ≤ Cε
N+1. (27)
Note that the constant C depends of the truncation order N .
Step 2: Estimation of the difference. For u being the solution of (23), we shall estimate
the difference r2 = u − (u
0
int + εu
1
int) = u − u
[1]
int. It obviously solves the boundary value
problem 
−σ0∆r2 = 0 in D,
r2 = 0 on ΓD,
σ0∂nr2 − ε∂s(h∂sr2) = ϕ on ΓV ,
(28)
where the right hand side ϕ = −ε2∂s(h∂su
1
int). By the a priori estimate (4) for Ventcell’s
boundary value problem, we get |||r2||| ≤ ε
2C(hmin, hmax)‖∂s(h∂su
1
int)‖H−1(ΓV ). Since
〈v, ∂s(h∂su
1
int)〉H1(ΓV )×H−1(ΓV ) =
∫
ΓV
h∂sv∂su
1
int do ≤ hmax‖u
1
int‖H1(ΓV )‖v‖H1(ΓV )
for all v ∈ H1(ΓV ), we obtain |||r2||| ≤ ε
2C(hmin, hmax, dmax)hmax‖u
1
int‖H1(ΓV ). Standard regu-
larity theory for the Neumann boundary value problem (21), satisfied by u1int, provides the
ε-independent bound
‖u1int‖H1(ΓV ) ≤ C
{
hmax‖f0‖L2(ΓV ) + ‖h‖W1,∞(ΓV )‖u
0
int‖H2(ΓV )
}
.
5. Randomly varying thin layer
From now on, we shall consider the situation that the layer’s thickness h is random. To
that end, let (Ω,Σ,P) be a complete probability space and assume that h : ΓV ×Ω→ R is
a random field which satisfies the following assumptions:
(UB) Uniform boundedness: there exist two nonnegative real numbers hmin ≤ hmax and a
real 0 ≤ q < 1 such that the random field
h(x, ω) = h(x) + h˜(x, ω) with h(x) = E
(
h(x, ω)
)
satisfies
0 < hmin ≤ h(x) ≤ hmax and |h˜(x, ω)| ≤ qh(x) (29)
for all x ∈ ΓV and for P-almost all ω ∈ Ω.
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(UR) Uniform regularity: the function x 7→ h(x, ω) is uniformly bounded in C1 for all ω in
Ω, that is, the random field h belongs to the Bochner space L∞
P
(Ω, C1(ΓV )).
Let us recall for the reader’s convenience the definition of Bochner spaces. Consider a real
number p ≥ 1. Then, for a Banach space X, the Bochner space Lp
P
(Ω,X) consists of all
functions v : Ω→ X whose norm
‖v‖Lp
P
(Ω,X) :=

(∫
Ω
‖v(·, ω)‖pX dP(ω)
)1/p
, p <∞,
ess supω∈Ω ‖v(·, ω)‖X, p =∞,
is finite. If p = 2 and X is a Hilbert space, then the Bochner space is isomorphic to the
tensor product space L2
P
(Ω)⊗ X.
Since the layer’s thickness is random, the approximate first order boundary value prob-
lem (23) becomes the following partial differential equation with random boundary data:
−σ0∆u(ω) = f in D
u(ω) = 0 on ΓD,
σ0∂nu(ω)− ε∂s [h(ω)∂su(ω)] = εh(ω)f0 on ΓV .
To obtain its variational formulation, we multiply this equation with an arbitrary test
function from L2
P
(Ω,H): seek u ∈ L2
P
(Ω,H) such that∫
Ω
{
σ0
∫
D
∇u(ω) · ∇v(ω) dx + ε
∫
ΓV
h(ω)∂su(ω)∂sv(ω) do
}
dP(ω)
=
∫
Ω
{∫
D
fv(ω) dx + ε
∫
ΓV
h(ω)f0v(ω) do
}
dP(ω)
(30)
holds for all v ∈ L2
P
(Ω,H).
Theorem 5.1. Under the conditions (UB) given by (29), there exists for all ε ≤ ε0 a
unique solution u in L2
P
(Ω,H) to the variational formulation (30). In particular, we have
the stability estimate√∫
Ω
|||u(ω)|||2 dP(ω) ≤ C
{
‖f‖H˜−1
ΓD
(D) + ‖f0‖H−1(ΓV )
}
(31)
uniformly as ε tends to 0.
Proof. By introducing the bilinear form
a : L2
P
(Ω,H)× L2
P
(Ω,H)→ R,
a(v, w) :=
∫
Ω
{
σ0
∫
D
∇v · ∇w dx + ε
∫
ΓV
h∂sv∂sw do
}
dP(ω)
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and the linear form
ℓ : L2
P
(Ω,H)→ R, ℓ(v) :=
∫
Ω
[ ∫
D
fv dx+ ε
∫
ΓV
hf0v do
]
dP(ω),
the variational formulation (30) is equivalent to the problem:
seek u ∈ L2
P
(Ω,H) such that a(u, v) = ℓ(v) for all v ∈ L2
P
(Ω,H). (32)
In view of (29), it holds that
0 < (1− q)hmin ≤ (1− q)h(x) ≤ |h(x, ω)| ≤ (1 + q)h(x) ≤ (1 + q)hmax
for all x ∈ D and for P-almost all ω ∈ Ω. This bound ensures the uniform ellipticity and
boundedness of the bilinear form a(·, ·):
min
{
1, (1− q)hmin
}∫
Ω
|||v(ω)|||2 dP(ω) ≤ a(v, v),
|a(v, w)| ≤ max
{
1, (1 + q)hmax
}√∫
Ω
|||v(ω)|||2 dP(ω)
√∫
Ω
|||w(ω)|||2 dP(ω).
In addition, the linear form ℓ(·) satisfies
|ℓ(v)| ≤ ‖f‖H˜−1
ΓD
(D)
√∫
Ω
‖v(ω)‖2H1(D) dP(ω)
+ ε(1 + q)hmax‖f‖H−1(ΓV )
√∫
Ω
‖v(ω)‖2H1(ΓV ) dP(ω)
≤ cf
{
‖f‖H˜−1
ΓD
(D) + ‖f0‖H−1(ΓV )
}√∫
Ω
|||v(ω)|||2 dP(ω).
Note that we used in the last step Poincare´ Friedrichs’ inequality and ε ≤ ε0. According
to the Lax Milgram’s theorem, we conclude thus the desired result.
This theorem implies the well-posedness of the thin layer equation (30) with random
thickness. In particular, we conclude that
‖uε(ω)− u(ω)‖H1(D) ≤ Cε
2
P-a.e. ω ∈ Ω, (33)
where the constant C > 0 is independent of ω. Hence, the random solution u(ω) of (30) is
in the Bochner space L2
P
(Ω,H1(D)), satisfying the error estimate
‖uε − u‖L2
P
(Ω,H1(D)) ≤ Cε
2. (34)
Therefore, we derive the following proposition.
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Proposition 5.2. The random solution u ∈ L2
P
(Ω,H1(D)) satisfies the error estimates
‖E(uε)− E(u)‖H1(D) ≤ Cε
2, ‖V(uε)− V(u)‖W1,1(D) ≤ Cε
3.
Proof. The first assertion follows immediately from (33). For the second assertion, one has
to consider the difference of the covariances
Cov(uε)(x,x
′) = E
([
uε(x)− E(uε(x))
][
uε(x
′)− E(uε(x
′))
])
,
= E
([
uε − E(uε)
]
⊗
[
uε − E(uε)
])∣∣∣
(x,x′)
and
Cov(u)(x,x′) = E
([
u(x)− E(u(x))
][
u(x′)− E(u(x′))
])
= E
([
u− E(u)
]
⊗
[
u− E(u)
])∣∣∣
(x,x′)
in the space H1mix(D ×D) := H
1(D)⊗ H1(D). Due to
u(ω)− E(u) =
[
u(ω)− uε(ω)
]
+
[
uε(ω)− E(uε)
]
+ E
(
uε − u
)
,
using linearity and symmetry, we find
‖Cov(uε)− Cov(u)‖H1
mix
(D×D)
≤
∥∥∥E([u− uε]⊗ [u− uε])∥∥∥
H1
mix
(D×D)
+ 2
∥∥∥E([u− uε]⊗ [uε − E(uε)])∥∥∥
H1
mix
(D×D)
+
∥∥∥E(u− uε)⊗ E(u− uε)∥∥∥
H1
mix
(D×D)
.
Here, in view of (33), the first term and the last term on the right hand side of this
estimate are of order O(ε4). The second term is of order O(ε3) since we only know that
‖uε(ω) − E(uε)‖H1(D) = O(ε) which follows by a linearization in terms of the local shape
derivative, see [15] for the details. Hence, we arrive at
‖Cov(uε)− Cov(u)‖H1
mix
(D×D) ≤ Cε
3.
Taking the trace x = x′ gives finally the desired result.
6. Regularity of the random solution
From now on, we shall assume that the random fluctuations (x, ω) 7→ h˜(x, ω) are given
by a possibly infinite Karhunen-Loe`ve expansion, that is
h˜(x, ω) =
m∑
k=1
hk(x)Yk(ω) (35)
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where the coefficient functions {hk(x)} are pairwise orthonormal in L
2(ΓV ) and the ran-
dom variables {Yk(ω)} are assumed to be independently and uniformly distributed in
[−1/2, 1/2]. Although a finite Karhunen-Loe`ve expansion is assumed here, we shall de-
rive estimates which are independent of the number of terms m. This means, the situation
of m→∞ shall be covered by the following theory. To that end, we have to assume that
γk := ‖hk‖L∞(ΓV ) <∞ for all k ∈ {1, 2, . . . , m} (36)
and that the sequence {γk} is always summable asm→∞, i.e.
∑m
k=1 γk ≤ cγ independently
of m.
The assumption that the random variables {Yk}k are stochastically independent implies
that the pushforward measure PY := P ◦Y
−1 with respect to the measurable mapping
Y : Ω→  := [−1/2, 1/2]m, ω 7→ Y(ω) :=
(
Y1(ω), . . . , Ym(ω)
)
is given by the joint density function 1. With this representation at hand, we can refor-
mulate the stochastic problem (30) as a parametric, deterministic problem where, for ease
of notation, we take the same function names as before. To that end, we replace the space
L2
P
(Ω) by L2() and substitute the random variables Yk by the coordinates yk ∈ [−1/2, 1/2].
Then, we have to seek u ∈ L2(,H) such that∫

{
σ0
∫
D
∇u(x,y)∇v(x,y) dx
+ ε
∫
ΓV
h(x,y)∂su(x,y)∂sv(x,y) dox
}
dy
=
∫

{∫
D
f(x)v(x,y) dx+ ε
∫
ΓV
h(x,y)f0(x)v(x,y) dox
}
dy
(37)
holds for all v ∈ L2(,H). Herein, the function h(x,y) is affine in the stochastic parameter
y:
h(x,y) = h(x) + h˜(x,y) = h(x) +
m∑
k=1
hk(x)yk. (38)
In particular, the solvability condition (29) is equivalent to
0 < hmin ≤ h(x) ≤ hmax and |h˜(x,y)| ≤ qh(x) for some 0 ≤ q < 1 (39)
for all x ∈ ΓV and y ∈ .
Theorem 6.1. The derivatives of the solution u ∈ L2(,H) to (37) satisfy the pointwise
estimate
|||∂αy u(y)||| ≤ cf |α|!c
|α|
u γ
α (40)
for all y ∈  and α ∈ Nm. Herein, the constant cf does only depend on ‖f‖H˜−1
ΓD
(D) and
‖f‖H−1(ΓV ), but not on the layer thickness ε, while the constant cu is given by
cu = max
{
1,
1
(1− q)hmin
}
≥ 1.
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Here, γα has to be understood as the product
∏m
k=1 γ
αk
k .
Proof. For |α| = 0, the assertion follows by straightforward modification of the proof of
Theorem 5.1. For |α| > 0, we shall have a look at the parametrized problem (37) which,
for given y ∈ , implies the identity
σ0
∫
D
∇u(y) · ∇v dx+ ε
∫
ΓV
h(y)∂su(y)∂sv do =
∫
D
fv dx + ε
∫
ΓV
h(y)f0v do
for all v ∈ H. Thus, in view of the Leibniz rule, differentiation with respect to y on both
sides of this equality leads to
σ0
∫
D
∇∂αy u(y) · ∇v dx+ ε
∫
ΓV
∑
α
′≤α
(
α
α′
)
∂α−α
′
y h(y)∂
α
′
y ∂su(y)∂sv do
= ε
∫
ΓV
∂αy h(y)f0v do.
(41)
Due to (38), we find
∂mykh(x,y) =
{
hk(x), if m = 1,
0, if m > 1.
(42)
Hence, in (41), the higher order derivatives of h vanish. For |α| = 1, we thus arrive at
σ0
∫
D
∇∂yku(y) · ∇v dx+ ε
∫
ΓV
h(y)∂s∂yku(y)∂sv do
= −ε
∫
ΓV
hk∂su(y)∂sv do+ ε
∫
ΓV
hkf0v do.
In view of (3), the special choice v = ∂yku(y) yields
min
{
1, (1− q)hmin
}
|||∂yku(y)|||
2
≤ −ε
∫
ΓV
hk∂su(y)∂s∂yku(y) do+ ε
∫
ΓV
hkf0∂yku(y) do
≤ ‖hk‖L∞(ΓV )|||u(y)||||||∂yku(y)|||+ ε‖hk‖L∞(ΓV )‖f0‖H−1(ΓV )‖∂yku(y)‖H1(ΓV )
≤ ‖hk‖L∞(ΓV )|||∂yku(y)|||
{
c1|||u(y)|||+ c2
}
.
Note that the constant c1 depends on the Poincare´ Friedrichs inequality but is independent
of ε since ε ≤ ε0. By possibly increasing cf , this leads to the assertion in the case |α| = 1:
|||∂yku(y)||| ≤ γkmax
{
1,
1
(1− q)hmin
}{
c1|||u(y)|||+ c2
}
≤ cfcuγk.
Next, we consider the case of arbitrary multiindices |α| > 1, where we rewrite (41) in
accordance with
σ0
∫
D
∇∂αy u(y) · ∇v dx+ ε
∫
ΓV
h(y)∂αy u(y)v do
= −ε
∫
ΓV
m∑
k=1
αk∂ykh(y)∂
α−ek
y ∂su(y)∂sv do.
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Here, ek denotes the k-th unit vector, where we use the convention that the summand
disappears if αk = 0. We consider again (3), (42) and the special choice v = ∂
α
y u(y) and
conclude
min
{
1, (1− q)hmin
}
|||∂αy u(y)|||
2 ≤
m∑
k=1
αk‖hk‖L∞(ΓV )|||∂
α−ek
y u(y)||||||∂
α
y u(y)|||.
By induction, we may further estimate this expression according to
|||∂αy u(y)||| ≤ cf max
{
1,
1
(1− q)hmin
}
(|α| − 1)!c|α|−1u γ
α
m∑
k=1
αk
= cf |α|!c
|α|
u γ
α.
This is the desired assertion for arbitrary |α| ≥ 1.
The decay estimate (40) coincides with the one which is obtained in the case of a
diffusion problem with uniformly elliptic random coefficient, see e.g. [2, 9]. It is sufficient
to conclude that the solution u admits an analytic extension into the complex plane with
respect to each particular direction yk (see [2]). In fact, there exists even an analytic
extension with respect to the variable y to an appropriately chosen Bernstein ellipse (see
[3, 10]). As a consequence, several approaches are available to deal with the possibly very
high-dimensional stochastic parameter. For example, the anisotropic stochastic collocation
method [2, 22] can be applied. Moreover, besides the Monte-Carlo method, also the quasi
Monte-Carlo method produces convergence rates which are essentially independent of the
stochastic dimension m provided that it uniformly holds γk . k
−2−δ, k = 1, 2, . . . , for some
δ > 0, see [20, 25]. In our numerical examples, we will employ a quasi Monte-Carlo method
since it is easy to implement.
7. Numerical experiments
For numerical illustration of our results, we consider the Poisson equation
−∆uε(ω) = 1 in Dε(ω),
uε(ω) = 0 on ΓD,
∂nuε(ω) = 0 on ΓN(ω).
(43)
The random domain Dε(ω) is a square with a randomly perturbed circular hole. Precisely,
the deterministic exterior boundary of Dε(ω) is the Dirichlet boundary ΓD and given by
∂
(
(−1, 1)2
)
. The random interior boundary of Dε(ω) is the Neumann boundary ΓN(ω)
and given by
ΓN(ω) =
{
x ∈ R2 : ‖x‖ =
1
2
− εh(ϕ, ω)
}
. (44)
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Here, 0 ≤ ϕ < 2π is the polar angle of a given point x ∈ ∂D and
h(ϕ, ω) = 1 +
1
8
5∑
k=0
{ak(ω) cos(kϕ) + bk(ω) sin(kϕ)}
with ak, bk ∈ [−1/2, 1/2] being independent and uniformly distributed random variables.
Notice that we have h(ϕ) = E
(
h(ϕ, ω)
)
≡ 1 and 0.5 ≤ h(ϕ, ω) ≤ 1.5 for all 0 ≤ ϕ < 2π and
ω ∈ Ω. In the following, we will consider in (44) the specific choices ε = 0.02, 0.04, . . . , 0.2
to examine the asymptotic estimates given in Proposition 5.2.
To treat problem (43) within our framework, we choose σ0 = 1 and split the domain
Dε(ω) according to
Dε(ω) = D ∪ Lε(ω) where Lε(ω) = {x+ tn(x) : 0 ≤ t < εh(x, ω), x ∈ ΓV }. (45)
where ΓV is the interior boundary of D given by
ΓV =
{
x ∈ R2 : ‖x‖ =
1
2
}
.
We refer to Figure 2 for an illustration of the present setup.
Figure 2: The reference domainD with different realizations of the random Neumann boundary for ε = 0.1.
We shall approximately solve problem (43), (45) by employing the parametrized prob-
lem (37) derived in this article. To that end, we will compute the random solution’s
expectation
E
(
u
)
(x) =
∫

u(x,y) dy, x ∈ D, (46)
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and variance
V
(
u
)
(x) =
∫

[
u(x,y)− E
(
u
)
(x)
]2
dy, x ∈ D, (47)
by the quasi Monte-Carlo method based on 10000 Halton points, see [13]. Note that,
for ε = 0.1, the random solution’s approximate expectation and variance are depicted in
Figure 3.
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Figure 3: The approximate expectation (left) and the approximate variance (right) of the random solution
for ε = 0.1.
In order to quantify the modelling error, we compare the mean (46) and the variance
(47) with the related quantities E(uε) and V(uε) for the original problem (43), (45). This
reference solution is also determined by a quasi Monte-Carlo method based on 10000 Halton
points, where each sample corresponds to a new domain and thus to a new mesh, cf. Figure
5. All samples are restricted to the domain D which is done by re-interpolating the sample
onto the mesh on D which consists of about 50000 triangles.
For both approaches under consideration, the spatial discretization consists of about
25000 continuous, piecewise linear, triangular finite elements. The numerical results are
found in Figure 4, where we plotted the deviation (the ℓ2-errors in the nodal values of
the mesh on D) of the approximate expectation and variance from the reference solution.
Proposition 5.2 predicts a modelling error of order O(ε2) for the expectation (46) and a
modelling error of order O(ε3) for the variance (47). This asymptotic behaviour is indeed
observed in Figure 4 (the respective asymptotics is indicated by the dashed lines).
8. Conclusion
In the present article, we considered a homogeneous Neumann boundary value problem
on a domain with a thin layer of random thickness. This problem is approximated by
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Figure 4: Error of the approximate expectation (left) and the approximate variance (right) of the random
solution versus the perturbation parameter ε.
a boundary value problem on a fixed domain but with Ventcell’s boundary condition.
The approximation error is controlled by means of Proposition 5.2. We proved that the
random solution of the approximate boundary value problem depends analytically on the
layer thickness. This enables the construction of algorithms which are independent of the
stochastic dimension. By numerical experiments, we validated the theoretical findings.
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