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In this dissertation, the aim is to understand better mechanical properties and arrangement 
of phases in bone as biological composite material and study the effect of the topology of phases 
on mechanical properties of 3D-printed bio-inspired composites as well as scale and size effects. 
In the first part of this dissertation, bone is modeled at the mesoscale (trabecular bone) to shed 
light on which constitutive law can better describe the behavior of bone at this scale. Finite element 
models were built from micro-computed tomography images of trabecular bone that allow a 
precise realization of the geometry. The effect of using different plasticity formulations at the 
tissue level on the overall mechanical behavior was studied as well as the local response. Also, the 
effect of volume fraction of bone tissue on the mechanical response of trabecular bone was 
investigated. Simulations of trabecular bone are highly challenging due to the complex structure. 
Several types of nonlinearities in the problem result in the need for using an explicit solver instead 
of an implicit solver for some cases. Although both implicit and explicit methods have been used 
in the literature, a comparative study on both methods' outcomes is of high interest for the bone 
modeling community. Thus, a comparison of the effect of using implicit and explicit solvers on 
the results of modeling trabecular bone has been performed. In the second part, the influence of 
geometrical arrangements of phases on the overall mechanical properties of bio-inspired 
composites was investigated. Two-phase composites with stiff and soft phases and different phase 
geometries, including an interpenetrating phase composite with two continuous phases, a matrix-





composite where both phases are discontinuous, were studied. These different types of composites 
were 3D printed using two polymers: VeroClear (stiff) and TangoBlackPlus (soft). Their 
mechanical performance was studied both experimentally, using compression testing and digital 
image correlation, and numerically by a finite element analysis. These composite types were also 
simulated using properties of bone constituents (collagen and hydroxyapatite) to better understand 
the nanostructure of bone and its mechanical properties. Scale and size effects were also 
investigated in these composites, and the results from mechanical testing were compared with 







I would like to express my gratitude to my Ph.D. advisor, Dr. Iwona M. Jasiuk, for her patient 
guidance, enthusiastic encouragement, and useful critiques of this research work. I am particularly 
grateful for the constructive recommendations and valuable guidance given by Dr. Seid Koric. I 
am thankful to Dr. Joanna McKittrick at University of California San Diego for her collaboration 
and contribution in various projects related to this dissertation. I want to extend my gratitude to 
Dr. Marianna Kersh and Dr. Amy Wagoner-Johnson for serving on my dissertation committee. 
I also would like to thank the Private Sector Program and the Blue Waters sustained-petascale 
computing project at the National Center for Supercomputing Applications (NCSA), which is 
supported by the National Science Foundation (awards OCI-0725070 and ACI-1238993) and the 
state of Illinois. This research was financially supported by the NCSA’s faculty and graduate 
student fellowship awards in 2015 and 2016 and the National Science Foundation DMR Program 












TABLE OF CONTENTS 
 
CHAPTER 1: INTRODUCTION ....................................................................................................1 
CHAPTER 2: MODELING BONE FRACTURE AND STRENGTH AT DIFFERENT 
LENGTH SCALES, A REVIEW ....................................................................................................3 
2.1. INTRODUCTION ..............................................................................................................3 
2.2. BONE TOUGHENING MECHANISMS: A MULTISCALE PERSPECTIVE ................7 
2.2.1. TERMINOLOGY ......................................................................................................7 
2.2.2. BONE TOUGHENING MECHANISMS..................................................................9 
2.3. LITERATURE REVIEW OF THE EXISTING MODELS OF BONE STRENGTH, 
FRACTURE AND DAMAGE ......................................................................................................14 
2.3.1. MODELS AT THE SUB-MICROSCALE AND SMALLER SCALES .................14 
2.3.1.1. ANALYTICAL MODELS .............................................................................14 
2.3.1.2. COMPUTATIONAL MODELS USING A FINITE ELEMENT 
METHOD (FEM) .........................................................................................................17 
2.3.1.3 COMPUTATIONAL MODELS USING MOLECULAR DYNAMICS 
(MD) ............................................................................................................................18 
2.3.2. MODELS AT THE MICROSCALE AND LARGER SCALES .............................20 
2.3.3. MULTISCALE MODELS .......................................................................................29 
2.3. SUMMARY ......................................................................................................................31 






CHAPTER 3: NON-LINEAR MICRO-CT BASED FE MODELING OF TRABECULAR 
BONE – SENSITIVITY  OF  APPARENT  RESPONSE TO TISSUE CONSTITUTIVE 
LAW ..............................................................................................................................................54 
3.1. INTRODUCTION ............................................................................................................54 
3.2. MATERIALS AND METHODS ......................................................................................58 
3.2.1. SAMPLE PREPARATION AND EXPERIMENTAL PROCEDURE ...................58 
3.2.2. MODEL PREPARATION AND NUMERICAL SIMULATIONS ........................59 
3.3. RESULTS AND DISCUSSION .......................................................................................63 
3.3.1. CALIBRATION OF TISSUE PROPERTIES FOR PORCINE TRABECULAR 
BONE .................................................................................................................................63 
3.3.2. SENSITIVITY OF APPARENT RESPONSE TO TISSUE CONSTITUTIVE 
LAW ..................................................................................................................................66 
3.3.3. FINITE ELEMENT EFFECT OF BONE VOLUME FRACTION ON 
APPARENT RESPONSE ..................................................................................................68 
3.4. FIGURES AND TABLES ................................................................................................72 
3.5. DETAILS OF DIFFERENT COMBINATIONS OF TISSUE PARAMETERS .............83 
CHAPTER 4: HIGH PERFORMANCE COMPUTING COMPARISON OF IMPLICIT AND 
EXPLICIT NON-LINEAR FINITE ELEMENT SIMULATIONS OF TRABECULAR 
BONE .............................................................................................................................................86 
4.1. INTRODUCTION ............................................................................................................86 
4.2. MATERIALS AND METHODS ......................................................................................89 
4.2.1. IMPLICIT SOLVING PROCEDURE .....................................................................89 





4.2.3. NUMERICAL MODELS AND BONE TISSUE PROPERTIES ............................92 
4.3. RESULTS AND DISCUSSION .......................................................................................96 
4.4. CONCLUSIONS ............................................................................................................100 
4.5. FIGURES ........................................................................................................................101 
CHAPTER 5: MECHANICAL PROPERTIES OF TWO-PHASE COMPOSITES WITH 
CONTINUOUS COMPARED TO DISCONTINUOUS PHASES .............................................112 
5.1. ADDITIONAL DETAILS ON EXPERIMENTS, SIMULATIONS AND COMPARISON 
OF RESULTS ........................................................................................................................123 
5.1.1. 3D PRINTING AND MECHANICAL TESTING ................................................123 
5.1.2. STIFF AND SOFT POLYMER MATERIAL PROPERTIES ..............................124 
5.1.3. BOUNDARY CONDITIONS IN FE SIMULATIONS ........................................125 
5.1.4. COMPARISON OF OVERALL RESPONSE FROM EXPERIMENTAL 
UNIAXIAL COMPRESSION TESTS AND FE SIMULATIONS .................................125 
5.1.5. COMPARISON OF LOCAL STRAIN CONTOURS FROM 
EXPERIMENTAL DIC AND FE SIMULATIONS ........................................................126 
CHAPTER 6: SCALE AND SIZE EFFECTS ON THE MECHANICAL PROPERTIES OF 
TWO-PHASE COMPOSITES WITH CONTINUOUS COMPARED TO DISCONTINUOUS 
PHASE .........................................................................................................................................131 
6.1. INTRODUCTION AND BACKGROUND ...................................................................131 
6.2. MATERIALS AND METHODS ....................................................................................134 
6.2.1. 3D PRINTING AND OPTICAL MICROSCOPE IMAGING ..............................134 
6.2.2. MECHANICAL TESTING AND ANALYSIS .....................................................136 





6.3. RESULTS AND DISCUSSION .....................................................................................140 
6.3.1. SCALE EFFECTS: INCREASING NUMBER OF UNIT CELLS FOR A 
CONSTANT SAMPLE SIZE ..........................................................................................140 
6.3.2. SIZE EFFECTS: DECREASING SIZE OF A UNIT CELL FOR A SINGLE 
UNIT CELL .....................................................................................................................146 
6.4. CONCLUSIONS ............................................................................................................149 
6.5. FIGURES AND TABLES ..............................................................................................151 
6.6. ADDITIONAL RESULTS .............................................................................................164 







CHAPTER 1: INTRODUCTION 
 
Bone is one of the most interesting materials found in nature, with a very complex arrangement 
of material structures at different length scales. Its hierarchical structure spans from atomic to 
macroscopic levels forming an extremely stiff, strong, tough, and at the same time lightweight and 
multifunctional material. At the nanoscale, bone is a composite material primarily composed of a 
stiff mineral phase (mainly hydroxyapatite (HA)) and a soft protein phase (mostly type I collagen). 
Excellent mechanical properties in natural composites are not limited to bone. Biological 
composites such as bone, fish scale, and nacre have demonstrated exceptional mechanical 
performance via their intricate three-dimensional (3D) submicrometer-scale architectures. Design 
rules deduced from such biological composites include (i) combining hard and soft materials for 
strength and toughness, (ii) orienting structural anisotropic materials for enhanced performance in 
a desired direction, (iii) strong 3D interlocking of phases for load sharing and energy dissipation, 
and (iv) using a submicrometer scale architecture having flaw insensitivity.  
Understanding the mechanical properties of bone at different length scales is of significant 
clinical importance. Yet, the relationship between the microstructures of bone at different levels 
of hierarchy and bone’s mechanical properties remain to be fully explored. This provided 
motivation for this doctoral research. Bone modeling at different structural scales can provide new 
insights into the mechanical properties of bone. Thus, this research explores the mechanical 
properties of bone at the mesoscale (trabecular bone). In addition, there is no full consensus on the 
arrangement of constituent phases of bone at the nanoscale. Thus, in this study, we investigate 
model two-phase composites with stiff and soft phases to better understand the effect of the 





the nanostructure of bone. Discoveries of new connections between geometric arrangements and 
overall material properties hold great promise in the design of novel composites with superior 
properties. 
This dissertation consists of two parts. The first part focuses on modeling mechanical 
properties of bone at different length scales with an emphasis on the mesoscale (trabecular bone) 
which is presented in Chapters 2 to 4. In Chapter 2, a literature review is conducted on previous 
studies modeling bone strength and fracture. Chapters 3 and 4 present a non-linear finite element 
modeling of trabecular bone. In the second part (Chapters 5 and 6), 3D-printed bio-inspired 
composites with stiff and soft phases are studied. In Chapter 5 the effect of the architecture of 
constituent phases on the overall mechanical properties of such composites is studied and the 
results are reported, while Chapter 6 is focused on scale and size effects. Chapters 5 and 6 are 
collaborative work with the University of California San Diego. My contribution was mainly with 
developing the geometry of the composites, finite element modeling, and analysis in Chapter 5, 
and finite element modeling, help with mechanical testing, and analysis of the results in Chapter 
6. A summary and conclusions are provided in Chapter 7, along with recommended extensions for 





CHAPTER 2: MODELING BONE FRACTURE AND STRENGTH AT DIFFERENT 
LENGTH SCALES, A REVIEW* 
 
2.1. Introduction 
Bone tissue has an intricate arrangement of material structures at multiple length scales which 
work in harmony to perform variety of mechanical, biological, and chemical functions such as 
providing the structural support, protection of internal organs and cells, and mineral storage. Bone 
continuously adapts its structure in response to external mechanical and chemical stimuli. 
Additionally, it possesses healing and regenerative characteristics enabling repair of microcracks 
and fractures.  
The hierarchical structure of bone significantly contributes to high stiffness, strength, 
toughness and energy absorption, lightweight, and other remarkable mechanical properties of 
bone. There are two main types of bone: cortical (compact or dense) and trabecular (cancellous or 
spongy). The cortical bone forms a dense, hard outer shell that mostly contributes to bone stiffness 
and strength. The porous trabecular bone fills interior spaces or ends of long bones and is mainly 
responsible for energy absorption and load distribution in the body. Bone also serves as a reservoir 
of minerals such as calcium and phosphorus.  
The hierarchical structure of bone, spanning from nanoscale to macroscale, is briefly outlined 
here (see Figure 2.1): 
-   Nanoscale: At this level, bone is made of mineralized collagen fibrils which form 
basic building blocks of bone. Bone is composed of three major components: an 
organic matrix (mostly collagen type I), a calcium phosphate mineral in the form of 
*This chapter is published as:  F.A. Sabet, A. Raeisi-Najafi, E. Hamed, I. Jasiuk (2015) “Modelling of bone fracture 






hydroxyapatite (HA) platelets, and water. These constituents comprise, respectively, 
32-44%, 33-43%, and 15-25% of bone volume [1]. In addition to collagen, the organic 
matrix contains small amounts of non-collagenous proteins (NCPs) that interact with 
both collagen and minerals [2]. Collagen molecules, called tropocollagen, self-
assemble into collagen fibrils ~ 100 nm in diameter and up to several microns in length. 
The dimensions and formation site of minerals have long been a matter of contention. 
Early studies using transmission electron microscopy (TEM) and small angle X-ray 
scattering (SAXS) reported 40-60 nm length, 20-30 nm width, and 1.5-4 nm thickness 
for minerals [3-9]. Atomic force microscopy (AFM) studies reported larger dimensions 
for minerals, with widths and lengths ~ 30-200 nm [10, 11]. This discrepancy is partly 
due to breakage of brittle minerals during TEM sample preparation. More recently, 
dark-field transmission electron microscopy showed that mineral structures in bone are 
made of apatite crystals ~ 5-6 nm in thickness, ~ 5.8 nm in width, and 28 nm in length 
[12]. Furthermore, there has not been a consensus on the arrangement of minerals with 
respect to collagen; some studies stated that bone minerals mostly reside inside 
collagen fibrils in the gap zones [13-16], while others reported that majority or all 
minerals lie outside the collagen fibrils [12, 17-22]. Recent experimental observations 
on demineralized (DM) and deproteinized (DP) bone suggested that minerals form a 
continuum phase in bone [23-26]. In that case, bone can be represented as a composite 
with interpenetrating phases of collagen and minerals, with some pores filled with 
water and NCPs, forming a mineralized collagen fibril. 
-    Sub-microscale: In this level, the mineralized collagen fibrils assemble into sheet-





hosts to bone cells (osteocytes), reside in the lamellae and are connected with each 
other through canaliculi (channels about 100 nm in diameter).  
-    Microscale: Different assemblies of lamellae give rise to two bone types: cortical and 
trabecular. In cortical bone, lamellae arrange into concentric cylinders forming osteons 
~200-300 μm in diameter and approximately several millimeters long, which are 
aligned along bone’s long axis. Each osteon contains a long canal, called a Haversian 
canal, through which the blood vessels run. Interstitial bone, which consists of remnants 
of old osteons, lies in between the osteons. It has a similar lamellar structure as osteons 
but a higher degree of mineralization. The boundary of each (secondary) osteon 
(formed during bone remodeling) is separated from the interstitial bone by a cement 
line; primary osteons do not have cement lines. In trabecular bone, the lamellae 
assemble into trabeculae which are in the form of rods or struts. Each trabecula consists 
of trabecular packets which have a crescent shape and are about 50 μm thick and 1 mm 
long. Interstitial bone exists at interconnects of trabeculae. Trabecular packets resorb 
and form during bone remodeling. 
- Mesoscale: This scale represents either cortical bone, which consists of osteons 
embedded in the interstitial bone, or trabecular bone, which is built up by a porous 
network of rod-like or plate-like trabeculae.  
- Macroscale: This is the whole bone level, which includes both cortical and trabecular 
bone types.  
Understanding of the damage and fracture of bone is of significant clinical importance. 
Osteoporosis is a bone disease characterized by low bone mass and deterioration of the 





Various factors, such as bone disuse, prior history of broken bones, and aging among others, affect 
the onset and progression of osteoporosis. This disease manifests itself by one particular symptom: 
bone fractures, which can further lead to disability or morbidity. Prevention and treatment of 
osteoporotic and age-related fractures demand for an accurate assessment of bone quality and 
fracture risk. Traditionally, the bone mineral mass or density (BMD) has been used to quantify the 
bone fracture risk. However, studies have shown that BMD is not the only factor contributing to 
bone fracture risk and it alone cannot explain the underlying mechanisms of bone fractures in 
humans [30-34]. Various factors act in combination to increase the bone fracture risk. Burr et al. 
[30] divided these factors into three general categories: loading conditions, changes in bone 
structure, and changes in bone tissue material properties. Loading factors include the incidence 
and mechanics of falls [30]. Changes in the trabecular architecture and a decrease in the trabecular 
connectivity are examples of structural factors contributing to an increased fracture risk. Changes 
in the tissue material properties can be due to changes in the degree of mineralization, collagen 
abnormalities as in a disease osteogenesis imperfecta [35], or accumulation of unrepaired 
microdamage or microcracks.  
Clearly, a cascade of events happening at different length scales affects bone quality and 
strength, such as changes in the bone mineral density, in the collagen quality at the nanoscale, 
formation of microcracks at the microscale, and loss of trabecular connectivity at the mesoscale. 
Yet, the relationship between the microstructures of bone at different levels of hierarchy and 
bone’s resistance to damage and fracture remain to be fully explored. This provided motivation 
for the current study. Bone modeling at different structural scales can provide new insights on the 





Several researchers reviewed in detail the composition and structure of bone, its mechanical 
properties, and the relationship between the two [1, 2, 36-44]. Nevertheless, a complete collection 
of existing theoretical models on the strength and fracture of bone together with a detailed 
discussion and comparison of them is still missing. In particular, a standing question is how 
different models and their predictions at different length scales can be linked to each other to 
provide a comprehensive, hierarchical picture of bone quality and fracture risk. In this chapter, we 
mainly review developments in the modeling of mechanical properties of bone with a focus on the 
strength and fracture. To this end, we first identify the dominant fracture and toughening 
mechanisms taking place at different levels of hierarchy in bone, with a focus on cortical bone. 
Next, we review different existing models, discuss their assumptions and limitations, and compare 
their findings. Finally, we offer recommendations on future studies in this field. Such discussion 
sheds light on the structure-property relations in bone and should help in development of inclusive 
multiscale models for prediction of bone damage, fracture and strength.  
 
2.2. Bone toughening mechanisms: a multiscale perspective 
2.2.1. Terminology 
Before starting our discussion on the fracture mechanisms in bone and reviewing the existing 
models to quantify bone strength and fracture, let us first define terminology.  
- Stiffness (also called elastic or Young’s modulus) is a measure of resistance of material to 






- Strength is a measure of material’s resistance to failure. Strength can denote the stress at first 
yield (yield strength) or the maximum stress (ultimate strength) on an engineering stress-strain 
curve [45]. 
- Toughness is a measure of energy absorption capacity up to failure and can be quantified by 
taking an area under a stress-strain curve.  
- Fracture toughness is a measure of the inherent resistance of a material to fracture and can be 
analyzed by fracture mechanics. There are various measurements of fracture toughness, a few of 
which are briefly summarized next.  
(1) The fracture toughness Kc, representing the toughness to initiate cracking, is obtained 
using Linear Elastic Fracture Mechanics (LEFM) where a material is considered to 
be elastic, with a small inelastic region at the crack tip (small-scale yielding).  Local 
stress field, sij, at the distance r from the crack tip is: 
 
where K is the stress intensity factor, q  is the angle with respect to the crack plane, 
and fij are functions that depend on the crack geometry and loading conditions. K can 
be defined for three modes of crack displacements: KI for a tensile opening (mode I), 
KII for an in-plane shear (mode II), and KIII for an out-of-plane shear (mode III). At 
fracture, the stress intensity factor, K, reaches a critical value, Kc, which is known as 
the fracture toughness [46]. 
Alternatively, one can quantify the energy release rate, G, which is the rate of change 
in a potential energy per unit increase in the crack area. For linear elastic materials, 
the energy release rate and the stress intensity factors for mixed-mode fracture are 
related as [46]: 






where µ is the shear modulus and E*=E (Young’s modulus) for the case of plane 
stress while E*=E /(1-n2) for the case of plane strain with n being the Poisson  ratio. 
At fracture, G reaches a critical value Gc which can also be used as a measure of 
fracture toughness. 
(2) The critical value of J integral, Jc, is another measure of the crack-initiation fracture 
toughness obtained from non-linear elastic fracture mechanics [47]. Compared to Kc 
and Gc, it includes additional contributions from plasticity and inelastic deformation.  
(3) Crack-resistant curves (R-curves) measure the toughness of a growing crack [42, 48]. 
The R-curves represent the measure of crack driving force, such as K or G, as a 
function of an extension of a stable crack, Da.  
 
2.2.2. Bone toughening mechanisms 
As described in the previous section, bone has a hierarchical structure composed mainly of the 
collagen, mineral nanoplatelets, and water. Arrangements of these components into different 
functional units create a light and tough structure that is multi-functional and able to adapt to 
diverse mechanical environments [32, 34, 49, 50]. The hierarchical structure of bone at each scale 
is adopted based on local needs to provide required bone functionalities and mechanical properties 
at that scale, and thus bone strength and fracture toughness are affected by bone structures at all 
scales [32, 34, 49, 51]. In order to understand the influence of bone quality, characterized by bone’s 
material composition and structural design, on its mechanical properties, we need to investigate 












As a living tissue, bone has a unique capacity of self-repair through growth and remodeling 
processes, which gives it an evolving structure. The remodeling process allows the bone structure 
to adopt itself to external changes. This continuous process also removes damaged bone tissue and 
replaces it with a new bone material [32, 34, 52]. However, excessive remodeling of the 
microdamage induced by aging and bone diseases degrades bone quality and increases the 
possibility of fracture [32, 51-57]. Thus, to better understand the fracture phenomena in bone, it is 
necessary to enhance our understanding of aging-related changes in structure and composition, 
which, in turn, influence bone’s mechanical properties.  
BMD is the parameter that is most commonly used clinically to determine bone deterioration 
with age and to predict bone’s susceptibility to fracture [32, 34, 51]. However, research has clearly 
shown that reduced bone mineral density is not the sole factor responsible for an increased fracture 
risk [31, 58-63]. These studies reveal the contributory effects of bone’s hierarchical structure on 
bone quality. Bone resists fracture by different toughening mechanisms at multiple length scales 
ranging from the nanoscale to the macroscopic scale. A more complete understanding of bone 
fracture can be achieved by studying active fracture/toughening mechanisms at different structural 
levels, leading to developments of new and more effective therapeutic treatments [32, 34, 51, 64, 
65].  
Bone toughness is an important measure of bone quality which can be used to predict the risk 
of bone fracture. To determine the toughness of bone and to understand the role of different 
toughening mechanisms, it is crucial to look at the fracture resistance as a hierarchical process. 
Fracture in bone is a mutual competition between intrinsic damage mechanisms ahead of a crack 
tip that advance cracking and extrinsic shielding mechanisms, mainly behind the tip, that prevent 





growth of cracks, while the later mechanisms improve bone toughness by shielding the crack tip 
from applied driving forces [32].  
Figure 2.2 schematically illustrates various intrinsic (plastic deformation) and extrinsic (crack-
tip shielding) toughening mechanisms taking place in the cortical bone [32]. Intrinsic toughening 
mechanisms such as molecular uncoiling and intermolecular sliding, microcracking, and fibrillar 
sliding act at a sub-microscale level [32, 34, 49, 66]. These mechanisms, which are observed at 
length scales less than 1 μm, lead to plastic deformation and increase in energy dissipation capacity 
of bone [32, 34].  
As shown in Figure 2.2, at the microscale and above, the main sources of energy dissipation 
and toughening are the extrinsic mechanisms, involving crack-tip shielding [32]. The interaction 
of microcracks and bone microstructures at these length scales results in extrinsic shielding 
mechanisms such as the crack deflection and twisting, uncracked ligament bridging, collagen fibril 
bridging, and constrained microcracking [32, 34, 49, 57, 67, 68]. As opposed to the intrinsic 
toughening mechanisms that affect both crack initiation and propagation, the extrinsic toughening 
mechanisms arise during crack growth [32, 34]. Bone fracture studies show that active extrinsic 
shielding mechanisms at the microstructural level influence toughness of cortical bone by 
changing crack growth trajectory [32, 34, 51]. 
At the microstructural level, the main structural features that control the cortical bone fracture 
toughness include osteons, cement lines, and extensive discontinuities such as Haversian canals. 
Such discontinuities could turn out to be stress concentration sites for crack initiation [69]. 
However, various researchers have shown that microstructural barriers are capable of slowing or 
hindering crack growth in the osteonal cortical bone [39, 70-74]. Therefore, short cracks are 





showed that microcracks smaller than 300 μm are either deviated in the vicinity of the osteon or 
stopped at the cement line [69]. Fracture surface studies, on the other hand, indicate that if 
microcracks can grow up to a particular length (approximately 300 μm) in a Haversian cortical 
bone, they can then penetrate osteons [69]. If these cracks continue to grow through the concentric 
lamellae inside an osteon and have a high enough stress intensity value to break through the 
Haversian canal, they have a clear pathway with no barriers to further growth, and catastrophic 
failure is the likely outcome. This could possibly explain the findings of fracture surface studies 
where failure surfaces tend to show splitting of osteons, often at the center of Haversian canals. 
Therefore, both the deviation of a microcrack as it approaches the osteon and its arrest on the 
cement line boundary cause growth reduction and prevent crack penetration into the osteon. Both 
of these phenomena enhance cortical bone’s resistance to fracture. 
Various studies have shown that age-related changes in bone increase the risk of bone fracture 
[57, 76-82].  Even though a loss in bone mass and degradation of bone quality have been pointed 
out as the main reasons for a reduction in the bone fracture toughness, the effects of aging on the 
bone fracture have not yet been fully understood [32, 34, 51]. Experimental studies on various 
types of human cortical bone reported the 5-11% and 12-19% reduction per decade in the crack-
initiation and the crack-growth toughness in longitudinal direction, respectively [80, 83-87]. Other 
studies indicated that the crack-initiation and crack-growth toughness in the transverse direction 
decrease by 1-4% and 3% per decade, respectively [82, 88]. These results show that aging has 
negative impact on effectiveness of toughening mechanisms, and, consequently, reduces fracture 
resistance of bone. However, reasons for these age-related changes in bone are complex and 





Age-related changes exhibit themselves at multiple structural length scales in bone. At the 
nanoscale, aging process leads to a high cross-link density of collagen molecules, thereby reducing 
energy dissipation before failure [49, 50, 66, 89-91]. As a consequence, this may cause brittle 
fracture in older bone [32, 34]. At the sub-microscale, aging degenerates the properties of 
individual collagen fibrils [32, 34].  
Finally, at the microscale and above, bone’s microstructures and material properties vary with 
age, which significantly affects the macroscale bone toughness [32, 34, 51]. The aging process 
makes the interstitial bone tissue stiffer [39, 92], which was shown numerically to have a profound 
effect on the bone fracture mechanics [74, 93-97]. In addition, aging leads to changes in the 
thickness and material properties of cement lines, which are the main sites for microcrack initiation 
[32, 34]. Experimental results showed that cement lines could lead to death of bone cells by cutting 
the connecting canals between the interstitial and osteonal bone cells [98]. From mechanics point 
of view, modeling results demonstrated a significant impact of material properties of cement lines 
on microcracks-osteons interactions [74, 99].  Quantitative analyses of cortical bone have also 
reported that the size and density of osteons vary with age [78, 100-104]. Because cement lines 
are prime sites for microcrack formation, an increase in the osteon density could lead to a higher 
microcrack density, which could reduce the crack-initiation toughness [32, 34]. In general, age-
related changes in the bone microstructure and material properties at this scale are major causes of 
reduction in fracture resistance. 
Even though in this review we mainly focus on the fracture of cortical bone, it is worth 
mentioning that the weakness encountered in the trabecular bone repair mechanism during aging 
is one of the main concerns in human bone fractures [76]. For example, hip fractures, which are 





mostly made of trabecular bone [32, 34]. Although internal changes in trabecular bone’s 
microstructure with age influence bone toughness, trabecular bone’s quantitative changes 
contribute most to the increased bone fracture risk with aging [105]. For instance, reduction of the 
density and thickness of the struts in trabecular bone with age [106-110], especially in 
postmenopausal women, are major reasons for severe reduction in the bone fracture resistance of 
elderly [32, 34, 105, 106, 111].  
 
2.3. Literature review of the existing models of bone strength, fracture, and damage  
2.3.1. Models at the sub-microscale and smaller scales 
A number of studies have been performed to model strength and fracture of bone at the sub-
microscale and smaller scales. However, most of these studies have focused on modeling of bone 
at the atomic and nanoscale levels, and only few works have addressed the sub-microscale. The 
models can be divided into analytical and computational ones.   
 
2.3.1.1. Analytical models 
Mammone and Hudson [112] used a micromechanics approach to obtain tensile strength of 
bone. They represented bone as a polymeric composite material containing a collagenous matrix 
and HA fillers to investigate the role of mineralization, particle shape, and orientation on bone 
strength. In their model, the particle-matrix debonding was assumed as the main mode of bone 
failure. Jager and Fratzl [113] proposed a staggered arrangement of HA platelets in a collagen 
matrix to form the mineralized collagen fibril (Figure 2.3). They employed a shear lag model to 





ratios and distances between mineral platelets. This staggered geometry became basis of many 
analytical and computational models of bone that followed.  
Gao, Ji, and co-workers [114-121] used the geometry suggested by Jager and Fratzl [113] and 
addressed several aspects of mechanical properties of bone and bone-like materials. By using the 
concepts of fracture mechanics, they suggested a relation for a critical length scale, below which 
the naturally brittle mineral crystals become insensitive to crack-like flaws. They showed that the 
critical length scale for HA is in the range of few nanometers and proposed that this is one of the 
reasons why the hierarchical structure of bone and many biological materials starts at the 
nanoscale. By implementing different methods, they also studied stiffness, toughness, and strength 
of bone, in order to shed light on how the bone nanostructure has been designed by nature to 
optimize bone properties. They estimated the fracture energy and strength of HA-collagen 
interface using a tension-shear chain model and showed dependence of the interface strength on 
the size and geometry of mineral crystals.  
Wang and Qian [122] also used a shear lag model of mineral-collagen composite to predict 
stress concentrations around initial crack to identify the mechanisms of microdamage formation 
in bone. The focus of their study was on age-related bone fracture mechanisms. They reported that 
the stress concentration pattern and, consequently, the mode of fracture depend on non-linearity 
of collagen as well as stiffness and volume fraction of constituents.  
Several other biological materials, including nacre, have a “brick and mortar” structure at the 
nanoscale similar to the structure suggested by Jager and Fratzl [113] for bone. Thus, researchers 
have focused on developing models to predict the strength and fracture resistance of such systems 
regardless of the type of material involved. For example, Barthelat et al. [123] derived a simple 





focus on crack bridging and process zone to capture the toughness amplification observed in 
experimental studies of such structures. Similarly, Pimenta and Robinson [124] proposed an 
analytical shear-lag model to predict the tensile response of these systems, which is able to handle 
a generic piecewise linear constitutive law of the matrix. By performing a parametric study, they 
found that for thick inclusions and ductile matrix the material behavior is dominated by plasticity, 
while for slender inclusions and brittle matrix fracture mechanics governs material’s behavior. 
An et al. [125] studied fracture of materials with staggered arrangement of hard platelets 
embedded in a soft matrix. They developed an expanded cohesive zone model under a 
thermodynamic framework to investigate theoretically the crack growth resistance. Microscopic 
deformation mechanisms were incorporated into their model considering elastic and plastic 
deformations and damage. They compared their theoretical results with corresponding 
experimental results on human dentin and showed a good agreement. 
At the scale of collagen fibrils, the effects of sacrificial bonds and hidden lengths on strength 
and fracture toughness of bone and other biological materials have also been studied [126-128]. In 
this regard, a kinetic model was developed [126, 127] with random properties assigned to fibrils. 
The effect of loading rate was studied in this model using classical Bell’s theory [129]. Results 
showed that sacrificial bonds lead to a significant increase in strength and fracture toughness by 
dissipating large amounts of energy at the molecular level. Moreover, higher loading rates, which 
drive the system away from equilibrium, result in higher strength and fracture toughness [127].  
In summary, the analytical models of bone proposed in literature have provided several insights 
into elasticity and fracture of bone at the sub-micro and smaller scales. However, most of these 
models idealize bone as a two-dimensional (2D) collagen-mineral composite material and do not 





crystals. Furthermore, it has been challenging to incorporate different failure mechanisms, such as 
sliding or debonding at interfaces, and various types of material constitutive laws, such as plasticity 
and viscoelasticity, in analytical models.  These challenges can be overcome, to some extent, by 
using computational models, where one has more control over geometry and material properties. 
However, it is still not well understood what the three-dimensional collagen-crystal arrangement 
is, what are the properties of the constituents, and what are characteristics of interfaces. Another 
challenge is that although many of the mentioned models predict strength or fracture of bone 
locally at the small scales, they do not explain how these properties are affected by the hierarchical 
organization of bone at higher scales. 
 
2.3.1.2. Computational models using a finite element method (FEM) 
Most of the FEM analyses of the deformation and failure of bone at the nanoscale used the 
two-dimensional representation of staggered arrangement of mineral platelets in a collagen matrix 
suggested by Jager and Fratzl [113]. For example, Siegmund et al. [130, 131] used a cohesive FEM 
model with a traction-separation law to study the role of interfaces and collagen cross-linking on 
the stiffness and strength of a mineralized collagen fibril. They considered two types of cross-
links, enzymatic and non-enzymatic, and showed that the latter increase stiffness and decrease 
toughness of bone, while the former have only minimal effects on mechanical properties of a 
mineralized collagen fibril. Luo et al. [132] also used a cohesive FEM model to investigate the 
effect of mineral–collagen interfacial behavior on the microdamage progression in bone by 
considering three types of interfaces: strong, intermediate, and weak.  
Hambli and colleagues [133-135] suggested a three-dimensional model of a mineralized 





form a cylindrical shape, with the space between the TC molecules and non-collagenous proteins 
filled with a mineral phase (Figure 2.4). Collagen cross-links were modeled as linear springs, while 
possible sliding at the interfaces was neglected. The authors investigated the effect of the number 
of cross-links, Young’s modulus of HA, and HA volume fraction on failure properties, including 
damping capacity and fracture stress (at crack initiation). They showed that higher number of 
cross-links leads to a significantly higher damping capacity and fracture stress for up to 20 cross-
links; after that adding more cross-links does not have a significant effect. In addition, as the 
mineral stiffness increases, the fracture stress increases with no significant change in damping 
capacity, whereas increasing the HA volume fraction leads to a lower fracture stress and damping 
capacity. A similar model was used in their earlier studies to extensively investigate elastic 
properties of bone [136-139]. 
 
2.3.1.3. Computational models using molecular dynamics (MD) 
Experimental studies are most challenging at the level of building blocks of bone: collagen 
molecules and HA crystals [140-143]. Thus, several atomistic level simulations were employed to 
study the deformation mechanisms and failure of a single collagen molecule and bundles of 
collagen molecules [89, 144-147], cross-linked collagen molecules [91, 148, 149], HA crystals 
[150], and collagen–HA systems at the nanoscale [90, 151-154] using molecular dynamics method. 
Buehler and colleagues performed comprehensive studies on bone at the nanoscale. They 
studied mechanical properties of a single tropocollagen molecule and bundles of tropocollagen 
molecules under different types of loading to evaluate fracture strength, using atomic-scale 
simulations [89]. Later, they explored cross-linked collagen fibrils under large strain deformations 





higher strength but the behavior becomes more brittle [91]. Nair et al. [152] modeled a 3D 
molecular structure of a mineralized collagen fibril with mineral densities ranging from 0 to 40% 
to compute its mechanical properties and identify deformation mechanisms. They reported that 
collagen predominantly contributes to the deformation response, while minerals bear four times 
higher stresses than collagen. Also, collagen deforms significantly in gap regions, whereas the 
deformation of mineralized collagen takes places primarily in overlap regions.  
Dubey and Tomar performed MD simulations of collagen-mineral systems and extensively 
investigated strength of these structures [155-161]. They employed a staggered arrangement of 
HA crystals embedded in a tropocollagen matrix in their simulations and studied influence of 
variety of parameters including interfacial arrangement of tropocollagen-HA, different 
environments (absence or presence of water and calcium ions), direction of loading, shape of HA 
crystals, and disease [155-161].  
Influence of geometric confinement on mechanical properties of bone constituents was also 
studied using MD simulations. Libonati et al. [150] investigated the effect of geometric 
confinement on strength, fracture toughness, stress field, and crack propagation in HA crystals 
with an edge crack. To investigate the effect of crystal height, they varied height of crystals, while 
fixing the width at ~30.1 nm and out-of-plane thickness at ~2.1 nm. They observed that for samples 
with a height of 4.15 nm or smaller, stress concentration at crack tip disappears, failure mode 
becomes more ductile, and strength approaches to that of a flaw-less section. This observation 
confirms earlier predictions of Gao et al. [116] about an existence of the intrinsic length scale that 
leads to flaw-tolerant behavior under confinement. In another study, Libonati et al. [151] 
investigated the effect of confinement and presence of water on behavior of the HA-collagen 





a force-displacement plot obtained from their simulations. They observed that in all the studied 
cases final failure occurred by breakage of tropocollagen molecules rather than by failure at the 
interfaces. Also, main deformation mechanisms include breaking of atomic interactions between 
collagen-collagen and HA-collagen, uncoiling and unfolding of collagen chains as a result of 
breakage of intramolecular H-bonds (regime I in Figure 2.6), and at larger displacements, sliding 
of collagen on the HA surface in a discontinuous way, due to the formation and breakage of H-
bonds which increases energy at failure (regime II in Figure 2.6).  
In short, computational methods have been employed to study strength and fracture properties 
of bone and its constituents, their volume fractions, arrangement, and cross-linking. Although 
three-dimensional realizations of bone at the nanoscale, that represent reality more closely, have 
been modeled using computational techniques, still most of the existing studies assumed idealized 
two-dimensional representations. In addition, nature of arrangement of HA crystals and interfacial 
interactions between bone’s constituents at this scale are still debated which makes it challenging 
to select appropriate inputs for computational modeling.  It must be noted that most studies have 
been done on modeling of bone at the nanoscale in the context of elasticity. A comprehensive 
review of these models can be found in [41]. 
 
2.3.2. Models at the microscale and larger scales  
Fracture resistance in different materials could be due to resistance to crack initiation or 
resistance to crack propagation, depending on the microstructures [162]. In bone, the most 
important toughening mechanisms are active during crack growth rather than crack initiation [32, 
34]. Formation of microcracks is an essential process in these toughening mechanisms. Interaction 





resulting frequent changes in crack growth trajectory are main source of micro- and macroscopic 
bone toughness.  
Various computational models were used to investigate microcrack interactions with the bone 
microstructure. One of the first studies is the work of Advani et al. [99]. They investigated a crack 
growth seizure by cement lines using a simplified composite beam model. The interaction between 
a microcrack and an osteon was the subject of Guo et al.’s work [97]. They utilized LEFM on a 
composite model of osteonal cortical bone and studied the osteonal effect on a microcrack oriented 
perpendicular to the external load. This study was later extended by Raeisi Najafi et al. [95, 163] 
to analyze the interaction of arbitrary microcracks in the vicinity of an osteon (Figure 2.7). In those 
studies, a two-dimensional fiber-matrix composite material model assuming LEFM and plane 
strain condition was used to represent a Haversian cortical bone. Osteons were treated as fibers 
and the interstitial tissue as the matrix. Perfect bonding was assumed at the interface between the 
osteon and the interstitial tissue, excluding presence of the cement line. Also, this model focused 
on a single osteon and the interaction among different osteons was not considered. Distributed 
dislocation technique was adopted to derive an analytical solution from a superposition of two 
distinct problems. In the first problem, an elastic osteon embedded within an infinite elastic plane 
of interstitial tissue was considered, with no microcracks. The second problem involved the stress 
disturbance due to existence of microcracks in the interstitial bone tissue [95, 163]. To solve the 
second problem, integral equations for the stress disturbance were obtained using an edge 
dislocations solution [164] as Green’s function [165]. These studies showed the effect of 
microstructure morphology and heterogeneity on fracture behavior of cortical bone [95, 97, 163]. 





interstitial tissue governs fracture mechanisms: a soft osteon assists microcrack growth toward the 
osteon, while a stiff osteon repels the microcrack away from the osteon.  
Several computational studies have investigated the role of osteons and cement lines in the 
crack propagation path and fracture toughness in bone [74, 166-171]. For example, Raeisi Najafi 
et al. [74] studied the crack growth trajectory in cortical bone using a FEM model. Their results 
show that a microcrack trajectory deviates from osteon. (Figure 2.8). However, the amount of 
deviation is decreased as the osteon elastic modulus is reduced. These results are in agreement 
with experimental observations suggesting that microcracks with a length smaller than 300 μm 
deviate in the vicinity of osteons [69]. Furthermore, Raeisi Najafi et al. reported that osteons act 
as barriers to microcrack growth (Figure 2.9) and microcracks stop propagating once they enter 
the bone tissue with high osteonal density [74], which agrees well with experimental observations 
[69]. They also found that when a microcrack in the interstitial bone lies in the same direction as 
the compressive loading, it enters the osteon directly in a direction parallel to the loading [74] 
(Figure 2.10). These findings are supported by SEM fractography of fracture surfaces of bone 
subjected to compressive loading [172, 173]. 
Some studies employed a cohesive FEM technique to model fracture of bone at the microscale 
[51, 170, 174-178]. Ural and co-workers used this modeling technique [175] in a two-dimensional 
idealized model of a single osteon, surrounded by a cement line and an interstitial bone (Figure 
2.11) and studied mechanisms affecting a possible crack deflection and penetration near cement 
lines. Later, they expanded their study to a model with several osteons which was built based on 
microscopy images of transverse sections of human cortical bone [176, 177]. They found that 





deflection. Also, they reported that the orientation of crack with respect to loading affects crack 
trajectory. 
Extended finite element method (XFEM) has been also used to study the crack growth path in 
a Haversian cortical bone [166-169, 179-182]. Using XFEM, Budyn and colleagues performed 
extensive studies on cortical bone and investigated the effects of different parameters such as 
morphology, porosity, aging, and osteoporosis on stress and strain distributions, failure, and 
fracture of bone [166-169, 179-184]. They modeled a multiple crack growth in human cortical 
bone under tension in order to create a constitutive law at the macroscopic level and investigate 
the influence of microstructure morphology on bone failure [167, 168, 182]. Their model consisted 
of four phases: Haversian canals, osteons, cement lines, and matrix. Random position, aspect ratio, 
and orientation were assigned to osteons which were idealized as disjoint elliptical tubes. 
Randomized mechanical properties were also utilized in the model to build a statistical 
microstructure corresponding to actual human bone samples. An example of their model geometry 
with the corresponding strain distribution is shown in Figure 2.12. In this study [168], a classical 
FEM analysis was first performed in a three-dimensional transversely isotropic model to find the 
locations where a critical elastic-damage strain-driven criterion is met. Then, cracks were initiated 
in those locations and crack growth was modeled in a corresponding two-dimensional geometry. 
Figure 2.13 illustrates initiated cracks and crack growth in the model proposed by Budyn et al. 
[168]. According to this model, the Haversian canal porosity is the source of localization and 
fracture nucleation for transverse tensile loading, while cement lines are correlated with energy of 
fracture by isolating osteons from the matrix and causing crack deflection. It was also observed 
that introducing more inhomogeneity to the model by increasing the osteon density and having a 





to aging that leads to a reduced osteon density lowers fracture strength. In addition, high porosity 
and large osteons, which contribute to osteoporosis, result in lower macroscopic moduli and 
fracture strength [168].  
In other studies, Abdel-Wahab et al. [166] and Li et al. [166, 169] investigated the effect of 
microstructure and material properties of bone on crack propagation, using an XFEM approach, 
implemented within the FEM software Abaqus. A two-dimensional fracture model for osteonal 
bovine cortical bone was developed accounting for its microstructure (Figure 2.14). The topology 
of bone microstructure was obtained using an optical microscopy, and mechanical properties of 
microstructural features were measured by a nanoindentation method. Their results confirmed 
significant role of bone microstructure on the crack propagation path [166, 169]. 
Compared to a relatively large number of models incorporating crack deflection in cortical 
bone, fewer studies have focused on modeling damage diffusion and crack bridging. Budyn et al. 
studied micro fracture and crack bridging in human cortical bone under compression [184] and 
transverse tension [181] through a coupled experimental/numerical approach. Morphology of the 
model was built based on light microscopy observations of actual bone samples, and crack paths 
at each step of loading were included explicitly in the model using an extended physical imaging 
technique. Bone fracture was modeled using LEFM and solved using FEM by implementing a 
two-level Newton-Raphson scheme in [184] and XFEM in [181]. The authors used a local damage 
constitutive law so that the global response of the numerical model agreed with experimental 
measurements. To account for crack bridging due to progressive tearing of collagen fibrils, a 
cohesive crack opening law in the wake of the crack tip was implemented. When increasing 
compression, they observed a diffused damage in the regions bordering the cracks and also ahead 





observations [185, 186]. They also reported beneficial effects of Haversian canals that help to trap 
growing cracks and deflect cracks around osteons. Crack propagation in actual bone sample under 
compression, compared to displacement, local stress, and local damage fields obtained from their 
FEM simulations, is illustrated in Figure 2.15. Local Stress Intensity Factor (SIF) at the tip of 
microcracks was also calculated to estimate bone fracture toughness, and it was found that absolute 
values of mode II SIF were usually at least four times larger than those of mode I, suggesting that 
mode II is predominant under compression.  
As mentioned earlier, the current review is mainly focused on the strength and fracture models 
of cortical bone. Next, we will briefly outline several representative studies modeling strength, 
damage, fracture, and softening mechanisms of a single trabecula and trabecular bone. Different 
approaches have been employed including elastic-plastic constitutive laws and progressive 
damage evolution by element deletion [187-201]. Due to the complex architecture of trabecular 
bone, many of the models used micro-computed tomography (µCT) based 3D voxel FEM models, 
which give accurate representation of trabecular bone geometry [192-195]. Nevertheless, the 
complexity of the trabecular bone architecture usually leads to high computational cost. 
Consequently, some studies have idealized geometry of trabecular bone using simpler 
representations. For example, a collection of rod-like and plate-like trabeculae, that is built based 
on µCT or high resolution peripheral quantitative computed tomography (HR-pQCT) images, has 
been used as an idealized model for trabecular bone. In this representation, the rod-like structures 
are modeled as beam elements, while shell elements are used to model plate-like structures. Results 
of these models are in good agreement with those of the voxel models, while this technique is more 





structures have also been used as idealized models of trabecular bone to investigate its mechanical 
properties [190, 191].  
Zysset and colleagues [202-204] developed 3D anisotropic constitutive laws for trabecular 
bone based on a fabric tensor. They discussed several specific cases of material symmetry such as 
isotropy, cubic symmetry, fabric-based orthotropy, and general orthotropy in [204]. Garcia et al. 
[205] proposed a constitutive law for cortical and trabecular bone under cyclic  load that included 
elastic, plastic, and damage aspects. In addition, an anisotropic elastic-viscoplastic damage 
constitutive model for bone was suggested by Schwiedrzik and Zysset [204]. This model was used 
in a FEM simulation of nanoindentation in lamellar bone and showed good agreement with 
experiments.  
At the macroscale (whole bone level), FEM models have been extensively used to predict 
overall behavior of bone, e.g. [171, 196, 206-239]. Quantitative Computed Tomography (QCT) 
based FEM analysis was utilized in the last two decades, mainly for clinical and biomedical 
purposes, as a non-invasive method to predict strength, fracture load, and fracture location in whole 
bone under different conditions [206-221, 230-239]. In this technique, a 3D model of whole bone 
is built using QCT images and bone properties are usually assigned based on mineral density 
estimates obtained from these images.  
Dragomir-Daescu et al. [208] investigated fracture of whole femur using QCT/FEM analysis 
using a non-linear constitutive law for the bone tissue, while performing parallel experiments on 
corresponding bone samples (Figure 2.16). Their predicted fracture load and patterns obtained 
from simulations correlated well with their experimental measurements. Keyak et al. [210, 212] 
also used QCT/FEM analysis on the proximal femur to conduct a comparison between 





successfully predict fracture types. Zysset et al. [230-239] implemented anisotropy in their QCT- 
and HR-pQCT-based FEM analyses by using the modular framework generated in [240]. Using 
this method, they studied strength, damage, and failure of human femur, vertebral bodies, and 
Colles under different loading conditions while conducting corresponding experiments and 
showed that their results match well with the experiments. Nevertheless, QCT/FEM studies have 
mostly employed simple uncoupled failure criteria and focused on failure initiation without 
considering a crack propagation stage [223]. Consequently, these studies are mostly able to predict 
the ultimate force at fracture rather than providing force-displacement information up to complete 
fracture.  
More recently, some studies used fracture mechanics concepts to investigate bone fracture. For 
instance, Hambli et al. [196, 222, 223] modeled the behavior from an initiation of crack up to a 
total separation of bone. They developed a FEM model of proximal femur (Figure 2.17) based on 
continuum damage mechanics to obtain force-displacement curves under one-leg stance, from the 
beginning of loading to complete fracture. A damage law, developed based on experimental 
observations, was implemented in this model. Their simulations predicted that fracture starts at the 
superior cortex, which was shown to match with experiments.  
Cohesive FEM has also been employed to study fracture of bone at the macroscale. Using this 
technique, Ural et al. [171, 224-229] investigated crack growth, fracture strength, and loss of 
toughness in human distal radius, considering effects of aging, intracortical porosity, and strain 
rate. They reported a decrease of 13% in R-curve slope per decade, which is in close agreement 
with experimentally observed decrease in toughness of 14-15% per decade [80]. In another study 
[226] they showed that a 4% increase in porosity, while keeping other variables constant, resulted 





It is worth mentioning that an important challenge in modeling bone at this scale (macroscale) 
is to determine realistic boundary conditions. It has been reported that results of FEM/QCT 
analysis can vary significantly depending on the applied boundary conditions [223, 241, 242]. 
Secondly, assignment of realistic spatially changing constitutive laws is another challenge.   
In summary, computational studies reported in literature illustrate toughening mechanisms 
which are active at microscale and larger scales, and results are confirmed by experiments. 
Numerical models provide deeper understanding of the role of osteons and cement lines in 
determining crack propagation trajectories. The outcomes of these studies also demonstrate how 
toughening mechanisms created by microstructural features work during crack growth. At the 
tissue-level, computational techniques such as cohesive finite element methods and XFEM were 
successfully utilized to capture toughening behavior of bone and compute fracture toughness of 
bone under various loading conditions. These results also provide additional insights on the impact 
of structural morphology, material heterogeneity, and porosity on fracture toughness of bone.  
Despite great advances in computational modeling at the microscale and macroscale, as 
outlined above, there are still key unanswered questions that need to be investigated. One of the 
important questions is how different toughening mechanisms change the bone fracture risk. At the 
macroscale, how we can we incorporate the role of cortical and trabecular bone microstructures in 
determining fracture risk. Last, but not least, how we can combine the outcomes of these models 
into the form that could be utilized by clinicians to more effectively and accurately assess bone 








2.3.3. Multiscale models 
As discussed in the previous sections, most of the models incorporating bone strength and 
fracture focused mainly on one structural length scale rather than employing a multiscale approach. 
Few studies developed a multiscale model of bone but none of them include all of the scales in the 
hierarchical structure of bone. In this regard, Fritsch et al. [243] used a multiscale continuum 
micromechanics model to obtain the strength of bone at the nanoscale and sub-microscale. They 
suggested that failure occurs by mutual ductile sliding of HA mineral crystals along layered water 
films followed by rupture of collagen cross-links. Based on that, they extended their previous 
elastic models to present a micromechanics theory for upscaling of elastoplastic properties.   
Structural behavior at the interface between organic-inorganic materials has also been studied 
with a multiscale approach [153, 244].  As an example, Lau et al. [244] developed a multiscale 
model based on MD simulations combined with metadynamics methods to quantify the traction-
separation behavior at organic-inorganic interface to be used as inputs in cohesive FEM analysis 
at a larger scale.  
Hamed and Jasiuk [245] employed a cohesive FEM model to predict elastic properties and 
strength of lamellar bone. They considered three levels of hierarchy: the nanoscale, sub-
microscale, and microscale.  The predicted strength at a lower scale was used as inputs to a higher 
scale. First, a mineralized collagen fibril was studied to assess the role of soft and deformable 
collagen and stiff but brittle HA minerals on the strength of bone. Then, a single lamella consisting 
of mineralized collagen fibrils glued together by NCPs was modeled. The model showed that 
sliding between the neighboring fibrils and, eventually, the breaking of the bonds between them, 
are the main damage mechanisms at this scale. Finally, the lamellar structure of bone was modeled 





At larger scales, Ural and Mischinski [246] developed a multiscale model using a cohesive 
FEM approach to simulate fracture of bone at the microscale and macroscale level. The simulations 
were carried out in three parts: i) two-dimensional model of cortical bone based on microscopy 
images as shown in Figures 2.18a and b, ii) three-dimensional simplified model of cortical bone 
with osteons modeled as circular tubes (Figures 2.18c and d) to determine effect of microscale 
properties on macroscale fracture toughness, and iii) three-dimensional idealized model of distal 
forearm at the macroscale based on mechanical properties obtained from the microscale model 
(Figures 2.18e and f). This study illustrated the importance of toughness mechanisms at the 
microscale on fracture at the macroscale.  
Concluding, there are only limited multiscale models of bone and they do not address all the 
scales simultaneously. In particular the link between lowers scales and macroscopic fractures is 
still not well developed. Also, these models are usually hierarchical, addressing each scale 
separately and using outputs from lower scale as inputs for next structural scale, rather than 
considering multiple scales simultaneously. Comprehensive overview on multiscale modeling of 
materials is given in a recent monograph by Fish [247]. Secondly, the hierarchical structure of 
bone changes continuously rather that discretely, thus selection of scales is not unique, with two 
to seven scales proposed in literature. Thus, there is no separation of scales which also leads to 
open questions about the size (or even existence) of a representative volume element (RVE) of an 
approximating deterministic continuum, and suggests introduction of a statistical volume element 
(SVE). Thus, further investigations are needed on the effects of scale and boundary conditions 
effects on properties of bone, in particular on the fracture toughness, yield strength, and ultimate 





microstructure and resulting properties should be rigorously addressed. These topics are discussed 
in detail in a recent book by Ostoja-Starzewski [248] in the general context of materials mechanics.  
 
2.3. Summary 
In this literature review we summarized experimental observations on bone fracture and 
strength and illustrated insights that were gained from modeling. We addressed this problem by 
focusing on different structural scales in the hierarchical structure of bone and discussing failure 
mechanisms at the nanoscale, sub-microscale, microscale, mesoscale, and macroscale in bone. 
This review is not comprehensive due to space constraints and it only highlights representative 
analytical and computational models at these different scales.  
Our major observations and findings are as follows: 
- Various studies have investigated microcrack interactions with bone microstructure but they 
have mainly addressed one or two scales. There are very limited multiscale models of bone 
addressing more than two scales. 
- Studies at the nanoscale address collagen-HA interactions and provide properties of a 
mineralized collagen fibril, which is a basic building block of bone. Analytical and computational 
models show that the mechanical properties of bone at this scale are sensitive to aspect ratio and 
arrangement of crystals.  
- There are limited models of bone fracture and strength at the sub-microscale and microscale. 
-  At the mesoscale, investigations on cortical bone have been focusing on the effects of osteons 
and cement lines on the crack growth path. Simulations have shown that osteons act as barriers to 
microcrack growth. Osteons, as the main features of cortical bone, control bone extrinsic 





In trabecular bone, damage is highly dependent on the complex trabecular architecture and is 
localized in trabecular struts. 
Next we summarize main challenges and open issues in modeling of bone strength and fracture. 
- Most of the existing models focus on only one scale and very few multiscale models 
considering two or three scales exist, even though bone fracture is a multiscale phenomenon. 
Particularly, the link between damage at nanoscale and whole bone fracture is still missing. No 
comprehensive multiscale models exist that address the complexity of fracture processes in bone 
spanning across scales. 
- Most models are hierarchical, addressing one scale at a time, rather than multiscale, 
incorporating multiple scales simultaneously. 
- Many studies employ idealized, two-dimensional representations of bone. However, since 
the initiation and growth of cracks are sensitive to microstructures, the use of actual, three-
dimensional models would provide more insights into bone behavior.  
- The effect of size-dependence on the predicted results should be highlighted. 
- The transition between different scales is in fact continuous rather than discrete.  
- Do we have a representative volume element (RVE) or a statistical volume element (SVE) 
for bone mechanics studies? 
- Investigations are needed on the effects of scale and boundary conditions on bone properties, 
in particular fracture and strength. 
- Natural randomness in properties and geometry is not accounted for in most of the existing 
models. This is an outstanding issue as fracture is a stochastic phenomenon. 
- The structure and properties are still debated especially at smaller scales. Even for larger 





- More experimental studies are needed on characterization of bone at the nanoscale. Open 
issues remain on the locations of HA crystals, their arrangement, and interfacial interactions 
between the collagen and HA. Are the crystals isolated platelets or do the collagen and minerals 
form interpenetrating phases? 
- Many of the existing models assume isotropic properties for collagen and HA crystals, while 
the actual behavior is anisotropic. Anisotropic properties are not readily available. Also, further 
research is needed on determining accurate constitutive laws of bone’s constituents up to failure.  
- Spatial inhomogeneity in bone properties across scales needs to be further characterized to 
serve as inputs for more realistic computational models.  
- Effects of aging and bone diseases on bone fracture toughness and strength are still open 
issues. Modeling of these parameters would provide valuable insights into bone fracture in such 
conditions and have high clinical impact. 
- There is a close relation between the bone damage (in the form of microcracks and diffuse 
damage) and bone remodeling. However, only limited models exist that consider this mutual 
relation in fracture studies.  
- Many of the mechanics models of crack propagation and bone fracture do not take into 
account the impact of intrinsic toughening mechanisms occurring in bone.  
- The insights gained from various modeling and experimental studies on bone fracture and 
strength should be linked to clinical practices to design better methods to quantify bone quality 
and bone fracture risk in humans. 
In summary, bone fracture and strength have been studied extensively and significant advances 





fracture processes occurring in bone, numerous challenges remain. These make this clinically 


























































































































































Figure 2.2. Bone toughness mechanisms at different levels of hierarchy. The toughness of bone 
results from a mutual competition between extrinsic (crack-tip shielding) toughening mechanisms 





Figure 2.2. (cont.) intermolecular sliding of molecules are observed at the smallest level of 
tropocollagen molecules and mineralized collagen fibrils. Microcracking and fibrillar sliding are 
observed at the level of fibril arrays. At larger levels, the breaking of sacrificial bonds contributes 
to increasing the energy dissipation capacity of bone at the interface of fibril arrays, together with 
crack bridging by collagen fibrils. At the largest length scales in the 10–100 μm range, the primary 
sources of toughening are extrinsic and result from extensive crack deflection and crack bridging 









Figure 2.3. A schematic of the shear lag model proposed by Jager and Fratzl representing a) 
staggered hydroxyapatite crystals embedded in protein matrix, b) the load-carrying structure of the 








Figure 2.4. Barkaoui et al. [136] model geometry: five TC molecules shifted by the interval 
D=67nm forming a cylindrical shape, mineral phase filling the gap and extra-collagenous space, 








Figure 2.5. The geometry of collagen-hydroxyapatite nanocomposite used by Libonati et al. [151]. 
The building blocks, namely amino acid chains, collagen chains, and hydroxyapatite unit cell, are 








Figure 2.6. Example of force- displacement curves from [151], a) Comparison between the initial 
structure and the confined one. b) Comparison between a dry (vacuum) case and wet case: the 









Figure 2.7. Model of osteonal cortical bone microstructure with arbitrary oriented microcracks 








Figure 2.8. Microcrack propagation trajectory under tension in Raeisi Najafi et al. [74] model – 
the propagation trajectory was deviated as approaching the osteon: a) primary microcrack, b, c, 
and d) propagated microcrack with b) E0 = 10 GPa, Ei = 26 GPa, Ec = 6 GPa; c) E0 = 19 GPa, Ei = 








Figure 2.9. Microcrack propagation severely affected by separation of osteons [74]. Close 
proximity of osteons will not allow microcrack propagation between the osteons. a, and c) primary 
















Figure 2.11. Mischinski and Ural [175] cohesive FEM model of a single osteon, a) FEM mesh 
demonstrating crack penetration  into an osteon for a 0º crack, b) Stress contours showing the 
different stages of crack propagation for 0º crack penetration, c) FEM mesh demonstrating crack 
deflection into cement line for a 45º crack, and d) Stress contours showing the different stages of 

















Figure 2.13. Examples of Budyn et al. [168] model with different microstructure showing crack 








Figure 2.14. Abdel-Wahab et al. [166] model – distribution of maximum principal stress in vicinity 
of a) upper, and c) lower microcracks at crack initiation increment, and for increment of b) arrest 








Figure 2.15.  Budyn et al. [184] results of human cortical bone modeling under seven steps of 
applied compression, a) Light microscopy observations of cracked microstructure, b) 
Displacement field in the direction of applied compression, c) Longitudinal stress, d) Local 








Figure 2.16. Overview of Dragomir-Daescu et al. [208] QCT/FEA modeling steps, from QCT scan 








Figure 2.17. Results of Hambli et al. [223] model a-d) Accumulation of continuum damage in 









Figure 2.18. Ural and Mischinski [246] model geometry: a) microscopy image of cortical bone, b) 
FEM model, c) schematic of detailed microstructure, d) FEM model, e) a sketch of human forearm 
highlighting the section that was modeled, and f) three-dimensional FEM model of an idealized 





CHAPTER 3: NON-LINEAR MICRO-CT BASED FE MODELING OF TRABECULAR 




Trabecular (or cancellous) bone is a highly porous, heterogeneous, and anisotropic mineralized 
tissue mainly located in epiphyses of long bones and cores of flat and small bones. In combination 
with cortical bone, trabecular bone plays an important load-bearing role in long bones [249]. 
Osteoporosis-related fractures, which are a growing clinical problem in aging societies, mostly 
occur in the trabeculae-rich areas of bone such as vertebra and femoral head. Trabecular bone is 
also the primary site for insertion of orthopedic implant systems. Thus, mechanical properties of 
trabecular bone are of high scientific and clinical interest for prediction of age- and disease-related 
bone fractures, optimizing treatments to reduce fracture risks, as well as designing improved 
implants [197, 250, 251].  
Mechanical properties of trabecular bone have been studied experimentally and theoretically 
for few decades [192, 197, 252-273]. However, experiments which provide direct measurements 
of properties are technically challenging, costly, time-consuming, and may involve experimental 
errors [253]. On the other hand, with a development of new technologies and increasing 
computational power, nonlinear finite element (FE) models, that use high-resolution micro-
computed tomography (micro-CT) images of trabecular bone, have become a powerful tool for 
investigation of the mechanical behavior of trabecular bone. Such computational models can give 
*This chapter is published as: F.A. Sabet, O. Jin, S. Koric, I. Jasiuk (2018) “Nonlinear micro-CT based FE modeling 
of trabecular bone – Sensitivity of apparent response to tissue constitutive law and bone volume fraction” International 






estimates of properties and can provide additional information that may not be attained 
experimentally such as the material behavior under different types of loading for the same sample 
[252]. A wide range of mechanical properties has been reported for trabecular bone even within a 
single proximal tibia or femoral head [260, 274]. Due to this high inter-subject and inter-site 
heterogeneity in mechanical properties and architecture of trabecular bone, employing 
experimental methods becomes more complicated as a large number of experiments is needed to 
quantify its structure-property relations.  
Using nonlinear micro-CT FE models as a cost-effective method, extensive efforts have been 
devoted to identifying relationships between architecture of trabecular bone and its mechanical 
properties [197, 253-256]. Moreover, these models have been used to investigate pre- and post-
yield behaviors of trabecular bone under uniaxial, shear, and multiaxial loadings to obtain an 
anisotropic response at an apparent-level (sample level) [257-259, 261]. For example, Sanyal and 
Keaveny [257] studied trabecular bone under a biaxial loading and showed that by normalizing 
yield strength, bi-axial yield surface could be described as a quartic super-ellipse equation. In 
another study [258], compression and shear behaviors were compared to reveal that trabecular 
bone is significantly weaker in shear than in compression. Since trabecular bone is naturally 
constrained by the surrounding cortex in vivo, few works performed modeling under a confined 
compression [268, 275, 276]. It was demonstrated that a pressure-dependent yield formulation for 
tissue is needed to accurately capture an experimentally obtained apparent stress-strain behavior 
[268]. Effect of ductility of tissue on the apparent behavior under a uniaxial compression was 
investigated in [264] by considering brittle and ductile models for bone tissue. According to this 
study, apparent strengths for brittle models were about half of those of ductile models. Some of 





There are two mechanisms underlying the nonlinear behavior of trabecular bone. One is the 
nonlinear elastic behavior due to finite deformations of the highly porous structure of trabecular 
bone, and the other is the material nonlinearity of the tissue due to damage and plastic deformations 
[250, 262, 263]. To model the material nonlinearity of trabecular bone tissue due to yielding, 
several different yield criteria have been suggested and implemented such as the regular and 
eccentric von Mises [257-259, 263-265, 275], principal-strain-based [192, 194, 197, 260, 267, 270, 
273], Drucker-Prager [252, 268, 269, 273, 275], Cast Iron [256, 261, 270], Drucker-Lode [271], 
Mohr–Coulomb [268, 272], Hill, and crushable foam [268, 275] models (Figure 3.1).  However, 
there is still no clear consensus on which criterion best describes yielding of trabecular bone tissue. 
Researchers agree, however, that the behavior differs in tension and compression [252, 273]. 
Verhulp et al. [270] applied established cortical bone material models including the Hill, von 
Mises, and principal-strain-based yield criteria to model trabecular bone and studied the resulting 
local and apparent responses. They reported that using different material models had a significant 
effect on the apparent behavior, while predicted deformations showed only small differences. 
None of the above-stated material models were able to capture an experimentally observed 
softening in trabecular bone. Baumann et al. [273] investigated the sensitivity of the apparent 
response of trabecular bone samples by using three different constitutive models comprising of the 
principal-strain-based model, Drucker-Prager, and Drucker-Lode models. In order to validate one 
of the models, they compared the apparent response from micro-CT FE models with experimental 
results. They showed that although yield limits can be calibrated by fitting simulation results to 
experiments, it is not possible to fully validate a constitutive model at the tissue level.  
The effectiveness of micro-CT FE models as predictive tools for mechanical properties of 





have been used to measure the apparent-level properties of trabecular bone [273, 277-280]. 
Nanoindentation studies have been used to provide bone tissue properties [259], but there are 
limitations in correlating such measurements with the bone strength and toughness. Alternately, 
the tissue-level properties can be obtained from simulations by calibrating the tissue-level 
properties to match the apparent-level experimental measurements. Also, once models are 
calibrated and validated, accurate simulation of tissue mechanics can be used to predict damage 
locations [281, 282]. In this chapter, to obtain further insights on a most suitable constitutive model 
for trabecular bone, we extend earlier studies by comparing the experimentally-calibrated apparent 
behaviors computed using von Mises, Drucker-Prager, and Cast Iron plasticity models.  
Constitutive laws for trabecular bone are needed to obtain accurate anisotropic predictive models 
for implementation in whole bone models simulating whole bone fractures or response to implants.  
Along with tissue-level properties, it has been shown that mechanical properties of trabecular 
bone at the apparent (mesoscale) level are strongly affected by the bone micro architecture and 
bone volume fraction (or porosity) [193, 256, 264]. However, in these studies, different specimens 
were used to get a range of different bone volume fractions, and thus a change in the architecture 
from specimen to specimen was unavoidable due to the heterogeneous nature of trabecular bone. 
In this chapter, we isolate the effect of bone volume fraction by keeping the bone architecture 
unchanged and to artificially vary bone volume fraction in micro-CT FE models to study its direct 
effect on the apparent response. Such investigation provides better insights into trabecular bone 
quality as well as strength predictions based on the micro architecture and bone volume fraction.  
In summary, in this chapter, we aim to computationally investigate the sensitivity of the 
apparent-level response of trabecular bone to different constitutive models at the tissue-level with 





with experimental results and study the effects of bone volume fraction on the apparent mechanical 
response. Given the availability of porcine bone and its similar biology to human bone, porcine 
bone is used for this study. Also, constitutive models’ parameters at the tissue-level are calibrated 
for the first time for porcine bone. Such animal model is often used for bone studies, including 
studies of bone regeneration. The effects of different parameters on the resulting apparent-level 
behavior are also investigated. Quantifying the sensitivity of the apparent response to the tissue 
constitutive model can be used as a guide for calibration of tissue properties. Moreover, such 
quantification reveals the impact of each parameter on the apparent response, and thus it shows 
how significant are the effects of uncertainties in tissue parameters on the apparent response. 
 
3.2. Materials and Methods 
3.2.1. Sample preparation and experimental procedure 
Four cylindrical trabecular bone samples were extracted from femurs of six-month-old healthy 
pigs (Sus scorfa domestica). The bones were obtained from Meat Science Lab at the University of 
Illinois at Urbana-Champaign. The principal trabecular direction was estimated by performing a 
low-resolution micro-CT imaging. Subsequently, samples were cut out of femoral heads in the 
principal direction to obtain cylinder shapes with ~8 mm height and ~4 mm diameter, using the 
aspect ratio of 2:1 recommended for uniaxial compression tests [283]. Soft tissue was removed 
using a water flosser (Wp-60W, WaterPik, Fort Collins, CO). It must be noted that the size of the 
samples is limited due to the relatively small size of the bones. The small size of samples may 
result in boundary condition effects influencing the results.  
Samples were then scanned in an Xradia micro-CT (MicroXCT-200, Pleasanton, CA) with a 





and using a camera exposure time of 5 seconds. The total duration of scanning of each sample was 
~90 minutes. To minimize the time of imaging and compensate the cone angle, samples were 
rotated 190 degrees while imaging at every 0.5 degrees. An isotropic spatial resolution of 10 
microns was used for scanning. Standard Xradia software was used for scanning, reconstruction 
and exporting image files for post-processing. Reconstruction was performed using a cone beam 
back-projection algorithm. Porosity and mineral density of the samples were 76.7±1.1% and 
1190±85 mg/mm3 [284]. 
After scanning, uniaxial compression tests were performed using an MTS Insight 
electromechanical testing system with a 2000 N load cell (MTS system Corp., Eden Prairie, MN). 
The samples were loaded until failure at a rate of 0.005 mm/s, which is considered quasi-static  
[285], and no preload was applied. More information on the experimental method can be found in 
[284].  
  
3.2.2. Model preparation and numerical simulations 
Commercial software ScanIP (Version 7.0, Simpleware Ltd) was used for post-processing of 
micro-CT images. The images were down-sampled to a resolution of approximately 30 microns, 
as a convergence for apparent properties has been confirmed for FE models with a voxel size of 
40 microns or less [263]. There are different thresholding methods used for segmentation of bone 
micro-CT images to build a finite element model [286, 287]. Kim et al. [288] studied three 
common techniques including adaptive thresholding, global thresholding, and matched global 
thresholding, and showed that although there were minimal variations in local morphology of 
models depending on thresholding technique, the resulting bone volume fraction and apparent 





between the two peaks in the gray level histograms was selected for segmentation using global 
thresholding method [289]. There are different background types available in the ScanIP software; 
a 16 bit unsigned integer background type was used in this study. After that, the top and bottom 
parts of the specimens were slightly trimmed to make them orthogonal to the main axis of the 
specimens to avoid artificial bending of the samples. All unconnected bone regions were removed 
from the scans, and all internal cavities (cavities not connected to any external surfaces) were filled 
to ensure a good quality FE mesh. The effect of removing unconnected bone regions and filling 
internal cavities on the apparent response is expected to be insignificant, as the change in bone 
volume fraction due to a removal of unconnected bone regions and filling internal cavities was 
less than 0.25% and 0.3%, respectively. A Gaussian smoothing filter with a kernel size of 1.5 was 
then applied to smooth all surfaces, and then bone volume fraction was measured. FE models of 
the specimens were generated by meshing the segmented scans using FE Free mesh creation 
algorithm and importing them into the implicit finite element software Abaqus [290]. 
Computations were done utilizing up to 256 CPU cores and large memory capabilities of the Blue 
Waters [291] supercomputer hosted at the National Center for Supercomputing Applications 
(NCSA) at the University of Illinois at Urbana-Champaign. 
In order to identify the optimum mesh size, a mesh refinement study was performed. The 
domains were discretized using 10-node quadratic tetrahedral elements with two levels of 
refinement: coarse and refined. The coarse mesh had a mean element edge of ~100 µm with 
approximately 6 million degrees of freedom (DOFs), while the refined mesh had a mean element 
edge of ~40 µm and almost 26 million DOFs. There was less than 1% difference between apparent 
modulus obtained from the coarse mesh and the refined mesh, and the refined mesh was found to 





finest achievable level and the mean element size is sufficient to fulfill convergence requirements 
suggested by [292, 293].  The mean value of Jacobian for the meshes was 0.47±0.03 with a 
minimum value of 0.1. Material nonlinearities which affect apparent response specifically for 
specimens with low volume fraction [263], geometric nonlinearities from large deformations, and 
complex contact conditions between the trabecular bone and the loading plate (tied in tangential 
behavior and hard contact in normal behavior) lead to increased ill-conditioning of global stiffness 
matrices. This made the numerical analysis of the refined model difficult even on the latest high-
performance computing platforms. Within each quasi-static time step, a system of nonlinear 
equations was linearized and solved with a Newton-Raphson (NR) iteration scheme [294, 295] in 
Abaqus which required several linear solver solutions or global equilibrium iterations. The direct 
multi-frontal solver in Abaqus/Standard with hybrid Message Passing Interface (MPI)/Threaded 
parallelization was used. It is worth mentioning that Koric et al. [296] have recently shown that 
the similar multifrontal solver had enough scalability and robustness to perform computations on 
large ill-conditioned FEA problems on many thousands of CPU cores, thus potentially opening the 
door for future higher fidelity and complexity simulation studies in biomechanics. Even though 
these simulations were performed on the latest High-Performance Computing Platforms and with 
the most robust general purpose commercial code, some difficulties were experienced converging 
in post-yield regime with the implicit solver. 
The trabecular bone tissue was modeled as a homogeneous and isotropic continuous material 
with Poisson’s ratio of 0.3 assigned to all samples. While trabecular bone tissue has an anisotropic 
structure [297, 298], the effect of anisotropy on numerical simulation results is not significant, and 
thus most of the studies assume isotropic behavior for the tissue. The initial apparent modulus was 





following [197], was used to represent the response of the trabecular bone tissue (Figure 3.2). 
Different plasticity formulations including the Drucker-Prager, von-Mises, and Cast Iron were 
used in simulations to investigate the sensitivity of the apparent response to tissue level yield 
criterion. The Drucker–Prager model, which augments the von Mises criterion to account for 
yielding asymmetry, is defined as: 
"2J! +
1
3 aI" = Y# 
where J! is the second invariant of deviatoric stress, I1 is the first invariant of total stress, and a 
and Y0 are material constants. The Cast Iron model assumes yielding to be governed by the 
maximum principal strain in tension while in compression yielding is assumed to be only governed 
by deviatoric stresses without being pressure-dependent.  
Since experimentally measured trabecular bone tissue properties are not available for porcine 
bone, variables in plasticity models were calibrated for each specimen to provide an accurate fit to 
the apparent-level experimental results. All the different employed criteria were properly 
calibrated to implement the same bi-linear law. After reaching the elastic limit ε$%&, tissue material 
was simplified as perfectly plastic. For Drucker-Prager and Cast Iron formulations, tension to 
compression ratio was taken as 0.6 [197, 252]. Boundary conditions were applied to represent the 
experimental test set-up. All nodes in bottom surface were fixed in all directions and a uniaxial 
displacement, up to the apparent strain of 8%, was applied to the rigid plate which was in contact 
and pushing down the top surface nodes of the domain. A contact pair algorithm with surface-to-
surface discretization option in Abaqus/Standard was used to model interactions between contact 
surfaces of the plates and bone. Since the contact surfaces stay together for the duration of a 
simulation, the tied contact formulation with a direct Lagrange multiplier method was applied. 






provided more accurate stress and pressure results than the node-to-surface discretization. The 
0.2% offset method was used to determine the apparent-level yield stress and strain, consistent 
with the experimental protocols [300, 301].  Percentages of yielded tissue were also calculated and 
presented to quantify the micro-damage evolution. To gain further insight into the effect of 
different variables of the tissue yield criterion on the apparent response, a parametric study was 
done for one specimen using the von Mises constitutive law with hardening. At the tissue level, 
the strain at onset of plasticity (ε') and ratio of hardening modulus to elastic modulus (H/E) were 
varied in range of 1% to 2.5%, and 0 to 30%, respectively, and the resulting influences on the 
apparent-level yield strain (ε'() and stress (σ'(), and maximum stress (.)*+( ) were studied. For all 
cases, the ratio of ultimate strain for tissue (ε$%&) to ε' was kept at 3, following [197]. 
 
3.3. Results and Discussion 
3.3.1. Calibration of tissue properties for porcine trabecular bone 
Calibrated effective tissue elastic moduli for porcine trabecular bone were in the lower range 
of modulus values reported in the literature for trabecular bone (4.0-23.8 GPa [197, 252, 275, 302-
304]). The mean effective tissue modulus calculated for the four specimens was 10.0±1.2 GPa, 
ranging from 8.7 to 11.5 GPa. At the tissue level, 4.0 to 6.7 percent of tissue yielded at the apparent 
yield point. In general, there is a large statistical scatter in apparent properties as well as tissue 
properties of trabecular bone reported in different studies. Some of the factors causing this scatter 
are state of health and age of the donor, sample size, anatomical location of bone, boundary 
conditions, testing conditions, and others.  
Results of parametric studies are presented in Figure 3.3. In this figure, values selected for ε'  





ε'(, σ'(, and σ)*+(  generally increased by increasing ε' or H/E. The increasing trend was not linear, 
on average a 50% increase in ε' resulted in the increase of ε'(, σ'(, and σ)*+(  by approximately 
30%, 42%, and 39%, respectively. On the other hand, when increasing H/E by 50%, the apparent 
properties increased by 2.5%, 3.3%, and 4.3%, respectively, for ε'(, σ'(, and σ)*+( . The apparent 
response was more sensitive to variations in ε' than H/E. Also, σ'( was more sensitive to changes 
in ε' compared to the other two measured apparent properties.  
In Figure 3.4, apparent stress–strain curves obtained from uniaxial compression test 
experiments on the trabecular bone with median elastic modulus (median specimen) and 
corresponding micro-CT FE simulations using von Mises law for tissue with different 
combinations of ε' and H/E are compared for three combinations with the closest stress-strain 
curve to the experimental results. As shown in Figures 3.3 and 3.4, combinations 1 and 2 provided 
the best fit with the experimentally observed initial yield while the combination 3 had the best 
match with the experimentally measured σ)*+( . Considering combinations 1 and 2 as examples, it 
is interesting to note that ε' and H/E cannot be uniquely calibrated by fitting the apparent response 
from simulations to experiments. This was also observed for few other combinations that generated 
the same stress-strain curve at the apparent-level. Note that while slight softening was seen in the 
apparent stress response for some cases, none of the different combinations of ε' and H/E were 
able to effectively capture softening that was observed in the experiment for this specimen. 
Progressive damage models [290] can be added to account for post-yield softening. Several recent 
studies accounted for the post-yield softening [201, 270]. 
Percentages of yielded bone tissue are presented in Figure 3.5, together with the predicted 
stress–strain responses from the calibrated micro-CT FE simulations and experiments. According 





although hardening does not necessarily increase with the increase of the number of the yield 
elements.  
More than 15% of tissue yielded under an apparent strain of 5% (Figure 3.5), but the predicted 
apparent stress-strain curve was unable to capture the softening observed in the experiments. A 
possible reason could be as follows. A mixture of plate-like and rod-like structures are present in 
trabecular bone. Although brittle fracture appears to be predominant in plate-like structures, 
buckling may be more dominant in rod-like structures. Also, micro-damage and micro-fracture 
can be more complex at the tissue level due to the heterogeneity of ultrastructure. In addition, the 
constitutive laws at tissue level did not account for softening. In order to provide a more accurate 
post-yield behavior of trabecular bone under large deformations, one needs to consider coupling 
effects between the different types of damage. The focus of this study was on yielding behavior, 
its initiation, and post-yield behavior up to an ultimate strength. To understand an in vivo damage 
in trabecular bones during routine activities, it is essential to examine the role of damage of bone 
tissue at small strains, as opposed to large strains experienced in trauma or overloads that occur 
less frequently. 
In general, there are three stages of the micro-damage accumulation as observed in [192]. At 
the initial toe stage, very small amount of micro-damage is formed, which is followed by the 
second stage with a rapid accumulation of micro-damage before apparent yield point is reached. 
At the third stage, a slower rate of micro-damage accumulation is observed beyond the apparent 
yield point (Figure 3.5). As shown in Figure 3.5, local yielding was observed even at small 
apparent strains that lead to micro-damage (and possibly micro-fracture) in the trabecular bone 
structure. Thereafter, the micro-damage in bone developed rapidly. For the median specimen, 





distribution of micro-damage in the trabecular structure under compression can explain the 
apparent nonlinear behavior of the trabecular bone model at small strains. This confirms previous 
observations by [192] on trabecular bone and metallic foams. Yeh and Keaveny [305] employed a 
simplified three-dimensional lattice model of vertebral trabecular bone that was compressed up to 
an apparent strain of 2%. They reported that up to 80% of the beam elements developed micro-
damage at only 2% apparent strain, and between 2% and 10% of the trabeculae were fractured, 
depending on the fracture strain assumed. This is significantly higher than our results that show 
~5% of yielded tissue at an apparent strain of 2%, which can be due to different assumptions for 
onset of plasticity.  
 
3.3.2. Sensitivity of apparent response to tissue constitutive law 
The three aforementioned plasticity formulations (von Mises, Drucker-Prager, and Cast Iron) 
were employed in the median specimen simulations. The apparent stress-strain response is 
compared with experimental data for a uniaxial compression in Figure 3.6. Proper values were 
applied to different variables of Drucker-Prager and Cast Iron model to replicate the same ε' and 
H/E used in von Mises formulation that provided the best fit to experimental results. As shown in 
Figure 3.6, each formulation is capable of capturing inelastic behavior under uniaxial compression 
and stress-strain curves that are very close to each other. Also, none of the formulations were able 
to effectively capture softening of trabecular bone under large deformations. Similar observations 
were made by [192, 270], in which three material models were used to describe trabecular-tissue 
yield and post-yield plastic behavior, but none seemed satisfactory in the prediction of the 





To obtain a quantitative comparison of the three yield criteria employed, apparent yield strain 
(ε'() and percent of yielded elements at yield point are presented in Table 3.2. The apparent yield 
strains did not differ significantly between the three formulations. Also, the relative difference in 
percent of yielded tissue for the three formulations was less than 3%. Although the von Mises 
plasticity model is symmetric in compression and tension and independent of hydrostatic stress, 
its results are not significantly different with those of Drucker-Prager and Cast Iron. This model is 
equivalent to a Drucker-Prager model with a friction angle of 0 degrees. This is specifically 
interesting to note that, although the global loading was a uniaxial compression, the complex 
arrangement of the structure can lead to multiaxial local deformations and stress states. These 
results demonstrate that using any of these three tissue constitutive models can lead to 
approximately the same apparent response under a uniaxial compression. In other words, although 
the tissue properties can be effectively calibrated to capture experimental apparent response, it was 
not possible to distinguish between the different plasticity formulations for the tissue by looking 
at the apparent behavior. This is in agreement with the results of [273] where the sensitivity of an 
apparent-level response to different tissue yield criteria including the principal strain, Drucker-
Prager, and Drucker-Lode was investigated. According to these authors, apparent experiments 
cannot entirely differentiate between different tissue plasticity formulations, and thus it may be 
impractical to fully validate a constitutive model for the tissue.  
It must be noted that applying other loading conditions could have helped to discern between 
the tissue constitutive laws by revealing and highlighting their differences at the apparent-level. 
Kelly and McGarry [268] simulated trabecular bone under a uniaxial load in confined and 
unconfined conditions while using different tissue constitutive laws. They showed that Drucker-





for unconfined samples while they were not able to capture experimental response in confined 
condition. Thus, loading the sample in a confined condition, applying tensile and shear loads, bi-
axial, or off-axial load conditions could have revealed the differences between outcomes of the 
three formulations. Moreover, using methods to experimentally measure tissue yielding location 
under loading may be an effective way to discern between the different constitutive laws. 
 
3.3.3. Finite Element effect of bone volume fraction on apparent response 
The bone volume fraction of the micro-CT FE model of the median specimen was artificially 
varied between 15-30% by changing the threshold used for segmentation of the specimen from 
28580 to 32890. The corresponding histograms at the two ends of the thresholding domain are 
shown in Figure 3.7. By artificially changing the bone volume fraction, the core architecture of the 
sample will remain unchanged so that a direct study on the effect of bone volume fraction on 
apparent-level response can be performed.  
Apparent-level stress-strain curves are compared for different bone volume fractions in Figure 
3.8. A significant change in the apparent response is observed by changing the bone volume 
fraction, as expected. Increasing the bone volume fraction of the sample causes an increase in the 
apparent modulus, yield strain, and maximum stress. According to Nawathe et al. [264], there is 
also a possible interaction between the bone volume fraction and ductility of trabecular bone at the 
apparent level. 
To make a more quantitative comparison, the changes in the apparent elastic modulus and 
maximum stress versus bone volume fraction are depicted in Figure 3.9a and b, respectively. 
Changing the bone volume fraction substantially affected both elastic modulus and maximum 





reduction in the apparent modulus and a 76% reduction in the maximum apparent stress, showing 
that the maximum apparent stress is more affected by the bone volume fraction. As suggested in 
Figure 3.9a, when the architecture of the sample is preserved, both the apparent modulus and 
maximum stress are observed to be linearly related to the bone volume fraction in the studied 
range.   
The results of this study complement previous investigations on modeling of trabecular bone 
by quantifying the sensitivity of the apparent-level behavior to tissue-level constitutive model and 
parameters under a uniaxial compression. Our findings confirm conclusions by Baumann et al. 
[273] that apparent yield properties have minimal dependence on the selection of the tissue 
constitutive model; however, different constitutive laws were studied here to generalize this 
conclusion. Results of the parametric study on different variables of tissue yield criterion presented 
in this work are expected to provide insights on the sensitivity of micro-CT FE simulations 
outcomes to inputs at tissue-level that are subject to uncertainty due to lack of experimental 
measurements and allow for easier patient-specific calibration of these variables.  
This study has several limitations. Bone marrow and the natural inhomogeneity of trabecular 
bone tissue were not considered in the simulations. According to [278], bone marrow only 
influences the response at specific strain rates that were not studied here. Trabecular bone tissue 
was modeled as a homogenous and isotropic material. Incorporating inhomogeneous material 
properties for tissue may produce valuable insights and help to approach patient-specific models. 
Nevertheless, it is possible to predict elastic and yield properties with sufficient accuracy based on 
specimen-specific geometry and average material properties for the whole sample [252]. Due to 
small size of the specimens that is restricted by size of the femoral heads tested herein, boundary 





past by us and other authors [256, 286, 306-309]. However, the comparison between experimental 
and simulation results is not expected to be affected significantly by the boundary effects as the 
same sample size and idealistic boundary conditions mimicking the experiments were used in the 
finite element analysis. In addition, only the apparent response under a uniaxial compressive 
loading condition was studied in this work. Investigating different loading conditions in addition 
to comparing the local strain fields and location of damage and plasticity in simulations with those 
of experiments using a digital image correlation technique would improve understanding of the 
nonlinear behavior of trabecular bone and highlight differences between different tissue 
constitutive formulations. This would help to validate which constitutive models are more 
appropriate for trabecular bone that may be investigated in a future study. It must be noted that the 
robustness of a numerical modeling procedure is corroborated by a validation methodology that 
requires a number of samples and experimental data. The specimens should be separated in two 
groups, the first used to calibrate the model, and the second to compare experimentally assessed 
and numerically predicted values. Using this approach might have helped to discriminate the 
ability of different failure criteria in predicting the experimentally observed apparent behavior of 
trabecular bone samples. Only four trabecular bone specimens were analyzed here. Nevertheless, 
it is reasonable to expect the effect of different parameters investigated here are similar for other 
specimens. The bone volume fraction was artificially changed to study its effect on the apparent 
response. While the structure is kept almost the same, there will be some unavoidable changes in 
trabecular thickness which might slightly change the structure. A simple bilinear constitutive 
model was considered for trabecular bone tissue and the results showed that such law was not able 
to effectively capture experimentally observed softening for the samples studied here. 





with experimental results. It must be noted that in this study, the strength was defined at the 
apparent 0.2% offset yield point and according to [278] trabecular bone fracture does not occur at 
the yield point, so it was not necessary to include fracture. This research sets framework for further 
studies which can include other loads, post yield softening, and incorporation of trabecular bone 






3.4. Figures and Tables 
 
 
Figure 3.1. Different yield surfaces that are used for modeling plasticity of trabecular bone tissue: 















Figure 3.3. Sensitivity of apparent-level response to the assumed tissue properties (0,: the strain 
at onset of plasticity, and H/E: ratio of hardening modulus to elastic modulus): a) apparent yield 








Figure 3.4. Comparison of apparent stress-strain curves with corresponding micro-CT FE 
simulations using three combinations of tissue yield parameters that provide the best fit with 
experiments. 
  
Tissue yield parameters 
  !! (%)  H/E 
Combination 1 2.5 0.10 
Combination 2 2.0 0.30 







 (a) (b) 
 
Figure 3.5. a) Apparent stress-strain curves from experiment and simulation along with percent of 
















Figure 3.7. Grayscale histograms at the two ends of thresholding domain: a) threshold is 28580 























Table 3.1. Summary of nonlinear micro-CT FE studies of trabecular bone. 
*Proximal tibia, **Femoral neck, ***Greater Trochanter, ****Proximal femur 
1Maximum principal strain, 2Asymmetric von Mises, 3Drucker-Prager, 4Mohr-Coulomb, 5Crushable foam, 6Drucker-Lode 
 
















Neibur et al. [197] 2000 y y n n Bovine Tibia 18.7 ± 3.4 0.6/1.01 MPS1 
  …                   
Verhulp et al. [270] 2008 y y n n Bovine PT* 6.77-7.65 ~1.9/2.8 MPS, Hill, VM2 
Guillen et al. [192] 2011 y y n n Bovine Iliac crest 16 0.6/1 MPS 
Kelly and McGarry 
[268] 2012 y y n n Bovine PT - - D-P
3, M-C4, CF5 
Sanyal et al. [258] 2012 y y n n Human FN
**, GT***, PT, 
Vertebral body 18 0.33/0.81 VM  
Wolfram et al. [261] 2012 y y n n Human Vertebra 12.7 0.41/0.83 Cast iron               




by equivalent strain 
Harrison et al. [194]  2013 y y y n Ovine L5 vertebra - 0.69/1.16 MPS 
Kelly et al. [275] 2013 y y y n Ovine Vertebra 4 1.65 VM, D-P, CF 
Nawathe et al. [264] 2013 y y n n Human FN, GT, PT, Vertebral body 18 0.33/0.81 VM  
Sanyal and Keaveny 
[257] 2013 y y n n Human 
FN, GT, PT, 
Vertebral body 18 0.33/0.81 VM  
Gross and Pahr 
[267] 2014 y y n n Human 
Femur, Radius, 
Vertebra 10 0.41/0.83 MPS 
Hosseini et al. [235] 2014 y y n n Human Vertebra - - Schwiedrzik et al. [310] model 
Gong et al. [256] 2015 y y n n Human L4 vertebra 18 0.48/0.8 Cast iron 
Hosseini et al. [311] 2015 y y n n Human Vertebra - - Schwiedrzik et al. [310] model 
Schwiedrzik et al. 
[252] 2015 y y n n Human 
Femur, Radius, 
Vertebra 10 0.33, 0.54/0.81 
D-P and a quadratic 
approximation 
Tsouknidas et al. 
[259] 2015 y y y n Human L4 vertebra 13.3 - VM 
Baumann et al. 
[273] 2016 y y n n Human 
FN, GT, Lumbar 
vertebra 15 0.41/0.83 MPS, D-P, D-L
6 
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Table 3.2. Apparent yield strain and percent of yielded tissue using different plasticity models. 
Plasticity formulation Apparent yield strain (%) Percent of yielded tissue 
von Mises 1.76 5.90 
Drucker-Prager 1.80 5.76 
Cast iron 1.75 5.79 
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3.5. Details of different combinations of tissue parameters 
As mentioned in Section 3.2.1 the model for the median sample was run with twenty different 
combinations of tissue yield parameters. These combinations are given in Supplementary Table 
3.1, values selected for !! are: 1.0, 1.5, 2.0, and 2.5 percent, and values of H/E are 0, 0.05, 0.1, 0.2, 
and 0.3. Supplementary Figure 3.1 provides corresponding apparent stress-strain curves for the 
median sample obtained from micro-CT FE simulations using von Mises law for the tissue 
compared with the experimental results of a uniaxial compression test.    
  





Supplementary Figure 3.1. Comparison of apparent stress-strain curves with corresponding micro-
CT FE simulations using different combinations of tissue yield parameters as given in 
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Supplementary Table 3.1. Twenty different combinations of tissue yield parameters. 
Tissue yield parameters 
  !! (%)  H/E 
Combination 1 2.5 0.1 
Combination 2 2 0.3 
Combination 3 2.5 0.05 
Combination 4 1 0 
Combination 5 1.5 0 
Combination 6 2 0 
Combination 7 2.5 0 
Combination 8 1 0.05 
Combination 9 1.5 0.05 
Combination 10 2 0.05 
Combination 11 1 0.1 
Combination 12 1.5 0.1 
Combination 13 2 0.1 
Combination 14 1 0.2 
Combination 15 1.5 0.2 
Combination 16 2 0.2 
Combination 17 2.5 0.2 
Combination 18 1 0.3 
Combination 19 1.5 0.3 
Combination 20 2.5 0.3 
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CHAPTER 4: HIGH PERFORMANCE COMPUTING COMPARISON OF IMPLICIT 




Finite element (FE) simulations based on micro-computed tomography (micro-CT) images can 
be used as a powerful tool for the investigation of the mechanical properties of trabecular 
(cancellous) bone as a complementary method to experimental approaches [299]. Using such 
computational models, accounting for the complex structure of cancellous bone, allows predicting 
bone’s mechanical response. This approach can also provide additional information, including 
internal fields, which may be challenging to obtain experimentally [252].  
In general, FE analysis methods are categorized as implicit or explicit approaches. When using 
the implicit method, the stress and strain fields at a particular time increment are determined from 
the model’s state at the previous time increment and the current time increment. Thus, iterations 
are needed for each time increment to simultaneously solve a system of FE equilibrium equations 
until the desired convergence tolerance is reached. For the explicit method, however, only the 
information from the previous time step is used to solve equilibrium equations in the current time 
increment. Thus, iterations are not needed, but the solution is only conditionally stable. Also, the 
explicit method was developed mainly to solve dynamic problems. When the explicit method is 
used for quasi-static simulations, care must be taken so that the dynamics effects are insignificant 
by adjusting the loading rate, resulting in changes in total runtime. In comparison, the 
*This chapter is published as: F.A. Sabet, S. Koric, A. Idkaidek, I. Jasiuk (2020) “High-performance computing 
comparison of implicit and explicit nonlinear finite element simulations of trabecular bone”, Computer Methods and 
Programs in Biomedicine, vol. 200, 105870. 
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unconditionally stable implicit method has limitations when solving a highly nonlinear model as 
divergence can occur in large-scale problems or when contact is involved [312, 313].  
Along with experiments, the FE method has been extensively used to study the mechanical 
behavior of trabecular bone in the elastic and post-yield regimes with different aims [256, 257, 306, 
308, 314-318]. The main goal of such investigations was unveiling the relationship between 
mechanical properties of trabecular bone and its architecture [197, 254, 256]. Furthermore, such 
models were used to investigate the mechanical response of trabecular bone under different types 
of loading, including uniaxial, shear, and multiaxial loads to capture the anisotropic behavior [194, 
257, 258, 261], and different types of boundary conditions [306, 314]. The constitutive law of the 
bone tissue used in FE simulations can significantly influence the overall mechanical response of 
trabecular bone. Thus, several studies were done focusing on the effect of the constitutive law of 
the bone tissue on trabecular bone’s overall response [194, 273, 315]. Trabecular bone modeling 
typically involves challenging discretization of extremely complex geometries combined with 
geometric and material nonlinearities as well as contacts that can result in divergence or 
computational difficulties in converging to a correct solution with the implicit solving method. 
Thus, in this chapter, we used implicit and explicit solvers to study bone, and evaluated and 
compared their performance.  
Several studies compared the implicit and explicit schemes for different applications, including 
sheet metal forming and solidification [313, 319-323], crystal plasticity [312], knitted textiles 
[324], human maxillary incisor [325], and knee joint [326]. Some of these studies preferred the 
implicit method to solve the problem in a true quasi-static manner [313]. Other studies favored the 
explicit formulation because of highly nonlinear contact conditions [319, 327]. Idkaidek and Jasiuk 
[328] compared the implicit and explicit solvers for liver tissue modeling and obtained similar 
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mechanical response using the two solvers. Several algorithms have also been proposed which 
combine implicit and explicit formulations [329, 330]. 
 Trabecular bone has been modeled with implicit and explicit schemes [197, 331-336]. Some 
of these studies utilize an implicit scheme as their primary FE solving method [197, 257, 335, 336]. 
In contrast, Harrison et al. [194], Werner et al. [331], and Ovesy et al. [332] used the explicit 
approach to predict trabecular bone damage by the element deletion method, which is often 
burdened with severe convergence difficulties in implicit approach. Additionally, Harrison et al. 
[194] and Werner et al. [331] determined apparent post yield material behavior of trabecular bone 
tissue, while Ovesy et al. [332] used it to predict dental implant stability in bovine trabecular bone. 
Ariza at al. [333] and Li et al. [334] used the explicit approach to study realistic impact speeds and 
variable strain rate experiments of trabecular bone tissue where an explicit approach is more 
suitable. Among these explicit studies, only Ariza et al. [333] used a homogenized discretization of 
the femur while the other studies are micro-FE analyses. A limited comparison of the computational 
performance from the two approaches for micro-CT based FE simulations has been investigated 
by Taylor et al. [337].  
Thus, a detailed comparison of trabecular bone modeling results obtained from implicit and 
explicit simulations, and their computational efficiency, particularly on high-performance 
computing machines, is still lacking. Such a comparative study should be of high value to the bone 
modelers to help select the proper solver and validate previous studies that used different solving 
algorithms. The methodology applies to a broader class of cellular materials with complex 
geometries such as random foams and architectured materials. 
This chapter aims to examine the effects of using implicit versus explicit methods on the 
computational outcomes for a case study involving the compression of trabecular bone samples. In 
the analysis, we utilize high-performance computing (HPC) with a general-purpose finite element 
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code, which has both implicit and explicit solvers. In particular, we compare the apparent stress-
strain responses, the von Mises stress distribution, mass scaling, and speed of computing between 
the two methods. Sections 4.2.1 and 4.2.2 present an overview of the implicit and explicit solving 
methods, respectively. In Section 4.2.3, the sample preparation procedure and details of FE 
modeling of trabecular bone are explained. Section 4.3 presents and compares the results of FE 
simulations for trabecular bone using the two solution techniques, and lastly, conclusions are given 
in Section 4.4.  
 
4.2. Materials and methods 
4.2.1 Implicit solving procedure 
A Newton-Raphson scheme is commonly employed in the implicit scheme as the solving 
procedure for nonlinear problems. For a quasi-static problem, a group of nonlinear equations is 
utilized. The solution is linearized for the current increment [338] by using the Newton-Raphson 
approach and the assumption that the solution at the last increment is known: 
I"#$ − F"#$ = I" − F" + '
%&!
%'!
− %(!%'!( c + O
(c))       (4.1) 
where I and F denote internal and external forces, ui is a displacement, and c is a change in 
incremental displacement. The index i refers to the ith increment, such that I" is an internal energy 
for the ith increment. Using Equation 4.1, an estimation of c (denoted by c*) is calculated at the i+1th 
increment based on the equilibrium of forces: 
ΔI"#$,, − ΔF"#$ = K,-c,*          (4.2) 
where K,- is the tangent stiffness obtained from the solution at the last iteration, and an index j 
represents the jth iteration.  
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In this study, the Newton-Raphson method was utilized to solve the system of nonlinear FE 
equations. At every load increment and during each of its nonlinear Newton-Raphson iterations, 
the implicit solver calculates the difference between the total applied load and internal force to 
yield the force residual. This value is compared to the default tolerance value of 0.5%. If the force 
residual is less than the tolerance at all nodes, the code accepts the solution as being in equilibrium. 
However, the implicit solver also checks if the current displacement correction is 1% of the total 
incremental displacement, which is calculated as a sum of all displacement corrections from all 
previous iterations in a current increment. Both convergence criteria must be satisfied before a 
solution is said to have converged for that load increment in the implicit solver.  If the solution has 
not converged within 16 Newton-Raphson iterations or if the solution appears to diverge, the 
implicit solver abandons the current load increment and starts again with the increment size set to 
25% of its previous value to find a convergent solution.  
 In general, the Newton-Raphson method has a reasonable convergence rate for a problem 
where the stiffness matrix is well-conditioned and stable. For large-scale problems, however, 
complications may arise due to the repetitive matrix assembly, factorization, and iterations required 
in the solution process. Also, for problems with high material nonlinearities or contact between two 
surfaces, this method is prone to numerical instability. However, we did not use in either solver 
any procedures available for stabilizing unstable problems through the automatic addition of 
volume-proportional damping to preserve results accuracy and to have a fair computational 
comparison between the explicit and implicit algorithms. 
 
4.2.2 Explicit solving procedure 
The explicit approach has been mainly developed to solve dynamic problems. Thus, inertial 
terms are considered in this method. Accelerations and velocities from the previous time increment 
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are used in the current time increment solution. In this study, a forward Euler integration method 
is used as described below: 
{u}.#$ = {u}. + ∆t.#${u̇}.#
"








.        (4.4) 
where {u} denotes a displacement, and the superscripts represent a time increment. Local 
equilibrium as below can be used to compute accelerations at the beginning of each increment: 
M{ü}. = {F}. − {I}.          (4.5) 
where M is the matrix of lumped masses. Unlike the implicit method, the explicit scheme does not 
involve iterations and multiple matrix assemblies. Also, the matrix of lumped masses is diagonal, 
making the analysis for a time increment relatively computationally inexpensive for this method. 
The explicit method is conditionally stable. Thus, it is necessary to select small enough time 
increments that satisfy the stability condition. The stability bound corresponds to the largest 
eigenvalue, which represents the time needed for stress to propagate through the minimum sized 
element in the domain. This limit determines the size of the time increment:  
∆t = min '1
&
2'(          
 (4.6) 
where L3is the characteristic element length, and c4 is the dilatational wave speed: 
c4 = 95#)67           (4.7) 
where λ and µ are the Lame constants of the elastic material and ρ is density. As the stability limit 
is governed by the smallest element size, using a regular mesh size can help to make the analysis 
more efficient as one small element does not dictate a very small time increment for the entire 
problem. 
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While the incremental solution is efficient to attain in the explicit method, the stability condition 
requires much smaller time increments for a quasi-static problem than the implicit method, causing 
the total solving time to increase significantly. Thus, it is common to use techniques to reduce the 
computation time for quasi-static problems artificially. Two methods often used for this purpose 
are increasing loading rate and mass scaling. When using these methods for a quasi-static analysis, 
it is essential to keep the inertia effects small enough so that they do not affect the model response. 
It has been suggested that the kinetic to internal energy ratio is less than 5% to keep the dynamic 
effects negligible [319, 339].  
The kinetic energy (E8), as defined within Abaqus software [340], is the rate of work done to 
the body by external forces and contact friction forces, and has the following form: 
          
 (4.8) 
where	ρ is the current mass density and  is the velocity field vector. 
The internal energy (E&) is the sum of the recoverable elastic energy and the energy dissipated 
through inelastic processes such as plasticity [338]. E& has the following general form: 
       (4.9) 
where s is a stress tensor derived from the user-specified constitutive model and and are 
elastic and plastic strain rates, respectively. 
 
4.2.3 Numerical Models and Bone Tissue Properties  
Two cylindrical trabecular bone samples (samples A and B), obtained from femoral heads of 
six-month-old pigs (Sus scorfa domestica), were used in this study. The samples were ~8 mm in 
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height and ~4 mm in diameter in dimensions. Micro-CT equipment (MicroXCT-200, Pleasanton, 
CA) was used to scan the samples with a spatial resolution of 10 μm. The images were reconstructed 
and exported for post-processing using the Xradia software. For details of sample preparation and 
imaging, see Lee and Jasiuk [284]. The bone samples had a bone volume fraction of 23.4% (sample 
A) and 27.2% (sample B). These values lie within the range of bone volume fractions reported in 
the literature for human cancellous bone (6.0-36% [257, 264]). 
The post-processing of the micro-CT images was done using ScanIP software (Version 7.0, 
Simpleware Ltd, Mountain View, California). The process started with downsampling the images 
to get a resolution of ~30 μm. An optimal threshold was used for the segmentation of the samples 
using the global thresholding method. Samples were then prepared for FE meshing. We chose the 
mesh size following Sabet et al. [315] (Chapter 3 of this dissertation). Specifically, we discretized 
the domains using quadratic tetrahedral elements with 10 nodes. We tested two mesh refinement 
levels: coarse and fine, and chose the fine mesh for further simulations; more details can be found 
in Sabet et al. [315] (also see Chapter 3). The 10-node quadratic tetrahedral elements were imported 
into the FE software Abaqus [340]. The models had up to ~26 million degrees of freedom. We used 
the iForge HPC system at the National Center for Supercomputing Applications (NCSA) for the 
computations. The iForge consists of Dell computing nodes, each with 20 Intel Xeon E5-2680 v2 
cores and 256 GB of memory; all connected by the InfiniBand (EDR) interconnect. Early 
computations were also performed on the Blue Waters sustained petascale HPC system, hosted and 
supported at NCSA. 
Implicit solver, which is based on a parallel sparse direct multifrontal method, exploits both 
shared-memory and distributed-memory parallelism using OpenMP and MPI, respectively. We 
found that two MPI processes per computational node, each spawning 10 OpenMP threads, yielded 
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the best performance on the iForge HPC system. The explicit solver uses only an MPI-based 
parallelization, and therefore we employed 20 MPI processes per node.  
Bone tissue was modeled as a homogeneous, elastic, and isotropic material using built-in 
material models in the software. The initial modulus of the tissue was selected based on a previous 
study [315] (also see Chapter 3 of this dissertation), and the bone tissue was modeled using a 
bilinear elastic-plastic law (Figure 4.1), following Niebur et al. [197]  The von Mises plasticity 
formulation was utilized in the analysis. According to Sabet et al. [315] (also shown in Chapter 3), 
using different yield criteria (von Mises, Drucker-Prager, or Cast iron) has no significant effect on 
the apparent level response of trabecular bone samples.    
 It is worth noting that since the dimensions of trabecular bone samples were limited by the 
relatively small size of the femoral heads used in this study, the samples were smaller than a 
representative volume element [341, 342]. Thus, the mechanical response of trabecular bone 
depends on the choice of boundary conditions and the computed properties are called apparent 
properties following Huet [343]. The effect of boundary conditions on the properties of trabecular 
bone was investigated by Pahr and Zysset [314] Wang et al. [308], and others [306].  
Mixed boundary conditions were used to represent a uniaxial compression test. The bottom 
surface of the domain was fixed (displacements in three directions were zero). In the implicit 
simulation, the top surface was pushed down by applying a uniaxial displacement of 0.45 mm to a 
rigid plate that is in contact with the top surface.  In the explicit analysis, a velocity was applied for 
the initial 1% of the loading history via a smooth amplitude curve with zero gradients on both ends 
to avoid sudden, jerky movements and stress waves, which can induce noisy or inaccurate solutions 
in an explicit dynamic model. The magnitude of 4.5 mm/sec was then kept constant for 0.099 sec 
during the explicit analysis to give the approximately equivalent displacement to 4.5 mm in the 
implicit analysis. The analytical form for a normalized velocity amplitude ? versus normalized 
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time @, both scaled to have values between 0 and 1, is given in Equation 4.10, while its graph is 
given in Figure 4.2.  
       (4.10)  
where  and @$=0.01.         
All the other surfaces were traction-free (Figure 4.3). Geometric nonlinearities were introduced 
by assuming large deformations in the simulations. Two contact algorithms, i.e., general contact 
and contact pairs between the rigid plate and top domain surface, were tested. It was found that 
they exhibited similar convergence behavior, though the general contact was slightly more 
computationally efficient. The model was solved by using implicit and explicit methods to compare 
the results from both simulations. For the simulations using the explicit solver, kinetic and internal 
energies of the whole model were extracted directly from the software and compared to ensure 
negligible inertial effects.   
Care was taken to use similar assumptions and conditions for the implicit and the explicit 
problem setups to assure the soundness of the comparison. It should be pointed out that C3D10 
elements were used when the analysis was performed using the implicit solver. C3D10M elements 
were initially used when the analysis was performed using the explicit solver following the software 
manual recommendations [290]. C3D10M elements produce slightly different results because they 
have a modified bi-linear formulation compared to C3D10 elements with a full quadratic 
formulation [340]. 
In this study, both increasing the load rate and mass scaling were used to improve the speed of 
FE analysis using an explicit solver. Variable mass scaling was performed by reducing trabecular 
















     
96 
 
before, to ensure that results for a quasi-static problem obtained from the explicit solver are reliable, 
this acceleration must keep kinetic energy small compared to internal energy. 
4.3. Results and discussion 
To ensure that the quasi-static response is modelled accurately with the explicit solver, we kept 
the inertia effects negligible and always checked if the kinetic energy is insignificant compared to 
the internal energy of the explicit models. Figure 4.4 compares the kinetic energy and internal 
energy for samples A and B showing that the ratio of kinetic to internal energy is less than 5% for 
all values of applied strain.  
Figure 4.5 compares the overall stress-strain responses for samples A and B using implicit and 
explicit solvers. Both formulations give nearly identical stress-strain responses (less than 0.1 MPa 
difference in stress at any applied strain), demonstrating that either solver can be used for given 
problem conditions (e.g., type of loading, nonlinearities, contact, and others). It should be 
emphasized that a comparison of the simulation results with the experiments was provided in our 
previous study [315] (also shown in Chapter 3). In that work we observed that the apparent stress-
strain curves match well with experiments up to yielding. The failure behavior of the trabecular 
bone (after the yielding point) is beyond the scope of this study. Since the implicit and the explicit 
solvers gave virtually identical results, the comparison with experimental results would be similar 
for the two solvers and thus is not provided here. It is worth noting that to make a meaningful 
comparison between the results of simulations using implicit and explicit formulations, all the 
conditions in the problem must be similar. We observed that even small differences in a problem 
set up utilized for the two solvers could lead to a significant difference in the outcomes. An example 
of such a condition is shown in Figure 4.6, where different element types were used with implicit 
and explicit solvers. The differences between the stress-strain response using the implicit and 
explicit methods are compared in Figure 4.7 for the case when the same element type versus 
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different element type is used with the two solvers. It is shown that when using the same element 
type with the two solvers, the difference in average stress (volume average of the local stresses 
over the sample), compared at the same applied strain, is less than 0.1 MPa and remains constant 
for applied strains of 2% and higher. When using different element types in the implicit and explicit 
simulations, however, the average stress difference keeps increasing with applied strain resulting 
in a difference of ~0.8 MPa between the implicit and explicit simulations at an applied strain of 
5%.  
Contact pressure on the top surface of sample A at 3% applied strain is shown in Figure 4.8a. 
Figure 4.8b illustrates the von Mises stress distribution on the outer surface obtained from implicit 
and explicit solvers for the same bone sample. Contact pressure and von Mises stress distribution 
are observed to be nearly identical for the simulations using implicit and explicit formulations. To 
have a quantitative comparison of stress distribution between the two solvers, von Mises stress 
values obtained from the implicit and explicit simulations at approximately 75% of the loading 
history are plotted for more than 200 nodes in the model, as shown in Figure 4.9. These nodes are 
selected along on a longitudinal path in the middle section of the bone sample to minimize boundary 
effects that may be present near the ends. A good match between von Mises stress distributions 
obtained by the implicit and explicit solvers is observed with equivalent values between the two 
methods at most of the nodes. The minor stress differences observed at a few nodes are due to the 
results not corresponding to the same point in the loading history, due to the differences in the 
numerical solution methods, as explained in Sections 4.2.1 and 4.2.2, as well as the different 
application of the loads, as explained in Section 4.2.3. 
We start the performance analysis with the two important metrics, computational performance 
in GFlop/sec in Figure 4.10a, which measures how many billions of floating-point calculations a 
computer can perform each second, and the peak memory usage per a computational node in Figure 
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4.10b. We have used the Advisor performance analysis tool from Intel that we prefixed on the 
command line before the Abaqus binaries. Advisor outputted GFlop/sec rate for each MPI rank to 
the standard output of a batch job. Summing the results from all MPI ranks in a job provided the 
cumulative GFlop/sec rates in Figure 4.10a. The epilog logs from the batch job manager provided 
the peak nodal memory usage in Figure 4.10b. With its sparse numerical factorization, the implicit 
algorithm relies on intensive floating-point operations, mostly performed in basic linear algebra 
subprograms BLAS [344]. Figure 4.10a shows this clearly. The implicit solver's peak floating-point 
utilization is several times higher than in the explicit solver, which is mainly composed of the 
computationally less intensive element by element force and stress node-by-node velocity, 
acceleration, and configuration updates. The explicit solver also required much less memory, 
needing only 10-15% of the implicit solver memory usage, as shown in Figure 4.10b, making it the 
only choice on the computational nodes equipped with a smaller amount of memory.   In addition 
to memory size, the equally important issue is memory bandwidth, which is the rate at which data 
can be read from or stored into memory by a processor. Unfortunately, we could not find a way to 
measure that metric without instrumenting performance tools into the source code, which was not 
available in this work with the commercial code. 
Figure 4.11a illustrates the effect of the number of parallel processors (CPU cores) on the total 
simulation time to reach 4% applied strain for implicit and explicit methods using sample A. Thus, 
this figure compares the absolute performance of the two techniques. Figure 4.11b compares the 
parallel speedup for implicit and explicit methods. The vertical axis in Figure 4.11b (Sp) shows the 
ratio of sequential wall clock time over wall clock time on "p" number of cores (Sp = 
-($)
-(;), where 
T is the total simulation time). Sp shows how much advantage is achieved by running the model in 
parallel and the scalability of the solvers on high-performance computers. As observed in Figure 
4.11, the scalability of the two methods was similar, while the explicit solver performed ~5 times 
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faster than the implicit solver. Along with the faster performance, the explicit method utilized 
significantly less memory for the analysis using only 5-10% of the implicit method memory, which 
shows the benefit of using an explicit solver for trabecular bone modeling.  
In Figure 4.11b, it is also important to note that the speed-up gain on a larger number of parallel 
processes is gradually lowered due to the parallel overheads. The parallel overheads depend on 
several factors, such as communication between processes, load imbalance due to uneven load 
between parallel processes, serial portions of the code that run sequentially, and others. Among 
them, the communication cost is the most significant. It becomes increasingly influential over 
computation on over 1000 parallel processes, as shown by Koric and Gupta [296], with a sparse 
direct solver similar to the implicit solver in this work. On larger HPC scales, the communication 
cost dominates wall clock time with both explicit and implicit FEA solvers.  
Since implicit FE solvers have lately shown a vastly improved parallel performance on modern 
HPC while solving extreme size similarly nonlinear problems in fractal mechanics and aerospace 
engineering [296, 345], it is likely that both explicit and implicit solvers will be used in future 
higher fidelity and complexity 3D modeling of trabecular, and even of whole bone, on always more 
powerful HPC systems. 
Finally, this study has several limitations. Only two samples of trabecular bone were studied. 
A similar comparison between the implicit and the explicit solvers is expected (and observed) for 
more bone samples. The size of the trabecular bone samples was limited by the relatively small 
size of the femoral heads used. Thus, boundary effects may influence the results, so the study 
computes the apparent properties. However, possible boundary effects should not affect the 
comparison between the two solvers since the same boundary conditions were used for all 
simulations. Only a uniaxial compressive load was used when comparing the two solvers. Studying 
other possible load cases such as tensile, hydrostatic, and shear could lead to a broader insight into 
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the difference between the two solvers. We assumed that trabecular bone is an isotropic and 
homogenous material with symmetric yielding in tension and compression, which is not entirely 
correct. Including natural inhomogeneity and nonsymmetrical yielding of the bone tissue material 
would result in more realistic models. However, these idealizations are not expected to affect the 
comparison of the results using different solvers significantly.  
 
4.4. Conclusions 
In this study, a comparison was performed between the results and performance of implicit and 
explicit solvers utilized for analyzing trabecular bone samples under compression on HPC. Such 
comparison should be of high interest to researchers modeling trabecular bone and it provides a 
guide on the selection of an optimal solver and interpretation of past results obtained using different 
solving algorithms. Our results reveal that stress-strain responses are virtually identical for both 
formulations. Thus, we show that either solver can be used depending on the problem conditions 
(e.g., type of loading, nonlinearities, contact, and others). Based on our findings, the scalability of 
the two methods was similar. The explicit solver performed ~5 times faster than the implicit solver 
when mass scaling and load-rate-increase assumptions were used. Along with faster performance, 
the explicit solver utilized significantly less memory compared to the implicit solver, showing 
another benefit of using an explicit solver for this case study. On the other hand, the 
computationally intensive algorithm in the implicit solver has exceedingly better utilized the 
modern multicore processors' powerful floating-point capabilities. In our future work, we plan to 
link a special user-defined VUMAT subroutine for modeling bone’s tissue constitutive mechanical 
behavior [317] with damage and fracture to the explicit solver on HPC to gain further insights into 
the computational aspects and the complex mechanical behavior of trabecular bone and its 
susceptibility to fracture in diseases such as osteoporosis.  






Figure 4.1 – Bilinear elastic-plastic model used for modeling trabecular bone tissue (not to scale). 
  







Figure 4.2 – Normalized velocity amplitude with a smooth-step applied in the explicit analysis. 
  






Figure 4.3 – Mixed boundary conditions applied to a trabecular bone model. 
  





Sample A Sample B 
 
Figure 4.4 - Comparison of internal energy and kinetic energy and their ratio when using the explicit 
solver. 
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Figure 4.6 - Comparison of apparent stress-strain response using implicit and explicit solvers with 
different element types: C3D10 elements with the implicit formulation, and C3D10M elements 




























Figure 4.7 - Comparison of apparent stress difference between the results obtained using the 
implicit and the explicit solvers with C3D10 elements for both solvers (C3D10-C3D10); and 
C3D10 elements with the implicit, and C3D10M elements with the explicit solver (C3D10-
C3D10M). 
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Figure 4.8 - Comparison of a) contact pressure, and b) Mises stress distribution for implicit and 
explicit solvers. 





Figure 4.9 - Comparison of von Mises stress using the implicit and the explicit solvers. 
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(a)                                                                                                       (b) 
 
Figure 4.10 - Computational performance metrics on a) flop rate and on b) maximum nodal memory 
use. 
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CHAPTER 5: MECHANICAL PROPERTIES OF TWO-PHASE COMPOSITES WITH 
CONTINUOUS COMPARED TO DISCONTINUOUS PHASES* 
 
Composite materials, widely used in nearly every industry, are made of two or more distinct 
materials to achieve superior properties to those of the constituents. Development of various 
technologies such as additive manufacturing (AM) provides design freedom for production of 
composites with tailored microstructures (architectures), leading to further improvements in 
properties. Understanding the effects of the geometrical arrangement of phases on the composite 
material response is key to guiding designs of composites with enhanced properties. In this study, 
AM and finite element (FE) simulations are used to demonstrate the effects of constituents’ 
architecture on mechanical properties of model two-phase composites. Our results illustrate the 
role of stiff and soft phases in the overall properties and show improvements in elastic modulus of 
composites with a continuous stiff phase compared to composites with a discontinuous stiff phase.   
Composites have been traditionally made by adding discontinuous reinforcements to a 
continuous matrix phase [346, 347]; such materials are called matrix-inclusion composites (MICs). 
More sophisticated manufacturing techniques allow for the creation of composites with 
interpenetrating phases; such composites are called interpenetrating phase composites (IPCs) or 
co/bi-continuous composites [115, 347-353]. Most of the studies on IPCs [347, 348, 350, 354] 
compare their properties with those of constituents rather than with MICs [355-357] and little 
attention has been given to composites having solely discontinuous phases. 
AM (or 3D printing) has been effectively used to fabricate different types of composites [353, 
358, 359]. For example, the mechanical behavior of 3D printed composites (two-phase MICs and 
*This chapter is published as: F.A. Sabet, F. Su, J. McKittrick, I. Jasiuk (2018) “Mechanical properties of model two‐
phase composites with continuous compared to discontinuous phases”, Advanced Engineering Materials, 2018, vol. 
20, 1-6, DOI: 10.1002/adem.201800505. 
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IPCs) has been studied, and interpenetrating phases were shown to be critical for large deformation 
behavior [358]. Mechanical properties of periodic IPCs with different architectures were compared 
with conventional MICs, showing that IPCs can have enhanced performance compared to MICs 
[353]. However, no study has been done comparing two-phase composites with two continuous 
phases (IPC), one continuous phase (MIC), and no continuous phases. 
Discoveries of new connections between geometric arrangements and overall material 
properties hold great promise in the design of novel composites with superior properties [360]. The 
aim of this work was to investigate the effect of constituents’ architectures on the mechanical 
properties of model two-phase composites. Three types of composites with periodic cubic unit-
cells with a soft and a stiff phase were considered: (1) a MIC composed of a continuous matrix 
phase with discontinuous cubic inclusions, (2) an IPC consisting of two continuous lattice-shaped 
phases, and (3) a discontinuous phase composite (DPC) formed by alternating cubic blocks of each 
phase (i.e., with two discontinuous phases) (Figure 5.1a). For completeness, the two phases were 
interchanged for the MIC and the IPC (the DPC is identical when its phases are switched) leading 
to five types of composites. A 1:1 volume ratio of the soft and stiff phases was selected so that a 
consistent volume fraction of the phases was maintained for all five cases. First, the five types of 
unit-cells were manufactured using AM with stiff (VeroClear) and soft (TangoBlackPlus) 
polymers. Next, samples were tested under uniaxial compression using ASTM Standard E111–04 
[361] and digital image correlation (DIC) was performed using Ncorr to obtain strains [362]; see 
Section 5.1 for mechanical properties of the two phases and details of the mechanical testing. 
Numerical simulations were performed on each of the models using FE software Abaqus (v. 
6.14). Soft and stiff phases were modeled as isotropic materials. The soft phase was assumed to be 
non-linear and hyperelastic modeled using Yeoh formulation [363]. An elastic-plastic law was used 
to represent the stiff phase. C3D10 elements (10-node quadratic tetrahedron elements) were 
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employed and a mesh convergence study was carried out. The interfaces between the stiff and soft 
phases were assumed to be perfectly bonded for simplicity. Mixed boundary conditions (MBCs), 
representing the experimental test set-up, and periodic boundary conditions (PBCs), acting on the 
unit cells to obtain effective responses, were applied. Details are described in Section 5.1. 
Figures 5.1b and 5.1c depict the stress-strain curves for the models under uniaxial compression 
with MBCs and PBCs, respectively. The MIC-stiff frame and the DPC have the highest and lowest 
uniaxial elastic modulus among all models, respectively, while the IPC-stiff or -soft frame have 
similar uniaxial moduli, which are also close to the highest modulus (MIC-stiff frame). In the MIC-
soft frame, most of the deformation initially occurs in the soft matrix leading to a low elastic 
modulus. A stiffening behavior is then observed that is related to the decrease in the thickness of 
the layer of the soft matrix on top and bottom of the inclusion as the applied displacement increases. 
This leads to direct coaxial interactions between the stiff inclusion and the loading, resulting in a 
stiffening effect. The DPC, which has no continuous phases, has the lowest uniaxial moduli. These 
findings imply that continuity of the stiff phase results in a stiffening effect. The stress response at 
small applied strains was significantly greater for the IPCs compared to other models besides the 
MIC-stiff frame, demonstrating the role of a continuous stiff phase in increasing the modulus. For 
the three models that show a distinct yield point (MIC-stiff frame, IPC-stiff, and -soft frame), the 
yield strain is about 5%. IPCs with a glassy polymer and a liquid phase and corresponding porous 
structures have been studied under compression and similarly yielding was observed at an applied 
strain of ~5% [364]. The MIC-stiff frame has the highest yield stress among all models. See Section 
5.1 for comparison of stress-strain curves obtained from FE simulations and mechanical testing.  
Figure 5.1d summarizes the uniaxial elastic modulus and yield stress values for all models. 
Similar results can be observed for the MBCs and PBCs, with the largest percentage difference in 
modulus observed for the MIC-soft frame where MBCs resulted in ~ 6% higher modulus compared 
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to the PBCs. This indicates that the boundary effects have a similar influence for MBCs and PBCs. 
The uniaxial elastic modulus of the five models varies from 5.71 to 507.7 MPa, and 5.73 to 514.3 
MPa for the models obtained using MBCs and PBCs, respectively.  
Penta et al. [365] considered two types of architectures that were similar to the MIC-soft frame 
and IPC-soft frame using an asymptotic homogenization method to quantify the stiffness of aged 
bone. Our results agree with those of Penta et al. that the MIC-soft frame has a lower modulus than 
the IPC-soft frame. Cho et al. [358] studied large strain mechanics of soft crystalline composites 
considering different architectures with dispersed-particles and bi-continuous phases for each 
architecture and varying volume fraction of phases. The dispersed-particles and bi-continuous 
simple cubic structures in their study are similar to our MIC and IPC models, respectively, except 
that the inclusions in Cho et al. paper are spheres rather than cubic inclusions and the authors only 
considered MICs with a soft frame. They reported that the initial elastic modulus was greater for 
the bi-continuous structures than the dispersed-particle morphologies. Our results additionally 
show that the elastic modulus was slightly higher for the MIC-stiff frame compared to that of IPCs.  
Figure 5.1e illustrates schematically the deformation and load-carrying mechanisms in the 
different models. The unit cell for the MIC is shifted compared to Figure 5.1a to better illustrate 
the interaction of the inclusions. For the DPC, compression and shear mostly localized near the 
vertical stiff/soft interfaces carry the deformation. In the MIC-soft frame, compression in the soft 
matrix undergoes the applied deformation and coaxial interaction between the inclusions 
predominantly carries the load, while for MIC-stiff frame, direct compression in the stiff matrix is 
the main load-carrying mechanism. In the IPC, the load is mainly carried by vertical and horizontal 
ligaments of the stiff network, respectively. Note that the IPC-stiff and -soft frame are the same, 
with the unit cell just shifted by half the length of a unit cell in three orthogonal directions. The 
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illustrated deformation mechanisms are also supported by the contours of local stresses and strains 
given in Figures 5.2 and 5.3.  
Figure 5.2 shows the contours of local equivalent stress (von Mises stress) for different models 
with MBCs. Loads are mainly carried by the stiff phase. For the IPC-stiff frame, stresses are 
localized in the four corner columns of the stiff frame, whereas the horizontal strips of the stiff 
phase in the center have lower von Mises stress. For the IPC-soft frame, most of the load is 
transferred through the vertical column with higher localized stresses there while horizontal 
ligaments carry less load. According to few studies comparing IPCs with corresponding cellular 
structures [353, 357, 359], the soft phase allows for more uniform stress distribution in the 
structure, providing load redistribution that results in higher load-bearing capacity. This shows the 
significance of the soft phase in natural hard-soft composites such as bone and nacre [116]. In the 
MIC-stiff fame, most of the load is transferred through the vertical parts of the stiff matrix while 
the horizontal parts carry less load. This structure possesses axially oriented and continuous 
columnar regions of the stiff phase that carry the load in compression resulting in a stiffer and 
stronger response as in Figures 5.1b-5.1d. However, for the MIC-soft frame, the stresses are 
roughly uniform in the inclusion with stress concentrations in the corners. Interestingly, there are 
very high stresses in parts of the soft matrix positioned on top and bottom of the stiff inclusion. 
This leads to the formation of a column under high stresses transferring the compressive load, 
which supports the earlier results obtained from Figures 5.1b and 5.1c where stiffening effect is 
observed for the MIC-soft frame. In the DPC, stresses are concentrated at the inner corners of the 
cubic parts of the stiff phase, and the deformation is predominantly in the soft phase.  
We find that the localized stresses are of the same order of magnitude for different models. 
Moreover, in all the models, the stiff phase naturally carries more load and thus enhances the 
stiffness of these composites [353], the degree of which is influenced by constituents’ architectures. 
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Having continuous soft and stiff phases, IPCs benefit from a continuous load path in the stiff phase 
and more load redistribution caused by the continuous soft phase compared to models with a 
discontinuous soft phase. 
Two-dimensional DIC results and the corresponding FE modeling logarithmic strain 
distribution contours on the surface are shown in Figures 5.3 and 5A.3. The strain maps from DIC 
correlate well with FE modeling results and the locations of high strains match well. It is observed 
that in all models the high strains are in the soft phase as expected. For the DPC and the IPC-soft 
frame, the FE predicts that shear strain is mainly concentrated at the soft-stiff interfaces, which is 
verified by the DIC results. However, for the IPC-stiff frame, DIC results predict high shear stresses 
at the soft/stiff interfaces, which are not observed in the FE results. This may be due to 
imperfections at the interfaces that occur in AM while in the simulations, interfaces were assumed 
to be perfectly bonded. 
These composite models can also be used to shed light on the arrangement of bone constituents 
at the nanoscale. Bone is a nanocomposite mainly consisting of a stiff mineral phase 
(hydroxyapatite (HA)) and a soft protein phase (primarily collagen) [1, 41, 346, 366], but there is 
still no full consensus on the arrangement of collagen and mineral in bone [367]. Hence, the five 
models were also evaluated using properties of bone’s main constituents. A linear elastic analysis 
was done using collagen as the soft phase and HA as the stiff phase with elastic moduli of 1.0 GPa 
and 110 GPa and Poisson’s ratios of 0.30 and 0.25, respectively [151, 245, 368, 369], and applying 
PBCs. Similar to the polymer composites discussed earlier, the MIC-stiff frame shows the highest 
uniaxial elastic modulus. Uniaxial elastic moduli for different models are given in Supplementary 
Table 5.1. Note that the organic phase in bone is continuous and it forms a template for 
mineralization. Therefore, the MIC-stiff frame and the DPC cannot be realistic models for bone 
structure as the soft phase representing the organic phase is discontinuous in these models. Using 
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bone constituent properties in the models, the IPC-soft and -stiff frame give similar uniaxial moduli 
(34.5 and 34.6 GPa), which are the second highest moduli for the five composite models. In 
addition, these values are very close to the reported elastic modulus of bone at the microscale (~30 
GPa) based on FE modeling [366], statistical nano-indentation [370], ultrasonic testing [371], and 
micropillar mechanical tests [372]. The results obtained here suggest that the organic and the 
inorganic phases in bone form an IPC. 
In summary, the performance of different model two-phase composites consisting of an IPC, 
an MIC, and a DPC with soft and stiff phases were compared under uniaxial compression through 
FE simulations and experiments. It was found that the IPC-stiff and -soft frame have similar 
uniaxial elastic moduli that are close to that of the MIC-stiff frame, which had the highest modulus 
observed. In general, continuity of the stiff phase improves the stiffness. Moreover, the 
compressive load is predominantly carried by the stiff phase, which increases the uniaxial elastic 
modulus, while the deformation is predominantly in the soft phase, causing a more uniform stress 
distribution in the structure. In addition, these composite models were analyzed numerically using 
properties of the soft and stiff phases in bone. The uniaxial elastic moduli of the IPC-soft or -stiff 
frame (~34 GPa) are similar to the reported modulus of bone at the nanoscale (~30 GPa), suggesting 
that bone is an IPC. This study provides new insights into the effect of the architecture of phases 
of composites on mechanical properties while highlighting the role of continuity. Such 
understanding should lead to the design of new advanced composites with superior performance. 
Extensions of this work include varying volume fractions, additional phases, and other 
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(a)   
 MIC IPC 
 
  
DPC MIC-SOFT FRAME MIC-STIFF FRAME IPC-SOFT FRAME IPC-STIFF FRAME 




Model Mixed boundary conditions Periodic boundary conditions 
E (MPa) Yield strength (MPa) E (MPa) Yield strength (MPa) 
IPC STIFF FRAME 379.0 18.42 381.1 19.90 
SOFT FRAME 403.8 20.00 403.0 20.90 
MIC STIFF FRAME 507.7 25.88 514.3 29.87 SOFT FRAME 29.60 - 27.80 - 
DPC  7.79 - 8.02 -  
(e) 
 DPC MIC-SOFT FRAME MIC-STIFF FRAME IPC  
 




Figure 5.1. a) Different model composites. Top: the two phases shown separately for MIC and IPC. 
Bottom: DPC, MIC and IPC model composites (the yellow material represents the stiff phase and 
the grey material represents the soft phase). b-c) Stress-strain curves of the different models 
obtained from FE analysis with b) MBCs, and c) PBCs. d) Uniaxial elastic modulus (E) and yield 
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Figure 5.1. (cont.) strength of the different models obtained from FE analysis. e) Schematics of 
deformation and load-carrying mechanisms in the different models illustrated on two-dimensional 
interior cross-sections (the unit cell for the MIC is shifted compared to part (a) for better illustration 
of the interaction of the inclusions). 
  






Figure 5.2. von Mises stress distribution obtained from FE simulations in different models at 20% 
applied strain. The cut-away surfaces show interior sections. 
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Figure 5.3. Strain distribution contours of different models at the end of the linear region of the 
stress-strain curves obtained using FE analysis and experimental DIC.  
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5.1. Additional details on experiments, simulations and comparison of results 
5.1.1. 3D printing and mechanical testing 
The five types of model composites were prepared in SolidWorks (Dassault Systèmes, Vélizy-
Villacoublay, France) with overall dimensions of 1.27 x 1.27 x 1.27 cm3. The samples were printed 
with an Objet350 Connex3 (Stratasys, Poway, CA USA) using UV-cured materials VeroClear 
(stiff phase) and TangoBlackPlus (soft phase). After printing, support material was removed using 
a water jet and samples were dried overnight before mechanical testing. Then, six samples of each 
cell type were compressed using an Instron 3367 load frame (Instron, High Wycombe, United 
Kingdom) with a 30 kN load cell. Samples were compressed at a rate of (0.011 mm/s) along the 
direction of printing for consistency. The stress-strain curves and failure mechanisms were highly 
repeatable and consistent for the six samples of each composite type.  
Compression tests were recorded using a Coolpix L830 (Nikon Inc., Tokyo, Japan) at 720p 
with 30 fps. Videos were cropped to show the beginning of the test and the end of the linear region 
of the stress-strain curve using iMovie (Apple Inc., Cupertino, CA USA). Videos were then 
converted to a series of TIFF images using MATLAB, where every 25th frame was saved after the 
starting frame. Digital image correlation (DIC) was then performed using Ncorr [362], which 
utilizes reliability-guided DIC. The first frame of the test was loaded as the reference image. The 
region of interest was selected as the area of the sample. Other DIC parameters include subset 
radius and spacing, which were adjusted depending on the sample type. Step analysis was enabled 
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5.1.2. Stiff and soft polymer material properties 
Uniaxial compression experiments showed that the stiff phase has an elastic modulus of 1.22 
± 0.04 GPa, a compressive strength of 67.3 ± 0.7 MPa, and density of 1.102 ± 0.003 g/cm3. The 
measured values of the elastic modulus and compressive strength were used in finite element (FE) 
simulations for the stiff phase along with a Poisson’s ratio of 0.41 (provided by the manufacturer). 
Based on experimental tests, the soft phase has a compressive strength of 2.9 MPa, and density of 
1.061 ± 0.009 g/cm3. The elastic modulus for TangoBlackPlus is not provided due to the nonlinear 
behavior of the material (see Supplementary Figure 5.1). Poisson’s ratio of 0.495, as provided by 
the manufacturer, was used in FE models for the soft phase and the experimental test results 
(strains and stresses) were directly entered into Abaqus as the Yeoh model inputs. The Yeoh 
model, also called the third-order reduced polynomial form, was used to describe isotropic 
incompressible rubber-like materials [363]. In this model, Supplementary Equation 5.1 describes 
the strain energy function (A) as: 
 
A = ∑ C=>(D$ − 3)=?=@$       (Supplementary Equation 5.1) 
 
where C=> are material parameters and D$ is the first strain invariant. As described in Supplementary 
Equation 5.1, Yeoh model depends only on the first strain invariant.  
More sophisticated finite element models have been used to study and predict mechanical 
properties of composites, especially MICs [373, 374]. Since the objective of this study was 
comparison of different models with continuous versus discontinuous constituent phases, 
reasonably simpler models were used. The relatively large mismatch between mechanical 
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properties of the two phases was selected to highlight the effects of having soft and stiff phases on 
the overall mechanical properties, which is common in natural and synthetic composites. 
 
5.1.3. Boundary conditions in FE simulations  
Mixed boundary conditions (MBCs) were applied as follows. All nodes in the bottom surface 
were fixed in all directions and a uniaxial displacement, up to an apparent compressive strain of 
30%, was applied to a rigid plate, which was in contact with the top surface nodes of the domain.  
In addition, periodic boundary conditions were applied by constraining all nodes on each outer 
surface to the corresponding nodes on the opposite surface in all degrees of freedom so that each 
two opposing surfaces are enforced to undergo identical deformation. The top surface nodes were 
also enforced to have an additional displacement in the direction of loading (compression) up to 
an apparent strain of 15%.  
 
5.1.4. Comparison of overall response from experimental uniaxial compression tests and FE 
simulations  
The stress-strain curves for different models under uniaxial compression obtained from FE 
simulations with MBC and experimental testing are depicted in Supplementary Figure 5.2. A fairly 
good match is observed between FE and experimental uniaxial moduli results for different models. 
Similar to FE results, experimental stress-strain curves show significantly higher uniaxial moduli 
for model composites with a continuous stiff phase (interpenetrating phase composite (IPC)-stiff, 
and -soft frame, and matrix-inclusion composite (MIC)-stiff frame) compared to models with a 
discontinuous stiff phase (MIC-soft frame, and checker-board composite (CBC)). The stiffening 
behavior with increasing the applied strain that was observed for MIC-soft frame in FE results can 
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also be seen in experimental results. Predicted yield strength from FE simulations is higher than 
experimental results. The mismatch between FE and experimental results could be due to the 
assumptions used in the simulations such as perfectly bonded interfaces between stiff and soft 
phases.     
 
5.1.5. Comparison of local strain contours from experimental DIC and FE simulations 
For completeness, contours of local strain distributions (!<<) on the surface obtained from 
experimental DIC and FE modeling are shown in Supplementary Figure 5.3. The strain 
distributions obtained from DIC confirm and complement the findings from FE simulations. High 
strains are naturally observed in the soft phase for all the models. FE results predicts large strains 
in the soft phase near the center where the two blocks of the soft phase meet which is in agreement 
with the DIC results.  
  





Supplementary Figure 5.1. Stress-strain curve of the soft polymer (TangoBlackPlus) under 
uniaxial compression. 
  





Supplementary Figure 5.2. Stress-strain curves of the different models obtained from experimental 
compression tests (solid lines with error bars) and FE analysis (dashed lines). 
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 IPC-STIFF FRAME  IPC-SOFT FRAME 
    
 MIC-STIFF FRAME  MIC-SOFT FRAME 
    




Supplementary Figure 5.3. Strain distribution contours (!<<) in different models (interpenetrating 
phase composite (IPC), matrix-inclusion composite (MIC), and checker-board composite (CBC)) 
at the end of the linear region of the stress-strain curves obtained using finite element (FE) analysis 
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Supplementary Table 5.1. Uniaxial elastic modulus (E) for different models (interpenetrating 
phase composite (IPC), matrix-inclusion composite (MIC), and checker-board composite (CBC)) 
using properties of bone constituents (i.e., collagen and hydroxyapatite with elastic moduli of 1 
GPa and 110 GPa, and Poisson’s ratio of 0.3 and 0.25, respectively). 
 IPC MIC CBC 
 Stiff frame Soft frame Stiff frame Soft frame 
E (GPa) 34.5 34.6 44.1 4.93 1.21 
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CHAPTER 6: SCALE AND SIZE EFFECTS ON THE MECHANICAL PROPERTIES OF 
TWO-PHASE COMPOSITES WITH CONTINUOUS COMPARED TO 
DISCONTINUOUS PHASES* 
 
6.1. Introduction and background 
Within the last decade, additive manufacturing (AM) has become a powerful tool for studying 
cellular and composite materials with complex architectures and microstructures [375, 376]. In 
particular, 3D printing has been used for fabricating bioinspired materials and structures. For 
example, the reason for the square cross-section of the seahorse tail was explored by comparing 
3D printed tails with square and round cross-sections [377]. Square tails were shown to increase 
the resilience of the tail and impact resistance to crushing forces compared to round tails. 3D 
printing was also employed to adapt the mouthpiece of the sea urchin for use as a sediment sampler 
[378]. Nacre and bone, among other natural materials, have also been important sources of 
bioinspiration for designs of new, 3D printed composites. Previous work has investigated their 
fracture toughness [379, 380], impact resistance [381], and energy dissipation [382] through 3D 
printed analogues. A bioinspired design incorporating two levels of the hierarchy of nacre showed 
that the impact resistance improved dramatically over only having one level of nacre structure 
[383]. Inspired by the stiffness gradients at the interface of the rigid ring teeth in squid suckers, 
functional stiffness gradients were found to minimize stress concentrations at the interfaces 
between 3D printed soft and rigid components [384]. Similarly, stiffness gradients were found to 
reduce the chance of interfacial failure upon the impact of a jumping, 3D printed soft robot [385]. 
*This chapter is published as: F.Y. Su, F.A. Sabet, K. Tang, S. Garner, S. Pang, M.T. Tolley, I. Jasiuk, J. McKittrick 
(2020) “Scale and size effects on mechanical properties of bio-inspired 3D-printed two-phase composites”, Journal 
of Materials Research and Technology 9(6), 14944-14960.  
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Mechanical properties of materials of other organisms have also been studied, such as the effect 
of ammonite suture geometries on interface properties [386, 387], the fracture resistance of whale 
baleen [388], and mechanics of helicoidal fiber structures of the mantis shrimp dactyl club [389]. 
A recent review [390] provides a framework for using AM for bioinspiration. 
AM has also been a vehicle for evaluating the effect of microstructures (architectures) on 
mechanical properties of composite materials with stiff and soft phases. The effects of connectivity 
of phases on elastic modulus and stress and strain distributions have been investigated [358, 375]. 
Composites with two interpenetrating (connected) phases were found to have superior mechanical 
properties to composites with inclusions [358]. Nacre, which is generally thought to primarily have 
a brick and mortar structure of ceramic plates and protein, actually contains mineral bridges 
between adjacent ceramic plates. Studies of nacre-inspired 3D printed composites show that 
mineral bridges help maintain stiffness and improve toughness of composites [391]. 
Multi-material 3D printing has been useful for studying the architectures of composites as it 
allows the flexibility of designs and ease of manufacture of materials with desired geometries. 
Also, printers can blend different polymers to achieve more fine-tuned material properties [358]. 
However, given that the technology is still in development, there are some shortcomings and 
artifacts present in the resulting prints. For example, Yap et al. [392] found that dimensional 
accuracy was dependent on the printing orientation, position on the printing surface, and surface 
finish of the print (glossy or matte). Material properties of 3D printed materials are dependent on 
print conditions, AM technique used (e.g., extrusion-based, material jetting, powder bed fusion), 
dimensions of the sample, and other factors [393]. Bass et al. [394] showed that the print 
orientation has a more pronounced effect on material anisotropy of soft materials than stiff 
materials. The effect of aging on the tensile properties of 3D printed polymers was also explored, 
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and tensile properties showed no change until the sixth week, after which the tensile strength and 
elastic modulus increased [394]. While the influence of printing parameters on mechanical 
properties has been explored, most studies focused on the properties of a single material. 
Moreover, there is a dearth of literature on size and scale effects in 3D printed composites. The 
understanding of the size and scale effects on mechanical properties of 3D printed materials is 
needed for interpretation of results and accurate determination of properties.  
Boundary conditions generally influence experimental and computational results when the 
sample size is smaller than a representative volume element (RVE). In such a case, apparent 
properties are obtained (measured or computed) instead of effective properties [343]. The RVE is 
defined, following Hill [341], “as a region large enough so that the size of inclusions is much 
smaller than the size of the sample and overall material properties do not depend on boundary 
conditions.”  When a sample size used in experiments or a region used in computations of 
properties is smaller than the RVE, then the properties are bound from above by the results 
obtained using displacement boundary conditions and from below by those computed using 
traction boundary conditions [342, 394-397]. Mixed boundary conditions, generally applied in 
experiments, give results that fall between these two bounds. Thus, the apparent properties depend 
on the size of the sample (region) and boundary conditions; these are called scale and boundary 
conditions effects. For periodic composites, the application of periodic boundary conditions in 
computations results in effective properties.  
In this chapter, we investigate the scale effects (by varying number of unit cells while keeping 
samples’ volume/size constant) and size effects (using samples with a single unit cell and changing 
their volume/size) on mechanical properties of cubic, periodic two-phase composites with several 
different architectures. We conduct this study experimentally by 3D printing three types of 
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composites of a stiff and a soft phase: 1) a discontinuous phases composite (DPC) with two 
discontinuous phases, 2) a matrix-inclusion composite (MIC) with one continuous phase and one 
discontinuous phase (cubic inclusions), and 3) an interpenetrating phases composite (IPC) with 
two continuous phases.  
Our prior study (also Chapter 5 of this dissertation) focused on the effect of the geometrical 
arrangement of phases on the mechanical behavior of such composites [398]. We found that a 
continuous stiff phase increases the elastic modulus and that compressive load is carried mainly 
by the stiff phase. In contrast, the soft phase contributes to the deformation of these composites. 
That study also investigated these composite models in the context of bone and found a good 
agreement between computational results using the IPC model and experimental measurements of 
bone at the microscale.   
In the present study, we vary the size and number of unit cells to understand their effects on 
the mechanical properties of 3D printed composite materials and compare these results to those of 
finite element (FE) simulations. Such knowledge is needed for the fundamental understanding of 
the measured or computed properties of 3D printed composites so they can be safely used in 
technological and medical applications. Such insight can also benefit future experimental and 
computational studies of AM materials, and architectured materials in general, and contribute to 
further advancements in the 3D-printing industry.   
 
6.2. Materials and methods 
6.2.1. 3D Printing and optical microscope imaging 
Unit cell geometries of the composites were created in Solidworks (Dassault Systèmes, 
Vélizy-Villacoublay, France) and printed using an Objet 350 Connex3 printer (Stratasys, Poway, 
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CA, USA) in Digital Materials Mode, which deposits layers of material with a thickness of ~30 
µm. The materials used were VeroClear, which represents the stiff phase, and TangoBlackPlus 
representing the soft phase. Three types of two-phase periodic composites were printed: a DPC, a 
MIC, and an IPC, all with a 50% volume fraction of each phase (Figure 6.1) following [398] (also 
Chapter 5). In DPC and MIC composites, the phases were also interchanged, leading to five cases. 
Samples made of only one phase (stiff or soft) were also printed to measure each phase’s 
properties. All samples were printed with the “matte” setting to ensure a uniform support material 
coverage as opposed to a glossy setting, which uses the support material at the bottom but no 
support material on other surfaces when printing a cube sample. After printing, support material 
was removed from samples using a high-pressure water jet and by scraping support material off 
by hand. To ensure adequate support material removal for small samples, such as those with edge 
lengths 3.18 mm and 1.58 mm, an optical microscope was used to look at the sample. Specimens 
were allowed to dry at least 12 hours before testing. Samples were tested over the course of a few 
weeks due to their large number and were kept away from light during storage before testing to 
prevent exposure to ultraviolet (UV) light, which is used during printing to cross-link the printed 
polymers [399]. 
To examine the surface structure of VeroClear and TangoBlackPlus samples, sample 
surfaces were imaged using a Keyence VK-X1000 3D Laser Scanning Confocal Microscope 
(Keyence, Itasca, IL, USA) with objective lenses ranging from 5X to 20X. A 3D surface profile 
was created by using a 405-nm laser to measure sample the sample surface through widefield focus 
variation and was processed using the instrument’s embedded software. One sample of each 
VeroClear size was imaged and one TangoBlackPlus sample with edge length 6.35 mm was 
imaged. Thicknesses of aggregate layers were measured using ImageJ. 
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6.2.2. Mechanical testing and analysis 
Quasi-static compression tests were performed according to ASTM Standard D695–15 [400] 
at a strain rate of 0.51% min-1. Sample geometry was changed from 2:1 to 1:1 length:width ratio 
compared to the ASTM standard since some samples were prone to buckling and slippage. 
Samples were tested so that the printing direction, which dictates lamellar alignment, was 
perpendicular to the compressive load. This protocol was followed to avoid layer effects of the 
stiff VeroClear material when compressed parallel to the direction of printing due to the innate 
microstructural features from layer-by-layer printing. It is important to note that while the failure 
mode of VeroClear tends to differ between samples compressed perpendicular (buckling) and 
samples compressed parallel to the print direction (splitting), the anisotropy of the material 
properties are minimal (<5%) [401, 402]. The testing order of specimens was randomized using a 
random number generator. A linear fit was applied to determine the elastic modulus of samples. 
Average curves were plotted by interpolating stress-strain curves at evenly spaced intervals.  
Two sets of compression experiments were conducted:  
(a) Same-sized samples (12.7×12.7 ×12.7 mm3) with different numbers of unit cells 
including a single unit cell (1×1×1), 2×2×2, 4×4×4, and 8×8×8 shown in Figure 6.1. 
(b) Individual unit cells with edge lengths of 12.7, 6.35, 3.18, and 1.58 mm that correspond 
to the edge lengths of single-unit cells in the samples in set (a).  
The set (a) explored the effects of scale by increasing the number of unit cells while keeping the 
size of samples the same. The set (b) measured the mechanical properties of samples of different 
sizes but having only a single unit cell. The minimum feature size (i.e., outer later in MICs or side 
strut in IPCs) was ~0.21 mm, which is almost an order of magnitude larger than the resolution of 
the 3D printer ~0.030 mm. Six samples were printed for each sample type in the experimental set 
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(a), and three samples were printed for each sample type in the experimental set (b) after the set 
(a) showed low variation in mechanical properties. The smaller samples (6.35, 3.18, and 1.58 mm 
edge lengths) were tested with an MTS Insight electromechanical testing system with a 2000 N 
load cell (MTS system Corp., Eden Prairie, MN). The larger samples (25.4, 12.7, and 6.35 mm 
edge lengths) were tested with an Instron 3367 load frame (Instron, Norwood, MA, USA) with a 
30 kN load cell so that experimental loads were appropriate for the load cells used. The 6.35 mm 
samples were tested using both load cells to ensure consistent results between the two load cells. 
The 6.35 mm samples tested with the 2000 N load cell are denoted as 6.35 mm-A, and the 6.35 
mm samples tested with the 3000 N load cell are denoted as 6.35 mm-B. Yield stress was defined 
as the maximum stress before buckling and a resulting drop in stress occurs. Yield strain is reported 
as the strain at the defined yield stress. For samples that did not have a clear yield point, yield 
stress and strain were not reported. 
Digital image correlation (DIC) method was performed on the samples to obtain strain fields. 
Compression tests were recorded using a Coolpix L830 (Nikon Inc, Tokyo, Japan) at 720p and 30 
fps. Videos were cropped and processed using a Matlab script so that every 25th frame was 
converted to a TIFF image. Ncorr [362] was used for DIC to look at planar (2D) displacement and 
strain maps. First, a reference image was loaded, and then a region of interest was selected as the 
sample surface facing the camera. DIC parameters such as subset radius and spacing were changed 
according to the sample but had values of approximately 25 and 5 pixels, respectively. Step 
analysis with seed propagation and auto propagation of seeds were enabled. 
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6.2.3. Finite element modeling 
The composites were also modeled using FE software Abaqus (v. 6.14). Two sets of simulations 
were performed to complement and verify the results obtained from the two sets of experiments. 
The stiff and soft polymers were modeled as elastic-plastic and non-linear hyperplastic materials, 
respectively. In the first set of simulations, the mechanical properties of constituent phases of set 
(a) samples were used: Young’s modulus (E) of 1.22 GPa and yield strength of 67.3 MPa were 
used for the stiff phase after which a perfectly plastic behavior was assumed. In the second set of 
simulations, the properties obtained from set (b) samples were utilized: E and yield strength were 
1.07 GPa and 67.0 MPa for the stiff polymer. These properties were obtained by testing samples 
with edge lengths of 12.7 mm, and are listed in Table 6.1; the values provided by the manufacturer 
are included for comparison. Poisson’s ratio of 0.41 was used for the stiff polymer in both sets of 
simulations. The soft phase was modeled using Yeoh formulation [363]. The Yeoh model also 
called the third-order reduced polynomial form, is used to describe isotropic incompressible 
rubber-like materials. In this model, the strain energy function (W) is described by Equation 6.1: 
W = ∑ C">(I$ − 3)"?"@$          (6.1) 
where C"> are material parameters and I$ is the first strain invariant. The Yeoh model depends only 
on the first strain invariant, as given in Equation 6.1. There are two options for inputting properties 
into the Yeoh model in Abaqus software. The first option is to enter coefficients of the model while 
the second option is to input stress-strain results directly and the software calculates the 
coefficients for the model. In this study, the experimental test results on the soft polymer were 
directly entered into Abaqus. Poisson’s ratio of 0.495 was used for the soft polymer as provided 
by the manufacturer.  
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Two interface boundary conditions were considered. First, the interfaces between stiff and 
soft phases were assumed to be perfectly bonded, and the models were analyzed under 
compression. Then, MICs and IPCs were simulated, allowing free slippage/separation at 
interfaces. Hard contacts were set up in the normal direction, while frictionless slip was assumed 
in the tangential direction. The DPC was not modeled, assuming free slippage interfaces, as the 
structure would not stay together without bonding at interfaces. It was observed that assuming the 
free slippage/separation at interfaces did not significantly affect the overall modulus or maximum 
obtainable stress for MIC and IPC. In the DPC model, each cubic block of material (either soft or 
stiff) was imported separately into Abaqus, and then proper constraints (perfect bonding) were 
applied at the interfaces. Another option is to import all four blocks of each phase as a whole, in 
which case a stiffer response is expected. Ten-node quadratic tetrahedron elements (C3D10) were 
used to mesh the models, and a mesh convergence study was done for each geometry to ensure 
adequate fineness of the mesh.  
The compression test was simulated by applying mixed boundary conditions (MBCs) to 
reflect the experimentally applied boundary conditions. Side walls were traction free, the base 
platen had zero displacements, while the top platen had zero horizontal displacements and an 
applied vertical displacement. The conditions reflected the high surface roughness at both platens 
and assumed no slip. By increasing the number of unit cells in experiments (a), the results will 
approach those obtained by periodic boundary conditions (PBCs) applied to a unit cell. Thus, PBCs 
were also used to compare the results with those from experiments (a).  
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6.3. Results and discussion 
6.3.1. Scale effects: increasing number of unit cells for a constant sample size 
 The first set of samples tested (set (a)) included the five types of model composites with 
four different numbers of unit cells (1×1×1, 2×2×2, 4×4×4, and 8×8×8) in a given sample while 
keeping the overall test sample size constant (12.7×12.7 ×12.7 mm3). These experiments allowed 
us to study scale effects, namely, the effect of the number of unit cells while keeping the overall 
samples size constant (which resulted in changing the size of a unit cell) on apparent mechanical 
properties. Following Huet [343], effective properties are approached by increasing the number of 
unit cells.  
 Stress-strain curves (Figure 6.2) are separated by composite type and include results from 
same-sized samples with different numbers of unit cells and FE modeling for 1×1×1 samples with 
MBCs (which approximate the experimentally applied boundary conditions), PBCs, and a 2×2×2 
sample with MBCs. Behaviors of single-unit cells are described in [398] (and Chapter 5), and 
average stress-strain curves of unit cells are shown in Section 6.6 (Supplementary Figure 6.1). In 
experiments, as the number of unit cells increases, the DPC (Figure 6.2a) maintains an almost 
constant elastic modulus, but its yield strength and correspondingly yield strain increase. The MIC 
with soft frame single unit cell (Figure 6.2b) exhibits a characteristic low stiffness at low strains 
when the soft frame is deforming, and stiffening as the strain increases due to the load being 
supported by the direct interaction of stiff inclusions at higher strains. This behavior is visible in 
the 1×1×1 and 2×2×2 samples, while for 4×4×4 and 8×8×8 unit cells we do not observe such 
dramatic stiffening in the stress-strain curves. FE modeling results show this characteristic 
behavior in the unit cell under both MBCs and PBCs. Finally, for the MIC with a stiff frame and 
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IPC geometries (Figures 6.2c, d, and e), the stiffness decreases as the number of unit cells 
increases.  
Scale effects have been studied for cellular solids [403-408]. A theoretical study found that 
as scale increases, moduli increase in ductile cellular solids materials under uniaxial compression 
and simple shear [403]. In experiments, the modulus was found to increase to a plateau when a 
L/d	≈	6, where L is the specimen size and d is cell size; strength also increased with an increased 
number of unit cells [404]. An experimental on triply periodic cellular solids concluded that a 
cubic sample length of five unit cells was sufficient to measure effective mechanical properties 
[405]. Abueidda et al. [406] showed that depending on the applied strain rate and relative density, 
samples of 3D printed triply periodic minimal surface architectures with 2×2×2 unit cells have 
nearly the same mechanical properties as samples with a higher number of unit cells. Our results 
show that even for samples with up to 8×8×8 unit cells, a larger scale results in the decreased 
modulus and compressive yield strength. In agreement with our results are the FE findings [407] 
on cellular solids under direct compression that show that increasing the number of repeated units 
of a cellular solid in the loading direction results in a decrease in compressive yield strength. 
However, our material is a filled composite rather than a porous, cellular solid. 
 In almost every geometry, the FE models predict higher strength and are generally 
consistent for 1×1×1 and 2×2×2 unit cells regardless of boundary conditions (Figure 6.3a). 
Meanwhile, yield strain (Figure 6.3b) is similar for all geometries with a continuous stiff phase 
(MIC with a stiff frame and IPCs). FE models also generally predict higher elastic moduli for all 
of the model composites (Figure 6.3c). The exceptions to this rule are the DPC and IPC soft frame 
composites, which have higher elastic moduli but lower yield strengths compared to the FE results. 
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Values for yield strain, yield stress, and elastic modulus obtained experimentally, and from FE 
simulations are given in Supplementary Table 6.1 in Section 6.6.  
Elastic modulus values can also be compared to those estimated from the effective modulus 
predictions (based on a constant volume fraction of 50% of each phase) of Voigt, Reuss, Voigt-
Reuss-Hill, and Hashin-Shtrikman bounds, which are given by equations shown in Table 6.3. 
Values in Table 6.3 were calculated with mechanical properties of the stiff and soft polymers 
obtained in experiments (a) given in Table 6.1. Values for elastic modulus obtained from FE 
simulations are also listed in Table 6.3 for comparison. For these equations to be used, materials 
are assumed to be linearly elastic and isotropic. In the case of the soft phase, approximate linear 
and elastic behavior at strains below 10% were assumed, and a modulus of 1.25 MPa was used, 
which was measured from mechanical testing by taking the tangent modulus starting at the initial 
point. As mentioned previously, anisotropy of Objet PolyJet materials have been shown to be 
minimal, which is why the models are valid for use [401]. The Voigt and Reuss models 
overestimate and underestimate the elastic moduli, respectively. However, the Voigt model is 
much closer to the value of the elastic moduli of the 1×1×1 IPC composites and the MIC with 
stiff frame due to the assumption of constant strain. In contrast, the Reuss model assumes constant 
stress, making it closer to the behavior of the MIC with a soft frame and stiff inclusions [408]. It 
is clear from our previous work (Chapter 5 of this dissertation) with these geometries that uniform 
stress is not present and that the stress is mainly localized in the stiff phase, especially when the 
stiff phase is continuous [398]. While our composites do not follow neither uniform strain nor 
uniform stress assumption, the former is a closer approximation than the latter. This is because the 
compression platens constrain deformation whereas internal stresses in each phase are not uniform, 
as shown in our previous study [398] (and Chapter 5). The results from Voigt and Reuss models 
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differ significantly due to the large mismatch between properties of the two phases, while the 
Voigt-Reuss-Hill model provides simple approximations of properties in between the two [408]. 
The Hashin-Shtrikman bounds give narrower predictions of effective elastic modulus than the 
Voigt and Reuss models, as expected [409]. The Voigt-Reuss-Hill and Hashin-Shtrikman upper 
bound models more closely match the properties observed in experiments for the MIC stiff frame 
and IPCs elastic moduli since the stiff phase governs. The elastic moduli obtained from FE 
simulations for all composite types lie between results from Voigt and Reuss models. However, 
when comparing FE results with the Hashin-Shtrikman model, the elastic modulus of MIC with a 
stiff frame is higher than the upper Hashin-Shtrikman bound. This may be due to the cubic 
symmetry of the composites studied here (except for the DPC) while the used Hashin-Shtrikman 
model was developed for isotropic composites.    
Planar (2D) strains were measured using DIC. The DIC results for εAB, εBB, and εAA at the 
end of the linear region of the stress-strain curve are shown in Supplementary Figure 6.2 and 
Supplementary Figure 6.3. As previously observed [398] (also shown in Chapter 5), the soft phase 
contributes more to deformation. The strain component εBB is highest in the soft phase while the 
highest εAB strain is at the interface between the stiff and soft phase. The deformations of samples 
after compression until the end of the linear region of the stress-strain curve are shown in Figure 
6.4. Arrows show the locations where the soft phase is deformed. Starting with the DPC, it can be 
seen that the soft phase undergoes compression while the stiff polymer regions generally stay 
relatively uncompressed. This leads to eventual debonding between the laterally adjacent stiff and 
soft units, since the corners between phases cannot stay joined when only the soft phase deforms. 
This is most visible in the 1×1×1 and 2×2×2 samples. Outward deformation of the soft phase can 
be seen (pointed to by arrows) and is corroborated by the high shear strain seen in DIC results 
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(Supplementary Figure 6.2). As the number of unit cells increases, it appears that the strain is more 
distributed throughout the whole sample, leading to larger overall yield strains as the platen can 
be seen compressing the sample more for 4×4×4 and 8×8×8 samples to reach yield strain.  
For the MIC soft frame, the strain is localized in the soft phase as the number of unit cells 
increases. The strain localization develops in regions in between the stiff inclusions and leads to 
buckling of the sample during compression, which is visible in the 4×4×4 and 8×8×8 samples 
(Supplementary Figure 6.4). In the DIC results (Supplementary Figure 6.2), shear strains are 
localized in the regions between the stiff inclusions in the 2×2×2 and 4×4×4 samples. 
Additionally, sample buckling results in the overall shear deformation between the top and bottom 
halves of the 8×8×8 sample as can be seen by the red and blue coloration. Strain localizations 
have less effect on overall material stability when there is a continuous stiff phase. This behavior 
is seen in the MIC with a stiff frame and both IPC-types. For the MIC with a stiff frame, buckling 
of the stiff phase can be seen at the lateral walls of the material. As the soft phase deforms, it 
pushes the thin walls at the edges of the samples outwards. In both IPCs, the load is carried by the 
stiff phase, so the compression of the soft phase and restriction from the stiff phase causes the soft 
phase to deform where it can on the outer surfaces. This behavior was also seen in our previous 
FE modeling results [398] (also Chapter 5 of this dissertation).  
 While 3D printing has been used extensively to study composites and their behaviors, the 
influence of interface properties and thickness has not been studied in-depth, as interfaces are 
generally assumed to be perfectly bonded. Dimas et al. [379] made the assumption of perfect 
bonding after observing that the interface adherence was stronger than the strength of the soft 
phase.  However, this interfacial behavior may be due to the soft phase’s small dimensions in their 
study, which was only 250 µm wide. They mention that certain topologies were not synthesized 
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well using the printing process due to the small dimensions of the print and that mixing likely 
occurs at the interfaces between the different materials in the composite. With the AM method 
used, which is the same as what is used in the current study, mixing of materials at the interface is 
inevitable, and the influence of these mixing or printing imperfections at the interface is magnified 
as feature sizes become small. As the number of unit cells is increased, while keeping the overall 
sample size the same, the interface surface-area-to-sample-volume ratio increases. These values 
were calculated for our sample size and are shown in Table 6.2. These results show that for a 
12.7×12.7×12.7 mm3 sample size, we expect the stiffness of the DPC to drop the most between 
the 1×1×1 and 8×8×8 since the surface area-to-sample volume ratio increases the most. The MIC 
and finally the IPC come next in this expected behavior based on their surface area-to-sample ratio. 
The exact opposite trend is observed in Figure 6.3 where the DPC stiffness increases slightly with 
the number of unit cells, MICs have a slightly decreasing trend, and IPCs decrease in stiffness the 
most with the number of unit cells. This behavior of DPC may be due to the lack of a continuous 
phase to transmit loads.  
The perfect bonding assumption was not found to be valid for DPC through observations of 
the composite materials during experiments. The debonding can be seen most easily in the DPC 
1×1×1 composite at the corner region between the phases, where there is a high shear strain, as 
shown in DIC results (Supplementary Figure 6.2). Other composite types did not exhibit such 
visible debonding behavior, as confirmed by FE simulations. Assuming perfectly bonded 
interfaces compared with free slippage at interfaces did not result in significant changes in overall 
modulus or maximum obtainable stress.  
The scale effects show that increasing the number of unit cells decreases material properties 
for most composite types. In this experimental set, as the scale is increased, the individual unit cell 
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size is decreased. We also explored size effects to understand the effect of only decreasing unit 
cell size, as discussed in the next section. 
 
6.3.2. Size effects: decreasing size of a unit cell for a single cell 
 The second set of samples (set (b)) involved testing individual unit cells of different sizes 
to provide insights on the size effects in 3D printed composites. Figure 6.5 shows the average 
curves for each composite type related to size, and analysis was done for specimens of the 
component materials (Figures 6.5a-b) and the composites (Figures 6.5c-d). 
Starting with the single-phase samples and based on general materials concepts, it is expected 
that the elastic modulus remains the same while the strength increases when the sample size 
decreases. Previous studies on brittle materials, such as ceramics and crystalline polymers, have 
shown that strength increases because of the probability that defects are present in a material 
decreases as the sample size decreases, both in tension and compression testing [408, 410-412]. 
The effect of sample size has not been studied for additively manufactured composites. Also, size 
effects are still poorly understood across different printing techniques for a single material [412-
415]. The homogeneous stiff and soft materials stress-strain curves are shown in Figures 6.5a-b. 
The nonlinear soft material (TangoBlackPlus) shows no significant size effect. For the stiff 
polymer (VeroClear), the elastic modulus and strength decrease as the sample size decreases. An 
opposite trend is seen in the literature for traditional brittle materials. However, our results agree 
with the results of [413], where size effect was studied for additively manufactured stainless steel 
tested under tension. On the other hand, Bell and Siegmund [412] report a non-monotonical 
dependence of strength on the size of 3D printed polymer tested under bending. The change in 
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stiffness may imply that the microstructure of the print at small dimensions is different (e.g., print 
layer thickness to sample size ratio), resulting in a decreased elastic modulus [412].  
For all composites, the elastic moduli of unit cells decrease as the sample size decreases, which 
is counterintuitive given that elastic modulus is a material constant and thus should be independent 
of specimen size. Possible reasons for changes in elastic modulus with size include: 1) an increase 
in UV exposure in the smaller samples (since the specimens were all printed during the same batch, 
small samples could receive more UV exposure to the whole part while taller prints were being 
completed during the print) and 2) increased hydration in larger samples after the specimens were 
rinsed of support material and not enough time passed for drying between rinsing and mechanical 
testing. An increase in stiffness after UV exposure has been documented in the literature [416]. 
However, the above reasons would imply that the smaller samples should show an increase in 
elastic modulus, which is the opposite of what was observed in mechanical testing. Alternatively, 
the use of support material surrounding the sample has been suggested to have a UV-shielding 
effect on 3D printed samples printed with RGD240, preventing it from fully curing [416]. Since 
the samples in this study were printed in the matte mode, which deposits support material on all 
sides of the print, it is possible that the UV-shielding effect would be more pronounced in smaller 
samples. In small samples, the laterally deposited support material may shield most of the sample. 
Conversely, the centers of the larger prints are farther from the support material and may therefore 
cure more, resulting in larger samples being stiffer. 
Another reason could be that the layer-by-layer printing of the samples leads to surface 
defects, which influence the elastic modulus. A decrease in elastic moduli of bone (when assumed 
to be effectively homogenous) [417] as the size decreased was reported. The explanation provided 
was that this behavior was the result of material surface state, where a surface that is rough and 
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more compliant than the bulk material can lead to lower stiffness [418]. In Supplementary Figure 
5.5a, optical microscopy results show that the VeroClear samples have a layered microstructure at 
the surface. Supplementary Figures 5.5b and c show that these layers are aggregates of even thinner 
layers. While the exact thickness of the thinnest layers could not be resolved from the microscope 
images, they appear to be ~20 µm, which is similar to the 30 µm layer thickness reported by the 
manufacturer. Measurements of the aggregate layers for each imaged sample are summarized in 
Supplementary Table 6.3 and shows that the average aggregate layer thickness of VeroClear varies 
from 95-375 µm with large standard deviations within each sample. The aggregate layer thickness 
of TangoBlackPlus appears to be smaller (~60 µm); however, a comprehensive study should be 
done in the future to examine the variation in aggregate layer thickness across all samples including 
the composite prints. The surface layer, constant in thickness, would be larger by volume in smaller 
samples. In addition, the larger aggregate layer thicknesses in VeroClear may help explain why 
VeroClear shows a more pronounced change in modulus compared to VeroClear. The composite 
samples with VeroClear at the surface (Figures 6.5e and g) also show a larger decrease in modulus. 
This observation leads us to hypothesize that the softening in the 3D printed composites in the 
current study may be due to printing defects at the surface or interfaces of samples.  
Strength was found to decrease with the smaller sample size. This trend is especially 
pronounced in the MIC and IPC samples with stiff continuous outer phases. The elastic modulus 
dropped dramatically for the aforementioned composite types when transitioning from 3.18 mm 
to 1.58 mm edge length (Figure 6.6). As the sample becomes small, the thickness of the outer 
phase becomes very small, and any printing defects on the surface of the unit cell likely have a 
large effect. In comparison, the MIC and IPC with a soft frame show lower drop-offs in strength 
and stiffness. The central column in the IPC with a soft frame likely helps maintain strength and 
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stiffness.  DPCs show that the strength increases when the unit cell size decreases, which is similar 
to what is seen in DPC when the number of unit cells increases. Values for yield stress and elastic 
modulus from experimental and FE simulations are listed in Supplementary Table 6.2 in Section 
6.6.  
Thus, experiments (a) and (b) show similar trends. The decreases in stiffness and strength are 
seen when increasing scale (decreasing unit cell size while keeping the same sample size) or 
decreasing the unit cell size for samples with a single unit cell. The main factors giving this trend 
are likely to be imperfections on the surfaces of prints and the microstructures of the samples, 
including the print layer to the size of a unit cell ratio [412].  
 
6.4. Conclusions 
Inspired by biological composite materials consisting of stiff and soft phases arranged in 
different architectures, five geometries of two-phase polymer composites were tested to 
understand scale and size effects on mechanical properties of 3D printed composites: a 
discontinuous phase composite (DPC), a matrix-inclusion composite (MIC) with a stiff frame and 
one with a soft frame, and interpenetrating phase composites (IPC) with either a stiff or a soft 
frame. Two types of comparison tests were performed: (a) increase the number of unit cells while 
keeping the overall sample size the same, which effectively decreases the unit cell size, and (b) 
increase the sample size where only one unit cell is present.  
Key findings are listed below and summarized in Table 6.4:  
• Yield strength and elastic modulus generally decrease as unit cell size decreases except of 
the yield strength for DPC. Both elastic modulus and yield strength for MIC with a soft 
frame do not show significant size effects.  
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• While the strain is higher in the soft phase and localization of strain is observed from DIC 
and sample deformation after compression in all samples, strain localization in the matrix-
inclusion composite with a soft frame leads to overall material instability and sample 
bending for 4×4×4 and 8×8×8 samples. 
• FE models generally predict higher strengths and elastic moduli than experimental results 
for experiments (a) and are consistent for 1×1×1 and 2×2×2 unit cells regardless of 
boundary conditions. DPC and IPC soft frame composites have higher elastic moduli but 
lower strengths compared to FE results. 
• The Voigt-Reuss-Hill and Hashin-Shtrikman upper bound models predict an elastic 
modulus close to those of composites with a continuous stiff frame (the MIC stiff frame 
and IPCs), while the Hashin-Shtrikman lower bound is closest to (but underestimates) the 
moduli of the DPC and MIC with soft frame. 
• In general, smaller 3D printed composites have lower strength and elastic modulus. 
Imperfections from the 3D printing process, such as the larger print ratio of layer thickness 
to the overall sample size for smaller samples, mixing at material interfaces, and UV-
shielding effects from the support material when printed in “matte mode” are likely the 
cause of these results. 
This research provides a foundation for more comprehensive studies of the scale and size 
effects on mechanical properties of 3D printed composites.  
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6.5. Figures and Tables 
 
 
Figure 6.1. Types of unit cells from left to right showing increasing number of unit cells. Each 
composite has a 0.5 volume fraction. 
  




Figure 6.2. Stress-strain curves of 3D printed cubic samples (12.7 mm3) with increasing number 
of unit cells: a) discontinuous phase composites, b) matrix-inclusion composite with soft frame, c) 
matrix-inclusion composite with stiff frame, d) interpenetrating phase composite with soft frame, 
and e) interpenetrating phase composite with stiff frame. The black (solid, dashed, and hashed 
lines) are results from finite element modeling of each composite type for periodic and mixed 
boundary conditions (BC). Elastic moduli of the soft and stiff material used for finite element 
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Figure 6.2. (cont.) simulations are 1.25 MPa* and 1.22 GPa, respectively. *Indicates linear 
assumption for the soft material for strains under 10%.  
  




Figure 6.3. a) Yield strength, b) yield strain, c) elastic moduli of composites with a constant sample 
size and increasing number of cells. Inset in (c) is zoomed in view of elastic modulus for 
discontinuous phase composite and matrix inclusion composite with soft frame. Finite element 
modeling results in gray – MBC = mixed boundary conditions, PBC = periodic boundary 
conditions. 
 




Figure 6.4. Deformation of cubic samples (12.7 mm3) with different numbers of unit cells (1×1×1, 
2×2×2, 4×4×4, and 8×8×8) at the yield strains for the respective sample types. From top to 
bottom (gray = soft, green = stiff): discontinuous phase composite, matrix-inclusion composite 
with soft and stiff frames, and interpenetrating phase composite with soft and stiff frames. 
Background was removed and samples were colored using Adobe Photoshop to make deformation 
more visible. Yellow dotted lines are approximate locations of boundaries between phases shown 
for single unit cells. Arrows point to regions of soft phase deformation.
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Figure 6.5. Average stress-strain curves for 1×1×1 samples with different sizes. Component materials a) soft phase material 
(TangoBlackPlus)  and  b)  stiff phase  material  (VeroClear),  and composite  geometries  c)  discontinuous  phase  composite,  d)  
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Figure 6.5. (cont.) matrix-inclusion composite with soft frame, e) matrix-inclusion composite with stiff frame, f) interpenetrating phase 
composite with soft frame, and g) interpenetrating phase composite with stiff frame are shown. 


























Table 6.1. Mechanical properties of the stiff polymer polymer (VeroClear) given by the 
manufacturer and obtained from experiments (a) and (b). Sample size is 12.7 mm for both 
experiments (a) and (b). Values are given as average (standard deviation (s.d.)). Six samples of 
each polymer were tested. 
  E (MPa) Compressive yield strength (MPa) 
Manufacturer [419] 2000-3000 - 
Experiments (a) 1220 (40) 67.3 (0.7) 
Experiments (b) 1068.9 (17.0) 67.0 (2.1) 
  





Table 6.2. Surface area of the interface between the two phases to volume ratio of the overall 
sample with dimensions 12.7×12.7×12.7 mm3. Units are in mm-1. 
 1×1×1 2×2×2 4×4×4 8×8×8 
Discontinuous Phase Composite 0.24 0.71 1.65 3.55 
Matrix-inclusion Composite 0.29 0.59 1.18 2.36 
Interpenetrating Phase Composite 0.24 0.47 0.94 1.89 
 
  





Table 6.3. Effective modulus equations and calculated values based on properties of VeroClear 
and TangoBlackPlus with a volume fraction (") of 0.5 for each phase. Effective modulus values 
are estimates for all samples since all samples have 0.5 volume fraction of each phase. Values are 
calculated with mechanical properties of the stiff and soft polymers obtained in experiments (a) 
given in Table 6.1: Elastic modulus (E) values are 1220 MPa and 1.25 MPa for stiff and soft 
polymer, respectively. Values obtained from FE simulations using the same materials properties 
are also provided for comparison. 
Model Type Composite type Effective Modulus (MPa) 
Voigt − 610 
Reuss − 2.50 
Voigt-Reuss-Hill − 306 
Hashin-Shtrikman  





FE simulations  
 
Discontinuous phase composite 7.67 
Matrix-inclusion composite (soft frame) 28.4 
Matrix-inclusion composite (stiff frame) 502 
Interpenetrating phase composite (soft 
frame) 
398 









Table 6.4. Summary of trends in elastic modulus and compressive yield strength in the 
homogeneous materials and composite types shown in this study. Arrows indicate increases (á) 
or decreases (â) in mechanical property values as scale increases or size decreases. The numbers 
in parentheses indicate the percentage of change in mechanical property values between 1×1×1 
and 8×8×8 samples for scale effects, and sample size 1.59 mm and 25.4 mm for size effects. 
Material Type Mechanical Property Scale á Size â 
TangoBlackPlus 
Stiffness - - 
Compressive Yield Strength - - 
VeroClear 
Elastic Modulus - â (52.8%) 




Elastic Modulus á (23.3%) â (71.3%) 




Elastic Modulus â (20.0%) - 
Compressive Yield Strength â (93.1%) - 
Stiff frame 
Elastic Modulus â (14.5%) â (99.8%) 















Elastic Modulus â (34.5%) â (56.7%) 
Compressive Yield Strength â (20.3%) â (49.8%) 
Stiff frame 
Elastic Modulus â (23.7%) â (97.8%) 
Compressive Yield Strength â (11.3%) â (95.8%) 
  





6.6. Additional results 
The printed samples had an average density ranging from 1.058 g/cm3 to 1.075 g/cm3 with an 
average density of 1.070 ± 0.003 g/cm3. The pure material average densities were found to be 1.10 
g/cm3 for VeroClear and 1.06 g/cm3 for TangoBlackPlus. Different dimensions were also 
measured depending on the direction of printing as also observed from other studies [420]. The 
height of the samples, which is the dimension perpendicular to the printing plane, is shorter than 
the two dimensions parallel to the printing plane. Generally, the height was more dimensionally 
accurate than the width and thickness dimensions of 3D printed composites. An increase in 
deviation from original computer-aided design dimensions occurred as printed sample size 
decreased.  
Average stress-strain curves for single unit cells of the different composite types discussed in 
this chapter are shown in Supplementary Figure 6.1. Strain maps of ε!",  ε"", and ε!! from digital 
image correlation are shown in Supplementary Figures 6.2-4. Optical microscopy images are 
shown in Supplementary Figure 6.5 and the thicknesses of the aggregate layers are summarized in 
Supplementary Table 6.1. 
 
  







Supplementary Figure 6.1. Average stress-strain curves of composite unit cells with 12.7 mm edge 











Supplementary Figure 6.2. Strain maps for	ε!" for each composite geometry at the yield strains for the respective sample’s types. 
Boundaries between phases are outlined with black dotted lines.  







Supplementary Figure 6.3. Strain maps for	### for each composite geometry at the yield strains for the respective sample’s types. 
Boundaries between phases are outlined with black dotted lines. 







Supplementary Figure 6.4. Strain maps for	ε!! for each composite geometry at the yield strains for the respective sample’s types. 
Boundaries between phases are outlined with black dotted lines.  
 








Supplementary Figure 6.5. a) Optical microscope images of VeroClear of different sizes (25.4 mm, 
12.7 mm, 6.35 mm, 3.2 mm, and 1.6 mm), b) magnified image of 25.4 mm sample showing 
aggregate lamellae, c) a 3D image of surface profile the region shown in red square in (b), and d) 



















Supplementary Table 6.1. Yield strain, yield stress, and elastic modulus values from finite element 
simulations and experiments (a). Values for experiments are given as average (s.d.) and n=6 for 
each sample type. MBC=mixed boundary conditions, PBC=periodic boundary conditions. 











FE MBC 1×1×1 - - 7.79 
FE MBC 2×2×2 - - 7.98 
FE PBC - - - 8.02 
Experiment 
1×1×1 3.3 (0.4) 0.78 (0.05) 27.9 (1.7) 
2×2×2 7.9 (0.3) 1.87 (0.12) 25.67 (0.9) 
4×4×4 15.6 (0.4) 4.51 (0.18) 28.7 (0.8) 




FE MBC 1×1×1 - - 29.60 
FE MBC 2×2×2 - - 27.80 
FE PBC - - - 27.80 
Experiment 
1×1×1 17.3 (0.4) 33.3 (0.6) 26 (2) 
2×2×2 13.5 (0.2) 7.6 (1.1) 24.5 (0.9) 
4×4×4 10.6 (0.6) 3.2 (0.3) 23.1 (1.5) 




FE MBC 1×1×1 5.5 25.88 507.7 
FE MBC 2×2×2 6 27.5 509.8 
FE PBC - 6.7 29.87 514.3 






Supplementary Table 6.1. (cont.) 
 Experiment 
1×1×1 5.54 (0.12) 13.7 (0.4) 346 (15) 
2×2×2 5.35 (0.12) 13.2 (0.7) 338 (12) 
4×4×4 5.45 (0.10) 13.7 (0.2) 363 (11) 




FE MBC 1×1×1 5.1 20.5 403.8 
FE MBC 2×2×2 5 19.8 403.8 
FE PBC - 5.5 20 403 
Experiment 
1×1×1 4.9 (0.3) 17.2 (1.0) 472 (26) 
2×2×2 4.31 (0.15) 14.5 (0.4) 439 (8) 
4×4×4 8.20 (0.16) 16.0 (0.3) 369 (9) 




FE MBC 1×1×1 5.5 18.42 379 
FE MBC 2×2×2 6 20 398.1 
FE PBC - 5.5 18.94 370.2 
Experiment 
1×1×1 5.09 (0.12) 12.4 (0.3) 341 (7) 
2×2×2 5.36 (0.14) 12.04 (0.14) 323 (8) 
4×4×4 5.5 (0.1) 12.1 (0.2) 312 (4) 
8×8×8 6.7 (0.4) 11.0 (0.3) 260 (7) 
  






Supplementary Table 6.2. Yield stress and elastic modulus of 1×1×1 samples with different unit 
cell size obtained from experiments (b) and finite element modeling. Values for experiments are 
given as average (s.d) and n=3 for each sample type. 
Sample type Condition Sample size Yield stress (MPa) Elastic Modulus (MPa) 
Discontinuous 
phase composite  
FE - - 8.09 
Experiment 
1.59mm 2.79 (1.01) 19.1 (4.8) 
3.18mm 1.06 (0.74) 10.9 (8.9) 
6.35mm-B 0.91 (0.09) 24.2 (3.6) 
6.35mm-A 0.74 (0.00) 21.8 (2.3) 
12.7mm 0.60 (0.02) 29.0 (4.1) 




FE - 38.1 26.2 
Experiment 
1.59mm 32.8 (5.8) 10.1 (3.1) 
3.18mm 30.0 (1.9) 14.9 (2.1) 
6.35mm-B 29.8 (6.4) 17.7 (2.2) 
6.35mm-A 31.2 (0.5) 17.3 (1.2)  
12.7mm 37.0 (0.6) 14.8 (0.7)  




FE - 17.5 246 
Experiment 
1.59mm - 0.93 (0.46) 
3.18mm 1.58 (0.29) 10.6 (3.5) 
6.35mm-B 7.56 (0.66) 136 (9) 






Supplementary Table 6.2. (cont.) 
  
6.35mm-A 7.83 (0.28) 167 (20) 
12.7mm 15.4 (0.5) 325 (23) 




FE - 16.4 201 
Experiment 
1.59mm 11.2 (1.1) 205 (20) 
3.18mm 12.1 (1.3) 253 (27) 
6.35mm-B 15.4 (0.9) 255 (18) 
6.35mm-A 13.8 (0.8) 391 (8) 
12.7mm 19.4 (0.6) 490 (5) 




FE - 13.8 183 
Experiment 
1.59mm 0.74 (0.10) 9.00 (1.80) 
3.18mm 4.50 (0.39) 88.0 (8.0) 
6.35mm-B 8.80 (1.50) 162 (33) 
6.35mm-A 7.90 (0.93) 190 (26) 
12.7mm 13.3 (0.2) 339 (7) 
25.4mm 17.6 (0.5) 401 (17) 
 
* Modulus values reported for MIC-soft samples are calculated based on the initial linear region 
in stress-strain curves 
  






Supplementary Table 6.3. Aggregate layer thicknesses and standard deviations of VeroClear and 
TangoBlackPlus calculated from optical microscope results. N represents the number of 
measurements taken per sample. 
Sample and Size Aggregate Layer Thickness (µm) Standard Deviation (µm) N 
VeroClear 
(25.4 mm) 
202 110 65 
VeroClear 
(12.7 mm) 
105 44 93 
VeroClear 
(6.35 mm) 
375 254 20 
VeroClear 
(3.2 mm) 
104 39 22 
VeroClear 
(1.58 mm) 
95 44 13 
TangoBlackPlus 
(6.35 mm) 
















CHAPTER 7: CONCLUSIONS AND RECOMMENDATIONS 
 
 
This dissertation is focused on finite element modeling of bone and bio-inspired 3D-printed 
composites to investigate their mechanical properties. In the first part, trabecular bone samples 
were modeled using non-linear finite element and their mechanical properties were studied. The 
main objective was to better understand which model can describe the behavior of the tissue, effect 
of volume fraction, and using different solvers on the overall mechanical properties. The following 
conclusions were made: 
• Tissue level elastic-plastic properties used for modeling can strongly affect the apparent 
level response. However, yield properties of tissue cannot be uniquely calibrated by fitting 
the apparent response from simulations to experiments. 
• It is not possible to distinguish between different yield criteria used for the tissue by looking 
at the apparent level response. Also, different yield criteria for the tissue result in similar 
apparent response making it impractical to validate a model. 
• Both elastic modulus and maximum stress at the apparent level are linearly increased by 
bone volume fraction. 
• Stress response obtained using implicit and explicit solvers are virtually identical. Also, 
both methods scale similarly while the explicit solver performed five times faster. 
Based on the obtained results the following recommendations can be made for future studies: 
• The modeling procedure for trabecular bone in the current study assumes a bilinear 
constitutive model for the tissue. Although that is sufficient for the purpose of this work, 
incorporating progressive damage and fracture into the models can help better understand 
the post-yield and failure behavior.  






• Along with uniaxial compression, investigating different loading conditions such as shear, 
bending, and biaxial loading can improve understanding of the nonlinear behavior of 
trabecular bone. In addition, exploring local strain fields and damage from experiments 
and simulations, can nicely complement the current understanding of failure and help 
verify the accuracy of models of trabecular bone.  
• This research sets a framework for multiscale modeling of whole bone by considering one 
of the important length scales in the hierarchical structure of bone. Addition of other length 
scales into modeling can lead to building a multiscale model of whole bone to predict 
elasticity, fracture, and strength. Such a model has direct clinical purposes with various 
applications.  
In the second part of this dissertation, five different bio-inspired composite types with stiff and 
soft phases including a discontinuous phase composite (DPC), a matrix-inclusion composite (MIC) 
with a stiff frame and one with a soft frame, and interpenetrating phase composites (IPC) with 
either a stiff or a soft frame were investigated. These composite types were 3D-printed and 
simulated using finite element modeling with the aim of exploring the effect of the architecture of 
phases on the overall composite behavior, role of stiff and soft phases, and scale and size effects. 
The main findings are listed below: 
•         Continuity of the stiff phase improves the elastic modulus of the composites by directly 
carrying the compressive load. The soft phase causes a more uniform stress distribution 
affecting the post-yield behavior of the composites. 
•         In general, the elastic modulus and yield strength of 3D-printed composites increase with 
increasing the size of samples. The expected trend in most materials is the opposite of the 






trends observed in this study for 3D-printed polymers. Imperfections in boundaries and 
surfaces in 3D-printing are among possible causes. 
Based on the current study and the obtained results, some of the recommendations for future 
studies are as follows: 
• The focus of this study was on investigating 3D-printed two-phase composites with simple 
architectures. Different volume fraction of phases, more complex architectures, and 
additional phases can be employed. 
• Including ultimate strength and toughness in the analysis of the 3D-printed composites can 
be another extension of this work. Such analysis can provide better insight on the effect of 
different variables such as architecture, mechanical properties of the phases, and role of 
each phase in failure behavior of these composites.  
• The current study provides the foundations for studying scale and size effects in 3D-
printing. Such effects can be further studied by including a more extensive range of 
materials and sizes for a more comprehensive understanding.  
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