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Esta tesis se encuadra en la rama teo´rica de la la materia condensada. Se ha estudiado el
transporte de carga a trave´s de sistemas mesosco´picos construidos en heteroestructuras semiconductoras a
bajas temperaturas. Contiene dos partes claramente diferenciadas. En la primera se estudia el transporte
de carga a trave´s de dobles y triples puntos cua´nticos influenciado por las interacciones con el entorno.
Y en la segunda se ha estudiado la estabilidad del experimento de Shapiro conducido por corriente en
presencia de fermiones de Majorana.
A continuacio´n pasamos a describir ra´pidamente tanto los sistemas estudiados as´ı como los
principales resultados de nuestra investigacio´n.
El ra´pido desarrollo de la tecnolog´ıa ha permitido reducir el taman˜o de los bits hasta el orden
de unos pocos nanometros. Cuando se reduce hasta tal punto la escala del sistema y la temperatura del
mismo, los efectos cua´nticos empiezan a tomar importancia. Los puntos cua´nticos son un claro ejemplo
de ello. En estos sistemas se ha observado su naturaleza discreta as´ı como la importancia de efectos
puramente cua´nticos como el de la coherencia.
Desde la fabricacio´n del primer gas de electrones bidimensional en los an˜os 80 hasta nuestros
d´ıas, se ha llegado a un control de sistemas cada vez ms´ complejos. Todo ello ha hecho que tengamos
el privilegio de asistir a una e´poca donde teor´ıas como la del fermio´n de Majorana, entre otras, sean
investigadas en el laboratorio.
En la primera parte de esta tesis se presentan los resultados del estudio de transporte en dobles
(cap´ıtulo 5) y triples (cap´ıtulos 3 y 4) puntos cua´nticos. En general nos interesara´ estudiar el transporte
en sistemas donde existan estados que no conduzcan la corriente o que la interrumpan momentaneamente
por efectos coherentes. En esta situacio´n el electro´n pasara´ ma´s tiempo en el los puntos cua´nticos, con lo
que empezara´ a interactuar con el entorno. De este modo perdera´ la coherencia en un feno´meno llamado
decoherencia. Este proceso desbloquea la corriente y por lo tanto hace posible el estudio de una forma
indirecta de la decoherencia de los sistemas.
En el cap´ıtulo 3 se estudia la corriente y el ruido a trave´s de un triple punto cua´ntico cuando
uno de los niveles energe´ticos esta´ fuera de resonancia. Hemos obtenido que a pesar de no afectar a la
corriente, la desviacio´n de esta alrededor de su valor medio es afectada cuadra´ticamente con la diferencia
de energ´ıa respecto del nivel sacado fuera de resonancia. Hemos explicado anal´ıticamente este proceso y
adema´s hemos conseguido estimar de forma cualitativa los
En el cap´ıtulo 4 hemos estudiado la corriente en un triple punto cua´ntico cuando todos los
niveles de los puntos cua´nticos esta´n en resonancia. En esta situacio´n los feno´menos de interferencia son
relevantes y se llega al llamado estado oscuro, que bloquea la corriente por un feno´meno de interferencia
destructiva. En esta situacio´n hemos hecho interaccionar al electro´n con un modo fono´nico amortiguado.
Como resultado se destruye la coherencia y da lugar al paso de corriente. Hemos obtenido el resultado
anal´ıtico de la corriente y una explicacio´n del mecanismo de decoherencia.
En el cap´ıtulo 5 hemos obtenido la probabilidad de volteo de esp´ın mediada por la interaccio´n
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hiperfina y por fonones. Esta probabilidad es de gran importancia en el bloqueo de esp´ın ya que da lugar
a la corriente, y como en el caso anterior, el conocimiento de este rate permite estudiar la evolucio´n de
la corriente. Hemos hecho incapie en la diferencia que supone considerar la interaccio´n hiperfina como
un campo magne´tico efectivo, y por ello mostramos un esquema simple de medida que permite dar una
explicacio´n intuitiva.
En la segunda parte de esta tesis, en los cap´ıtulos 6 y 7, se trata el ana´lisis nume´rico de un
experimento que prueba la existencia de los fermiones de Majorana, esto es, el experimento de los escalones
de Shapiro. La existencia de los fermiones de Majorana cambia la periodicidad de la unio´n de una tipo 2pi
a una 4pi dando lugar a lo que se conoce con el nombre de efecto Josephson fraccionario. El experimento
de Shapiro da una relacio´n entre la fase y la corriente, con lo que permite deducir la periodicidad de la
unio´n. En estos cap´ıtulos damos una pequea introduccio´n al tema emergente y dejamos el cap´ıtulo 7
para la explicacio´n de nuestros resultados. Demostramos que el experimento es robusto en presencia de
niveles normales de Andreev y envenenamiento de cuasipart´ıcula. Y describimos en que´ regimenes y el
por que´ se muestra estable.
Part I




Introduction to quantum dots
1.1 Introduction
The beauty of quantum dots lies on the fact that they provide us with a solid platform for
experimentally study the physics of few-electron systems with a high degree of control, allowing not only to
test fundamental properties of quantum mechanics but also propose applications for future technological
devices.
Quantum dots are structures that confine electrons to nano-scale regions in a solid-state material
[91, 66].Due to the strong confinement of electrons in all three directions, their energy spectrum is discrete
in analogy to real to atoms. As a consequence the underlying physics of quantum dots, also known as
”artificial atoms” [82], is very similar to that of the real ones. In contrast to real atoms, in quantum dots
it is possible to tune the system parameters by attaching electrical gates and sources/drain contacts to
the system, which allows to explore regimes that are not accessible for atoms [53, 145].
By confining single electrons, one naturally defines a two-level system out of the spin-up and
spin-down component of the electron spin. It seems logical to extend this analogy to larger systems and
couple two or more quantum dots in an array. From a theoretical perspective, molecular wires share
many features with quantum dots. In particular, the electronic structure of both systems consists of
discrete states. Owing to this fact, coherently coupled quantum dots may be considered as “artificial
molecules”, despite the fact that their energy scales are several orders of magnitude smaller than those
of real molecules.
For roughly one decade, the state of the art has been to couple just two quantum dots coherently
[161, 11],while triple quantum dots have been realized only recently [144, 56, 133]. such as superpositions
of states or interference can be observed in arranges of more than one QD. Both double quantum dots
[61] and triple quantum dots [56, 133] can be constructed such that electrons coming from the source may
proceed on two different paths towards the drain. There they interfere constructively or destructively,
depending on the setup and a possible flux enclosed by the interfering paths.
As electronic devices have decreased dramatically in size over the last decades and seemingly
continue to do so the study of quantum dots has pass from a pure physicist curiosity to a potential
technological tool. It is highly likely that quantum dots will form an important building block in future
nano-scale electronics with applications in digital and analog circuitry, metrological standards, sensors,
light-emitting diodes (LEDs) and also quantum information processing.Understanding the physics of
quantum dots is consequently an important scientific task with promising applications in future technolo-
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Fig. 1.1: a) Schematic representation of a lateral quantum dot defined in a 2DEG. Depleted region
in white, negative voltages applied to metal gate electrodes in dark gray. Ohmic contacts (light gray
columns) to the 2DEG reservoirs. Figure taken from ref. [66]. b) and c) Scanning electron micrograph of
a lateral few-electron single and double quantum dot respectively. The white dot indicates the location
of the QD, and the white squares display Ohmic contact. d) Schematic diagram of a vertical quantum
dot, where the dot is located between the two AlGaAs tunnel barriers. The dashed curves indicate that
a negative voltage applied to the side gate effectively reduces the diameter of the dot by squeezing it.
gies.
Here I give a general review about the experimental set up of quantum dots and briefly discuss
some interesting properties found experimentally, which confirm previous theoretical predictions.
1.2 Quantum dots (QD)
There are different kinds of quantum dots, depending on the size, material and technic used in
their fabrication. One can find lateral or vertical gate-defined quantum dots and self-assembled quantum
dots. Gate-defined quantum dots consist of a electrostatic, confining potential, created by metallic gate
electrodes, in which electrons can be trapped. Typically, the gate electrodes are fabricated using electron-
beam lithography on top of a heterostructure with a two-dimensional electron gas (2DEG) trapped at
the interface between two semiconductor materials [91, 92, 121, 90, 68], e.g., GaAs and AlGaAs. More
recently, quantum dots have been defined along semiconductor nanowires [10, 41, 65, 149] or carbon
nanotubes [142, 131] by placing them across grids of metallic gate electrodes.
The typical values of the 2D electron density are ns ∼ (1− 5)× 1015m−2 [92], this implies that
the Fermi energy λf = (2pi/ns) is roughly 100 times larger than in metals. The size of the quantum dot
is roughly determined by the spacing between the gate-electrodes, which is typically on the order of a few
hundred nanometers, small enough to contain just a few (0,1,2,...) electrons. This length is about three
orders of magnitude smaller than the electron mean free path [92]. The quantum dot is connected to
two external leads, source and drain, by a tunnel junction. These leads connect the dot to macroscopic
voltage and current meters. A third terminal provides an electrostatic or capacitive coupling and can be
used as a gate electrode. See Figure 1.1
Since the voltages applied to the gate electrodes are experimentally controllable, gate-defined quantum
dots allow for a high degree of tunability of tunnel barriers, occupation numbers, etc. The difference
between lateral and vertical quantum dost is that in lateral quantum dots the current through the
quantum dot flows in the 2DEG plane to which the electrons are confined. While in vertical quantum
dot, the current flows in the direction perpendicular to the plane. The pillar where the vertical quantum
dot is confined (see Fig. 1.1 c)), is etched from a semiconductor double-barrier heterostructure.
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Fig. 1.2: a)Measured Coulomb oscillations as a function of gate voltage for different temperatures. Figure
taken from ref. [58]. b)Coulomb Blockade in quantum dots. In the white regions transport is blockated
due to intradot Coulomb repulsion, The number inside the diamonds denote the number electrons inside
the quantum dot for each configuration. Figure taken form ref [92] c)Coulomb blockade diamonds in a
graphene quantum dot.
Self-assembled quantum dots provide a complementary approach to confinement of charges in
the solid-state.They form spontaneously in the process of epitaxial growth. They have favorable properties
for electronic and optoelectronic device applications, are, however, not so well controllable with regard
to placing gate electrodes. All calculations done in this thesis are assumed to be valid for lateral few
electron quantum dots. And so we will not describe self-assembled quantum dots in more detail here.
For a short introduction, see ref. [120]
1.3 Charge Transport in QD
The small size of the QD implies that the transport through the device is ballistic. This and their
large Fermi energy (compared to the one of metals) make these systems suitable for studying quantum
transport. Particle exchange in QD can occur with only on of the two leads, it can be either form the
source to the dot or from the dot to the drain. If there is no coupling to the source and drain contacts, the
quantum dot act as an island for electrons. The number of electrons in this island is and integer number
N and the charge is Ne. If now tunneling is allowed the charge of the dot increases by e, associated
with the charge increment there is an energy increment in the dot. In a single quantum dot the chemical
potential of the dot when the number of electrons is changed by one is
µN + 1− µN = ∆E + U, (1.1)
where ∆E is the quantum mechanical level spacing and U the charging energy, the energy cost one has
to pay in order to overcome the Coulomb repulsion between the electrons on the dot when adding an
extra electron. This is true as long as: the tunneling barriers are opaque enough, such that the number
of electrons in the dot is well defined. And KBT < ∆E, the temperature should be small enough such
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that the charging energy becomes the relevant energy scale. If for fixed gate voltage the left and right
chemical potentials of source (µS) and drain (µD) are such that the chemical potential of the dot is higher
in energy than the source, no electron can tunnel through the dot and current is said to be blocked by
Coulomb blockade. Increasing the gate voltage lowers the energy levels in the dots, therefore the current
measured as a function of the gate voltage for fixed source/drain bias oscillates with a peak spacing that
is directly proportional to the addition energy ∆E + U , see Fig. 1.3. The theory of Coulomb blockade
oscillations has been studied in detail by Glazman et al. Averin et al. and Beenakker
1.3.1 Spin blockade regime
Due to the quantum nature of the particles inside the dot one can can naturally expect that
the spin play an important role in the electron transport. The spin counter part to Coulomb blockade in
single quantum dots is the so called ”spin blockade” that occurs in double quantum dots. It occurs when
transport is blocked due to Pauli’s exclusion principle. Consider a double quantum dot in which one
electron is confined electrostatically in the dot connected to the drain. A finite current is only measured
when an electron can tunnel to the right dot onto a level of double occupation, and subsequently to the
drain. Note that this two-electron level has singlet character, i.e. only two electrons with different spin
can occupy it. The two-electron excited level with triplet character is much higher in energy and not
accessible at this configuration of gate voltages. Tunneling processes in quantum dot arrays conserve the
electron spin and hence and electron in the left lead can only tunnel to the right dot, the one connected
to the drain if and only if the electron on the right dot has an opposite spin to the one tunneling from
the left dot. if the two electrons. If both electrons have the same spin tunneling to the right dot is
suppressed. This state blocks the current which then drops to zero. Spin-blockade in quantum dot arrays
was theoretically predicted in 1995 by Weinmann et al. and proposed as a spectroscopic tool by Ciorga
et al. The first experimental observation of spin blockade in few-electron quantum dots was achieved by
Ono et al.
1.3.2 Kondo effect
Under certain conditions a non zero total spin can enhance the transport through the dot. Such
is the case of the Kondo effect. For an odd number of electrons trapped in the dot the total spin is non
zero and has a minimum value S = 1/2. This dot found between large seas of free electrons in the two
leads can them take the role of impurity.
When the dot is coupled to a metallic conduction band, at low temperatures the conduction
electrons can scatter off the dot via a virtual process, as that observed in Figure (1.3a). The virtual
process can take place at low temperatures T < TK (Tk is the Kondo temperature) where the interaction
between the free electrons and the impurity is non perturbative. This effect is completely analogous to
the more traditional case of a magnetic impurity in a metal.
The main difference between a quantum dot and a real metal is that, in a metal, the electron
states are plane waves, and scattering from impurities in the metal mixes electron waves with different
momenta. This momentum transfer increases the resistance. In a quantum dot, however, all the electrons
have to travel through the device, as there is no electrical path around it. In this case, the Kondo resonance
makes it easier for states belonging to the two opposite electrodes to mix. This mixing increases the
conductance (i.e. decreases the resistance). In other words, the Kondo effect produces the opposite
behavior in a quantum dot to that of a bulk metal. Kondo effect in quantum dots was first predicted by
1988 More recently the Kondo effect has been observed in quantum dot systems
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Fig. 1.3: a) schematic representation of a Kondo spin-flip process. b)The conductance (y-axis) as a
function of the gate voltage, which changes the number of electrons, N, confined in a quantum dot.
When an even number of electrons is trapped, the conductance decreases as the temperature is lowered
from 1 K (orange) to 25 mK (light blue). This behaviour illustrates that there is no Kondo effect when
N is even. The opposite temperature dependence is observed for an odd number of electrons, i.e. when
there is a Kondo effect. c)The conductance for N+1 electrons as a function of temperature divided by
the respective Kondo temperature , the Kondo temperature, TK, for the different gate voltages can be
calculated by fitting the theory to the data. Figures taken form [91]
From the effects described above one can see that the transport through quantum dots is gov-
erned by the electron charge and by the electron’s spin in the dots. As mentioned above constructive or
destructive interference can be observed in specific set ups in double and triple quantum dots. Moreover
it is possible to observe superpositions of states that are decoupled from the drain and, thus, block the
electron transport [110, 126] creating dark states. This property is intrinsic to three-level systems, called
coherent population trapping. In triple quantum dots it can be seen in a triangular configuration. The
device is biased from left to right, and the Coulomb blockade regime is assumed, such that only one
excess electron can be in the triple-dot-system at any one time Essentially, interference between electron
paths through the upper and lower dots leads to a state in which the electron wave function destructively
interferes at the dot coupled to the collector. They can also be achieve in double QD driving three-level
double dots with bichromatic ac electric fields. Such blockade may be resolved by excitations with proper
ac fields which also create spin correlations between transported electrons This state is analogous to
the dark state observed in quantum optics in three-level atoms excited by two resonant laser fields In
these systems, the electronic wave function evolves towards an eigenstate superposition, a so-called dark
state, which is decoupled from the laser fields and therefore manifests as an antiresonance in the emission
spectrum.
From a theoretical perspective, molecular wires share many features with quantum dots. In par-
ticular, the electronic structure of both systems consists of discrete states. Owing to this fact, coherently
coupled quantum dots may be considered as “artificial molecules”, despite the fact that their energy
scales are several orders of magnitude smaller than those of real molecules. For roughly one decade,
the state of the art has been to couple just two quantum dots coherently [161, 11, 162], while triple
quantum dots have been realized only recently [144, 56, 133]. Both double quantum dots [61] and triple
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quantum dots [56, 133] can be constructed such that electrons coming from the source may proceed on
two different paths towards the drain. There they interfere constructively or destructively, depending on
the setup and a possible flux enclosed by the interfering paths. Moreover, there exist dark states which
are superpositions of states that are decoupled from the drain and, thus, block the electron transport
[110, 126]. Such blockade may be resolved by excitations with proper ac fields [140, 19] which also create




In this chapter we introduce the physical and mathematical background used in the first part of
this thesis, which consists on the study of electron transport through double and triple quantum dots. In
essence, we introduce the density matrix formalism to describe the evolution of an open quantum system,
that is a quantum system coupled to (a) system(s) of several degrees of freedom, which we shall call the
baths We introduce also current, shot-noise and higher order correlation functions.
2.1 Density matrix formalism and the Born-Markov master equa-
tion
In order to study the evolution of complex systems, physicists use simple models to capture the
essential features of their behavior. Loosely speaking, these models represent the evolution of quantum
systems with few degrees of freedom, coupled to systems with many degrees of freedom, so-called “baths”.
Due to the impossible mission of describing and solving the dynamics of the coupled system in an exact
quantum mechanical way, one can imagine how convenient is the introducion of statistical methods. For
this reason we abandom the description of the whole system by means of a wave function and introduce
the density matrix of the system. This formalism can describe the effects of the bath in the evolution
of the reduced quantum system under several approximations. Here we give a brief description of the
formalism and we explain the approximations used implicitely in our equations.




ρ(t) = −i [H, ρ(t)] (2.1)
beeing H = H0+HB+V the Hamiltonian of the subsystems and interaction respectively. We can always
write the interaction Hamiltonian as V = A⊗B, being A and B the Hamiltonians acting on the system
and the bath spaces respectively. In the interaction picture yields
d
dt
ρ˜(t) = −i [V (t), ρ˜(t)] (2.2)
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being ρ˜ and V (t), the respective operators in the interaction picture. This equation can be written in an
integral form as
ρ˜(t) = ρ˜(0)− i
∫ t
0
ds [V (s), ρ˜(s)] . (2.3)






dstrB [V (t), [V (s), ρ˜(s)]] . (2.4)
where trB indicates the trace over the bath degrees of freedom, and we have assumed that the average
of the interaction 〈B〉 = 0. This assumption can be always forced by redefining H ′0 = H0 + 〈V 〉 and
〈V 〉. Until this moment the equation describing the evolution of the system is still exact and therefore
numerically intractable. We now perform some approximations. In first place we will assume that the
interaction of the system and the bath is weak, so that its effect on the bath density matrix is negligible,
and thus we can write the density matrix as a direct product ρ(t) ≈ ρS(t) ⊗ ρB . This approximation
is known as Born approximation and is the responsible for the irreversible dynamics. It is worthy to
note that ρB contains, in principle, excitations of the bath provoked by the interaction with the system.
However, these excitations decay in a timescale much shorter than the considered in the approximation
presented below.
Although the equation is now simplified, we still have an integro-differential equation, and
therefore we need to simplify further the equation. One can consider the fact that the evolution of ρ˜S(t),
just depends on the present state, and therefore one makes the replacement ρ˜S(s) → ρ˜S(t) and extend
the upper limit integral up to infinity. This is justified when τR, the timescale over which the th eseate of
the system varies appreciablyis large compared to the time scale τB over which the state of the reservoir






dstrB [V (t), [V (s), ρ˜S(t)⊗ ρB ]] . (2.5)
This equation will be of capital importance in the development of this thesis. Inserting the Hamiltonians
of the leads and dots, one arrives easily to the Markovian master equation, see the result below.
2.1.1 Master equation used in this thesis
2.1.2 Dot-lead Hamiltonian
We consider a triple quantum dot with a ring-shaped geometry as depicted in Fig. 4.2, which is






i ci + τ
∑
i,j<i
(c†i cj + cjc
†






where i, j = 1, 2, 3 label the dots, while c†i and ci denote the corresponding creation and annihilation
operator of a spinless electron. The first term refers to the onsite energy i of an electron on dot i,
for which we assume that 1 = 3 = 0, while 2 = eVgate can be tuned by a gate voltage. The second
termdescribes electron tunneling between the dots, for which we assume that the tunnel matrix element
τ is the same for all three possible transitions. The last contribution models inter-dot Coulomb repulsion
with strength U . In the present case, this term can be written in the form 12UN(N−1), where N denotes
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the total number of electrons on the three dots. We assume that the intra-dot interaction is practically
infinite, which corresponds to modeling each dot by a spinless single level.
Dots 1 and 3 are attached to electron reservoirs with chemical potentials µL and µR such that







where ` = L,R, and the expectation value 〈c†`qc`′q′〉 = f(q − µ`)δ``′δqq′ ≡ f`(q)δ``′δqq′ with chemical
potential µ` and the Fermi function f(x) = [exp(x/kBT ) + 1]









Rqc3) + h.c. (2.8)
We assume within a wide-band limit that all effective coupling strengths Γ`() = 2pi
∑
q |V`q|2δ( − q)
are energy independent and that the setup is symmetric such that ΓL = ΓR = Γ.
The derivation of a master equation starts from the Liouville-von Neumann equation for the
full density operator, i~R˙ = [HTQD +Htun +Hleads, R]. By standard techniques [12], one obtains for the
reduced density operator of the central system, ρ = trleadsR, within second-order perturbation theory
the Bloch-Redfield equation









which can be evaluated under the factorization assumption R = ρleads,0 ⊗ ρ. The tilde denotes the
interaction picture with respect to the uncoupled Hamiltonian, X˜(t) = U †0 (t)XU0(t), where U0(t) =
exp{−i(HTQD+Hleads)t/~}. We proceed by inserting the dot-lead tunnel Hamiltonian (2.8) and evaluate
the trace over the lead states. In order to cope with the interaction picture, we decompose the resulting
master equation into the eigenstates |α〉 of HTQD, where Eα denotes the corresponding eigenenergy.
This allows us to evaluate the τ -integration, which yields a delta function and a principal value term.
Neglecting the latter, we obtain for the density matrix elements the equation of motion
ρ˙αβ = − i
~






















`, f`)→ (c†`, c`, 1− f`), (2.11)
where the leads now are labeled by the number ` of the dot to which they are attached. Electron tunneling
from the leads to the dots is described by the explicitly written terms, while the replacement in the last
line yields the terms for tunneling from the dots to the leads.
The solution of the master equation (2.10) contains the full information about the state of the
central system and provides all corresponding expectation values. However, we are interested in the
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statistics of the charge transported after the initial preparation, which is an expectation value of lead
operators. Therefore we have to generalize the master equation formalism by introducing a counting
variable which allows one to keep track of this information.
2.1.3 Full-counting statistics
The counting variable χ is defined via the moment generating function





3qc3q is the electron number operator of the right lead, while the angular brackets refer
to the expectation value at time t. The kth derivative of φ(χ, t) with respect to iχ at χ = 0 obviously
is the moment 〈NkR〉 of the electron distribution in the right lead. The cumulants of the distribution
are defined as the corresponding derivatives of lnφ(χ, t). For a Markov process, they eventually become










are the stationary current cumulants and characterize the transport. The first and the second cumulant,
C1 and C2, are essentially the current I = eC1 and its zero-frequency noise S = e
2C2, respectively. Their
ratio, the Fano factor F = C2/C1, represents a dimensionless measure for the noise of the transport
process [40]. It is defined such that for a Poissonian process F = 1.
Our goal is now to find a reduced master equation that allows one to compute φ(χ, t). We start
again from the full density operator R, but now multiply it with the operator exp(iχNR) before tracing
out the leads. This yields the generalized reduced density operator P (χ, t) = trleads{exp(iχNR)R} which
contains information about the electron distribution of the drain and fulfills the trace condition trP = φ.
Using the commutation relations [NR,Λ] = Λ and [NR,Λ
†] = −Λ†, where Λ =∑q Vqc†3c3q, we obtain the
master equation
P˙ (χ, t) = LχP (χ, t) (2.14)
with the augmented Liouvillian
Lχ = L+ (eiχ − 1)J + + (e−iχ − 1)J− (2.15)









c˜†3(−t′)ρc3f`() + h.c., (2.16)
and J + is formally obtained from J− by the replacement (c†3, c3, fR)→ (c3, c†3, 1−fR). The superoperator
J + describes tunneling from dot 3 to the right lead, while J− corresponds to the reversed process. We
proceed as for the derivation of the master equation (2.10) and decompose the current superoperators
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In the long-time limit, the dynamics of P (χ, t) is governed by the eigenvalue of Lχ with the largest
real part, denoted as λ(χ). We assume that λ(χ) can be uniquely identified by its limit limχ→0 λ(χ) = 0,
i.e., it corresponds to the stationary solution of the Liouvillian L = Lχ→0. Then, P = A(χ) exp[λ(χ)t],
with A(χ) be the corresponding “eigenoperator” of Lχ. It is straightforward to see that lnφ(χ, t) =
ln trA(χ)+λ(χ)t. In the long-time limit, the contribution of the normalization factor is not relevant and,








The remaining task is now to compute the proper eigenvalue of Lχ and its derivatives with respect to
χ. In many cases, the reduced density matrix has a sufficiently small dimension or possesses symmetries,
such that one can continue with analytical calculations. As soon as one has to resort to a numerical
treatment, however, one faces the difficulty of numerically computing derivatives. This can be avoided
with the recursive scheme developed in Ref. [48] even for non-Markovian master equations. Here we
restrict ourselves to the Markovian limit.
Since we are interested in the derivatives of the cumulant generating function at χ = 0, we can
treat χ as small parameter and employ perturbation theory. Then the series (2.18) for the eigenvalue
λ(χ) corresponds to the usual ansatz for the eigenvalue. It can be computed by the recursion derived
in Appendix A.1, see Eqs. (A.6) and (A.7). Upon setting in these expressions Ek = Ck/k!, Vk =






















The iteration starts from the stationary solution of the Liouvillian, P0 = |φ0〉 = ρ∞, which implies
E0 = C0 = 0. Multiplication with the corresponding left eigenvector 〈φ0| must correspond to computing
the trace. This becomes clear when one notes that the Liouvillian is trace conserving, i.e. trLX = 0
for any operator X. Consequently, Q = (1 − ρ∞tr) is the projector on the subspace perpendicular to
ρ∞. In this subspace, the Liouvillian possesses the pseudo-inverse Q/L. Applying it to any operator,
i.e. computing (Q/L)B ≡ X, is equivalent to solving the linear equation LX = B under the constraint
trX = 0.
In particular, we obtain for the first two cumulants, which are the current and the zero-frequency
noise, the known expressions [49]
I = etr(J + − J−)ρ∞ (2.21)
S = e2tr(J + + J−)ρ∞ − 2e2tr(J + − J−)QL (J
+ − J−)ρ∞. (2.22)
Chapter 3
Electron bunching in triple quantum
dot
Summary
In this chapter we investigate the conduction properties of a triple quantum dot in ring config-
uration as sketched in Fig. 4.2. Along this chapter we will focus on the influence of a gate voltage that
allows shifting of the levels of dot 2 out of resonance and we leave the resonant regime for the next chapter.
The intuitive expectation is that for strong detuning, the two other dots govern the transport process,
such that the triple quantum dot behaves like a double quantum dot. While this is indeed the case for
the current, electrons temporarily trapped in dot 2 may cause Coulomb blockade and, thus, interrupt
the transport such that the electron flow becomes avalanche-like. This is reflected in the zero-frequency
component of the current-current correlation function which significantly exceeds the value for a Poisson
process. With this criterion, avalanche-like transport has been predicted for quantum dots coupled to a
harmonic mode [49, 88], multi-level quantum dots [8], triple quantum dots in the Kondo regime [165],
and also when destructive interference effects strongly suppress the current [160, 159, 103, 143].
3.1 Introduction
During the last decade, a huge effort has been made to understand the conduction properties
of quantum systems that consist of only a few discrete levels. Spurred by Feynman’s vision of “plenty of
room at the bottom” [44], it has e.g. been proposed to use single molecules as elements of future electronic
circuits [36]. Although this task is far from being accomplished, molecular electronics already became
an established field [63, 28]. Apart from their technological promises, conducting molecules may also
serve as tools for the implementation of fundamental physical phenomena. One example is the intriguing
effect of tunnel suppression by the purely coherent influence of an ac field [59], which is stable even in
the presence of Coulomb repulsion [27]. Coherent destruction of tunneling leaves its fingerprints in the
transport characteristics of laser-driven molecular wires, where an ac field may suppress the current and
its fluctuations [98, 22, 125, 89].
An established theoretical tool for characterizing such correlated transport is full counting statis-
tics [8, 100, 5] which provides the complete information about the distribution of the transported charge
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Fig. 3.1: Triple quantum dot in ring configuration coupled to electron source and drain. The onsite
energies of dots 1 and 3 are 1,3 = 0, while the onsite energy of dot 2 can be tuned by a gate voltage such
that 2 = eVgate. The bias voltage V is assumed to shift the chemical potentials symmetrically, such that
µL = eV/2 = −µR.
in terms of the corresponding cumulants. For a Markovian master equation as employed below, it is
possible to express these cumulants as derivatives of a particular eigenvalue of the Liouville operator
augmented by a counting variable [5]. Generally, this requires the computation of derivatives of high
order. As soon as one has to rely on a numerical treatment, practical calculations may represent a
formidable task. Recently, Flindt et al. have found a way to circumvent this difficulty [48, 47]. Based on
Rayleigh-Schro¨dinger perturbation theory, they derived a scheme that allows one to recursively compute
the full counting statistics. We use this approach for our numerical solution.
This chapter is organized as follows. In Section 4.2 we introduce a system-lead Hamiltonian and
derive a master equation formalism for the computation of the full counting statistics. The numerical
results for the current and the zero-frequency noise, presented in Section 4.3, provide information about
the super-Poissonian nature of the transport process. In Section 4.4, we derive for the cumulants up to
fourth order analytical expressions valid in the low-bias regime.
3.2 Model and master equation approach
3.3 Numerical observations
An intuitive picture for the transport properties as a function of the gate voltage can be provided
for the limiting cases in which the detuning of dot 2 is either much larger or much smaller than the inter-
dot tunneling: In the limit |eVgate|  T , all three dots are in resonance and, thus, the electrons may take
with similar probability two different routes, namely |1〉 → |3〉 and |1〉 → |2〉 → |3〉. Therefore one expects
interference to be relevant, such that the current can be modified by a magnetic flux penetrating the ring.
If the gate voltage is large, by contrast, i.e. for |eVgate|  T , dot 2 is off-resonant and, thus, should be
of minor relevance. Therefore, the transport properties of the setup are expected to be essentially those
of a double quantum dot formed by dots 1 and 3. Our numerical results, however, will demonstrate that
this is only true for the average current, while the current noise is significantly altered by the presence of
dot 2 even when far detuned.
As a first step, we solve the master equation numerically. In doing so, we identify parameter
regimes in which the stationary state of the triple dot is dominated by a few eigenstates. This allows us
to reduce the complexity of the master equation, such that we can achieve an analytical treatment that
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Fig. 3.2: Current as a function of the gate voltage Vgate = 2/e for different magnetic fluxes Φ and bias
voltages. The inter-dot tunnel coupling and interaction are τ = 2Γ and U = 80Γ, respectively. Inset:
Corresponding visibility for eV = 120Γ.
provides insight to the transport mechanism. For the numerical solution, we use the dot-lead coupling Γ
as energy unit. For the typical value Γ = 10µeV, the corresponding current unit reads eΓ/~ = 2.43nA.
3.3.1 Stationary current and occupation probabilities
We focus on the region without interference effects. There a main feature of the current is that
it exhibits plateaus, see Fig. 3.3(a). This is consistent with the usual Coulomb blockade scenario in
which the bias and the gate voltage, determine the maximal number of electrons that can reside on the
dots. Accordingly, the probability for having a particular dot occupation changes at the steps, as can
be appreciated from Fig. 3.3(b). Moreover, an electron can tunnel from a left lead to the dots only if it
has sufficient energy to compensate the Coulomb repulsion of the electrons that are already in the triple
quantum dot. Thus the occupation with N electrons (N = 1, 2, 3) is possible only if one chemical potential
is larger than (N − 1)U . For the symmetric positive voltage drop assumed herein, the larger chemical
potential is µL = eV/2. This implies that the occupation probability pN vanishes if eV < 2(N − 1)U ,
which is consistent with the occurrence of the steps shown in Fig. 3.3(b). In particular, for e|V | < 2U ,
only single occupation plays a role. Below we will use this fact for establishing an analytical treatment
in the low-bias regime.
3.3.2 Shot noise and Fano factor
So far we have seen that unless the bias voltage is extremely low, the current is always of the
order eΓ/~, i.e. changing the gate voltage or the bias voltage modifies the current typically by a factor
of the order unity. Figure 3.4 demonstrates that the noise, characterized by the Fano factor F = S/e|I|,
generally exhibits a more significant dependence on both the bias and the gate voltage.
In the three-electron regime, i.e. for eV > 4U , the Fano factor is of order unity and almost
independent of 2. This indicates that the transport process is Poissonian. In the two-electron regime,
i.e. for U < eV/2 < 2U , the Fano factor [Fig. 3.4(c)] exhibits a quadratic dependence on 2 as well, but
the absolute values are now significantly smaller.



























Fig. 3.3: (a) Current as a function of the bias voltage eV = µL − µR for various interaction strengths.
The inter-dot tunnel coupling and the gate voltage are τ = 2Γ and Vgate = 2/e = 40Γ/e, respectively.
(b) Probability that for U = 80Γ, the asymptotic state of the triple quantum dot contains N electrons.
A rather pronounced dependence on the gate voltage Vgate = 2/e is found in that part of the
single-electron regime in which the left chemical potential is so large that all single particle levels lie
within the voltage window, i.e. for 2 < eV/2 < U ; see Fig. 3.4(b). In particular, we observe a quadratic
growth of the Fano factor, F ∝ 22, with highly super-Poissonian values. This already indicates electron
bunching, where each bunch consists of roughly F electrons [102].
3.3.3 Full counting statistics
A more complete picture can be drawn by considering the distribution function of the trans-
ported electrons or equivalently all cumulants, i.e., the full counting statistics. Here we restrict ourselves
to the corresponding long-time limit which characterizes the low-frequency fluctuations. For avalanche-
like transport, higher-order cumulants were computed [49, 8, 160, 159, 103] and recently also measured
[54].
In a simplified picture, one may consider the electron avalanches as particles with charge q = eF
that are transported in an uncorrelated manner. For this Poisson process, the cumulants (2.13) grow







Closer theoretical investigations of avalanches with finite duration [8, 47], however, indicate that this
picture deserves some refinement. In fact there it was found that the cumulants grow even faster. In
avalanche diodes, by contrast, the opposite was measured, namely that the cumulants do not grow as
fast [54]. But so far the underlying mechanism has not been revealed.
Figure 3.5 depicts the super exponential growth of the Ck in both the one-electron regime and
the two-electron regime. The solid line demonstrates that only the cumulants of very low order follow the
behavior of the Poisson process underlying Eq. (3.1). Thus, we also in our case observe that already the
third cumulant slightly exceeds the value F 2C1, while higher-order cumulants even assume significantly
larger absolute values. It is also interesting to notice that the sign of the cumulants changes periodically
with the index k. This hints on the recently conjectured “universal cumulant oscillations” [46].






















Fig. 3.4: (a) Fano factor of the current shown in Fig. 3.3(a) for the interaction strength U = 80Γ. (b,c)
Fano factor as a function of the detuning 2 = eVgate for the bias voltages (b) V = 120Γ/e and (c)
V = 280Γ/e. The dashed line in panel (b) represents the analytical result (3.8) valid in the one-electron
regime.
3.4 Analytical solution in the one-electron regime
If the bias voltage is so small that only one electron can reside on the triple dot, i.e. for eV < 2U ,
all relevant eigenstates of HTQD are the empty state |0〉 and the one-electron states. To lowest order in
T/2, the latter are given in the basis of the localized states |j〉 = c†j |0〉 by the expressions
|φ1〉 = 1√
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For symmetry reasons, each of these states couples with equal strength to the left and to the right lead,
such that the corresponding incoherent transition rates from and to the leads are given by
ΓL,n = ΓR,n = Γ|〈φn|3〉|2 ≡ Γn. (3.5)
For the approximate eigenstates (3.2)–(3.4) the coupling constants read Γ1 = Γ2 = Γ/2 and Γ3 = Γτ
2/22.
If the dot-lead coupling Γ is sufficiently small, one can neglect within a rotating-wave approxi-
mation off-diagonal elements of the reduced density operator [89], such that the system is well described
by the occupation probabilities (P0, P1, P2, P3) for the eigenstates |0〉 and |φn〉, n = 1, 2, 3. The corre-
sponding Liouville operator is
L1e =

−Γ Γ1 Γ2 Γ3
Γ1 −Γ1 0 0
Γ2 0 −Γ2 0
Γ3 0 0 −Γ3
 , (3.6)
where the index “1e” refers to the restriction to single occupation. We have assumed that the chemical
potentials are such that all three one-electron states lie within the voltage window. Moreover, we have

















Fig. 3.5: Full counting statistics of the current for 2 = 40Γ and the bias voltages V = 120Γ/e (one-electron
regime) and V = 280Γ/e (two-electron regime) expressed by the cumulants Ck. All other parameters are
as in Fig. 3.4. Open symbols mark positive values while filled symbols correspond to negative values. The
line marks the behavior for uncorrelated tunneling of charges q = eF in the one-electron regime (circles),
cf. Eq. (3.1). Inset: Enlargement of the lower left corner.
employed the sum rule Γ =
∑3
n=1 Γn which follows from the completeness relation for the eigenstates
|φn〉 in the one-electron subspace. The corresponding particle current operators are J− = 0, while J +
is obtained from L1e by keeping only the elements placed above the diagonal.
The stationary state of the Liouville operator can now be readily computed and reads P0 =
1/4 = Pn for all n. Inserting this into the current formula (2.21), yields I = eΓ/4~. Interestingly enough,
the current does not depend on the structure of the eigenstates, which is a consequence of the mentioned
sum rule for the Γn.
For the Liouville operator (3.6), not only the stationary current, but also the zero-frequency
noise (2.22) can be evaluated exactly. Starting from the latter expression, one obtains after some lines of
















In the limit Γ1,2  Γ3, only terms with Γ3 in the denominator are relevant, so that we obtain S =





It indeed exhibits the predicted parabolic dependence on the gate voltage Vgate = 2/e. A quantitative
comparison of both the current and the Fano factor with the numerical results depicted in Fig. 3.4(b) yields
a satisfactory agreement in the range considered here. This implies that our one-electron model indeed
captures the essential features of the electron avalanches through the triple quantum dot. Moreover, it
implies that the (average) size of the avalanches is q = e22/8τ
2.
The proportionality of the Fano factor to (2/τ)
2 suggests for the transport in the one-electron
regime the following scenario: Assume that the off-resonant dot is initially unoccupied, while electrons
are transported via dots 1 and 3. Then, according to standard perturbation theory, electrons in these dots
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may tunnel to dot 2 with a probability amplitude proportional to the tunnel matrix element divided by
the energy difference, i.e. with a probability p ∝ (τ/2)2. Thus after on average 1/p electrons have been
transported, an electron will tunnel to dot 2 and cause temporary Coulomb blockade which is resolved
only when the electron tunnels further. Thus, the dynamics is given by periods with an open channel
that on average terminate after an avalanche with 1/p ∝ (τ/)2 electrons has been transported. This
explains the observed proportionality of the Fano factor F ∝ (2/τ)2. This scenario also hints on why the
cumulants deviate from conjecture (3.1): The average duration of an avalanche is as long as the waiting
time between subsequent avalanches, while conjecture (3.1) is based on the assumption of a much shorter
avalanche duration.
In the limit Γ3  Γ, it is still possible to evaluate some cumulants of higher order analytically,


























Thus, the first two cumulants behave as expected for short avalanches with charge q = eΓ/8Γ3. However,
already the third and the forth cumulant deviate from the Poissonian value by a factor ±3 in compliance
with our numerical observations in Sec. 3.3.3.
3.5 Conclusions
The emergence of an interference pattern with good visibility usually requires the coherent
superposition of two or more paths that are traversed with like probabilities. In an Aharonov-Bohm
interferometer formed by quantum dots in ring configuration, a significant detuning of the dot that is not
connected to any lead has the consequence that transport through one arm requires co-tunneling. Since
this reduces the transmission probability of that path, the interference pattern as a function of a pene-
trating flux will fade away. We have demonstrated that, nevertheless, strongly detuned interferometers
bear interesting effects manifest in the noise properties of the current. In particular, we have shown that
strong electron bunching may occur. It turned out that this is most pronounced in the low bias regime
in which Coulomb repulsion forbids the occupation of the triple quantum dot by more than one electron.
The prime quantity of interest in that context is the Fano factor for which we have predicted huge
values: the relative noise strength may exceed that of a Poisson process by several orders of magnitude.
This has led us to the conclusion that the current consists of avalanches with a finite duration. The
physical reason for this is that electrons may become trapped in the off-resonant quantum dot, such that
Coulomb blockade interrupts the transport until the trapped electron is released. The analysis of the
higher-order charge fluctuations—the full-counting statistics—has revealed that the cumulants grow even
super exponentially with their order.
For the computation of the full-counting statistics, we have employed the iterative scheme re-
cently developed in Ref. [48]. This has been essential for the treatment of the three-dot problem, since
the Hilbert space is already too large for a full analytical treatment. Nevertheless, in the most relevant
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regime of single occupation, we have performed the first iteration steps analytically, such that we have
obtained expressions for the first four cumulants in the limit of strong detuning.
In conclusion, we have studied electron interferometers in a regime that so far has not attracted
much attention, most likely due to the lack of pronounced interference effects. Precisely in this regime,
however, the shot noise properties are most interesting and strong electron bunching occurs. Thus,
quantum dots in ring configuration may serve not only for the observation of interference effects, but also
for the creation of currents with widely tunable super-Poissonian fluctuations.
Chapter 4
Phonon-mediated decoherence in
triple quantum dots interferometers
If you have a problem with the third act, the real problem is in the first act.
Billy Wilder
Summary
In this chapter we study transport through a triple quantum dot in a ring configuration (see
Fig. 4.2) under the influence of the interaction with a damped phonon mode [34]. We will focus on the
situation where the dot energy levels are near resonance, and therefore interference is important. It has
been theoretically shown that in this situation interference phenomena blocks transport in what is known
as dark state, that is, an electron is trapped in the superposition [110, 37]
|Ψdark〉 = 1√
2
(|1〉 − |2〉). (4.1)
Obviously, it is orthogonal to state |3〉 and, thus, is decoupled from the drain. This implies that once an
electron populates state (4.1), it cannot leave the triple dot. Since Coulomb repulsion inhibits further
electrons from entering the dots, the current vanishes. Therefore, in this situation decoherence destroys
the perfect superposition determining transport through the system. In this chapter we have studied
the decoherence produced by the interaction with a damped phonon mode and we provide an effective
Liouvillian that allows to study analytically the current and to have a clear image of the decoherence
mechanism.
The chapter is organized as follows. In Sec. 4.2 we introduce the phonon-system-lead Hamilto-
nian and derive a quantum master equation with which we investigate in Sec. 4.3 the impact of decoher-
ence on the current and its noise. Section 4.4 is devoted to an effective master equation for only the dot
electrons based on a polaron transformation.
4.1 Brief introduction to decoherence
The natural enemy of interference is decoherence, i.e., the loss of the quantum mechanical
phase. Decoherence is the result of the formation of quantum correlations with the environment. These
24
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correlations are responsible of the strikingly different behavior of isolated and interacting systems.
Let us for example imagine that we can separate two quantum systems, S andM, from the rest





so that both systems become entangled.
In the case that, for example, the system M has many degrees of freedom, this entanglement
becomes irreversible. Therefore, it is important to note that the environment can not be ignored or treated
as a classical background. In this way, we see that decoherence and irreversibility are intimately related.
Nevertheless, decoherence has not to be identified with dissipation. Decoherence precedes dissipation
acting on a much faster timescale.
Details of the dynamics depend on the kind of coupling between the system we consider and
the environment. In mesoscopic devices, the interaction of the environment will play the role of the
measurement process. that the considered system interacts with environmental degrees of freedom and,
thus, becomes entangled with them. Then, without specifying the state of the environment one must
average over all possible states of the environment, diminishing the interference and thus, the system
tends to behave classically.
We can differentiate between three sources of decoherence depending on the nature of the envi-
ronment [153]. The most frequently employed model for describing decoherence is the linear coupling of a
central system to a bath of harmonic oscillators representing, e.g., phonons or photons [105, 43, 21, 97, 64].
Owing to the linearity of both the bath and its coupling to the system, the former can be eliminated
[42] yielding a master equation or a path integral description of the now dissipative central system. An
example of this is a spatial delocalized particle [62] interacting weakly with an environment sensitive to
its position. Thus, a cloud is built around the particle, measuring to some extent its position which leads
to the destruction of the coherences. If decoherence stems from the coupling to localized modes baths
such as nuclear spins or defects, a spin bath model is more appropriate [152, 146, 128]. This time, is the
environmental spin phase which measures the spin phase of the central system, [152] leading to a much
more effective decoherence action. A slightly different scenario is the so-called “third-party decoherence”
[153] in which a quantum system couples via a further small quantum system to a bath consisting of
many degrees of freedom (see Fig. ??). A particular case is the coupling of the quantum system via a
harmonic oscillator to a bath of harmonic oscillators. This system-oscillator-bath model is equivalent
to a system-bath model with a spectral density peaked at the oscillator frequency,[172, 157, 57] unless
nonlinearities of the oscillator are taken into account.[166]
Coherent coupling of discrete electronic states with discrete phonon modes leads to effects to
similar to those obtained with phonon cavities. Experimentally, such coupling has been found in carbon
λ
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Fig. 4.1: Pictorical representation of the “third party” decoherence, where the main system S interacts
with another quantum system A which is at the same time interacting with the environment E .





















Fig. 4.2: Triple quantum dot in ring configuration with mutual tunnel couplings τ . Dots 1 and 3 possess
onsite energies 1,3 = 0 and are tunnel coupled to the source and the drain, respectively. Dot 2 interacts
with a damped vibrational mode with frequency ω0, while its onsite energy can be tuned by a gate voltage
such that 2 = Vgate/e. Dot 2 has a vibrational degree of freedom, while dots 1 and 3 are rigidly attached
to the contacts.
nanotubes [101], and also in single [171] and double [170, 135] quantum dots. In these systems, the
phonon mediates “third-party decoherence” to the electrons. Here we investigate how the coupling of dot
electrons in a triple quantum dot interferometer to a localized dissipative single phonon mode influences
the destructive interference. We focus on the regime of weak dot-lead tunneling in which a master
equation description is appropriate. Nevertheless, the electron dynamics may exhibit non-Markovian
effects stemming from the coupling to the oscillator. Therefore, it is technically advantageous not to
eliminate the oscillator but to treat it as part of the central system.
4.2 Model and Hamiltonian
4.2.1 Triple quantum dot attached to electron reservoirs
In order to describe transport through the triple quantum dot we use the same model as in the
last chapter, that is coherent coupling between dots (see eq. (1.1)) and the Born-Markov approximation
for the electron reservoirs (see eq. (1.6)). This time we restrict the transport regime to the limit of strong
inter-dot and intra-dot Coulomb repulsion such that only the states with zero or one excess electron on
the ring are relevant. Thus, the only relevant states are the empty state |0〉 and the one-electron states
|i〉 = c†i |0〉, where i = 1, 2, 3 refers to the dot on which the electron resides and c†i is the associated electron
creation operator.
4.2.2 Electron-phonon interaction
Electron-phonon interaction affects transport in several ways. As we mentioned above, in this
work we will focus on the decoherence given in the dark state given by eq. (4.1). Therefore most of the
effects can be captured in a model that just considers the interaction in one of the dots 1 or 2. Thus, for
the sake of simplicity we will just consider the interactions of electrons passing through dot 2. Therefore,
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† + a), (4.4)
which can be interpreted as a dynamical energy shift. In turn, an electron on dot 2 entails a force on
the oscillator, such that the latter acquires information about the path that an electron takes on its way
from source to drain. Such “which way information” influences interference properties. Notice that we
treat the coupling energy λ as parameter despite the fact that it can be determined from microscopic
considerations [16]. At the end of the chapter we will extend the formalism to all dots and see that there
is an extra interference effect that is not included in the present set-up.
Dissipation of the localized phonon mode stems from the interaction with a bosonic environment














ν + aν), (4.6)
where aν and a
†
ν are the creation and annihilation operators of the bath modes, while λν are the cou-
pling constants. The influence of the environment is fully determined by its spectral density I(ω) =
pi
∑
ν |λν |2δ(ω − ων), which we assume to be Ohmic, i.e., I(ω) = γω, where γ denotes the effective
damping rate.
4.2.3 Quantum master equation
In order to derive a master equation for the dissipative dynamics of the triple quantum dot and
the localized mode, we start from the Liouville-von Neumann equation for the full density operator, i~R˙ =
[Htot, R], where Htot is the sum of all the Hamiltonians appearing above. Using standard techniques [12],
we obtain for the reduced density operator the equation of motion







dt[HV , [H˜V (−t), R]] ≡ Lρ, (4.7)
which can be evaluated under the factorization assumption R ≈ ρleads,0 ⊗ ρbath,0 ⊗ ρ. We have defined
H0 = HTQD + Hph + Ve-ph. The tilde denotes the interaction picture X˜(t) = U
†
0 (t)XU0(t), where
U0(t) = exp{i(H0 +Hleads +Hbath)t/~}. The coupling of the central system to the leads and the heat
bath has been subsumed in the interaction Hamiltonian HV = Hdot-leads +HD.
We insert Hdot-leads and HD and evaluate the trace of the electron and phonon reservoirs to







1 − c†1c1ρ− ρc†1c1)−
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where n¯ = [exp(~ω0/kBT )−1]−1 is the thermal occupation number of the localized mode at temperature
T . Restricting ourselves to the limit in which all dot states lie within the voltage window, we have
replaced the Fermi function of the left lead by 1 and that of the right lead by 0. Only in this limit, the
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Fig. 4.3: Left pannel shows current at zero detuning, 2 = 0, as a function of the scaled magnetic flux φ
for two values of the phonon damping strengths γ compared to the current in the absence of the phonon
(λ = 0). The dot-lead tunneling rate is Γ = 0.1ω0. In the non-interacting case, the current drops to zero
at semi-integer values of the quantum flux. The Aharonov-Bohm amplitude is reduced by the phonon-
mediated decoherence of the dark state. Right pannel shows a plot of the visibility ν vs. λ for three
different values of γ = 0.01ω0, 0.05ω0 and 0.1ω0.
dot-lead tunnel terms proportional to ΓL,R assume this simple form. Moreover, we consider the oscillator
dissipation within rotating-wave approximation [55]. In contrast to the last chapter, we are allowed to
use the localized basis of the system because we work in the infinite bias regime.
We use current and noise operators from the last chapter, for unidirectional transport, i.e. J− =
0, and
J + = eΓ3
~
c†3ρc3. (4.9)
Then the stationary current and noise [116] expectation values read
I = TrJ +ρ∞, (4.10)
S = eTrJ +ρ∞ − 2eTrJ +Lˆ−1J +ρ∞, (4.11)
where ρ∞ denotes the stationary solution of the master equation (4.8), and Lˆ−1 is the pseudo-inverse of
L, whose action on Lρ∞ ≡ X is computed by solving LX = J +ρ∞ under the condition TrX = 0. Below
we will always discuss the noise strength in relation to the current. This motivates the definition of the
Fano factor F = S/eI, which assumes the value F = 1 for a Poisson process.
For a numerical solution, we will have to truncate the Hilbert space of the localized phonon
mode at some maximal phonon number N . Unless explicitly stated otherwise, truncation at N = 20
ensured numerical convergence.
4.3 Numerical observations
In this section we briefly explain the behavior of the numerical results obtained from the quan-
tum master equation, which accounts the whole electron-phonon system. We differentiate between two
different regimes, 2  τ and 2 . τ
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Fig. 4.4: Comparison of the results with the full quantum master equation (4.8) and those of the effective
master equation (4.31) for λ = 0.1~ω0, γ = 0.05ω0, τ = 0.01~ω0 and Γ = 0.1ω0. The temperature is(a)
T = 0 and (b) T = 1.5~ω0/kB .
4.3.1 2  τ
As we have already seen in the previous chapter, when dot 2 is strongly detuned, i.e., for
|2|  τ , tunneling from and to this dot becomes off-resonant. Thus, the direct path from dot 1 to
dot 3 is much more likely than the detour via dot 2. Then, in the absence of the oscillator, we expect
interference effects to play a minor role. Nevertheless, electrons may be trapped in dot 2 such that the
current flow is interrupted until the trapped electron tunnels off-resonantly to dot 3 and transport is
restored. Consequently, the electron transport becomes bunched [35]. The current plotted in Fig. 4.4
demonstrates that this scenario needs to be refined when the electron on dot 2 couples to a vibrational
mode, because then temporal electron trapping can be caused also by emission and absorption of phonons.
This leads to dips and peaks in the current whenever 2 is detuned by roughly an integer multiple of
~ω0. For finite temperature and negative detuning [Fig. 4.4(b) for 2 < 0], the dips are caused by
the predominating phonon emission, while those for positive detuning are due to the a more frequent
absorption (see discussion below concerning C). The different size of the peaks and dips for positive
and negative values of  [Fig. 4.4(b)] stems from spontaneous processes which render emission more likely
than absorption. In the zero temperature limit [Fig. 4.4(a)], phonon absorption no longer occurs and
consequently, the dips at positive detuning vanish. Then small peaks emerge, which correspond to the
relaxation of electrons that temporally populate in dot 2. As we can clearly appreciate in Fig. 4.4, results
obtained by means of the effective master equation fit rather well with those obtained with the quantum
equation.
4.3.2 2 . τ
At zero flux, φ = 0, the two paths |1〉 → |3〉 and |1〉 → |2〉 → |3〉 interfere destructively at the
drain [110, 37]. If φ is changed, a finite current flows, unless φ assumes a semi-integer value [37, 19],
as is visible from the Aharonov-Bohm oscillations depicted in Fig. 4.3. Figure 4.3 also shows that when
coupling dot 2 to the oscillator, Aharonov-Bohm oscillations fade out with increasing dissipation strength
γ, which is a signature for the influence of decoherence. Moreover, it can be seen that this fading can be
read off faithfully at φ = 0 and, thus, henceforth we restrict ourselves to this value. The insets of Fig. 4.4
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Fig. 4.5: Current and Fano factor as a function of the electron-phonon coupling for the dark state, i.e.,
for the detuning  = 2 − λ2/~ω0 = 0, at zero temperature and two values of the dissipation strength γ.
All other parameters are as in Fig. 4.4(a). The dotted lines mark the results obtained with the reduced
master equation (4.31). Numerical convergence was reached when considering N = 25 Fock states of the
phonon mode.
show the current as a function of the detuning for the electron-phonon coupling strengths λ = 0.1~ω0 and
two different temperatures for small detuning. An interesting observation is that with increasing electron
phonon coupling (not shown), the minimal current not only grows, but also is shifted from 2 = 0 to the
value 2 = λ
2/~ω0. This shift can be obtained by a polaron transformation, as we will detail in Sec. 4.4.





where Imax = maxΦ I(Φ) is the maximal current upon flux variation for a given gate voltage, and Imin
is defined accordingly. In the right pannel of Fig. 4.3 we show ν vs. λ for three different values of the
coupling with the dissipative bath γ. As expected, decoherence is more severe for a higher coupling γ.
The influence of the electron-phonon interaction on the current close to the dark state can be
seen in figures 4.5(a) and 4.6. There, we show the current as a function of the electron-phonon coupling
and the temperature, respectively, for a detuning  = 0 which corresponds to the dark state. Both plots
confirm that the current blockade is resolved with increasing electron-phonon coupling and temperature,
underlining the growing importance of decoherence. The current saturates at the value ID ≈ 0.02eΓ/~, as
a function of the electron-phonon coupling λ; see Fig. 4.5(a). Figure 4.5(b) depicts the associated current
noise in terms of the Fano factor. As the electron-phonon coupling increases, both the current and the
shot noise become larger. Initially, the current grows faster than the shot-noise, and consequently the
Fano factor is reduced; see Fig. 4.5(b). Once the electron-phonon coupling λ becomes of the order ~ω0,
this tendency is reversed. While the current saturates, the shot noise keeps growing, as is visible in the
behavior of the Fano factor. For larger values of λ, numerical convergence requires taking an increasing
number of oscillator states into account, which limits the observable range.














Fig. 4.6: Current as a function of the temperature for electron-phonon coupling λ = 0.15~ω0, Γ = 0.1ω0
and detuning  = 2 − λ2/~ω0 = 0, corresponding to the dark state. The dotted lines are obtained with
the reduced master equation (4.31) for the dot electrons.
4.4 Effective master equation
In this section we obtain an effective master equation for the electronic part by tracing out
the phonon degree of freedom. In order to trace out the phonon mode and try to keep most of the
dynamical effects on the electronic part, one can take advantage of the fact that the dynamics of the
phonon mode are much faster than the electronic system. Thus, we can imagine that a cloud of phonons
dresses instantaneoulsy the electron moving coherently between the dots. Consequently, the system can
be acurately described by the so-called displacement-oscillator ansatz [150, 67]
|Ψ〉 = α1|1〉|0ph〉+ α2|2〉|λph〉+ α3|3〉|0ph〉, (4.13)
where λph is a variational parameter. Then, we apply the polaron transformation, which consists basically
in a displacement of the phonon mode to its ground state, that is
|Ψ〉 = (α1|1〉+ α2|2〉+ α3|3〉)⊗ |0ph〉. (4.14)
and trace out the phonon degree of freedom from the Hamiltonian. One then finds that the variational
parameter is equal to λ/~ω0. Below, we will perform the polaron transformation to the whole quantum
master equation and then we will trace out the phonon degree of freedom.
4.4.1 Polaron transformation
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beeing nˆ2 = c
†
2c2, so that the transaffects operators containing c
(†)
2 . Performing such transformation to
the Hamiltonian corresponds to the replacements











Notice that all lead and bath operators remain unchanged. The Hamiltonian H0 then reads







† + h.c.) + ~ω0a†a, (4.19)
where  = 2 − λ2/~ω0 denotes the effective detuning, about we have spoken above.
We also have to perform the polaron transformation to the rest of the Liouvillian. It can be
demonstrated that for the infinite bias regime, the tunnel dot-lead couplings remain unchanged. However,




(n¯+ 1)(2a¯ρa¯† − a¯†a¯ρ− ρa¯†a¯) + γ
2
n¯(2a¯†ρa¯− a¯a¯†ρ− ρa¯a¯†), (4.20)
by the simple substitution of the rule given in eq. (4.16).
4.4.2 Elimination of the dissipative mode
The next step consists in tracing out of the phonon mode. There are two different kinds of
Liouvillians. The first one is given by the resulting transformation of eq. (4.20), which can be directly
and easily done because the only electron operator it has is n2, which is approximately constant in the
interaction picture. On the other hand, we have the Hamiltonian given by eq. (eq:imint) which contains
electron and phonon operators that change dynamically. In order to keep the phonon influence on the
electronic system, we take second order expansion and trace the damped phonon mode, taking into
account that the phonon terms in the transformed Hamiltonian are proportional to the small quantity
τ . In order to do this we follow the recipe given in chapter 2. The first thing is to obtain the interaction
picture, then second order Born expansion, Markov approximation and finally the trace of the damped
phonon mode.
Interaction picture We take the interaction picture respect to the Hamiltonian
HTQD,eff = nˆ2 + τ(c
†




1c2 + h.c.) (4.21)
where the electron tunneling τ between dot 2 and the two other quantum dots is renormalized according
to















† + h.c.). (4.23)
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to second order in the Bloch-Redfield approximation. We have used the phonon part of the interaction,
Y = X − 〈X〉eq, such that 〈HY 〉eq vanishes. It is important to note that the phonon mode is damped by









which accounts for the irreversible coupling.
Born-Markov approximation In this study we restrict ourselves to the easiest scenario, that
is, the assumption of a decoupled time evolution of the boson works well at any detuning. This route
has been taken in Refs. [15, 16], and it is equivalent to the non-interacting blip approximation common
in quantum dissipation [32, 31, 112]. Then, using such a decoupling of the reduced density matrix we
obtain
ρ˜(t′) ≈ ρ0phTrphρ˜(t′), (4.25)
neglecting possible backaction effects. We also make use of the Markov approximation so that we make















The commutator and the double commutator give rise to four different terms which are evaluated with
the help of the quantum regression theorem. These are
c†i cj(t)ρ(t)〈Xt〉 → renormalization of the tunnel interdot, (4.27)
c†i cj(t)ρ(t)c
†
i cj(s)〈X†tXs〉 → correlation functions, (4.28)
c†i cj(t)ρ(t)c
†
i cj(s)〈XtXs〉,→ counterrotating terms, negligible (4.29)
c†i c2(t)ρ(t)c
†
2cj(s)〈X†tXs〉 → time ordering changed, negligible. (4.30)
Taking into account just those terms which arise from eqs. (4.27) and (4.28), and taking back
the the Liouvillians of the leads Lres and the polaron transformed and reduced phonon damping given
by the trace of eq. (4.20), we arrive to
d
dt






τ¯ [p12 + p23 + h.c., ρe(t)] + Lresρe(t) + Ldecohρe(t) + Lcorrρe(t). (4.31)
In the derivation of this Liovillian we have neglected terms like (4.29) and (4.30), for different reasons.
The term (4.29) depends on the time t+ s and, thus, is rapidly oscillating. Therefore it can be neglected
within a rotating-wave approximation. Finally, terms of the type (4.30) come in pairs with opposite
time-ordering and opposite sign. Therefore their net contribution is proportional to a commutator and,
thus, is of the order τ , i.e., one order beyond what is considered in the master equation (4.31).
We can see that apart from the tunnel renormalization, two additional Liouvillians emerge. The
first one, Ldecoh, describes decoherence of the dark state, and is directly obtained replacing eq. (4.16) in







(2nˆ2ρenˆ2 − nˆ2ρe − ρenˆ2), (4.32)





Fig. 4.7: Illustrative schema of the tunnel renormalization by the interaction with the phonon mode.
When the electron passes through dot 2 a phonon cloud surrounds the position of the electron. Conse-
quently, the electron mass is renormalized and the tunnel decreases exponentially.
where we have used the operator relation nˆ22 = nˆ2. While Lcorr, stems from the double commutator in






























and describes incoherent tunneling between the quantum dots where C ≡ C ′ + iC ′′ denotes the phonon
correlation function in Laplace space, derived in appendix E.
4.5 Elements of the effective master equation
4.5.1 Tunnel renormalization
As we have already explained, the fact that the phonon dynamics is much faster than the electron
moving between dots, makes possible that a cloud of phonons follows instantaneously any change in the
position of the electron (see Fig. 4.7 for illustration). This fact makes that the electron mass becomes
renormalized. The consequence of this renormalization is an exponential reduction of the interdot tunnel
τ → τ¯ . Following the reasoning of the last chapter, this renormalization will increment the Fano factor
(see higher values of λ in Fig.4.5). By itself, the tunnel renormalization does not lead to the decoherence
of the dark state and thus to finite current. Indeed, renormalization can be externally compensated by








In fact, in the limit γ → 0, we can find a value of the detuning where the current drops to zero, as we
have seen in the introduction.
4.5.2 Liouvillian affecting at  τ
As we have seen above, when detuning of dot 2 is proportional to an integer value of the
frequency ω0, the influence of the damped phonon mode is given in form of peaks and dips in the current
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|2〉 |1〉 ± |3〉
 > 0  < 0
CC− C−C
|1〉 ± |3〉 |2〉
Fig. 4.8: Illustration of the incoherent tunnels betweeen the states |2〉 and |1〉 ± |3〉 weighted by the
correlation function C for the tunnel |2〉 → |1〉 ± |3〉, and C− for |1〉 ± |3〉 → |2〉.
spectrum. This behavior is recast in the extra Liouvillian Lcorr. It describes incoherent tunnel processes
between dot 2 and 1, 3 with the transfer of energy  (see P (E)-theory [74, 14]). Incoherent tunnels are
weighted by the real part of the correlation function C, (see Fig. 4.9). Specifically, the tunnel from 2 →
1 and 3 is weighted by C, while tunnels from 1 and 3 → 2 is weighted by C− (see Fig. 4.8). Taking into
account the form of the curve C (see Fig. 4.9), we can understand the asymmetry of the intensity of the
dips ( < 0) the peaks ( > 0) observed in Fig. 4.4 and their behavior with temperature.
The regime of validity of this Liouvillian is the same as for the Fermi Golden rule, that is, the
coupling constant has to fulfill λ ~ω0.
4.5.3 Liouvillian affecting at  . τ
The term Ldecoh describes the indirect interaction of the infinite bath of oscillators with the
electron. Due to the irreversible nature of the interaction, it gives rise to decoherence of the dark state,
and therefore to a finite current. A physical picture of the electron decoherence can be developed by
considering the influence of the phonon on the dark state (4.1) and the bath of oscillators. This reasoning
will also yield the associated decoherence rate of the effective Liouvillian (4.32) (see below).
Numerical calculations provide evidence that Lcorr is not relevant for the behavior of the dark
state (see Fig. 4.5). Thus, close to  = 0, we can neglect Lcorr in the master equation (4.31), and then





2 − τ¯2)2 + g1g2τ2ΓD + g2τ¯2ΓΓD
]








of this result close to the dark state is shown with Figs. 4.5 and 4.6. The agreement is rather good
for any coupling constant λ and temperature. The according result for the Fano factor also fits well
(see Fig. 4.5b). A comparison in a broad range of λ, shown in Figs. 4.5 and 4.6, demonstrates that the
approximation is globally valid.
Physical picture of the decoherence mechanism
Let us assume that the electron resides in the dark state |Ψdark〉 ∝ |1〉 − |2〉. Its time evolution
under the influence of the phonon is determined by the interaction-picture Hamiltonian
HI(t) = λnˆ2(t)(a
†eiω0t + ae−iω0t). (4.36)






Fig. 4.9: Real part of the correlation function versus the energy  at two different temperatures T = 0K
and T = 1.5~ω0, λ = 0.15~ω0 and γ = 0.1ω0. In the first case, T = 0K just emission is possible and
thus, only C for  > 0 is finite. This function weights the incoherent tunnel coupling between states |2〉
and |1〉 and |3〉, see discussion in the main text.
Since the electron dynamics is much slower than the oscillator, the number operator nˆ2 is essentially
time-independent. Then the time ordering in the corresponding time-evolution operator









can be evaluated by employing the commutation relation [17]
[HI(t), HI(t
′)] = 2iλ2nˆ2 sin[ω0(t− t′)] (4.38)







ds ds′[HI(s), HI(s′)]θ(s− s′)
]
V (t). (4.39)





while the integral of the commutator in Eq. (4.37) is a mere phase factor which is not relevant for the
subsequent discussion and will be ignored. Thus, the dark state evolves according to
U(t)|Ψdark〉 = 1√
2
(|1〉|0〉ph − |2〉|α(t)〉ph), (4.41)
which means that the oscillator turns into a cat state, i.e., a superposition of two coherent states |0〉
and |α(t)〉. Up to this moment, the bath of harmonic oscillators was undisturbed. However, once the
coherent state |α(t)〉 is formed, the environment starts interacting, pulling it towards the vacuum state.
The evolution of the P representation [23] of this decay has the form of a spiral in the phase space [23]
(see illustration of Fig. 4.10). Then, the irreversible emission of a quanta into the infinite bath
1√
2
(|1〉|0〉ph − |2〉|α(t)〉ph)⊗ |0〉E → 1√
2
(|1〉|0〉ph ⊗ |0〉E − |2〉|α′(t)〉ph ⊗ |1〉E). (4.42)
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Fig. 4.10: We illustrate the evolution of the P representation of the cat state given by eq.4.41. We see
that the interaction with the bath of oscillators provokes that the initial coherent state |α〉 decays towards
|0〉 describing a spiral in the phase space.
This process provokes that the electron-phonon cat state becomes a mixed state, namely
ρe-ph = |1〉〈1| ⊗ |0〉〈0|ph + |2〉〈2| ⊗ |α′〉〈α′|ph. (4.43)
In Appendix F we give a more detailed analysis of the decoherence produced in a superposition two
coherent states by a Markovian bath of harmonic oscillators [169]. In the limit γt 1, the coherence of
such a superposition decays with the rate [20, 169] ΓD(t) = (γ/2)(1 + 2n¯)|α(t)|2, which in the average







Since each of the two involved phonon states is linked to a particular electron state, we can attribute this
decoherence process also to the electrons. Then we can conclude that the electron coherence also decays
with the rate (4.44), which complies with the actual rate in the effective Liouvillian Eq. (4.32). Thus, the
phonon elimination described above is such that the decoherence of an oscillator cat state directly turns
into decoherence of the dark state.
For larger inter-dot tunneling, τ & ~ω0, the interaction-picture operator n2(t) can no longer be
considered time-independent, such that our reasoning has to be modified.
4.6 Other reservoir coupling
As we have seen in the last section, the dynamics between the environment and the phonon
mode determines completely the functional form of the decoherence rate, and thus of the transport. For
this reason, it is of particulary interest to study the effects of different couplings between the environment
and the phonon mode. As an example, we provide here the case where the phonon mode interacts with







ν + aν) (4.45)
With this coupling there is no energy damping, there is however a phase damping. The environment
may be considered as making a measurement of the number of quanta in the system. It is worthy to not
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that the operator a†a is an exact pointer observable of this Hamiltonian since [a†a,H] = 0. It is also a











2a†aρa†a− a†aa†aρ− ρa†aa†a) (4.46)
Then, performing the polaron transformation and tracing out the phonon mode we find a decoherence







4.7 Extension of the electron-phonon interaction to all dots
For the sake of simplicity, at the begining of this chapter we have assumed that the interaction
affects only dot number 2. Since this interaction may differentiate one of the paths, and therefore
decoherence may act and the current arises. In principle, one could expect that the main physical effect
of decoherence is captured by this one-site interaction model. However, this is not entirely truth. In this
section we will see that the inclusion of an extra interaction does lead to an interference effect which was
disregarded in the one-site interaction.
Let us first revisit the electron-phonon Hamiltonian, and extend the interaction to all dots, by





† + λ∗i a)nˆi (4.48)
where λi is the ith-site electron-phonon coupling constant. Loosely speaking, this constant is a complex
number coming from evaluating the matrix elements λj = 〈j|ei rˆj·q|j〉 = λeiφj , where φj = q · rj and rj
is the vector accounting the position of the jth-dot. Assuming homogeneous dots, we obtain that the
electron-phonon coupling differs from one dot to the other from a the fase factor φi − φj .




(a†αj − aα∗j )nˆj , (4.49)












where we have used β = αi − αj . From this result we can directly extract the easy consequence that




i,j , and therefore
τrenorm = τ . This does not only happens with the renormalization of the tunnel, the dark electron state
and the phonon state would factorize and be ∝ (|1〉 − |2〉)|α(t)〉. Then no phonon-induced decoherence
would take place, and consequently, the dark state would continue blocking the electron transport. As it
might be expected, an equal interaction leads to zero correlation function.
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Another important effect is the fact that when we perform the transformation to the decoherence




α∗iαj − |αi|2 − |αj |2
)
ρij . (4.52)
Diagonal projection yields a zero contribution, while the nondiagonal depends on the phase difference
αi = αe
iφi . Assuming that we can tune experimentaly the direction of the phonon wave length, we will
observe current oscillations in the visibility as a function of the angle between q and d.
4.8 Approximations taken deriving the effective Liouvillian
The performed trace out of the phonon mode contains several approximations. In this section
we explain in more detail two of these approximations and also we comment briefly the modification that
the presented results would suffer without performing them.
4.8.1 Infinite bias regime
In the derivation of the effective master equation we have only considered the infinite bias regime.
In a setup closer to real experiments one should consider a finite bias regime. In this situation there are
several things that change respect to the presented scenario. The first thing that one has to have in
mind is the fact that the localized basis approximation makes no sense since the dot 2 is not attached to
the leads and therefore its energy (electron + phonon) as a function of the finite bias is not taken into
account. Therefore, for a correct calculation in the finite bias regime one has to modify the basis of the
model. This would increase considerably the total number of equations, but other approximations could
be performed to keep the problem numerically tractable.
Once we have modified the basis, we can realize that the bias difference determines the number
of phonons that are allowed to be occupied. For this reason, the sums performed in the trace out of
the renormalized tunnel eq. (4.22) and the correlation function C (see App. E) and the decoherence
rate given in eq. (4.32) can not be taken from zero up to infinity, but up to the integer part of the ratio
µL−µR/~ω0. Consequently, all the sums are modified by reducing the rate since a less number of phonons
enter into play [108].
Furthermore, there are also modifications in the dot-leads coupling ΓL,R in the case of finite bias
and the electron-phonon interaction affecting to all dots. Let us see for example a specific case, where the




















making that the dot-leads coupling ΓL,R becomes renormalized by the integral over  of the correlation
function C. Now, we can imagine from figure 4.9 that the resulting value will suffer drastic modifications
when the chemical potential of the reservoir is smaller than the frequency ~ω0. On the other hand, for
λ 1, and µL,R > ~ω0, the coupling constants ΓL,R, remain unchanged.
4.8.2 Zero temperature limit
In the main text we have used the Liouvillian given by eq. (4.8) to study the evolution of
a damped phonon mode. We have mainly used the zero temperature approach and ocassionally its
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temperature dependence. However, when we speak about decoherence we have to be a bit more carefull
because decoherence at zero temperature is a topic under great discussion. In fact, the approximation
used here it is not valid in that limit. This happens because in the Liouvillian that describes the phonon
damping it is implicitely assumed that the correlation functions of the bath of oscillators are proportional
to delta functions. This is not true for the zero temperature case because quantum correlations leave
more time when the temperature is close to zero. Therefore, we use zero temperature to denote the
temperature at which the reservoir correlation functions can be described by delta functions. In that
case, the system is able to leave a trace in the bath, leading to decoherence.
4.9 Conclusions
We have investigated decoherence effects in a triple quantum dot interferometer the stemming
from the coupling to a single dissipative bosonic mode. In our model, the dots are arranged in a symmetric
ring configuration in which two dots couple to source and drain, while the third dot interacts with
a dissipative harmonic oscillator. In the absence of the oscillator, a strong detuning of the third dot
leads to electron trapping and bunching. When all dots are close to resonance, by contrast, interference
effects dominate. In particular, ideal destructive interference may occur, such that the current vanishes
completely, even when all electronic energy levels lie within the voltage window.
It turned out that the oscillator entails two effects: First, the current minimum is found at
a shifted detuning and, second, destructive interference is no longer perfect, such that always a finite
current emerges. This suspension of destructive interference is also visible in the current noise measured
in terms of the Fano factor. When the residual current is very small, i.e., for small decoherence, the
associated shot noise is enhanced, while transport becomes almost Poissonian with stronger decoherence.
A qualitative understanding of these effects has been achieved by an analytical approximation
after a polaron transformation leading to a reduced master equation for only the dot electrons. Within
a standard treatment similar to the non-interacting blip approximation, we have obtained an effective
master equation for the electron transport. Then it became possible to analytically obtain the current
from the resulting master equation also close to destructive interference. The results agree well with the
full numerical results, provided that the oscillator frequency is sufficiently large and the intra-dot tunneling
is small. In turn, we can conclude that our reduced master equation faithfully describes transport effects
entailed by a dissipative mode. Moreover, this picture provide evidence that the decoherence of an
oscillator cat state directly turns into decoherence of the dark state.
In summary, our results underline the impact of already one phonon mode on quantum dot
interferometers. With our reduced master equation for the quantum dot electrons, we have put forward
a method for describing such systems efficiently after eliminating the oscillator. Such a method is in
particular welcome when the oscillator is only weakly damped, since then an explicit treatment requires
taking quite a few oscillator states into account.
Chapter 5
Is the Hyperfine interaction
equivalent to an inhomogeneous
magnetic field?




In this chapter we study the triplet-sinnglet transition mediated by the hyperfine and the
electron-phonon interactions in a double quantum dot. We apply an elementary measurement scheme to
have an intuitive picture of the mechanism that makes the hyperfine interaction different from an effective
inhomogeneous magnetic field. The main characteristic that differentiates the hyperfine interaction from
local magnetic fields is the local nuclear back-action process (flip-flop). We will see that this process
is the responsible of the appearance of finite current in the spin-blockade regime. For this reason it is
important to study its functional form to obtain the dynamical effects produced due to the interaction.
5.1 Introduction
In this chapter we will study the effects that the decoherence of a bath consisting of localized
modes has on particular eigenstates of a system. As we introduced in the first chapter of this manuscript,
transport in the spin-blockade regime is determined by the spin-flip transitions produced by the en-
vironment. These interactions are typicially, the hyperfine and the spin-orbit interactions. However,
experimental results show that the hyperfine interaction is the main responsible of the triplet-singlet
transitions and for this reason and also from a fundamental point of view, it deserves some atention.
Special attention has been paid to the interaction between the nuclear and the electronic spins by means
of the hyperfine interaction (HF) [84, 109, 26, 83, 130]. The importance of this well-known decoherence
process is clearly manifest in a very known system: a double quantum dot (DQD) in the spin blockade
regime (SB) [117, 79, 122, 90, 73, 71, 72, 80, 136]. There, the occupation depends on the spin degree of
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freedom and sequential transport is blocked due to the Pauli exclusion principle. In this way, whenever
the transport is blocked, a current may arise only when spin scattering processes such as HF interaction
flips one of the electronic spins [117, 73, 71, 72], inducing the triplet-singlet transition (T±1-S).
Many experiments have been performed in a lateral DQD in the SB regime. Some of them show
a hysteretic behavior upon sweeping the magnetic field [122, 90]. Besides this hysteretic behavior, other
experiments in the strong interdot coupling regime show how current changes radically and prominent
current spikes appear tuning the in-plane magnetic field [90]. Motivated by these recent experiments, we
have studied microscopically the T±1-S transition probability induced by the HF interaction in a lateral
DQD. The T±1-S transition determines transport and serves as a basis to study the nuclear dynamical
polarization, providinging the possibility to study quantitatively the current in any interdot coupling
regime. The transitions could be produced by the interaction with the environment by means of the
hyperfine or the spin-orbit interaction, or external magnetic fields.
Before entering into the details of the calculation of the transition rate, let us discuss some
physical aspects which make the HF interaction different from other interactions such as the spin-orbit
interaction or an anisotropic magnetic field. The HF interaction has two special characteristics: the first
one is its local character. Thus, the electronic envelope function determines the number of nuclei which
can interact with the electronic spin. Therefore, it is natural to associate an ensemble of nuclear spins
to each quantum dot (NL and NR in Figs. 5.2 b and c). The second one is related to spin conservation.
Whenever there is an electronic spin-flip transition (T±1-S), the spin orientation of one nuclear spin
localized in one of the two baths, NL or NR, is reversed. It is precisely this local change which allows
one to detect in which of the dots the electronic spin flips. In analogy to the double slit experiment,
we will show that the negative T±1-S interference pattern is completely destroyed when the nuclear spin
ensembles measure exactly in which of the dots is the spin-flip produced (Fig. 5.2b). To complete our
analysis, we have considered the case where some of the nuclear spins interact with both dots (Fig. 5.2c),
which occurs when the electronic wave function is extended, i.e., strong interdot coupling. As we will
see, the shared bath give rise to an uncertainty in the local measurement of the spin-flip, leading to the
appearance of negative interference terms proportional to the overlap of the electronic wave functions.
Considering the nuclear spin bath as a slit detector is supported by the fact that nuclear spins
have no internal dynamics [42]. Estimations of nuclear spin dynamics, due to dipole-dipole nuclear spin
interaction, suggest that time scales governing nuclear spin evolution (t > 100ms) are orders of magnitude
slower than other associated with electron spin processes [109]. Thus, we consider only changes of the
nuclear spin states induced by the HF interaction with the electrons. If the internal nuclear spin dynamics
were not frozen, one would take them into account [26, 83, 130].
5.2 Model and Hamiltonian
5.2.1 Two electrons in a double quantum dot
The spin blockade regime is composed by triplet states in the (1,1) configuration isolated ener-
getically from the triplet states in the (0,2) configuration. Therefore, when those triplet states become
occupied transport is blocked and only transitions to the singlet state (1,1), which is coupled to singlet
states (0,2), can give rise to a finite current. In order to describe the system we will use the Heitler-London
approximation, used in references [18, 30] for lateral double quantum dots. Further approximations in-
clude also sp-wave functions and double occupied singlet and triplet states, known as Pfund-Mulliken,
however we will use here the most simple approximation, which fits with the experimental setup. Both
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extensions of the approximation are included in reference [18], and could be easily improved in our model
(see AppC).
Assuming a low temperature description kT  ~ω0, beeing ~ω0 the parabolic confinement
potential, we restrict to the two lowest orbital levels of the total Hamiltonian Horb (see its explicit form
in appendix C). In this reduced Hilbert space, the total Hamiltonian can be replaced by
Hs = JS1 · S2, (5.1)
where J = t − s is the exchange energy.
In order to obtain the eigenvalues of the Hamiltonian H we consider the Heitler-London approx-
imation. In this approximation, one starts from single-dot ground state orbital wave functions φ(r) which
are the displaced Fock-Darwin wave functions and combines them into the (anti)symmetric two-particle
orbital state vector
|Ψ±〉 = 1√
2 (1±O2) (|L(1)R(2)〉 ± |L(2)R(1)〉) (5.2)
the positive (negative) sign corresponds to the spin singlet (triplet) state. Here, φ−a = 〈r|1〉 and φ+a =
〈r|2〉, denote the one-particle orbitals centered at r = (±a, 0, 0), and |ij〉 the two-particle product states.
The constant O =
∫
d2r〈L|r〉〈r|R〉 corresponds to the overlap of the right and left orbitals, it is given
by O = exp(−mωa2/~ − a2~/4l4Bmω). The sign +(−) corresponds to the singlet (triplet) state, while
the numbers 1 and 2 label the electrons. The exchange energy is obtained through J = t − s =
〈Ψ−|Horb|Ψ−〉 − 〈Ψ+|Horb|Ψ+〉 The final wave functions are given by the antisymmetric product
|S〉 = 1√
2
(|↑1, ↓2〉 − |↓1, ↑2〉)⊗ |Ψ+〉 (5.3)
|T+1〉 = |↑1, ↑2〉 ⊗ |Ψ−〉 (5.4)
|T0〉 = 1√
2
(|↑1, ↓2〉+ |↓1, ↑2〉)⊗ |Ψ−〉 (5.5)
|T−1〉 = |↓1, ↓2〉 ⊗ |Ψ−〉. (5.6)
We can now see that the orbital and spins degrees of freedom become entangled. Setting the energy of
the singlet state at zero, it yields the final form of the Hamiltonian is
Hdqd = J |T0〉〈T0|+ (J −∆z)|T+1〉〈T+1|+ (J +∆z)|T−1〉〈T−1| (5.7)
The energy difference J depends on the intensity of the magnetic field and on the interdot distance (see
Ref. [18]).
5.2.2 Reservoirs and their interactions
Nuclear spins
For simplicity we assume that under the action of an external magnetic field, the nuclear spins
will be oriented in the direction of the external field pointing up or down randomly. Under this assumption,




B · Ik +
N∑
k,k′
Vk,k′Ik · Ik′ (5.8)
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Fig. 5.1: Schema of two spins placed in a double well potential in the presence of nuclear spins.
being B an external magnetic field and Vk,k′ the interaction between nuclear spins. Experiments show
that Vk,k′ is much weaker than the hyperfine interaction, thus, the spin bath can no longer be treated
as a delocalized bath of harmonic oscillators, i.e. as the Caldeira-Legget model for this reason we will
consider the spin bath as a bath of localized modes.
Taking into account that Vk,k′ is negligible we will model the nuclear spins as an independent
set of spatially distributed spins up or down. It is worthy to say that although this assumption is not
necessarily true, however it does not affect the main point of the final results. It just does modify the










k . Here σ
z
k is the z -eigenvalue of the kth nuclear spin.
Hyperfine interaction
The hyperfine interaction of an electron spin to a single nucleus at position R can be seen as
2µBγn~
(




I · Sδ(r ·R)
)
(5.10)
where n = (r − R)/|r − R|, γn is the nucleus magnetic moment. The first term is the coupling term
between magnetic dipoles of the electron and nuclei, but the latter term, so called, contact term is a
correction due to the non-zero electron density at the nucleus [25].
In GaAs, and other materials with s-orbital conduction band, the dipole-dipole term is strongly
suppressed, leaving the contact term as the dominant contribution. Then, accounting the interaction to






Ai,kSi · Ikδ(ri −Rk) (5.11)
where Si (Ik) and ri (Si) denote the spin and position of the ith electron (kth nuclei). The delta
function indicates that the point-like nature of the contact interaction will result in a position dependent
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coupling. The tensor element Ai,k is the Hyperfine coupling constant. In GaAs the conduction band is
mainly composed of s-like wave functions, therefore we assume that all the nuclei interact with the same
coupling constant. Due to possible geometrical differences between left and right dots, we will consider

















k,L)|T0〉〈T+1|+ (ARI−k,R +ALI−k,L)|T0〉〈T−1|+ h.c.
)
(5.12)
where S±i are the raising/lowering spin operators of the electron i . The I
±
k,L(R) are the raising/lowering
of the kth nuclear spin operator, and the subscripts L and R denote in which of the dots are placed the
nuclear spins. It is important to note that due to the overlap of the wave functions, there is a set of
nuclear spins which can be flipped from both dots. Besides, it is implicitely assumed that the number of
nuclear spins can be different so that the sums over k have in general diffent upper limits NL(R). The
hyperfine constants AL and AR for the left and the right dot, respectively.
Terms containing the raising and the lowering operators describe the dynamic part of the hy-
perfine interaction, they are responsible for the electronic-nuclear spin-flip. On the other hand, the
z -projection terms give rise to an additional Zeeman splitting, called Overhauser shift. With this in hand
we replace the Dirac-delta in eq. (5.11) for a subindex in the nuclear spin vectors, denoting the region
where the nuclear spin yield
In single quantum dots, the average of the nuclear spins has a typical length of 5 × 10−4meV,
which corresponds to a 100Gauss magnetic field.
Piezo-electric phonons
Vibrational excitations of the lattice are always present in mesoscopic devices and the interaction
with electrons is tipically the way in which electrons transfer energy to the environment. In a GaAs









Since we are in the low energy and temperature regimes, we will restrict to the single phonon






where bq and b
†
−q are the phonon anhihilation creation operators respectively, and the coupling parameter
λq depends on the mechanism of electron-phonon interaction, e.g. deformation potential or piezo-electric
coupling. For low temperatures the electron-phonon interaction is dominated by the piezo-electric cou-
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In order to calculate the electron-phonon coupling one needs to reformulate the electron-phonon
in the triplet-singlet basis. We see that due to the fact that the electron phonon coupling does not change





where the constants αq and βq are given by
αq = 〈Ψ−|Vep(q)|Ψ−〉 = 〈12|Vep(q)|12〉+ 〈21|Vep(q)|21〉 − 〈12|Vep(q)|21〉 − 〈21|Vep(q)|12〉 (5.17)
βq = 〈Ψ+|Vep(q)|Ψ+〉 = 〈12|Vep(q)|12〉+ 〈21|Vep(q)|21〉+ 〈12|Vep(q)|21〉+ 〈21|Vep(q)|12〉 (5.18)
5.3 Triplet-singlet transition
In general, the energy difference between the electronic (triplet-singlet and triplet-triplet) and
the nuclear states depends on the magnetic field (see Ref. [18]). Due to the small Zeeman splitting of
the nuclear spins, the energy differences between the triplet-singlet and the triplet-triplet states are for
most of the range of the magnetic field intensities much higher than the difference between the spin up
and down, although for some of the values of the magnetic field these two energies become comparable.
Therefore we can establish two different regimes. The first regime accounts the case of ∆NZ  J , J +∆z
and J −∆z, and the other one is when one of them is comparable to the nuclear zeeman splitting.
For the first regime we will analyze the spin-flip mediated by the electron-phonon coupling. We
remind here that in order to conserve energy of the electron-nuclear system, the process needs to be
mediated by the electron-phonon interaction. Since nuclear spins do not fluctuate in time, we will be able
to perform average over the nuclear spins. Nevertheless, we will see below that the result of this average
is different from the result of taking directly the average of the nuclear spin bath.
5.3.1 Phonon mediated triplet-singlet transition
Polaron transformation
We now perform the polaron transformation and obtain an effective liouvillian of the electronic
state. As in the former chapter, the resulting displacement operator X and consequently the electron-
phonon correlation function depend on the electron-phonon coupling difference. Then, taking into account
that the electron-phonon coupling αq of the triplet states is equal, it means that there will be no transitions
mediated by the electron-phonon coupling between triplet states. On the other hand, the triplet-singlet
transitions are coupled by the difference
αq − βq = 2〈L(1)R(2)|Vep(q)|L(2)R(1)〉(1 + e2id·q), (5.19)
which depends on the overlap O. Therefore, by increasing the overlap of the double quantum dot we will
increase the triplet-singlet transitions. We skip all the intermediate and tedious steps an we write down
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nˆSρe,N (t) + h.c.
+2
(








R{CJ+∆z}χ−|S〉〈T−1|ρe,N (t)|T−1〉〈S|χ+ +R{C−J−∆z}χ+|T−1〉〈S|ρe,N (t)|S〉〈T−1|χ−
)
(5.20)








with x = +,− or z. The Laplace
transformed correlation functions are CJ are the correlation functions of a bath of piezoelectric phonons,
instead of a single mode. In normal space the correlation function has the form










δ (ω − ωq) (5.23)
Taking into account that the electron-phonon coupling is small because it depends on the overlap of the
wave functions we can approximate C(t− t′) ≈ 1− Φ(t− t′), and then integrate.
In the next paragraph we trace out the nuclear spin states assuming that the nuclear spins
fluctuations are small compared to the the mean value of the quantum field.
Spin-flip probability
Here we evaluate the average over the nuclear spins in the effective Liouvillian given by eq. (5.20).
We have to assume that there are no correlation functions between the nuclear spins and the electronic
system and therefore the density matrices become separable, i.e. ρe,N (t) ≈ ρe(t)⊗ ρN 1. We assume that





Where Pi is the probability of having the state |i〉. Since they are randomly oriented we assume a gaussian









1In contrast to the Born approximation the nuclear spin density matrix depends on time because the nuclear bath keeps
the number of times that the electron spin has fliped
48 5. Is the Hyperfine interaction equivalent to an inhomogeneous magnetic field?
Fig. 5.2: (a) Spin Blockade regime shown in the scheme of the double slit experiment. Schematic drawn of the
atomic envelope functions of a DQD in the (b) weak, (c) strong coupling regimes.





as a linear combination of nuclear states, where one of the initial nuclear states of the L(R) dot has been
flipped from ↓ to ↑, i.e. NR(L),↓. We can recast the average values as
〈µ|χ+χ−ρN |µ〉 = Pµ (〈µL|µL〉+ 〈µR|µR〉 − 〈µL|µR〉 − 〈µR|µL〉) (5.26)
where the products 〈µL(R)|µL(R)〉 and 〈µL(R)|µR(L)〉 have an easy interpretation. The first product
accounts for the probability that the electron has to flip in the left (right) dot. The second product is
the probability that the electron has to flip a nuclear spin in the right (left) region when it is placed
in the left (right) dot. The existence of the overlap between the electronic wave functions implies that
both electrons can interact with a common ensemble of nuclear spins at the same time. Thinking in
terms of detectors, we would say that the existence of the shared bath gives rise to an uncertainty in the
localization of the electronic spin-flip. Thus, the higher NC,↓, the less reliable the spin-flip detectors and
the more pronounced the negative interference term.
It is important to realize that replacing initially the hyperfine interaction by a local magnetic
field, yields to a different probability rate. In that case one could obtain the cancellation of the transition
in the case that the left and right effective fields are equal. However, in our case it is imposible that the
probability yields a zero result because the the interference term is always lowered by the overlap of the
wave functions.
Using eq. (5.12) we can calculate directly the product ρ = VHF |Ψ〉〈Ψ|VHF . Finally we have to
carry out the projection on the final nuclear (nuclear trace out) and electronic (singlet) states. Before




〈mf,k|Mi〉〈Mj |mf,k〉 = 〈Mi|Mj〉, (5.27)
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for i and j equal to L and R. First of all, we evaluate the case i = j. Due to orthogonality, the
projection of each component of state (5.25) contributes to the total scalar product with unity, if two
equal components are projected, and zero otherwise. With this in mind it is easy to calculate
〈ML(R)|ML(R)〉 = NL(R),↓. (5.28)



































1−O2). Equation (5.30) is the main result of our work. It
is composed by three terms, the first two arise due to the contribution of the nuclear spins of each
dot which are able to flip the electronic spin, while the third one arises due to the uncertainty in the
measurement of the spin-flip position (NC,↓), caused by the overlap of the electronic wave functions.
We observe a change the tunnel interdot on the interference pattern. In the weak-coupling regime, the
interference tends to zero since the overlap is negligible (O2 → 0). In this case, nuclear detectors are
perfectly reliable and thus the interference term of eq. (5.30) is cancelled [73, 71, 72]. On the other hand,
in the strong-coupling regime the overlap is not negligible and an uncertainty in the spin-flip position
arises and leads to the appearance of a negative interference pattern. It must be noted the fundamental
difference between the HF interaction and the effect of an inhomogeneous magnetic field, in the case of
the inhomogeneous magnetic field the interference pattern holds, leading to a probability which depends
on the difference between the in-plane effective magnetic fields of each dot [80].
Let us extend our analysis to the transition rates between the triplet states T±1 and T0. It yields
a similar expression as (5.30), except for D which becomes one, and the negative sign of the interference
pattern which becomes positive. On the other hand, the states T0 and S are mixed due to the difference
between the Zeeman splittings within each dot, i.e., due to the magnetic field anisotropy [70].
5.4 Current
In order to show how the obtained transition rate (5.30) determines a measurable quantity as
the current, we analyze transport in the strong interdot coupling regime by means of a simple model.
We focus on the following transport configuration: zero detuning, low in-plane magnetic field and strong
interdot coupling, we consider the schematic picture of the different spin-flip transitions depicted in Fig. 2
[90]. At this experimental conditions, the energy difference between the T(1,1) and S(1,1) (T0 and T±1)
states is larger than the nuclear Zeeman splitting. Therefore, at low temperatures only transitions T±1-S
and T±1-T0 involving phonon emission are efficient [39].
We calculate the stationary current through the DQD based in a model presented in reference
[80]. Within a density matrix formalism, considering the electron reservoirs within Markov approximation.
The system involves seven diagonal matrix elements: three triplet states T (1,1), two singlet states S++ =
1√
2
(S(1, 1) + S(0, 2)) and S−− = 1√2 (S(1, 1)− S(0, 2)) and two single occupied states. Here we use (n, n′)
to specify the extra number of electrons in the left and right dot respectively. Additionally, it involves six
non-diagonal matrix elements, corresponding to the coherences between the singlet states S++, S−− and
the triplet T0(1,1) states, which are mixed by the anisotropy of the Overhauser field (∆Bz). We calculate






Fig. 5.3: Transport window schema of a DQD in the sharp transport regime. The dashed arrows represent spin-
flip phonon assisted transitions, while the double arrows represent coherent couplings due to the inhomogeneous
Overhauser field.
the stationary current making the time derivatives equal to zero. Aiming at simplicity, the triplet states
T(1,1) and the extended singlet state S++ are coupled to the left lead while S++ and S−− are coupled to
the right, by means of the coupling constant Γ. The current is proportional to the occupation of the state
S(0,2) and can be calculated analytically for the general case. The general solution is quite lengthy but
it can be simplified assuming that ∆Bz  ES −ET and that the transition rate Γ is orders of magnitude
higher than the spin-flip rates, yielding
I =
7βδ(α+ δ)
6βδ + 2δ(3δ + 2α) + 2αβ
, (5.31)
where α and β represent the inelastic transition rates T±1-S, while δ represents the rates T±1-T0. Ob-
viously this simple model does not attempt to explain quantitative experimental evidences [90], but it
is illustrative in order to show how the current is governed mainly by the transition rates T±1-S and
T±1-T0 (5.30). To obtain a more detailed model one has to study the time evolution accounting for the
dynamical polarization of the nuclear spin ensembles, which is responsible for current bistability among
other non-linear effects [73, 71, 72].
5.5 Conclusions
We have presented a microscopic model to describe the triplet-singlet and triplet-triplet tran-
sition probabilities mediated by the HF interaction in a DQD. We have stressed the importance of the
local character and the nuclear flip-flop process of the HF interaction. These characteristics lead to a
partial cancellation of the interference pattern, which can be intuitively seen by means of an analogy
between the triplet-singlet transition and the double-slit experiment. With this picture in mind, we have
shown the fundamental difference between the transition mediated by the hyperfine interaction and an
anisotropic magnetic field. The transition under study turned out to be relevant in the spin blockade
regime. The obtained results will serve as a basis to study transport accounting for the nuclear spin
dynamical polarization and will open the possibility to explain experiments covering different tunneling
coupling regimes.
Part II





Majorana fermions in a nutshell
You see, the point is that the strongest man in the world is he who stands most alone.
H. J. Ibsen
Summary
The last part of this thesis is dedicated to the study of the dynamical detection of Majorana
fermions in a finite quantum wire. This topic breaks with the previous part of the thesis, and therefore,
before entering into the details of our study it seems convenient to present a brief introduction about
what Majorana fermions are, which properties do they have, how they might appear in condensed matter
devices, and how can be detected. For a further and more formal overview of the topic I recommend
the reviews [7] and [2], and the introduction to the topic in Ref. [99], where one can also find most
of the relevant references. Afterwards, we abandon the general frame to show a concrete microscopic
derivation of the appearance of Majorana fermions in a solid state device, i.e. a quantum wire, where
“easy interactions” such as spin-orbit coupling, magnetic field and s-wave superconductivity are combined
to give rise to this non-trivial state. This section basically reproduces the previous proposals [104, 118]
and constitutes the base of the system of our contribution. Finally, in the next chapter I will present the
analysis of the current biased Shapiro experiment in the presence of Majorana bound modes. There, we
take into account finite size effects, extra Andreev modes and also quasiparticle poisoning. We will see
that this method of detection is rather robust against these effects.
6.1 Past and present of Majorana fermions
Quantum electrodynamics can be deduced by quantizing a system of equations which include
the Dirac wave equation for the electron and the Maxwell equations. They contain terms of different
types. On the one side, the electromagnetic potentials can be given in a classical interpretation, within
the limits posed by the correspondence principle. On the other side, there are matter waves, which
represent particles obeying the Fermi statistic, and which have only quantum interpretation. In this
respect, Majorana found unsatisfactory that the equations as well as the whole quantization procedure
have to be derived from a variational principle which can be given only by a classical interpretation.
Therefore, in 1937 he derived [107] the Maxwell-Dirac equations from quantum electrodynamics using a
non-commutative variational principle. From his theory an elementary neutral fermion should arise in
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nature; the Majorana fermion. This fermion has the special property of presenting its creation operator
equal to the annihilation operator, that is
γ† = γ. (6.1)
These operators fulfill the fermionic anticommutation relation
{γ, γ†} = 2γ2 = 2γ†γ = 2⇒ γ†γ = 1 and γγ† = 1, (6.2)
meaning that the level is always filled and empty at the same time. In this situation we say that the







γ†γ − γγ†) , (6.3)
we find that the property that Majorana fermions have no charge, i.e. Qˆ = 0. Moreover, they do neither
have spin nor mass. The combination of these lack of properties makes a very difficult task to detect them.
For historical reasons, Majorana fermions were searched among the high energy particles. In this field,
the neutrino is the best candidate of being a Majorana fermion. If this were the case, it could be possible
to have a neutrinoless double-beta decay [69]. Nevertheless, untill now this experiment has not been yet
confirmed. During the last decades the search of these particles has been extended to condensed matter,
where Majorana fermions naturally occur in half-vortices of chiral p-wave superconductors [168]. In fact,
Majorana Fermions (MFs) have recently been predicted to occur in a multitude of condensed-matter
systems [168, 111, 129, 86, 51, 104, 118, 24]. In contrast to those expected to appear in high energy
physics, Majorana fermions in condensed matter physics are not fundamental particles, its components
are ordinary electrons and ions. Indeed, they can interact with the electromagnetic field even though
they are neutral. This happens due to the fact that the phases of the superconducting order parameter
enter into the relation between the electron operator and the Majorana fermion.
We briefly remark here that the interest in MFs stems not only from the fundamental point
of view but also from the non-Abelian quantum statistics which forms the basis of topological quantum
computation [111, 76, 86, 114].
Dirac equation was introduced to make the Schro¨dinger equation invariant under Lorentz trans-










where α and β are 4× 4 Dirac matrices, pi and m are the mass and momentum of the particle, and c is
the speed of light. This first order differential equation can be assimilated as a square root of a Laplacian,
and therefore it presents solutions E > 0 and E < 0. Dirac gave the interpretation of the equation in
terms of a many body system. He proposed a vacuum where the solutions E > 0 are unfilled, while for
E < 0 are filled. The constant m produces an energy gap between E > 0 and E < 0, and this can be
seen as the mass of the excitation. When the mass has a position dependence, i.e. m(r), zero energy
solutions, E = 0, can be isolated. These solutions are known as mid-gap states and they present the
peculiar property of having a half filled nature.
Linear dispersion Hamiltonians fulfill the same properties as the Dirac Hamiltonian, and for
this reason they have adopted the same name. Well known examples of linear dispersion relation appear





Fig. 6.1: The solid line represents the mass of a 1D system. When m(x) > 0 the system is trivial while the
negative corresponds to a non-trivial part. When the mass is exactly equal to zero, the wave function becomes
real and a Majorana fermion arises. The thinner solid line represents the absolute vale of the Majorana wave
function cleaved at the domain wall of the mass.
at the low energy in condensed matter, such as graphene and topological insulators. In one dimensional
systems they can be generally written as
H = −i~vσz ∂
∂x
+m(x)σy, (6.5)
where m(x) represents the spatial dependent mass and v the velocity of the particle. The solution for






















At most one of the solutions is normalizable, and it is only possible to find a solution if the mass has
opposite signs at x→ ±∞. Consequently, when the mass term crosses zero, and the wave function turns
to a Majorana bound state. Thus, the presence of this bound state depends only on the presence of the
domain wall and not on the form of m(x).
6.2 Majorana fermions in condensed matter
Regarding symmetry properties of the system one can obtain the minimal condition that the
system needs to satisfy to be able to have a Majorana fermion. We know that the particle-hole symmetry
(C) transforms the state |ϕ〉 of energy  into the state C|ϕ〉 with energy −. It is interesting to note
that when  = 0, the particle-hole symmetry transforms the state into itself. Therefore, in order to host
Majorana fermions, the system has to fulfill at least the particle-hole symmetry.
In the region of validity where the mean field approximation describes correctly the s-wave
superconductor state, the Bogolubov-de Gennes equations can be interpreted as a one particle wave
equation [29]. This non-interacting view of the BCS Hamiltonian is performed by including the hole states
and therefore doubling Hilbert space of the system. For this reason, the solutions are not independent
and the eigenstates of the BdG Hamiltonian come in pairs, i.e. if (uk, v−k)T is the solution of the BdG
equations with energy , then, (−v∗k, u∗−k)T is the solution with eigenvalue −, indicating that both
eigenstates represent the same quasiparticle. The creation operator is given by
γ†k↑ = ukc
†
k↑ − vkc−k↓. (6.7)
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Fig. 6.2: Two different possibilities of pairing between Majorana fermions, represented by crosses. When the
pairing is intra-site (top), the system presents a trivial character. On the other hand, when the pairing is inter-sites
(bottom) two Majorana fermions (red crosses) become isolated at the extremes of the system.
From the form of this operator, we realize that removing spin and making v∗k = uk, the field operators γ
can fulfill the Majorana fermion equation γ† = γ. These conditions are given when we break the time re-
versal and spin rotation symmetries, that is, in a spinless p-wave superconductor [167, 129, 85]. The most





















where w is the hopping amplitude, µ the chemical potential and ∆ is the superconducting gap, which
for simplicity we have assumed here that it is a real number. In general, one can always reformulate the






µγ2j−1γ2j + (w +∆)γ2jγ2j+1 + (−w +∆)γ2j−1γ2j+2, (6.9)
where we have used cj = 1/2(γ2j+1+ iγ2j). It can be easily verified that when the parameters w, ∆ and
µ fulfill some topological conditions, two Majorana fermions are isolated at the extremes of the wire. We





By simple substitution of the subindex j, we can easily check that the Majorana fermions placed at
the extremes, i.e. γ1 and γ2L, remain unpaired. This fact resembles the nonlocal encoding of a normal
fermion. An illustration of this phenomena is plotted in Fig. 6.2. The upper plot shows a 1D system
where the pairing is given intra-site MFs, leading to a trivial character. In contrast, the figure at the
bottom represents the non-trivial phase, where the pairing is given inter-sites, leaving the MFs at the
edges unpaired (red crosses).
Despite of the simplicity of the presented model, the proposals given were left as toy models.
This happened due to the doubtfully existence of the p-wave superconductivity among the current su-
perconductor materials. Later on, in 2008 appeared the seminal work by Fu and Kane [51], where it
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was shown that the p-wave superconductivity can be effectively obtained from an ordinary s-wave su-
perconductivity by removing degeneracies, i.e. spin-rotation and time reversal, by using the spin-orbit
interaction and a magnetic field. As the superconducting gap passes through zero, Majorana fermions
emerge as zero modes bound to magnetic or electrostatic defects. The closing and reopening of the gap is
a topological quantum phase transition, and it can be characterized by the sign of the gap (Q). We call
that the system has a trivial phase when the gap is positive (Q = 1), while non-trivial when the gap is
closed and reopened with opposite sign (Q = −1), and therefore supports Majorana modes. Obviously,
the role played by the position dependent mass in eq. 6.5. is the same as the role played by the supercon-
ducting gap in these equations. Finally in 2010, appeared the most simplified proposal in two different
works [104, 118]. It is remarkable that this proposal served as a set-up for the first experimental trials of
the measurement of the Majorana fermion [113, 132, 134].
6.3 Measurement
In contrast with other zero energy states, where an electric field shifts the state from the ground
state, a Majorana bound state can not be removed by means of a local perturbation (topologically
protected). This occurs due to the fact that the particle-hole symmetry requires the spectrum to be ±E
symmetric, and in case that there is a zero energy mode it remains protected by this symmetry. Only the
interaction with another Majorana fermion can move them from the zero energy. This property protects
the Majorana fermion not only against decoherence but also from being measured. For this reason, a
huge effort has been devoted to design experiments where signatures of Majorana fermions appear in
measurable quantities of the system.
In this section we briefly present two ways of measuring the Majorana mode: tunnel spectroscopy
and fractional Josephson effect. These techniques have been used for the first trials in the measurement of
Majorana fermions [113] and [134] respectively. There are more ways of measuring the Majorana bound
mode but it is not the purpose of this brief introduction to go into details of all the possible techniques.
As mentioned above, further details can be found in the review [7]. Just to mention them, signatures of
Majorana fermions appear at quantized thermal conductance [174, 1], shot-noise [1], Andreev-reflection
[96, 45], and the non-local tunneling [115, 96, 50, 9].
6.3.1 Tunnel spectroscopy
Signatures of Majorana fermions could be directly read using tunnel spectroscopy. Resonant
tunneling into a Majorana bound state induce resonant Andreev reflections from the lead to the grounded
superconductor. At zero bias, the linear tunneling conductance is 2e2/h when there is a Majorana bound
mode [96], while without this state the tunneling conductance vanishes (see left pannel of Fig. 6.3).
Therefore, in the presence of a Majorana mode one should observe a zero bias voltage peak [13, 96].
Indeed, very recently, first experiments appeared in the literature [113] showing conductance peak at
zero bias voltage. In figure 6.4, we can see the experimental setup (left pannel) and the results of the
differential conductance as a function of the bias voltage for different values of magnetic field (right
pannel). At the center of the curves we can differentiate the appearance and dissapearance of a zero
bias peak as a function of the magnetic field. This curve together with other experimental evidences
show what it seems to be the first observed signatures of the existence of Majorana fermions. However,
this zero-bias anomaly could be obscured by other zero-bias resonances at small nonzero bias voltage
[45]. For this reason, different and more robust proposals were needed. One of this proposals consists










Fig. 6.3: Left pannel: dI/dV versus voltage, theoretical results in a tunnel spectroscopy experiment [96] at two
different situations, in the presence (absence) of a Majorana bound mode which corresponds to the dashed (solid)
curve. Right pannel: conductance of a ballistic NS junction, with the superconductor in a topologically trivial
or non- trivial phase. The dotted curve is for an entirely normal system. The point contact width is varied by
varying the potential VQPC inside the constriction at constant Fermi energy EF . The dotted horizontal lines
indicate the shift from integer to half-integer conductance plateaus upon transition from the topologically trivial
to nontrivial phase.
on measuring the quantized conductance placing a quantum point contact in a normal region attached






p if Q = 1
p+ 1/2 if Q = −1.
(6.11)
where Q represents the sign of the topological gap (see right pannel of Fig. 6.3). It has been calculated
[173] that the measurement of the plateau is rather robust against disorder.
6.3.2 Fractional Josephson effect
Signatures of Majorana fermions can be also be measured using a Josephson junction, by mea-
suring what is called the fractional Josephson effect [85, 94, 52, 155, 104, 118, 75, 95, 163]. Physically, this
effect is produced by the fact that in the presence of a Majorana bound mode, the supercurrent through a
Josephson junction carries single electrons instead of the usual Cooper pairs. Thus, this fractional Cooper
pairs affect the supercurrent by turning it from sin(ϕ) to sin(ϕ/2). An experiment capable of measuring
the phase dependence would be able to provide a proof of the existence of a Majorana fermion. For this
reason, the Shapiro experiment could be used to detect MF, due to the fact that the experiment allows
the deduction of the periodicity of the current-phase relation of the junction [158, 147]. Shapiro-steps
have been analyzed theoretically for voltage-biased Majorana wires [78, 139, 123]. However, the more
experimentally realistic current-biased experiment [158] remains unexplored, and this is exactly what it
will be analyzed theoretically in the next chapter. In fact, this year appeared the first experiments where
Shapiro steps are measured in a junction which may host Major
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show some signatures that could point in the direction of a fractional Josephson effect. Remarkably, the
results coming from the model we have used, could help in the understanding of this experiment [33].
6.4 Majorana fermions in a quantum wire
In this section we present a concrete microscopic model of a quantum wire where p-wave su-
perconductor arises from a s-wave one. Basically, we present the derivation of the proposal given in
refs. [104, 118], and constitutes the base of the effective model used in the next chapter. Therefore, we
consider an important issue to know the details of the system.
The system consists of a quantum wire in contact with a s-wave superconductor. The super-
conductor confers a pairing gap to the wire by proximity effect. Then, Cooper pairs moving along the
wire feel the spin-orbit interaction due to the wire material and an external magnetic field. The sum of
these interactions break spin-rotation and time reversal symmetries, thus degeneracies are removed and
Majorana modes may arise.
6.4.1 Hamiltonian and the Bogolubov-de Gennes equations
Quantum wire with spin-orbit interaction and magnetic field— The material of the wire is se-
lected to have a strong spin-orbit interaction as it has been proposed [104, 118]. In the following we will
assume that the induced occupation of the wire approaching the superconductor can be controlled by
a gate voltage, so that just one band is occupied. Nevertheless, this restriction is not strong, and just
serves to keep the microscopic model as simple as possible. In this situation, the wire can be represented










(p− eA)2 δµ,ν +∆xσx + αkσz
]
Ψν(x) (6.12)
where we have used Ψµ(x) =
∑
k e
ikxck,µ, and µ, ν =↑, ↓ are spin index. Besides, we have used ∆x =
gµBB, beeing B the magnetic field intensity. For the sake of simplicity we have chosen the first mode of
the wire, the Rashba term to be in the z direction and the magnetic field in the x direction.
Proximity effect and BCS Hamiltonian— When there is a good electrical contact between a
superconductor and a normal metal, Cooper pairs can diffuse into the normal region. Algebraically, this
means that the pairing extends to a rather long distance ξN (ξN ≈ ~vF /kT if N is a pure metal). This




= d(x)Tj exp (−x/ξN ) , (6.13)
where d(x) is the density of states of the metal factor the density of states of the superconductor,
Tj is the transmission coefficient at the boundary for an electron at the Fermi surface. The induced












where ∆(x) is the pairing energy. The sum of both Hamiltonians lead to the description of the whole
system, i.e. H = Hqw +HBCS .
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Fig. 6.4: Left pannel: Scanning tunnel microscopy image of the experimental setup. Right pannel: dI/dV vs.
voltage for different values of the magnetic field intensity, going from 0 up to 490 mT.
Bogolubov-de Gennes equations— As we have mentioned above, in order to reduce the many
body system to a single particle problem, it is needed to double the space by introducing the interaction
between electrons and holes. The target is to diagonalize the Hamiltonian, in such a way that the
Hamiltonian yields



















where the sum over N includes both the translational and spin quantum numbers, n and ν, respectively.
And the operators γ and γ† still satisfy the fermion anticommutation relations. Therefore, using eq. (6.15)
we can write the anticommutation relations






To derive the equations that fix u and v, we calculate the commutator [H,Ψ] by using the










Now, we replace eq. (6.16) into the rhs of eq. (6.19), and eqs. (6.18) into the lhs. Finally, comparing the




(p− eA)2 uµ(x) +
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There are four equations, two for u↑↓ and two for v↑↓. We have used the spin dependent interaction
U = ∆xσx + αkσz, beeing ∆x the Zeeman splitting produced by the magnetic field and α the Rashba








τz + αpσzτz +∆xσx +∆τx (6.22)
written in the basis [u↑, u↓, v↓, v↑]. As we mentioned above, the Hilbert space is doubled to take into
account the interaction between electrons and holes. Mathematically this is done by introducing the
tensor product between the electron and hole Pauli matrices σ and τ respectively. The tensor product is
defined as






When just one of the matrices appear the other one is the identity.
6.4.2 Bulk spectrum
We diagonalize the BdG Hamiltonian and then, obtain the bulk spectrum for different values
of µ, ∆x, α, and ∆ (see Fig. 6.5). In this figure we can observe separately the role of the different
interactions. We start representing in Fig. 6.5(a) the spin degenerate dispersion relation of the first
mode. We see the typical parabolic dispersion relation. Then, in Fig. 6.5(b) we switch-on the Rashba
spin-orbit interaction and observe a k-spin splitting, that is, the spin-orbit interaction removes the spin-
rotation symmetry. The splitting is given by the spin-orbit wave length kso. Moreover, we next apply an
external magnetic field perpendicular to the direction of the spin-orbit coupling, which removes the time
reversal symmetry by opening a gap between the two parabolic bands (see Fig. 6.5(c)) . The strongest
effect of the magnetic field is given at k = 0, where the spin-orbit interaction has no effect.
In the next step, we include the electron-hole symmetry by switching-on the superconducting
gap provoking the interaction of electrons and holes. The main effects are given at the Fermi wave length








where kso = mα/~
2 and kx =
√
2∆xm/~. There are two limiting cases depending on the relative
intensities of the magnetic field and the SOI. kF ' 2kso and kF ' kx.
As in the previous figure, we add the spin-orbit interaction (b) and the magnetic field (c) to the
wire, this time, in the presence of superconductivity. The competition of all these interactions allow to
close the gap at k = 0 (see fig. 6.6). As we have mentioned above, to close the excitation gap, followed by
its reopening with oposite sign is a topological phase transition. Thus, the sign of the gap characterizes
the topology of the system. When the sign is negative the character of the system is non-trivial, while
for a positive sign the character is trivial. The size of the gap at k=0 is given by the expression,
Egap = |∆x| −
√
|∆|2 + µ2. (6.25)
From this expression we can extract the value at which the chemical potential closes the gap at k = 0,























Fig. 6.5: Solid lines represent the energy dispersion relation for the electron in a quantum wire, while dashed lines
represent the corresponding holes spectrum. The upper line of plots correspond to the case of no superconductivity,
that is ∆ = 0, while the bottom line to the case of ∆ = 0.25. For the first columm (a and d) we use µ = 1/2 and
the rest of the interactions are set to zero. The second columm (b and e) µ = 0, α = 1 and ∆x = 0. Finally in
the third columm α = 1, ∆x = 0.35, and µ = 0.
Loosely speaking, there will be two regions depending on the magnetic field energy ∆x respect to the
superconducting gap ∆. For ∆x < ∆, the gap can not close for any value of µ or ∆. However, when
∆x > ∆, at some point the gap closes for certain values of µ.
Tuning continuously any of the parameters involved in eq. (6.26), the gap can be closed and
reopened. For the sake of simplicity we make µ = 0, and therefore, the gap is closed for ∆ = ∆x. This
is what happens in Fig. 6.6; the gap is closed and the dispersion relation becomes linear for the energy
values close to zero. In this case, the magnetic field is tuned to be exactly equal to the gap, ∆x = ∆,
E(k)
k
Fig. 6.6: Energy dispersion relation when the condition given by eq. 6.26 is fulfilled. The gap is closed with a
linear dispersion relation. At this point it is produced the topological phase transition, that is, when the gap
changes its sign. In this example we have used µ = 0, and ∆ = ∆x.







Fig. 6.7: In left pannel we represent the spatial variation of the pairing, with µ = 0 and constant magnetic
field. When the condition ∆ = ∆x is fulfilled, the gap is closed and the mentioned topological phase transition
is produced, due to the sign change of the gap. We can see here that the presence of the Majorana fermions
are topologically protected, because any perturbation of the parameters do not destroy their presence. The right
pannel shows the absolute value of the Majorana evanescent wave function given by eq. (6.35). Oscillations


































The first two modes are very interesting since at k = 0, they convert to Majorana modes, which means
that they fulfill the property γ0,i = γ
†
0,i. One has to note that this relation is fulfilled because each
component of the eigenstates contain the same spin. The latter two modes are not Majorana modes and
correspond to the upper and lower bands, see Fig. 6.6.
6.4.3 Majorana bound states
In the previous section we have derived the condition that allows for the existence of Majorana
fermions. In this way, the solutions given by eqs. (6.27-6.30) satisfy the Schro¨dinger equation, however,
we need to take into account possible space variations of the involved parameters, i.e. µ(x),∆(x) and
∆x(x). Therefore, the condition given in eq. (6.26) turns to µ(x) =
√
∆x(x)2 +∆(x)2 and the condition
is then fulfilled at different points. A schema of the new situation can be seen in Fig. 6.7. For simplicity
we assume µ = 0, and a constant magnetic field, represented in Fig. 6.7 by a dashed line and a smooth
variation of ∆(x). We observe that the equivalence is fulfilled at two points, where the curves cross each
other, and thus two Majorana fermions are formed. This shows that the existence of a Majorana fermion
is rather robust and does not depend on the shape of the potential, thus, revealing its topological nature.
In order to keep the Hamiltonian as simple as possible we make µ = 0 and take into account
that the relevant momenta are those placed close to k = 0. This allows to neglect second order terms,
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yielding the Hamiltonian
H = αpσzτz +∆xσx +∆(x)τx. (6.31)
Written in the basis [Ψ↑,Ψ↓,Ψ
†
↓,−Ψ†↑]T This approximation requires ∆x  mα2. We assume a linear
behavior close to the point where the condition given by eq. (6.26) is satisfied, that is, ∆(x) = B + gx.
Because of particle-hole symmetry, it is usefull to square H. One has to take care due to the fact that now
the spatial dependence of the pairing energy does not commute with the momentum. Therefore, terms
such as [pˆ,∆(x)] are different of zero. The resulting squared Hamiltonian has the form
H2 = α2p2 +∆2x +∆(x)
2 + 2∆(x)∆xτxσx − gατyσz, (6.32)
We diagonalize the Hamiltonian yielding
H2 = α2p2 + (∆x −∆(x))2 ± gα, (6.33)








It has to be noted that for n = 0, and the appropiate sign ± the energy is equal to zero. This mode has







We can observe that the Majorana mode has a localization length proportional to the spin-orbit coupling
α and inversely proportional to the variation of the pairing, given by g. Presenting a Majorana mode






−Ψ↑ − iΨ↓ + iΨ†↓ −Ψ†↑ for g¿0
−Ψ↑ + iΨ↓ − iΨ†↓ −Ψ†↑ for g¡0
(6.36)
The final solution is a superposition of left and right movers. Imposing the boundary condition Ψ(x =
0) = 0 the wave function becomes proportional to 2 sin(KFx). In this way, the probability density |Ψ(x)|2
presents oscillations as a function of the distance due to their interference [87], see Fig. 6.7. The number
of oscillations will depend on the momentum and the localization length that imposes the spin-orbit
interaction.
6.4.4 Majorana bound state in a Josephson junction
The next step consists on constructing a Josephson junction by placing together two supercon-
ducting slabs with a phase difference φ, where Majorana fermion modes are formed at the junction. The
superconducting slabs present a gauge invariant phase difference φ. The junction is placed at x = 0, and
for x < 0 we impose φ = 0. In this situation, the solutions of the BdG equations for the independent
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 for x and g¡0. (6.39)








Using the solutions of the BdG equations we project the tunnel Hamiltonian onto the basis of the

























In the tunnel limit the transmission coefficient D is proportional to the square of the electron tunnel am-
plitudeD ∝ τ2. Remarkably, in contrast to normal Josephson junctions, where the current is proportional
to τ2, when the midgap states are involved in the transport the current becomes proportional to τ . This
difference in the power of the tunnel is caused due to the fact that the transfer of electrons one by one in
the presence of a Majorana bound state are allowed. However, in the absence of a Majorana bound state,
there are no midgap states, so that the transfered electron is taken from below the gap and placed above
the gap, at the energy cost of 2∆. Thus, the trasnfer of a single electron is a virtual process. It must be
followed by the trasnfer of another electron, so that the pair of electrons is absorbed into the condensate.
This gives a current proportional to τ2 It has to be noted that in both cases bulk supercurrent is carried
by Cooper pairs. When a midgap state is present in the junction, a single transferred electron occupies
a midgap state until another electron gets transferred. Then the pair of electrons becomes absorbed into
the bulk condensate, the midgap state returns to the original configuration, and the cycle repeats.
Another interesting property of the Andreev energy in the presence of a Majorana bound state
is the fact that the 4pi-periodic current eq. (6.43) is proportional to D. In contrast, the normal Andreev
energy is given by E ∝
√
1−D sin2(φ/2). In figure 6.8 we represent both energy and current for two
different values of D. We can observe that the 4pi-periodic spectrum becomes detached from the 2pi on
when D  1. It will be important to have in mind this property for the next chapter. There, we will













Fig. 6.8: Josephson energy (top) and current (bottom) as a function of φ for different values of the coefficient
D = 0.9 (left pannels) and 0.1 (right pannels). We can observe how decreasing D, the 4pi spectrum is detached
from the 2pi-periodic Andreev spectrum.
consider a phenomenological model where none dynamical effects between the 2pi and 4pi are considered.
This can be only justified in the limit of D  1, where the 4pi-states are detached from the 2pi-states,
and no Landau-Zener transitions can be given [94, 52, 139]. This dependence will be also seen in the





in Majorana Josephson junctions
BEG TO INFORM YOU FRAM PROCEEDING ANTARCTIC
R. E. G. Amundsen
Summary
Our work analyzes theoretically for first time the fractional Josephson effect in a current driven
configuration for a Josephson junction close to a quantum wire with SO interaction and in the presence of
a magnetic field. We predict in which experimental conditions MF can be detected. On top of that recent
experimental evidence by Rokhinson shows agreement with our predictions. In fact, these experiments
show features which indicate the presence of MF, therefore it is of great interest to analyze the present
configuration.
Our results predict a very robust behavior of the system in the presence of MF. It occurs in
the strongly nonlinear dynamical regime (as in the experiment) where features indicating 4pi current
periodicity can unambiguously be present despite of the presence of a finite (and large) contribution of a
2pi supercurrent; this is in fact the effect which is so puzzling and thus our prediction is very important
for the explanation of the experimental finding; up to now it was believed that the fact of having 2pi
current contributions would hide the 4pi periodicity in the experiment. That is what would occur in a
voltage-biased Shapiro configuration but not in the present ac current biased experiment. This surprising
result has not been previously explained in the literature.
Furthermore, we show that by tuning the frequency it is possible to select the junction periodic-
ity. This result is not only important for the detection of MF but also for the analysis of non 2pi periodic
contributions to normal Josephson junctions.
7.1 Effective Hamiltonian of a finite Josephson junction featur-
ing Majorana fermions
As we have seen in the last chapter, the energy of the junction can be described by the interaction
between Majorana fermions at the junction. In order to describe such system, we can formulate the generic
67
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Fig. 7.1: Josephson junction with a nanowire on top. Red spots (color online) represent Majorana
fermions. Double arrows represent the overlap between the Majorana fermions.
Hamiltonian
H0 = iEJ cos (ϕ/2) η1η2, (7.1)
where EJ is the Josephson energy of the junction, ϕ is the gauge invariant phase difference and the
operators ηi are Hermitian ηi = η
†
i and they fulfill the anticommutator relation ηiηj + ηjηi = 2δi,j . Due
to the presence of MF the periodicity of the spectrum is 4pi. This can be seen by the transformation
c1 = η1 + iη2, which leads to E± = ±EJ cos(ϕ/2).
7.2 Shapiro experiment
The Shapiro experiment has been proposed [85, 94, 104, 118] to detect the presence of Majorana
fermions because it allows to deduce the periodicity of the current-phase relation of the junction, and
therefore to distinguish between Majorana and normal modes, whose current is proportional to sin(ϕ/2),
and sin(ϕ) respectively.
The physical fundament of the experiment consists of a resonance phenomena which involves
the natural frequency of the Majorana (normal) Josephson junction ω0 = (2)eV/~ and the frequency of
an applied rf current (voltage) ωac. When the resonance is fulfilled, i.e. V = n~ωac/(2)e, the junction
(forced system) adquires the frequency of the time dependet source. This phenomena is known as phase
locked dynamics and is manifested as steps in the current/voltage. We can see an example of this in
Fig. 7.2. Shapiro steps coming from a Majorana mode arise just at even multiples of the applied ac
frequency, while normal modes appear at the whole spectrum of integer multiples.
In the present work we have studied the robustness of the current biased experiment versus the
voltage-biased one. Before entering into the details, it seems convenient to present an introduction of
both, the voltage and the current biased experiment.
7.2.1 Voltage biased Shapiro experiment
In the presence of Majorana and normal modes the Josephson current is given by
I(ϕ) = IM sin(ϕ/2) + Ic sin(ϕ), (7.2)
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beeing IN,M the normal Andreev and Majorana current intensities. In principle, we assume that IM  Ic.







This means that applying an external ac-voltage
V (t) = V0 + V1 cos(ωact), (7.4)
we will be able to tune the phase difference, leading to































sin (ϕ0 + (ω0 − nωac)t) .
(7.6)


















δ ((ω0 − nωac)) . (7.7)
with Dirac deltas placed at integer values of the radio frequency, nωac. It has to be noted that the
contribution of the normal and Majorana modes are linear in Ic,M , and for this reason the height of the
even steps will be sligthly modified by the presence of the Majorana mode in the case that Ic  IM .
Therefore, we can understand that the presence of the normal Andreev modes, which contributes with
steps placed at all integer multiples, will difficult the separation of both contributions and thus the
identification of the Majorana mode. For this reason, in the situation where Ic  IM , the voltage biased
experiment seems to be a non-sensitive method to detect the Majorana mode.
7.2.2 Current biased Shapiro experiment
When we apply an external current to the junction we have to use the Shapiro experiment by
means of the resistive shunted junction model (RSJ) in the overdamped limit [158, 137]. The induced
voltage on the junction can be calculated by solving the differential equation




This equation is obtained from Kirchoff’s law where an external DC I0 and AC I1 sin(ωact) currents
are applied to the junction. The outgoing current is modeled by a parallel circuit whose components
are, I(ϕ(t)), given by Eq. (7.16), and a resistive current (~/2eR)ϕ˙ originated from from the current
of quasiparticles. The solution of the differential equation (7.8), allows to obtain the induced voltage
V = ~ϕ˙/2e. In contrast to the voltage biased case, the current biased experiment is highly non-linear. As
we will see below this last property turns out to be of main importance in the detection of the Majorana
mode when it is accompained by several Andreev modes.
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Fig. 7.2: I/V curve of a current biased Shapiro experiment in the presence of normal (left) and Majorana modes
(right).
7.3 Additional effects
In practice, to distinguish the presence of a Majorana mode is expected to be more complicated
due to the presence of additional effects that can turn the periodicity of the supercurrent from 4pi to 2pi
and thus, the position of the steps. In this work we have taken into account three effects
• Finite size effects.
• Extra Andreev modes.
• Quasiparticle poisoning.
7.3.1 Finite size effects
In one-dimensional (1D) Majorana wire, Majorana fermions will appear at the end points [85].
In an ideal situation, the ends are infinitely apart from each other avoiding their recombination. In turn,
when the wire is finite, the overlap, although very small, is different from zero, thus MF pair recombines
and the special properties that the MF confer to the system are lost immediately [85, 124]. In order to
include this phenomenon an extra term should be added, so that the total Hamiltonian becomes
H = iEJ cos(ϕ/2)η1η2 + iδRη4η2 + iδLη1η3. (7.9)
where we have introduced the parameters δL,R to account for overlap between the left and right in-phase
MF which decreases exponentially with increasing distance between the Majorana modes (see Fig. 7.1).
Considering that the in-phase MFs are far away compared with those on the junction we will use δi  EJ .
In this situation it is useful to switch to a representation where two Majorana fermions are combined to
form one ordinary fermion. Thus, performing the substitutions η1 = i(l
† − l), η2 = r† + r, η3 = l† + l,
and η4 = i(r












(−l†r† − l†r + lr† + lr) , (7.10)
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where l†l and r†r = 0, 1 counts the occupation of the corresponding state in the left and right sides
respectively. We rewrite the former Hamiltonian in the occupation basis |nL, nR〉, that is |0, 0〉, |0, 1〉,
|1, 0〉 and |1, 1〉, yielding the matrix
H =

−δL − δR 0 0 −
0 δR − δL − 0
0 − δL − δR 0
− 0 0 δL + δR
 . (7.11)
We diagonalize the resulting Hamiltonian and obtain 4 eigenvalues
Ee± = ±
√





2 + (δL − δR)2. (7.13)
where the super index denotes even (e) and odd (o) fermion parity respectively. Assuming that the
parity is conserved we can choose one of the eigenvalues and make Landau-Zener transitions between the
± eigenvalues. In fact, we are only interested in the generic features which an avoided crossing has on the
Shapiro steps. Thus we replace either (δL± δR)2 by a characteristic/generic value 2δ which directly leads
to Eq. (3). We have included a footnote in the manuscript making this explicit. Note furthermore that
the signs of δL/R are random, i.e., determined by microscopic details. Thus, it is not true that the odd
sector has a smaller gap than the even sector as one might naively expect when looking at the equations
above. Yielding the 2pi-periodic energy spectrum (see Fig. 7.3(a))
Ee− = −
√
2 + 4δ2 (7.14)
It must be noted that making δL = δR does not change qualitatively the results because δ just gives the
energy scale of the splitting.
Non-adiabatic transitions: dynamical formation of Majorana fermions
As we have seen in the previous chapter, when the Majorana fermions are recombined the
periodicity of the junction turns to a conventional one. Physically, one can circumvent this problem
using a Josephson junction where the gauge invariant phase is tuned non-adiabatically [? ]. In this way,
transitions between the recombined fermions induce a dynamical decoupling into Majorana fermions.
Since EJ  δ, the transition probability is non-vanishing only at the anticrossings of the eigenspectrum,
that is, for ϕ = (2n + 1)pi, where n is an integer (see red areas in Fig. 7.3(a)). Thus, as long as non-
adiabatic transitions occur, the overlap between MF is effectively canceled. As a consequence, the 4pi
periodicity in the eigenspectrum, and also in the supercurrent (I ∝ ∂ϕE±), is recovered. As we will
see below the new shape of the current does lead to the expected even steps and also to additional
contributions of the order of δ at odd and fractional multiples of the ac frequency (see App. G).
In order to calculate the transition probability we consider the semiclassical approximation, and
we make use of the fact that the velocity at the anticrossings is linear, therefore, transitions between








It is important to remark that in the experiment we are analyzing, the phase ϕ is biased by a noisy voltage
coming from fixing an external current. These voltage fluctuations are translated to phase fluctuations
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E(ϕ)
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ϕ
Fig. 7.3: (Color on line) Eigenspectrum (a) and Andreev current (b) vs ϕ, after zero (green dashed) and
two (blue solid) LZT occurred. In panel (a) light and dark gray areas (gray and red) correspond to the
adiabatic and non-adiabatic evolution respectively. We have represented two different limits of dynamics;
the adiabatic limit (green dashed line), presenting 2pi periodicity and the non-adiabatic limit (blue solid
line) presenting 4pi periodicity.
by the fact that ϕ˙ ∝ V , and thus, dephasing enters into play. We have estimated that the dephasing
time tD is much shorter than the time needed to change the phase by ϕ → ϕ + 2pi. Therefore, we
assume that interference effects can be neglected, and Landau-Zener transitions (LZT) can be considered
individually. Coherences between LZTs have been recently analyzed phenomenologically [123], and in
more detail [139] for the case of a voltage biased junction, where also additional Andreev levels, QP and
inelastic transitions have been considered. However, we would like to stress that the current biased setup
analyzed in this work for the first time has two advantages: contrary to the voltage biased case, it (1)
shows a robust signal of small odd integer Shapiro steps even if the case of a multimode wire and (2) the
observation is not masked by interference effects as those are absent in our case. Therefore, the current
biased configuration is much more suitable to detect MF than the voltage biased one in the D  1 case.
Model of the current
Once we have analyzed the dynamical transitions of the junction, we are ready to include their
dynamical effects on the current. To this aim we introduce the function IM (ϕ) in the supercurrent






The function, IM (ϕ), can take the constant values ±IM , where IM is the maximum value of the super-
current, which is of the order of nA. During the adiabatic period, the function IM (ϕ) remains constant
and whenever there is a LZT, IM (ϕ) changes its sign. To understand the change of the sign we can com-
pare in Fig. 7.3(b) the adiabatic and non-adiabatic passage through the anticrossings (solid and dashed
respectively). After each anticrossing the curve coming from a LZT acquires a negative sign respect to
the adiabatic passage. Thus, we describe the dynamical effects on the current produced by the LZT by
changing the sign of IM .
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7.3.2 Extra Andreev modes
Up to this point we have considered the single band occupation case. Nevertheless, in order to
represent a more realistic situation, it is necessary to include the occupation of several subbands.
Majorana fermions may occur in multimode nanowires as long as there is an odd-number of
bands occupied [174, 127]. The extra modes contribute with the conventional 2pi-periodic supercurrent,
i.e. by means of adding Ic sin(ϕ) to I(ϕ) in Eq. (7.16). The value Ic is a constant parameter whose
contribution can be much greater than IM , due to the possibility that several modes are occupied. Due
to the linear properties of the voltage biased experiment the presence of extra modes add a dominant
contribution to the odd steps, hiding the signature of the presence of the Majorana fermion. In contrast,
in the current biased experiment we have found a regime where the effect of considering a dominant 2pi
contribution, does not modify the spectrum of even Shapiro steps.
It is worthy to mention that we have not considered dynamical effects between the Majorana
and Andreev modes due to the fact that the energy difference between them is high enough compared to
the phase velocity. This can be assured whenever the transparency of the junction fulfils T  1 [52, 139].
7.3.3 Quasiparticle poisoning
As we have seen above, there are two pairs of eigenstates, each pair presents different fermion
parity. The pair of eigenvalues Ee± correspond to the space where the states |0, 0〉 and |1, 1〉 are combined,
while the pair Eo± correspond to the space where |1, 0〉 and |0, 1〉 are mixed. When the fermion parity is
conserved these eigenvalues live in separate spaces. However, a change in the fermion parity produces a
transition from one pair of eigenstates to the other [51], as relaxation or decoherence. Due to the fact
that the superconductor is attached to normal contacts normal fermions can jump to the junction and
thus change the fermion parity. In Josephson junctions the number of quasiparticle changes due to a
phenomena known as quasiparticle poisoning. The rate estimated for this process is of the order of µs
[154]. These transitions affect the current periodicity, and in principle they should appear reflected on
the Shapiro steps positions. From previous experiments [154], it is known that the time scale of the
quasiparticle poisoning is of the order of tqp ≈ 1µs. Therefore, the change on the periodicity produced by
the quasiparticle poisoning can be considered negligible, since in the Shapiro experiment the dynamics
of the system is ruled out by the ac frequency, which is of the order of ωac ≈ 1010Hz.
7.4 Numerical results of the dynamical RSJ model in the pres-
ence of a Majorana mode
In this section we present numerical results of solving eq. 7.8 dynamically. By dynamically we
mean that IM (ϕ) changes its sign depending on whether the LZT occurs or not. In order to include such
a dynamical effect we compute PLZ , on the anticrossings. Namely, when ϕ(t) = (2n + 1)pi we evaluate
the phase velocity ϕ˙ and compare the resulting PLZ with a random number to determine whether a LZT
occurs or not.
7.4.1 Shapiro experiment with Ic = 0
In figure 7.4 we have plotted the I/V curves for ωac = 10
10Hz and I1 = 0 up to I1 = 4nA
with an increment of 1 nA. We can observe that the height of even Shapiro steps dominate the Shapiro
spectrum. Thus, revealing clearly the resulting 4pi periodicity of the junction. Moreover, there are some




Fig. 7.4: Current-Voltage curves for IM = 1nA, EJ/δ = 500, R = 3kΩ, ωac = 10
10Hz and Ic = 0. I1
takes values from 0 to 4 nA from bottom to top with a step of 1 nA. For the sake of clarity all the curves
are shifted a constant amount.
contributions of δ order placed at odd and fractional multiples of ωac, coming from the new form of the
supercurrent acquired by the LZT. It is worth to remind that in the ideal case, i.e. I(ϕ) = IM sin(ϕ/2)
such steps do not appear.
The main results of our calculations are shown in Figs. 7.4 and 7.6. There, we have represented
current-voltage curves for Ic = 0 and Ic = 10 IM respectively, using IM = 1nA and R=3kΩ, altogether
lead to measure voltages of the order of V ≈ 10µV. We have set EJ/δ = 500, making that PLZ is very
close to one at any value of I0. Therefore, the supercurrent presents a 4pi periodicity most of the time,
whose form is given by the dashed curve of Fig. 7.3(b).
Until now the calculations we have shown were performed using the value EJ/δ = 500, which
leads to PLZ ' 1 for the whole spectrum of I0. Increasing the overlap δ reduces PLZ making that non-LZT
may occur, provoking a departure from the studied 4pi periodicity of the current. The main changes are
produced in the positions of the steps, where we observe that the Shapiro step splits in two (see Fig. 7.5).
In order to shed some light on the numerical results we can average out the position of the non-LZT
events and approximate IM (ϕ) by means of a Fourier series (see App. H). The resulting current-voltage
curve behaves rather similar to the numerical results obtained by means of the stochastic model presented
here. Comparing both methods we extract that the splitting is of the order of (1− PLZ)/2. We observe
that the Fourier approximation fails whenever we decrease EJ/δ up to 30.
7.4.2 Shapiro experiment in the presence of several Andreev modes: Ic  IM
In figure 7.6 we show the I/V curves in the presence of a large 2pi contribution, Ic = 10 IM .
Different curves correspond to different values of ωac, in decreasing order from top to bottom. In this
situation, one would expect to obtain all integer steps coming from the dominant 2pi character of the
supercurrent. In turn, one observes a progressive reduction of the odd steps as we decrease ωac up to
2eRIM/~, while even steps hold. We have demonstrated that the reduction of odd steps is caused by
the presence of a Majorana mode and can, in principle, be found even in the case where Ic  IM . It is
important to remark that this behavior is completely different to the voltage biased experiment, where
the 2pi contribution gives rise to steps at even and odd multiples, with heights proportional to Ic [78].

















Fig. 7.5: Current/voltage curves for different values of EJ/δ: (a) 500, (b) 100, (c) 50 and (d) 30, I1 = 1nA, the
rest of the parameters are taken from those used in Fig 3 in the main text. Solid lines are the values obtained by
means of the stochastic model while blue circles come from the averaged model presented here.
Thus, when Ic  IM the detection of the Majorana mode from the Shapiro spectrum will in general
complicated.
The observed behavior stands on the non-linear character of the RSJ model versus the linear one
of the voltage biased experiment. In order to understand this it is necessary first to revisit the undriven
case, i.e. I1 = 0, where both, 2pi and 4pi contributions are present. In such situation, we show (see below)
that due to the non-linear character of the RSJ equation, the presence of the 4pi contribution imposes a
strong 4pi character to the junction for a range of voltages of the order of IMR, even in the case when
Ic  IM . Ac currents with frequencies up to 2eRIM/~ = 1010Hz, correspond to this range of voltages
and thus are expected to show predominately even Shapiro step.
We can extract additional information from the current-voltage curves. It can be demonstrated
that the height of the 0-step at I1 = 0, is approximately equal to Ic+ IM/
√
2 for Ic  IM . Then, tuning
the gate voltage one could, in principle, fill a single extra mode and measure the resulting contribution
to the current. Then, one would be able to determine IM .




Fig. 7.6: Current-Voltage curves for IM = 1nA, EJ/δ = 500, R = 3kΩ, I1 = 3nA and Ic = 10 IM . The
ac frequency ωac takes the values: 10
11, 5× 1010, 2× 1010, 1010 and 5× 109Hz from top to bottom. We
observe a progressive quenching of the odd steps as we decrease ωac up to 5 × 109Hz. For the sake of
clarity all the curves are shifted down a constant amount.
7.5 Analysis of the RSJ equation in the presence of extra An-
dreev modes: Robustness of the detection
In order to analyze the equation it results convenient to renormalize the involved parameters.
Therefore, we divide the entire equation by Ic, and transform the time to a dimensionless quantity
τ = (2eR/~)t. This results in the renormalization of the ac frequency ξ = ~ωac/2eRIc, leading to rewrite
the equation as
ϕ˙(τ) = α0 + α1 sin(ξτ)− sin(ϕ)− αM sin(ϕ/2) (7.17)
where the renormalized intensities are given by αi = Ii/Ic for i = 1,M . Now, the analysis of the equation
is reduced to the study the parameter regime of α1, αM , and ξ.
The analytic solution of the equation in the absence of the Majorana mode is not known, and
only approximate solutions have been obtained [4, 156, 93], although none of them are valid in the regime
where we observe that odd steps vanish. Besides, the 4pi term coming from the presence of the Majorana
mode does the system even more complicated. For all these reasons, it is out of the scope of this appendix
to try to give an analytical insigth of the differential equations. In turn, we explore the numerical solutions
and explain its general behavior.
Undriven system without the Majorana term
The equation of motion of the system without neither MF nor ac current is given by
ϕ˙(t) = α0 − sin(ϕ(t)). (7.18)
In Fig. 7.7 we show the dependence of 〈ϕ˙〉 as a function of α0. This case is analytically solvable, and the
average of the voltage is given by
V¯ = 〈ϕ˙〉 = √α0 − 1. (7.19)
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Fig. 7.7: α0 vs 〈ϕ˙〉 in the absence of the Majorana mode and without the ac current.
This equation is only valid for α0 > 1. The value α0 = 1 is called the critical value, which we denote
by αc, and is defined as the value up to which the induced voltage passes from zero to a finite value. In
general, this value will change depending on whether we add the Majorana mode and/or the ac current.
This value will be important in the incoming analysis.
In panel a of Figs. 7.8 and 7.9 we show numerical results of ϕ(τ) and ϕ˙(τ) as a function of time
for two different values of α0. Figure 7.8 presents values of α0 close to the critical value of each system,
while Fig. 7.9 presents a higher value of α0. As we can observe, ϕ(τ) presents two different ranges of
slopes, i.e. velocities, fast and slow. The slow range is given when the term sin(ϕ) = 1, so that the
difference α0 − sin(ϕ) is minimum. This happens when ϕ = (4n + 1)pi/2 (dashed lines of panels a and
b of Figs. 7.8 and 7.9). In figure 7.8 α0 is very close to αc, thus the difference α0 − sin(ϕ) → 0, and
therefore we find a flat slope. For larger values of α0 (see Fig. 7.9) the difference does not tend to zero
and we observe an increment of the slope between stairs. In the bottom plot of Figs. 7.8 and 7.9 we show
results of ϕ˙ vs. time. There we can observe that the increment of α0 induces a widening of the peaks.
On the other hand, the fast range is given for the rest of the values of ϕ(τ), having a maximum speed
when sin(ϕ(τ)) = −1 which occurs at ϕ = (4n+ 3)pi/2. These ranges are periodically repeated with the
frequency ω0 = V¯ in units of 2e/~. That is, the frequency of the junction is proportional to the induced
voltage. In summary, by increasing α0 we modify the frequency of the junction ω0, and we also provoke
an increment of the slope between stairs, which produces a widening of the peaks seen in ϕ˙(τ).
Undriven system with the Majorana mode
We add now the Majorana mode by including the term αM sin(ϕ/2) to the supercurrent yielding
ϕ˙(τ) = α0 − sin(ϕ)− αM sin(ϕ/2), (7.20)
with αM  1. In the example presented here we have used the value αM = 1/15, so that the sum of
this term modifies slightly sin(ϕ). However, as we can observe in panel c of Fig. 7.9, the periodicity of
ϕ(τ) is drastically modified for values of α0 close to the new critical value, αc ≈ 1 + αM/
√
2 (see panel c
of Fig. 7.8). The solution ϕ(τ) turns from a 2pi periodicity to a 4pi for values of α0 close to the critical
value αc (see Fig. 7.8c) and becomes 2pi for larger values of α0 (see Fig. 7.9c). This effect is non-linear
and makes a difference respect to the voltage biased experiment.


























































Fig. 7.8: ϕ(τ) (top row) and ϕ˙(τ) (bottom row) as a function of time with a value of α0 close to the critical value
αc in a 2pi, 4pi and mixed situation with αM = 1/15, from left to right.
The change in the periodicity can be explained by means of analogous arguments as above. The
addition of the Majorana mode may increase or decrease the duration of the flat regions depending on
the sign of sin(ϕ/2) > 0. The time difference between the short and long periods increases as long as we
are closer to the critical value αc. Thus, the 2pi periodic function turns to a 4pi periodic one as α0 ≈ αc,
still with the characteristic frequency ω0. A more visual comparison can be made just by looking the
similarities with a pure 4pi Josephson junction in panel b of Figs. 7.8 and 7.9.
We can study continously the transition from 4pi to the 2pi character of the junction calculating
from numerics the largest frequency ωM of the junction, defined by ωM = 2pi/∆τ , where ∆τ is the
dimensionless time difference between the two closest maximums of ϕ˙(τ). When ωM approaches ω0, the
junction turns to be 2pi periodic. The general behavior is shown in Fig. 7.10, where we have plotted
the relation ωM/ω0 vs. ω0 for three different values of αM = 1/15, 1/10 and 1/5. The curves show the
tendency of the periodicity of the junction as we increase ω0. We can observe that there is always a range
of values of α0, i.e. a range of ω0, close to αc where the Majorana mode imposes its 4pi periodicity to the
junction. Roughly speaking, this range is of the order of αM . The dashed curve placed at ωM/ω0 = 1
points out the tendency of the junction to behave 2pi periodically.
Driven system with the Majorana mode
Until now we have seen that the phase presents a range of voltages or frequencies where its
dynamics is governed by the periodicity of the Majorana mode. The question now is that if we will be
able to measure the periodicity of the phase in that range of frequencies. Typical procedure to measure
the periodicity implies to drive the phase by means of an ac current, that is
ϕ˙(τ) = α0 + α1 sin(ξτ)− sin(ϕ(τ))− αM sin(ϕ/2), (7.21)
It is well known that the solutions ϕ(τ) at the steps are phase-locked solutions (e.g see Ref. [156]). This
means that the driving force imposes its frequency to the driven system. In this way, the solutions of
ϕ˙(τ) change from the former frequency imposed by α0, i.e. ω0, to the ac frequency ξ.


























































Fig. 7.9: Same plot as Fig. 7.8 for a larger value of α0 respect to the critical value αc. Comparing panel c of
this figure and Fig. 7.8 we can appreciate the change of period when we move away from αc, i.e. when α0 → αc
(Fig. 7.9c→Fig. 7.8c) the periodicity of ϕ˙(τ) approaches 4pi.
This special property of the phase locked solutions is very important because it allows to access
the range of frequencies where the junction behaves 4pi periodically: Choosing αM & ξ, that is, the order
where we have seen that ωM/ω0  1, will lead to have a dominant 4pi periodicity, which leads to an even
Shapiro spectrum. We can see this behavior in the plots shown in Fig.7.11, where we have plotted the
Shapiro steps for different values of αM . We see how the odd steps tend to vanish for αM ≈ ξ. Finally,
we have plotted in Fig. 7.12 the height of the first four steps as a function of the ac intensity α1 for
αM = 0.15 and ξ = 0.1. We can observe a clear predominance of the even steps, for the whole range
of α1. Remarkably, we see that for α1 ≈ αM , odd steps are zero. This behavior can be explained by
the fact that in our reasoning we have implicitely considered that α1, reads out the periodicity of the
junction at the imposed frequencies ξ. In other words, we have considered that the effect of adding the
ac current is to select the frequency of the junction, without introducing its 2pi periodicity, and in such
sense, it happens for α1 of the order of αM . We see that for larger values of α1, odd steps coming from
a 2pi contribution become larger.
Summary
In this section we have explained numerically the behavior of the solutions ϕ(τ) and ϕ˙(τ) of
the current biased Shapiro experiment in the presence of a Majorana and several normal modes. We
have given the explanation of the dominance (for a range of frequencies) of the even Shapiro steps in the
presence of an, in principle, negligible 4pi contribution respect to the 2pi one. In order to understand this
behavior we have explored the solutions of the undriven system and seen that in general there is always
a region of frequencies where the 4pi periodicity dominates. This region has an interval of frequencies
of the order of ω0 . αM , where αM is the dimensionless intensity of the Majorana mode. Therefore,
if one wants to measure some signature of the 4pi periodicity of the system, it will be needed that the
measurement is performed in this frequency regime.
One of the advantages of the current biased Shapiro experiment consists on the fact that the









Fig. 7.10: Relation ωM/ω0 vs. ω0 for αM = 1/15, 1/10 and 1/5 (from left to right). It represents the 4pi-
contribution of the junction as a function of the 2pi, given by ω0. The range of values where ωM/ω0  1 indicates
the 4pi behavior of the junction. The dashed line corresponds to the value ωM/ω0 = 1, where is pure 2pi periodic.
steps present phase locked solutions. This means that the forced system imposes its periodicity to the
junction. Therefore, we can impose the ac frequency ξ to the junction ω0 by means of biasing the junction
by an ac current. And meanwhile measure the periodicity of the junction by looking at the positions of
the steps. We have seen that when αM & ξ even Shapiro steps dominate, and also that this behavior is
more robust when α1 ≈ αM . Transforming back to physical units we have that taking into account that
IM = 1nA and R = 3kΩ, then ωac . 2eRIM/~ = 10
10Hz.
7.6 Summary of results and limits of the model
We have studied the current-biased Shapiro experiment in a finite 1D Josephson junction. We
have seen that the effects coming from the finiteness of the 1D system are dynamically decoupled driving
the phase by means of an external current. For that purpose, we have analyzed the periodicity of the
junction by solving an equation of motion coming from the resistive shunted junction model. We have
calculated two different cases, when there are no extra 2pi modes, i.e. Ic = 0, we have obtained that we
can always determine the presence of the Majorana mode due to the appearance of steps at even multiples
of the ac frequency ωac (see Fig. 7.4). In turn, when Ic  IM , we have found that due to the non-linear
effects coming from the dynamics of RSJ, the junction behaves 4pi periodically for a range of voltages
of the order IMR. We have found that it is possible to match this range, and therefore its 4pi behavior,
by using ac frequencies of the order of ωac . 2eRIM/~ = 10
10Hz (see Fig. 7.6). The resulting Shapiro
steps are thus placed at even multiples of the frequency ωac. In addition, we have seen that the effects of
QP on the current are negligible at the typical estimated timescales. From our results, we believe that
performing the current-biased Shapiro experiment is a strong tool to prove the existence of Majorana
fermions in finite nanowires.
We now summarize the limitations of having represented the current by means of the presented
model.
• T  1: In order to avoid jumps between the Majorana mode and the normal Andreev modes we
have assumed that the tunnel probability is T  1, since the level spacing goes with 1/D (see
previous chapter).











Fig. 7.11: Shapiro I-V curves for α1 = 0.3, and ξ = 1/5 for the left plot and ξ = 1/20 for the right plot. The
value of αM is increased from 0 to 1.5ξ in both plots. We can appreciate the reduction of the odd steps as long
as αM & ξ.
• RSJ: We have assumed that the capacitance of the junction is negligible, otherwise a second order
derivative should be added. This is the topic of our present work.
• In the derivation of the robustness of the measurement of the Majorana mode we have assumed a
perturbative α1, so that just the frequency of the junction changes but not the periodicity of the
undriven system does not change by the addition of the driving current. For higher α1 the height
of the steps behave as pseudo Bessel functions [137] with the peculiarity that the height of the odd
steps present plateaus of zero height, as if it were a repetition of what happens at low α1. This is



















A.1 Rayleigh-Schro¨dinger perturbation theory
In most textbooks on quantum mechanics, perturbation theory is formulated for a perturbation
linear in the small parameter, while the augmented Liouvillian Lχ contains arbitrarily high powers of χ;
see Eq. (2.15). In this appendix we derive a recursive scheme for the representation of an eigenvalue as
a Taylor series in a perturbation parameter. Our calculation is inspired by Chap. 5 of Ref. [138], for an
alternative derivation see Ref. [6]. Despite the fact that we formulate the problem in terms of a quantum
mechanical energy eigenvalue problem, our derivation is not restricted to Hermitian operators.
We consider a “Hamiltonian” H = H0 + V (α) for which the perturbation V (α) is an analytical






Our goal is to find a series for the eigenvalue E(α) of H that fulfills limα→0E(α) = E0, where E0 is
the eigenvalue of H0 corresponding to a particular eigenvector |φ0〉, i.e., H0|φ0〉 = E0|φ0〉. A central
assumption is that both the eigenvalue and the corresponding eigenvector |φ(α)〉 can be decomposed into
a series in α as well, such that we can employ the ansatz








For the present purpose, it is sufficient to consider only the case of non-degenerate E0. Note that for
non-Hermitian H0, 〈φ0| is generally not the Hermitian adjoint of |φ0〉, but rather the corresponding left
eigenvector, i.e., the solution of 〈φ0|H0 = E0〈φ0|. We choose the normalization such that 〈φ0|φ0〉 = 1.
We start by writing the eigenvalue equation H|φ(α)〉 = E(α)|φ(α)〉 in the form
(H0 − E0)|φ(α)〉 = {E(α)− E0 − V (α)}|φ(α)〉, (A.4)
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which is convenient for the derivation of a formal solution and subsequent iteration. Since (H0−E0)|φ0〉 =
0, Eq. (A.4) defines |φ(α)〉 only up to a component proportional to |φ0〉. Moreover, it implies that the
inverse of H0 − E0 does not exist. It is however possible to define the pseudo-inverse Q(H0 − E0)−1Q
[or in short: Q/(H0 −E0)], where Q is the projector on the subspace spanned by the eigenvectors of H0
with non-zero eigenvalue. In the present case of non-degenerate E0, it reads Q = 1− |φ0〉〈φ0|.
The pseudo-inverse allows one to cast Eq. (A.4) into the form
|φ(α)〉 = |φ0〉+ Q
H0 − E0 {E(α)− E0 − V (α)}|φ(α)〉. (A.5)
The first term on the right-hand side can be multiplied by any factor without violating Eq. (A.4). We have
chosen it such that limα→0 |φ(α)〉 = |φ0〉. Moreover, since 〈φ0|Q = 0, the relation 〈φ0|φ(α)〉 = 〈φ0|φ0〉 = 1
holds. An important feature of Eq. (A.5) is that the second term on the right-hand side is of first order
in α. Therefore, it can be solved iteratively in the following way.
Multiplying Eq. (A.4) by 〈φ0|, we find that the left-hand-side vanishes owing to 〈φ0|H0 = E0〈φ0|.
Thus we obtain E(α)−E0 = 〈φ0|V (α)|φ(α)〉. We then insert for E(α), V (α), and |φ(α)〉 the series (A.1)–





It depends on the still unknown correction of the eigenvector, |φk−k′〉, which we determine from Eq. (A.5).











Equations (A.6) and (A.7) allow the recursive computation of the series (A.2) for the eigenvalue shift
E(α).
Apendix B
Average over the phonon operators
in the Liouville space: Quantum
regression theorem [23]
In this appendix we evaluate the formal expression of average over two general operators of the
phonon mode at two different times, namely
〈O1(t)O2(t′)〉 = Tr R ⊗ S {ξ(0)O1(t)O2(t′)} . (B.1)
These averages appear in the Liouvillian Lcorr, in our case R refers to the bath of oscillators and S to the
phonon mode. The operators Oi act on the space S, and they satisfy the Heisenberg equation of motion
d
dt
Oi = − i
~
[H,Oi] (B.2)





giving also the formal solution for the density matrix
ξ(0) = e−iHtξ(t)eiHt (B.4)
substituting these formal solutions into eq. (B.1) and use the cyclic property of the trace to obtain





















Let us make the assumption that t′ > t and define τ = t′− t, and ξO(τ) = e−iHτ ξ(t)O1(0)eiHτ . Meaning
that ξO(τ) also satisfies the Heisenberg equation of motion
d
dτ




88 B. Average over the phonon operators in the Liouville space: Quantum regression theorem [23]
with ξO(0) = ξ(t)O1(0) and we define ρO(0) = TrR {ξ(t)O1(0)} = ρ(t)O1(0). Since ξO(τ) fulfills equations
of the Born-Markov approximation, we arrive to the expression
d
dτ











so that the operator O1 is finally written in the Heisenberg picture O1,H(τ)
〈O1(t)O2(t′)〉 = TrS {O1,H(τ)O2(0)} . (B.10)
Apendix C
Model of a lateral double quantum
dot
In essence these references propose the Hamiltonian of two Coulomb interacting electrons em-
beded in a magnetic field having the Hamiltonian H = Horb + HZ =
∑
i=1,2 hi + C + HZ , where the










+ exiE + V (ri), (C.1)
C =
e2




Bi · Si (C.3)
The coupling of the dots is modeled by a quatic potential [18]






(x2 − a2)2 + y2
]
, (C.4)
which separates one dot from each other a distance 2a, into two harmonic wells of frequency ω0, and
therefore the Bohr radius of each dot is given by aB =
√
~/mω0. The choice of the potential is motivated
by the experimental fact that for single dots the dots can be described by a parabolic confinement
potential of ~ω0 = 3meV.
The single-dot orbitals for harmonic confinement in two dimensions in a perpendicular magnetic
field are the Fock-Darwin states, which are the usual harmonic oscillator states, magnetically compressed




0 , where ωL = eB/2mc denotes the Larmor frequency. The ground







Shifting the single particle orbitals to (±a, 0) in the presence of a magnetic field we obtain ϕ±a(x, y) =
exp(±iya/2l2B)ϕ(x ∓ a, y). The phase factor involving the magnetic length lB =
√
~c/eB is due to
the gauge transformation A±a = B(−y, x ∓ a, 0)/2 → A = B(−y, x, 0)/2. The matrix elements of
1The electrons have the effective mass m = 0.067me, g = −0.44, µB is the Bohr magneton and κ = 13.1.
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Horb needed to calculate J are found by adding and subtracting the harmonic potential centered at
x = −(+) a for electron 1(2) in Horb, which then takes the form Horb = h0−a(r1) + h0+a(r2) +W + C,
where h0±a(ri) = (pi − eA(ri)/c)2/2m+mω2((xi ∓ a)2 + y2i )/2 is the Fock-Darwin Hamiltonian shifted































where we introduce the dimensionless distance d = a/aB, and I0 is the zeroth order Bessel function. The
first and second terms in Eq. (C.7) are due to the Coulomb interaction C, where the exchange term enters
with a minus sign. The parameter c =
√
pi/2(e2/κaB)/~ω0 (≈ 2.4, for ~ω0 = 3meV) is the ratio between
Coulomb and confining energy. The last term comes from the confinement potential W .
Apendix D
Polaron transformation and the
interacting picture in the triple
quantum dot
D.1 Polaron transformation
As it was sketched in the main text, we transform the operators by means of




† − a). (D.1)
Then, using the Baker-Hausdorff formula






[S, [S, [S,O]]] + · · · , (D.2)
one can obtain the exact transformation of the total Hamiltonian. Lets do it for each operator appearing
in the master equation.
Triple quantum dot
Lets start from the dot Hamiltonian, since









it means that n2 = n2. Then, proceding in the same way for the tunnel dots pij
[S, p12] = − λ
~ω0
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then it is straightforward to deduce that










On the other hand, the transformation on the phonon operators leads to










































Using the Baker-Hausdorff formula:
O˜(t) = O + κ[H0, O] +
κ2
2!
[H0, [H0, O]] +
κ3
3!
[H0, [H0, [H0, O]]] + · · · (D.15)
where H0 is given by the Hamiltonian (D.13), and κ = it/~
Dot operators
The best way to obtain the interaction picture of










where we have used |Ψi〉 and i as the eigenfunctions and the eigenenergy of H¯0, given by
|Ψ1〉 = (0, 1, 0)T → 1 =  (D.17)
|Ψ2〉 = 2−1/2(−1, 0, 1)T → 2 = −τ (D.18)
|Ψ3〉 = 2−1/2(1, 0, 1)T → 3 = τ (D.19)
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Damped phonon mode










† − a†aρB − ρBa†a
)
. (D.20)
the interaction picture will be a bit different, instead of that picture we will write the time evolution





leading to the final Hamiltonian

















Explicit calculation of the phonon
renormalized tunnels and the
correlation functions
In this appendix we evaluate the average over one and two operators at different times which
appear in the obtained Liouvillian eq. (??).
E.1 Renormalized tunnel




= 〈Xt〉 = 〈X†t 〉 = Tr R ⊗ S {Xtρ(0)} = Tr S {XTr R {ρ(t)}} = Tr S {XρS(t)} (E.1)














C(t) = 〈X†(0)X(t)〉eq = tr{X†(0)X(t)ρph,eq}, (E.3)
of the dissipative harmonic oscillator, where X = exp{(λ/ω0)(a† − a)} is the displacement operator used
for the polaron transformation in Sec. 4.4. The time evolution is determined by the master equation
d
dt
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where we have used Z = [1− exp(−~ω0/kBT )]−1.
The time evolution is conveniently computed from the Heisenberg equation of motion for the













At zero temperature the initial density matrix state of the damped single mode is given by



















































In this case the algebra is not so simple as in the above case and extra calculations must be
done. First of all the initial density matrix is not the vacuum state, but a thermal bath, i.e.
ρb = Z
−1 exp(−~ω0βa†a) (E.9)





e−n~ω0β〈n|XH(t)X†(t = 0)|n〉 (E.10)
making use once again of the Haussdorf-Baker formula we join the exponents of each operator in a common






, being this time A = XH(t) and B = X
†(t = 0),
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Then,
XH(t)X
†(t = 0) = eK1/2 exp(δa† − δ∗a) (E.12)
= eK1/2e−K2/2 exp(−δ∗a) exp(δa†) = (E.13)









∣∣δ∣∣2 = − ∣∣∣∣ λ~ω0
∣∣∣∣2 (1 + e−γt − 2e−γ/2t cos(ω0t)) (E.15)
We are now ready to perform in an easy way the sum











where Fn = 〈n|eδ∗aeδa† |n〉. Taking the series expansion of the operators and performing the corresponding






































which is in fact easy to calculate knowing that
1
(1− x)s+1 = 1 + (s+ 1)x+
(s+ 1)(s+ 2)
2!





































1 + e−γt − 2e−γ/2t cos(ω0t)
))]
(E.21)






















(Z − 1)m Zn
z − i+ γl − (−γ/2 + iω)m+ (γ/2 + iω)n
(E.22)
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E.1.2 Negligible terms dropped in the derivation of the effective Liouvillian
The two following terms are negligible for different reasons. Although these terms are very
similar to those which arise from eq. (4.28). However if we look carefuly, we will notice that the phases
involved coming from different tunnels (p12 and p23) have opposite signs for , that is, they have terms
as ei(t−s), as in the case of the terms arising from eq. (4.28). However, and here comes the difference,
we notice that the sign behind τ is equal for both times giving rise to phases of the form eiτ(t+s). Then,




p12(t)ρ(t)p23(s)〈XsX†t 〉+ p12(s)ρ(t)p23(t)〈XtX†s 〉
)
, (E.23)






−(iω0 + γ/2)n+ i(− τ) +
−1








(−(iω0 + γ/2)n+ i)2 + τ2
)
, (E.24)
meaning that the contribution is negligible compared to the second order terms.
On the other hand, we assume negligible the terms coming from eq. (4.29) containing products
of the same operators, such as
Trph {Xtpi,j(t)ρe(0)ρB(0)pi,j(s)Xs} (E.25)
have phases ei(+τ)(t+s), which are rotating very rapidly respect to the rest of the terms. For this reason,
we apply the rotating wave approximation and we consider them negligible.
Apendix F
Decoherence of a superposition of
coherent states coupled to a bath of
oscillators
We consider the interference produced by a superposition of two coherent states in a harmonic
oscillator [169]. Let us suppose that we initially prepare the system
|Ψ〉 = |α1〉+ |α2〉 (F.1)





where |α(t)〉 = e−iωt|αi〉.
Now, let us assume that the system is coupled to a bath of harmonic oscillators, which at the
end of the day will lead to damping. This may be described by the hamiltonian
H = ~ωa†a+ aΓ† + a†Γ, (F.3)







2aρ(t)a† − a†aρ(t)− ρ(t)a†a) , (F.4)
in the rotating wave approximation. We have used γ to denote the damping constant, as in the main












dtm−1 · · ·
∫ t2
0
























































































= 〈α|β〉1−e−γt |αe−γt/2〉〈βe−γt/2| (F.14)
Thus, for an initial density operator
ρ(0) = N (|α〉〈α|+ |β〉〈β|+ |α〉〈β|+ |β〉〈α|) (F.15)
Then applying the sueroperator Nt, one sees that the off-diagonal elements of the density matrix are
dephased by the factor 〈α|β〉1−eγt . The greater the distance between the initial α and β coherent states,
the more rapidly the off-diagonal elements are dephased. A physical explanation may be given by a
consideration of the state of the coupled system plus environment before and after one quantum is lost
from the system to the environment.
Apendix G
Dephasing produced biasing the
phase by means of a noisy voltage
In the main text we have used the approximation of neglecting interference effects coming from
having two or more non-adiabatic transitions [148]. In this appendix we justify this approximation and
estimate the dephasing rate produced by biasing the phase difference by means of a fluctuating voltage.
For the sake of simplicity we restrict the analysis to the infinite length 1D Josephson junction which in





where σz denotes the z-Pauli matrix. As we have explained, the effect of fixing the current produces
thermal fluctuations in the voltage, therefore fluctuations on the phase difference arise around some fixed
value ϕ0, namely ϕ(t) = ϕ0 + δϕ(t). Then, we assume that these fluctuations are small compared with
ϕ0, so we can rewrite the Hamiltonian approximately
H ≈ EJ
2
(cos(ϕ0/2)σz − δϕ(t) sin(ϕ0)σz) . (G.2)
Thus, the energy difference between the states fluctuates in time. In order to see the effects of these
fluctuations one can take a coherent superposition such as
1√
2
(|+〉+ |−〉) , (G.3)







Where we have used ∆ to denote the constant energy difference between the states |±〉. The phase φ(t)









These fluctuations are seen in the expectation value
〈σx〉(t) = cos(∆t+ φ(t)). (G.6)
Taking the average over the fluctuating phase we observe a decay of the oscillations










is the time integral of the autocorrelation function. Obtaining this integral allows us to determine lifetime
of the coherences. In order to calculate it we have first to relate phase and voltage autocorrelation
























dt′′〈V (t′)V (t′′)〉. (G.10)






〈V (t)V (t+ τ)〉dτ, (G.11)
where T is the temperature that affects to the external circuit, and R is its corresponding resistance.
Leading to the result
〈〈σx〉(t)〉 = cos(∆t)e− 12γDt
3
, (G.12)












Due to the fact that the time needed to vary the phase by ϕ → ϕ + 2pi is of the order of 1/ωac and
ωac = 10
10Hz, and taking into account that for the parameters that we have considered (see caption of
Fig. 3 in the main text) γD/ω
3
ac  1, coherences become rapidly quenched.
Apendix H
Splitting of the Shapiro steps as a
function of PLZ
H.1 Fourier decomposition of the 4pi-periodic current
The current that results of having LZT has the form of the continuous line shown in Fig. 7.3(b).
However, from time to time the LZT does not occur, thus, the current suffers changes in its periodicity.
The consequences of varying the periodicity of the current is reflected on the Shapiro steps pattern. It
leads to the splitting of the steps see Fig 7.5. In order to have some analytical insight to this phenomena,
we use a Fourier expansion of the current and of the non-LZT.
We begin calculating the Fourier components of the current when LZT are always given. We






























4δ2 + E2J cos
2(ϕ/2)
. (H.3)
where δ is the overlap between the in-phase MF and EJ is the Josephson energy. The integral is zero for
n = 2˙ yielding just the odd Fourier contributions. Taking into account that δ  EJ , we take the first
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As expected, the current has a 4pi contribution proportional to EJ perturbed by a sum of extra terms
which are of the order of δ.
H.1.1 Non-Landau Zener Transitions
We represent the phenomenon of not having LZT in a different way as it is presented in the main
text. There, having a LZT was simulated by a change of sign. Indeed, this has been already included
in the Fourier expansion above eq. H.6, and for this reason here having a non-LZT will be simulated by
changing as well the sign of the current. To this aim we will use a unit-step that changes its sign after a
certain period, which depends on the average of the LZ probability.
In the calculations we perform in the main text, this effect is estimated stochastically. In turn,
here we consider the average of a given LZT and non-LZT. Since a LZT is not affected by a previous
phase, this approximation will be in principle accurate. Thus, we consider the averaged LZ probability
PLZ , namely, in average after a number LZT there is a non-LZT. The next approximation will be to
consider that these non-LZT are distributed homogenously in time. This approximation, is a bit more
fragile, due to the fact that we are measuring the periodicity of the current by the position of the Shapiro
steps. Thus, to consider a homogeneous distribution or an inhomogeneous one will lead to different
results in the experiment. In principle, the homogeneous distribution will be only appropiated when the
non-LZT are separated enough in time, so that the periodicity of the 4pi current (eq. H.6) dominates.
In addition, the function has to include the fact that the change of sign can only come at certain
values of the phase, i.e. when ϕ = (2n+ 1)pi. Then, it is straightforward to obtain the period as






















Then, taking the product of the Fourier expansions of the current and the change of sign and



























































104 H. Splitting of the Shapiro steps as a function of PLZ
We can observe that due to the new periodicity the former 4pi and the rest of the Fourier components,
are splitted in two by a quantity proportional to 2(1−PLZ), as occurs in the numerics (see Fig. 7.5). We
can also see that the average model deviates from the stochastic calculations as we increase δ. This is
caused because increasing δ, the number of non-LZT increases so that non-LZT may not occur isoletely,
changing thus the periodicity. Therefore, for lower LZ probabilities the average between the pure 2pi and
4pi currents weighted by PLZ give more accurate results.
It is worthy to remark that the Fourier current presented above, has been developed to show
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Conclusions
This thesis contains two differentiated parts; in the first part we study transport through triple
and double quantum dots, while in the second part we analyze an experiment directly related with the
existence of Majorana fermions.
In chapter 3 we have studied the current and the shot-noise of the electrons traveling through a
triple quantum dot in a ring configuration when one of the dots is far away from resonance. In this regime,
the shot noise properties are most interesting and strong electron bunching occurs. Thus, quantum dots
in ring configuration may serve not only for the observation of interference effects, but also for the creation
of currents with widely tunable super-Poissonian fluctuations.
Then, in chapter 4 we have studied the decoherence mechanism that a damped phonon mode
exerts in the dark state. A qualitative understanding of these effects has been achieved by an analytical
approximation after a polaron transformation leading to a reduced master equation for only the dot
electrons. Within a standard treatment similar to the non-interacting blip approximation, we have
obtained an effective master equation for the electron transport. Then it became possible to analytically
obtain the current from the resulting master equation also close to destructive interference. The results
agree well with the full numerical results, provided that the oscillator frequency is sufficiently large and
the intra-dot tunneling is small. In turn, we can conclude that our reduced master equation faithfully
describes transport effects entailed by a dissipative mode. Moreover, this picture provide evidence that
the decoherence of an oscillator cat state directly turns into decoherence of the dark state.
In chapter 5 we have presented a microscopic model to describe the triplet-singlet and triplet-
triplet transition probabilities mediated by the HF interaction in a DQD. We have stressed the importance
of the local character and the nuclear flip-flop process of the HF interaction. These characteristics lead
to a partial cancellation of the interference pattern, which can be intuitively seen by means of an analogy
between the triplet-singlet transition and the double-slit experiment. With this picture in mind, we have
shown the fundamental difference between the transition mediated by the hyperfine interaction and an
anisotropic magnetic field. The transition under study turned out to be relevant in the spin blockade
regime. The obtained results will serve as a basis to study transport accounting for the nuclear spin
dynamical polarization and will open the possibility to explain experiments covering different tunneling
coupling regimes.
In the second part of this thesis we have studied numerically the stability of the current-biased
Shapiro step experiment. We have seen that the effects coming from the finiteness of the 1D system
are dynamically decoupled driving the phase by means of an external current. We have calculated two
different cases, when there are no extra 2pi modes, i.e. Ic = 0, we have obtained that we can always
determine the presence of the Majorana mode due to the appearance of steps at even multiples of the ac
frequency ωac (see Fig. 7.4). In turn, when Ic  IM , we have found that due to the non-linear effects
coming from the dynamics of RSJ, the junction behaves 4pi periodically for a range of voltages of the
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order IMR. We have found that it is possible to match this range, and therefore its 4pi behavior, by using
ac frequencies of the order of ωac . 2eRIM/~ = 10
10Hz (see Fig. 7.6). The resulting Shapiro steps are
thus placed at even multiples of the frequency ωac. In addition, we have seen that the effects of QP on the
current are negligible at the typical estimated timescales. From our results, we believe that performing
the current-biased Shapiro experiment is a strong tool to prove the existence of Majorana fermions in
finite nanowires.
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