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Abstract. We propose two numerical methods for the optimal control of McKean-Vlasov dynamics
in finite time horizon. Both methods are based on the introduction of a suitable loss function defined
over the parameters of a neural network. This allows the use of machine learning tools, and efficient
implementations of stochastic gradient descent in order to perform the optimization. In the first method,
the loss function stems directly from the optimal control problem. We analyze the approximation and
the estimation errors. The second method tackles a generic forward-backward stochastic differential
equation system (FBSDE) of McKean-Vlasov type, and relies on suitable reformulation as a mean field
control problem. To provide a guarantee on how our numerical schemes approximate the solution of
the original mean field control problem, we introduce a new optimization problem, directly amenable to
numerical computation, and for which we rigorously provide an error rate. Several numerical examples
are provided. Both methods can easily be applied to problems with common noise, which is not the case
with the existing technology. Furthermore, although the first approach is designed for mean field control
problems, the second is more general and can also be applied to the FBSDE arising in the theory of
mean field games.
1. Introduction
The purpose of this paper is to develop numerical schemes for the solution of Mean Field Games
(MFGs) and Mean Field Control (MFC) problems. The mathematical theory of these problems has
attracted a lot of attention in the last decade (see e.g. [27, 13, 8, 15, 16]), and from the numerical
standpoint several methods have been proposed, see e.g. [2, 1, 14, 10, 20] and [28, 5, 30, 7] for finite
time horizon MFG and MFC respectively, and [6, 12, 11] for stationary MFG. However, despite recent
progress, the numerical analysis of these problems is still lagging behind because of their complexity, in
particular when the dimension is high or when the dynamics is affected by a source of common noise.
In [18], we have studied the ergodic problems, whose mathematical analysis led to an infinite di-
mensional optimization problem for which we identified and implemented numerical schemes capable of
providing stable numerical solutions. Here, we consider mean field control problems in finite time hori-
zon. The thrust of our approach is the numerical solution of Forward-Backward Stochastic Differential
Equations (FBSDEs) of the McKean-Vlasov type. Indeed, the well established probabilistic approach
to MFGs and MFC posits that the search for Nash equilibria for MFGs, as well as the search for optimal
controls for MFC problems, can be reduced to the solutions of FBSDEs of this type. See for example
the books [15, 16] for a comprehensive expose´ of this approach.
Our mathematical analysis of the model leads to an optimization problem for a large number of
agents, for which we can identify and implement numerical schemes capable of providing stable numerical
solutions. We prove the theoretical convergence of these approximation schemes and we demonstrate
the efficiency of their implementations by comparing their outputs to solutions of benchmark models
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obtained either by analytical formulas or by deterministic schemes for Partial Differential Equations
(PDEs). In particular, we solve numerically two examples with common noise. Although the idea of
using machine learning and neural networks for control problems is not new (see e.g. [25]), the core of our
numerical schemes is based on a generalization to the mean field setting of the deep learning method used
very recently e.g. in [26, 23] for control problems and partial differential equations. Similar ideas have
been used by Fouque and Zhang in [24]. However, their work is restricted to a specific linear-quadratic
problem and does not provide any theoretical convergence result.
The present paper is structured as follows. In Section 2, we introduce useful notations, provide
the standing assumptions and state our main results (see for example Theorem 1), including rates of
convergence. In Section 3, we outline the key steps for the proof of our main result. In Section 4, we
present two numerical methods for mean field type problems, the first one tackling directly an optimal
control of MKV dynamics, and second one dealing with MKV FBSDEs. Last, numerical results are
presented in Section 5.
2. Formulation of the problem, standing assumptions and main results
Given a probability measure µ0 on Rd, a d-dimensional Wiener process W “ pWtqtě0 and a class A
of admissible controls taking values in a closed convex subset A of Rk, the problem can be stated in the
following way.
Problem 1. Minimize over α “ pαtqtě0 P A the quantity
(1) Jpαq “ E
„ż T
0
fpt,Xt,LpXtq, αtqdt` gpXT ,LpXT qq

,
under the constraint that the process X “ pXtqtě0 solves the Stochastic Differential Equation (SDE)
(2) dXt “ bpt,Xt,LpXtq, αtqdt` σpt,Xt,LpXtqqdWt , t ě 0, X0 „ µ0,
where we use the notation LpV q for the law of a random variable V . For the sake of definiteness we
choose A “ H2,k, the set of Rk-valued progressively-measurable square-integrable processes defined as:
H2,d “
"
Z P H0,k; E
ż T
0
|Zs|2ds ă 8
*
,
where H0,k denotes the set of Rk-valued progressively measurable processes on r0, T s. These control
processes are often called open loop.
When it is helpful to stress which control is being used, we shall denote by Xα “ pXαt qtě0 the
solution to (2) when the control α is used. In equation (2), the drift and volatility coefficients b and σ
are functions on r0, T s ˆ Rd ˆ P2pRdq ˆ A with values in Rd and Rdˆd respectively. We shall assume
that the drift and volatility functions b and σ are regular enough so that for each admissible control α,
existence and uniqueness of a process Xα satisfying (2) hold. Specific assumptions under which this is
indeed the case are given in Appendix A. We explain below how to understand the notion of regularity
with respect to the measure argument µ.
2.1. Definitions, notations and background. For any p ě 1, PppRdq is the set of probability
measures of order p on Rd, namely those probability measures on Rd for which the p-th moment Mppµq
defined in (3) below is finite. Wp is the p-Wasserstein distance defined, for µ, µ
1 P PppRdq by
Wppµ, µ1q “ inf
piPΠpµ,µ1q
„ż
RdˆRd
|x´ y|ppipdx, dyq
1{p
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where Πpµ, µ1q denotes the set of probability measures on Rd ˆ Rdq with marginals µ and µ1. For
µ P PppRdq, the p-th moment is denoted by
(3) Mppµq “
ˆż
Rd
|x|pdµpxq
˙1{p
.
For an integer r ě 0 and a domain D Ď Rd, we denote by CrpD;Rd1q the set of functions on D taking
values in Rd1 which are continuously differentiable up to order r (included). It is endowed with the usual
norm: for r “ 0, this is the sup norm and for r ą 0, it is the sum of the sup norms of the derivatives
up to order r. For K ą 0, we will denote by C0KpD;Rd1q the subset of continuous functions with (sup)
norm bounded by K. For L ą 0, we denote by LipLpD;Rd1q the set of Lipschitz functions on D with
Lipschitz constant at most L. When we consider real valued functions, i.e. d1 “ 1, we shall write simply
CrpDq, C0KpDq and LipLpDq.
2.2. Standing assumptions. In this subsection we introduce the assumptions under which existence
of optimal controls holds, and under which we prove convergence of the numerical algorithms we propose
to compute the solutions. Some of the assumptions are stated at a high level, and the reader may wonder
for which classes of coefficients these assumptions are satisfied. In Appendix A, we give low level explicit
conditions under which all of our assumptions hold. Roughly speaking, for the state dynamics and the
cost functions, we use slight variations on assumption “Control of MKV Dynamics” from [15, p. 555].
Throughout the paper, we assume that the volatility is not controlled and that the initial distribution
µ0 is in P4pRdq. Still, in order to justify and quantify the approximation of the optimal control by
a neural network, we shall need extra regularity assumptions. To formulate them, we introduce more
notations.
The Hamiltonian of the system is the function H defined by
(4) Hpt, x, µ, y, z, αq “ bpt, x, µ, αq ¨ y ` σpt, x, µq ¨ z ` fpt, x, µ, αq
for t P r0, T s, x, y P Rd, z P Rdˆd, µ P P2pRdq and α P A, and since the volatility σ does not depend on
the control variable in our setting, we will also make use of the notation H˜ for the reduced Hamiltonian
defined by
(5) H˜pt, x, µ, y, αq “ bpt, x, µ, αq ¨ y ` fpt, x, µ, αq.
We shall assume that given any pt, x, µ, yq P r0, T s ˆ Rd ˆ P2pRdq ˆ Rd, the function A Q α ÞÑ
H˜pt, x, µ, y, αq has a unique minimizer αˆpt, x, µ, yq:
(6) αˆpt, x, µ, yq “ arg min
αPA
H˜pt, x, µ, y, αq
being (jointly) Lipschitz in all its variables. We shall also assume that the coefficients b and σ, as well
as the cost functions f and g, are differentiable with respect to the variables x and µ. The partial
derivatives with respect to the argument µ have to be understood in the Wasserstein sense, or in the
Lions sense (L-derivatives). See [15, Chapter 5] for details. The forward-backward system of SDEs
(FBSDE for short) associated to the control problem is (see e.g. [15, Section 6.4.2])
(7)
$’’&’’%
dXt “b
`
t,Xt,LpXtq, αˆpt,Xt,LpXtq, Ytq
˘
dt` σ`t,Xt,LpXtq, αˆpt,Xt,LpXtq, Ytq˘dWt
dYt “´ BxHpt,Xt,LpXtq, Yt, Zt, αˆpt,Xt,LpXtq, Ytqqdt
´ E˜
”
BµHpt, X˜t,LpXtq, Y˜t, Z˜t, αˆpt, X˜t,LpXtq, Y˜tqqpXtq
ı
dt` ZtdWt,
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with initial condition X0 “ ξ P L4pΩ,F0,P;Rdq and terminal condition YT “ BxgpXT ,LpXT qq `
E˜
”
BµgpX˜T ,LpXT qqpXT q
ı
. The tilde ˜ over random variables means that these random variables are
copies in the sense that they have the same distributions as the original variables, but are possibly
defined on a different probability space over which the expectation is denoted by E˜.
We shall assume that the system (7) is uniquely solvable and that there exists a function U , called
master field of the FBSDE (7), such that the process pYtqtPr0,T s can be represented as
(8) Yt “ Upt,Xt, µtq, t P r0, T s,
where µt “ LpXtq. Next, we introduce the decoupling field
(9) V pt, xq “ Upt, x, µtq,
which we assume to be jointly Lipschitz in its variables, and to be differentiable with respect to x with
BxV being Lipschitz in its variables. The optimal control αˆ “ pαˆtqtPr0,T s can be rewritten in the feedback
form
(10) αˆt “ αˆpt,Xt, µt, V pt,Xtqq.
For the sake of the analysis of the time discretization that we will use in our numerical scheme, we shall
also assume that, at each t P r0, T s, the feedback control x ÞÑ αˆpt, x, µt, V pt, xqq is twice differentiable
with second order derivatives which are Lipschitz continuous. We refer the reader to Appendix A where
we articulate explicitly a specific sets of assumptions under which all the properties stated above hold.
Unless otherwise specified, the constants depend only on the data of the problem (T , µ0, d, k, and the
constants appearing in the assumptions), and C denotes a generic constant whose value might change
from one line to the next.
2.3. Approximation results. Next, we propose a new optimization problem, amenable to numerical
computations (see Section 4), which serves as a proxy for the original MKV control problem, and for
which we quantify the approximation error. The rationale behind this new problem is encapsulated in
the following three steps:
‚ the distribution LpXtq of the state Xt is approximated by the empirical distribution of N agents;
‚ the set A of controls by a set of controls in feedback form, the feedback function being given by
neural nets with a fixed architecture;
‚ the time variable is discretized.
Before defining the problem, we first introduce notations pertaining to neural networks.
2.4. Neural networks. We denote by:
Lψd1,d2 “
#
φ : Rd1 Ñ Rd2
ˇˇˇ
Dβ P Rd2 , Dw P Rd2ˆd1 ,@i P t1, . . . , d2u, φpxqi “ ψ
˜
βi `
d1ÿ
j“1
wi,jxj
¸+
the set of layer functions with input dimension d1, output dimension d2, and activation function ψ :
R Ñ R with at most linear growth. For the sake of definiteness, we shall assume that the activation
function ψ : RÑ R is a 2pi´periodic function of class C3 satisfying:
(11) ψˆ1 :“
ż pi
´pi
ψpxqe´ixdx ‰ 0.
More general activation functions could be accommodated at the expense of additional technicalities.
The choice of this class of activation functions is motivated by the fact that we want to find a neural
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network which approximates, on a compact set, the optimal feedback control while being Lipschitz
continuous and whose Lipschitz constant can be related to the one of the optimal control.
Building on this notation we define:
(12)
Nψd0,...,d``1 “
!
ϕ : Rd0 Ñ Rd``1
ˇˇˇ
@i P t0, . . . , `´ 1u, Dφi P Lψdi,di`1 , Dφ` P Ld`,d``1 , ϕ “ φ` ˝ φ`´1 ˝ ¨ ¨ ¨ ˝ φ0
)
the set of regression neural networks with ` hidden layers and one output layer, the activation function
of the output layer being the identity ψpxq “ x. We shall not use the superscript ψ when the activation
function is the identity. The number ` of hidden layers, the numbers d0, d1, ¨ ¨ ¨ , d``1 of units per
layer, and the activation functions (one single function ψ in the present situation), are what is usually
called the architecture of the network. Once it is fixed, the actual network function ϕ P Nψd0,...,d``1 is
determined by the remaining parameters:
θ “ pβp0q, wp0q, βp1q, wp1q, ¨ ¨ ¨ ¨ ¨ ¨ , βp`´1q, wp`´1q, βp`q, wp`qq
defining the functions φ0, φ1, ¨ ¨ ¨ , φ`´1 and φ` respectively. Their set is denoted by Θ. For each θ P Θ,
the function ϕ computed by the network will sometimes be denoted by ϕθ. We will work mostly with
the case d0 “ d` 1 and d``1 “ k, dimensions of pt, xq and of the control variable respectively.
As implied by the above discussion, the search for optimal controls in the general class A of open
loop controls eventually leads to controls in feedback form given by (10). This fact is the rationale for
the second step announced earlier, namely the search for approximately optimal controls among the
controls given in feedback form by neural network functions ϕ. Notice that if α is such a control given
in the form αt “ ϕpt,Xαt q for some ϕ P Nψd0,...,d``1 , then such an α is admissible, i.e. α P A, because of
standard properties of solutions of MKV stochastic differential equations with Lipschitz coefficients, and
the fact that the function ϕ is at most of linear growth. Last, we stress that the elements of Nψd0,...,d``1
have the same regularity as the activation function ψ, namely C3.
2.5. New optimization problem and main result. For the discretization of the time interval, we
will use a grid t0 “ 0 ă t1 ă ¨ ¨ ¨ ă tNT “ T where NT is a positive integer. For simplicity we consider a
uniform grid, that is, tn “ n∆t, with ∆t “ T {NT .
The three approximation steps described at the beginning of this section lead to the following mini-
mization problem. The latter can be viewed as the problem of a central planner trying to minimize the
social cost of N agents using a decentralized control rule in feedback form given by a neural network.
Problem 2. Minimize the quantity
(13) JˇN pϕq “ E
«
1
N
Nÿ
i“1
´
∆t
NT´1ÿ
n“0
f
`
tn, Xˇ
i
tn , µˇtn , ϕptn, Xˇitnq
˘` gpXˇitNT , µˇtNT q¯
ff
,
over ϕ P Nψd`1,d2,...,d``1,k, under the dynamic constraint:
(14)
Xˇitn`1 “ Xˇitn`b
`
tn, Xˇ
i
tn , µˇtn , ϕptn, Xˇitnq
˘
∆t`σ `tn, Xˇitn , µˇtn˘∆Wˇ in , n P t0, . . . , NT´1u, i P t1, . . . , Nu ,
where the pXˇi0qiPt1,...,Nu are i.i.d. with common distribution µ0, µˇtn “ 1N
řN
i“1 δXˇitn , and the p∆Wˇ
i
nqi,n
are i.i.d. random variables with distribution N p0,∆tq.
We show that solving Problem 2 provides an approximate solution to Problem 1, and we quantify
the accuracy of the approximation. The main theoretical result of the paper is the following.
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Theorem 1. There exists a constant C depending only on the data of the problem such that:
inf
αPA Jpαq ě infϕPNψd`1,nin,k
JˇN pϕq ´ CpN,nin,∆tq
where
pN,n,∆tq “ 1pNq ` 2pnq ` 3p∆tq
with
1pNq P O
´
N´1{maxpd,4q
b
1` lnpNq1td“4u
¯
, 2pnq P O
´
n
´ 1
3pd`1q
¯
, 3p∆tq P O
´?
∆t
¯
,
the constants in the big Bachmann - Landau terms Op¨q depending only on the data of the problem and
on the activation function ψ through ψˆ1.
The proof is provided in Section 3.
Remark 2. The dependence of the error on the the number nin of units in the layer could certainly
be improved by looking at multilayer neural networks. Unfortunately, quantifying the performance of
these architectures is much more difficult and we could not find in the function approximation literature
suitable rate of convergence results which could be useful in our setting. Also, the error from the Euler
scheme could probably be improved to order 1 instead of 1{2 (i.e., the last term 3p∆tq should be of
the order ∆t instead of
?
∆t). However, we are only able to reach this order at the expense of extra
regularity properties of the decoupling field. Since we did not want to add (and prove) extra smoothness
assumptions on the decoupling field, we only claim order 1{2 in the mesh of the time discretization.
Remark 3. Theorem 1 provides a bound on the approximation error. In the numerical implementation,
the expectation in JˇN over the N´agent population is replaced by an empirical average over a finite
number of populations, which leads to an estimation (or “generalization”) error. In the ergodic, setting
we have analyzed this type of error in [18]. In the finite horizon setting considered here, similar tech-
niques can be used to bound the generalization error. We refrain from doing so for the sake of brevity,
leaving it for a future work.
3. Proof of the main result
We split the proof into three steps presented in separate subsections, each one consisting in the control
of the approximation error associated one of the steps described in the bullet points at the beginning
of the previous section. As explained above, the first step consists in approximating the mean field
problem with open loop controls by a problem with N -agents using distributed closed-loop controls (see
subsection 3.1); in the second step, we replace general closed-loop controls by the subclass of closed-loop
controls that can be represented by neural networks (see subsection 3.2); in the third step, we discretize
time (see subsection 3.3).
3.1. Problem with N agents and closed-loop controls. Because of (10), we expect the optimal
control to be in feedback form. So in the sequel, we restrict our attention to closed-loop controls that
are deterministic functions of t and Xt, i.e. of the form αt “ vpt,Xtq for some deterministic function
v : r0, T s ˆ Rd Ñ A Ă Rk. We denote by V the class of admissible feedback functions, i.e., the set of
measurable functions v : r0, T s ˆ Rd Ñ A such that the control process α defined by αt “ vpt,Xαt q for
all t is admissible, i.e. α P A. Note that if the feedback function v is Lipschitz in x uniformly in t, then
the state SDE (2) is well posed, and since v is at most of linear growth, standard stability estimates for
solutions of Lipschitz SDE of McKean-Vlasov type guarantee that α P A or equivalently v P V.
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According to the first step described above, we recast Problem 1 as the limiting problem for the
optimal control of a large number of agents by a central planner as the number of agents tends to
infinity. In the model with N ă 8 agents, the goal is to minimize the average (“social”) cost, when
all the agents are using the same control rule, namely the same feedback function of their individual
states. The resulting optimization problem is:
Problem 3. Minimize the quantity
(15) JN pvq “ 1
N
Nÿ
i“1
E
„ż T
0
fpt,Xit , µNt , vpt,Xitqqdt` gpXiT , µNT q

,
over v “ pvpt, ¨qq0ďtďT P V under the constraint:
(16) dXit “ bpt,Xit , µNt , vpt,Xitqqdt` σpt,Xit , µNt qdW it , t ě 0, i P t1, . . . , Nu ,
where the Wi “ pWiqi“1,...,N are independent d-dimensional Wiener processes, the pXi0qiPt1,...,Nu are
i.i.d. with common distribution µ0 and are independent of the Wiener processes, and where µ
N
t “
1
N
řN
i“1 δXit is the empirical distribution of the population of the N agents at time t.
We have the following result.
Proposition 4. If we define the feedback function vˆ by:
(17) vˆpt, xq “ αˆ pt, x, µt, V pt, xqq ,
then
inf
αPA Jpαq ě J
N pvˆq ´ 1pNq ,
with
1pNq “ c1
b
N´2{maxpd,4q
`
1` lnpNq1td“4u
˘
,
for some constant c1 depending only on the data of the problem.
Recall that αˆ is the minimizer of the Hamiltonian defined by (6), µt and V are respectively the
marginal distribution of Xt and the decoupling field of the associated MKV FBSDE system (7) defined
by (9), and as explained above vˆ is admissible under the standing assumptions.
Proof. The result follows from a slight modification of the proof of [16, Theorem 6.17]. Note that our
standing assumptions ensure that the assumption “Control of MKV Dynamics” from [15, p. 555]
holds, that σ does not depend on the control, and that µ0 P P4pRdq. We can thus reuse directly the
last inequality of the proof of [16, Theorem 6.17], and we obtain:
(18) JN pαˆpNqq ď J ` 1pNq
where J “ infαPA Jpαq is the objective function minimized over all admissible open loop controls, and
αˆN is the distributed control given in feedback form by (10), namely
(19) αˆN,it “ vˆpt,XN,it q “ αˆ
´
t,XN,it , µt, V pt,XN,it q
¯
.
Notice that thanks to the symmetry between the agents, JN pvˆq defined by (15), can be viewed as the
cost of a typical player. In other words, for each j P t1, . . . , Nu,
JN pαq “ JN,jpαq
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where
JN,jpαq “ E
„ż T
0
fpXjt , µNt , αjt qdt` gpXjT , µNT q

under the constraint:
dXit “ bpt,Xit , µNt , αitqdt` σpt,Xit , µNt qdW it , t ě 0, i P t1, . . . , Nu ,
where the pXi0qiPt1,...,Nu are i.i.d. with distribution µ0, also independent of the Wiener processes Wi, i “
1, . . . , N . Since (19) says that αˆN,it is given by an admissible feedback function,
JN pαˆpNqq ě inf
vPV J
N pvq.
As a consequence, inequality (18) yields
inf
vPV J
N pvq ď inf
αPA Jpαq ` 1pNq,
which concludes the proof. 
3.2. Problem with neural networks as controls. Next, we show that the feedback function vˆ used
in Proposition 4, can be approximated by a neural network in such a way that minimizing over neural
networks ends up being not much worse than minimizing over feedback controls, and we quantify the
loss due to this approximation.
The main result of this section is the following.
Proposition 5. There exists two positive constants K1 and K2 depending on the data of the problem
and ψ through ψˆp1q, }ψ1}C0pTq, }ψ2}C0pTq and }ψ3}C0pTq, such that for each integer nin ě 1, there exists
ϕˆ P Nψd`1,nin,k such that the Lipschitz constants of ϕˆ, Bxϕˆ and B2x,xϕˆ are bounded by K1, and which
satisfies
JN pvˆq ě JN pϕˆq ´K2n´
1
3pd`1q
in .
Given the Lipschitz continuity of the optimal feedback control vˆ w.r.t. pt, xq under the standing
assumptions, and given the result of Proposition 7 below quantifying the rate at which one can approx-
imate Lipschitz functions by neural networks over compact sets, the proof of the above result relies on
the regularity property of the objective functional provided by Proposition 10: if two controls are close
enough, the objective value does not vary too much.
The proof of Proposition 7 relies on a special case of [29, Theorems 2.3 and 6.1] which we state below
for the sake of completeness. It forces us to work with periodic functions, but in return, it provides a
neural network approximation for a function and its derivative. This is important in an optimal control
setting as it provides needed bounds on the Lipschitz constant of the control. First we recall a standard
notation. For a positive integer m, Tm denotes the 2pi´torus in dimension m. For positive integers
n and m, and a function g P C0pTmq, Emn pgq denotes the trigonometric degree of approximation of g
defined by:
Emn pgq “ inf
T
}g ´ T }C0pTmq
where the infimum is over trigonometric polynomials of degree at most n in each of its m variables.
While [29, Theorems 2.3 and 6.1] does not differentiate between a time and a space variable, and the
same regularity is assumed for all the components of the variables, the proofs of these theorems actually
give the following result.
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Theorem 6 (Theorems 2.3 and 6.1 in [29]). There exists an absolute constant Cmm such that for every
positive integers d, n and N , there exists a positive integer nin ď CmmNnd with the following property.
For any f : Tˆ Td Ñ R of class C1,3pTˆ Tdq, there exists ϕf P Nψd`1,nin,1 such that:
}f ´ ϕf }C0pTd`1q ď c
”
Ed`1n pfq ` E1N pψqnpd`1q{2}f}C0pTd`1q
ı
,(20)
}Bif ´ Biϕf }C0pTd`1q ď c
”
Ed`1n pBifq ` E1N pψ1qnpd`1q{2}Bif}C0pTd`1q
ı
, i “ 2, . . . , d` 1,(21)
}Bi,jf ´ Bi,jϕf }C0pTd`1q ď c
”
Ed`1n pBi,jfq ` E1N pψ2qnpd`1q{2}Bi,jf}C0pTd`1q
ı
, i, j “ 2, . . . , d` 1,(22)
where Bi denotes the partial derivative with respect to the ith variable and the constant c depends only
on d and ψˆp1q.
In the sequel, we denote by CpR,K,L1, L2, L3q the class of functions f : r0, T s ˆ B¯dp0, Rq Q pt, xq ÞÑ
fpt, xq P Rk such that f is Lipschitz continuous in pt, xq with C0pr0, T s ˆ B¯dp0, Rqq´norm bounded by
K and Lipschitz constant bounded by L1, and f is twice differentiable w.r.t. x such that for every
i “ 1, . . . , d, Bxif is Lipschitz continuous w.r.t. pt, xq with Lipschitz constant bounded by L2 and for
every i, j “ 1, . . . , d, Bxi,xjf is Lipschitz continuous w.r.t. pt, xq with Lipschitz constant bounded by L3.
Note that this class of functions implicitly depends on d, k, T , which are part of the data of the problem.
We will sometimes use the notation ∇f “ pBx1f, . . . , Bxdfq and ∇pt,xqf “ pBtf, Bx1f, . . . , Bxdfq.
The workhorse of our control of the approximation error is the following.
Proposition 7. For every real numbers K ą 0, L1 ą 0, L2 ą 0 and L3 ą 0, there exists a constant C
depending only on the above constants, on d, k, T, and on the activation function through ψˆp1q, }ψ1}C0,
}ψ2}C0, and }ψ3}C0, and there exists a constant n0 depending only on Cmm and d with the following
property. For every R ą 0, for every f P CpR,K,L1, L2, L3q and for every integer nin ą 0, there exists
a one-hidden layer neural network ϕf P Nψd`1,nin,k such that
}f ´ ϕf }C0pr0,T sˆB¯dp0,Rq;Rkq ď Cp1`Rqn´1{p2pd`1qqin ,
and such that the Lipschitz constants of ϕf , Bxϕf and B2x,xϕf are at most Cp1`Rn´1{p2pd`1qqin q.
We stress that the constant C in the above statement does not depend on R.
Remark 8. The exponent ´1{p2pd ` 1qq in the statement of the proposition is what is blamed for the
so-called curse of dimensionality.
Remark 9. The Lipschitz continuity of Bxi,xjf and the bound on its Lipschitz constant will only be used
in the analysis of one of the contributions of the Euler scheme to the error due to the time discretization
(see Section 3.3). There, in order to apply the above result to the optimal control vˆ we shall require
the extra Assumptions (C2) and (C3) added to the standing assumptions in Apppendix A. We stress
that these assumptions can be omitted if one is not interested in the analysis of the error due to time
discretization.
Proof. Let f P CpR,K,L1, L2, L3q be as in the statement. Proving the desired bound for each component
of f separately, we may assume that k “ 1 without any loss of generality.
Let n0 “ rCmm22pd`1qs, and fix the integers nin and n so that nin ě n0 and n “ tpnin{Cmmq1{p2pd`1qqu.
As a result,
(23) Cmmn
2pd`1q ď nin, and n´1 ď 2 pnin{Cmmq´1{p2pd`1qq .
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For σ ą 0, we denote by gσ the density of the mean-zero Gaussian distribution on Rd`1 with vari-
ance/covariance matrix σ2Id`1 where Id`1 denotes the pd` 1q ˆ pd` 1q identity matrix, and we define
f˜ “ f ˚ gσ : Rd`1 Ñ R which is C8pRd`1q. We choose σ ą 0 small enough to ensure that
}f ´ f˜}C0pr0,T sˆB¯dp0,Rqq ď n´1, }f˜}C0pr0,T sˆB¯dp0,Rqq ď K, }∇pt,xqf˜}C0pr0,T sˆB¯dp0,Rq;Rdq ď L1,
and for i, j “ 1, . . . , d
}∇pt,xqBxi f˜}C0pr0,T sˆB¯dp0,Rq;Rdq ď L2, and }∇pt,xqBxi,xj f˜}C0pr0,T sˆB¯dp0,Rq;Rdq ď L3.
We then choose a constant K0 depending only on T and L2, and a function ζ : r0,8q Ñ r0, 1s with the
following properties: ζ is C8 and non-increasing, and there exists R1 P p?T 2 `R2 ` 1,K0p1`Rqq such
that ζprq “ 1 if r ď ?T 2 `R2 and ζprq “ 0 if r ą R1 ´ 1, and |ζ 1prq| ď L2, |ζ2prq| ď L3 for all r ě 0.
We now consider the function ξ defined on r´R1, R1sd`1 by ξpt, xq “ f˜pt, xqζp|pt, xq|q. Note that ξ P C8,
that ξpt, xq coincides with f˜pt, xq for t P p0, T q and |x| ď R, and that ξpt, xq “ 0 if |pt, xq| ě R1 ´ 1. In
particular, we have
}f ´ ξ}C0pr0,T sˆB¯dp0,Rqq “ }f ´ f˜}C0pr0,T sˆB¯dp0,Rqq ď n´1,(24)
}∇pt,xqξ}C0pr0,T sˆB¯dp0,Rq;Rd`1q “ }∇pt,xqf˜}C0pr0,T sˆB¯dp0,Rq;Rd`1q ď L1,(25)
}∇pt,xqBxiξ}C0pr0,T sˆB¯dp0,Rq;Rd`1q “ }∇pt,xqBxi f˜}C0pr0,T sˆB¯dp0,Rq;Rd`1q ď L2, i “ 1, . . . , d,(26)
}∇pt,xqBxi,xjξ}C0pr0,T sˆB¯dp0,Rq;Rd`1q “ }∇pt,xqBxi,xj f˜}C0pr0,T sˆB¯dp0,Rq;Rd`1q ď L3, i, j “ 1, . . . , d.(27)
We now apply the result of Theorem 6 to the function ξ˜ defined by
r´pi, pisd`1 Q pt, xq ÞÑ ξ˜pt, xq :“ ξ `R1t{pi,R1x{pi˘
extended into a 2pi-periodic function in each variable, and we bound from above the right hand sides
of (20), (21) and (22). We use a Jackson type result, namely the fact that the trigonometric degree of
approximation of a function of class Cr is of order Opn´rq when using polynomials of degree at most n.
More precisely, by [32, Theorem 4.3], if F : Rk Ñ R is an r-times continuously differentiable function
which is 2pi-periodic in each variable, then for every positive integer m, there exists a trigonometric
polynomial Tm of degree at most m such that
|F pxq ´ Tmpxq| ď Cm´r
˜
kÿ
i“1
pMrqk´iωi
ˆBrF
Bxri
;
1
m
˙¸
, x P r´pi, pisk,
where C is an absolute constant, Mr “ max1ďsďr`1
ˆ
r ` 1
s
˙
, and ωi is the modulus of continuity
defined, for a function F P C0pRkq and h ą 0, as
ωipF ;hq “ max
xPRk, x1PR |xi´x1|ďh
|F px1, . . . , xi, . . . , xkq ´ F px1, . . . , x1, . . . , xkq|.
In particular, if F is L´Lipschitz, then ωipF ;hq ď Lh and ωipF ;hq ď 2}F }8 when F is merely bounded.
We apply this result to F “ ξ˜, F “ Bxi ξ˜pxq and F “ Bxi,xj ξ˜pxq, with m “ n, k “ d ` 1 and r “ 1,
since ξ˜ is at least of class C2. Note that, by the definition of ξ˜, by (25), (26) and (27), ξ˜, Bxi ξ˜ and
Bxi,xj ξ˜ have derivatives with respect to all variables which are uniformly bounded from above by R1pi L1,´
R1
pi
¯2
L2 and
´
R1
pi
¯3
L3 respectively. Thus, we obtain
Ed`1n pξ˜q ď c0R1n´1, Ed`1n pBiξ˜q ď c0pR1q2n´1, and Ed`1n pBi,j ξ˜q ď c0pR1q3n´1,
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where c0 depends only on L1, L2, L3 and d. Note that we could have expected an upper bound of the
order of n´2 but this does not seem achievable with the above arguments because we do not have a
control of the modulus of continuity of Btξ since we do not know that ξ is twice differentiable in time.
Moreover, applying [32, Theorem 4.3] to ψ, ψ1 and ψ2, which are C1, we obtain that for any integer N ,
E1N pψq ď c1N´1, E1N pψ1q ď c1N´1, and E1N pψ2q ď c1N´1,
where c1 depends only on }ψ1}C0pTq, }ψ2}C0pTq and }ψ3}C0pTq. We use the above inequalities with N “
n1`pd`1q{2, so that N´1npd`1q{2 “ n´1. By Theorem 6, we obtain that there exist n˜in ď CmmNnd`1
and ϕ˜ P Nψd`1,n˜in,1 such that,
}ξ˜ ´ ϕ˜}C0pTd`1q ď c2p1`R1qn´1,
}Bxi ξ˜ ´ Bxiϕ˜}C0pTd`1q ď c2p1` pR1q2qn´1, i “ 1, . . . , d,
}Bxi,xj ξ˜ ´ Bxi,xj ϕ˜}C0pTd`1q ď c2p1` pR1q3qn´1, i, j “ 1, . . . , d,
where c2 depends only on ψˆp1q, d, K, c0 and c1. Notice that, by our choice of N and (23), it holds
n˜in ď CmmNnd`1 ď Cmmn2pd`1q ď nin so that, up to adding dummy neurons to ϕ˜, we obtain the
existence of ϕ P Nψd`1,nin,1 such that,
}ξ˜ ´ ϕ}C0pTd`1q ď c2p1`R1qn´1,(28)
}∇pt,xqξ˜ ´∇pt,xqϕ}C0pTd`1;Rdq ď c2p1` pR1q2qn´1,(29)
}∇pt,xqBxi ξ˜ ´∇pt,xqBxiϕ}C0pTd`1;Rdq ď c2p1` pR1q3qn´1, i “ 1, . . . , d.(30)
Consider the function ϕf defined by ϕf : r0, T s ˆ B¯dp0, Rq Q pt, xq ÞÑ ϕppit{R1, pix{R1q. Combin-
ing (24), (28) and (23), yields
}f ´ ϕf }C0pr0,T sˆB¯dp0,Rqq ď }f ´ ξ}C0pr0,T sˆB¯dp0,Rqq ` }ξ ´ ϕf }C0pr0,T sˆB¯dp0,Rqq
ď }f ´ ξ}C0pr0,T sˆB¯dp0,Rqq ` }ξ˜ ´ ϕ}C0pTd`1q
ď n´1 ` c2p1`R1qn´1
ď c3p1`Rqn´1{p2pd`1qqin ,
where c3 depends only on c2, Cmm, d and K0. Moreover, from the definition of ϕf , (29), and (25), we
obtain
}∇pt,xqϕf }C0pr0,T sˆB¯dp0,Rq;Rdq “
pi
R1 }∇pt,xqϕ}C0pr0,piT {R1sˆB¯dp0,piR{R1q;Rdq
ď pi
R1
´
}∇pt,xqξ˜}C0pr0,piT {R1sˆB¯dp0,piR{R1q;Rdq ` c2p1` pR1q2qn´1
¯
“ pi
R1
ˆ
R1
pi
}∇pt,xqξ}C0pr0,T sˆB¯dp0,Rq;Rdq ` c2p1` pR1q2qn´1
˙
ď c4
´
1`Rn´1{p2pd`1qqin
¯
,
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where c4 depends only on c2, L1, Cmm, d and K0. Similarly, for each i “ 1 . . . , d, from the definition of
ϕf , (30), and (26), we obtain
}∇pt,xqBxiϕf }C0pr0,T sˆB¯dp0,Rq;Rdq “
´ pi
R1
¯2 }∇pt,xqBxiϕ}C0pr0,piT {R1sˆB¯dp0,piR{R1q;Rdq
ď
´ pi
R1
¯2 ´}∇pt,xqBxi ξ˜}C0pr0,piT {R1sˆB¯dp0,piR{R1q;Rdq ` c2p1` pR1q3qn´1¯
“
´ pi
R1
¯2 ˜ˆR1
pi
˙2
}∇pt,xqBxiξ}C0pr0,T sˆB¯dp0,Rq;Rdq ` c2p1` pR1q3qn´1
¸
ď c5
´
1`Rn´1{p2pd`1qqin
¯
,
where c5 depends only on c2, L3, Cmm, d and K0.
This completes the proof. 
We then turn our attention to how the objective functional changes when evaluated on two controls
that are similar on a compact set. More precisely, we show the following result. Since, under our
assumptions, both the (approximately optimal) feedback control vˆ and the control ϕˆ produced by
the neural network are Lipschitz continuous, we restrict our attention to feedback controls with this
regularity. The following proposition provides a control of the variation of the objective function when
approximating a feedback control on a compact set.
Proposition 10. Let v and w P V be two Lipschitz continuous feedback controls (i.e., Lipschitz con-
tinuous functions of pt, xq). There exists a constant C depending only on the data of the problem and
the Lipschitz constant of the controls v and w such that for all Γ ą 0 and R ą 0, if
(31) }v|r0,T sˆB¯dp0,Rq ´w|r0,T sˆB¯dp0,Rq}C0pr0,T sˆB¯dp0,Rqq ď Γ ,
then ˇˇ
JN pvq ´ JN pwqˇˇ ď C ˆΓ2 ` 1
R
˙1{2
.
The arguments required for the proof are rather standard. However, we could not find a close
enough version of this result in the literature. So for the sake of completeness we provide the proof in
Appendix B.
Proof of Proposition 5. Let nin ě 1 be an integer, and let R “ n1{3pd`1qin . As explained in Subsec-
tion 2.2 on our standing assumptions, the function pt, xq ÞÑ vˆpt, xq defined by (17) is in the class
CpR,K,L1, L2, L3q for some constants K,L1, L2, L3 depending only on the data of the problem. So by
Proposition 7 applied to f “ vˆ, there exists a neural network ϕˆ P Nψd`1,nin,k, such that
}vˆ ´ ϕˆ}C0pr0,T sˆB¯dp0,Rqq ď Γ,
with Γ “ ΓpR,ninq “ C0p1`Rqn´1{2pd`1qin for some C0 depending only on the data of the problem and
on ψˆp1q, }ψ1}C0 , }ψ2}C0 , }ψ3}C0 . Moreover, still by Proposition 7, the Lipschitz constants of ϕˆ and Bxiϕˆ
can be bounded from above by C0p1`Rn´1{2pd`1qin q, which is itself bounded by 2C0 thanks to our choice
of R.
Next, applying Proposition 10 yields
JN pvˆq ě JN pϕˆq ´ C2
ˆ
Γ2 ` 1
R
˙1{2
,
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for some constant C2 depending only on the data of the problem and C0. Recalling that R “ n1{3pd`1qin ,
Γ2 ` 1
R
“ C20
´
1` n1{3pd`1qin
¯2
n
´1{pd`1q
in ` n´1{3pd`1qin
ď C1n´1{3pd`1qin ,
where C1 depends only on C0. This completes the proof. 
3.3. Problem in discrete time. We now prove that the objective values of the discrete and continuous
time problems (respectively Problem 2 and Problem 3 when minimizing over neural networks) are close.
One possibility is to view the interacting particle dynamics as a system of SDEs in dimension N ˆ d
and apply known results about the Euler scheme for systems of SDEs. However such results usually
involve constants which depend upon the dimension. This is unsatisfactory as we want the constants
to be independent of N .
Viewing the problem as the optimal control of a finite number of particles is reminiscent of the
particle method for MKV equations studied by Bossy and Talay e.g. [9]. However their bound for the
error induced by the time discretization (see [9, Lemma 2.7]) is not applicable directly to our setting.
For these reasons and for the sake of completeness, we provide in Appendix C a detailed proof,
which relies on the following estimate for the strong error rate also, proved in the appendix under the
assumptions and notations we now specify. ϕ is a Lipschitz continuous feedback control function of t and
x, and pXitqi“1,...,N, 0ďtďT is the N -agent continuous-time state process satisfying the MKV dynamics
given by equation (16) in the statement of Problem 3 with feedback function ϕ instead of v. NT is an
integer giving the number of time steps in the subdivision tn “ nT {NT for n “ 0, . . . , NT . We denote by
∆t “ T {NT the mesh of this subdivision. and pXˇitnqi“1,...,N, n“0,...,NT is the N -agent discrete-time state
process satisfying the MKV dynamics given by equation (14) in the statement of Problem 2 with the
current Lipschitz feedback function ϕ not necessarily given by a neural network. Under these conditions
we have
Lemma 11 (Strong error for the Euler scheme). For all n “ 0, . . . , NT ,
Nÿ
i“1
E|Xˇitn ´Xitn |2 ď CN∆t
where C depends only on the data of the problem, the Lipschitz constant of ϕ and ϕp0, 0q.
Using this estimate, we can prove the following bound.
Proposition 12. Assume that, for every pt, xq P r0, T s ˆ Rd,
|Btϕpt, xq| ď C1|pt, xq|, |Bxϕpt, xq| ď C1, |B2xxϕpt, xq| ď C1.(32)
There exists a constant C depending only on the data of the problem and on the control ϕ its Lipschitz
constant, its value at p0, 0q and C1 introduced above, such that for all N and t P r0, T s, we have
|JN pϕq ´ JˇN pϕq| ď C?∆t.
In particular, for the same ϕˆ as the one constructed in Proposition 5, the constant C depends only
on the data of the problem and on the activation function through ψˆp1q.
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4. Two numerical methods
In this section, we describe two numerical methods for mean field type problems. The first method is a
straightfoward implementation of the optimization problem underpinning the optimal control of MKV
dynamics. The second method is geared to the solution of forward backward systems of stochastic
differential equations of the McKean-Vlasov type (MKV FBSDEs). As a result, it can be applied to
the solutions of both mean field control (MFC) problems and mean field games (MFGs).
4.1. Method 1: minimization of the MFC cost function. The goal is to minimize JˇN defined
by (13) by searching for the right function ϕ in a family of functions x ÞÑ ϕθpxq parameterized by the
parameter θ P Θ, the desired parameter θ minimizing the functional:
JN pθq “ JˇN pϕθq.
This cost function can be interpreted as a loss function and viewed as an expectation. Its minimization
is screaming for the use of the Robbins-Monro procedure. Moreover, if we use the family pϕθqθPΘ
given by a feed-forward neural network, this minimization can be implemented efficiently with the
powerful tools based on the so-called Stochastic Gradient Descent (SGD) developed for the purpose of
machine learning. Recall the notation Nψd0,...,d``1 introduced in (12) for a set of neural networks with
a specific architecture. In the implementation of the minimization, we replace the expectation in (13)
by an empirical average over a finite number of sample populations each of size N . At each iteration
m “ 1, 2, . . . , of the SGD, we pick N samples xi0, i “ 1, . . . , N, i.i.d. with distribution µ0, and N ˆNT
samples in, i “ 1, . . . , N, 0 “ 1, . . . , NT ´1, i.i.d. with distribution N p0,
?
∆tq, and we denote by θm the
parameters of the neural network at the m-th iteration. We then consider the following loss function
which depends on the sample S “ ppxi0qi“1,...,N , pinqi“1,...,N,n“0,...,NT´1q:
(33) JSpθmq “ 1
N
Nÿ
i“1
NT´1ÿ
n“0
f
`
tn, Xˇ
i
tn , µˇtn , ϕθmptn, Xˇitnq
˘
∆t` g
´
XˇitNT
, µˇtNT
¯
,
where µˇtn “ 1N
řN
i“1 δXˇitn , under the constraints:
Xˇitn`1 “ Xˇitn ` b
`
tn, Xˇ
i
tn , µˇtn , ϕθmptn, Xˇitnq
˘
∆t` σ `tn, Xˇitn , µˇtn˘ in ,
for n P t0, . . . , NT ´ 1u, i P t1, . . . , Nu, with pXˇi0qiPt1,...,Nu “ pxi0qiPt1,...,Nu.
Algorithm 1: SGD for Mean Field Control
Data: An initial parameter θ0 P Θ. A sequence pαmqmě0 of learning rates.
Result: Approximation of θ˚
1 begin
2 for m “ 0, 1, 2, . . . do
3 Pick S “ ppxi0qi“1,...,N , pinqi“1,...,N,n“1,...,NT q where xi0 are i.i.d. with distribution µ0, and in
are i.i.d. with distribution N p0,?∆tq
4 Compute the gradient ∇JSpθmq of JSpθmq defined by (33)
5 If |∇JSpθmq| is small enough, stop; otherwise continue
6 Set θm`1 “ αmθm ` p1´ αmq∇JSpθmq
7 return θm
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Details on the implementation and numerical examples are given in Section 5
4.2. Method 2: MKV FBSDE. We now propose a method for a general system of forward-backward
SDEs of McKean-Vlasov type (or MKV FBSDE for short). For simplicity, we restrict our attention to
the case of a non-controlled volatility. Such a system then takes the following generic form
(34)
$&% dXt “B pt,Xt,LpXtq, Ytq dt` σ pt,Xt,LpXtqq dWt,dYt “´ F ´t,Xt,LpXtq, Yt, σ pt,Xt,LpXtqq: Zt¯ dt` ZtdWt,
with initial condition X0 “ ξ P L2pΩ,F0,P;Rdq and terminal condition YT “ GpXT ,LpXT qq. The
system (7) derived from the application of the Pontryagin stochastic maximum principle applied to our
MKV control problem is an instance of the above general MKV FBSDE. As argued in [15], it turns out
that the solution of a MFG can also be captured by a FBSDE system of the form given by (34).
The strategy of the method is to replace the backward equation forced on us by the optimization, by
a forward equation and treat its initial condition, which is what we are looking for, as a control for a new
optimization problem. This strategy has been successfully applied to problems in economic contract
theory where it is known as Sannikov’s trick. See for example [22, 21]. Translated into the present
context, this strategy allows us to turn the search for a solution of (34) into the following optimization
procedure. We let the controller choose the initial point and the volatility of the Y process, and penalize
it proportionally to how far it is from matching the terminal condition. More precisely, the problem is
defined as: Minimize over y0 : Rd Ñ Rd, z : R` ˆ Rd Ñ Rdˆd the cost functional
JFBSDEpy0, zq “ E
” ˇˇ
Y y0,zT ´GpXy0,zT ,LpXy0,zT qq
ˇˇ2 ı
where pXy0,z, Y y0,zq solve
(35)
$&% dX
y0,z
t “B pt,Xy0,zt ,LpXy0,zt q, Y y0,zt q dt` σ pt,Xy0,zt ,LpXy0,zt qq dWt,
dY y0,zt “´ F
´
t,Xy0,zt ,LpXy0,zt q, Y y0,zt , σ pt,Xy0,zt ,LpXy0,zt qq: zpt,Xy0,zt q
¯
dt` zpt,Xy0,zt qdWt,
with initial condition
Xy0,z0 “ ξ P L2pΩ,F0,P;Rdq, Y y0,z0 “ y0pX0q.
Note that the above problem is an optimal control problem of MKV dynamics, if we view pXy0,zt , Y y0,zt q
as the state and py0, zq as the control. It is of a peculiar form, since the control is the initial value
and the volatility of the second component of the state as functions of the first component of the state.
Under suitable conditions, the optimally controlled process pXt, Ytqt solves the FBSDE system (34) and
vice-versa.
Due to its special structure, the above MFC problem does not fit in the framework we have analyzed
in Section 2.3. However, for numerical purposes, we can still apply the first method described above, see
§ 4.1: we consider a finite-size population, replace the the controls (namely, y0 and z) by neural networks,
discretize time, and then use SGD to perform the optimization. In Section 5 below, we illustrate the
performance of this method on MKV FBSDEs coming from MFGs, game models for which we cannot
use the first method, see Section 5.
5. Numerical results
In this section, we provide numerical results obtained using implementations of the two numerical
methods proposed above. Algorithm 1 refers to the first method, based on direct minimization of the
cost function for a mean field control problem; Algorithm 2 refers to the second method, which solves a
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control problem encoding the solution to an FBSDE system of MKV type. Some of the test cases (see
in particular test cases 5 and 6 below) do not fall in the scope of the theory presented in the previous
sections. However the numerical results show that the algorithms are robust enough and work well even
in these cases. As a benchmark, we shall use either the solution provided by an analytical formula, or
the solution computed by a deterministic method based on finite differences for the corresponding PDE
system, see e.g. [2].
We recall here the PDE system for the sake of completeness and for future reference. For simplicity,
in the numerical examples considered below, we take σ to be constant and we assume that the initial
distribution µ0 has a density denoted by m0. In [8], A. Bensoussan, J. Frehse and P. Yam have proved
that a necessary condition for the existence of a smooth feedback function v˚ achieving Jpv˚q “ min Jpvq
is that
v˚pt, xq “ argminv
´
fpx,mpt, ¨q, vq `∇upt, xq ¨ bpx,mpt, ¨q, vq
¯
,
where J is defined by (1) (with a slight abuse of notation we view J as a function of a feedback control)
and where pm,uq solve the following system of partial differential equations
(36)
$’’’&’’’%
0 “ BuBt pt, xq `
σ2
2
∆upt, xq ` H˜px,mpt, ¨q,∇upt, xqq `
ż BH˜
Bm pξ,mpt, ¨q,∇upt, ξqqpxqmpt, ξqdξ,
0 “ BmBt pt, xq ´
σ2
2
∆mpt, xq ` div
´
mpt, ¨qBH˜Bp p¨,mpt, ¨q,∇upt, ¨qq
¯
pxq,
where H˜ is defined by (5), with the initial and terminal conditions
mp0, xq “ m0pxq and upT, xq “ gpx,mpT, ¨qq `
ż Bg
Bmpξ,mpT, ¨qqpxqmpT, ξqdξ.
Here BBm denotes a Fre´chet derivative. This PDE system has been analyzed and solved numerically e.g.
in [4] and we use a similar numerical method below to compute our benchmark solutions.
Test case 1: As a first testbed, let us consider a linear-quadratic mean field control problem, that is,
the dynamics is linear and the cost quadratic in the state, the control and the expectation of the state.
For simplicity, we consider a one-dimensional problem. To wit, recalling the notations (1)–(2), we take
bpx, µ, vq “ Ax` A¯µ¯`Bv,
fpx, µ, vq “ Qx2 ` Q¯pµ¯´ Sxq2 `Rv2,
gpx, µq “ QTx2 ` Q¯T pµ¯´ STxq2
for x, v P R, µ P P2pRq, µ¯ “
ş
ξµpdξq P R, where A, A¯,B, Q, Q¯, R, S, QT , Q¯T , ST are real numbers.
Numerical results obtained with Algorithm 1 are presented in Figure 1. We recall that in this method,
the cost function is also the loss function minimized by the SGD. The value of this loss w.r.t. the number
of iterations is displayed in Figure 1a, for various various number time steps (denoted by Nt), number of
samples in one population (denoted by Ns), and two different activation functions (ReLU or sigmoid).
In this simple mean field LQ model, one has access to an analytical solution via Riccati equations. This
allows us to compare the learned control with the actual optimal control. As shown in Figure 1b, the L2
distance between them decreases as the number of iterations of SGD increases. As expected, increasing
the number of time steps and the number of samples in a population improves the result. Moreover,
even though the optimal control is linear in the state and hence the ReLU activation function seems to
be better suited for this problem, using the sigmoid activation function seems to provide comparable or
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(a) Cost for learned control
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(b) L2 error on the control
Figure 1. Test case 1. Solution computed by Algorithm 1.
even slightly better results. For each line, the results have been obtained by averaging over 5 different
runs of SGD.
Test case 2: Our second example is inspired by the min-LQG problem of [31]. We consider, as in
the first test case, a linear dynamics and a quadratic running cost, but we modify the terminal cost to
encourage each agent to end up close to one of two targets at the final time. More precisely, considering
again a one-dimensional case, with ξ1, ξ2 P R, we take
gpx,mq “ gpxq “ min t|x´ ξ1|, |x´ ξ2|u .
Notice that g is differentiable everywhere except at the point 12pξ1 ` ξ2q, and hence the gradient of g is
discontinuous. Numerical results obtained using Algorithm 2 are presented in Figure 2 for an example
where the two targets are ξ1 “ 0.25, ξ2 “ 0.75, and the initial distribution is Gaussian with mean 1. We
recall that with this method, we learn py0p¨q, zp¨qq, and then pYtnqną0 can be obtained by Monte-Carlo
simulations, which yield the blue points. To assess the accuracy of our method, we compare the result
with the solution obtained by a deterministic PDE method based on a finite difference scheme (red
line). From the perspective of the coupled system (36) of Hamilton-Jacobi-Bellman and Fokker Planck
(HJB-FP system for short) characterizing the optimal solution, Yt correspond to the gradient Bxupt,Xtq
of the adjoint function u, solution to the HJB equation. We see respectively on Figure 2a and Figure 2b
that Y0 is better approximated than YT , which is consistent with the fact that Y0 is directly learned
under the form y0pX0q where y0 is a neural network, whereas YT accumulates the errors made on all
intermediate time steps until the terminal time. Note however that the algorithm manages to learn the
jump at x “ 12pξ1 ` ξ2q “ 1.0.
Test case 3: For the sake of comparison with the existing literature, we now turn our attention to
examples considered in [20]. We first consider the problem presented in their section 4.2.2, which consists
18 RENE´ CARMONA & MATHIEU LAURIE`RE
−0.5 0.0 0.5 1.0 1.5 2.0 2.5
x
−1.00
−0.75
−0.50
−0.25
0.00
0.25
0.50
0.75
1.00 Yt (benchmark)
Yt (Algo. 2)
(a) Yt at time t “ 0
−0.5 0.0 0.5 1.0 1.5 2.0 2.5
x
−1.00
−0.75
−0.50
−0.25
0.00
0.25
0.50
0.75
1.00 Yt (benchmark)
Yt (Algo. 2)
(b) Yt at time t “ T “ 0.2
Figure 2. Test case 2. Solution computed by Algorithm 2.
in solving the FBSDE (without MKV dynamics)
dXt “ ρ cospYtqdt` σdWt, X0 “ x0,
Yt “ EtrsinpXT qs.
Here, ρ is seen as a coupling parameter and, in particular, for ρ “ 0, the forward equation does not
depend on the backward component so the equations are decoupled. The system is solved for various
values of ρ and for each value of ρ, we look at the value of the backward process Y at time 0. The
existence and uniqueness of a solution is discussed in [20], where the authors also point out that the
numerical method they propose suffers from a bifurcation phenomenon for large values of ρ. Results
obtained by our Algorithm 2 are presented in Figure 3. For the sake of comparison, we also display the
values obtained using a deterministic method based on a finite difference scheme for the corresponding
PDE system (36). In this example, the value of Y0 corresponds to the value of Bxup0, x0q. These results
are to be compared with [20, Figure 2].
Test case 4: We next turn our attention to a FBSDE system arising from a MFG. Let us recall
the example considered in [20, Section 4.2.3]. The problem consists in solving the MFG in which the
dynamics of a typical agent is dXαt “ αtdt` dWt and her cost is
JMFGpµ, αq “ E
„
gpXαT q `
ż T
0
ˆ
1
2ρ
α2t `Xαt atan
ˆż
xµtpdxq
˙˙
dt

when she uses control α and the flow of distribution of the population is given by µ “ pµtqt, and where
the terminal cost g is such that g1pxq “ arctanpxq. As in the previous test case, ρ ą 0 is a parameter.
Since this is a MFG, Algorithm 1 can not be employed so we resort to Algorithm 2 in order to solve the
associated MKV FBSDE system, namely:
dXt “ ´ρYtdt` σdWt, X0 “ x0,
dYt “ arctanpErXtsqdt` ZtdWt, YT “ g1pXT q :“ arctanpXT q.
MACHINE LEARNING FOR MEAN FIELD OPTIMAL CONTROL & GAMES 19
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 2  3  4  5  6  7  8
Y 0
ρ
Y0 (benchmark)Y0 (Algo. 2)
Figure 3. Test case 3. Value of Y0 as a function of the parameter ρ, computed by
Algorithm 2 (in blue) and benchmark values via PDE method (in red).
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Figure 4. Test case 4. Value of Y0 as a function of the parameter ρ, computed by
Algorithm 2 (in blue) and benchmark values via PDE method (in red).
Here again, we solve the problem for various values of ρ and, for each of them, we compute the
value of Y0. The numerical results are displayed in Figure 4. We see that the solution is very close to
the benchmark, obtained by a deterministic method for the corresponding PDE system. In particular,
a noticeable difference with the results of [20, Figure 3] is that our method does not suffer from a
bifurcation phenomenon.
Test case 5: We present an example of mean field control problem with a simple source of common
noise. For simplicity, we consider the one-dimensional case. The idea is to consider a terminal cost
which penalizes the distance to one of two targets, the relevant target being revealed only at time T {2.
The model is inspired by [3], where a more complex model has been studied for crowd motion. Here,
we represent the common noise by a random process 0 “ p0t qtPr0,T s which takes value 0 for t P r0, T {2q
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and at time T {2 it jumps to value ´cT or `cT , each with probability 1{2, and then it keeps this value
until time T . Here cT ą 0 is a constant and the two targets are ˘cT . For simplicity, we restrict our
attention to controls which are feedback functions of t,Xt and 
0
t . The problem is: Minimize over
v : r0, T s ˆ Rˆ t´cT , 0, cT u Ñ R the quantity
Jpvq “ E
„ż T
0
|vpt,Xt, 0t q|2dt` pXT ´ 0T q2 `KT pXT ´ ErXT |0sq2

,
under the constraint that the process X “ pXtqtě0 solves the SDE
dXt “ vpt,Xt, 0t qdt` σdWt , t ě 0, X0 „ µ0.
Here KT is a positive constant parameterizing the weight of the cost to pay for being far from the mean
at time T . Note that the dynamics and the cost functions are assumed to depend on the conditional
distribution of Xt given the common noise 
0. The solution can be characterized through a system
of 6 PDEs (three coupled systems of HJB and FP equations). We use this to have a benchmark, and
compare with the result obtained by Algorithm 1 suitably generalized to handle the common noise. More
precisely, at each iteration of SGD, we sample the initial positions of N agents, the N idiosyncratic noises
appearing in the dynamics, as well as one path of the common noise. The neural network representing
the control function takes as inputs the current time, the current state and the current value of the
common noise. Figure 5 displays the evolution of the density in the scenario where 0T “ ´cT (in blue)
and in the scenario where it is 0T “ cT (in red), with cT “ 1.5 and the initial distribution is centered
around 0. The solution obtained by the PDE method is shown with lines, whereas the solution obtained
by Algorithm 1 is shown with a histogram obtained by Monte Carlo simulations. We see that, until
time T {2, the distribution concentrates around 0, because the agents do not know the final target but
they know that the final cost will penalize distance to the mean position. After time T {2, the valid
target is revealed and the distribution moves toward this target. Note however that due to the running
cost, which penalizes displacement, the distribution does not reach exactly the target.
Test case 6: Here we consider the example of mean field game for systemic risk introduced in [17].
This model involves common noise in the form of a Brownian motion W0 “ pW 0t qtě0. Given a flow of
conditional mean positions m¯ “ pm¯tqtPr0,T s adapted to the filtration generated by W0, the cost function
of a representative player is
JMFGpm¯, αq “ E
„ż T
0
ˆ
1
2
α2t ´ qαtpm¯t ´Xtq ` 2pm¯t ´Xtq
2
˙
dt` c
2
pm¯T ´XT q2

and the dynamics are
dXt “ rapm¯t ´Xtq ` αtsdt` σ
´
ρ dW 0t `
a
1´ ρ2dWt
¯
Here ρ P r0, 1s is a constant parameterizing the correlation between the noises, and q, , c, a, σ are positive
constants. We assume that q ď 2 so that the running cost is jointly convex in the state and the control
variables. For the interpretation of this model in terms of systemic risk, the reader is referred to [17].
The model is of linear-quadratic type and hence has an explicit solution through a Riccati equation,
which we use as a benchmark.
Since this example is a mean field game, we used Algorithm 2 to solve the appropriate FBSDE system.
Figure 6 displays, for one realization of the common noise, sample trajectories of Xi and Y i for two
different values of i, namely i “ 1, 2. The L2 error, averaged over 5 different runs of SGD, is shown in
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Figure 5. Test case 5. Distribution computed by Algorithm 1 (histograms) and by
deterministic method for the PDE system (full and dashed lines). Blue (resp. red)
corresponds to the scenario where 0 takes the value ´1.5 (resp. `1.5) at time T {2 “ 0.5.
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Figure 6. Test case 6. Sample trajectories: solution computed by Algorithm 2 (full
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Figure 7. Test case 6. L2 error for the solution computed by Algorithm 2 compared
with the benchmark solution. The number of time steps is denoted by Nt and the number
of elements in the population sampled at each iteration of SGD is denoted by Ns.
Figure 7. Clearly, the error decreases as the number of time steps and the number of elements in the
population increases.
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Appendix A. Standing assumptions
We state a set of technical assumptions which guarantee that the assumptions stated in Subsection 2.2 are
satisfied. The conditions we propose include Assumption “Control of MKV Dynamics” from p. 555 of [15]
with the additional assumption that the volatility is not controlled:
(A1) The drift function b is linear in x, µ and α, and the volatility function σ is linear in x and µ. To wit, for
all pt, x, µ, αq P r0, T s ˆ Rd ˆ P2pRdq ˆA, we assume that
bpt, x, µ, αq “ b0ptq ` b1ptqx` b¯1ptqµ¯` b2ptqα,
σpt, x, µ, αq “ σ0ptq ` σ1ptqx` σ¯1ptqµ¯,
for some bounded Lipschitz deterministic functions b0, b1, b¯1 and b2 with values in Rd,Rdˆd,Rdˆd and
Rdˆk, and σ0, σ1 and σ¯1 with values in Rdˆd,Rpdˆdqˆd and Rpdˆdqˆd (the parentheses around d ˆ d
indicate that, for example, σ1ptqx is seen as an element of Rdˆd whenever x P Rd), and where we use the
notation µ¯ “ ş xdµpxq for the mean of a measure µ.
Remark 13. Several technical estimates needed for the control of the errors due to time discretization
will be proven in Appendix C under the assumption that the drift and volatility functions are globally
Lipschitz. Note that Assumption (A1) only guarantees Lipschitz continuity in time, locally in the other
variables. However, as pointed out in Remark 16 the proofs of these technical estimates can easily be
modified to accommodate Assumption (A1) because of its linear nature.
(A2) f and g satisfy the Assumption “ Pontryagin Optimality” from p. 542 of [15], that is:
‚ f is differentiable with respect to px, αq, the mappings px, µ, αq ÞÑ Bxfpt, x, µ, αq and px, µ, αq ÞÑ
Bαfpt, x, µ, αq being continuous for each t P r0, T s. The function f is also differentiable with respect
to the variable µ, the mapping Rd ˆ L2pΩ,F ,P;Rdq ˆ A Q px,X, αq ÞÑ Bµfpt, x,LpXq, αqpXq P
L2pΩ,F ,P;Rdˆd ˆ Rpdˆdqˆd ˆ Rdq being continuous for each t P r0, T s. Similarly, the function g
is differentiable with respect to x, the mapping px, µq ÞÑ Bxgpx, µq being continuous. The function
g is also differentiable with respect to the variable µ, the mapping Rd ˆ L2pΩ,F ,P;Rdq Q px,Xq ÞÑ
Bµgpx,LpXqqpXq P L2pΩ,F ,P;Rdq being continuous.
‚ The function r0, T s Q t ÞÑ fpt, 0, δ0, 0q is uniformly bounded. There exists a constant L such that,
for any R ě 0 and any pt, x, µ, αq such that |x|,M2pµq, |α| ď R, |Bxfpt, x, µ, αq|, |Bxgpx, µq|, and
|Bαfpt, x, µ, αq| are bounded by Lp1`Rq and the L2pRd, µ;Rdq-norms of x1 ÞÑ Bµfpt, x, µ, αqpx1q and
x1 ÞÑ Bµgpx, µqpx1q are bounded by Lp1`Rq.
In particular, for all pt, x, µ, αq P r0, T s ˆ Rd ˆ P2pRdq ˆA,
|fpt, x1, µ1, α1q ´ fpt, x, µ, αq| ` |gpx1, µ1q ´ gpx, µq|
ď L “1` |x1| ` |x| ` |α1| ` |α| `M2pµq `M2pµ1q‰ˆ “|px1, α1q ´ px, αq| `W2pµ1, µq‰ .
(A3) The derivatives of f and g with respect to px, αq and x respectively are L-Lipschitz continuous with
respect to px, α, µq and px, µq respectively, the Lipschitz continuity in the variable µ being understood in
the sense of the 2-Wasserstein distance. Moreover, for any t P r0, T s, any x, x1 P Rd, any α, α1 P Rk, any
µ, µ1 P P2pRdq, and any Rd-valued random variables X and X 1 having µ and µ1 as distributions,
E
“|Bµfpt, x1, µ1, α1qpX 1q ´ Bµfpt, x, µ, αqpXq|2‰ ď L `|px1, α1q ´ px, αq|2 ` E “|X 1 ´X|2‰˘ ,
E
“|Bµgpx1, µ1qpX 1q ´ Bµgpx, µqpXq|2‰ ď L `|x1 ´ x|2 ` E “|X 1 ´X|2‰˘ .
(A4) The function f satisfies the L-convexity property: there is a positive constant λ s.t.
fpt, x1, µ1, α1q ´ fpt, x, µ, αq ´ Bpx,αqfpt, x, µ, αq ¨ px1 ´ x, α1 ´ αq
´ E “Bµfpt, x, µ, αqpXq ¨ pX 1 ´Xq‰ ě λ|α1 ´ α|2,
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for t P r0, T s, px, µ, αq P Rd ˆ P2pRdq ˆ A and px1, µ1, α1q P Rd ˆ P2pRdq ˆ A, whenever X,X 1 P
L2pΩ,F ,P;Rdq with distributions µ and µ1 respectively. The function g is also assumed to be L-convex
in px, µq.
In order to obtain Lipschitz continuity in time of the decoupling field, we will partially strengthen these assump-
tions and assume, on top of that, the following extra assumption.
(B1) For every µ P P2pRdq and α P A, the mapping pt, xq ÞÑ Bαfpt, x, µ, αq is Lipschitz continuous with a
Lipschitz constant independent of µ and a.
Under these conditions, the minimizer αˆ exists, is unique, and is a regular function of its arguments. See [15,
Theorem 6.19] and the FBSDE system (7) is well posed, which guarantees the existence of the master field U .
See [15, Lemma 6.25].
Lemma 14. The function pt, x, µ, yq ÞÑ αˆpt, x, µ, yq is Lipschitz continuous, with a Lipschitz constant depending
only on the data of the problem.
Proof. From [15, Lemma 6.18], the map pt, x, µ, yq ÞÑ αˆpt, x, µ, yq is measurable, locally bounded and Lipschitz
continuous with respect to px, µ, yq uniformly in t P r0, T s, the Lipschitz constant depending only upon λ, the
supremum norm of b2 and the Lipschitz constant of Bαf in px, µq. To complete the proof of the claim, we prove
that it is also Lipschitz continuous in t. We borrow the argument of the proof of [15, Lemma 3.3] (which itself
relies on a suitable adaptation of the implicit function theorem to variational inequalities driven by coercive
functionals). For a given pt, x, µ, yq, α ÞÑ H˜pt, x, µ, y, αq is once continuously differentiable and strictly convex so
that αˆpt, x, µ, yq appears as the unique solution of the variational inequality (with unknown α):
@β P A, pβ ´ αq ¨ BαH˜pt, x, µ, y, αq ě 0.
Consider θ “ pt, x, µ, yq and θ1 “ pt1, x1, µ, y1q in r0, T sˆRdˆP2pRdqˆRd. To alleviate the notations, let us write
a “ αˆpt, x, µ, yq “ αˆpθq and a1 “ αˆpθ1q. The above inequality yields
pa1 ´ aq ¨ BαH˜pθ, aq ě 0, pa1 ´ aq ¨ BαH˜pθ1, a1q ď 0.
Combining these inequalities gives
pa1 ´ aq ¨ BαH˜pθ1, a1q ď pa1 ´ aq ¨ BαH˜pθ, aq
hence
(37) pa1 ´ aq ¨
”
BαH˜pθ, a1q ´ BαH˜pθ1, a1q
ı
ě pa1 ´ aq ¨
”
BαH˜pθ, a1q ´ BαH˜pθ, aq
ı
.
Moreover, by Assumption (A4),
fpt, x, µ, a1q ´ fpt, x, µ, aq ´ Bαfpt, x, µ, aq ¨ pa1 ´ aq ě λ|a1 ´ a|2.
Exchanging the role of a and a1 in the above inequality and summing the resulting inequalities, we deduce that
(38) 2λ|a1 ´ a|2 ď pa1 ´ aq ¨ `Bαfpt, x, µ, a1q ´ Bαfpt, x, µ, aq˘.
Using (37) and (38), we obtain:
2λ|a1 ´ a|2 ď |a1 ´ a| ¨ `Bαfpt, x, µ, a1q ´ Bαfpt, x, µ, aq˘
“ |a1 ´ a| ¨ `BαH˜pθ, a1q ´ BαH˜pθ, aq˘
ď |a1 ´ a| ¨
”
BαH˜pθ, a1q ´ BαH˜pθ1, a1q
ı
“ |a1 ´ a| ¨ `Bαfpt, x, µ, a1q ´ Bαfpt1, x1, µ, a1q˘` |a1 ´ a| ¨ `b2ptqy ´ b2pt1qy1˘.
The last expression can be bounded as follows, for a constant C depending only on the data of the problem,
‚ by Assumption (A1), b2 is bounded, hence |b2ptqy ´ b2pt1qy1| ď C|y ´ y1|.
‚ by Assumption (B1), `Bαfpt, x, µ, a1q ´ Bαfpt1, x1, µ, a1q˘ ď C p|t´ t1| ` |x´ x1|q .
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Thus
2λ|a1 ´ a|2 ď C|a1 ´ a| `|t´ t1| ` |x´ x1| ` |y ´ y1|˘ ,
which yields the conclusion. 
We further assume the following regularity of the decoupling field.
(B2) The mapping pt, xq ÞÑ V pt, xq is Lipschitz continuous.
The regularity in x is rather standard, but the Lipschitz continuity in time is less so. However, we note that
assumptions (A1)–(A4), as well as the result of Lemma 14 and the Lipschitz continuity of V given by assump-
tion (B2) are satisfied for instance under the assumptions (H6)(i)–(iii) of Chassagneux, Crisan and Delarue [19].
Our next assumption concerns the initial distribution.
(B3) The initial distribution µ0 is in P4pRdq, i.e., there exists a (finite) constant Cµ0 such thatż
Rd
|x|4dµ0pxq ď Cµ0 .
This mild assumption is useful to obtain well-posedness of the MKV SDE and the interacting particle system, as
well as stability estimates.
As explained in Remark 9, our analysis of the error due to the discretization of time requires extra assumptions.
(C1) Denoting Θ “ pt, x, µ, αq where t P r0, T s, x P Rd, µ P P2pRdq and α P A, there holds: Θ ÞÑ |Btf
`
Θ
˘| has
at most quadratic growth, Θ ÞÑ |Bαf
`
Θ
˘|, Θ ÞÑ |Bxf`Θ˘|, Θ ÞÑ |Bxf`Θ˘| and pΘ, xq ÞÑ |Bµf`Θ˘pxq| have
at most linear growth, and Θ ÞÑ |B2xxf
`
Θ
˘|, Θ ÞÑ |B2xαf`Θ˘|, Θ ÞÑ |B2ααf`Θ˘|, pΘ, xq ÞÑ |BxBµf`Θ˘pxq|,
pΘ, xq ÞÑ |BαBµf
`
Θ
˘pxq|, pΘ, xq ÞÑ |BvBµf`Θ˘pvq|v“x|, pΘ, xq ÞÑ |B2µf`Θ˘px, xq| are bounded by a constant.
(C2) V is twice differentiable with respect to x and the mapping pt, xq ÞÑ B2x,xV pt, xq is Lipschitz continuous.
(C3) αˆ is twice differentiable with respect to x, y and the mappings pt, x, µ, yq ÞÑ B2x,xαˆpt, x, µ, yq, pt, x, µ, yq ÞÑ
B2y,yαˆpt, x, µ, yq and pt, x, µ, yq ÞÑ B2x,yαˆpt, x, µ, yq are Lipschitz continuous.
The last two assumptions above ensure that the second order derivative with respect to x of the optimal control
vˆ is Lipschitz continuous. This fact is used in the analysis of one of the error terms induced by the Euler scheme
introduced for the purpose of time discretization.
Again, unless otherwise specified, the constants appearing in the proofs depend only on the data of the problem
(T , µ0 and the constants appearing in the above assumptions), and C denotes a generic constant whose value
might change from one line to the next.
Appendix B. Proofs of the Results of Section 3.2
We will repeatedly make use of the following fact: if Φ : R ˆ Rd ˆ P2pRdq ˆ A Ñ R is a (globally) Lipschitz
function in the sense that there is a constant L such that
|Φpt1, x1, µ1, α1q ´ Φpt, x, µ, αq| ď L “|pt1, x1, α1q ´ pt, x, αq| `W2pµ1, µq‰ ,
then, there is a constant C depending only on L such that for any px1, . . . , xN q and py1, . . . , yN q in pRdqN , and
pα1, . . . , αN q and pβ1, . . . , βN q in AN ,
(39)
1
N
Nÿ
i“1
|Φpt, yi, νN , βiq ´ Φpt, xi, µN , αiq|2 ď C
˜
|t1 ´ t|2 ` 1
N
Nÿ
i“1
|yi ´ xi|2 ` 1
N
Nÿ
i“1
|βi ´ αi|2
¸
where µN “ 1N
řN
i“1 δxi and νN “ 1N
řN
i“1 δyi are the empirical distributions corresponding to x, y. This remark
uses the fact that W2pµN , νN q ď 1N
řN
i“1 |yi ´ xi|2.
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Proof of Proposition 10. We start by bounding the probability that a particle of the interacting system exits a
bounded domain. If v P V is a Lipschitz continuous feedback control we denote by pXi,vqi“1,...,N the solution of
the state system (16) controlled by v, and since we assume that
ş |x|4µ0pdxq ă 8, a standard stability estimate
for the solutions of (16) yields that there exists a constant C depending only on the data of the problem and on
the Lipschitz constant of the controls v,w, such that, for ϕ P tv,wu,
(40) E
”
sup
tPr0,T s
|Xi,ϕt |2
ı
ď C, E
”
sup
tPr0,T s
|Xi,ϕt |4
ı
ď C.
Consequently, Markov’s inequality implies that for all R ą 0 we have:
(41) P
”
E¯ i,vR
ı
ď C
R
.
where for each i P t1, . . . , Nu, E¯ i,vR denotes the complement of E i,vR defined by:
(42) E i,vR “
!
sup
tPr0,T s
|Xi,vt | ď R
)
.
Now let R ą 0 and Γ ą 0 be constants, and let w and v be Lipschitz continuous feedback controls such that
(43) }v|B¯dp0,Rq ´w|B¯dp0,Rq}C0pB¯dp0,Rqq ď Γ .
We assume that for each i, Xi,w0 “ Xi,v0 “ ξi0 a.s., with the random variables ξi0, i “ 1, . . . , N, being i.i.d.
with common distribution µ0. We will use the notation µ
N,w
t “ 1N
řN
i“1 δXi,wt and µ
N,v
t “ 1N
řN
i“1 δXi,vt for the
empirical distributions.
Below, unless otherwise specified, C denotes a generic constant whose value may change from one line to the
next, but which in any case depends only on the data of the problem and possibly on the Lipschitz constants of
v and w as well as vp0, 0q, wp0, 0q; in particular, C is always independent of Γ and R.
Step 1: we first control |Xi,w ´Xi,v| in terms of Γ and PrE¯ i,vR s which, by (41), can be made as small as desired
by increasing R as needed.
Notice that, by (43) and the Lipschitz continuity of w and v we have:
|wpt,Xi,wt q ´ vpt,Xi,vt q| ď 1Ei,vR
”
|wpt,Xi,wt q ´ wpt,Xi,vt q| ` |wpt,Xi,vt q ´ vpt,Xi,vt q|
ı
` 1E¯i,vR
”
|wpt,Xi,wt q| ` |vpt,Xi,vt q|
ı
ď C
!
1Ei,vR
”
|Xi,wt ´Xi,vt | ` Γ
ı
` 1E¯i,vR
”
|Xi,wt | ` |Xi,vt | ` 1
ı)
ď C
!”
|Xi,wt ´Xi,vt | ` Γ
ı
` 1E¯i,vR
”
|Xi,wt | ` |Xi,vt | ` 1
ı)
.
As a result:
(44)
E
«
1
N
Nÿ
i“1
|wpt,Xi,wt q ´ vpt,Xi,vt q|2
ff
ď C
#
E
«
1
N
Nÿ
i“1
|Xi,wt ´Xi,vt |2
ff
` Γ2
`
«
1
N
Nÿ
i“1
PpE¯ i,vR q
ff1{2 ¨˝
E
«
1
N
Nÿ
i“1
|Xi,wt |4
ff1{2
` E
«
1
N
Nÿ
i“1
|Xi,vt |4
ff1{2
` 1‚˛
,.-
ď C
#
E
«
1
N
Nÿ
i“1
|Xi,wt ´Xi,vt |2
ff
` Γ2 ` 1
R
+
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where we used (40). Using the form of the dynamics, we have for all r P r0, T s,
(45)
1
N
Nÿ
i“1
E sup
0ďsďr
|Xi,ws ´Xi,vs |2 ď C
˜
1
N
Nÿ
i“1
E sup
0ďsďr
ˇˇˇˇż s
0
”
bpt,Xi,wt , µN,wt , wpt,Xi,wt qq ´ bpt,Xi,vt , µN,vt , vpt,Xi,vt qq
ı
dt
ˇˇˇˇ2
` 1
N
Nÿ
i“1
E sup
0ďsďr
ˇˇˇˇż s
0
”
σpt,Xi,wt , µN,wt q ´ σpt,Xi,vt , µN,vt q
ı
dW it
ˇˇˇˇ2¸
.
For the first term in the right-hand side, we have
1
N
Nÿ
i“1
E sup
0ďsďr
ˇˇˇˇż s
0
”
bpt,Xi,wt , µN,wt , wpt,Xi,wt qq ´ bpt,Xi,vt , µN,vt , vpt,Xi,vt qq
ı
dt
ˇˇˇˇ2
ď 1
N
Nÿ
i“1
E sup
0ďsďr
s
ż s
0
”
bpt,Xi,wt , µN,wt , wpt,Xi,wt qq ´ bpt,Xi,vt , µN,vt , vpt,Xi,vt qq
ı2
dt
ď r
ż r
0
1
N
Nÿ
i“1
E
”
bpt,Xi,wt , µN,wt , wpt,Xi,wt qq ´ bpt,Xi,vt , µN,vt , vpt,Xi,vt qq
ı2
dt
By the (global) Lipschitz continuity of b and (39), so that using (44), we can bound the quantity above by
Cr
ż r
0
˜
1
N
Nÿ
i“1
E|Xi,wt ´Xi,vt |2 ` 1N
Nÿ
i“1
E|wpt,Xi,wt q ´ vpt,Xi,vt q|2
¸
dt
ď Cr
ż r
0
˜
1
N
Nÿ
i“1
E sup
0ďsďt
|Xi,ws ´Xi,vs |2
¸
dt` Cr2
ˆ
Γ2 ` 1
R
˙
ď C
ż r
0
˜
1
N
Nÿ
i“1
E sup
0ďsďt
|Xi,ws ´Xi,vs |2
¸
dt` C
ˆ
Γ2 ` 1
R
˙
.
The term involving σ in the right-hand side of (45) is estimated in the following way using Doob’s maximal
inequality:
1
N
Nÿ
i“1
E sup
0ďsďr
ˇˇˇˇż s
0
”
σpt,Xi,wt , µN,wt q ´ σpt,Xi,vt , µN,vt q
ı
dW it
ˇˇˇˇ2
ď C 1
N
Nÿ
i“1
E
ż r
0
ˇˇˇ
σpt,Xi,wt , µN,wt q ´ σpt,Xi,vt , µN,vt q
ˇˇˇ2
dt
ď C
ż r
0
1
N
Nÿ
i“1
ˆ
E sup
0ďsďt
|Xi,ws ´Xi,vs |2
˙
dt.
Going back to (45), we obtain that, for all r P r0, T s,
1
N
Nÿ
i“1
E
“
sup
0ďsďr
|Xi,ws ´Xi,vs |2
‰ ď C ż r
0
1
N
Nÿ
i“1
E
“
sup
0ďsďt
|Xi,ws ´Xi,vs |2
‰
dt` C
ˆ
Γ2 ` 1
R
˙
.
We conclude, by Gro¨nwall’s inequality, that there exists a constant C depending on the Lipschitz constants of
v,w and vp0, 0q, wp0, 0q, but not on Γ nor R such that
(46)
1
N
Nÿ
i“1
E
”
sup
0ďtďT
|Xi,wt ´Xi,vt |2
ı
ď C
´
Γ2 ` 1
R
˘
.
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Step 2: we now show the desired bound on
ˇˇ
JN pvq ´ JN pwqˇˇ. We have
JN pvq ´ JN pwq “ 1
N
Nÿ
i“1
E
«ż T
0
!
fpt,Xi,vt , µN,vt , vpt,Xi,vt qq ´ fpt,Xi,wt , µN,wt , wpt,Xi,wt qq
)
dt
ff
` 1
N
Nÿ
i“1
E
”
gpXi,vT , µN,vT q ´ gpXi,wT , µN,wT q
ı
We first study the final cost (where the control does not appear), and then the running cost.
We start with the second term involving the terminal cost. Using the local Lipschitz continuity of g as
articulated in the second bullet point of Assumption (A2) we get
1
N
Nÿ
i“1
E|gpXi,vT , µN,vT q ´ gpXi,wT , µN,wT q|
ď L
N
Nÿ
i“1
E
”`
1` |Xi,vT | ` |Xi,wT | `M2pµN,vT q `M2pµN,wT q
˘ `|Xi,vT ´Xi,wT | `W2pµN,vT , µN,wT q˘ı
ď L
´ 1
N
Nÿ
i“1
E
”ˇˇ
1` |Xi,vT | ` |Xi,wT | `M2pµN,vT q `M2pµN,wT q
ˇˇ2ı¯1{2´ 1
N
Nÿ
i“1
E
”`|Xi,vT ´Xi,wT | `W2pµN,vT , µN,wT q˘2ı¯1{2
ď C
´
1` 1
N
Nÿ
i“1
Er|Xi,vT |2s `
1
N
Nÿ
i“1
Er|Xi,wT |2s
¯1{2´ 1
N
Nÿ
i“1
Er|Xi,vT ´Xi,wT |2s
¯1{2
ď C
ˆ
Γ2 ` 1
R
˙1{2
.
Next, we consider the variation of the running cost. Again, we use the local Lipschitz continuity of f as articulated
in the second bullet point of Assumption (A2). We obtain:
(47)
1
N
Nÿ
i“1
E
ˇˇˇ
fpt,Xi,vt , µN,vt , vpt,Xi,vt qq ´ fpt,Xi,wt , µN,wt , wpt,Xi,wt qq
ˇˇˇ
ď L
N
Nÿ
i“1
E
”`
1` |Xi,vt | ` |Xi,wt | ` |vpt,Xi,vt q| ` |wpt,Xi,wt q| `M2pµN,vt q `M2pµN,wt q
˘
`|Xi,vt ´Xi,wt | ` |vpt,Xi,vt q ´ wpt,Xi,wt q| `W2pµN,vt , µN,wt q˘ı
ď L
´ 1
N
Nÿ
i“1
E
”ˇˇ
1` |Xi,vt | ` |Xi,wt | ` |vpt,Xi,vt | ` |wpt,Xi,wt q| `M2pµN,vt q `M2pµN,wt q
˘2ı¯1{2
´ 1
N
Nÿ
i“1
E
”`|Xi,vt ´Xi,wt | ` |vpt,Xi,vt q ´ wpt,Xi,wt q| `W2pµN,vt , µN,wt q˘2ı¯1{2
ď C
´
1` 1
N
Nÿ
i“1
Er sup
0ďtďT
|Xi,vt |2s ` 1N
Nÿ
i“1
Er sup
0ďtďT
|Xi,wt |2s
¯1{2´ 1
N
Nÿ
i“1
Er sup
0ďtďT
|Xi,vt ´Xi,wt |2s
¯1{2
ď C
ˆ
Γ2 ` 1
R
˙1{2
,
where proceeded as we did in the case of the terminal cost function g, using the Lipschitz and linear growth
properties of v and w, estimates (44) and (46) .
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Conclusion. Putting together the estimates of Step 1 and Step 2, we conclude thatˇˇ
JN pvq ´ JN pwqˇˇ ď C ˆΓ2 ` 1
R
˙1{2
.
which is the desired conclusion. 
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Appendix C. Proofs of the Results of Section 3.3
We use freely the notations of Subsection 3.3 and without any loss of generality, we assume that the random
shocks p∆Wˇ inqi,n of the discrete dynamics appearing in the statement of Problem 2 are the increments of the
Brownian motions appearing Problem 3, to wit, for each i, n, we assume that
∆Wˇ in “W itn`1 ´W itn .
Recall that we assume that the feedback functions appearing in both Problems are the same Lipschitz function
ϕ.
For the sake of convenience and later reference, we state and prove the following estimate.
Lemma 15. Assuming that the functions b and σ are Lipschtz in all their variables, for all t0 and t such that
0 ď t0 ď t ď T , we have:
(48)
1
N
Nÿ
i“1
E|Xit ´Xit0 |2 ď C
´
1` 1
N
Nÿ
i“1
Er|Xit0 |2s
¯
|t´ t0|,
where the constant C depends only on the data of the problem, possibly including T , the Lipschitz constant of the
control ϕ as well as the value ϕp0, 0q. In particular, C is independent of N , t0 and t.
Remark 16. The proofs of this lemma and the proof of Lemma 11 are given under the assumption that the drift
and volatility functions are globally Lipschitz. Strictly speaking, this assumption is not implied by Assumption
(A1) suggested at the beginning of Appendix A. Still as explained in Remark 13 a minor modification of the proofs
given below shows that the same estimates hold, just because of the linearity structure of Assumption (A1).
Proof. Itoˆ’s formula gives
|Xit ´Xit0 |2 “
ż t
t0
2pXis ´Xit0q ¨ bps,Xis, µNs , ϕps,Xisqqds`
ż t
t0
tracerσps,Xis, µNs qσps,Xis, µNs q˚sds`M it
ď
ż t
t0
|Xis ´Xit0 |2ds`
ż t
t0
|bps,Xis, µNs , ϕps,Xisqq|2ds`
ż t
t0
tracerσps,Xis, µNs qσps,Xis, µNs q˚sds`M it
ď
ż t
t0
|Xis ´Xit0 |2ds` C
ż t
t0
`
1` |Xis|2 `W2pµNs , δ0q2
˘
ds`M it
ď
ż t
t0
|Xis ´Xit0 |2ds` C
ż t
t0
´
1` |Xis|2 ` 1N
Nÿ
i“1
|Xit |2
¯
ds`M it
where pM it qtět0 is the square integrable martingale
M it “
ż t
t0
pXis ´Xit0q˚σps,Xis, µNs qdW is
and where we used the fact that
|bps, x, µ, ϕps, xqq|2 ` |σps, x, µq|2 ď Cp1` |x|2 `W2pµ, δ0q2q
implied by the fact that b, σ and ϕ are assumed to be globally Lipschitz. Note that while its value can change from
one line to the next, the constant C is always only dependent upon the data of the problem, possibly including
T , and the Lipschitz feedback function ϕ. Taking expectations, summing over i P t1, . . . , Nu and dividing by N
we obtain:
(49) θt ď
ż t
t0
θsds` C
ż t
t0
´
1` 1
N
Nÿ
i“1
Er|Xit |2s
¯
ds ď p1` Cq
ż t
t0
θsds` C
´
1` 1
N
Nÿ
i“1
Er|Xit0 |2s
¯
pt´ t0q
if we denote by θt the left hand side of (48), and we conclude using Gronwall inequality. 
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Proof of Lemma 11. For each i P t1, . . . , Nu, and t P rtn, tn`1s we set ei,nt “ Xit ´ Xˇitn . Itoˆ’s formula gives
|ei,nt |2 “ |ei,ntn |2 `
ż t
tn
2ei,ns ¨ bps,Xis, µNs , ϕps,Xisqqds`
ż t
tn
tracerσps,Xis, µNs qσps,Xis, µNs q˚sds`M it
ď |ei,ntn |2 `
ż t
tn
|ei,ns |2ds`
ż t
tn
|bps,Xis, µNs , ϕps,Xisqq|2ds`
ż t
tn
|σps,Xis, µNs q|2ds`M it
ď |ei,ntn |2 `
ż t
tn
|ei,ns |2ds` C
ż t
tn
`
1` |Xis|2 `W2pµNs , δ0q2
˘
ds`M it
ď |ei,ntn |2 `
ż t
tn
|ei,ns |2ds` C
ż t
tn
´
1` |Xis|2 ` 1N
Nÿ
i“1
|Xit |2
¯
ds`M it
(50)
where pM it qtětn is the square integrable martingale
M it “
ż t
tn
ei,n˚s σps,Xis, µNs qdW is
and where we used the fact that
|bps, x, µ, ϕps, xqq|2 ` |σps, x, µq|2 ď Cp1` |x|2 `W2pµ, δ0q2q
implied by the fact that b, σ and ϕ are assumed to be globally Lipschitz. Note that while its value can change from
one line to the next, the constant C is always only dependent upon the data of the problem, possibly including
T , and the Lipschitz feedback function ϕ. If we set:
(51) ηt “ 1
N
Nÿ
i“1
Er|Xit ´ Xˇitn |2s,
Taking expectations, summing over i P t1, . . . , Nu and dividing by N on both ends of (50) we obtain:
(52) ηt ď ηtn `
ż t
tn
ηsds` C
ż t
tn
´
1` 1
N
Nÿ
i“1
Er|Xit |2s
¯
ds ď ηtn `
ż t
tn
ηsds` C∆t, tn ď t ď tn`1,
where we used Lemma 15. Next, Gro¨nwall inequality implies that:
(53) ηt ď pηtn ` Cq∆t e∆t,
and in order to complete the proof, we only need to prove a uniform bound on ηtn . Obviously:
(54) |eitn`1 |2 ď C
´
|eitn |2 `
ˇˇˇż tn`1
tn
rbˇitn ´ bitsdt
ˇˇˇ2 ` ˇˇˇż tn`1
tn
rσˇitn ´ σitsdW it
ˇˇˇ2¯
where we used the notation
bˇitn “ bptn, Xˇitn , µˇNtn , ϕptn, Xˇitnqq, bit “ bpt,Xit , µNt , ϕpt,Xitqq
σˇitn “ σptn, Xˇitn , µˇNtnq, σit “ σpt,Xit , µNt q.
Introducing the notation δn “ 1N
řN
i“1 E|eitn |2, taking expectations, summing over i and dividing by N on both
sides of (54) we get:
(55) δn`1 ď C
´
δn ` 1
N
Nÿ
i“1
E
”ˇˇˇż tn`1
tn
rbˇitn ´ bitsdt
ˇˇˇ2ı` 1
N
Nÿ
i“1
E
”ˇˇˇż tn`1
tn
rσˇitn ´ σitsdW it
ˇˇˇ2¯
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We estimate the right hand side of (55) in the following way.
1
N
Nÿ
i“1
E
”ˇˇˇż tn`1
tn
rbˇitn ´ bitsdt
ˇˇˇ2ı
ď ∆t
ż tn`1
tn
1
N
Nÿ
i“1
E
ˇˇ
bptn, Xˇitn , µˇNtn , ϕptn, Xˇitnqq ´ bpt,Xit , µNt , ϕpt,Xitqq
ˇˇ2
dt
ď C∆t
ż tn`1
tn
˜
|tn ´ t|2 ` 1
N
Nÿ
i“1
E|Xˇitn ´Xit |2 `W2pµˇNtn , µNt q2 `
1
N
Nÿ
i“1
E|ϕptn, Xˇitnq ´ ϕpt,Xitq|2
¸
dt
ď C∆t
ż tn`1
tn
˜
|∆t|2 ` 1
N
Nÿ
i“1
E|Xˇitn ´Xit |2
¸
dt
ď C∆t
ż tn`1
tn
˜
|∆t|2 ` 1
N
Nÿ
i“1
E|Xˇitn ´Xitn |2 `
1
N
Nÿ
i“1
E|Xitn ´Xit |2
¸
dt
“ C∆t
˜
|∆t|3 `∆t δn ` 1
N
Nÿ
i“1
E
ż tn`1
tn
|Xitn ´Xit |2dt
¸
,
(56)
where we used the (global) Lipschitz assumption on b and on ϕ, and a simple upper bound on the Wasserstein
distance between two empirical measures. The constant C, whose value can change from one line to the next,
depends on the Lipschitz constant of ϕ. Similarly we estimate the third term in the right hand side of (55) by
1
N
Nÿ
i“1
E
”ˇˇˇż tn`1
tn
rσˇitn ´ σitsdW it
ˇˇˇ2ı “ 1
N
Nÿ
i“1
E
”ż tn`1
tn
|σˇitn ´ σit|2dt
ı
ď
ż tn`1
tn
1
N
Nÿ
i“1
E
“|σptn, Xˇitn , µˇNtnq ´ σpt,Xit , µNt q|2‰dt
ď C
ż tn`1
tn
´
|tn ´ t|2 ` 1
N
Nÿ
i“1
E|Xˇitn ´Xit |2 `W2pµˇNtn , µNt q2
¯
dt
ď C
ż tn`1
tn
´
|∆t|2 ` 1
N
Nÿ
i“1
E|Xˇitn ´Xit |2
¯
dt
“ C
´
|∆t|3 `∆t δn ` 1
N
Nÿ
i“1
E
ż tn`1
tn
|Xitn ´Xit |2dt
¯
.
(57)
Also, because Xt “ pXitqi“1,...,N is the solution of an RNd valued stochastic differential equation with Lipschitz
coefficients, standard existence results imply the existence of a positive constant K depending only on the data
of the problem and the control ϕ through its Lipschitz constant and ϕp0, 0q satisfying
(58)
1
N
Nÿ
i“1
E
ż tn`1
tn
|Xitn ´Xit |2dt ď K|∆t|.
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Plugging (56), (57) and (58) into (55) we get: Hence
δn`1 ď δnCp1`∆tq ` K˜∆t,
for some constants C and K˜ depending only on the data of the problem (including T ) and the control ϕ through
its Lipschitz constant and ϕp0, 0q. Using the facts δ0 “ 0 and n∆t ď NT∆t “ T , we conclude using a discrete
version of Gro¨nwall inequality. 
We now proceed to the proof of Proposition 12.
Proof of Proposition 12. We have
|JN pϕq ´ JˇN pϕq| ď δf ` δg,
where
δf “
ˇˇˇNT´1ÿ
n“0
ż tn`1
tn
1
N
Nÿ
i“1
E
“
fpt,Xit , µNt , ϕpt,Xitqq ´ fptn, Xˇitn , µˇtn , ϕptn, Xˇitnqq
‰
dt
ˇˇˇ
and
δg “
ˇˇˇ
ErGpµNT q ´GpµˇNT qs
ˇˇˇ
where the function G is defined by Gpµq “ şRd gpx, µqµpdxq. Let us first analyze the difference δg which, for obvious
notational reasons, is much easier to handle. For λ P r0, 1s we set Xiλ “ XiT `λpXˇiT ´XiT q for i P t1, . . . , Nu, and
Xλ “ pXiλqi“1,...,N and µλ “ 1N
řN
i“1 δXiλ . Introducing the empirical projection G
N of G defined on RdN by:
GN px1, . . . , xN q “ G
´ 1
N
Nÿ
i“1
δxi
¯
(see [15, Definition 5.34 p.399]) we have:
GpµˇNT q ´GpµNT q “ Gpµ1q ´Gpµ0q
“ GN pX1q ´GN pX0q
“
ż 1
0
d
dλ
GN pXλqdλ
“
ż 1
0
Nÿ
i“1
BxiGN pXλq ¨ pXˇiT ´XiT qdλ
“ 1
N
Nÿ
i“1
´ż 1
0
BµGpµλqpXiλqdλ
¯
¨ pXˇiT ´XiT q
where we used the expression of the partial derivatives of GN in terms of the L-derivative BµG as given in [15,
Proposition 5.35 p.399]. So
δg ď
´ 1
N
Nÿ
i“1
E
”ˇˇˇż 1
0
BµGpµλqpXiλqdλ
ˇˇˇ2ı¯1{2´ 1
N
Nÿ
i“1
ErXˇiT ´XiT |2s
¯1{2
.
Lemma 11 implies that the second factor in the above right hand side is bounded from above by C
?
∆t, so we
only need to prove that the first factor is bounded by a constant depending only upon the data of the problem
and the Lipschitz constant of ϕ. In order to do so, we compute the L-derivative of G as given in [15, Example 3
p.386], and we use the fact that the partial derivatives Bxgpx, µq and Bµgpx, µqpyq are of linear growth. We get:
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1
N
Nÿ
i“1
E
”ˇˇˇż 1
0
BµGpµλqpXiλqdλ
ˇˇˇ2ı “ 1
N
Nÿ
i“1
E
”ˇˇˇż 1
0
´
BxgpXiλ, µλq ` 1N
Nÿ
j“1
BµgpXjλ, µλqpXiλq
¯
dλ
ˇˇˇ2ı
ď C
N
Nÿ
i“1
E
”ż 1
0
´
|BxgpXiλ, µλq|2 ` 1N
Nÿ
j“1
|BµgpXjλ, µλqpXiλq|2
¯
dλ
ı
ď C
N
Nÿ
i“1
E
”ż 1
0
|BxgpXiλ, µλq|2dλ` CN2E
”ż 1
0
Nÿ
i,j“1
|BµgpXjλ, µλqpXiλq|2dλ
ı
ď C
N
Nÿ
i“1
E
”ż 1
0
´
|Xiλ|2 `W2pµλ, δ0q2
¯
dλ` C
N
Nÿ
j“1
E
”ż 1
0
´
|Xjλ|2 `W2pµλ, δ0q2
¯
dλ
ı
ď C
N
Nÿ
i“1
E
”ż 1
0
´
|Xiλ|2 `W2pµλ, δ0q2
¯
dλ
ı
ď C
N
Nÿ
i“1
ż 1
0
Er|Xiλ|2sdλ
ď C
N
Nÿ
i“1
Er|XiT |2s ` C3N
Nÿ
i“1
Er|XˇiT ´XiT |2s
which is bounded from above as desired.
The control of δf is a little bit more involved. First we split δf as the sum δf “ δ1f ` δ2f with:
δ1f “
ˇˇˇNT´1ÿ
n“0
ż tn`1
tn
1
N
Nÿ
i“1
E
“
fpt,Xit , µNt , ϕpt,Xitqq ´ fptn, Xitn , µNtn , ϕptn, Xitnqq
‰
dt
ˇˇˇ
and
δ2f “ ∆t
ˇˇˇNT´1ÿ
n“0
1
N
Nÿ
i“1
E
“
fptn, Xitn , µNtn , ϕptn, Xitnqq ´ fptn, Xˇitn , µˇtn , ϕptn, Xˇitnqq
‰ˇˇˇ
.
The estimation of δ1f is cannot be done following the strategy used in the previous appendix or in the estimation
of δ2f below. Indeed, the quantity to control involves the difference of quantities evaluated at two different times,
tn and t to be specific. It is thus natural to use Itoˆ’s formula to express this difference, hence our reliance on a
stronger differentiability assumption for the running cost function f and the feedback function ϕ. In order to rely
on the classical Itoˆ’s formula (as opposed to the chain rule for functions of marginal laws of diffusion processes
as in [15, Proposition 5.102 p485] for example) we introduce the empirical projection fN defined by:
fN
`
t, x, px1, ¨ ¨ ¨ , xN q˘ “ f`t, x, 1
N
Nÿ
i“1
δxi , ϕpt, xq
˘
.
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Itoˆ’s formula gives:
fpt,Xit , µNt , ϕpt,Xitqq ´ fptn, Xitn , µNtn , ϕptn, Xitnqq
“ fN`t,Xit , pX1t , ¨ ¨ ¨ , XNt q˘´ fN`tn, Xitn , pX1tn , ¨ ¨ ¨ , XNtnq˘
“
ż t
tn
BtfN
`
s,Xis, pX1s , ¨ ¨ ¨ , XNs q
˘
ds
`
Nÿ
j“0
ż t
tn
BxjfN
`
s,Xis, pX1s , ¨ ¨ ¨ , XNs q
˘
b
`
s,Xjs , µ
N
s , ϕps,Xjs q
˘
ds
` 1
2
Nÿ
h,k“0
ż t
tn
B2xhxkfN
`
s,Xis, pX1s , ¨ ¨ ¨ , XNs q
˘
drXh, Xkss `M it
where we used the convention x0 “ x and X0s “ Xis, and where pM it qtnďtďT is a mean-zero square-integrable
martingale. Formulas become quite lengthy when we try to go back to the function f and its partial derivatives.
So in order to shorten them, we introduce the following notations:
Θhs “
`
s,Xhs , µ
N
s , ϕps,Xhs q
˘
and Λhs “
`
s,Xhs , pX1s , ¨ ¨ ¨ , XNs q
˘
.
as well as the notation apt, x, µq “ σpt, x, µqσpt, x, µq˚ for the diffusion matrix. This gives:
fpt,Xit , µNt , ϕpt,Xitqq ´ fptn, Xitn , µNtn , ϕptn, Xitnqq
“
ż t
tn
”
Btf
`
Θis
˘` Bαf`Θis˘Btϕps,Xisqı ds
`
ż t
tn
”
Bxf
`
Θis
˘` Bαf`Θis˘Bxϕps,Xisqıb`Θis˘ds` Nÿ
j“1
ż t
tn
BxjfN
`
Λis
˘
b
`
Θjs
˘
ds
` 1
2
ż t
tn
aps,Xis, µNs q
“B2xxf`Θis˘` 2B2xαf`Θis˘Bxϕps,Xisq
` Bxϕps,Xisq˚B2ααf
`
Θis
˘Bxϕps,Xisq ` Bαf`Θis˘B2xxϕps,Xisq‰ds
`
ż t
tn
aps,Xis, µNs qB2xxifN
`
Λis
˘
ds` 1
2
ż t
tn
Nÿ
j“1
aps,Xjs , µNs qB2xjxjfN
`
Λis
˘
ds`M it
We now use [15, Proposition 5.35 p399] and [15, Proposition 5.91 p471] to express the partial derivatives of the
empirical projection fN in terms of the partial derivatives of the original function f . We get:
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fpt,Xit , µNt , ϕpt,Xitqq ´ fptn, Xitn , µNtn , ϕptn, Xitnqq
“
ż t
tn
”
Btf
`
Θis
˘` Bαf`Θis˘Btϕps,Xisqı ds
`
ż t
tn
”
Bxf
`
Θis
˘` Bαf`Θis˘Bxϕps,Xisqıb`Θis˘ds` 1N
Nÿ
j“1
ż t
tn
Bµf
`
Θis
˘pXjs qb`Θjs˘ds
` 1
2
ż t
tn
aps,Xis, µNs q
“B2xxf`Θis˘` 2B2xαf`Θis˘Bxϕps,Xisq
` Bxϕps,Xisq˚B2ααf
`
Θis
˘Bxϕps,Xisq ` Bαf`Θis˘B2xxϕps,Xisq‰ds
` 1
N
ż t
tn
aps,Xis, µNs q
“BxBµf`Θis˘pXisq ` BαBµf`Θis˘pXisqBxϕps,Xisq‰ ds
` 1
2N
Nÿ
j“1
ż t
tn
aps,Xjs , µNs qBvBµf
`
Θis
˘pvq|v“Xjs ds` 12N2
Nÿ
j“1
ż t
tn
aps,Xjs , µNs qB2µf
`
Θis
˘pXjs , Xjs q ds`M it .
(59)
We now bound the above term by C∆t. Recall that for the control ϕ, estimates (32) hold. Moreover, from
Assumption (C1), using the notation |Θjs| “ |s| ` |Xjs | `M2pµNs q ` |ϕps,Xjs q|, we have for b and a:
|b`Θjs˘| ď C|Θjs|, |aps,Xis, µNs q| ď C `|s|2 ` |Xis|2 `M2pµNs q2˘ ,
and for the terms involving f , |Btf
`
Θis
˘| ď Cp1 ` |Θis|2q, |Btf`Θis˘| and |Bαf`Θis˘| are bounded from above by
Cp1`|Θis|q, and |Bµf
`
Θis
˘pXjs q| by Cp1`|pΘis, Xjs q|q while |B2xxf`Θis˘|, |B2xαf`Θis˘|, |B2ααf`Θis˘|, |BxBµf`Θis˘pXisq|,
|BαBµf
`
Θis
˘pXisq|, |BvBµf`Θis˘pvqˇˇv“Xjs | and |B2µf`Θis˘pXjs , Xjs q| are bounded by a constant C. By the above
bounds, we have, for the first integral in (59):ˇˇˇˇ
E
ż t
tn
”
Btf
`
Θis
˘` Bαf`Θis˘Btϕps,Xisqı dsˇˇˇˇ ď C ż t
tn
E
“|Θis|2 ` |ps,Θisq|‰ ds
ď C
ż t
tn
E
“|s|2 ` |Xjs |2 `M2pµNs q2 ` |ϕps,Xjs q|2‰ ds
ď C∆t,
where the C depends only on the data of the problem and on ϕ through its Lipschitz constant and ϕp0, 0q. The
other integral terms in the right hand side of (59) can be bounded similarly, except that to bound the termˇˇˇˇ
E
„ż t
tn
aps,Xis, µNs qBαf
`
Θis
˘B2xxϕps,Xisqdsˇˇˇˇ
ď C
ż t
tn
E
“`|s|2 ` |Xjs |2 `M2pµNs q2˘ `|s| ` |Xjs | `M2pµNs q ` |ϕps,Xjs q|˘‰ ds,
we use stability estimate on the fourth moment. Going back to the definition of δ1f , we obtain that
δ1f ď C∆t ď C
?
∆t.
As for δ2f , it is estimated exactly as we did above in the case of the terminal cost. Indeed:
δ2f “ ∆t
ˇˇˇNT´1ÿ
n“0
rFnpµNtnq ´ Fnpµˇtnqs
ˇˇˇ
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where for each n P t0, . . . , NT ´ 1u, the function Fn is defined as
Fnpµq “
ż
Rd
fptn, x, µ, ϕptn, xqq dµpxq.
For each n, the feedback function ϕ being Lipschitz and (hence) with linear growth, the function Fn has the same
properties as the function G above. As a result, one can bound the difference FnpµNtnq´Fnpµˇtnq in the same way,
and since the bound is independent of n, δ2f admits the same upper bound as δg. This concludes the proof. 
