Given a holomorphic regularisation procedure (e.g. Riesz or dimensional regularisation) on classical symbols, using a Birkhoff factorisation and a minimal substraction scheme, we define under a renormalisation assumption, renormalised iterated integrals with linear constraints. Along the way, we discuss regularised integrals of symbols with affine parameters defined up to a polynomial in the parameter; when iterated, these lead to iterated regularised integrals with linear constraints. The two points of view are reminiscent of different methods used by physicsists to compute Feynman integrals; whereas renormalised iterated integrals factorise on tensor product and fufill a Fubini property, iterated regularised integrals do not apriori enjoy these properties.
Introduction
Regularisation methods are sufficient to handle ordinary integrals arising from one loop Feynman diagrams whereas renormalisation methods are required to handle iterated integrals arising from multiloop Feynman diagrams. Interesting algebraic constructions have been developped to disentangle the procedure used by physicists when computing such integrals [CK] , [Kr ] . Although they clarify the algebraic structure underlying the forest formula, these algebraic approaches based on the Hopf algebra structures on Feynman diagrams do not keep track of the actual iterated integrals.
These are integrals of symbols on space time with linear constraints 1 that reflect the conservation of momenta; properties of symbols clearly play a crucial role in the renormalisation procedure. When they converge we can write such integrals as follows:
with σ • L := (σ 1 ⊗ · · · ⊗ σ I ) • L where the σ i are classical symbols on IR n and L a linear map IR L → IR I of rank L. In the language of perturbative quantum field theory, L stands for the number of loops, (η 1 , · · · , η I ) := L (ξ 1 , · · · , ξ L ) the interior vertices and L corresponds to the linear constraints they are submitted to as a result of the conservation of momenta. To illustrate this by an example take I = 3, L = 2, the symbols σ i , i = 1, 2, 3 equal to σ(ξ) = 1 (m 2 +|ξ| 2 ) 2 for some m ∈ IR * (which introduces a mass term) and the linear map L : (ξ 1 , ξ 2 ) → (ξ 1 , ξ 2 , ξ 1 + ξ 2 ). The corresponding integral say for n = 4 reads The aim of this paper is to renormalise such iterated integrals with lineaar constraints when the integrand does not anymore lie in L 1 in such a way that 1. the renormalised integrals coincide with the usual integrals whenever the integrand lies in L 1 ,
they factorise on products (σ
which would correspond in quantum field theory to the concatenation of Feynman diagrams.
Just as in the Connes-Kreimer approach [CK] , we translate the factorisation requirement to a character property on a certain Hopf algebra, the coproduct of which reflects the fact that one should in principle be able to perform iterated integrations "packetwise", first integrating on any subset of variables and then on the remaining ones (see [BM] for comments on this point).
Let us now briefly describe the structure of the paper. Regularisation procedures for ordinary integrals of symbols are now well known and provide a precise mathematical description for what physicists refer to as dimensional regularisation for one loop diagrams (see e.g. [P] for a review of some regularisation methods used in physics). This is reviewed in the first part of the paper (sections 1-3).
Handling iterated integrals with linear constraints is trickier. Part 2 is dedicated to a first natural approach by which one builds iterated regularised integrals inductively on the number L of integration variables. At some step l ≤ L the iterated integrals on the variables ξ 1 , · · · , ξ l are defined in terms of the remaining variables ξ l+1 , · · · , ξ L which are viewed as exterior parameters (or exterior momenta in the language of Feynman diagrams). In section 4, inspired by work by Lesch and Pflaum [LP] on strongly parametric symbols 2 , we define for this purpose a regularised integral = IR n (σ 1 ⊗ · · · ⊗ σ k ) (ξ + η 1 , · · · , ξ + η k ) dξ "modulo polynomials in the components of the exterior parameters" η 1 , · · · , η k . This is used in section 5 to carry out the induction procedure, integrating successively on the variables ξ 1 , · · · , ξ L expressions of the form (
Since cut-off regularised integrals vanish on polynomials, the ambiguity arising from defining the various integrals in the iteration procedure "up to polynomials" is not seen after the procedure is completed. An unfortunate drawback of this approach is that whenever this inductive procedure can be carried out, the resulting iterated regularised integral a priori depends on the order of integration in the variables ξ 1 , · · · , ξ L so that it does not a priori enjoy a Fubini property.
We adopt instead a "global" approach described in the third part of the paper (sections 6-9) which deals with the iterated integral as a whole instead of breaking it up in a series of ordinary regularised integrals. Section 6 is dedicated to the case of tensor products of symbols in the absence of linear constraints, i.e. when I = L and L = Id with the above notations. There we recall an approach suggested in [MP] by which one considers the Hopf algebra given by the tensor algebra of classical symbols equipped with the tensor product and the deconcatation product. The renormalised iterated integral on tensor products of symbols is then built from a Birkhoff factorisation of meromorphic extensions of ordinary integrals of tensor products σ(z) := σ 1 (z) ⊗ · · · ⊗ σ k (z) of holomorphic families of symbols. We follow a similar approach in the presence of linear constraints. To do so, we need to
is the tensor product of holomorphic families of symbols σ i (z), is holomorphic on some complex domain, 2. ensure the existence of meromorphic extensions of these ordinary integrals of tensor products of holomorphic families of symbols, 3. organize the expressions σ •L in a graded Hopf algebra H in order to carry out a Birkhoff factorisation.
Step 3 is carried out in Part 3 section 7; the product (σ
combines a tensor product on symbols σ with a direct sum of linear maps L.
3 The coproduct, which is a rather straightforward extension of the deconcatenation coproduct on ordinary tensor products, reflects the fact that one can perform sub-iterated integrals, integrating first over subsets of variables and freezing the remaining variables in order to compute the total iterated integral. This is reminiscent of shrinking subdiagrams to a point in the ConnesKreimer coproduct [CK] . In contrast to the Connes-Kreimer Hopf algebra which is commutative but not cocommutative, our Hopf algebra is not commutative but cocommutative. The non commutativity here comes from the fact that the Hopf algebra is built at the level of integrands, namely the σ • L acting on a t-uple of interior momenta (k 1 , · · · , k L ) whereas the Connes-Kreimer Hopf algebra is built on diagrams to which one associates an integral in the interior momenta {k 1 , · · · , k L } which can be permuted arbitrarily as long as the conservation of momentum is preserved. In other words, parametrisation invariance is encoded in the algebra of diagrams in the Connes-Kreimer approach whereas here, parametrisation invariance (
for any invertible linear matrix C and with it the Fubini property (when C is a permutation matrix) arise by analytic continuation as a consequence of the parametrisation invariance for usual iterated integrals.
The remaining steps 1 and 2 are dealt with in Part 4. Specifically, the symbol property of the σ i is used in Section 8 to prove the holomorphicity of the map z → IR n · · · IR n σ(z) • L on some complex domain. Since there are to our knowledge no general theorems which provide the existence of meromorphic extensions of these holomorphic maps z → IR n · · · IR n σ(z) • L, in Section 9 we introduce a "renormalisability" assumption which ensures their existence. This renormalisibility assumption is known by physicists to hold for expressions σ(z) • L involving symbols of the type σ i (ξ) = |ξ| 2 + m 2 αi with m ∈ IR * , α i ∈ IR * .
4
Finally, under a renormalisability assumption on a subalgebra A of our Hopf algebra H and given a (continuous) holomorphic regularisation R on the algebra of symbols (e.g. dimensional regularisation), we infer the existence of a renormalised iterated integral
which coincides the ordinary multiple integral whenever the integrand converges and factorises under tensor products of symbols and direct sums of linear maps L:
When L = L ′ = Id and I = I ′ = L, this boils down to the multiplicativity property derived in [MP] for renormalised integrals of tensor products of symbols:
Renormalised iterated integrals are covariant:
and therefore obey a Fubini property: In this first part we review results of [MMP] and [MP] .
1 Cut-off regularised integrals of log-polyhomogeneous symbols
We recall for completeness, known results on regularisation techniques of integrals of ordinary log-polyhomogeneous symbols.
Log-polyhomogeneous symbols
c.c ( IR n ) denote the set of scalar valued logpolyhomogeneous symbols on IR n of order α with constant coefficients. A symbol σ ∈ CS α,k c.c ( IR n ) reads:
where ψ is a smooth function which vanishes at 0 and equals to one outside the unit ball, where
5 . It is convenient to introduce the following notation
corresponds to the algebra of smoothing symbols. The set
of integer order log-polyhomogeneous symbols 6 is strictly contained in the algebra generated by log-polyhomogeneous symbols of any order
Following [KV] (see also [L] ), we extend the continuity on symbols of fixed order to families of symbols with varying order as follows:
5 The following semi-norms labelled by multiindices γ, β and integers m ≥ 0, p ∈ {1, · · · , k}, N give rise to a Fréchet topology on CS 
3. for any sufficiently large integer N , the truncated kernel
Cut-off regularised integrals
We recall the construction of cut-off regularised integrals of log-polyhomogeneous symbols [L] which generalises results previously established by Guillemin and Wodzicki in the case of classical symbols.
Lemma 1. For any non negative integer
• B(0,R) σ(ξ)dξ has an asymptotic expansion in R → ∞ of the form:
where P l (σ α−j,l )(X) is a polynomial of degree l with coefficients depending on σ α−j,l and where C x (σ) is the constant term corresponding to the finite part:
which is independent of N ≥ α + n − 1.
• For any fixed µ > 0,
where
is the higher l-th noncommutative residue.
Remark 1. If σ is a classical operator, setting k = 0 in the above formula yields
Discarding the divergences, we can extract a finite part from the asymptotic expansion of B(0,R) σ(ξ)dξ and set for σ ∈ CS * ,k
Definition 2. Given an non negative integer k, for any σ ∈ CS
is independent of N > α + n − 1. It is independent of the parametrisation R provided the higher noncommutative residue res l (σ) vanish for all integer 0 ≤ l ≤ k.
An important property of cut-off regularised integrals already observed in [MMP] is that they vanish on polynomials.
Proof: It suffices to prove that for any non negative integer α,
Since for any R > 0
we have
Regularised integrals of log-polyhomogenous symbols 2.1 Cut-off regularised integrals of holomorphic families
Following [KV] (see [L] for the extension to log-polyhomgoeneous symbols), we define a holomorphic family of logpolyhomogeneous symbols in CS * ,k c.c ( IR n ) in the same way as in Definition 1 replacing continuous by holomorphic. We quote from [PS] the following theorem which extends results of [L] relating the noncommutative residue of holomorphic families of log-polyhomogeneous symbols with higher noncommutative residues. For simplicity, we restrict ourselves to holomorphic families with order α(z) given by an affine function of z, a case which covers natural applications.
Proposition 2. Let k be a non negative integer. For any holomorphic family
z → σ(z) ∈ CS α(z),k c.c ( IR n ) of symbols parametrised by a domain W ⊂ I C such that z → α(z) = α ′ (0) z + α(0) is an affine function with α ′ (z) = α ′ (0) = 0.
There is a Laurent expansion in a neighborhood of any
is explicitly determined by a local expression (see [L] for the case α
Here σ (l) (z) is the local symbol given by the coefficient of log l |ξ| of σ i.e.
On the other hand, the finite part fp z=z0 − IR n σ(z)(ξ)dξ consists of a global piece − IR n σ(z 0 )(ξ) dξ and a local piece:
As a consequence, the finite part fp z=z0 − IR n σ(z)(ξ)dξ is entirely determined by the derivative α ′ (z 0 ) of the order and by the derivatives of the symbol σ (l) (z 0 ), l ≤ k + 1 via the cut-off integral and the noncommutative residue.
Regularised integrals
Let us briefly recall the notion of holomorphic regularisation taken from [KV] (see also [PS] ) and adapted to physics applications in [P] .
Definition 3. A holomorphic regularisation procedure on a subset S ⊂ CS * ,k c.c ( IR n ) for any fixed non negative integer k is a map
the algebra of holomorphic maps on I C with values in
We call a regularisation procedure R continuous whenever the map
is continuous.
Remark 2. It is easy to check [PS] that if
( IR n ) has the same order as σ(z 0 ).
Example 1. One often comes across holomorphic regularisations of the type:
It is important to observe that σ(z) has order α(z) = α(0) − q z with q = 0.
This class of holomorphic regularisations contains known regularisation such as
• Riesz regularisation for which τ (z)(ξ) := χ(ξ) |ξ| −z , where χ is some smooth cut-off function around 0 which is equal to 1 outside the unit ball.
• This is a particular instance of regularisations for which
where H is a holomorphic function such that H(0) = 1.
• Dimensional regularisation corresponds to the choice (see [P] )
which is a holomorphic function at z = 0 such that H(0) = 1. This function H stands for the relative volume of the unit cotangent sphere in dimension n w.r.to its volume in dimension n(z) = n−z; indeed ultiplying by |ξ| −z as above replaces the radial variable r n−1 in the integrand by r n−z−1 which anmounts to changing the real dimension n to the "complex dimension" n − z. But in order to mimic dimensional regularisation, the volume of the sphere also needs to be complexified. This is carried out by introducing the function H.
These regularisation procedures are clearly continuous. They have in common that the order α(z) of σ(z) is affine in z:
so that we shall restrict to this situation.
As a consequence of the results of the previous paragraph, given a holomorphic regularisation procedure R : σ → σ(z) on CS * ,k c.c ( IR n ) and a symbol σ ∈ CS * ,k c.c ( IR n ), the map z → − IR n σ(z)(ξ) dξ is meromorphic with poles of order at most k + 1 at points in α −1 ([−n, +∞[ ∩Z Z) where α(z) is the order of σ(z) so that we can define the finite part when z → 0 as follows.
Definition 4. Given a holomorphic regularisation procedure
We have the following continuity result [MP] which follows from the continuity of the cut-off regularised integral recalled above.
Proposition 3. [MP] Given a continuous holomorphic regularisation procedure
is continuous and the map
Remark 3. The assumption that α be constant is essential here.
3 Basic properties of integrals of holomorphic symbols
Integration by parts
An important property of cut-off regularised integrals is integration by parts, which is an instance of a more general Stokes' property for symbol valued forms investigated in [MMP] .
Proof: We recall the general lines of the proof and refer to [MMP] for further details. We only prove the result for classical symbols since the proof easily extends to log-polyhomogeous symbols. It is clearly sufficient to prove the result for a multiindex α = i of length one.
• If σ has order < −n then we write:
where we have set
This limit vanishes. Indeed, σ being a symbol of order α, there is a positive constant C such that
Here S(0, R) ⊂ B(0, R) is the sphere of radius R centered at 0 in IR n .
•
where ψ is a smooth cut-off function, σ α−j (ξ) is positively homogeneous of degree α − j and N is chosen large enough for σ (N ) to be of order < −n. We have:
It follows from the above computation that IR n ∂ ξi σ (N ) (ξ) d ξ = 0. On the other hand, we have for large enough R and any positive integer i:
Let as before R : σ → σ(z) be a holomorphic regularisation on CS c.c ( IR n ). The following result is a direct consequence of the above proposition. Corollary 1. [MMP] The following equality of meromorphic functions holds:
for any multiindex α and any σ ∈ CS * , * c.c ( IR n ).
Proof: The maps z → − IR n ∂ α σ(z)(ξ) d ξ are meromorphic as cut-off regularised integrals of a holomorphic family of symbols with poles in 
Translation invariance
We let IR n act on CS * , * c.c ( IR n ) by translations as follows 7 :
Let α be the order of σ. Let us recall the following translation property for non integer order symbols.
Proposition 5. [MP] For any σ ∈ CS * , * c.c ( IR n ) and any η ∈ IR n , the cut-off integral
Proof:
is well defined. The second part of the statement then follows from translation invariance of the ordinary Lebesgue integral.
• Let us assume a ≥ −n. A Taylor expansion in η at 0 yields the existence of θ ∈]0, 1[ such that
Since |α| = a + n + 2 ⇒ ∂ α σ has order < −n, its integral over the ball B(0, R) converges. On the other hand, the derivatives ∂ α σ(ξ) arising in the Taylor expansion lie in CS c.c ( IR n ) so that their integral over the ball B(0, R) have an asymptotic expansion when R → ∞ in decreasing powers of R with a finite number of powers of log R. The integral B(0,R) σ(ξ + η) dξ therefore also has the same type of asymptotic expansion when R → ∞ so that the finite part :
Mimicking the proof of Proposition 4, for |α| = a + n + 2 we write ∂ α = ∂ ξi • ∂ β for some index i and some multiindex β:
where as before we have set d S ξ := (−1) i−1 dξ 1 ∧ · · · ∧ dξ i ∧ · · · ∧ dξ n . Since σ and hence its derivatives are symbols, there is a positive constant C such that
(1 + ||ξ| − |θ η||)
which tends to 0 as R → ∞. Hence the cut-off regularised integral of the remainder term vanishes. If moreover α / ∈ Z Z then by Proposition 4, we have − IR n ∂ α σ(ξ) = 0 for any non vanishing multiindex α. Hence, only the α = 0 term remains in the Taylor expansion and the result follows.
⊔ ⊓
Let as before R : σ → σ(z) be a holomorphic regularisation on CS c.c ( IR n ). The following result is a direct consequence of the above proposition.
Corollary 2. [MMP] For any σ ∈ CS * , * c.c ( IR n ) and any η ∈ IR n the following equality of meromorphic functions holds:
Proof: Let a be the order of σ. The Taylor expansion
provides meromorphicity of the map z → − IR n σ(z)(ξ + η) dξ since we know that the maps z → − IR n ∂ α ξ σ(z)(ξ) are meromorphic as cut-off regularised integrals of holomorphic families of ordinary symbols and since the map given by the remainder term z → |α|=a+n+2 IR n dξ ∂ α σ(z)(ξ + θ η) is holomorphic. Outside the set of poles we have by Proposition 5 that 
Covariance
We quote from [L] the following extension to log-polyhomogeneous symbols of a result proved in [KV] for classical symbols.
Corollary 3. For any σ ∈ CS * , * c.c ( IR n ) and for any C ∈ GL n ( IR n ) the following equality of meromorphic functions holds:
Remark 6. This does not imply the covariance of the regularised integral − R .
Unless the order of the symbols is non integer, one is in general to expect that
Part 2: Iterated regularised integrals of symbols with linear constraints 4 Regularised integrals with affine parameters
The definitions we adopt here are inspired by work of Lesch and Pflaum [LP] on traces of parametric pseudodifferential operators; even though our symbols with affine parameters are not strongly parametric symbols as the ones underlying their work, their general approach can be adapted to our context.
Lemma 2. For any any
Re(α i ) < −n where α i is the order of σ i , then the iterated integral with affine parameters
+ and where we have set ζ := 1 + |ζ| 2 . But the iterated inte-
Re(α i ) < −n hence the result. ⊔ ⊓ Proposition 7. For any any σ i ∈ CS αi, * c.c (R n ), modulo polynomials in the components of the parameters η 1 ∈ IR n , · · · , η k ∈ IR n the expression:
is well defined and coincides modulo polynomials in the components of the parameters η 1 , · · · , η k with the ordinary integral whenever
Remark 7. The η i play the role of exterior momenta in integrals arising from Feynman integrals. Definition (9) is used by physicists to regularise Feynman integrals with exterior momenta.
Proof: A Taylor expansion of (
Since the real part of the total order k i=1 α i decreases as |β| increases, the remainder term
therefore makes sense for large enough N . A modification of N only modifies the expression by a polynomial in η 1 , · · · , η k so that the expression is well-defined modulo polynomials. When n i=1 Re(α ) < −n the integral converges by the above lemma and hence
The Taylor expansion then yields (9) with the cut-off regularised integral on the l.h.s. replaced by an ordinary integral. It follows that the cut-off regularised integral = coincides with the usual integral whenever the integrand converges. ⊔ ⊓ Proposition 8. Modulo polynomials in the components of the parameters η 1 , · · · , η k we have
Hence by (9), modulo polynomials in the η i we have
Since differentiation w.r. to the η i decreases the total order of the symbol, for large enough |γ|, the integrand ∂
and we can write:
which ends the proof of the proposition. ⊔ ⊓
we can define the double cut-off regularised integral:
− IR n dη i = IR n (σ 1 ⊗ · · · ⊗ σ k ) (ξ + η 1 , · · · , ξ + η k ) d ξ
which is insensitive to the polynomials in the components of η i and is therefore defined modulo polynomials in the remaining
η j , j = i. If η i →= IR n (σ 1 ⊗ · · · ⊗ σ k ) (ξ + η 1 , · · · , ξ + η k ) d
ξ moreover has non integer order, then for large enough |γ i | we have
The first part of the statement follows from the fact that the cut-off regularised integral − IR n vanishes on polynomials (see Proposition 1). The second part of the statement follows from integration by parts property (see Proposition 4) for the cut-off integral on non integer order symbols combined with the fact that for large enough
Iterated regularised integrals with linear constraints
Let us introduce some notations. L : IR L → IR I denotes a linear map which we combine with a tensor product σ = σ 1 ⊗ · · · ⊗ σ I ∈ T (CS c.c ( IR n )) to build a map:
If B = (b ij ) is the matrix representing L in the canonical basis then
Example 2. Take L = 2 and I = 3 with
We want to extend the iterated regularised regularised integral with linear
We proceed inductively on L. Writing
where we have set η j :=
is an ordinary classical symbol in ξ as a product of such symbols, to which we can therefore apply the cut-off regularised integral. Otherwise, there is at least one η j = 0: applying the above constructions to I = J and σ i = τ i we can define
is (modulo polynomials in the components of
and some log-polyhomogeneous symbols ρ i ∈ CS * , * ( IR n ), then we can iterate the procedure and define this way
As previously observed, since ordinary cut-off regularised integrals vanish on polynomials, this iterated regularised integral vanishes on polynomials in the components of ξ 2 , · · · , ξ L so that it is independent of the freedom of choice left by the various intermediate step which made sense modulo polynomials. Furthermore, since at each step of the induction, = coincides with the ordinary integral whenever the integrand is convergent, it follows that the iterated regularised integral defined as above extends the ordinary iterated integral whenever the integrand lies in L 1 .
Some remarks need to be made at this stage in relation to integrals which arise from Feynman diagrams. 
Remark 8. Checking whether this iterative procedure goes through in practice is a difficult task and is part of the work to be done when checking the renormalisability of a physical theory.

Remark 9. If the inductive procedure can be carried out up to step
for a permutation ρ ∈ Σ L so that there is no reason for Fubini property to hold.
Part 3: Tensor products of symbols with linear constraints
In this section we adopt a different point of view in order to extend iterated integrals with linear constraints to renormalised iterated integrals with linear constraints which satisfy a Fubini property and are multiplicative in a sense to be made precise. Namely, instead of iterating regularised integrals as we did in the previous section, we renormalise the iterated integrals as a whole. It is useful to first recall how iterated integrals of symbols without constraints can be renormalised using a Birkhoff factorisation.
Integrals of tensor products of symbols revisited
We report on and extend results of [MP] concerning integrals of tensor products of symbols. Following [MP] , let us consider the tensor algebra of log-polyhomogeneous symbols:
built on the algebra CS c.c ( IR n ) of log-polyhomogeneous symbols on IR n . Herê denotes the Grothendieck completion. The cut-off regularised integral being continuous on the subspace CS α, * c.c ( IR n ) of log-polyhomogeneous symbols on IR n with constant order α for any fixed α ∈ I C, it can be extended by continuity and (multi-) linearity to the tensor algebra T (CS c.c ( IR n )).
Definition 5. [MP] For any
Similarly, a continuous holomorphic regularisation procedure R on CS c.c ( IR n ) extends multiplicatively w.r.to the tensor product to a map
As an immediate consequence of these definitions and the previous results on ordinary cut-off regularised integrals we have the following meromorphicity result.
Lemma 3. [MP] Given a continuous holomorphic regularisation procedure
is meromorphic with poles of order ≤ k + 1 and we have the following equality of meromorphic functions:
Definition 6. Given a continuous holomorphic regularisation
Remark 11. Unless the partial sums of the orders of the symbols σ i are non integer valued or the integral converges, one is to expect that
since the finite part of a product of meromorphic functions does not generally coincide with the product of the finite parts of these functions.
Let us equip the tensor algebra
with the ordinary tensor product ⊗ and the deconcatanation coproduct:
Let us recall the following well-known results (see e.g. [M] ):
) is a graded (by the natural grading on tensor products) cocommutative connected Hopf algebra.
Remark 12. [M] This corresponds to the natural structure of cocommutative Hopf algebra on the tensor algebra of any vector space V with the coproduct ∆ given by the unique algebra morphism from
Proof: We use Sweedler's notations and write in a compact form
• The coproduct ∆ is clearly compatible with the filtration.
• The coproduct ∆ is cocommutative for we have τ 12 • ∆ = ∆ where τ ij is the flip on the i-th and j-th entries:
• The coproduct ∆ is coassociative since
• The co-unit ε defined by ε(1) = 1 is an algebra morphism.
• The coproduct ∆ is compatible with the product ⊗.
⊔ ⊓
We can reintepret Lemma 3 as follows:
Proposition 9. Given a continuous holomorphic regularisation procedure R on H 0 , the map
where M( I C) denotes the algebra of meromorphic functions is well defined and induces an algebra morphism on H 0 , ⊗ .
A Birkhoff factorisation procedure then yields a complex valued character.
Theorem 1. A continuous holomorphic regularisation procedure R on CS c.c ( IR n ) gives rise to a character on the Hopf algebra H 0 , ⊗ :
In other words:
The renormalised iterated integral coincides with the ordinary one when the integrand σ
Proof: Birkhoff factorisation combined with a minimal substraction scheme yields the existence of a character on the connected filtered commutative Hopf algebra H 0 [M] (Theorem II.5.1):
built from Φ R . Here Hol( I C) is the algebra of holomorphic functions. Its value
which extends the map given by the ordinary iterated integral. The multiplicativity of these renormalised integrals − R,ren IR n ×···× IR n w.r. to tensor products follows from the character property of φ R . ⊔ ⊓
Tensor products with linear constraints
In order to add linear constraints we need further notations. As before L : IR L → IR I denotes a linear map which we combine with a tensor product σ = σ 1 ⊗ · · · ⊗ σ I ∈ T (CS c.c ( IR n )) to build a map:
Here we have written
Example 3. Take I = 3, L = 2 and σ 1 = σ 2 = σ 3 = σ with σ(ξ) = 1 m 2 +|ξ| 2 as in the introduction. Then
where L(ξ 1 , ξ 2 , ξ 3 ) := (ξ 1 , ξ 2 , ξ 1 + ξ 2 ) is described by the matrix B = We introduce the following concatenation product which is reminiscent of concatenation of Feynman diagrams.
represented by the bloc matrix:
, the product • is compatible with a natural filtration by the rank of L. The algebra
Remark 14. When transposed to Feynman diagrams, L corresponds to the grading by the number of loops in the diagram.
Remark 15. H 0 , ⊗ is clearly a subalgebra of (H, •); the grading then boils down to the natural tensor product grading.
We need further notations in order to define the coproduct, which will turn out to be a generalisation of the deconcatenation coproduct on tensor products. Let us set L l (ξ) := L (0, · · · , 0, ξ, 0, · · · , 0) for any ξ ∈ IR n which we have inserted at position l so that if L is represented by the matrix
nI . By linearity we have
We set
Whenever the matrix B has k = I−j lines of zeroes
whereσ ij means we have left out σ ij and L i1···i k means we have suppressed the i j -th lines of the matrix B for all j = 1 · · · , k.
Example 4. Take L with matrix in the canonical basis given by
where L 1 is represented by
We equip H with the following coproduct:
with the notations of (12) and where we have set L = p + q so that {1, · · · , L} is the disjoint union of {l 1 , · · · , l p } and {l p+1 , · · · , l p+q }. Here 0 r stands for the zero map on × r IR n , i.e. for r columns of zeroes or equivalently for the zero matrix with r columns and I lines. Lemma 5. The coproduct ∆ is compatible with the grading and coincides with the deconcatanation coproduct on tensor products of symbols.
Proof:
1. With the notations of (13),
can be interpreted as ρ•M and τ •N where we have set ρ := i∈{1,··· ,I},∃j∈{1,··· ,p}, b il j =0 σ i , τ := i∈{1,··· ,I},∃j∈{1,··· ,p}, b il j =0 σ i and where
2. An ordinary tensor product of symbols
is a graded cocommutative Hopf algebra.
2. The product is clearly associative:
The neutral element is given by
4. The co-unit ε defined by ε(1) = 1 and ǫ(σ
5. The coproduct ∆ is compatible with the product •. We need to extend holomorphic regularisations to tensor products of symbols with linear cosntraints σ • L. For L = I we extended a holomorphic regularisation R : σ → σ(z) multiplicatively w.r. to the tensor product: setting
We further extend it to σ • L with σ ∈ T (CS c.c ( IR n )) by:
This extension is compatible with the product • since we have
Proposition 11. Let R be a continuous holomorphic regularisation and let
Let for i = 1, · · · , I, α i (z) denote the order of σ i (z) which we assume is affine with real coefficients with α
Proof: The symbol property of each σ i yields the existence of a cosntant C such that
where we have set η := 1 + |η| 2 and written
We claim that the map (
Assuming for simplicity (and without loss of generality) that it corresponds to the L first lines of B we write:
where we have set ρ i (η) := η
converges as a product of integrals of symbols of order < −n so that by domi-
On the other hand, it follows from the results of [PS] that the derivative in z of holomorphic symbols have same order as the original symbols, the differentiation possibly introducing logarithmic terms. Replacing σ 1 (z), · · · , σ I (z) by ∂ 
H i of the complex half-planes H i = {z ∈ I C, Re(α i (z)) < −n}.
Proof: We know from the previous proposition that z → ( IR n ) I σ(z) • L defines a holomorphic map on the intersection L i=1 H i of the complex halfplanes H i = {z ∈ I C, Re(α i (z)) < −n}. There, we have by a change of variable that
But by the results of the previous sections we know that z → ( IR n ) I σ(z) extends to a meromorphic map on the whole complex plane given by a cut-off regularised integral of a tensor product of symbols − ( IR n ) I σ(z). Hence 
Characters on renormalisable Hopf algebras
On the grounds of Proposition 11 it is natural to set the following definitions.
Definition 7. Let R be a continuous holomorphic regularisation on CS c.c ( IR n ) which sends a symbol of order α to a symbol of order α(z) = −q z + α for some q > 0. Theorem 2. Let R be a continuous holomorphic regularisation on CS c.c ( IR n ) which sends a symbol of order α to a symbol of order α(z) = −q z + α for some q > 0. Let A ⊂ (H, •) be an R-renormalisable algebra then the map:
is a morphism of algebras and gives rise to a character
The renormalised iterated integrals − R σ • L coincide with the ordinary integrals R σ • L whenever the integrand lies in L 1 .
Moroever, renormalised iterated integrals are covariant: for any C ∈ GL L ( IR) we have
and as a result, they obey a Fubini type property: for any ρ ∈ Σ L we have
Remark 19. Taking L = Id yields back the renormalised integrals on tensor prodcuts dsicussed in section 6.
Proof: The existence of the map Ψ R follows from the R-renormalisability assumption. The fact that it is a character follows by analytic continuation from the fact that z → Ψ R (σ(z) • L) is a meromorphic extension of a holomorphic map z → σ(z) • L which itself is compatible with the product • by the usual properties of integrals:
where as before we have set σ(z) := R(σ)(z). Covariance and hence Fubini property for Ψ R (σ • L)(z) = − σ(z) • L also follow by analytic continuation from the usual covariance and Fubini properties of the ordinary integral and these properties hold as equalities of meromorphic maps. In particular, for any C ∈ GL L ( IR) we have
for any ρ ∈ Σ L we have
Birkhoff factorisation combined with a minimal substraction scheme then yields the existence of a character on the connected filtered commutative Hopf algebra 
