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Examining Uncertainty and Misspecification of  
Attributes in Cognitive Diagnostic Models 
 
Chen-Miao Chen 
In recent years, cognitive diagnostic models (CDMs) have been widely used in 
educational assessment to provide a diagnostic profile (mastery/non-mastery) analysis for 
examinees, which gives insights into learning and teaching. However, there is often 
uncertainty about the specification of the Q-matrix that is required for CDMs, given that 
it is based on expert judgment. The current study uses a Bayesian approach to examine 
recovery of Q-matrix elements in the presence of uncertainty about some elements. The 
first simulation examined the situation where there is complete uncertainty about whether 
or not an attribute is required, when in fact it is required. The simulation results showed 
that recovery was generally excellent. However, recovery broke down when other 
elements of the Q-matrix were misspecified. Further simulations showed that, if one has 
some information about the attributes for a few items, then recovery improves 
considerably, but this also depends on how many other elements are misspecified. A 
second set of simulations examined the situation where uncertain Q-matrix elements were 
scattered throughout the Q-matrix. Recovery was generally excellent, even when some 
other elements were misspecified. A third set of simulations showed that using more 
informative priors did not uniformly improve recovery. An application of the approach to 
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In recent years, cognitive diagnostic models (CDMs) have been widely used in 
educational assessment to provide a diagnostic profile (mastery/non-mastery) analysis for 
examinees. One of the reasons CDMs are popular is that they allow for a more formative 
assessment than item response theory (IRT) models. CDM’s diagnostic attribute-based feedback 
is also used by the College Board for students who take the PSAT/NMSQT
TM 
(Preliminary SAT/ 
National Merit Scholarship Qualifying Test; Roussos, Templin & Henson, 2007). Therefore, 
CDMs can provide useful feedback to help students learn. 
The major advantage of CDMs over traditional psychometric approaches is that they 
provide information about the specific skills or attributes that an individual has or has not 
mastered in educational achievement testing, and so CDMs are useful for attribute assessment 
(Henson, Templin & Willse, 2009). In CDMs, the probability of a correct response depends on 
mastery/non-mastery of the attributes that are required by an item. Unlike more common 
approaches, such as IRT and classical test theory (CTT), CDMs show why an individual is not 
performing well by indicating attributes that have not been mastered. In contrast, IRT and CTT 
provide a continuous measure of ability, which only allows one to rank order examinees. 
Besides the College Board and No Child Left behind Act, CDMs have been applied in 
other types of standardized large-scale tests of educational attributes. For example, Roussos et al. 
(2003) applied a Bayesian version of the re-parameterized unified/fusion model to the math 





the attributes involved in successfully answering the math items on the test. Hartz (2002) applied 
the re-parameterized unified/fusion model (RUM) to the 60-item PSAT, with the goal being to 
inform students of the attributes they should master prior to taking the SAT. Also, the same 
PSAT items were analyzed by Henson (2004) in the development of methods for the 
construction of tests to measure examinee attribute sets. Finally, a study was conducted using 
data from the Trends in International Math and Science Study (TIMSS), in which student 
attribute mastery between countries was compared (Templin, 2006). Overall, these studies have 
demonstrated the application of cognitive diagnostic models in realistic educational settings.  
Cognitive diagnostic models have seen important developments and can be categorized 
into many different models. There are three characteristics to develop a taxonomy of CDMs: (1) 
the scale type of the observed (response) variables, (2) the scale type of the latent (attribute) 
variables, and (3) whether a compensatory or non-compensatory combination of the latent 
attributes variables is needed (Rupp & Templin, 2008). Although there are many different 
models, all serve the same purpose: to classify respondents into a predetermined number of latent 
classes, which are attribute patterns. Commonly used CDMs include the rule-space model (e.g., 
Tatsuoka, 1995), the deterministic-input, noisy “and” gate (DINA) model, the noisy-input, 
deterministic “and” gate (NIDA) model (e.g., de la Torre & Douglas, 2004; Junker, 1999; Junker 
& Sijtsma, 2001), the reparameterized unified model (RUM) or fusion model (e.g., Bolt & Fu, 
2004; Hartz, 2002; Templin & Henson, 2005, Templin, Roussos, & Stout, 2003), and Bayesian 
inference networks (e.g., Williamson, Almond, Mislevy, & Levy, 2006). In the literature, some 
names for the models depend on the theoretical framework that has been offered, such as 
multiple classification models (e.g., Maris, 1999), restricted latent class models (e.g., Haertel, 





classification models (Rupp & Templin, 2008). In sum, the cognitive diagnostic model family is 
useful in helping researchers understand the attributes possessed by examinees.  
The DINA model is a popular CDM that has been widely used in recent years (e.g., de la 
Torre, 2009; de la Torre & Douglas, 2004, 2008; Henson, Templin, & Willse, 2009; Templin, 
Henson, & Douglas, 2006). The DINA model consists of two components: (1) a deterministic 
process and (2) a stochastic process (Lee, Park & Taylan, 2011). DINA’s deterministic process is 
represented by the latent response vector     where     ∏    
    
   , where     are dichotomous 
latent variables that represent the attributes, with values of zero or one indicating absence or 
presence of an attribute. In addition,     is either zero or one, as specified by the Q-matrix 
(Henson et al., 2009). The Q-matrix basically specifies the attributes that are involved in solving 
the items. The Q-matrix is a j by k matrix of zero and ones, where j is the number of items and k 
is the number of attributes.  The deterministic part of the DINA model is that in order for an 
examinee to answer an item correctly, they must have all of the attributes required by the item.  
DINA’s stochastic component consists of slip and guessing parameters. If both the guessing and 
slip parameters are zero, then an examinee’s responses are deterministic (de la Torre, 2009).  
Choosing proper attributes to reflect the underlying cognitive processes can be 
challenging for several reasons. First and foremost, the Q-matrix is usually determined by expert 
judgment, and experts do not always agree, and so there can be uncertainty in the Q-matrix. For 
example, many researchers have suggested different modifications of the Q-matrix for the 
fraction subtraction data (e.g., de la Torre, 2009; de la Torre & Douglas, 2004, 2008; Henson et 
al., 2009; C. Tatsuoka, 2002; K.K. Tatsuoka, 1990). Another problem is that one cannot be sure 
whether the attribute ‘labels’ chosen for the skills are correct or incorrect, which is known as the 





labels given by researchers. It is important to recognize that changing one or more attribute 
labels can completely change the Q-matrix. Questions about the correctness of a Q-matrix might 
limit the utility of CDMs in practice. 
Several researchers have investigated effects of misspecifications of the Q-matrix. For 
example, Rupp and Templin (2008) examined a Q-matrix for an assessment with 15 items and 
introduced misspecifications by changing one “0” or “1” for each item. This was done to ensure 
that certain attribute combinations were completely deleted from the Q-matrix, and certain 
incorrect dependency relationships between attributes were introduced. The results showed clear 
effects that included an item specific overestimation of slip parameters when attributes were 
deleted from the Q-matrix, and an item-specific overestimation of guessing parameters when 
attributes were added to the Q-matrix. Im and Corter (2011) investigated the statistical 
consequences of attribute misspecifications in the rule space model. Two types of attribute 
misspecifications were examined: the exclusion of an essential attribute and the inclusion of a 
superfluous attribute. The results showed that the exclusion of an essential attribute tends to lead 
to underestimation of examinees’ mastery probabilities for the remaining attributes, while the 
inclusion of a superfluous attribute generally leads to overestimation of attribute mastery for the 
other attributes.  
The present study presents an approach that allows one to deal with uncertain elements in 
the Q-matrix. This will be done by specifying some elements of the Q-matrix as being uncertain 
(with, for example, some elements specified as being uncertain by experts or by substantive 
considerations) and then using Bayesian estimation and posterior distributions to help determine 
whether or not the elements should be zero or one. Recovery of the Q-matrix elements with this 





elements (not considered uncertain) will also be examined. The effect of using more informative 
priors will also be examined. Finally, the approach will be applied to a real-world dataset, 
TIMSS (2007).  
The research will replicate and extend recent research by DeCarlo (2012) where the 
Bayesian approach for recovering uncertain Q-matrix elements was introduced and investigated. 
Study 1 investigates the situation where there is complete uncertainty about whether or not an 
attribute should be included in the Q-matrix, when in fact the attribute is necessary. The effect of 
misspecification of other elements of the Q-matrix is also examined. The second study examines 
the situation where the uncertain elements are scattered throughout the Q-matrix; the effect of 
misspecification of other elements is also again examined. The third study examines the effect of 
changing the prior distributions.  
The simulation studies examine the following:  
(1) The ability of the Bayesian approach to recover Q-matrix elements when there is 
uncertainty about them.  
(2) The ability of the Bayesian approach to recover uncertain elements in the Q-matrix 
when other elements are misspecified. 
(3) The ability of the Bayesian approach to recover uncertain elements in the Q-matrix 
when more informative priors are used.  
An outline of the current manuscript is as follows: Chapter 2 reviews previous research 
with regard to cognitive diagnostic models, latent class analysis, item response theory, and a 
Bayesian extension of the DINA model. Chapter 3 will describe details of the methods. Chapter 
4 presents the results of simulation studies and a real world analysis using TIMSS (2007) data. 







The current study is concerned with applications of cognitive diagnosis models and 
uncertainty in the Q-matrix. In this chapter, several models used for CDMs will be reviewed. 
Section 2.1 provides an overview of current CDMs. Section 2.2 reviews related work on latent 
class analysis and item response theory. Section 2.3 follows with a review of model-based 
Bayesian inference, given that the approach has been used to fit the DINA model, and a review 
of a Bayesian version of the DINA model. Section 2.4 reviews research about TIMSS data, 
which is used in the empirical example.  
2.1 Some Current CDMs: DINA, RDINA, and Higher-Order DINA  
The primary objective of CDMs is to classify examinees into latent classes that consist of 
patterns of binary attributes. The model is a type of multiple classification latent class model 
(Maris 1999). In traditional latent class analysis (Goodman, 1974; Lazarsfeld & Henry, 1968) 
every person is represented by membership in one of T latent classes. Maris (1999) introduced  
multiple classification latent class models which characterize every person by his/her 
membership in multiple latent classes (also see de la Torre & Douglas, 2004; Hartz, 2002).  
There are many kinds of cognitive diagnostic models. Please refer to Table 1 which 










Latent Predictor Variables 
 
Model Type 
Dichotomous                          Polytomous 
















































































Note: BIN = Bayesian inference network. DINA = Deterministic input noisy ‘and’ gate. HO-
DINA = Higher-order DINA. MS-DINA = Multi-strategy DINA. LCDM = Loglinear Cognitive 
Diagnosis Model. DINO= Deterministic input noisy ‘or’ gate. NIDA = Noisy input deterministic 
‘and’ gate. NIDO = Noisy input deterministic ‘or’ gate. RUM = Reparametrized unified model/ 
Fusion model. C-RUM = Compensatory RUM. NC-RUM = Non-compensatory RUM. GDM = 
General diagnostic model. LCDM = Loglinear cognitive diagnosis model. MCLCM = Multiple 






The basics of all of the models can be easily expressed in terms of variations of a latent 
class model. Let Y1,...Yn denote the observed response variables (zero/one incorrect or correct 
responses) and let   = {α1,…..,αk}=A be a set of discrete latent variables. Let p denote a discrete 
probability measure over p(A) and assume that the conditional response probabilities 
p(y1,…..yn|αk) are well defined for all αk. The elements of A may be nominally distinguishable 
elements (latent classes) of any type. Then,  
                                 (       )  ∑  ( ) (         )                                          (1) 
defines a probability measure over   ∏   
 
   . This is the space of all possible response 
patterns. This equation is fundamental to all diagnostic models (Rupp & Templin, 2008; von 
Davier, 2009) and is basically a multiple classification latent class model. A review of relevant 
models and associated issues follows. 
The DINA Model 
In the DINA model, latent response variables are defined as follows: Let     be a binary 
variable that indicates whether the i
th
 examinee has the set of attributes (skills) needed to solve 
the j
th
 item, with     determined by the attributes as follows: 
    ∏   
     (     )
 
   
 
(2) 
where the function  (     )  denotes the operation of multiplying each element of   raised to a 
power of     , where     is either zero or one, as specified by the Q-matrix (see von Davier, 
2005). This is the deterministic input part of the model, where presence or absence of the 
necessary set of attributes determines whether     is zero or one. In Tatsuoka’s (1990, 1995) 





vector     (               ) is called the ideal response vector, which represents a 
deterministic prediction of task performance from each examinee’s knowledge state.  
 The latent response variable     is related to observed task performances yij according to 
the examinees’ guessing and slip parameters. The guessing rate is the false positive rate and the 
slip rate is the false negative rate. From a signal detection perspective,   is the probability of a 
false alarm, 1−    is the probability of a hit, and sj is the probability of a miss (DeCarlo, 2011). In 
particular, the guess rate    is the probability that an examinee gets the j
th
 item correct if they do 
not have the necessary attributes:     
   (            )    .                                                      (3) 
The slip rate sj is the probability that the examinee gets the j
th
 item incorrect when they have the 
necessary attributes:   
 (            )    .                                                       (4) 
Therefore, the probability that an examinee gets an item correct is  
      (          )  (    )
     
     .                                     (5) 
This is the DINA model (e.g., de la Torre, 2009; de la Torre & Douglas, 2004; Henson et 
al., 2009). The item response function (IRF) is given by 
p(   
 )={
                       
     
 
                 
} ,                                            (6) 
where    
  is a vector of ones with length   
 ,    is the probability that individuals who lack at 
least one of the prescribed attributes from item j will guess correctly, and      is the 
probability that individuals who have all the required attributes will not slip and get the item 





probability that examinees without mastery of all required attributes who guess will correctly 
solve the problem. And if the item has a high slip parameter, then examinees with mastery of all 
required attributes will tend to slip and solve the problem incorrectly. Table 2 illustrates the 
response probabilities for the DINA model. 
There are several approaches to fitting the model. The first is to use a Bayesian 
framework with Markov chain Monte Carlo (MCMC) methods (e.g., de la Torre & Douglas, 
2004, 2008, Henson et al., 2009). The second approach is to use maximum-likelihood estimation 
(MLE) and software for latent class analysis (DeCarlo, 2011). 
Table 2: Response Probabilities in the DINA Model. 
 
Yic = 1 
(Correct response) 
Yic = 0 
(Incorrect response) 
      
(Mastery of all measured attributes) 
1-sj sj 
      




Reparameterized DINA Model (RDINA) 
DeCarlo (2011) noted that the guessing rate    can be replaced by a positive function:  
    (            )  exp (  )        (  ) .                              (7) 
This is the probability that an examinee gets an item correct given that they do not have the 
requisite attribute. Using the logit transform log (p/1−p): 
logit  (            ) =                                                   (8) 
where    is the log odds of a false alarm for item j. Similarly, the log odds of a hit is   





The parameter dj indicates how well item j discriminates the presence versus absence of the 
requisite attribute set. The two equations can be written as a single model as follows: 
logit  (          )                                                   (10) 
Equation 10 is a logistic model with latent classes, with the items serving as indicators of the 
attribute sets, and has been referred to as the reparameterized DINA (RDINA) model (DeCarlo, 
2011), which can be viewed as the first part of a restricted latent class model (Clogg, 1995; 
Dayton, 1998). The second part of the model is a model for the attributes. The observed data is 
p(Yi1, Yi2,….YiJ). A latent class model relates the response pattern probabilities to the 
conditional response probabilities as follows:  
            (             )  ∑  (  ) (               ) (11) 
where the sum is over the values of   (i.e., the 2K patterns of the K attributes) and   
(          )   denotes the vector of K attributes that are needed to solve the items. A local 
independence assumption for the conditional response probabilities is made, 
          (             | )  ∏  (     )  (12) 
An advantage of the RDINA version of the model is that it can easily be fit by using 
standard software for latent class analysis. Further, standard MLE algorithms can also easily be 
modified to use posterior mode estimation, which is a partly Bayesian approach in that only the 
mode of the posterior is obtained. An advantage of PME is that it allows one to deal with 
boundary problems (parameter estimates on the boundary of the parameter space) that frequently 
arise with MLE in latent class analysis (see DeCarlo, 2011). 
Higher-Order DINA Model 
The higher-order DINA model (de la Torre & Douglas, 2004) replaces the independence 









The higher-order model for the attributes used by de la Torre and Douglas (2004) is  
           p(    )     (      )        (      )  (14) 
where bk is an item difficulty parameter, ak. is an item discrimination parameter, and θ is a 
continuous N(0,1) higher-order factor. The model includes a latent continuous variable   to 
account for associations among the K skills. When the discrimination parameter ak  were 
restricted to be equal across the eight skills, which is referred here as the restricted higher-order 
RDINA model, or RHO-RDINA model. 
The Q-Matrix   
A fundamental component of CDMs is to specify the attributes and the Q-matrix. 
Choosing proper attributes to reflect the underline cognitive processes is partly subjective, which 
introduces uncertainty into the Q-matrix. For example, Table 3 shows some examples of attribute 
definitions for different subject domains. The first example is from the domain of mathematics. 
These attributes map out the cognitive response processes for fraction subtraction items. Fraction 
subtraction is a well-defined activity with clearly separable steps. However, for some items, there 
is more than one way to solve the item and this introduces uncertainty into the Q-matrix.   
A second example is from the domain of English language learning. In this case, the 
attributes cannot be arranged into a particular sequence and the attributes required by each item 
are also sensitive to possible variations in strategy. As a result, the attributes are again defined 
with a certain degree of ambiguity. Therefore, the biggest challenge in applying CDMs to data is 
to develop unambiguous attribute definitions along with coding instructions that can be used by 





processes that respondents engage in when they respond to a particular item (Rupp, Templin & 
Henson, 2009). 
Table 3: Exemplary Attribute Definitions from Different Domains 
Domain: Mathematics 
Construct: Number Subtraction 
Source: de la Torre & Douglas (2004) 
 
the eight problem solving attributes are as 
follows: (1) convert a whole number to a 
fraction 
(2) separate a whole number from a fraction  
(3) simplify before subtracting 
(4) find a common denominator 
 
 (5) borrow from whole number part 
 (6) column borrow to subtract the second 
numerator from the first 
 (7) subtract numerators   
 (8) reduce answers to simplest form 
Domain: English Language Learning 
Construct: Reading Comprehension 
Source: Buck, Tatsuoka, & Kostin (1997) 
 
Synthesize scattered information 
Recognize relevant information 
Know low-frequency vocabulary 
Identify the gist of passage 
Apply relevant background knowledge 
Hold relevant information in working memory 
Use a word-matching strategy 







Specification of the Q-matrix  
The Q-matrix specifies the attributes that are involved in solving the items (Tatsuoka, 
1983; 1990). The Q-matrix is a j by k matrix of zeros and ones, where j is the number of items 
and k is the number of attributes. In the matrix, each item is listed in a separate row, and each 
attribute is in a separate column. The jk
th
 element of the matrix, qjk, is equal to 1 if the k
th
 
attribute is required to correctly answer the j
th
 item; otherwise, the element is equal to 0. For 




response patterns. Table 4 shows an example for 20 items that were used by de la Torre 
and Douglas (2004). 
Table 4: Fraction Substation Data 20 items, 8 Hypothesized attributes 
Item no   Item Attributes Item no  Item  Attributes 










3/4 – 3/8  
5/6 – 1/9  
3 ½ - 2 3/2 
4 3/5 – 3 4/10 
6/7 – 4/7  
3 – 2 1/5  
2/3 – 2/3 
3 7/8 – 2 
4 4/12 – 2 7/12 
4, 7 
4, 7 
2, 3,  5.,7 
2,4, 7.,8 
7 
1, 2, 7 
7, 
2 










11/8 – 1/8 
3 3/8 – 2 5/6 
3 4/5 – 3 2/5  
2 – 1/3  
4 5/7 – 1 4/7  
7 3/5 – 4/5  
4 1/10 – 2 8/10 
4 – 1 4/3 
4 1/3 – 1 5/3   
7,8 




2, 5, 7 
2,, 5,  6.,7 
1, 2, 3.,5, ,7 
2, 3,  5.,7 
Note: 1 = convert a whole number to a fraction; 2 = separate a whole number from a fraction; 3 
= simplify before subtracting; 4 = find a common denominator 5 = borrow from whole number 
part; 6 = column borrow to subtract the second numerator from the first; 7 = subtract 
numerators; and 8 = reduce answers to simplest form,. The Q-matrix is from de la Torre and 
Douglas (2004). 
2.2 Latent Class Analysis and Item Response Theory  
Latent Class Analysis 
In the literature, there are a variety of terms used for latent variables and observed 





of the latent variable. Latent class analysis (LCA; Clogg, 1995; Dayton, 1998) is a latent variable 
model in which both the latent variables and indicators are categorical. The latent variable is not 
measured directly, but rather it is measured indirectly by means of two or more observed 
variables (the indicators). The fundamental idea of latent class analysis is that the observed 
indicators are independent conditional on a categorical latent variable. As noted above, a CDM is 
simply a type of latent class model. 
The basic notions of latent class analysis were developed by Paul Lazarsfeld and his 
associates during the early 1950s (Lazarsfeld, 1950a, 1950b, Lazarsfeld & Henry, 1968). 
Goodman (1974a, 1974b) developed algorithms for fitting a wide variety of latent class models 
and estimating their parameters.  The causes of the observed indicator variables are the latent 
variable and error,  
“The overall objective of performing a latent class analysis on a set of variables is to  
arrive at an array of latent classes that represents the response patterns in the data and to 
provide a sense of the prevalence of each latent class and the amount of error associated 
with each variable in measuring these latent classes” (Collins & Lanza, 2010).  
Table 5 shows how LCA relates to some other latent variable models for cross-sectional 
data. According to Table 5, latent variable models can be organized according to (a) whether the 
latent variable is categorical or continuous and (b) whether the indicator variables are treated as 






Table 5: Four Different Latent Variable Models (Bartholomew & Knott, 1999) 
 Continuous Latent Variable Categorical Latent Variable 
Indicators treated as 
continuous 
Factor Analysis Latent Profile Analysis 
Indicators treated as 
categorical 
Latent Trait Analysis or Item 
Response Theory 
Latent Class Analysis 
 
The difference between factor analysis and latent class analysis is that factor analysis is 
variable-oriented whereas LCA is person-oriented (Bergman & Magnusson, 1997). Factor 
analysis tries to identify relations between variables and it is assumed that these relations apply 
across all people. The goal of factor analysis is to identify a factor structure that accounts for 
relations among a set of observed variables. However, in person-oriented approaches the 
emphasis is on the individual as a whole. The focus is studying individuals on the basis of their 
patterns of individual characteristics and to look for subtypes of individuals that exhibit similar 
patterns of individual characteristics (Bergman & Magnusson, 1997). 
Both latent trait analysis and latent class analysis involve categorical indicators, however, 
the latent variables are different. If the latent variable is continuous and the indicators are 
categorical, then this situation is referred to as latent trait analysis or, alternatively, as item 
response theory (e.g., Baker & Kim, 2004).  
Item Response Theory  
Item response theory, also known as latent trait theory, is model-based measurement in 
which trait level estimates depend on both persons’ responses and on the properties of the items 





item characteristic curve (ICC). An ICC is a function that relates the probability of a correct 
answer to an item to the “ability” measured by the item. The hypothetical variable (a latent trait) 
could be for example, intelligence, arithmetic ability or scholastic ability.  
The One-Parameter Logistic IRT Model 
The equation for the one-parameter ICC is  
                                                         ( )  
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                                                   (  ) 
The equation for this model contains one b parameter, which is an item difficulty 
parameter, for each item. This model is also called the Rasch model. The b parameter represents 
the difficulty of an item. Baker and Kim (2004) refer to b as a location parameter; it indicates the 
point on the ability scale at which the probability of correct response is .50, −∞ ≤ b ≤ ∞. 
The Two-parameter (2P) Logistic IRT Model 
The equation for this model contains both a and b item parameters, both of which may 
vary across items, and an ability parameter  . 
 ( )  
 
           (   ) 
                                                            (  ) 
The parameter a represents item discrimination, which corresponds to the steepness of 
the ICC. If a person has higher ability, then he or she will have a better chance of answering 
correctly than a person of lower ability. The discrimination parameter a reflects the degree to 
which the item has this property. 
The 3-parameter (3P) Logistic IRT Model 
The 3-parameter (3P) model for an item is  
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where c is a guessing parameter or the lower bound for the item characteristic curve (Lord, 1968). 
 Most parametric IRT and nonparametric IRT models satisfy three fundamental 
assumptions: 
1. Local independence (LI),  
 (                          |          )  ∏ ∏   (  )
        (  ) 
 
   
 
   
     
  (18) 
2. Monotonicity, in which the IRFs,    (  ), are nondecreasing as a function of   , or if    
is multidimensional, non-decreasing coordinate-wise (i.e,. non-decreasing in each 
coordinate with all other coordinates held fixed). 
3. Low dimensionality, in which the dimension K of     is small relative to the number of 
items J. For example, in the Rasch model,    and   , are undimensional real-valued 
parameters,  
                                          (  )                                                              (19) 
IRT aims to provide a linear ordering of examinees based on their ability. However, IRT 
is not as useful in an assessment context, particularly when testing is being used for diagnostic 
purposes. It is better if test results provide more information about the learners rather than merely 
a single one-dimensional score. The goal of CDMs is more than linearly ordering examinees, or 
partially ordering them, in a low-dimensional Euclidean space. Rather, CDMs produce a list of 
attributes or cognitive attributes that the examinees might or might not possess, based on their 
performance on the task. 
How students make mistakes can provide useful diagnostic information. For appropriate 
instruction and classification decisions, diagnostic information is also needed to characterize 





including their domain knowledge, mental strategies, and the monitoring of their performance. 
For example, Brown and Burton (1978) found that young students’ subtraction errors can be 
attributed to individual misconceptions concerning the subtraction procedure. Therefore, a 
diagnostic model can capture a student’s misconceptions or faulty behaviors, and so a teacher 
can not only identify mistakes that a student makes, but also why those mistakes were made.  
In recent years, CDMs have had profound implications for testing to meet students’ needs. 
CDMs allow teachers to provide useful feedback to correct various mistakes and misconceptions. 
For example, the College Board currently provides a “Score Report PlusTM” and sends it to each 
student who takes the PSAT/NMSQT
TM
 (Preliminary SAT/ National Merit Scholarship 
Qualifying Test). This is the first national standardized test to give diagnostic attribute-based 
feedback (Roussos, Templin & Henson, 2007). Jang (2005) developed more extensive score 
reports, separately for students and teachers, that give information on every attribute, including a 
formal statistical measure of proficiency in the pretest/posttest TOEFL study. Thus, it’s better to 
make educational decisions based on theories of cognitive performance, rather than on idealized 
one-dimensional scales such as those given by IRT models. 
2.3 Model-based Bayesian Inference 
Bayesian statistics differ from classical statistical theory in that all of the parameters are 
treated as being random. Prior distributions need to be specified for the parameters. The prior 
distributions express the information available to the researcher before any “data” are collected. 
According to Bayes theorem, the posterior distribution can be written as  
 (   )  
 (   ) ( )
 ( )






The posterior distribution embodies both prior and observed information, which are expressed by 
the prior distribution  ( ) and the likelihood. Interest is in calculation of the posterior 
distribution  (   ) of the parameter   given the observed data (Ntzoufras, 2009).  
Bayesian estimation focuses on determining the posterior distribution of the parameters 
given the data. In the Bayesian approach, a statistical sequence of random draws from the 
posterior distribution is used, using a Markov chain Monte Carlo (MCMC) method. The initial 
steps of the MCMC algorithm are usually not very accurate, and so one needs to throw out a 
sufficiently large number of random draws in order to obtain an accurate representation of the 
posterior distribution for each parameter. The initial set of (thrown out) random draws is called 
the burn-in period. There are two main sampling methods that are used: the Gibbs sampling 
algorithm and Metropolis-Hastings algorithms (Albert, 2009). 
 For Gibbs sampling, suppose that the parameter vector of interest is    [       ]. The 
joint posterior distribution of   is [  |data]. Suppose the set of conditional distributions are 
defined as: 
[               ] 
[               ] 
[                 ] 
where [X|Y,Z] represents the distribution of X conditional on values of the random 
variables Y and Z. The idea behind Gibbs sampling is that we can set up a Markov chain 
simulation algorithm from the joint posterior distribution by successfully simulating 
individual parameters from the set of p conditional distributions. One cycle of Gibbs 






Therefore, draws from this simulation algorithm will converge to the target distribution 
(the joint posterior) of interest (Albert, 2009).   
Geman and Geman (1984) used a sequence of draws from conditional distributions to 
characterize the joint target distribution. To use the Gibbs sampler, one begins by choosing 
starting value   …    near the posterior mode or maximum likelihood estimates. Then the 
draws are repeated for g=1…G iterations and the resultant sequence is a Markov chain. 
             Draw   
 
from f (               ) 
            Draw   
 
from f (               ) 
            Draw   
 
from f (               ) 
  (22) 
 The second algorithm commonly use in applied Bayesian statistics is the Metropolis-
Hasting algorithm, which was first introduced by Metropolis et al, (1953) and developed by 
Hasting (1979). This approach also provides a general way of constructing a Markov chain. 
A Bayesian Approach to Uncertainty in the Q Matrix 
A Bayesian extension of the DINA model assumes that some elements of the Q-matrix 
are random rather than fixed (DeCarlo, 2012; Templin & Henson, 2006). That is, some of the qjk 
in the Q-matrix are treated as random variables and in particular as Bernoulli variables with 
parameters pjk. The approach then examines the posterior density of pjk (or qjk). For example, a 
Bayesian version of the RDINA model can be specified as follows, 
                                                      (         )       ∏    
    
    
(23) 
with the difference that some of the elements (   ) are now random Bernoulli variables, 





For elements of the Q-matrix that are assumed to be known,     and      are set to zero 
or one according to the Q-matrix specification. For uncertain elements, however, a uniform prior 
can be used for    to reflect uncertainty about    .Then, a decision rule for determining whether 
a Q-matrix element should be set to zero or one can be made by examining the posterior of 
      as done by Templin and Henson (2006) and below, or by using a cutpoint of 0.5 for the 
posterior of     (ie.,     is zero if     <.5 and one otherwise) for the uncertain elements of the Q-
matrix (DeCarlo, 2012). In the current studies, the posterior of the      will simply be rounded to 
zero or one; note that the results are the same if one simply uses a cutpoint for the posterior of 
   . 
DeCarlo (2012) examined this approach in several simulations and generally found 
excellent recovery of the Q-matrix elements. This research will be extended here by examining 
several new conditions, by also examining effects of misspecification of other elements in the Q-
matrix, and by examining effects of having some known elements included in the Q-matrix. 
2.4 Research on TIMSS 
The Bayesian approach for exploring the Q-matrix will be applied to the Trends in 
International Mathematics and Science Study (TIMSS) data. TIMMS was developed by the 
International Association for the Evaluation of Educational Achievement (IEA) and has been 
widely used to evaluate students’ achievement and their mastery of curricular instruction through 
international study. The aim of TIMSS is to improve student learning in mathematics and science.   
 Many researchers have analyzed the TIMSS data in order to evaluate mathematics and 
science abilities for students. This significant piece of information can provide feedback for 
future improvement in instruction. For example, Tatsuoka, Corter, and Tatsuoka (2004) analyzed 





eighth-grade students across a sample of 20 countries. The attributes used fall into three 
categories: content knowledge variables, cognitive process variables, and attribute or item-type 
variables. 163 different test items were used across eight forms of the mathematics test booklet. 
There were clearly differences among the countries in the patterns of attribute achievement. For 
example, Tatsuoka et al. (2004) noted that U.S. students were strong in content and quantitative 
reading attributes, but were weak in geometry. This finding suggests that the curriculum in the 
United States should place more emphasis on teaching geometry because geometry may enable 
important mathematical thinking. 
Birenbaum, Tatsuoka, and Tomoko (2004) used a sample of 8
th
 graders who participated 
in the 1999 TIMSS-R study, which consisted of 4411 students from the U.S., 2371 students from 
Japan, and 2092 students from Israel (1684 Jews and 408 Arabs). A rule-spaced analysis was 
performed using the BugLIB program. The attributes in the study were developed by Tatsuoka 
and her associates (Corter, Tatsuoka, Guerrero, Dean, & Dogan, 2006). The attributes were 
grouped into three clusters of content (5 attributes), process (9 attributes), and item type (9 
attributes). In total, a set of 23 attributes was used to code the test items for each test booklet.  
The research attempted to explain differences in mathematics achievement from an international 
perspective and to address the effectiveness of the educational system.  
 Lee, Park, and Taylan (2011) analyzed TIMSS 2007 using Massachusetts, Minnesota, 
and the U.S National Sample by fitting a cognitive diagnostic model. The research examined 
how attributes mastery affected student performance and investigated similarities and differences 
that exist in attribute mastery. The data included Booklets 4 and 5 of TIMSS 2007 fourth grade 
mathematics assessment and consisted of 25 items with 15 multiple choice items and 10 





among DINA, 1PL, 2PL, and 3PL IRT models showed that the DINA model gave better relative 
fit, as indicated by lower values of the AIC and BIC statistics. The guessing parameters and slip 
parameters for three regions were also compared.  
The results showed that US students from both Massachusetts and Minnesota performed 
well in the international mathematics and science categories. Massachusetts ranked fourth and 
Minnesota ranked sixth overall in the fourth-grade mathematics assessment. Overall, the US 
demonstrated an improvement in performance since 1995. In the current study, a cognitive 
diagnosis model will be used with the Singapore data in order to provide additional information 









In this chapter, the simulation studies and real world data analysis will be discussed. 
Section 3.1 begins with a discussion of simulations that examine recovery of some of the Q-
matrix elements. The analysis will replicate and extend the research of DeCarlo (2012) on a 
Bayesian approach to recovering Q-matrix elements.  
The simulation studies will address the following research questions:  
(1) Is the proposed Bayesian approach effective in recovering Q-matrix elements when   
there is uncertainty about them?  
(2) Is the proposed Bayesian approach effective in recovering uncertain elements in the    
Q-matrix when other elements are misspecified? 
(3) Is the proposed Bayesian approach effective in recovering uncertain elements in the   
Q-matrix when more informative priors are used?  
 3.1 Simulation Studies 
Simulation 1: Complete Uncertainty about an Attribute 
The estimation method used in the present simulations and analyses is described more 
fully in DeCarlo (2012). For simulations discussed below, 20 datasets were created for each 
condition using a SAS macro written by DeCarlo; further details on data generation are given 
below (in the section on data generation). The sample size for each replication is 1000. The 





In Simulation 1, there is complete uncertainty about whether or not an attribute should be 
included, when in fact the attribute is necessary. The remaining elements are assumed to be 
correctly specified.  
Q-matrix 
A Q-matrix previously proposed for the fraction subtraction data was used to simulate 
data for Study 1 (Rupp & Templin, 2008). The Q-matrix consists of 15 items. To investigate 
uncertainty in the Q-matrix, the Q-matrix used for the Bayesian approach (hereafter referred to 
simply as the ‘Bayesian Q-matrix’) is illustrated in Table 6. The table shows that, in the first 
simulation, there is complete uncertainty about the fourth attribute for all 15 items. In other 
words, (q1,4,….,q15,4) are all uncertain. The Bayesian version of the DINA model is used to 
examine recovery of the 15 uncertain elements for the fourth attribute. Note that, given that there 





Table 6: Q-matrix and ‘Bayesian’ Q-matrix for the Condition with Complete Uncertainty for the 
Fourth Attribute 
 Original Q-matrix   Q-matrix with Uncertainty 
Item# Skill 1  Skill 2 Skill 3 Skill 4  Skill 1  Skill 2 Skill 3 Skill 4 
1 1 0 0 0  1 0 0 q1,4 
2 0 1 0 0  0 1 0 q2,4 
3 0 0 1 0  0 0 1 q3,4 
4 0 0 0 1  0 0 0 q4,4 
5 1 1 0 0  1 1 0 q5,4 
6 1 0 1 0  1 0 1 q6,4 
7 1 0 0 1  1 0 0 q7,4 
8 0 1 1 0  0 1 1 q8,4 
9 0 1 0 1  0 1 0 q9,4 
10 0 0 1 1  0 0 1 q10,4 
11 1 1 1 0  1 1 1 q11,4 
12 1 1 0 1  1 1 0 q12,4 
13 1 0 1 1  1 0 1 q13,4 
14 0 1 1 1  0 1 1 q14,4 






The Bayesian approach can be used to determine the uncertain elements of the Q-matrix 
shown on the right. The population values used for the detection parameter dj and the false alarm 
rate fj were similar to those found in prior analyses of Tatsuoka’s fraction subtraction data with 
RDINA (DeCarlo, 2011). In particular, the population values for the parameters are shown in 
Table 7; normal priors with a mean of zero and a variance of 100, N(0,10) were used for d and f. 
The model was fit using OpenBUGS with 5000 burn-ins followed by 20,000 iterations; some 
preliminary runs suggested that this number of iterations was enough to reach convergence (e.g., 
the Monte Carlo errors were less than 5% and separate chains clearly appeared to converge).  
Table 7: Population Parameter Values 
Characteristic  Value 
Number of attributes 4 
Number of respondents  1000 
Values for d 1.5 to 6 
d1=1.5,d2=3.5,d3=5.5,d4=2.5,d5=3.5,d6=4.5,d7=1.5,d8=4.5,d9=5.5,
d10=2.5,d11=3.5,d12=5.5,d13=1.5,d14=2.5,d15=4.5, 





After the simulated data are analyzed using OpenBUGS, Monte Carlo errors were 





suggests that the number of iterations is adequate, as suggested by Spiegelhater, Thomas, Best 
and Lunn (2003).  
Condition 2 and 3: Complete Uncertainty for an Attribute and 3 or 6 Misspecifications. 
The goal in these conditions was to investigate recovery of uncertain Q-matrix elements 
when other parts of the Q-matrix were misspecified. It is of interest to see how misspecification 
of other parts of the Q-matrix affects recovery of the uncertain elements. 





Item#      Skill 1  Skill 2 Skill 3 Skill 4 
1 1 0 0 q1,4 
2 0 1 0 q2,4 
3 0 0 1 q3,4 
4 0 0 0 q4,4 
5 1 1 0 q5,4 
6 1 0 1 q6,4 
7 1 0 0 q7,4 
8 0 1 1 q8,4 
9 0->1 1 0 q9,4 
10 0 0 1 q10,4 
11 1 1 1->0 q11,4 
12 1 1 0 q12,4 
13 1 0 1 q13,4 
14 0 1->0 1 q14,4 
15 1 1 1 q15,4 
 
Q-matrix 
The ‘Bayesian’ Q-matrix and misspecified elements are shown in Table 8. As shown by 
the terms with arrows, three elements of the Q-matrix were misspecified. In other words, either 





side of the arrow is the correct element value and the term on the right side is the misspecified 
value. The three misspecifications are for q1,9, q2,14, and q3,11. In other words, Attribute 1 was 
included in Item 9, Attribute 2 was excluded from Item 14, and Attribute 3 was excluded from 
Item 11.  
For Condition 3, there are again 15 uncertain elements plus 6 misspecifications; the 
purpose was to examine the effect of increasing the number of uncertain elements. The Bayesian 
Q-matrix is shown in Table 9. The 6 misspecifications are q1,6, q1,9, q2,4, q2,14, q3,2 and q3,11. In 
other words, Attribute 1 was excluded from Item 6, Attribute 1 was included in Item 9, and 
Attribute 2 was included in Item 4. Attribute 2 was excluded from Item 14, Attribute 3 was 
included in Item 2, and Attribute 3 was excluded from Item 11.  
Table 9: Q-matrix for Condition 3 with Complete Uncertainty for 15 Elements, Plus 6 
Misspecifications 
                                Q-matrix 
Item # Skill 1 Skill 2 Skill 3 Skill 4 
1 1 0 0 q1,4 
2 0 1 0->1 q2,4 
3 0 0 0 q3,4 
4 0 0->1 0 q4,4 
5 1 1 0 q5,4 
6 1->0 0 1 q6,4 
7 1 0 0 q7,4 
8 0 1 1 q8,4 
9 0->1 1 0 q9,4 
10 0 0 1 q10,4 
11 1 1 1->0 q11,4 
12 1 1 0 q12,4 
13 1 0 1 q13,4 
14 0 1->0 1 q14,4 





Conditions 4 and 5: Complete Uncertainty for an Attribute: 3 Known Q-matrix Elements, and 3 
or 6 Misspecifications. 
In the above conditions, the specification of the Q-matrix was uncertain for one attribute 
(the fourth attribute). In Condition 4, there was uncertainty about 12 Q-matrix elements for the 
fourth attribute, and in addition, three elements were assumed to be known. These three elements 
were q2,4, q7,4 and q11,4, as shown in Table 10. The goal was to see if having a few elements that 
can be assumed to be known would aid recovery. As before, there were also three other elements 
that were misspecified, being either incorrectly excluded or included. The main purpose was to 
investigate the effects of the lower level of uncertainty in the Q-matrix (i.e., some elements are 
now known). Table 10 shows the Q-matrix. 
Table 10: Q-matrix for Conditions 4 and 5: Complete Uncertainty for an Attribute with 3 Known 
Q-matrix Elements and 3 or 6 Misspecifications. 
    Condition 4       Condition 5   
 
Q-matrix: 3 Misspecifications 
 s 
 
Q-matrix: 6 Misspecifications 
Item # Skill 1 Skill 2 Skill 3 Skill 4 
 
Skill 1 Skill 2 Skill 3 Skill 4 
1 1 0 0 q1,4 
 
1 0 0 q1,4 
2 0 1 0 Known, 0 
 
0 1 0->1 Known, 0 
3 0 0 1 q3,4 
 
0 0 1 q3,4 
4 0 0 0 q4,4 
 
0 0->1 0 q4,4 
5 1 1 0 q5,4 
 
1 1 0 q5,4 
6 1 0 1 q6,4 
 
1->0 0 1 q6,4 
7 1 0 0 Known, 1 
 
1 0 0 Known, 1 
8 0 1 1 q8,4 
 
0 1 1 q8,4 
9 0->1 1 0 q9,4 
 
0->1 1 0 q9,4 
10 0 0 1 q10,4 
 
0 0 1 q10,4 
11 1 1 1->0 Known, 0 
 
1 1 1->0 Known, 0 
12 1 1 0 q12,4 
 
1 1 0 q12,4 
13 1 0 1 q13,4 
 
1 0 1 q13,4 
14 0 1->0 1 q14,4 
 
0 1->0 1 q14,4 






Simulation 2:  Uncertainty and Misspecification of Q-matrix Elements 
Conditions 6, 7 and 8: Uncertain Q-matrix Elements Scattered throughout the Q-matrix 
For Condition 6, there are 12 uncertain elements scattered throughout the Q-matrix, as 
shown in Table 11. The 12 scattered uncertain elements were randomly chosen. 





Q-matrix with Uncertainty 
Item # Skill 1 Skill 2 Skill 3 Skill 4  
 
Item # Skill 1 Skill 2 Skill 3 Skill 4 
1 1 0 0 0 
 
1 1 0 0 0 
2 0 1 0 0 
 
2 0 q2,2 q2,3 0 
3 0 0 1 0 
 
3 0 0 1 0 
4 0 0 0 1 
 
4 q4,1 0 0 1 
5 1 1 0 0 
 
5 1 1 0 0 
6 1 0 1 0 
 
6 1 0 q6,3 q6,4 
7 1 0 0 1 
 
7 1 0 0 1 
8 0 1 1 0 
 
8 0 q8,2 1 0 
9 0 1 0 1 
 
9 0 1 0 1 
10 0 0 1 1 
 
10 q10,1 q10,2 1 1 
11 1 1 1 0 
 
11 q11,1 1 1 0 
12 1 1 0 1 
 
12 1 1 0 1 
13 1 0 1 1 
 
13 1 q13,2 1 1 
14 0 1 1 1 
 
14 0 1 1 1 
15 1 1 1 1 
 
15 1 1 q15,3 q15,4 
 
For Condition 7, three misspecifications were added to the Q-matrix to investigate if the 
Bayesian approach can still recover the 12 uncertain elements. The three misspecifications are 






Table 12: Q-matrix with Uncertain Elements scattered throughout the Matrix and 3 or 10 
Misspecifications (Condition 7 and Condition 8) 
  




Q-matrix with Uncertainty and  
10 Misspecifications 
Item # Skill 1 Skill 2 Skill 3 Skill 4  
 
Item # Skill 1 Skill 2 Skill 3 Skill 4 
1 1 0 0 0  1 1 0 0->1 0 
2 0 q2,2 q2,3 0  2 0 q2,2 q2,3 0 
3 0 0 1 0  3 0 0->1 1 0 
4 q4,1 0 0 1  4 q4,1 0 0 1 
5 1 1 0 0  5 1->0 1 0 0 
6 1 0 q6,3 q6,4  6 1 0->1 q6,3 q6,4 
7 1 0 0 1  7 1 0 0 1 
8 0 q8,2 1 0  8 0 q8,2 1 0->1 
9 0->1 1 0 1  9 0->1 1 0 1 
10 q10,1  1 1  10 q10,1 q10,2 1 1 
11 q11,1 1 1->0 0  11 q11,1 1 1->0 0 
12 1 1 0 1  12 1 1 0 1->0 
13 1 q13,2 1 1  13 1 q13,2 1 1 
14 0 1->0 1 1  14 0 1 1->0 1 
15 1 1 q15,3 q15,4  15 1->0 1 q15,3 q15,4 
 
In Condition 8, ten misspecifications were added to the Q-matrix. The ten 
misspecifications were chosen from all of the attribute elements and are shown on the right side 
of Table 12.  
Simulation 3: Changing the Prior Distributions of d and f 
These conditions will look at situations where recovery was poor (in the above 
conditions), in order to explore possible ways to improve recovery. Many log-linear and logit 
model examples from the Bugs program use normal priors (see Gilks, Thomas, & Spiegelhalter, 
2004). A commonly used diffuse normal prior has a variance of 100, whereas an informative 
prior has smaller variance, for example, a variance of 4. From previous studies, according to 
Galindo, Vermunt & Bergsma (2004), using a normal prior with a variance of 4, N(0, 2) 





was used for d and a normal prior N(−2, 2) was used for f. This was done in order to investigate 
the effect of using different prior distributions on recovery of d and f (as noted above, priors of 
N(0, 10) were used for the other conditions). The use of means of 3 for d and −2 for f were based 
upon estimates of d and f found in DeCarlo (2011) for an analysis of the fraction subtraction data.  
Condition 9: Complete Uncertainty for an Attribute, 6 Misspecifications, and Informative Priors  
 The condition with complete uncertainty for an attribute with 6 misspecifications 
(Condition 3) showed poor recovery (as will be shown in the Results section below). Therefore, 
it was of interest to see if using more informative priors will lead to better recovery. The first 
condition will investigate the situation with complete uncertainty for an attribute, six 
misspecifications, and the use of a more informative prior. Specifically, a normal prior N(3, 2) 
was used for d and a normal prior of N(−2, 2) was used for f. The same Q-matrix as used in 
Condition 3, shown in Table 8, will be used. 
Condition 10: 12 Elements Scattered throughout Q-matrix, 10 Misspecifications, and 
Informative Priors  
 The Q-matrix for this condition included 10 misspecifications and 12 elements scattered 
throughout the Q-matrix. The Q-matrix is shown above in Table 12. As shown below, recovery 
in this condition is quite poor, and so this condition was also used to investigate the effect of 
changing priors on recovery of Q-matrix elements. 
Data Generation 
 The data were generated as follows. First, the attributes for each examinee were 
randomly generated as being present or absent by using p(αk) for each attribute and taking draws 
from a uniform distribution. That is, the population prevalence for each attribute, p(αk), was used 





simulations, the attributes were generated independently (i.e., the DINA model with independent 
attributes was the generating model). After generating the alphas for 1000 examinees, the DINA 
model was used to generate the response probabilities. The uniform distribution was again used 
to assign responses of zero or one for each examinee and item based on the response 
probabilities from the DINA model, in exactly the same manner as done when generating data 
for IRT models. The process was then repeated for each replication (20), and so the data for the 
1000 examinees was different across each replication. 
3.2 Empirical Study  
This study will use TIMSS data from 2007 to fit the RDINA model, HO-RDINA model, 
and RHO-RDINA model (see DeCarlo, 2011). The study will explore possible modifications of 
the Q-matrix. The TIMSS data (2007) include 59 countries from around the world. The data are 
multifaceted, including math and science tests, and also background questionnaires about 
students, teachers, and schools. The data examined here consist of 1072 fourth graders from 
Singapore. Fifteen multiple choice items, shown in Table 13, will be analyzed. Syntax for the 
programs used to fit the RDINA, higher order RDINA, and RHO-RDINA models (Latent Gold, 
Vermunt & Magidson, 2007) is given in Appendix B, Appendix C, and Appendix D. 
 
Table 13: TIMSS (2007) Mathematics Multiple Choice Items 




1 M041052 Which number equals 3 ones + 2 tens + 4 
hundreds? (A) 432 (B) 423(C) 324 (D) 
234 
Number Knowing 
2 M041069 Which fraction is equal to 2/3? (A) 3/4 






3 M041281 Layne had 32 pencils and 4 boxes for the 
pencils. He put the same number of 
pencils into each box. Which number 
sentence describes how many pencils he 
put into each box? (A) 32+4 = (B) 32-4 = 
(C) 32×4 = (D) 32/4 = 
Number Applying 
4 M041164 In which of these drawings is the dotted 






5 M041152 Patrick is painting one side of a fence. 
The fence is 4 meters long and 3 meters 
high. What is the area that Patrick has to 
paint? (A) 4 square meters (B) 7 square 
meters (C) 12 square meters (D) 14 





6 M041131 The man in the picture is 2 meters tall. 
Estimate the height of the tree. (A) 4 
meters (B) 6 meters (C) 8 meters (D) 10 





7 M041186 The graph shows the number of apples 
John picked each day.  
On which day did John pick 5 apples? 
(A) Monday (B) Tuesday (C) Wednesday 
(D) Thursday (see Appendix A Figure 4) 
Data Display Knowing 
8 M041336 Class A and B each have 40 students 
There are more girls in Class A and in 
Class B. How many more? (A) 14 (B) 16 
(C) 24 (D) 30 (see Appendix A Figure 5) 
Data Display Reasoning 
9 M031303 There are 9 rows of chairs. There are 15 
chairs in each row. Which of these gives 






15 - 9 (C) 15 × 9 (D) 15 + 9 
10 M031245 12 ÷ 3 =[ ] ÷ 2  
In this number sentence, what number 
does [ ] tand for? (A) 2 (B) 4 (C) 6 (D) 8 
Number Applying 
11 M031242C Posters for two sports clubs that rent 
bikes are shown below (Appendix A 
Figure 6). 
From which club does it cost less to rent 
a bike for 12 hours? 
(A) Mountain Bike Rentals 
(B) Roadrace Bike Rentals 
(C) They are both the same 
(D) It cannot be worked out 
Data Display Reasoning 
12 M031219 Jill had a rectangular piece of paper. 
She cut her paper along the dotted line 
and made an L shape like this (Appendix 
A Figure 7) 
Which of the statement is true? 
(A) The area of the L shape is greater 
than the area of the rectangle. 
(B) The area of the L shape is equal to 
the area of the rectangle 
(C) The area of the L shape is less 
than the area of the rectangle 
(D) You cannot work out which area 





13 M031173 Maria has 6 red boxes. Each red box has 
4 pencils inside. She also has 3 blue 
boxes. Each blue box has 2 pencils inside. 
How many pencils does Maria have 






14 M031085 The figure below (Appendix A Figure 8) 
is made from a rectangle and a triangle 






15 M031172 Mary is making chart to show the number 
of houses on some streets. Every house 
picture stands for 5 houses. There are 20 
houses on Hill street. How many house 
pictures should Mary put in the chart 
beside Hill street? (Figure 9) 
(A) 4 (B) 5 (C) 15 (D) 20 
Data Display Applying 
 
Attributes for TIMMS 
The attributes used in the study were developed based on the 2007 TIMSS Mathematics 
Framework (Mullis et al., 2005, Lee et al., 2011). There were three content domains — Number, 
Geometric Shapes and Measures, and Data Display. A list of attributes used for the Q-matrix is 
shown in Table 14. The attributes and Q-matrix used here were used by Lee et al. (2011). The Q-
matrix is shown in Table 15. 
 
Table 14: Attributes Developed from the 2007 TIMSS Framework for Fourth Grade 
Mathematics 
Content Domain Attributes 
Number (N) Whole Number(4) 
1. Representing, comparing, and ordering whole 
numbers as well as demonstrating knowledge of place 
value. 
2. Recognize multiple, computing with whole numbers 
using the four operations, and estimating 
computations. 
3. Solve problems, including those set in real life 






4. Solve problems involving proportions 
Fraction and Decimals(2) 
5. Recognize, represent, and understand fractions and 
decimals as parts of a whole and their equivalents. 
6. Solve problems involving simple fractions and 
decimals including their addition and subtraction 
Number Sentences with Whole numbers(1) 
7. Find the missing number or operation and model 
simple situations involving unknowns in number 
sentence or expressions. 
Patterns and Relationships(1) 
8. Describe relationships in patterns and their extension 
generates pairs of whole numbers by a given rule and 
identify rule for every relationship given pairs of 
whole numbers. 
Geometric Shapes & 
Measurement (GM) 
Lines and Angles(1) 
9. Measure, estimate and understand properties of lines 
and angles and be able to draw them.  
Two and three dimensional shapes(2) 
10. Classify, compare, and recognize geometric figures 
and shapes and their relationships and elementary 
properties. 
11. Calculate and estimate perimeters, area, and volume. 
Location and Movement(1) 
12. Locate points in an informal coordinate to recognize 
and draw figures and their movement. 
           
Data & Display (DD) 13. Read data from tables, pictographs, bar graphs, and 
pie charts.  
14. Comparing and understanding how to use information 
from data. 
Organizing and Representing(1) 
15. Understanding different representations and 









Table 15: TIMSS (2007) Fourth Grade Mathematics Q-matrix for 15 Multiple Choice Items 









Item #  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 M041052 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 M041069 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 
3 M041281 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 
4 M041164 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 
5 M041152 1 1 1 0 0 0 0 0 0 1 1 0 0 0 0 
6 M041131 0 1 1 1 0 0 0 0 1 0 0 0 0 0 0 
7 M041186 1 1 0 1 0 0 0 0 0 0 0 0 1 0 0 
8 M041336 1 1 0 0 1 1 0 0 0 0 0 0 1 1 0 
9 M031303 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
10 M031245 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 
11 M031242C 0 1 1 0 0 0 0 1 0 0 0 0 0 1 0 
12 M031219 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 
13 M031173 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
14 M031085 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 









In this chapter, results for the simulation studies outlined in Chapter 3 are presented. 
Section 4.1 begins with results for Simulation 1 (Conditions 1-5), where recovery of 15 uncertain 
elements with 3 or 6 misspecifications or with known elements was examined in a situation 
where all of the elements were uncertain for one of the attributes. Next presented are results for 
Simulation 2, where uncertain elements were scattered throughout the Q-matrix, and which 
included three conditions (Conditions 6-8), in which the effect of different numbers of 
misspecifications on the recovery of Q-matrix elements was examined. Finally, results for two 
other conditions (Conditions 9 and 10), where informative priors were used, are presented. In 
Section 4.2, the TIMSS data are analyzed.  
4.1 Results for Simulation 1: Complete Uncertainty for an Attribute 
Condition 1: Complete Uncertainty for an Attribute.  
In Condition 1, there was complete uncertainty for all 15 elements for one attribute. Table 
17 shows the percent of cases (out of 20) where the Q-elements were correctly recovered.  Here, 
a N(0, 10) prior was used for the d and f parameters. Recovery was 100% for Items 9 and 10, 
where the attribute should be included, and was also 100% for Items 2 and 5, where the attribute 
should not be included. The percentage of correct recovery for Item 1 is 60%, whereas in all 
other cases it is 90% or higher. Therefore, for Condition 1, the Bayesian approach generally 






Table 16: Percent Correct Recovery of Q-Matrix Elements for Condition 1: Uncertainty about 
Attribute 4 
Item # True q4 % correct 
1 0  60% 
2 0  100% 
3 0  95% 
4 1  90% 
5 0  100% 
6 0  95% 
7 1  95% 
8 0  95% 
9 1  95% 
10 1  95% 
11 0  95% 
12 1  95% 
13 1  90% 
14 1  90% 
15 1  95% 
 
Condition 2: Complete Uncertainty for an Attribute and 3 Misspecifications. 
In Condition 2, there were 15 uncertain Q-matrix elements, all for the same attribute, and 
3 misspecifications in other parts of the Q-matrix. The percentages of correct recovery are shown 
on the left side of Table 17. Among the fifteen uncertain elements, six were not correctly 
recovered whereas nine elements were correctly recovered. There are four qjk equal to zero that 
are not correctly recovered, which suggests that recovery was worse for excluded items. The 
percentages of correct recoveries for each item ranged from 35% to 100%. Only Item 15 showed 
100% recovery. Thus, recovery was considerably worse when other elements were misspecified.  
Condition 3: Complete Uncertainty for an Attribute and 6 Misspecifications.  
  In Condition 3, there was uncertainty about 15 Q-matrix elements and 6 other elements of 
the Q-matrix were misspecified. Three elements were incorrectly excluded and three other 
elements were incorrectly included. The percentages of correct recoveries are shown on the right 





recovery rates that were lower than 50%. The percentages of correct recovery for included items 
ranged from 30% to 85% and for excluded items ranged from 5% to 90%. Thus, recovery is 
worse when there are 6 misspecifications as compared to 3 misspecifications. The results show 
that misspecification of more elements of the Q-matrix can heavily affect the detection of 
uncertain elements when there is complete uncertainty about an attribute.  
Table 17: Percent Correct Recovery of Q-Matrix Elements for Conditions 2 and 3: Complete 
Uncertainty for an Attribute along with 3 or 6 Misspecifications 
 
Condition: 3 Misspecifications 6 Misspecifications 
Item # True q4  % correct  % correct 
1 0  55%  50% 
2 0  90%  70% 
3 0  50%  35% 
4 1  65%  50% 
5 0  80%  55% 
6 0  50%  30% 
7 1  50%  30% 
8 0  35%  5% 
9 1  45%  45% 
10 1  75%  70% 
11 0  70%  90% 
12 1  55%  35% 
13 1  75%  75% 
14 1  80%  85% 















Condition 4: Complete Uncertainty for an Attribute: 3 Known Q-matrix Elements and 3 
Misspecifications. 
In the above conditions, specification of the Q-matrix was uncertain for one attribute (the 
fourth attribute) and all of the elements (15) for that attribute were uncertain. In Condition 4, 
there is uncertainty about only 12 elements for the fourth attribute, because 3 elements were 
assumed to be known. These three elements were q2,4, q7,4 and q11,4, are shown in Table 10. 





The main purpose was to investigate the effect of a lower level of uncertainty (i.e. some elements 
are known) in the Q-matrix on recovery.  
Table 18 shows the results. The important result is that having some known elements 
appears to improve recovery, which can be seen by comparing the results to those shown in 
Table 17. The results show that the percentages of correct recovery ranged from 55% to 100%. 
This suggests that with 3 misspecified elements and 3 known elements, the Bayesian approach 
can recover the 12 uncertain elements correctly in most cases and barely in two cases. The 
important finding is that it appears that having some known elements aids recovery. 
Table 18: Percent Correct Recovery of Q-Matrix Elements for Conditions 4 and 5: Complete 
Uncertainty and 3 Known Elements, as well as 3 or 6 Misspecifications  
Item #     True q4 3 Misspecifications 
% of correct 
6 Misspecifications 













































































Condition 5: Complete Uncertainty for Q-matrix Elements, 6 Misspecifications, and 3 Known 
Elements. 
The Q-matrix for this condition is shown above on the right side of Table 10. In this case, 





this condition, the goal was to investigate the effect of having known elements when there were 
six misspecifications; Table 17 showed that recovery was quite poor in this situation (without 
known elements). The results on the right side of Table 18 show that the percent correct recovery 
is still poor, with seven out of 12 uncertain elements showing very low recovery rates. This 
suggests that having some known elements may not increase recovery if many other elements of 
the Q-matrix are misspecified.  





Q-matrix with Uncertainty 
Item # Skill 1 Skill 2 Skill 3 Skill 4  
 
Item # Skill 1 Skill 2 Skill 3 Skill 4 
1 1 0 0 0 
 
1 1 0 0 0 
2 0 1 0 0 
 
2 0 q2,2 q2,3 0 
3 0 0 1 0 
 
3 0 0 1 0 
4 0 0 0 1 
 
4 q4,1 0 0 1 
5 1 1 0 0 
 
5 1 1 0 0 
6 1 0 1 0 
 
6 1 0 q6,3 q6,4 
7 1 0 0 1 
 
7 1 0 0 1 
8 0 1 1 0 
 
8 0 q8,2 1 0 
9 0 1 0 1 
 
9 0 1 0 1 
10 0 0 1 1 
 
10 q10,1 q10,2 1 1 
11 1 1 1 0 
 
11 q11,1 1 1 0 
12 1 1 0 1 
 
12 1 1 0 1 
13 1 0 1 1 
 
13 1 q13,2 1 1 
14 0 1 1 1 
 
14 0 1 1 1 
15 1 1 1 1 
 
15 1 1 q15,3 q15,4 
 
Results for Simulation 2: Uncertain Elements throughout the Q-matrix 
Condition 6: Uncertain Q-matrix Elements Scattered throughout the Q-matrix 
In the previous conditions, there were uncertain elements for only one of the attributes. 
The goal of this set of conditions was to examine recovery of uncertain elements when the 





all four attributes, as shown in Table 19. The right side of the table shows which elements were 
specified as being uncertain. Table 20 shows the results. In this case, recovery is excellent with 
at least 95% correct recovery in all cases. 
Table 20: Percent Correct Recovery for Conditions 6, 7 and 8: Uncertainty throughout the Matrix, 
3 Misspecifications (Condition 7), and 10 Misspecifications (Condition 8) 















% correct   % correct     % correct 
 q2,2 1  
100%   100%   100% 











































































Condition 7: 12 Uncertain Q-matrix Elements throughout the Matrix and 3 Misspecifications 
As shown in Table 20, the Bayesian approach recovers the Q-matrix elements very well 
in this condition. Here, 3 miss-specifications were added to the Q-matrix to investigate if the 
Bayesian approach can still recover the 12 uncertain elements. The second percent correct 
recovery column in Table 20 shows the recovery rates. The results show that the percent correct 
recovery ranges from 85% to 100%. This indicates that with three misspecifications, the 






Condition 8: Uncertain Q-matrix Elements Scattered throughout the Matrix with 10 
Misspecifications 
 This condition increased the number of misspecifications to investigate the effect of 
having more misspecifications on recovery. There were ten misspecifications that affected all of 
the attribute elements. The results are shown in the last column of Table 20. The results show 
that the percentage of correct recovery decreases. For example, recovery is poor (<60%) for six 
elements, whereas overall percent correct recovery ranges from 30% to 100%. Therefore, as the 
number of misspecifications increases, recovery decreases.   
Results for Simulation 3: Changing the Priors 
This study will look at two conditions where recovery was poor, for example see the third 
column in Table 17 and the fifth column in Table 20. Many log-linear and logit modeling 
examples from the Bugs program use a normal prior (Gilks, Thomas, and Spiegelhalter, 2004). A 
commonly used diffuse normal distribution prior has a variance of 100, whereas an informative 
prior has smaller variance, for example, a variance of 4. From previous studies, according to 
Galindo, Vermunt & Bergsma (2004), using a normal prior with variance 4, N(0, 4), performed 
best as compared to other choices. In the following conditions, a normal prior N(3, 4) for d and 
normal prior N(−2, 4) for f were used to investigate the effect of using more informative priors 
on recovery. In the previous conditions, N(0, 10) was used. The use of means of 3 for d and −2 
for f were based on results found in DeCarlo (2011) for an analysis of the fraction-subtraction 
data.  
Condition 9: Complete Uncertainty for an Attribute, 6 Misspecifications, and Informative Priors   
Previously, the condition with complete uncertainty for an attribute with six 
misspecifications showed poor recovery (see Table 17). Therefore, it was desired to see if using 





result shows that recovery improves in 6 cases and is worse for the rest. Thus, using more 
informative priors did not appear to aid recovery in this condition. 
Table 21: Percent correct recovery for 15 uncertain elements, 6 misspecifications, and 
Informative Priors 
   
Original Prior 
d~N(0, 10) f~N(0, 10) 
Informative Prior 
d~N(3, 4), f~N(−2, 4) 












Condition 10: Condition with 12 Elements Scattered throughout Q-matrix, 10 Misspecifications, 
and Informative Priors  
 The Q-matrix for this condition included 10 misspecified elements and 12 uncertain 
elements scattered throughout the Q-matrix. The Q-matrix is shown in Table 12 and the original 
results are shown in Table 21. The motivation for this condition was again to see if changing the 
prior distribution of d and f might be helpful for recovery. As shown in Table 22, changing the 
prior distribution increased the percent correct recovery in five cases. All the other cases showed 
excellent recovery, however one case showed slightly worse recovery. Thus, the results show in 
this case that using informative priors improved recovery, though only by a small amount in 
some cases.  
q1,4                   0 50% 70% 
q2,4                   0 70% 80% 
q3,4                   0 35% 85% 
q4,4                   1 50% 55% 
q5,4                   0 55% 70% 
q6,4                     0 30% 15% 
q7,4                   1 25% 15% 
q8,4                   0 5% 5% 
q9,4                    1 45% 25% 
q10,4                   1 70% 80% 
q11,4                   0   5% 0% 
q12,4                  1 35% 30% 
q13,4                  1 75% 75% 
q14,4                  1 85% 70% 





Table 22: Elements scattered throughout the Q-Matrix with 10 Misspecifications (Original Priors 
and Informative Priors) 
   
Original Priors 
d~N(0, 10) f~N(0, 10) 
Informative Priors 
d~N(3, 4), f~N(−2, 4) 
Item #  True q4 % correct % correct 
q2,2 1  100% 100% 
q2,3 0  90% 95% 
q4,1 0  30% 35% 
q6,3 1  100% 100% 
q6,4 0  95% 95% 
q8,2 1  100% 100% 
q10,1 0  40% 55% 
q10,2 0  35% 90% 
q11,1 1  50% 55% 
q13,2 0  80% 80% 
q15,3 1  60% 50% 
q15,4 1  70% 70% 
 
Empirical Study: TIMSS (2007) 
This study used TIMSS 2007 data with a Singapore sample to examine possible 
modifications of the Q-matrix that are suggested by the Bayesian approach. First, the RDINA 
model, HO-RDINA model, and RHO-RDINA model were fitted to the data using the Q-matrix 
discussed above. Table 23 shows, for a fit of each model, estimates of the marginal latent class 
sizes (estimates of the prevalence of each attribute) for the 15 attributes used for the TIMSS data. 
The latent class size estimates for Attributes 1, 3, 4, 5, 11, 12, 13 and 14 are large, above 90%, 
for the RDINA model. The class size estimates are very close to 1.0 for Attributes 1 and 5 
(both .98 with a standard error of .03). The marginal class size estimates are smaller for fits of 
the other models, as was also found by DeCarlo (2011) for an analysis of the fraction subtraction 
data. An exception is for α1, which has an even larger estimated class size, 0.99, for the higher-





Table 23: Estimates of the Marginal Latent Class Sizes for 15 Hypothesized Attributes for the 
TIMSS data (2007) 







































































































DeCarlo (2011) noted out that the finding of marginal class size estimates close to 1 
introduces an ambiguity. For example, it could mean that every examinee has the skill. However, 
another possible interpretation is that it occurs because the skill is not needed. He showed, for 
example, that if one introduces a non-necessary skill into simulated data, then the marginal class 
size estimate will tend to be close to 1. Therefore, it was suggested that if one finds a marginal 
class size estimate that is close to 1, as for the first attribute in Table 23, then one should 
consider the possibility that the Q-matrix has been misspecified for that attribute. Given that 
Attribute 1 had a class size estimate near 1.0 for both the RDINA and higher-order models, this 
motivated the use of the Bayesian approach for Attribute 1 of the TIMMS data. Attribute 1 is 
representing, comparing, and ordering whole numbers, and also demonstrating knowledge of 
place value. 
The Bayesian version of the RDINA model was fit using OpenBUGS with 5000 burn-ins 
followed by 20,000 iterations. All of the Q-matrix elements for Attribute 1 were specified as 
being uncertain. Rather than suggesting that the attribute is not necessary, the results suggested 





Q-vector is shown in Table 24 in the first column labeled ‘New’. The second column shows the 
suggested modified Q-vector for a fit of a Bayesian version of the higher-order RDINA model 
(the program is given in Appendix E), and the third column shows the suggested Q-vector for a 
fit of a Bayesian version of the RHO-RDINA model (program is in Appendix F).  
Table 24: TIMSS (2007) Fourth Grade Mathematics Modified Q-matrix for 15 Multiple Choice 
Items 









Item      #  New  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 M041052 0   0   0  1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 M041069 0   0   1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 
3 M041281 0   1   0  0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 
4 M041164 1   1   1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 
5 M041152 0   0   0 1 1 1 0 0 0 0 0 0 1 1 0 0 0 0 
6 M041131 1   0   0 0 1 1 1 0 0 0 0 1 0 0 0 0 0 0 
7 M041186 0   0   0 1 1 0 1 0 0 0 0 0 0 0 0 1 0 0 
8 M041336 1   1   1 1 1 0 0 1 1 0 0 0 0 0 0 1 1 0 
9 M031303 0   0   0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
10 M031245 1   1   1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 
11 M031242C 1   1   1 0 1 1 0 0 0 0 1 0 0 0 0 0 1 0 
12 M031219 1   0   1 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 
13 M031173 0   0   0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
14 M031085 1   0   1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
15 M031172 0   1   0  1 1 0 0 0 0 0 0 0 0 0 0 1 0 1 
 
In contrast to simulated data, it cannot be determined for real-world data if the suggested 
changes more ‘correctly’ recover the Q-matrix. However, one approach is to fit the modified 
models with MLE (using the Bayesian suggested Q-matrix) and to then compare indices of 
relative fit, such as the Bayesian information criterion (BIC) and Akaike information criterion 
(AIC). Table 25 shows the results for the TIMMS data. Note that BIC and AIC are both 
considerably smaller for the modified model compared to the original model for both the RDINA 





the results suggest improvement for the RDINA model and for the RHO-RDINA model. Overall, 
the modified Q-matrix for the RHO-RDINA model gives the best relative fit of all the models. 
 






RDINA 45 9483.8 9259.9 
RDINA (1-modification) 45 9385.5 9161.5 
 
Higher order –RDINA 60 9341.3 9042.7 
Higher order –RDINA (1’-modification 2) 60 9377.2 9078.5 
    
RHO-RDINA 46 9254.0 9025.0 
RHO-RDINA (1’’- modification) 46 9246.4 9017.4 
Note: BIC =  Bayesian information criterion; AIC = Akaike information criterion; RDINA =  re-parameterized 
DINA(deterministic input, noisy ‘‘and’’); HO = higher order; RHO = restricted higher order. 
 
An important next step would be to have substantive experts examine the modified Q-
matrices and have them consider possible reasons for the changes from the original Q-matrix. 
Note that the three modified Q-vectors suggested by the Bayesian analysis are quite similar to 








5.1 Summary and Discussion  
The current simulations investigated an approach for exploring uncertainty for some 
elements of the Q-matrix. The first set of simulations examined recovery of Q-matrix elements 
when there was complete uncertainty about whether or not an attribute should be included, which 
was similar to what was done in DeCarlo (2012). The present study replicated this research and 
also extended it by examining the effect of increasing the number of misspecified elements in the 
Q-matrix and by examining effects of including some known elements. 
In the first simulation (Condition 1), it was found that, when a required attribute was 
specified as having all uncertain elements, the Bayesian approach did a very good job of 
recovering the true Q-matrix. However, when misspecifications were introduced into other parts 
of the Q-matrix (Conditions 2 and 3), recovery broke down and was quite poor; both of these 
results were also found by DeCarlo (2012). In one of the new conditions examined here 
(Condition 3), it was found that recovery was clearly worse when the number of misspecified 
elements was increased from 3 to 6. Further, it was found that if a few elements of the uncertain 
attribute can be assumed to be ‘known’ (Conditions 4 and 5), then recovery improves. This result 
depends, however, on how many other elements are misspecified: when 3 other elements were 
misspecified, recovery was very good, whereas when 6 other elements were misspecified, 
recovery was very poor. Of course, it also likely depends on exactly how the misspecifications 
are introduced. 
Study 2 examined situations where the uncertain elements were scattered throughout the 
Q-matrix. The first study (Condition 6) showed that recovery in this case was excellent, as also 





condition, (Condition 7), it was found that recovery was still excellent when three 
misspecifications were introduced into other parts of the Q-matrix. Condition 8 examined what 
happened when there were many other misspecified elements (10), and in this case recovery 
broke down. Thus, although recovery generally appears to be very good when uncertain elements 
are scattered throughout the Q-matrix, even if some other elements are misspecified, this 
depends in part on how many other elements are misspecified. 
The last conditions examined the effects of using more informative priors in situations 
where recovery was poor. As shown in Condition 9, with complete uncertainty about an attribute 
and 6 misspecifications, which showed poor recovery, using more informative priors, such as 
N(3, 4) and N(−2, 4), did not improve recovery. In Condition 10, uncertain elements were 
scattered throughout the Q-matrix and a large number of other elements (10) were misspecified. 
This situation showed poor recovery. However, using informative priors in this case appeared to 
improve recovery (at least for a few elements). Thus, using informative priors improved recovery 
in one situation, but not in the other. Further research on this is needed. 
For the empirical study, analysis of the TIMMS data gave results that indicated that the 
Q-matrix might be misspecified, because some of the latent class size estimates were close to 
unity (see DeCarlo, 2011). Fitting Bayesian versions of the independence DINA model and the 
restricted higher order DINA model gave modified Q-matrices that led to improved relative fit. 
The results also showed that the restricted higher-order RDINA model gave the best relative fit 
overall.   
5.2 Limitations and Directions for Future Research 
There are a number of limitations and some directions for future research. For example, 





Bayesian approach begins to break down. It would be interesting to examine this in other 
situations with other Q-matrices and with different numbers of misspecifications. Of course, the 
current research is limited to the particular Q-matrix used here. Although the current studies 
provide useful information, research with Q-matrices with a greater number of attributes is also 
needed, given that more than four attributes often appear in real-world research.  
Another limitation is that the current studies only examined data generated from the 
DINA model with an independence structure for the attributes; studies of data generated from a 
higher-order structure (besides independence) are needed. Although higher-order models were 
used for the TIMSS data, the same data were used to estimate and test the Q-matrix. Future 
studies could use cross-validation to address this issue.  
Another limitation is that the suggested modifications are dependent to some extent on 
the fitted model, for example the RDINA or higher order RDINA, as shown for the analysis of 
TIMMS. One possibility is to simply use a multinomial model for the higher-order model 
(DeCarlo, personal communication, April, 2013), which includes the other models as special 
cases, however this introduces some computational complexities and needs to be examined in 
future research. 
 The current research also has important practical implications. While CDMs are widely 
used in real practice to provide diagnostic information, the Bayesian approach provides a way for 
researchers to investigate theory-guided modifications of the Q-matrix. The Bayesian approach 
can also generate alternate Q-matrices that can be examined by substantive experts, to see if the 
modifications make theoretical sense. This is an important next step in using any type of 
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Appendix A  
Figures for TIMSS data (2007) 
Figure 1. Figure for Item M041164 
















Figure 2. Figure for Item M041152 
 
 



















Figure 4. Figure for Item M041186 
 
 
















































Latent Gold 4.5 Syntax for the RDINA Model for TIMSS (2007) data 
Options 
   algorithm  
      tolerance=1e-008 emtolerance=0.01 emiterations=250 nriterations=50; 
   startvalues 
      seed=0 sets=10 tolerance=1e-005 iterations=50; 
   bayes 
      categorical=1 variances=0 latent=1 poisson=0; 
   montecarlo 
      seed=0 replicates=500 tolerance=1e-008; 
   quadrature  nodes=10; 
   missing  excludeall; 
   output       
      parameters=first standarderrors probmeans=posterior profile bivariateresiduals 
      identification classification; 
   outfile 'TIMSStw_rdina_out.sav' classification; 
variables 
   dependent i1 cumlogit, i2 cumlogit, i3 cumlogit, i4 cumlogit, i5 cumlogit, 
   i6 cumlogit, i7 cumlogit, i8 cumlogit, i9 cumlogit, i10 cumlogit, i11 cumlogit, 
   i12 cumlogit, i13 cumlogit, i14 cumlogit, i15 cumlogit; 
   latent 
      a1 ordinal 2 score=(0 1), a2 ordinal 2 score=(0 1), 
      a3 ordinal 2 score=(0 1), a4 ordinal 2 score=(0 1), 
      a5 ordinal 2 score=(0 1), a6 ordinal 2 score=(0 1), 
      a7 ordinal 2 score=(0 1), a8 ordinal 2 score=(0 1), 
      a9 ordinal 2 score=(0 1), a10 ordinal 2 score=(0 1), 
      a11 ordinal 2 score=(0 1), a12 ordinal 2 score=(0 1), 
      a13 ordinal 2 score=(0 1), a14 ordinal 2 score=(0 1), 
      a15 ordinal 2 score=(0 1); 
equations 
   a1-a15 <- 1; 
   i1 <- 1 + a1 a2; 
   i2 <- 1 + a2 a4 a5; 
   i3 <- 1 + a2 a3 a8; 
   i4 <- 1 + a10 a12; 
   i5 <- 1 + a1 a2 a3 a10 a11; 
   i6 <- 1 + a2 a3 a4 a9; 
   i7 <- 1 + a1 a2 a4 a13; 
   i8 <- 1 + a1 a2 a5 a6 a13 a14; 
   i9 <- 1 + a2 a3; 
   i10 <- 1 + a2 a7; 
   i11 <- 1 + a2 a3 a8 a14; 
   i12 <- 1 + a10 a11 a12; 
   i13 <- 1 + a2 a3; 
   i14 <- 1 + a10; 
   i15 <- 1 + a1 a2 a13 a15; 
 
 





Appendix C  
Latent Gold 4.5 Syntax for the HO-RDINA Model for TIMSS (2007) data 
Options 
   algorithm  
      tolerance=1e-008 emtolerance=0.01 emiterations=250 nriterations=50; 
   startvalues 
      seed=0 sets=10 tolerance=1e-005 iterations=50; 
   bayes 
      categorical=1 variances=0 latent=1 poisson=0; 
   montecarlo 
      seed=0 replicates=500 tolerance=1e-008; 
   quadrature  nodes=10; 
   missing  excludeall; 
   output       
      parameters=first standarderrors probmeans=posterior profile bivariateresiduals 
      identification classification; 
   outfile 'TIMSStw_ho-rdina_out.sav' classification; 
variables 
   dependent i1 cumlogit, i2 cumlogit, i3 cumlogit, i4 cumlogit, i5 cumlogit, 
   i6 cumlogit, i7 cumlogit, i8 cumlogit, i9 cumlogit, i10 cumlogit, i11 cumlogit, 
   i12 cumlogit, i13 cumlogit, i14 cumlogit, i15 cumlogit; 
   latent 
      a1 ordinal 2 score=(0 1), a2 ordinal 2 score=(0 1), 
      a3 ordinal 2 score=(0 1), a4 ordinal 2 score=(0 1), 
      a5 ordinal 2 score=(0 1), a6 ordinal 2 score=(0 1), 
      a7 ordinal 2 score=(0 1), a8 ordinal 2 score=(0 1), 
      a9 ordinal 2 score=(0 1), a10 ordinal 2 score=( 0 1), 
      a11 ordinal 2 score=(0 1), a12 ordinal 2 score=(0 1), 
      a13 ordinal 2 score=(0 1), a14 ordinal 2 score=(0 1), 
      a15 ordinal 2 score=(0 1), 
      theta continuous; 
equations 
   a1-a15 <- 1 + theta;; 
   i1 <- 1 + a1 a2; 
   i2 <- 1 + a2 a4 a5; 
   i3 <- 1 + a2 a3 a8; 
   i4 <- 1 + a10 a12; 
   i5 <- 1 + a1 a2 a3 a10 a11; 
   i6 <- 1 + a2 a3 a4 a9; 
   i7 <- 1 + a1 a2 a4 a13; 
   i8 <- 1 + a1 a2 a5 a6 a13 a14; 
   i9 <- 1 + a2 a3; 
   i10 <- 1 + a2 a7; 
   i11 <- 1 + a2 a3 a8 a14; 
   i12 <- 1 + a10 a11 a12; 
   i13 <- 1 + a2 a3; 
   i14 <- 1 + a10; 
   i15 <- 1 + a1 a2 a13 a15; 
 
 






Latent Gold 4.5 Syntax for the RHO-RDINA Model for TIMSS (2007) Data 
Options 
   algorithm  
      tolerance=1e-008 emtolerance=0.01 emiterations=250 nriterations=50; 
   startvalues 
      seed=0 sets=10 tolerance=1e-005 iterations=50; 
   bayes 
      categorical=1 variances=0 latent=1 poisson=0; 
   montecarlo 
      seed=0 replicates=500 tolerance=1e-008; 
   quadrature  nodes=10; 
   missing  excludeall; 
   output       
      parameters=first standarderrors probmeans=posterior profile bivariateresiduals 
      identification classification; 
   outfile 'TIMSStw_rho-rdina_out.sav' classification; 
variables 
   dependent i1 cumlogit, i2 cumlogit, i3 cumlogit, i4 cumlogit, i5 cumlogit, 
   i6 cumlogit, i7 cumlogit, i8 cumlogit, i9 cumlogit, i10 cumlogit, i11 cumlogit, 
   i12 cumlogit, i13 cumlogit, i14 cumlogit, i15 cumlogit; 
   latent 
      a1 ordinal 2 score=(0 1), a2 ordinal 2 score=(0 1), 
      a3 ordinal 2 score=(0 1), a4 ordinal 2 score=(0 1), 
      a5 ordinal 2 score=(0 1), a6 ordinal 2 score=(0 1), 
      a7 ordinal 2 score=(0 1), a8 ordinal 2 score=(0 1), 
      a9 ordinal 2 score=(0 1), a10 ordinal 2 score=(0 1), 
      a11 ordinal 2 score=(0 1), a12 ordinal 2 score=(0 1), 
      a13 ordinal 2 score=(0 1), a14 ordinal 2 score=(0 1), 
      a15 ordinal 2 score=(0 1), 
      theta continuous; 
 
equations 
   a1-a15 <- 1 + (a) theta;; 
   i1 <- 1 + a1 a2; 
   i2 <- 1 + a2 a4 a5; 
   i3 <- 1 + a2 a3 a8; 
   i4 <- 1 + a10 a12; 
   i5 <- 1 + a1 a2 a3 a10 a11; 
   i6 <- 1 + a2 a3 a4 a9; 
   i7 <- 1 + a1 a2 a4 a13; 
   i8 <- 1 + a1 a2 a5 a6 a13 a14; 
   i9 <- 1 + a2 a3; 
   i10 <- 1 + a2 a7; 
   i11 <- 1 + a2 a3 a8 a14; 
   i12 <- 1 + a10 a11 a12; 
   i13 <- 1 + a2 a3; 
   i14 <- 1 + a10; 
   i15 <- 1 + a1 a2 a13 a15; 
 






OpenBUGs Syntax for the Higher-order DINA Model (TIMSS Data) 
 
# HO_RDINA model in OpenBUGS  (L. DeCarlo, 12/11) 
{ 
#priors for RDINA parameters f and d 
  for (j in 1:J) { 
 d[j] ~ dnorm(0, 0.1)I(0,) 
 f[j] ~ dnorm(0, 0.1) 
 } 
 
#priors for HO parameters b and a and uncertain elements 
a1 ~ dnorm(0,1) a2 ~ dnorm(0,1) a3 ~ dnorm(0,1) a4 ~ dnorm(0,1) a5 ~ dnorm(0,1) 
a6 ~ dnorm(0,1) a7 ~ dnorm(0,1) a8 ~ dnorm(0,1) a9 ~ dnorm(0,1) a10 ~ dnorm(0,1) 
a11 ~ dnorm(0,1) a12 ~ dnorm(0,1) a13 ~ dnorm(0,1) a14 ~ dnorm(0,1) a15 ~dnorm(0,1) 
b1 ~ dnorm(0,1) b2 ~ dnorm(0,1) b3 ~ dnorm(0,1) b4 ~ dnorm(0,1) b5 ~dnorm(0,1) 
b6 ~ dnorm(0,1) b7 ~ dnorm(0,1) b8 ~ dnorm(0,1) b9 ~ dnorm(0,1) b10 ~ dnorm(0,1) 
b11 ~ dnorm(0,1) b12 ~ dnorm(0,1) b13 ~ dnorm(0,1) b14 ~ dnorm(0,1) b15 ~dnorm(0,1) 
  
pu11 ~ dbeta(1,1) q11 ~ dbern(pu11) pu21 ~ dbeta(1,1) q21 ~ dbern(pu21) 
pu31 ~ dbeta(1,1) q31 ~ dbern(pu31) pu41 ~ dbeta(1,1) q41 ~ dbern(pu41) 
pu51 ~ dbeta(1,1) q51 ~ dbern(pu51) pu61 ~ dbeta(1,1) q61 ~ dbern(pu61) 
pu71 ~ dbeta(1,1) q71 ~ dbern(pu71) pu81 ~ dbeta(1,1) q81 ~ dbern(pu81) 
pu91 ~ dbeta(1,1) q91 ~ dbern(pu91) pu101 ~ dbeta(1,1) q101 ~ dbern(pu101) 
pu111 ~ dbeta(1,1) q111 ~ dbern(pu111)  pu121 ~ dbeta(1,1) q121 ~ dbern(pu121) 
pu131 ~ dbeta(1,1) q131 ~ dbern(pu131)   pu141 ~ dbeta(1,1) q141 ~ dbern(pu141) 
pu151 ~ dbeta(1,1) q151 ~ dbern(pu151)  
  
for (i in 1:N){ 
    theta[i] ~ dnorm(0,1)    
 p1[i] <- exp(b1+a1*theta[i])/(1+exp(b1+a1*theta[i])) 
 p2[i] <- exp(b2+a2*theta[i])/(1+exp(b2+a2*theta[i])) 
 p3[i] <- exp(b3+a3*theta[i])/(1+exp(b3+a3*theta[i])) 
 p4[i] <- exp(b4+a4*theta[i])/(1+exp(b4+a4*theta[i])) 
 p5[i] <- exp(b5+a5*theta[i])/(1+exp(b5+a5*theta[i])) 
 p6[i] <- exp(b6+a6*theta[i])/(1+exp(b6+a6*theta[i])) 
 p7[i] <- exp(b7+a7*theta[i])/(1+exp(b7+a7*theta[i])) 
 p8[i] <- exp(b8+a8*theta[i])/(1+exp(b8+a8*theta[i])) 
 p9[i] <- exp(b9+a9*theta[i])/(1+exp(b9+a9*theta[i])) 
 p10[i] <- exp(b10+a10*theta[i])/(1+exp(b10+a10*theta[i]))  
           p11[i] <- exp(b11+a11*theta[i])/(1+exp(b11+a11*theta[i])) 
 p12[i] <- exp(b12+a12*theta[i])/(1+exp(b12+a12*theta[i])) 
 p13[i] <- exp(b13+a13*theta[i])/(1+exp(b13+a13*theta[i])) 
 p14[i] <- exp(b14+a14*theta[i])/(1+exp(b14+a14*theta[i])) 
 p15[i] <- exp(b15+a15*theta[i])/(1+exp(b15+a15*theta[i])) 
 
 x1[i] ~ dbern(p1[i]) 
 x2[i] ~ dbern(p2[i]) 
 x3[i] ~ dbern(p3[i]) 
 x4[i] ~ dbern(p4[i]) 
 x5[i] ~ dbern(p5[i]) 
 x6[i] ~ dbern(p6[i]) 
 x7[i] ~ dbern(p7[i]) 





 x9[i] ~ dbern(p9[i]) 
 x10[i] ~ dbern(p10[i]) 
 x11[i] ~ dbern(p11[i]) 
 x12[i] ~ dbern(p12[i]) 
 x13[i] ~ dbern(p13[i]) 
 x14[i] ~ dbern(p14[i]) 
 x15[i] ~ dbern(p15[i]) 
 
 pa[i,1] <- 1/(1+exp(-f[1] - d[1]*(x2[i]*pow(x1[i],q11)))) 
 pa[i,2] <- 1/(1+exp(-f[2] - d[2]*(x2[i]*x4[i]*x5[i]*pow(x2[i],q21)))) 
 pa[i,3] <- 1/(1+exp(-f[3] - d[3]*(x2[i]*x3[i]*x8[i]*pow(x3[i],q31)))) 
 pa[i,4] <- 1/(1+exp(-f[4] - d[4]*(x10[i]*x12[i]*pow(x4[i],q41)))) 
 pa[i,5] <- 1/(1+exp(-f[5] - d[5]*(x2[i]*x3[i]*x10[i]*x11[i]*pow(x5[i],q51)))) 
 pa[i,6] <- 1/(1+exp(-f[6] - d[6]*(x2[i]*x3[i]*x4[i]*x9[i]*pow(x6[i],q61)))) 
 pa[i,7] <- 1/(1+exp(-f[7] - d[7]*(x2[i]*x4[i]*x13[i]*pow(x7[i],q71)))) 
 pa[i,8] <- 1/(1+exp(-f[8] - d[8]*(x2[i]*x5[i]*x6[i]*x13[i]*x14[i]*pow(x8[i],q81)))) 
 pa[i,9] <- 1/(1+exp(-f[9] - d[9]*(x2[i]*x3[i]*pow(x9[i],q91)))) 
 pa[i,10] <- 1/(1+exp(-f[10] - d[10]*(x2[i]*x7[i]*pow(x10[i],q101)))) 
 pa[i,11] <- 1/(1+exp(-f[11] - d[11]*(x2[i]*x3[i]*x8[i]*x14[i]*pow(x11[i],q111)))) 
 pa[i,12] <- 1/(1+exp(-f[12] - d[12]*(x10[i]*x11[i]*x12[i]*pow(x12[i],q121)))) 
 pa[i,13] <- 1/(1+exp(-f[13] - d[13]*(x2[i]*x3[i]*pow(x13[i],q131)))) 
 pa[i,14] <- 1/(1+exp(-f[14] - d[14]*(x10[i]*pow(x14[i],q141)))) 
 pa[i,15] <- 1/(1+exp(-f[15] - d[15]*(x2[i]*x13[i]*x15[i]*pow(x15[i],q151)))) 
 } 
for (i in 1:N){ 
 for (j in 1:J) { 
  y[i,j] ~ dbern(pa[i,j]) 














OpenBUGS  Syntax for RHO-RDINA Model for the TIMSS Data 
 
# RHO_RDINA model in OpenBUGS  (L. DeCarlo, 12/11) 
 
{ 
#priors for RDINA parameters f and d 
  for (j in 1:J) { 
 d[j] ~ dnorm(0, 0.1)I(0,) 
 f[j] ~ dnorm(0, 0.1) 
 } 
 
#priors for HO parameters b and a and uncertain elements 
a ~ dnorm(0,1) 
b1 ~ dnorm(0,1) b2 ~ dnorm(0,1) b3 ~ dnorm(0,1) b4 ~ dnorm(0,1) b5 ~ dnorm(0,1) b6 ~ dnorm(0,1) b7 ~ 
dnorm(0,1) b8 ~ dnorm(0,1) b9 ~ dnorm(0,1) b10 ~ dnorm(0,1) b11 ~ dnorm(0,1) b12 ~ dnorm(0,1) b13 ~ 
dnorm(0,1) b14 ~ dnorm(0,1) b15 ~ dnorm(0,1) 
  
 pu11 ~ dbeta(1,1) q11 ~ dbern(pu11) pu21 ~ dbeta(1,1) q21 ~ dbern(pu21) 
 pu31 ~ dbeta(1,1) q31 ~ dbern(pu31) pu41 ~ dbeta(1,1) q41 ~ dbern(pu41) 
 pu51 ~ dbeta(1,1) q51 ~ dbern(pu51) pu61 ~ dbeta(1,1) q61 ~ dbern(pu61) 
 pu71 ~ dbeta(1,1) q71 ~ dbern(pu71) pu81 ~ dbeta(1,1) q81 ~ dbern(pu81) 
 pu91 ~ dbeta(1,1) q91 ~ dbern(pu91) pu101 ~ dbeta(1,1) q101 ~dbern(pu101) 
           pu111 ~ dbeta(1,1) q111 ~ dbern(pu111)  pu121 ~ dbeta(1,1) q12~ dbern(pu121) 
           pu131 ~ dbeta(1,1) q131 ~ dbern(pu131)  pu141 ~ dbeta(1,1) q141~dbern(pu141)     
           pu151 ~ dbeta(1,1) q151 ~ dbern(pu151)  
 
for (i in 1:N){ 
    theta[i] ~ dnorm(0,1)    
 p1[i] <- exp(b1+a*theta[i])/(1+exp(b1+a*theta[i])) 
 p2[i] <- exp(b2+a*theta[i])/(1+exp(b2+a*theta[i])) 
 p3[i] <- exp(b3+a*theta[i])/(1+exp(b3+a*theta[i])) 
 p4[i] <- exp(b4+a*theta[i])/(1+exp(b4+a*theta[i])) 
 p5[i] <- exp(b5+a*theta[i])/(1+exp(b5+a*theta[i])) 
 p6[i] <- exp(b6+a*theta[i])/(1+exp(b6+a*theta[i])) 
 p7[i] <- exp(b7+a*theta[i])/(1+exp(b7+a*theta[i])) 
 p8[i] <- exp(b8+a*theta[i])/(1+exp(b8+a*theta[i])) 
 p9[i] <- exp(b9+a*theta[i])/(1+exp(b9+a*theta[i])) 
 p10[i] <- exp(b10+a*theta[i])/(1+exp(b10+a*theta[i]))  
           p11[i] <- exp(b11+a*theta[i])/(1+exp(b11+a*theta[i])) 
 p12[i] <- exp(b12+a*theta[i])/(1+exp(b12+a*theta[i])) 
 p13[i] <- exp(b13+a*theta[i])/(1+exp(b13+a*theta[i])) 
 p14[i] <- exp(b14+a*theta[i])/(1+exp(b14+a*theta[i])) 
 p15[i] <- exp(b15+a*theta[i])/(1+exp(b15+a*theta[i])) 
 
 x1[i] ~ dbern(p1[i]) 
 x2[i] ~ dbern(p2[i]) 
 x3[i] ~ dbern(p3[i]) 
 x4[i] ~ dbern(p4[i]) 
 x5[i] ~ dbern(p5[i]) 
 x6[i] ~ dbern(p6[i]) 
 x7[i] ~ dbern(p7[i]) 
 x8[i] ~ dbern(p8[i]) 





 x10[i] ~ dbern(p10[i]) 
 x11[i] ~ dbern(p11[i]) 
 x12[i] ~ dbern(p12[i]) 
 x13[i] ~ dbern(p13[i]) 
 x14[i] ~ dbern(p14[i]) 
 x15[i] ~ dbern(p15[i]) 
 
 pa[i,1] <- 1/(1+exp(-f[1] - d[1]*(x2[i]*pow(x1[i],q11)))) 
 pa[i,2] <- 1/(1+exp(-f[2] - d[2]*(x2[i]*x4[i]*x5[i]*pow(x2[i],q21)))) 
 pa[i,3] <- 1/(1+exp(-f[3] - d[3]*(x2[i]*x3[i]*x8[i]*pow(x3[i],q31)))) 
 pa[i,4] <- 1/(1+exp(-f[4] - d[4]*(x10[i]*x12[i]*pow(x4[i],q41)))) 
 pa[i,5] <- 1/(1+exp(-f[5] - d[5]*(x2[i]*x3[i]*x10[i]*x11[i]*pow(x5[i],q51)))) 
 pa[i,6] <- 1/(1+exp(-f[6] - d[6]*(x2[i]*x3[i]*x4[i]*x9[i]*pow(x6[i],q61)))) 
 pa[i,7] <- 1/(1+exp(-f[7] - d[7]*(x2[i]*x4[i]*x13[i]*pow(x7[i],q71)))) 
 pa[i,8] <- 1/(1+exp(-f[8] - d[8]*(x2[i]*x5[i]*x6[i]*x13[i]*x14[i]*pow(x8[i],q81)))) 
 pa[i,9] <- 1/(1+exp(-f[9] - d[9]*(x2[i]*x3[i]*pow(x9[i],q91)))) 
 pa[i,10] <- 1/(1+exp(-f[10] - d[10]*(x2[i]*x7[i]*pow(x10[i],q101)))) 
 pa[i,11] <- 1/(1+exp(-f[11] - d[11]*(x2[i]*x3[i]*x8[i]*x14[i]*pow(x11[i],q111)))) 
 pa[i,12] <- 1/(1+exp(-f[12] - d[12]*(x10[i]*x11[i]*x12[i]*pow(x12[i],q121)))) 
 pa[i,13] <- 1/(1+exp(-f[13] - d[13]*(x2[i]*x3[i]*pow(x13[i],q131)))) 
 pa[i,14] <- 1/(1+exp(-f[14] - d[14]*(x10[i]*pow(x14[i],q141)))) 
 pa[i,15] <- 1/(1+exp(-f[15] - d[15]*(x2[i]*x13[i]*x15[i]*pow(x15[i],q151)))) 
 } 
for (i in 1:N){ 
 for (j in 1:J) { 
  y[i,j] ~ dbern(pa[i,j]) 












Latent Gold program for RHO-RDINA Model for the TIMSS Data 
(Modified attribute 1) 
options 
   algorithm  
      tolerance=1e-008 emtolerance=0.01 emiterations=250 nriterations=50; 
   startvalues 
      seed=0 sets=10 tolerance=1e-005 iterations=50; 
   bayes 
      categorical=1 variances=0 latent=1 poisson=0; 
   montecarlo 
      seed=0 replicates=500 tolerance=1e-008; 
   quadrature nodes=10; 
   missing includeall; 
   output       
     parameters=effect standarderrors probmeans=posterior profile bvr; 
variables 
   dependent V1 cumlogit, V2 cumlogit, V3 cumlogit, V4 cumlogit, V5 cumlogit, 
   V6 cumlogit, V7 cumlogit, V8 cumlogit, V9 cumlogit, V10 cumlogit, V11 cumlogit, 
   V12 cumlogit, V13 cumlogit, V14 cumlogit, V15 cumlogit; 
latent 
a1 ordinal 2 score=(0 1), a2 ordinal 2 score=(0 1), a3 ordinal 2 score=(0 1), 
a4 ordinal 2 score=(0 1), a5 ordinal 2 score=(0 1), a6 ordinal 2 score=(0 1), 
a7 ordinal 2 score=(0 1), a8 ordinal 2 score=(0 1), a9 ordinal 2 score=(0 1), 
a10 ordinal 2 score=(0 1), a11 ordinal 2 score=(0 1), a12 ordinal 2 score=(0 1), 
a13 ordinal 2 score=(0 1), a14 ordinal 2 score=(0 1), a15 ordinal 2 score=(0 1), 
     theta continuous; 
equations 
   a1-a15 <- 1 + (a)theta; 
   V1 <- 1 + a2; 
   V2 <- 1 + a1 a2 a4 a5; 
   V3 <- 1 + a2 a3 a8; 
   V4 <- 1 + a1 a10 a12; 
   V5 <- 1 + a2 a3 a10 a11; 
   V6 <- 1 + a2 a3 a4 a9; 
   V7 <- 1 + a2 a4 a13; 
   V8 <- 1 + a1 a2 a5 a6 a13 a14; 
   V9 <- 1 + a2 a3; 
   V10 <- 1 + a1 a2 a7; 
   V11 <- 1 + a1 a2 a3 a8 a14; 
   V12 <- 1 + a1 a10 a11 a12; 
   V13 <- 1 + a2 a3; 
   V14 <- 1 + a1 a10; 
   V15 <- 1 + a2 a13 a15; 
