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Abstract
Let V be a finite vector space and G GL(V ) a linear group. A base of G is a set of
vectors whose pointwise stabiliser in G is trivial. We prove that if G is irreducible and
primitive on V , then G has a base of size at most 18 log |G|/log |V | + c, where c is an
absolute constant. This verifies part of a conjecture of Pyber on base sizes of primitive
permutation groups.  2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let G be a permutation group on a finite set Ω of size n. A subset of Ω is said
to be a base for G if its pointwise stabiliser in G is trivial. The minimal size of a
base for G is denoted by b(G). A well known conjecture of Pyber [12] states that
there is an absolute constant c, such that if G is primitive on Ω , then
b(G) < c
log |G|
logn
.
Note that |G|  nb(G), so certainly b(G)  log |G|/logn. Pyber’s conjecture
strengthens a conjecture of Babai, which was proved in [4].
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Making inroads into Pyber’s conjecture has proved fairly tough. A proof of it in
the case whereG is almost simple can be found in [9, Theorem 1.3], supplemented
by [2]; and a reduction theorem to the cases where G is affine or almost simple is
forthcoming in [13]. Thus the focus is now on primitive affine permutation groups;
here n= pm for some prime p and G= VH , where V ∼= (Cp)m is an elementary
abelian regular normal subgroup of G, and H = G0 is a point-stabiliser and an
irreducible subgroup of GL(V ) ∼= GLm(p). Writing b(H) for the minimal size
of a base for the action of H on the set of vectors in V , we have b(G)= 1+b(H),
so the problem becomes one of finding a base of suitable size for an irreducible
linear group.
Various special cases of the problem have appeared: the case where H (hence
also G) is solvable has been handled in [14], and that in which H is a p′-group
in [3] (in both cases H has a base of bounded size).
In this paper we prove a strong form of Pyber’s conjecture (with an explicit
constant) in the case in which H acts primitively as a linear group on the
vector space V (in other words, H does not preserve any non-trivial direct sum
decomposition of V ). Our main result is
Theorem 1. There is an absolute constant C such that if H GL(V ) is an irre-
ducible, primitive linear group on a finite vector space V , then either
(i) b(H) C, or
(ii) b(H)< 18 log |H |/ log |V | + 27.
The constant C in Theorem 1 is explicitly defined below (after the statement
of Theorem 2).
Theorem 1 follows from a more detailed result, Theorem 2, which describes the
structure of irreducible primitive linear groups H for which b(H) is unbounded.
This result may prove useful in an inductive approach to the conjecture for the
remaining case of imprimitive linear groups.
For the statement of Theorem 2 we require some notation. For a prime power
pa and a positive integer d , let Vd(pa) denote a vector space of dimension d
over the field Fpa of order pa . Denote by Cln(pe) a quasisimple classical group
with natural module Vn(pe), i.e., one of the groups SLn(pe), SUn(pe/2), Spn(pe),
Ωn(p
e). If Fpf is an extension field of Fpe then by Cln(pe,pf ) we mean a
subgroup of Γ Ln(pf ) whose generalised Fitting subgroup is Cln(pe), acting
naturally on Vn(pf ). Writing X = Cln(pe), we have
X  Cln
(
pe,pf
)
NΓLn(pf )(X)=
(
F∗
pf
NGLn(pe)(X)
)
.f.
Observe also that Cln(pe,pf ) embeds naturally in GLnf (p) via
Cln
(
pe,pf
)
 Γ Ln
(
pf
)
GLnf (p).
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Next, by the natural module over Fpf for the alternating group Altm we mean
the non-trivial irreducible constituent of the usual m-dimensional permutation
module over Fpf ; it has dimension m− δ(p,m), where δ(p,m) is 2 if p |m and
is 1 otherwise. By (Altm,pf ), we mean a subgroup of Γ Lm−δ(p,m)(pf ) which
has generalised Fitting subgroup Altm in this representation; thus
Altm 
(
Altm,pf
)

(
F∗
pf
Symm
)
.f < Γ Lm−δ(p,m)
(
pf
)
 GL(m−δ(p,m))f (p).
If V,W are vector spaces over the same field, and X GL(V ),Y GL(W),
then by X ⊗ Y we mean the image of X × Y acting in the natural way on the
tensor product V ⊗W .
For H  GL(V ), define b∗(H) to be the minimal size of a set B of vectors
such that any element of H which fixes every 1-space 〈v〉 with v ∈B is necessar-
ily a scalar multiple of the identity. We call such a set B a strong base of H . An
elementary argument (see Lemma 3.1) shows that
b(H) b∗(H) b(H)+ 1.
Finally, recall that for a finite group H , the generalised Fitting subgroup of H
is denoted by F ∗(H). We have F ∗(H)= F(H)E(H), where F(H) is the Fitting
subgroup and E(H) is the subgroup generated by all quasisimple subnormal
subgroups of H .
Theorem 2. Let V = Vd(p) be a vector space of dimension d over Fp (p prime),
and let H  GL(V ). Suppose the representation of H on V is irreducible and
primitive. Let C be the constant in the statement of Theorem 1.
(i) If b∗(H) > C, then
H H0 ⊗
s⊗
1
(
Altmi ,pai
)⊗
t⊗
1
Cldi
(
pei ,pfi
)
,
where s + t  1 and
(1) H0 GLd0(p) with b∗(H0) C,
(2) each (Altmi ,pai ) is embedded in GL(mi−δ(p,mi))ai (p) as above, and
m1 < · · ·<ms ,
(3) each Cldi (pei ,pfi ) is embedded in GLdifi (p) as above, and d1 < · · ·
< dt ; in particular, d = d0∏s1(mi − δ(p,mi))ai∏t1 difi ,
(4) F ∗(H) contains⊗s1 Altmi ⊗⊗t1 Cldi (pei ).
(ii) Let H be as in (i), with b∗(H) > C. If ms  dt then d < (dtft )2, and
b∗(H) b∗
(
GLd/dtft (p)⊗Cldt
(
pet ,pft
))
 9etd
2
t
d
+ 21,
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and if ms > dt then, writing m′s =ms − δ(p,ms), we have d < (m′sas)2 and
b∗(H) b∗
(
GLd/m′sas (p)⊗
(
Altms ,pas
))

3ms logp ms
d
+ 18.
The deduction of Theorem 1 from Theorem 2 is given at the end of the paper.
In the case where E(H) is quasisimple, we actually prove a stronger result
than Theorem 2 in Proposition 2.2 below (the latter result does not require the
hypothesis of primitivity of H on V ).
The constant C in Theorems 1 and 2 is defined as follows. By Lemma 3.6
below, if H is as in the hypothesis of Theorem 1, and the Fitting subgroup F(H)
is irreducible on V , then b(H) is bounded; define
C1 = max
{
b∗(H): H GL(V ) primitive, F(H) irreducible
}
.
Next, given d,p, with p prime, write Cd,p for the collection of subgroups H
of GLd(p) for which E(H) is quasisimple and irreducible as a subgroup of
GLd/f (p
f ) for some f dividing d . By Proposition 2.2 below, if H is such a
subgroup then b(H) is bounded unless H = Cld/f (pe,pf ) or (Altm,pf ), where
e | f or d/f =m− δ(p,m), respectively. Write C ′d,p for the set of subgroups inCd,p which are not of the latter types. Now define
C2 = max
{
b∗(H): H GLd(p) for some d,p, and H ∈ C ′d,p
}
.
The constant C is defined by
C = max {C1,C2,33}.
Almost all of the rest of the paper consists of the proof of Theorem 2, and
is divided into three further sections. In Section 2 we handle the case where the
linear group G is quasisimple, which, not surprisingly, is a major part of the proof
of Theorem 2. It turns out that much more than just the bound on b(H) in the
conclusion of Theorem 2 is true in this case; indeed, in Proposition 2.1 we show
that if H is a quasisimple group of Lie type, and V is an H -module of sufficiently
large dimension (for example, of dimension at least m2 if H is a classical group
Clm(q) of large dimension m), then H actually has a regular orbit on V (or
equivalently, b(H)= 1). The bound of Theorem 2 for H quasisimple in general,
is deduced from this in Proposition 2.2. Section 3 contains a number of lemmas
mainly concerning base sizes of tensor product actions. Finally in Section 4, we
complete the proof of Theorem 2 and deduce Theorem 1.
2. Bases for quasisimple linear groups
In [6, Theorem 6], it is shown that if H is a quasisimple group and V is a
non-trivial irreducible H -module over a field of characteristic p, then one of the
following holds:
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(1) H has a regular orbit on the vectors of V ;
(2) H =Ac and V is the natural module for H ;
(3) H is a group of Lie type in characteristic p;
(4) (H,V ) is one of finitely many exceptions.
In case (2) there are characteristics p in which H has no regular orbits. Thus for
the purposes of studying regular orbits, attention focuses on case (3). The next
result shows that for representations of sufficiently large dimension of groups in
case (3), there are regular orbits.
By the untwisted Lie rank of a finite group of Lie type, we mean the Lie rank
of the corresponding simple algebraic group.
Proposition 2.1. Let H be a quasisimple group of Lie type in characteristic p,
and let V be an absolutely irreducible H -module over a field of characteristic p.
(i) There is a function f :N→ N such that if H has untwisted Lie rank l and
dimV > f (l), then H has a regular orbit on V .
(ii) Suppose that H is a classical group with natural module of dimension m, and
that dimV >m2. Then provided m is sufficiently large, H has a regular orbit
on V .
Note that part (ii) gives an explicit form for the function f in part (i) for groups
of large rank.
Proof. (i) This part is essentially already established in the proof of [6, Theo-
rem 6]. Let H =Hl(q0), a group of rank l over Fq0 , and let F be the field over
which the H -module V is defined. Assume that H has no regular orbit on V .
As in [6, Step 1, p. 454], F is finite, say F = Fq , and we have |V |< |H |8(2l+1).
Inspection of the order formulae for groups of Lie type gives |H |< q4l20 . Setting
s = logq0/ logq , these inequalities imply that
dimV < 32l2(2l + 1)s.
If s  4 then we have the conclusion of (i). Now suppose s > 4. Then [7, 5.4.6
and 5.4.13] imply that dimV  ls , and hence
ql
s  |V |< q32l2(2l+1)s.
As s > 4, the inequality ls < 32l2(2l + 1)s shows that l and s are bounded. This
completes the proof of (i).
(ii) Write H = Clm(q0), a classical group over Fq0 with natural module of
dimension m, and let F be the field over which V is defined. The conclusion is
trivial if F is infinite, so assume that F is finite, say F = Fq .
If H has no regular orbit then V =⋃h∈H( CV (h). So in order to show that H
has a regular orbit, it is sufficient to prove that
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|V |>
∑
h∈H(
∣∣CV (h)∣∣. (∗)
For h ∈H −Z(H), let α(h) be the smallest number of conjugates of h which
generate H . Writing [V,h] = 〈v − vh: v ∈ V 〉, we have
α(h) dimV
dim[V,h] .
Since also dim[V,h] = dimV − dimCV (h), it follows that
dimCV (h)
(
1− 1
α(h)
)
dimV. (1)
The key result we shall use is taken from [10, 1.10], which states that there is an
absolute constant d such that for h ∈H −Z(H),
α(h) < d
log |H |
log |hH | . (2)
For a constant c, define
Ec =
{
h ∈H : ∣∣hH ∣∣< qcm0 }.
Since by [8, Theorem 1], the number of conjugacy classes in H is less than q3m0 ,
we have |Ec| < q(3+c)m0 . From the order formulae for simple groups we have
|H | < q4m20 . Hence by (2), for h ∈ H − Ec we have α(h) < 4md/c, while for
h ∈Ec −Z(H) we have α(h) < 16m by [6, Theorem 2]. By (1), it follows that
dimCV (h) <
(
1− c
4md
)
dimV, if h ∈H −Ec,
dimCV (h) <
(
1− 1
16m
)
dimV, if h ∈Ec −Z(H).
Write n= dimV . If nm3/9, then [11, 5.1] implies that nm2 provided m
is sufficiently large, contrary to hypothesis. Hence we may assume that n >m3/9.
Let s = logq0/ logq . Then [7, 5.4.6] implies that nms .
We now bound the sum in (∗). Write this sum as Σ1 +Σ2, where
Σ1 =
∑
h∈Ec−Z(H)
∣∣CV (h)∣∣, Σ2 = ∑
h∈H−Ec
∣∣CV (h)∣∣.
From the above we have
Σ1 < |Ec|qn(1−(1/16m)) < |V |q(3+c)ms ·min
(
q−m2/144, q−ms−1/16
)
.
Also, if s  3 then
Σ2 < |H |qn(1−(c/4dm)) < q4m20 |V |q−nc/4dm  |V |q12m
2−m2(c/36d),
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while if s > 3 then
Σ2 < q
4m2
0 |V |q−nc/4dm < |V |q4sm
2−ms−1(c/4d).
In all cases, we see that provided we choose c to be greater than 432d (= 12 ·36d),
we have Σ1 +Σ2 < |V |. This establishes (∗) and completes the proof. ✷
The next proposition establishes Theorem 2(i) in the case where E(H) is qua-
sisimple and irreducible (where E(H) is the group generated by all quasisimple
subnormal subgroups of H ); indeed, the proposition is stronger than Theorem 2
for this case, since the hypothesis does not require H to be primitive on V .
Proposition 2.2. Let V = Vd(q) (q = pe) and H  GL(V ), and suppose that
E(H) is quasisimple and absolutely irreducible on V . Then one of the following
holds:
(i) b(H) is bounded;
(ii) E(H) = Altm and V is the natural Altm-module over Fq , of dimension
d =m− δ(p,m);
(iii) E(H)= Cld (q0), a classical group with natural module of dimension d over
a subfield Fq0 of Fq .
Proof. Suppose that b(H) is unbounded. Then certainly d = dimV is un-
bounded.
We first show that b(E(H)) is also unbounded. Suppose to the contrary that
E(H) has a base B on V of bounded size, and let H0 be the pointwise stabiliser
of B in H . Then H0 ∼= H0E(H)/E(H). Since also H0 ∩ Z(H) = 1, it follows
that H0 is isomorphic to a subgroup of Out(E(H)). From the structure of outer
automorphism groups of simple groups (see, for example, [16, Theorems 30, 36]),
it follows that H0 has a series 1 =N0 N1  · · · Nk =H0 with k  5, such that
each factor group Ni+1/Ni cyclic. By [15, 3.1], a cyclic subgroup of GL(V )
necessarily has a base of size 1 on V . Hence we easily see that H0 has a base of
size at most k  5, whence b(H) is bounded, a contradiction.
Therefore b(E(H)) is unbounded. In particular, E(H) has no regular orbits
on V . It follows from [6, Theorem 6] that either (ii) holds, or E(H) is of Lie
type in characteristic p. Assume the latter. Then by Proposition 2.1, we have
E(H)= Clm(q0) with m large, and dimV m2.
Now [11, 5.1] determines all irreducible FpE(H)-modules of dimension less
than m3/8. From this we see that V = V ⊗Fp is one the following modules V (λ),
where V (λ) denotes the irreducible FpE(H)-module of high weight λ, where λ
is given up to automorphisms of E(H) (we use standard notation for weights, as
in [7, §5.4], for example; and L.m(q0) denotes PSLm(q0) if . = 1 and PSUm(q0)
if . =−1):
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E(H)/Z(E(H)) λ
any λ1
any λ2
any (p = 2) 2λ1
any λ1 + piλ1 (i > 0)
L.m(q0) λ1 + λm−1
L.m(q0) λ1 + piλm−1
(Note that it is sufficient to consider the possibilities for λ up to automorphisms
of E(H), since the image group in GL(V ) is unaffected by application of such
an automorphism.)
Application of [7, 5.4.6] shows that in all but two cases, Fq0 is a subfield
of Fq . The exceptional cases occur for λ= λ1 + qλ1, and for λ= λ1 +λm−1 with
E(H)/Z(E(H))= Um(q0); in both cases Fq0 is a subfield of Fq2 . We postpone
these exceptional cases until the end of the proof; so until then, suppose that Fq0
is a subfield of Fq . Let W0 = Vm(q0) be the natural module for E(H), and set
W =W0 ⊗ Fq = Vm(q).
If λ = λ1 then V = W , the natural module, and conclusion (iii) of the
proposition holds.
We shall show that for all the other possibilities for λ, E(H) has a bounded
base on V .
First suppose λ= λ2. Here dimV (λ)=
(
m
2
)− αH , where αH = 0 unless either
E(H) is symplectic or it is orthogonal with p = 2; in these cases αH = 2 if p di-
vides m/2, and αH = 1 otherwise (all this is well known—see [11], for example).
Consider first the cases where αH = 0. Here V =∧2W , and E(H) lies in the
action of SL(W) on this space. It is convenient to replace V with the dual space
∧2W∗ (which we can do by applying a suitable automorphism of E(H) to the
action on V ). This space ∧2W∗ can be identified with the space of alternating
bilinear forms on W . Hence if m = dimW is even, there is a vector v ∈ V such
that SL(W)v = Sp(W); indeed, if we write m= 2k and let w1, . . . ,w2k be a basis
for W , then v =∑k1 wi ∧wk+i fits the bill. Then the action of SL(W) on the orbit
of v is its action on the cosets of Sp(W), which by [9, 1.3] has a bounded base.
If m= 2k+ 1 is odd, take a basis w1, . . . ,w2k, d and define v as above, and also
v1 =w1∧d, v2 =w2∧d . It is easy to check that SL(W)v,v1,v2 fixes 〈w1, . . . ,w2k〉
and 〈d〉, inducing Sp2k(q) on the former, and now the above argument shows that
there is a bounded base.
Now suppose E(H) is a symplectic group. Here E(H) lies in the action of
Sp(W) on V , which is a section of ∧2W as we shall now exhibit. Write m= 2k,
let ( , ) be a non-degenerate alternating bilinear form on W fixed by Sp(W), and let
ei, fi (1 i  k) be a standard basis for W . One checks that there is an Sp(W)-
invariant symmetric bilinear form ( , )1 on ∧2W defined by
(v ∧w,v′ ∧w′)1 = (v, v′)(w,w′)− (v,w′)(w,v′)
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for v,w,v′,w′ ∈W . Moreover, Sp(W) fixes the vector f =∑k1 ei ∧ fi . Observe
that (f,f )1 = k; so f is singular if and only if p | k. If p  k then V = f⊥, while
if p | k then V = f⊥/〈f 〉.
Let r = [ 12k], and choose β ∈ Fq such that
v =
r∑
1
ei ∧ fi + βer+1 ∧ fr+1 ∈ f⊥.
A simple calculation (see the proof of Lemma 3.3(i) below) shows that Sp(W)v
fixes the subspace X, where
X=
{ 〈ei , fi : 1 i  r + 1〉 if β = 0,
〈ei , fi : 1 i  r〉 if β = 0.
Hence Sp(W)v lies in a subgroupM = Sp2(r+1)(q)×Sp2(k−r−1)(q) or (Sp2r (q)×
Sp2(k−r)(q)).δ, where δ = 2 if k is even and δ = 1 if k is odd. The argument in
the first part of the proof of [9, 4.5] shows that if x is an element of prime order in
Sp(W), then |xSp(W)∩M|< |xSp(W)|3/4+. , where . is an arbitrarily small positive
constant. Using this, the proof of [9, Theorem 1.3, p. 501] shows that Sp(W) has a
base of bounded size in its action on the cosets of M . Hence E(H) has a bounded
base on V , as required.
Finally for this case (λ = λ2), if E(H) is an orthogonal group Ω(W) in
characteristic 2, then Ω(W) lies in Sp(W) in its action on V (λ2), so the previous
paragraph shows that there is a bounded base.
Now suppose that λ = 2λ1 with p = 2. If E(H) is not an orthogonal group
then V = S2W . As before we replace V by the dual space S2W∗, which can be
identified with the space of symmetric bilinear forms on W , from which we see
that there is a vector v ∈ V such that SL(W)v = O(W), an orthogonal group.
Hence we deduce from [9, 1.3] again that E(H) has a bounded base on V . And
if E(H) is orthogonal, then dimV (2λ1) is 12m(m+ 1)− βH , where βH = 2 if
p | m and βH = 1 otherwise, and an argument very similar to that given for the
symplectic groups in the previous case yields a bounded base.
Next consider the case where E(H)/Z(E(H))= Lm(q0) and λ= λ1 + λm−1.
Here V is the space of m×m matrices over Fq of trace zero (modulo the scalar
matrices if p | m), and the action of SL(W) ∼= SLm(q) is by conjugation (and
contains E(H)). Let r = [ 12m] and define an m×m matrix
v = diag(Ir ,−r,0, . . . ,0).
Then GL(W)v is contained in a subgroup (GLr(q)×GLm−r (q)).δ (δ = 1 or 2)
if −r = 1 in Fq , and in GLr+1(q)×GLm−r−1(q) if −r = 1. Now we see just as
in the symplectic case for λ= λ2 that SL(W) has a bounded base.
The case where λ = λ1 + piλ1 or λ1 + piλm−1 is similar: here we can
identify V with the space of all m × m matrices over Fq , the action of g ∈
SL(W) ∼= SLm(q) being to send A→ gTAg(pi) or g−1Ag(pi) for A ∈ V . Taking
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A= diag(Ir ,0, . . . ,0) where r =
[ 1
2m
]
, we see as above that there is a bounded
base.
It remains to deal with the two cases postponed at the beginning of the proof:
λ = λ1 + qλ1 or λ = λ1 + λm−1, with E(H)/Z(E(H)) = Um(q0) in the latter
case. In the first case E(H) lies in SLm(q2) acting on W ⊗W(q) realised over Fq ,
where W = Vm(q2). Let x1, . . . , xm be a basis for W . Fix α ∈ Fq2 with α /∈ Fq .
Then an Fq -basis of V is vi,wij ,w′ij (1 i , j m, i < j), where
vi = xi ⊗ xi, wij = xi ⊗ xj + xj ⊗ xi,
w′ij = αxi ⊗ xj + αqxj ⊗ xi.
Define v =∑m1 vi . Calculating as in the proof of Lemma 3.3(iii) below, we see
that
SLm
(
q2
)
v
= {A⊗A−T: A ∈ SLm(q2)},
whence it is easy to see that SLm(q2)v = SUm(q). Now [9, 1.3] shows that there
is a bounded base.
Finally, in the λ = λ1 + λm−1 case, E(H) lies in SUm(q) = {g ∈ SLm(q2):
g(q)gT = I } acting by conjugation on the Fq -space
V = {A ∈Mm(q2): tr(A)= 0, At =A(q)}/scalars.
Taking A= diag(Ir ,−r,0, . . . ,0) where r =
[ 1
2m
]
, we have
SUm(q)A GUr(q)×GUm−r (q) or GUr+1(q)×GUm−r−1(q),
and we see in the usual way using [9] that there is a bounded base. This completes
the proof of the proposition. ✷
3. Tensor product lemmas
In this section we prove a number of lemmas about bases of linear groups,
mainly concerning linear groups in tensor product actions. Throughout, V will
denote a finite-dimensional vector space over a finite field.
Lemma 3.1. If H GL(V )=GLd(q) then b(H) b∗(H) b(H)+ 1.
Proof. Since a strong base for H is also a base, we trivially have b(H) b∗(H).
Suppose now that B = {v1, . . . , vb} is a base for H , and let H0 be the subgroup
of H which fixes each of the 1-spaces 〈vi〉 (1  i  b). If h ∈ H0 then for
1  i  b there exists λi ∈ F∗q such that h(vi) = λivi . Since B is a base, the
map h→ (λ1, . . . , λb) from H0 to (F∗q)b is a monomorphism. Hence H0 consists
of semisimple elements. By [15, 3.1] therefore, H0 has a regular orbit on the set
of 1-spaces in V , and hence b∗(H) b+ 1. This completes the proof. ✷
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Lemma 3.2. If H  Γ Ld(q), then b(H) b(H ∩GLd(q))+ 1.
Proof. Let V = Vd(q), and let v1, . . . , vb ∈ V be a base for K :=H ∩GLd(q).
Then Hv1,...,vb embeds in H/K , hence is cyclic; let h be a generator. By [5, 7.2],
h is GLd(q)-conjugate to a field automorphism, fixing a basis, say x1, . . . , xd ,
of V . If λ is a generator of F∗q , then 〈h〉λx1 = 1, hence v1, . . . , vb, λx1 is a base
for H . ✷
Next we prove a key lemma about base sizes of tensor product groups.
Lemma 3.3. Let V1,V2 be vector spaces over Fq with dimVi = ni and n1  n2,
and let Hi  GL(Vi) for i = 1,2. Denote by H1 ⊗ H2 the image of H1 × H2
acting in the natural way on the tensor product V1 ⊗V2. Then the following hold.
(i) Let x1, . . . , xa ∈ V1 and y1, . . . , ya ∈ V2 be linearly independent vectors,
and define W1 = 〈x1, . . . , xa〉 and W2 = 〈y1, . . . , ya〉. If v =∑a1 xi ⊗ yi ∈
V1 ⊗ V2, then(
GL(V1)⊗GL(V2)
)
v
GL(V1)W1 ⊗GL(V2)W2 .
(ii) We have
b∗(H1 ⊗H2)max
(
b∗(H1), b∗(H2)
)
.
(iii) If n1  b∗(H2), then
b(H1 ⊗H2) 3
(
1+ b
∗(H2)
n1
)
.
In particular, b(GL(V1)⊗GL(V2)) 3(1+ (n2 + 1)/n1).
(iv) If n1  b∗(H2), then b(H1 ⊗H2) 3.
Proof. (i) Extend the xi and yi to bases x1, . . . , xn1 of V1 and y1, . . . , yn2 of V2.
Let g⊗ h ∈ (GL(V1)⊗GL(V2))v , and for 1 i  a let
xig =
n1∑
j=1
αij xj , yih=
n2∑
j=1
βij yj .
Then
v = v(g⊗ h)=
a∑
i=1
n1∑
j=1
n2∑
k=1
αij βik(xj ⊗ yk).
Therefore for 1 j  a we have
a∑
i=1
αij βij = 1,
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while for either j = k, or for j = k > a, we have
a∑
i=1
αij βik = 0.
Define a× a matrices A= (αij ), B = (βij ). Then ATB = I . For k > a, let Bk be
the a×a matrix obtained fromB by replacing the last column by (β1k, . . . , βak)T.
Then ATBk = diag(1, . . . ,1,0). As A is invertible, it follows that
Bk =
(
AT
)−1 diag(1, . . . ,1,0),
which is a matrix having last column (0, . . . ,0)T. Hence βik = 0 for 1  i  a.
Similarly αik = 0 for 1 i  a. In other words, g fixes W1 and h fixes W2, giving
the conclusion.
(ii) This is proved in [9, p. 504].
(iii) Suppose n1  b∗(H2), and let y1, . . . , yb be a linearly independent strong
base for H2 in V2, where b= b∗(H2). Let x1, . . . , xn1 be a basis of V1.
Write b= rn1 + s with r, s integers and 0 s < n1. For 1 i  r define
vi =
n1∑
k=1
xk ⊗ y(i−1)n1+k and vr+1 =
s∑
k=1
xk ⊗ yrn1+k.
Consider the stabiliser K = (H1 ⊗ H2)v1 . By (i), this lies in H1 ⊗ (H2)W ,
where W = 〈y1, . . . , yn1〉. Calculating with matrices relative to the basis xi ⊗ yj
of V1 ⊗W (1 i , j  n1), we see that
KV1⊗W = {A⊗A−T: A ∈GLn1(q)}.
It is well known that PSLn1(q) is 2-generated and the Frattini subgroup of SLn1(q)
coincides with its center. Hence SLn1(q) is also 2-generated and we may choose
two matrices C,D ∈GLn1(q) which generate SLn1(q). Now define x = C ⊗ 1,
y =D⊗ 1 ∈GL(V1 ⊗W). Then K ∩Kx ∩Ky acts trivially on V1 ⊗W ; in other
words, there are three vectors v1, v1x, v1y ∈ V1 ⊗W such that the stabiliser in
H1 ⊗H2 of these vectors acts trivially on V1 ⊗W .
Repeating this argument with the vectors v2, . . . , vr+1, we see that there are
3(r + 1) vectors in V1 ⊗ V2 such that the stabiliser of these vectors in H1 ⊗H2
fixes each of vectors xi ⊗ yj (1 i  n1, 1 j  b). It follows that this stabiliser
acts as a scalar on V2, and hence acts trivially on the whole of V1 ⊗V2. Therefore
H1 ⊗H2 has a base of size at most 3(r + 1), completing the proof of (iii).
(iv) Suppose n1  b∗(H2). Let b = b∗(H2), and let y1, . . . , yb be a strong
base for H2. Since b  n1  n2, we can extend this to a linearly independent
set y1, . . . , yn1 in V2. Now define
v =
n1∑
i=1
xi ⊗ yi.
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Arguing as in the proof of (iii), we see that the stabiliser in H1 ⊗H2 of v and two
further vectors fixes each xi⊗yi (1 i  n1), and hence acts trivially on V1⊗V2.
Therefore b(H1 ⊗ V2) 3. ✷
Corollary 3.4. Let V = Vd(q) and let Fq0 be a subfield of Fq with q = qf0 . If H
is a subgroup GLd(q0) of GL(V ), then b(H) 3(1+ d/f ).
Proof. Regarding V as Vdf (q0), we have
H =GLd(q0)⊗ 1GLd(q0)⊗GLf (q0)GLdf (q0).
Hence the conclusion follows from parts (iii), (iv) of the previous lemma. ✷
Lemma 3.5. Let V = V1 ⊗ · · · ⊗ Vt , where each dimVi =m 2 and t  2, and
let G = (⊗t1GL(Vi)).St , a subgroup of GL(V ) (in the Aschbacher class C7,
see [7]). Then b(G) 4.
Proof. Identify each Vi with V1, and let x1, . . . , xm be a basis of V1. Define
v =∑m1 xi ⊗ · · · ⊗ xi ∈ V , and write B for the “base-group” ⊗t1GL(Vi). As
in the proof of Lemma 3.3(iii), we find that if t = 2 then
Gv ∩B =
{
A⊗A−T: A ∈GLm(q)
}
,
while if t  3 then
Gv ∩B 
{
A⊗A⊗ · · · ⊗A: A ∈GLm(q), AAT = I
}
.
Let SLm(q)= 〈C1,C2〉 and write ci = Ci ⊗ 1⊗ · · · ⊗ 1 for i = 1,2. If v1 = vc1,
v2 = vc2, then it is easy to see that Gv,v1,v2 = St−1, permuting the last t − 1
vectors in each tensor in the natural way. Now let
y = x1 ⊗ · · · ⊗ x1 ⊗ x2 + x1 ⊗ · · · ⊗ x1 ⊗ x2 ⊗ x2 + · · ·
+ x1 ⊗ x2 ⊗ · · · ⊗ x2.
Then Gv,v1,v2,y = 1, which completes the proof. ✷
Lemma 3.6. Suppose H is a primitive subgroup of GLd(q) such that the Fitting
subgroup F(H) is irreducible on V . Then b(H) is bounded.
Proof. Write F = F(H), and let V = Vd(q) be the underlying vector space.
Regarding V as a vector space over the field extension EndF (V ), we may take
it that F is absolutely irreducible on V and H  NΓL(V )(F ). The result is
trivial if F is abelian, so assume F is non-abelian. Write F = F1 × · · · × Fr ,
a direct product of Sylow subgroups. Then V = V1 ⊗ · · · ⊗ Vr with each Vi
an absolutely irreducible Fi -module, and NGL(V )(F )=⊗r1 NGL(Vi)(Fi) (see [7,
4.4.3]). Therefore by Lemma 3.3(ii), we may assume that r = 1, in other words
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F is an s-group for some prime s. Since H is primitive, it follows from Clifford’s
theorem that every characteristic abelian subgroup of F acts homogeneously
on V , hence consists of scalars and is cyclic. Thus F is an s-group of symplectic
type (see [1, p. 109]), the structure of which is given by a theorem of Philip Hall
[1, 23.9]. It follows from this that we may take F to be a central product of
an extraspecial group s1+2m (of exponent s or 4) and a group of scalars, with
dimV = sm.
If ρ :F → GL(V ) is the original representation, and α ∈ CAut(F )(Z(F )),
then by the representation theory of symplectic type groups, αρ is equivalent
to ρ, and hence there is an element g ∈ NGL(V )(F ) inducing α on F . Writing
Z =Z(GL(V )), it follows that NGL(V )(F )/FZ ∼= CAut(F )(Z(F )), which is well
known to be isomorphic to either Sp2m(s) or O±2m(2) (with s = 2 in the latter
case).
Write N =NGL(V )(F ). We shall show that b(N) is bounded. For this purpose
we may assume that dimV = sm is large. First, by [14], b(F ) is bounded, so we
can find vectors v1, . . . , vb (b= b(F )) such that if J =Nv1,...,vb then J ∩F = 1.
If J has a regular orbit on V then b(N) b+ 1; so assume from now on that
J has no regular orbit on V . This means that
V =
⋃
h∈J (
CV (h). (∗)
Let h ∈ J (. By [6, Theorem 2], there are 8(2m + 1) N -conjugates of h, such
that if K is the group they generate then KF/F contains Sp2m(r) or Ω±2m(2).
Using [7, 5.3.9, 5.3.10], we deduce that dim[V,K]  (sm − 1)/2, and hence
dim[V,h]  (sm − 1)/(16(2m+ 1)). Since dimCV (h) = dimV − dim[V,h], it
follows from (∗) that
|V | |H |.qsm−((sm−1)/(16(2m+1))),
and hence |H |> qsm/(17(2m+1)). However,
|H | (q − 1)s1+2m∣∣Sp2m(s)∣∣< (q − 1)s2m2+3m+1,
so this is possible only for finitely many values of s and m. This completes the
proof. ✷
To conclude the section here is a lemma on the base sizes of classical and
alternating groups on natural modules.
Lemma 3.7. Let Cld(pe,pf )  GLdf (p) and (Altm,pa) < GL(m−δ(p,m))a(p)
be as defined in Section 1. Then
(i) b(Cld (pe,pf )) 3de/f + 5, and
(ii) b(Altm,pa) (logp m)/a + 5.
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Proof. (i) Observe that Cld(pe,pf )  (F∗pf GLd(pe)).f . Using Lemmas 3.1
and 3.2, it follows that
b
(
Cld
(
pe,pf
))
 b
(
F∗
pf
GLd
(
pe
))+ 1 b(GLd(pe))+ 2.
By Corollary 3.4, b(GLd(pe)) 3de/f + 3. The conclusion follows.
(ii) Recall that (Altm,pa) (F∗pa Symm).a. As in part (i) we have
b
(
Altm,pa
)
 b
(
F∗pa Symm
)+ 1 b(Symm)+ 2,
where Symm acts on its natural module M over Fpa . Recall that this module
is a section of codimension 1 or 2 of the permutation module of Symm in its
natural action over Fpa . Regarding the elements of M as vectors of length m with
coordinates in Fpa , we construct a base for Symm as follows. Divide {1, . . . ,m}
into pa subsets of roughly equal size, indexed by the elements of Fpa , and let
v1 ∈ Fmpa be a vector such that, for α ∈ Fpa , α lies in the coordinates corresponding
to the subset indexed by α. It is easy to see that we may construct v1 ∈M in this
way such that the size of any two subsets in the partition differs by at most 3.
To construct v2 ∈ M we divide each subset in the first partition to pa subsets
of roughly equal size, indexed by the field elements, and as before we put each
field element in the coordinates lying in the subset indexed by it. We go on and
construct v1, v2, . . . , vi until we reach a stage i where all the subsets created have
size 0 or 1. It is easy to see that we end up with a base for Symm: indeed, the
stabiliser of v1 is a product of symmetric groups of degrees corresponding to
the sizes of the subsets in the first partition (with multiplicities), the stabiliser of
v1, v2 is a product of symmetric groups of degrees corresponding to the sizes of
the subsets in the second partitions, and so on, hence the stabiliser of v1, v2, . . . , vi
is trivial. Finally, one easily sees that, by constructing subsets of sizes as equal as
possible, we obtain
i  logm
log (pa)
+ 3 = logp m
a
+ 3.
The result follows. ✷
4. Proof of Theorem 2
Suppose that V = Vd(p) and that H  GL(V ) is irreducible and primitive
on V , with b∗(H) > C. By [14], H is non-solvable. We aim to show that H is as
in part (i) of the conclusion of Theorem 2. The proof proceeds by induction on
d = dimV .
Assume now that there is a tensor decomposition V = V1 ⊗V2 of V (over Fp)
such that H GL(V1)⊗GL(V2) and dimVi > 1 for i = 1,2. Write Hi =HVi ,
so that H  H1 ⊗ H2. By induction, for each i , either b∗(Hi)  C or Hi is as
in (i) of Theorem 2. If b∗(Hi)  C for some i , say for i = 1, it follows that
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conclusion (i) holds, using the fact that if b∗(H0) C then by Lemma 3.3(ii) we
have b∗(H1⊗H0) C. Thus we may assume that b∗(Hi) > C for i = 1,2. Hence
by induction, we have
H1  H0 ⊗
s⊗
1
(
Altmi ,pai
)⊗
t⊗
1
Cldi
(
pei ,pfi
)
,
H2  H ′0 ⊗
s ′⊗
1
(
Altm′i , p
a′i
)⊗
t ′⊗
1
Cld ′i
(
pe
′
i , pf
′
i
)
,
where s + t  1, s′ + t ′  1 and b∗(H0)  C,b∗(H ′0)  C. If di = d ′j for some
i, j , say di = d ′j = c, then
Clc
(
pei ,pfi
)⊗Clc(pe′j , pf ′j )  Γ Lc(pfif ′j )⊗ Γ Lc(pfif ′j )
< GLc2fif ′j (p),
and hence by Lemma 3.5, b∗(Clc(pei ,pfi ) ⊗ Clc(pe′j , pf ′j )) < C. Hence by
Lemma 3.3(ii) we have
b∗
(
H0 ⊗H ′0 ⊗Clc
(
pei ,pfi
)⊗Clc(pe′j , pf ′j ))C.
It follows that we may assume that all the integers di, d ′j are distinct, and by
the same argument that all the mi,m′j are distinct. Thus the conclusion of (i) of
Theorem 2 holds.
We may therefore assume from now on that H preserves no non-trivial tensor
decomposition V = V1 ⊗ V2 (over Fp).
Let K be a non-trivial normal subgroup of H . As H is primitive, Clifford’s
theorem implies that V ↓ K is homogeneous. If V ↓ K is reducible then there
is a tensor product decomposition V = W ⊗ X such that K  GL(W) ⊗ 1X,
K induces an irreducible group on W , and dimX = x > 1. Writing Fpe =
EndK(W), we see that CGL(V )(K) ∼= GLx(pe) acting homogeneously on V ∼=
Vd/e(p
e) (see, for example, the proof of [7, 4.4.3]). As H normalises CGL(V )(K)
and preserves no non-trivial tensor product decomposition of V , it follows that
x = d/e; and so K  F∗pe is cyclic.
Thus we have shown that every normal subgroup of H is either cyclic or
irreducible on V . In particular, since the Fitting subgroup F(H) is not irreducible
by Lemma 3.6 (recall that b∗(H) > C  C1), F(H) is cyclic. Since H is non-
solvable, it follows that E(H) = 1. Hence E(H) is irreducible on V . Let Fpf
be the field EndE(H)(V ), and regard V as the space Vd/f (pf ); then E(H) is
absolutely irreducible on V . Write
E(H)= S1 · · ·Sk,
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a commuting product of quasisimple groups Si . The space V has a corresponding
tensor product decomposition V = V1 ⊗ · · · ⊗ Vk , where each Vi is an absolutely
irreducible Fpf Si -module.
Since H preserves no non-trivial tensor product decomposition of V , it must
permute the subgroups Si transitively by conjugation; hence dimVi is constant,
say equal to m, and H lies in (
⊗k
1GL(Vi)).Sk . If k > 1 we then have b(H) 4
by Lemma 3.5, a contradiction. Thus k = 1. Since b∗(H) > C  C2, it follows
from Proposition 2.2 that E(H)= Cld/f (pe) or Altm (with d/f =m− δ(p, d/f )
in the latter case), where Fpe is a subfield of Fpf . Hence H = Cld/f (pe,pf ) or
(Altm,pf ), and conclusion (i) of Theorem 2 holds.
This completes the proof of Theorem 2(i).
Now we prove part (ii) of Theorem 2. Let H  GLd(p) be primitive and
irreducible with b∗(H) > C, so that by part (i) we have
H H0 ⊗
s⊗
1
(
Altmi ,pai
)⊗
t⊗
1
Cldi
(
pei ,pfi
)
,
with s + t  1, H0  GLd0(p) and b∗(H0)  C; also we take m1 < · · · < ms ,
d1 < · · ·< dt .
The proof proceeds by induction on s+ t . For the base case s+ t = 1, we have
H  H0 ⊗M , where M = Cld1(pe1 ,pf1) or (Altm1 ,pa1). Write m = d1f1 or
(m1 − δ(p,m1))a1, respectively; so that m is the Fp-dimension in which M acts,
and d = d0m. By Lemma 3.7, we have b(M) 3d1e1/f1+5 or 5+(logp m1)/a1,
respectively.
Observe first that d0  m; since otherwise, as m  b∗(H0), Lemma 3.3(iv)
implies that b(H0 ⊗M)  3, a contradiction. Moreover, also by Lemma 3.3(iv)
we have d0 < b∗(M). Hence Lemma 3.3(iii) gives
b(H) b
(
GLd0(p)⊗M
)
 3
(
1+ b
∗(M)
d0
)
.
When M = Cld1(pe1,pf1), this gives
b(H) 3
(
1+ 3d1e1
d0f1
+ 6
d0
)
 9
e1d21
d
+ 21,
as required for Theorem 2(ii). And when M = (Altm1 ,pa1), we obtain
b(H) 3
(
1+ 5a1 + logp m1
a1d0
)
 18+ 3m1 logp m1
d
,
again as required. This completes the case where s + t = 1.
Now assume s + t  2. Let m be the maximum of the dimensions dt and
(ms − δ(p,ms)), and write M for the corresponding group Cldt (pet , pft ) or
(Altms ,pas ). Set r = ft or as , so thatmr is the Fp-dimension in whichM acts. Let
N be the tensor product of H0 and the other factors (Altmi ,pai ),Cldi (pei ,pfi );
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so H  N ⊗M . If b∗(N)  C then the conclusion follows from the previous
paragraph, so assume that b∗(N) > C.
Let m′ be the largest among the dimensions di,mi − δ(p,mi) omitting m, and
write N1 for the corresponding group Cldi (pei ,pfi ) or (Altmi ,pai ). By induction
we have b(N) 9eid2i mr/d + 21 or 3(mrmi logp mi)/d + 18, respectively.
Consider first the case whereN1 = Cldi (pei ,pfi ). Since diei  d/mr , we have
b(N) 9di + 21. If mr  d/mr then Lemma 3.3(iii, iv) implies that
b(H) 3
(
1+ 9di + 21
mr
)
.
Since m  di and also m > 21 (otherwise an easy argument using Lemma 3.3
gives b∗(H) < C), this yields b∗(H) < 33 C, a contradiction. Therefore mr >
d/mr , and now the conclusion follows by the argument given for the s + t = 1
case.
Finally, if N1 = (Altmi ,pai ) then the fact that d mrmi implies that b(N)
3 logp mi + 18, and the argument of the previous paragraph gives the conclusion.
This completes the proof of Theorem 2. ✷
Deduction of Theorem 1. It remains to deduce Theorem 1 from Theorem 2.
Suppose that H is a primitive irreducible subgroup of GL(V ) = GLn(pe) with
b(H) > C. Then F∗peH < GLn(pe)  GLd(p) with d = ne, and F∗peH is
primitive and irreducible on Vd(p). Replace H by F∗peH . Then H is as in (i)
of Theorem 2.
Assume first that ms  dt . Now H contains Cldt (pet ), and the order formulae
for quasisimple groups show that
∣∣Cldt (pet )∣∣> 1
α
pet (d
2
t −dt )/2 where α = 2(4,p2 − 1),
whence
log |H |
log |V | >
et
(
d2t − dt
)
2d
− logp α
d
.
By Theorem 2(ii) we have b(H) 9etd2t /d + 21, from which it follows that
b(H) < 18
log |H |
log |V | +
9etdt
d
+ 21+ 18 logp α
d
.
If etdt < d then etdt/d  1/2, and since d > C  33 it follows that conclusion (ii)
of Theorem 1 holds. And if etdt = d then Lemma 3.7 implies that b(H) 
3dt/et + 5 (in particular, the constant 9 in Theorem 2(ii) gets replaced by 3),
and Theorem 1(ii) holds again (indeed, a much stronger bound holds in this case).
Suppose finally that ms > dt . Then H contains Altms , and using the inequality
n!/2 nn/2 for n > 4 we obtain
log |H |
log |V | >
ms logp ms
2d
,
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provided ms > 4. By Theorem 2(ii) we have
b(H)
3ms logp ms
d
+ 18,
and the conclusion of Theorem 1(ii) follows easily as above.
This completes the deduction of Theorem 1.
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