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AN ALTERNATIVE TO RIEMANN-SIEGEL TYPE FORMULAS
GHAITH A. HIARY
Abstract. Simple unsmoothed formulas to compute the Riemann zeta func-
tion, and Dirichlet L-functions to a power-full modulus, are derived by elemen-
tary means (Taylor expansions and the geometric series). The formulas enable
square-root of the analytic conductor complexity, up to logarithmic loss, and
have an explicit remainder term that is easy to control. The formula for zeta
yields a convexity bound of the same strength as that from the Riemann-Siegel
formula, up to a constant factor. Practical parameter choices are discussed.
1. Introduction
The Riemann zeta function is defined for s = σ+ it by ζ(s) =
∑∞
n=1 n
−s, σ > 1.
It can be analytically continued everywhere except for a simple pole at s = 1. The
zeta function satisfies the functional equation ζ(s) = χ(s)ζ(1 − s) where χ(s) :=
πs−1/2Γ((1 − s)/2)/Γ(s/2). One is usually interested in numerically evaluating
ζ(σ + it) on the critical line σ = 1/2 (e.g. to verify the Riemann hypothesis).
However, one cannot use the Dirichlet series
∑∞
n=1 n
−s to numerically evaluate zeta
when σ < 1 because the series diverges. Rather, one can use partial summation
and integration by parts to analytically continue the series to σ > 0, obtaining
(1) ζ(s) =
∑
1≤n<M
1
ns
+
M−s
2
+
M1−s
s− 1 +RM (s), |RM (s)| ≤
q(s)
σMσ
,
where q(s) := |s| + 3 is the analytic conductor of zeta; see [11]. The analytic
conductor terminology was introduced by Iwaniec and Sarnak; see [10] for example.
This terminology will be useful when we generalize our formulas to Dirichlet L-
functions, and it ensures that log q(s) > 0. We remark, though, that the precise
definition of the analytic conductor does not affect the asymptotic content of the
results, since q(s) needs only be of a comparable size to |s|.
Formula (1) can be viewed as consisting of a main sum
∑
n<M n
−s, an extra
term M−s/2 +M1−s/(s − 1), and a remainder RM (s). The main sum accounts
for the bulk of the computational effort, the extra term can be computed easily,
and the remainder can be controlled by choosing M accordingly. For example, one
can ensure that |RM (s)| < ǫ on taking M > (q(s)/(σǫ))1/σ . So when σ = 1/2,
the main sum consists of ≫ q(s)2 terms, even if ǫ = 1 say. Using a more careful
analysis, however, one can show that RM (s) ≪ M−σ if M ≫ q(s). Alternatively,
one can use the Euler-Maclaurin summation (see §2) which allows for far more
accuracy. In either case, though, the resulting main sum is of length & q(s). So
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these formulas are rather impractical for numerical computations on single processor
when t & 1010, say, especially if high precision is sought. This is unfortunate since
they are simple to derive and analyze, and have explicit error bounds. So, instead,
one typically uses the Riemann-Siegel asymptotic formula which has a much shorter
main sum of length ⌊
√
t/(2π)⌋ (see §2). The Riemann-Siegel formula was discovered
around 1932 in Riemann’s unpublished papers by C.L. Siegel. Some of its history
is narrated in [6, Chapter 7]. In lieu of the Riemann-Siegel formula, one can use
the efficient smoothed formulas in [14].
We propose a new method for computing zeta based on slowly converging Dirich-
let series such as (1). Then we generalize our method to Dirichlet L-functions to
a power-full modulus. Interestingly, our results can be derived without knowing
about the functional equation of the associated L-function, nor using analysis of
similar strength, such as the Poisson summation. To state the results, we introduce
some notation. Let
fs(z) :=
esz
(1 + z)s
, fs(0) = 1, gK(z) :=
K−1∑
k=0
ekz =
eKz − 1
ez − 1 , z 6∈ 2πiZ,(2)
where f
(j)
s (z) and g
(j)
K (z) denote the j-th derivative in z. We choose integers u0 ≥ 1,
v0 ≥ u0, and M ≥ v0, and construct sequences Kr = ⌈vr/u0⌉ and vr+1 = vr +Kr
for 0 ≤ r < R, where R := R(v0, u0,M) is the largest integer such that vR < M .
We define KR := min{⌈vR/u0⌉,M − vR}, so that vR+1 = M . Then we divide the
main sum in (1) into an initial sum of length v0, followed by R + 1 consecutive
blocks where the r-th block starts at vr and has length Kr. The sequences Kr
and vr are so defined in order to implement a more efficient version of dyadic
subdivision of the main sum. There will be substantial flexibility in choosing them
(need only Kr − 1 ≤ vr/u0, u0 ≥
√
q(s)), but we do not exploit this here. We plan
to approximate the r-th block
∑
vr≤n<vr+Kr
n−s by v−sr Br(s,m) where
(3) Br(s,m) :=
m∑
j=0
f
(j)
s (0)
j!
,
g
(j)
Kr
(−s/vr)
vjr
,
which is a linear combination of a geometric sum and its derivatives. Also, we let
(4) BM (s, u0, v0) :=
R∑
r=0
v−σr min{gKr(−σ/vr), | csc(t/(2vr))|},
(5) ǫm(s, u) :=


3.5 e0.78(m+1)
(m+ 1)(m+1)/2
|s|(m+1)/2
um+1
, m ≤ |s|/4,
2me0.194|s|
um
, m > |s|/4.
We prove the following theorem in §3.
Theorem 1.1. Given s = σ+it with σ > 0, let u0 and v0 be any integers satisfying
v0 ≥ u0 ≥ 2max{6,
√
q(s), σ}. Then for any integers M ≥ v0 and m ≥ 0 we have
ζ(s) =
v0−1∑
n=1
1
ns
+
R∑
r=0
Br(s,m)
vsr
+
M−s
2
+
M1−s
s− 1 + TM,m(s, u0, v0) +RM (s),
where |TM,m(s, u0, v0)| ≤ ǫm(s, u0)BM (s, u0, v0). We have R < 2u0 log(M/v0) + 1.
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We could have used the main sum from the Euler-Maclaurin formula, instead
of the main sum in (1), to derive Theorem 1.1. This permits one to choose M
smaller. Indeed, replacing RM (s) by the Euler-Maclaurin correction terms, one
can restrict M ≪ q(s) while retaining high accuracy. In this case, Theorem 1.1,
applied withm = 0, leads to a simple proof of the bound ζ(1/2+it)≪ q(1/2+it)1/4;
see corollary 5.2 in §5. The truncation error TM,m in Theorem 1.1 is bounded by
ǫmBM , where, by lemma 3.2, we have BM (s, u0, v0) ≤ v−σ0 +(M1−σ−v1−σ0 )(1−σ)−1
if σ 6= 1, and BM (s, u0, v0) ≤ v−σ0 + log(M/v0) if σ = 1. This estimate is quite
generous, however. It can be improved by computing BM (s, u0, v0) directly, which
should yield a bound like u0/(σv
σ
0 ). The said computation can be done in about
R steps, and so it is subsumed by the computational effort for the main sum. In
either case, the remainder term is clearly easy to control when u0 ≥
√
q(s), due to
the rapid decay of ǫm(s, u0) with m (decays like 1/⌊(m+ 1)/2⌋!).
The main sum in Theorem 1.1 has v0+(m+1)(R+1) terms, where each term is,
basically, a geometric sum. To ensure that |TM,m(s)|+ |RM (s)| < ǫ for σ = 1/2, it
suffices to take M ≪ (q(s)/ǫ)2 and m≪ log(q(s)/ǫ). Since R ≤ 2u0 log(M/v0)+ 1,
this is of length ≪ v0 + u0 log2(q(s)/ǫ) terms. Choosing u0 = v0 = 2⌈
√
q(s)⌉,
which is a typical choice, the main sum thus consists of ≪
√
q(s) log2(q(s)/ǫ)
terms. We show how to compute these terms (geometric sums) efficiently in §4,
using ≪ log(q(s)/ǫ) precision. So, put together, the complexity of the formula
in Theorem 1.1 depends only logarithmically on M and the error tolerance ǫ. The
formula enables square-root of the analytic conductor complexity, up to logarithmic
loss, without using the functional equation, or the approximate functional equation.
Also, the usual factor χ(s) does not appear, and the conditions on v0 and u0 imply
that v0u0 ≫ q(s). Nevertheless, the idea behind the theorem is fairly simple.
Writing n−s = e−s logn, we have
∑
v≤n<v+K n
−s = v−s
∑
0≤k<K e
−s log(1+k/v).
So if K/v ≪ 1/
√
q(s), as we will have, then s log(1 + k/v) = sk/v + O(1). In
particular, using Taylor expansions, we can approximate
∑
0≤k<K e
−s log(1+k/v) by
a linear combination of the geometric sum gK(−s/v) and several of its derivatives.
These geometric sums are easy to compute, which is the reason for the savings.
One can shorten the length of the main sum in Theorem 1.1 to be roughly
q(s)1/3. But then instead of obtaining linear exponential sums, one obtains qua-
dratic exponential sums. The length can be further shortened, leading to cubic and
higher degree exponential sums. In view of this, Theorem 1.1 belongs to the family
of methods for computing zeta that were derived in [9]. And like these methods
(see [8]), Theorem 1.1 can be generalized to Dirichlet L-functions L(s, χ), χ mod q,
when q is power-full. To this end, define the analytic conductor for L(s, χ) by
q(s, χ) := q(|s| + 3). If χ mod q is non-principal, then we have the trivial bound
|∑n χ(n)| < q. Combined with partial summation we obtain, for σ > 0, that1
(6) L(s, χ) =
∑
1≤n<M
χ(n)
ns
+RM (s, χ), |RM (s, χ)| ≤ 2q(s, χ)
σMσ
.
1 To estimate RM (s, χ), we used the following partial summation formula (see [14]): Let
f : Z+ → C and g : R→ C such that g′ exists on [1, x]. Then for y ∈ [1, x] we have
∑
y<n≤x
f(n)g(n) =

 ∑
y<n≤x
f(n)

 g(x)+

 ∑
1≤n≤y
f(n)

 (g(x)−g(y))−
∫ x
y

 ∑
1≤n≤τ
f(n)

 g′(τ) dτ.
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We will only consider the case q = pa for p prime. As in Theorem 1.1, we divide
the main sum in (6) into an initial sum of length v0, followed by R+ 1 consecutive
blocks, where the r-th block starts at vr and has length Kr. Let gK(z, χ, v) :=∑
0≤k<K χ(v + k)e
kz . Then, in analogy with zeta, we approximate the r-th block∑
vr≤n<vr+Kr
χ(n)n−s by v−sr Br(s, χ,m) where
(7) Br(s, χ,m) :=
m∑
j=0
f
(j)
s (0)
j!
g
(j)
Kr
(−s/vr, χ, vr)
vjr
,
and g
(j)
K (z, χ, v) denotes the j-th derivative in z. The analogue of BM from Theo-
rem 1.1 is going to be more complicated to define. To this end, let b := ⌈a/2⌉ and,
for 0 ≤ d < pb, let Hr,d := ⌈(Kr − d)/pb⌉ and wr,d := 2πvr + dL/pa−b where L is
as in lemma 1.3 and (vr + d)(vr + d) ≡ 1 mod pa if gcd(vr + d, p) = 1. Then let
BM (s, χ, u0, v0) :=
R∑
r=0
pb−1∑
d=0
δgcd(vr+d,p)=1min{e−σd/vrgHr,d(−pbσ/vr),
| csc(wr,d/2− pbt/(2vr))|}v−σr .
(8)
In §3, we prove the following.
Theorem 1.2. Given s = σ + it with σ > 0, a non-principal Dirichlet character
χ mod pa with p a prime, let b = ⌈a/2⌉, and let u0 and v0 be any integers satisfying
v0 ≥ u0 ≥ 2max{6,
√
q(s), σ}. Then for any integers M ≥ v0 and m ≥ 0 we have
L(s, χ) =
v0−1∑
n=1
χ(n)
ns
+
R∑
r=0
Br(s, χ,m)
vsr
+ TM,m(s, χ) +RM (s, χ),
where |TM,m(s, χ)| ≤ ǫm(s, u0)BM (s, χ, u0, v0). We have R < 2u0 log(M/v0) + 1.
We use the Postnikov character formula in §3 to show that gK(z, χ, v) can be
written as a sum of pb geometric sums.
Lemma 1.3. Given a Dirichlet character χ mod pa with p a prime, let b = ⌈a/2⌉,
and Hd := ⌈(K − d)/pb⌉. Then gK(z, χ, v) =
∑pb−1
d=0 χ(v + d)e
zdgHd(p
bz + iwd),
where wd := 2πv + dL/p
a−b if (v + d, p) = 1, with (v + d)(v + d) ≡ 1 mod pa,
otherwise wd := 0. Here, L ∈ [0, pa−b) is the integer determined by the equation
χ(1 + pb) = e2πiL/p
a−b
.
The main sum in Theorem 1.2 has ≤ v0 + (m + 1)(R + 1)pb terms, where the
extra pb is from the formula for gK(z, χ, v) in lemma 1.3. One can easily deduce
from the proof of lemma 3.2 that BM (s, χ, u0, v0) ≤ v−σ0 + (M1−σ − v1−σ0 )(1 −
σ)−1 if σ 6= 1, and BM (s, χ, u0, v0) ≤ v−σ0 + log(M/v0) if σ = 1. This bound is
generous, of course, and can be improved by computing BM (s, χ, u0, v0) directly,
as was pointed out earlier for zeta. In any case, we can ensure that |TM,m(s, χ)|+
|RM (s, χ)| < ǫ for σ = 1/2, by taking M ≪ (q(s, χ)/ǫ)2 and m ≪ log(q(s, χ)/ǫ).
So, choosing u0 = 2⌈
√
q(s)⌉ and v0 = pbu0, we see that the main sum on the
critical line can be made of length ≪ pb
√
q(s) log2(q(s, χ)/ǫ) terms. If a is an
even integer, or a large integer, then pb ≈ √q, and so the length of the main
sum is about
√
q(s, χ) log2(q(s, χ)/ǫ). We remark that one can apply the Euler-
Maclaurin formula along arithmetic progressions to the main sum in (6) (for each
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residue class of pa). This way, one can restrict M ≪ q(s, χ), replacing RM (s, χ) by
the correction terms resulting from the Euler-Maclaurin formula. These correction
terms will involve sums over the residue classes of pa. But it will not be too hard
to see that these sums can be tackled using the same methods presented here.
Remark. If σ > 0, then one has the exact expression
(9) L(s, χ) =
v0−1∑
n=1
χ(n)
ns
+
∞∑
r=0
1
vsr
∞∑
j=0
f
(j)
s (0)
j!
g
(j)
Kr
(−s/vr, χ, vr)
vjr
.
The order of the double sum can be switched if σ > 1.
2. Previous methods and motivation
In the case of the Riemann zeta function, one can use the Euler-Maclaurin sum-
mation to obtain a main sum of length about q(s). One notes that n−s changes
slowly with n when n ≫ q(s), and so n−s becomes approximable by the integral∫ n+1
n
x−s dx. This gives an efficient way to compute the tail
∑
n≫q(s) n
−s. Specifi-
cally, following [13, 14], we have, for any positive integers N and L1,
(10) ζ(s) =
N−1∑
n=1
n−s +
N−s
2
+
N1−s
s− 1 +
L1∑
ℓ=1
Tℓ,N(s) + EN,L1(s),
where Tℓ,N(s) =
B2ℓ
(2ℓ)!N
−s
∏2ℓ−2
l=0 (s + l)/N , B2 = 1/6, B4 = −1/30, . . . , are the
Bernoulli numbers, and, by the estimate in [14], we have, for any σ > −(2L1 + 1),
(11) |EN,L1(s)| ≤
ζ(2L1)
πNσ
|s+ 2L1 − 1|
σ + 2L1 − 2
2L1−2∏
l=0
|s+ l|
2πN
.
It follows from (11) that, for σ ≥ 1/2 say, one can ensure that |EN,L1(s)| < ǫ by
taking 2πN ≥ e|s+ 2L1 − 1| and 2L1 − 1 > 0.5 log |s+ 2L1 − 1| − log ǫ. Therefore,
the remainder term in the Euler-Maclaurin summation is easy to control, enabling
very accurate computations of zeta.
Rubinstein showed [14] that one could reduce the length of the main sum in the
Euler-Maclaurin formula to ≪ q(s)1/2 terms, but requiring ≈ log(q(s)/ǫ) log(q(s))
precision due to substantial cancellation that occurs, and with each term involving
an incomplete Gamma function. The Riemann-Siegel formula offers good control
over the required precision, and is often used in zeta computations. The derivation
of the Riemann-Siegel formula is quite involved. One begins by expressing ζ(s) as
a contour integral, then moves the contour of integration suitably. This leads to
a remainder term that requires careful saddle-point analysis; see [17, Chap. IV]
and [6, Chapter 7] for example. One version of the Riemann-Siegel formula on the
critical line is the following. For t > 2π, let a :=
√
t/(2π), n1 := ⌊a⌋ the integer
part of a, and z := 1− 2(a− ⌊a⌋). Then
(12) eiθ(t)ζ(1/2 + it) = 2ℜ
(
e−iθ(t)
n1∑
n=1
eit logn√
n
)
− (−1)
n1
√
a
m∑
r=0
Cr(z)
ar
+Rm(t).
The Cr(z) can be written as a linear combination of derivatives of the function
F (z) := cos((π/2)(z2+3/4))(cos(πz))−1 (up to the 3r-th derivative). For example,
C0(z) = F (z) and C1(z) = F
(3)(z)/(12π2), where F (3)(z) is the third derivative
of F (z) with respect to z. (Note that F (z) is not periodic in z.) The general
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form of Cr(z) can be found in Gabcke’s thesis [7]. Using formal manipulations
of Dirichlet series, Berry showed [2] (see also [3]) that the series of the correction
terms
∑
r≥0 Cr(z)a
−r is divergent, and, therefore, improvement from adding more
correction terms in (12) is not to continue indefinitely, instead, the series should
be stopped at the least term for a given t. The phase θ(t) is defined by θ(t) :=
arg[π−it/2Γ(1/4 + it/2)]. We can also define θ(t) by a continuous variation of s in
π−s/2Γ(s/2), starting at s = 1/2 and going up vertically, which gives the formula
θ(t) = (t/2) log(t/(2πe)) − π/8 + 1/(48t) + O(t−3) for large t. We note that the
rotation factor eiθ(t) is chosen so that eiθ(t)ζ(1/2+ it) is real. Thus, one may locate
non-trivial zeros of zeta by looking for sign changes in the r.h.s. of (12).
As for the remainder term Rm(t), we have Rm(t)≪ t−(2m+3)/4. Gabcke derived
explicit bounds for Rm(t), for m = 0, . . . , 10 in his thesis [7]. For example, for t ≥
200, we have |R1(t)| < .053t−5/4, |R4(t)| < 0.017t−11/4, and |R10(t)| < 25966t−23/4.
While Gabcke’s estimates are sufficient for most applications, they do not allow for
very high accuracy for relatively small t, such as required when computing zeta
zeros to many digits in order to test their linear independence. (Recently, very
good bounds have been derived in [1].) A source of the difficulty towards explicit
estimates of Rm(t) is that the main sum of the Riemann-Siegel formula has a sharp
cut-off (dictated by the location of the saddle-point), which complicates the analysis
of the remainder term significantly. The analysis is much simplified by using a
smoothing function. Indeed, Turing had proposed [18] a type of smoothed formula
for computing zeta in the intermediate range where t is neither so small that the
Euler-Maclaurin summation can be used nor large enough for the Riemann-Siegel
asymptotic formula.2 Rubinstein provides [14] the following smoothed formula,
which has a main sum of length q(s)1/2+oǫ(1), and which can be generalized to a
fairly large class of L-functions.
(13)
π−s/2Γ(s/2)ζ(s)δ−s = −1
s
− δ
−1
1− s+
∞∑
n=1
G(s/2, πn2δ2)+δ−1
∞∑
n=1
G((1−s)/2, πn2/δ2),
where G(z, w) is a smoothing function that can be expressed in terms of the in-
complete Gamma function Γ(z, w), G(z, w) := w−zΓ(z, w) =
∫∞
1
e−wxxz−1 dx,
ℜ(w) > 0, and δ is a complex parameter of modulus one, with a simple depen-
dence on t, such that |ℑ(log δ)| ∈ (−π, π] and ℑ(log δ) tends to sgn(t)π/4 for large
t. In explicit form, δ = exp(i sgn(t)(π/4 − θ)), where θ = π/4 if |t| ≤ 2c/π,
θ = c/|2t| if |t| > 2c/π, and c > 0 is a free parameter that we can optimize. In
particular, δ−s is chosen to cancel out the exponential decay in Γ(s/2) as t gets
large on the l.h.s of (13), ensuring that the l.h.s. is ≫ |s|(σ−1)/2|ζ(s)|e−c for large
t. Although the series in (13) are infinite, the weights G(z, w) decay exponen-
tially fast when ℜ(w) ≫ 1. Specifically, following [14], we have for ℜ(w) > 0 and
ℜ(z) ≤ 1 that |G(z, w)| < e−ℜ(w)/ℜ(w). So, for |t| > 2c/π and σ ∈ [0, 1] say, we
have ℜ(πn2δ2) = ℜ(πn2/δ2) = πn2 cos(π/2 − c/|t|) > πn2c/|2t|, where we used
the inequality cos(π/2 − x) ≥ x/2 for 0 ≤ x ≤ 1. Therefore, the series can be
truncated after M terms with truncation error < 4|t|/(πc)∑n≥M n−2e−πn2c/|2t|.
So to ensure that the truncation error is < ǫ, it certainly suffices to take M >√
|2t|/(πc) log(|4t|/(ǫc)). Once the series is truncated, it can be evaluated term
2It is worth mentioning that Theorem 1.1 is useful in such a range, in order to carry out high
precision computations.
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by term to give a numerical approximation of ζ(σ + it) for |t| > 2c/π. The num-
ber of terms in the resulting main sum (i.e. truncated series) is roughly equal to√
q(s) log(q(s)/ǫ). The terms in the main sum are more complicated than in the
Riemann-Siegel formula since each term involves the smoothing function G(z, w).
In the case of Dirichlet L-functions, Davies [4], Deuring [5], Lavrik [12], and
others had developed Riemann-Siegel type formulas for L(1/2 + it, χ), where χ
is a primitive character mod q and t ≫ 1. Such formulas, whose general form
was already considered by Siegel [16], require the numerical evaluation of a main
sum of length q⌊
√
t/(2πq)⌋ ≈ q(χ, s)1/2 terms, where each term is of the form
χ(n)n−1/2 exp(it logn). Unfortunately, however, it does not seem that we have an
analogue of Gabcke’s explicit estimate for the remainder terms in such formulas.
And it is not clear how to obtain a posteriori error estimate either. Therefore, we
are not prepared to find the accuracy of the numerics resulting from these formulas
explicitly. Still, if one is willing to live with a much longer main sum, consisting
of about q(χ, s) terms, then one can keep the simplicity of an unsmoothed main
sum while having an explicit estimate for the remainder term. The basic idea is
well-known, and was implemented carefully by Rumely [15]. Essentially, one uses
the periodicity of χ to write L(1/2+ it, χ) as a linear combination of about q(χ, 0)
Hurwitz zeta functions, then one approximates each Hurwitz zeta function using the
Euler-Maclaurin summation formula. However, since the Euler-Maclaurin formula
requires a main sum of length about q(s), the cost of this method is prohibitive in
comparison with a Riemann-Siegel approach with explicit remainder. In view of
this, one typically uses a smoothing function to accelerate the convergence. Such
formulae (see [14]) are applicable even for small t and have a main sum of length
q(χ, s)1/2+oǫ(1) terms, where each term involves the computation of a smoothing
function.
3. Proofs of Theorems 1.1 & 1.2
We first prove Theorem 1.1. The proof of Theorem 1.2 will be similar, but will
additionally require a specialization of the Postnikov character formula, lemma 3.4.
Recall that we choose integers u0 ≥ 1, v0 ≥ u0, M ≥ v0, and we construct the
sequences Kr = min{⌈vr/u0⌉,M − vr} and vr+1 = vr +Kr for 0 ≤ r ≤ R, where
R := R(v0, u0,M) is the smallest integer such that vR+1 = M .
Lemma 3.1. R = R(v0, u0,M) < 2u0 log(M/v0) + 1.
Proof. For r < R, we have vr+1 = vr + Kr ≥ vr(1 + 1/u0), and so by induction
vr+1 ≥ v0(1 + 1/u0)r. If R > 0, then taking r = R − 1 and noting that vR < M ,
we obtain R < log(M/v0)/ log(1 + 1/u0) + 1 ≤ 2u0 log(M/v0) + 1, where we used
the inequality log(1+x) ≥ x/2 for 0 ≤ x < 1. If R = 0, then clearly the last bound
still holds. 
Lemma 3.2. Let s = σ + it, σ ≥ 0. Using the same notation for Kr, vr, and R,
we have ∑
0≤r≤R
gKr(−σ/vr)v−σr ≤ v−σ0 +
{
M1−σ−v1−σ0
1−σ , σ 6= 1,
log(M/v0), σ = 1.
Proof. For k < v, we have log(1+k/v) = k/v−k2/(2v2)+· · · ≤ k/v. Thus, e−σk/v ≤
(1+k/v)−σ. Hence, gK(−σ/v)v−σ ≤ v−σ
∑
0≤k<K(1+k/v)
−σ =
∑
0≤k<K(v+k)
−σ.
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So
∑
0≤r≤R gKr(−σ/vr)v−σr ≤
∑
v0≤n<M
n−σ ≤ v−σ0 +
∫M
v0
x−σ dx. The lemma
follows on evaluating the integral. 
Lemma 3.3. Let s = σ + it, σ ≥ 0. For any integers v ≥ u ≥ 2max{6,
√
|s|, σ},
K ≥ 1, and m ≥ 0, such that (K − 1)/v ≤ 1/u, we have
(14)
∑
0≤k<K
e−s log(1+k/v) =
m∑
j=0
cj(s)
g
(j)
K (−s/v)
vj
+ Em(s, v,K),
cj(s) =
f(j)s (0)
j! , |Em(s, v,K)| ≤ ǫm(s, u)min{gK(−σ/v), | csc(t/(2v))|e−σ(K−1)/v},
and ǫm(s, u) is defined in (5).
Proof. We have e−s log(1+k/v) = e−sk/vfs(k/v). The function fs(z) is analytic
in |z| < 1. Taking the branch of the logarithm determined by fs(0) = 1, we
have fs(z) = e
−s log(1+z)+sz = esz
2/2−sz3/3+··· for |z| < 1. We expand fs(z) into
a power series 1 + · · · + cm(s)zm + · · · . By definition, we have Em(s, v,K) =∑
0≤k<K e
−sk/v
∑
j>m cj(s)(k/v)
j . So, interchanging the order of summation in
j and k, we obtain |Em(s, v,K)| ≤
∑
j>m |cj(s)||
∑
0≤k<K(k/v)
je−sk/v|. We note
that the function xje−σx is increasing with x if 0 ≤ x < j/σ. So, if 0 ≤ k < jv/σ,
then (k/v)je−σk/v increases with k. This last condition, k < jv/σ, is satisfied be-
cause, by hypothesis, j > m ≥ 0, so j ≥ 1, and k/v ≤ 1/u < 1/σ. Thus, it follows
by partial summation that
(15) |Em(s, v,K)| ≤ e−σ(K−1)/v max
x∈[0,K]
|
∑
x≤k<K
e−itk/v |
∑
j>m
|cj(s)|(K − 1)j/vj .
Executing the summation in the geometric sum, we see that it is bounded by
| csc(t/(2v))|. Also, by a trivial estimate, |∑0≤k<K e−sk/v| ≤ gK(−σ/v). Thus,
(16)
|Em(s, v,K)| ≤ min{gK(−σ/v), | csc(t/(2v))|e−σ(K−1)/v}
∑
j>m
|cj(s)| (K − 1)
j
vj
.
We bound cj(s) by a standard application of Cauchy’s theorem using a circle around
the origin. We have 2π|cj(s)| ≤ |
∫
|z|=c
fs(z)/z
j+1 dz| ≤ 2πc−je|s|c2/2+···, c ∈ (0, 1).
If 0 < j ≤ |s|/4, let c =
√
j/|s| ≤ 1/2. So |s|c2/2 + · · · ≤ |s|c2∑∞r=2 cr−2/r ≤ αj,
where α :=
∑∞
r=2(1/2)
r−2/r = −2 + 4 log 2 < 0.78. We conclude that |cj(s)| ≤
|s|j/2j−j/2eαj for 0 < j ≤ |s|/4. Also, for any j ≥ 0, we may choose c = 1/2. So
we have |cj(s)| ≤ 2jeα|s|/4 for each j ≥ 0.
Since (K − 1)/v ≤ 1/u, by hypothesis, we have by the estimate for cj(s), and
assuming that m ≤ |s|/4, that
(17)
∑
j>m
|cj(s)| (K − 1)
j
vj
≤
∑
m<j≤|s|/4
|s|j/2u−jj−j/2eαj +
∑
j>|s|/4
u−j2jeα|s|/4.
If |s|/4 is not an integer, then ∑j>|s|/4 u−j2jeα|s|/4 ≤ 0.2eα(u/2)−⌊|s|/4⌋eα⌊|s|/4⌋,
where we used
∑
ℓ>0(2/u)
ℓ ≤ 0.2 and u ≥ 12. Since this is at most 0.2eα < 0.44
times the last term in first sum on the r.h.s. above, we obtain the estimate
(18)
∑
j>m
|cj(s)| (K − 1)
j
vj
≤ 1.44
∑
j>m
|s|j/2u−jj−j/2eαj .
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Now, for ℓ ≥ 0, (m+ 1 + ℓ)−(m+1+ℓ)/2 ≤ (m+ 1)−(m+1)/2(1 + ℓ)−ℓ/2. Therefore,
(19)
∑
j>m
|cj(s)| (K − 1)
j
vj
≤ 3.5 e
α(m+1)
(m+ 1)(m+1)/2
|s|(m+1)/2
um+1
< ǫm(s, u),
where we used u ≥ 2
√
|s| and ∑∞ℓ=0 |s|ℓ/2u−ℓeαℓ(1+ℓ)ℓ/2 ≤ 2.42, so (2.42)(1.44) < 3.5.
If |s|/4 is an integer, on the other hand, then the same bound holds (with an
even better constant). It remains to consider the case when m > |s|/4. Here, we
have
∑
j>m |cj(s)|(K − 1)j/vj ≤
∑
j>m u
−j2jeα|s|/4 ≤ 2meα|s|/4/um. Therefore,∑
j>m |cj(s)|(K − 1)j/vj ≤ ǫm(s, u). Put together, we arrive at the claimed bound
on Em(s, v,K). To complete the proof of the lemma, notice that
(20)
∑
0≤k<K
e−s log(1+k/v) =
∑
0≤k<K
m∑
j=0
cj(s)(k/v)
je−sk/v + Em(s, v,K).
So the formula (14) follows on interchanging the order of the double sum. 
Lemma 3.4. Let χ mod pa be a Dirichlet character, where p is a prime, and let
b = ⌈a/2⌉. Then there exists an integer L mod pa−b, depending on χ, p, a, and b
only (so independent of x), such that χ(1 + pbx) = e2πiLx/p
a−b
for all x ∈ Z.
Proof. The proof is similar to that of [8, Lemma 4.2], but we still give it here
for completeness. Let H be the subgroup in (Z/paZ)
∗
consisting of the residue
classes congruent to 1 mod pb, so H has size |H | = pa−b. We identify the elements
of H with the set of integers {1 + pbx | 0 ≤ x < pa−b}. Consider the function
ψ : H → C, defined by ψ(1 + pbx) := e2πix/pa−b By our choice of b = ⌈a/2⌉, we
have pb ≡ 0 mod pa−b. Therefore, ψ((1 + pbx)(1 + pby)) = ψ(1 + pbx)ψ(1 + pby)
for all x, y,∈ Z, meaning that ψ is multiplicative. Also, ψ is not identically zero;
e.g. ψ(1) = 1. Therefore, ψ is a character of H . Moreover, the values ψ(1 + pb)u =
e2πiu/p
a−b
, 0 ≤ u < pa−b, are all distinct. In particular, ψ has order pa−b, which is
the same as the order of H . So ψ generates the full character group of H . Since
χ|H is a character of H , then χ|H ≡ ψL for some L mod pa−b. To find L, we
calculate χ(1 + pb), then use the relation χ(1 + pb) = e2πiL/p
a−b
. 
Proof of Theorem 1.1. We divide the main sum in (1) according to the positions
of vr as follows:
∑
1≤n<v0
n−s +
∑
0≤r≤R v
−s
r
∑
0≤k<Kr
e−s log(1+k/vr). Note that
Kr = ⌈vr/u0⌉ ≤ vr/u0+1 for r < R, and KR ≤ vR/u0+1. So (Kr − 1)/vr ≤ 1/u0
throughout 0 ≤ r ≤ R. Thus, the conditions for lemma 3.3 are satisfied and we
can apply it to each block
∑
0≤k<Kr
e−s log(1+k/vr). This yields TM,m(s, u0, v0) =∑
0≤r≤R v
−s
r Em(s, vr,Kr). And using the estimate for Em(s, v,K) in lemma 3.3
yields the required bound on TM,m(s, u0, v0). 
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Proof of Lemma 1.3. This follows from from the definitions and lemma 3.4:
gK(z, χ, v) =
pb−1∑
d=0
∑
0≤k<Hd
ez(d+p
bk)χ(v + d+ pbk)
=
pb−1∑
d=0
δgcd(v+d,p)=1χ(v + d)e
zd
∑
0≤k<Hd
ep
bzkχ(1 + pbv + dk)
=
pb−1∑
d=0
δgcd(v+d,p)=1χ(v + d)e
zd
∑
0≤k<Hd
ep
bzk+2πiLv+dk/pa−b
=
pb−1∑
d=0
χ(v + d)ezdgHd(p
bz + iwd).
(21)

Lemma 3.5. Given s = σ + it, σ ≥ 0, and a Dirichlet character χ mod pa with p
a prime, let b = ⌈a/2⌉. Then for any integers v ≥ u ≥ 2max{6,
√
|s|, σ}, K ≥ 1,
and m ≥ 0, such that (K − 1)/v ≤ 1/u, we have
(22)
∑
0≤k<K
χ(v + k)e−s log(1+k/v) =
m∑
j=0
cj(s)
g
(j)
K (−s/v, χ, v)
vj
+ Em(s, χ, v,K),
where cj(s) =
f(j)s (0)
j! , and, with Hd = ⌈(K − d)/pb⌉, we have
(23)
|Em(s, χ, v,K)| ≤ ǫm(s, u)
pb−1∑
d=0
δgcd(v+d,p)=1min{gHd(−pbσ/v), | csc(wd/2−pbt/(2v))|}.
The ǫm(s, u) is defined in (5).
Proof. Proceeding in the same way as in Theorem 1.1 and lemma 1.3, we arrive at
Em(s, χ, v,K) =
∑
0≤k<K
χ(v + k)e−sk/v
∑
j>m
cj(s)(k/v)
j
=
∑
j>m
cj(s)
∑
0≤k<K
χ(v + k)e−sk/v(k/v)j
=
∑
j>m
cj(s)
pb−1∑
d=0
∑
0≤k<Hd
χ(v + d+ pbk)e−s(d+p
bk)/v((d+ pbk)/v)j
=
∑
j>m
cj(s)
pb−1∑
d=0
χ(v + d)
j∑
ℓ=0
(
j
ℓ
)
dj−ℓvℓ−je−sd/v
∑
0≤k<Hd
(pbk/v)ℓe(−p
bs/v+iwd)k.
(24)
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Therefore, using partial summation, as in the proof of lemma 3.3, we obtain
|Em(s, χ, v,K)|
≤
∑
j>m
|cj(s)|
pb−1∑
d=0
δgcd(v+d,p)=1
j∑
ℓ=0
(
j
ℓ
)
(d/v)j−ℓe−σd/v|
∑
0≤k<Hd
(pbk/v)ℓe(−p
bs/v+iwd)k|
≤
∑
j>m
|cj(s)|
pb−1∑
d=0
δgcd(v+d,p)=1((d+ p
b(Hd − 1))/v)j max
x∈[0,Hd]
|
∑
x≤k<Hd
ei(−p
bt/v+wd)k|
≤
∑
j>m
|cj(s)|(K − 1)j/vj
pb−1∑
d=0
δgcd(vr+d,p)=1 max
x∈[0,Hd]
|
∑
x≤k<Hd
ei(−p
bt/v+wd)k|
≤ ǫm(s, u)
pb−1∑
d=0
δgcd(vr+d,p)=1| csc(wd/2− pbt/(2v))|.
(25)
Combined with the trivial estimate, this yields the lemma. 
Proof of Theorem 1.2. We divide the main sum in (6) according to the positions
of vr as before:
∑
1≤n<v0
χ(n)n−s +
∑
0≤r≤R v
−s
r
∑
0≤k<Kr
χ(v + r)e−s log(1+k/vr).
We apply lemmas 3.5 and 1.3 to the sum over k. This yields the result with
TM,m(s, χ, u0, v0) =
∑
0≤r≤R v
−s
r Em(s, χ, vr,Kr). By the estimate for Em(s, χ, v,K)
in lemma 3.5 we obtain the desired bound on TM,m(s, χ, u0, v0). 
4. Computing
f
(j)
s (0)
j!
g
(j)
K (z)
vj
for 0 ≤ j ≤ m
One can choose the parameters in Theorems 1.1 & 1.2 so that one can achieve
moderate accuracy withm ≤ 8, say. So, in general, computing (f (j)s (0)/j!)(g(j)K (z)/vj)
will be quite easy, and can be done using closed-form formulas to evaluate the geo-
metric sum. The methods that we present below are intended for when j is large,
but they can be used for any j ≥ 0. In our application (Theorems 1.1 & 1.2), we
have (K − 1)/v ≤ 1/u0 ≤ 1/(2
√
q(s)), and −1/2 ≤ ℜ(z) ≤ 0. So we will assume
that this holds throughout.
We recall that fs(z) = e
sz2/2−sz3/3+··· =
∑
j≥0
f(j)s (0)
j! z
j for |z| < 1. For example,
fs(0) = 1, f
(1)
s (0) = 0, f
(2)
s (0) = s, f
(3)
s (0) = −2s,
f (4)s (0) = 3s(2 + s), f
(5)
s (0) = −4s(6 + 5s),
f (6)s (0) = 5s(24 + 26s+ 3s
2), f (7)s (0) = −6s(120 + 154s+ 35s2),
f (8)s (0) = 7s(720 + 1044s+ 340s
2 + 15s3), . . . .
(26)
To find f
(j)
s (0) in general, let q(z) :=
∑
α≥2(−1)αzα/α, so f (j)s (z) = Qs,j(z)esq(z)
for some Qs,j(z) =
∑
l≥0 wj,l(s)z
l that satisfies the recursion Qs,0(z) := 1 and
Qs,j+1(z) =
d
dzQs,j(z) + sQs,j(z)
d
dz q(z). Therefore, wj,0(s) = f
(j)
s (0), w0,0(s) = 1,
w0,l(s) = 0 for l > 0, and wj+1,l(s) = (l + 1)wj,l+1(s) − s
∑l
α=1(−1)αwj,l−α(s).
Using this recursion, one can find all of f
(j)
s (0) = wj,0(s) for 0 ≤ j ≤ m in about
(m + 1)2 steps. In carrying out the recursion, one may treat s symbolically, so
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wj,0(s) is viewed as a polynomial in s and the recursion is finding the coefficients of
this polynomial. In fact, it follows from the recursion that, more generally, wj,l(s)
is a polynomial in s of degree ≤ min{(j + l)/2, j}. So we may write wj,l(s) =∑
0≤η≤j/2 βj,l,ηs
η. Also, β0,0,0 = 1, β0,0,η = 0 for η > 0, β0,l,η = 0 for l > 0, and we
have βj+1,l,η = (l + 1)βj,l+1,η −
∑l
α=1(−1)αβj,l−α,η−1. Therefore, using induction,
we obtain the bound |βj,l,η| ≤ (j + l)!2l+1/l!. In particular, |βj,0,η|/j! ≤ 2. Thus,
the number of bits needed to represent |βj,0,η|/j!, and hence to compute f (j)s (0)/j!
as a polynomial in s, to a given precision, is also well-controlled.
As for computing g
(j)
K (z), one can use the formula g
(j)
K (z) =
∑j
ℓ=0
(
j
ℓ
)
w(j−ℓ)(z)y(ℓ)(z),
where w(z) := eKz − 1 and y(z) := (ez − 1)−1. So for z 6∈ 2πiZ we have
f
(j)
s (0)
j!
g
(j)
K (z)
vj
=
f
(j)
s (0)
j!
2j(K − 1)j
vj
g
(j)
K (z)
2j(K − 1)j
=
f
(j)
s (0)
j!
2j(K − 1)j
vj
(
eKz
j∑
ℓ=0
1
2j
(
j
ℓ
)
y(ℓ)(z)
(K − 1)ℓ −
y(j)(z)
(K − 1)j
)
.
(27)
The factor 2−j is inserted inside the sum in (27) in order to to control the size of the
binomial coefficient
(
j
l
) ≤ 2j. By hypothesis, (K − 1)/v ≤ 1/u0 ≤ 1/(2√q(s)). So,
recalling that f
(j)
s (0) =
∑
0≤η≤j/2 βj,0,ηs
η, |βj,0,η| ≤ 2(j!), and q(s) ≥ 3, we obtain
|f (j)s (0)2j(K−1)j|/(j!vj) ≤ 5. In particular, the number of bits needed to represent
the outside factor in (27) is well-controlled, and we may focus on computing the
sum enclosed in parentheses.
To that end, we consider the computation of y(ℓ)(z)/(K − 1)ℓ in (27). If ℓ is
small, this can be done by directly differentiating y(z), but this is not a practical
method if ℓ is large. Instead, we note that zy(z) = z/(ez − 1) is the exponential
generating function for the Bernoulli numbers, specifically,
(28) y(z) =
1
z
− 1
2
+
∞∑
l=1
B2l
(2l)!
z2l−1, 0 < |z| < 2π.
Therefore, for ℓ > 0,
(29) y(ℓ)(z) =
(−1)ℓℓ!
zℓ+1
+
∞∑
l=⌈(ℓ+1)/2⌉
B2l
2l
z2l−ℓ−1
(2l− ℓ− 1)! , 0 < |z| < 2π.
Using the periodicity of ez, and our assumption on z, we can ensure that the
argument given to g
(j)
K (z) satisfies |z| < 3π/2. Thus, the above formulas will suffice
to compute y(ℓ)(z)/(K − 1)ℓ provided that |z| is sufficiently bounded away from
0, say |z| > (m + 1)/(K − 1). For such z, and assuming that K > 2π(m + 1)
(otherwise, we may compute g
(j)
K (z) by direct summation in ≪ m + 1 steps), we
obtain that y(ℓ)(z)/(K − 1)ℓ is bounded by a constant, and so its size is well-
controlled. Thus, the only remaining case is when |z| < (m + 1)/(K − 1), with
K > 2π(m + 1). In this case, we use the Euler-Maclaurin summation. To this
end, let hj,z(x) := x
jezx. Then g
(j)
K (z) =
∑
0≤k<K hj,z(k). Note that, using the
periodicity of ezk and conjugating if necessary, we may assume that 0 ≤ ℑ(z) ≤ π.
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By the Euler-Maclaurin formula (see [14]), we have
g
(j)
K (z) =
∫ K−1
0
hj,z(x) dx +
L∑
ℓ=1
B2ℓ
(2ℓ)!
(h
(2ℓ−1)
j,z (K − 1)− h(2ℓ−1)j,z (0))
+
1
2
(hj,z(K − 1) + hj,z(0)) + EK,j,z,L,
(30)
where h
(2ℓ−1)
j,z (x) is the (2ℓ − 1)-st derivative of hj,z(x) with respect to x, and the
remainder term EK,j,z,L = (−1/(2L)!)
∫K−1
0 B2L({x})h
(2L)
j,z (x) dx, where B2L(x) is
the 2L-th Bernoulli polynomial (e.g. B2(x) = x
2−x+1/6), and {x} is the factional
part of x. Now, h
(2ℓ−1)
j,z (x) =
∑2ℓ−1
l=0
(
2ℓ−1
l
)
( d
l
dxl
xj)( d
2ℓ−l−1
dx2ℓ−l−1
ezx). Thus, we have
(31) h
(2ℓ−1)
j,z (x) = e
zx
min{2ℓ−1,j}∑
l=0
(
2ℓ− 1
l
)
j!
(j − l)!x
j−lz2ℓ−l−1.
Also, from the Fourier expansion for B2L({x}) (see [14]), |B2L({x})| ≤ 4 (2L)!(2π)2L .
Therefore, since ℜ(z) ≤ 0, we deduce that |EK,j,z,L|/(K − 1)j ≤ 4(K − 1)(2π)−2L,
which decays exponentially with L.
As for the main term
∫K−1
0
hj,z(x) dx in formula (30), its computation does not
present any difficulty since |z| < m/K (so z is small). For example, one can split
the interval of integration into m+1 consecutive subintervals of equal length, then,
after a suitable change of variable, apply Taylor expansions to the integrand in each
subinterval, which reduces the problem to integrating polynomials. Alternatively,
one can use a numerical quadrature rule.
5. A convexity bound
We will use the following well-spacing lemma to prove corollary 5.2.
Lemma 5.1. Let {xn, n = 0, 1, . . .} be a set of real numbers. Suppose there exists
a positive integer Q such that minn6=n′ |xn − xn′ | ≥ 1/(2Q). Then, for any y ≥ x
and any P ≥ 1, we have
(32)
∑
xn∈[x,y]
min{P, | csc(πxn)|} ≤ (1 + ⌊y − x⌋)(2(A+ 1)P + 2Q log(Q/A)),
where A is any positive integer that satisfies A ≤ Q/P .
Proof. Since |xn − xn′ | ≥ 1/(2Q) for n 6= n′, then for any integer k we have∑
xn∈[k−1/2,k+1/2]
min{P, | csc(πxn)|} ≤ P +
∑
|l|≤Qmin{P, | csc(πl/(2Q))|} =: ∗.
Using the inequality | sin(πα)| ≥ 2|α|, −1/2 ≤ α ≤ 1/2, we obtain that ∗ ≤ 2(A+
1)P+
∑
A<|l|≤QQ/|l|. Combined with the inequality
∑
A<l≤Q 1/l ≤ log(Q/A), this
gives ∗ ≤ 2(A+1)P +2Q log(Q/A). Since the interval [x, y] contains ≤ 1+ ⌊y− x⌋
integers, the lemma follows. 
The bound that we obtain in corollary 5.2 for zeta is, of course, superseded by
the bound that one can obtain from the Riemann-Siegel formula. Nevertheless,
it illustrates that Theorem 1.1 yields a convexity bound of similar strength to the
Riemann-Siegel formula, up to a constant factor, even though it is quite elementary.
Corollary 5.2. |ζ(1/2 + it)| ≪ q(1/2 + it)1/4.
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Proof. We will use Theorem 1.1, but replacing RM (s) by the correction terms from
the Euler-Maclaurin formula for ζ(s) (see the paragraph following the statement of
the theorem). We take s = 1/2 + it, m = 0, v0 = u0 = 4⌈
√
t⌉, M = 10⌈t⌉, and
assume that t ≥ 36, as we may. Given our choice of M , it is not hard to show
that the Euler-Maclaurin correction terms contribute ≪ 1. And given our choice
of u0, we have ǫ0(s, u0) ≪ 1. By routine calculations,
∑v0−1
n=1 n
−1/2 ≤ 2√v0 and
|∑Rr=0 gKr(−s/vr)v−sr | ≤ BM (s, u0, v0). Thus,
(33) |ζ(1/2 + it)| ≪ √v0 + BM (1/2 + it, u0, v0).
It is helpful to recall that Kr = ⌈vr/u0⌉ for r < R, vr+1 = vr + Kr, and
BM (s, u0, v0) ≤
∑R
r=0min{Kr, | csc(t/(2vr))|}v−σr . So, letting Iℓ := (2ℓu0, 2ℓ+1u0],
we see that if vr ∈ Iℓ, then 2ℓ < Kr ≤ 2ℓ+1. We let Iℓ0 denote the interval
containing M , so M ≤ 2ℓ0+1u0. Then, using simple estimates, we obtain
(34) BM (s, u0, v0) ≤ u−1/20
ℓ0∑
ℓ=0
2−ℓ/2
∑
vr∈Iℓ
min{2ℓ+1, | csc(t/(2vr)|}.
Now, consider that for vr, vr+1 ∈ Iℓ, with r < R, we have
t
2vr
− t
2vr+1
=
tKr
2vrvr+1
≥ t2
ℓ
22ℓ+3u20
≥ t
2ℓ+3u20
≥ π
B2ℓ+2
,(35)
where B is the smallest positive integer such that t/(2πu20) ≥ 1/B. Note that, since
u0 = 4⌈
√
t⌉, then B ≪ 1. Also, as vr ranges over Iℓ, the argument t/(2πvr) moves
by increments ≥ 1/(B2ℓ+2), and it spans an interval of length ≤ t/(2π2ℓu0) −
t/(2π2ℓ+1u0) = t/(π2
ℓ+2u0). Therefore, applying lemma 5.1 to the set {vr ∈ Iℓ}
with Q = B2ℓ+1, A = B, and P = 2ℓ+1, we obtain∑
vr∈Iℓ
min{2ℓ+1, | csc(t/(2(vr))|} ≤(1 + t/(π2ℓ+2u0))(2(B + 1)2ℓ+1
+B2ℓ+2 log(2ℓ+1))≪ t(ℓ+ 1)/u0.
(36)
It follows that BM (s, u0, v0) ≤ (t/(u0√v0)
∑ℓ0
ℓ=0(ℓ + 1)/2
−ℓ/2 ≪ t/(u0√v0). So we
conclude, ζ(1/2 + it)≪ √v0 + t/(u0√v0)≪ t1/4. 
6. Parameter choices
Theorem 1.1 offers a simple method for computing ζ(σ + it) with an explicit
error bound. The control over the error term in the theorem goes beyond what the
Riemann-Siegel asymptotic formula enables. Theorem 1.2 achieves the same for
L(σ + it, χ) when χ is power-full.
We implemented a basic version of Theorem 1.1 in Mathematica 9, which is an
application for computation, see http://www.wolfram.com/mathematica/. This
was sufficient for our purposes as we were mainly interested in learning about rea-
sonable choices of the parameters. This way, we could appraise the accuracy and
running time in practice. The Mathematica notebook containing the implementa-
tion is available at https://people.math.osu.edu/hiary.1/.
Our computation relies on finite precision arithmetic, which introduces round-
off errors. Such errors become significant for large t. This is primarily because
the computation of t logn mod 2π will contain only a few correct digits for large
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t. In general, one cannot expect more than ±ǫmach t logn accuracy when com-
puting eit logn, where ǫmach is the machine epsilon. So if t > 1/ǫmach say, then,
certainly, numerical results will not be meaningful. To overcome this problem, one
could switch to an arithmetic system with a smaller machine epsilon (but having
a slower performance). Assuming that round-off errors behave like independent
random variables, which is a reasonable model, the accumulated round-off error
in computing
∑
n<M n
−1/2−it will be typically like ±ǫmach t(
∑
n<M (logn)
2/n)1/2.
For double-precision arithmetic, ǫmach = 2
−52 ≈ 2 × 10−16. So, if we use double-
precision arithmetic with t = 10d and M ≈ 10t, the accumulated round-off error
will be like ±10d−16 log 103(d+1)/2.
With this in mind, we obtained marginally better control over the round-off
errors by using the main sum from the Euler-Maclaurin formula with 6 correction
terms, and with M = 10⌈q(s)⌉, in particular we did not need to take M very large.
We computed gK(z) using the formula (e
Kz−1)/(ez−1) when |z| > 10(m+1)/(K−
1) (as is typically the case), and using the Mathematica built-in Euler-Maclaurin
summation routine when |z| < 10(m + 1)/(K − 1). To check the accuracy of the
results, we compared them with the outputs from lcalc and the Mathematica
built-in zeta routine, leading to Table 1. We attempted to increase the accuracy
by inputting t in Mathematica using a higher precision. However, it is likely that
Mathematica still uses double-precision arithmetic in intermediate steps and some
built-in routines. So the accuracy of many stages of the computation will be limited
by the machine epsilon for double-precision numbers.
The error entries in Table 1 are significantly smaller than the explicit bound for
TM,m(s, u0, v0) given in Theorem 1.1. For example, when t = 1010 and m = 6, the
explicit bound gives |TM,m(s, u0, v0)| ≤ 2.9×10−3 (here, we calculated BM (s, u0, v0)
directly). This is significantly larger than the observed error 1.9×10−10 in Table 1.
This is not surprising, and is due to the pseudo-random nature of round-off errors.
Table 1. Error for various t and m, and using σ = 1/2, u0 = 6⌈
√
q(s)⌉, and
v0 = 10(m + 1)u0.
t m = 0 m = 2 m = 4 m = 6
104 3.0× 10−4 1.7× 10−6 5.8× 10−9 3.7× 10−11
106 1.2× 10−2 1.6× 10−5 7.0× 10−9 6.9× 10−12
108 1.9× 10−2 2.7× 10−5 2.8× 10−7 9.4× 10−10
1010 5.4× 10−3 1.6× 10−5 4.2× 10−8 1.9× 10−10
There was no attempt to optimize our implementation since, in any case, it is not
competitive with an implementation directly in C/C++. With our parameter choices,
and for large t, the implementation was slower by factor of about 2(m + 1)2 log t
compared to computing the main sum in a Riemann-Siegel formula directly (in both
cases we input t in higher precision than double-precision). The implementation
was faster by a factor of about 10
√
t/((m + 1)2 log t) than computing
∑
n≤M n
−s
directly (this is essentially the main sum in the Euler-Maclaurin formula). It might
be possible to speed up the implementation by a factor of m+ 1 if the derivatives
g
(j)
K (z), 0 ≤ j ≤ m, are computed simultaneously via a recursion. One can also save
a factor of 2 by choosing u0 = 3⌈
√
q(s)⌉ instead of u0 = 6⌈
√
q(s)⌉, at the expense
of a larger truncation error TM,m(s, u0, v0).
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