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The p r e s e n t  r e p o r t ,  a l t h o u g h  n o t  i n t e n d e d  f o r  p u b l i c a t i o n ,  w i l l  n e v e r  
t h e l e s s  p r e s e n t  t h e o r e t i c a l  r e s u l t s  which h a v e  been  o b t a i n e d  r e g a r d i n g  t h e  
s t u d y  of s e n s i t i z a t i o n  l e a r n i n g  of human o b s e r v e r s  i n  a c o u s t i c a l  tasks. 
T h e s e  r e s u l t e ,  i n  p a r t i c u l a r ,  show t h a t  i t  i a  p o s s i b l e  t o  o b t a i n  p e r f o r m a n c e  
m e a s u r e s  f r o m  human s u b j e c t s  which enable t h e  e x p e r i m e n t e r  t o  k e e p  t r a c k ,  on 
a t r i a l  by t r ia l  basis ,  of t h e  l e v e l  of l e a r n i n g  a c h i e v e d  by t h e  s u b j e c t .  Be- 
f o r e  t u r n i n g  t o  t h e  d e t a i l s  o f  t h e s e  r e s u l t s ,  however,  w e  s h a l l  d i s c u s s  t h e  
t h e o r y  o f  s t a t i s t i c a l  a d a p t a t i o n  d e v i c e s .  b e t  of t h e  b a s i c  r e s u l t s  p r e s e n t e d  
h e r e  r e g a r d i n g  t h e s e  d e v i c e s  i s  known i n  a small b u t  r a p i d l y  g r o w i n g  l i tera- 
t u r e  ( c o n s i s t i n g  m o s t l y  o f  t e c h n i c a l  r e p o r t s )  w r i t t e n  by e n g i n e e r s  and com- 
m u n i c a t i o n  s c i e n t i s t s .  T h e i r  p r i m a r y  g o a l  a p p e a r s  t o  be ,  u l t i m a t e l y ,  t h e  con- 
s t r u c t i o n  of a d a p t i v e  r e c e i v e r s  f o r  s p e c i a l i z e d  d e t e c t i o n  t a s k s ,  s u c h  as 
r e c e p t i o n  o f  r a d a r  s i g n a l s  or human v o i c e  p a t t e r n s .  S i n c e  our p r o b l e m  as 
p s y c h o l o g i s t s  i s  t o  p r o v i d e  a n  a d e q u a t e  d e s c r i p t i v e  t h e o r y  f o r  human a u d i t o r y  
l e a r n i n g ,  o u r  o r g a n i z a t i o n  of t h e  material i r  somewhat n o v e l ,  and ,  w e  hope,  a 
c o n t r i  bu t i o n  t o  ou r  o b j e c t i v e .  
~ 11. PRELIMINARIES 
The n a t u r e  o f  most p s y c h o e c o u s t i c a l  t a s k s  p e r m i t s  t h e  c o n s i d e r a t i o n  of 
t h e  p r o b l e m  of a d a p t i o n  from a s l i g h t l y  less  g e n e r a l  v a n t a g e  p o i n t  t h a n  m i g h t  
be r e q u i r e d  f o r  o t h e r  t a h b s .  C o i n c i d e n t a l l y ,  i t  is for t a e k s  of a r imilar  
n a t u r e  t h a t  t h e  t h e o r y  o f  a d a p t i v e  d e t e c t i o n  d w i c s n  is most h i g h l y  d e v e l o p e d  



















The o b s e r v e r  The o b s e r v e r  
p roce  sse s t h e  m a k e s  a s e t  of 
i n p u t  waveform. j udgme ri t a 1 




i n g  t h e  waveform. I 
I . , 
f o r  r e a s o n s  of  m a t h e m a t i c a l  t ractehf  l i  t y .  
A b l o c k  d i a g r a m  of 8 t y p i c a l  p ~ y c h o a c m i R t i c a 1  d e t e c t i o n  e x p e r i m e n t  a p p e a r s  
l n  F i g u r e  1. The e x p e r i m e n t e r ,  o n  t r t a l  1 ,  chnasee  ( p n ~ ~ l h l y  w i t h  t h e  h e l p  of 
a random d e v i c e )  one  e i ~ r 1 8 1  e l t e r n w t i v e  S from a f t n t t e  set , i = 0 , 1 , 2 , . . . *  1 
The e x p e r i m e n t e r  
p r e s e n t s  one  o f  
s e v e r a l  p o s s i b l e  
waveforms i n  a 
background o f  
n o i s e .  
Figure 1. The t y p i c a l  d e t e c t i o n  e x p e r i m e n t .  
of a l t e r n a t i v e s .  The ( v o l t a g e  or a c o u s t i c a l )  waveform r e a l i z a t i o n  s (t), 
0 4 t S T ,  of a l t e r n a t i v e  Si supe r imposed  on  a s m p l e  o f  n o i s e  n ( t )  ( u s u a l l y  
c h o s e n  f rom a n  i n f i n i t e  s e t  of s l t e r n a t i v e s )  i~ t h e n  p r e s e n t e d  t o  t h e  ob- 
i 
s e r v e r  f o r  p r o c e s s i n g .  A f t e r  p r o c e s s i n g  t h e  i n p u t  ( t h e  k i n d s  o f  p r o c e f i s i n g  
d e p e n d  upon t h e  o b s e r v e r ' s  c a p a b i l i t y  f o r  v a r i o u s  k i n d s  o f  p r o c e s s i n g  and  
h i s  o b j e c F i v e  i n  p r o c e s s i n g ,  i. e. , h i s  " g o a l  f u n c t i o n " ) ,  t h e  o b s e r v e r  makes 
a se t  R of j u d g m e n t a l  r e s p o n s e s .  U s u a l l y  R i 8  a s u b s e t  of a w e l l - d e f i n e d  
p r e d e t e r m i n e d  se t  of p o s s i b l e  r e s p o n s e s .  The e x p e r i m e n t e r  may also g i v e  t h e  
o b s e r v e r  f e e d b a c k  f o l l o w i n g  h i s  r e s p o n s e s .  The d o t t e d  arrow i n  F i g u r e  1 i n -  
1 
d i a c t e s  that t h e  s e l e c t i o n  of a s i g n a l  a l t e r n a t i v e  S 
least p a r t i a l l y  o b r e r v e r - c o n t r o l l e d  i n  t h e  senre t h a t  i t  depend8  o n  t h e  B e -  
on t r i a l  j may be a t  i 
q u s n c e  of p r e v i o u r  r e r p o n s e s  R 1' 5, * - * D R J -  l -  
- 3- 
We s u p p o s e  t h a t  t h e  random f u n c t i o n  n = n ( t )  is f i n i t e l y  r e p r e s e n t a b l e  i n  
t h e  i n t e r v a l  O L t 6 T  and h a s  a c o n t i n u o u s  d i e t r i b u t i o n  d e n s i t y  f ( n ) .  Each 
s i g n a l  w a v e f o m  a ( t ) ,  i= l ,? , .  . . , m ,  a lso  tma a d e n n i t v  (or p r o b a b i l i t y  mass 
f u n c t i o n )  d e n o t e d  g i ( a ) .  The e v e n t  S i s  t a k e n  t o  r e p r e s e n t  "no ~ i g n a l ~ ~  so 0 
that  m o = m o ( t ) = O ( t ) - O  for all t .  
w h e r e  6 is  t h e  i m p u l s e  f u n c t i o n " .  
i 
T h e ,  ~ ~ ( 0 )  = s ( S  - 0 )  . h d  P r & - 0  I So)=l ,  
I n  a t y p i c a l  1'Yes-No81 e x p e r i m e n t ,  t h e  s i g n a l  a l t e r n a t i v e  set is p o , S 1 j  
and  t h e  p o s s i b l e  r e s p o n s e s  on any  t r i a l  are z 19No-8ignal warn n o t  p r e s e n t "  
and R1 = @#Yes - s i g n a l  was p r e s e n t . "  The i n p u t  waveform may be d e s c r i b e d  by 
a random f u n c t i o n  x d e f i n e d  by 
( 1 )  if So is s e l e c t e d  
i f  S1 io e e l e c t e d .  
The d i s t r i b u t i o n  d e n s i t y  h of x g i v e n  So is h ( x l S o )  = f ( x ) ,  w h i l e  g i v e n  S1, 
t h e  d e n s i t y  of x i s  t h e  c o n v o l u t i o n  
h ( x l S 1 )  = J ;~x-s )g(e)ds  
w h e r e  g(s)  = g l ( s )  and xis t h e  space of p o s s i b l e  s i g n a l  f u n c t i o n s  o. 
a n y  o b s e r v a t i o n  t r ia l ,  t h e  p r o b a b i l i t y  o f  s e l e c t i n g  S 
of So i s  q=l -p ,  
(2 1 
I f ,  o n  
i s  p a n d  t h e  p r o d a b i l i t y  l 
t h e n  t h e  m a r g i n a l  d e n s i t y  o f  x i s  t h e  mixed d e n s i t y  
h ( x )  = p h ( x ( S 1 )  + q h ( x l S o )  
= pJ;(x-8)g(.~cIs + q f ( x ) .  
B i r d e a L l  ( 1 9 6 3 )  h a s  shown, u n d e r  q u i t e  g e n e r a l  c o n d i t i o n s ,  t h a t  i f  a 
correct  r e s p o n s e  (R 
r e s p o n s e  (% g i v e n  S1 o r  R 
cleion on t h e  v a l u e  of t h e  l i k e l i h o o d  r e t i o l < x >  = h ( x l S l ) / h ( x l S o )  of t h e  i n p u t  
g i v e n  So o r  R L  g i v e n  S1) i s  t l p r e f e r a b l e "  t o  an i n c o r r e c t  0 
g i v e n  So), t h e n  t h e  o b s e r v e r  s h o u l d  b a s e  h i s  de-  l 
. 
- 4-  . 4  
6I ' waveform sample x. That is, given a constant which depends upon the o b  
eerver'a goal function, hie decision rule should be 
If $(XI& p ; make response R * 1' 
Roo (B) If l ( x )  C-p ; make response 
As will be shown later, there are problems aseociated with the empirical 
implementation of this decision rule in a learning task for the observer 
(human or otherwise). 
Using the previous definition8 of the densities involved, we may write 
the likelihood ratio in the form 
. -  
The denominator i a  independent of the variable of integration so that 
where p(xI a ) ,  the conditional likelihood ratio given I, has been introduced 
by letting 
In the case where there l e  only one waveform s(t) =T;(t) = a (possibly 
different) constant for each value of t, 0 4 t 5 T, the distribution density g 
is the impulee function, i.e., g(8) = &(SCt>-  s ' d t ) )  which has unit ma88 con- 
centrated at the single function e = e(t). From ( 3 ' )  and (4) the likelihood - - 
rat io becomes 
- - 5 - -  
In ( 5 )  X represents the constant function 6(t), whereas x is a random function 
with values x(t) in the observation interval, O S t S T .  
A device may compute l(x) from ( 3 '  when the signal f e  known etatietically 
(SKS) o r  from ( 5 )  when the signal is known exactly (SKE). The performance will 
be Optim81 on a wide selection of goal functions using decision rule B. Such 
a (non-empirically realizable) device i o  called the "ideal observer" (Tanner 
and Birdsall, 1958). Any device which computes a functiond*(x), strictly 
monotone with/(x), can also perform optimally by using decision rule B. 
Therefore, we shall also call a device which computesd*(x) an ideal observer. 
The one-dimensional set of numbers constituting the range of an,P*(x) will be 
called an ideal decision axis. 
Any device which uses a decision rule of the same form as B will also 
have a one-dimensional decision axle defined by the range of the decision 
functionl'(x) computed by the device. Notice that a decision axis will still 
be defined if 1' is a random function, sndpl, the cutoff value on the11 de- 
cision axis, is a random variable. Thus the range of any (sub-optimum and 
possibly random) decision function in the senae of decision rule B will be 
called an observe- decLsLo2 axis. Later we ehall be concerned with t h e  
statistical relation between an ideal and the observer's decision axes f o r  
particular sub-optimum devices. 
4 
We turn now to a discussion of degradations In the prior knowledge 
available to the observer. In order to limit the present discussion some- 
what, we assume throughout the remainder of the report that the noise density 
f(x) is known to all observers under conaideration. The dietribution density 
for signal g ( s )  used in the derivation of ( 3 ' )  may be called the environmental 
denrity of the signal in order to distinguish it from aomc deneity g ' ( a )  which 
charactsrizer an ob8erver's prior opinion regarding the dlsttibution of the 
- 6 -  




whom i t  1. clear  t h a t J ( x 1  a) is unchanged from i t s  d e f i n i t i o n  i n  ( 4 )  be- 
cause w e  have  assumed t h a t  fl(x) = f ( x )  for a l l  o b s e r v e r s .  
, 
L 
I The i n t e r p r e t a t i o n  of g l ( s )  as  t h e  p r i o r  d e n s i t y  f u r  s i g n a l  i s  n o t  t h e  
b 
o n l y  p o e s i b l e  i n t e r p r e t a t i o n .  Birdsall (19601, u n d e r  t h e  c o n d i t i o n s  t h a t  t h e  I 
I e n v i r o n m e n t a l  d e n s i t y  g(s) = 6 ( s - 8 ) ,  and t h a t  t h e  mean of ~ ' ( 8 )  i s  F, assumed 




W i t h  t h e  f u r t h e r  s s e u m p t i o n  t h a t  t h e  o b s e r v e r  knows his m e m o r y  d i s t r i b u t i o n ,  
Birdsall a r r i v e d  a t  ( 6 )  f o r  t h e  o b s e r v e r ' s  l i k e l i h o o d  ratio.  We n o t e  t h a t '  
i f  t h a t  o b s e r v e r  d i d  n o t  know h i e  memory d i s t r i b u t i o n ,  b u t  r a t h e r  b e l i e v e d  a 
s a m p l e  s t  from h i s  memory t o  be the  t r u e  s i g n a l  f u n c t i o n  a,  t h e n  h i s  l i k e l i -  
hood ratio f u n c t i o n  would be d e f i c r l b e d  a e  i n  ( 5 ) :  
Now if s 1  h a s  a d i s t r i b u t i o n  g ' ( s l ) ,  as m i g h t  b e  t h e  case f o r  a n  ,observer 
wi th  f a u l t y  memory of which he is unaware ,  t h e  e x p e c t e d  l i k e l i h o o d  r a t io  
computed by t h e  o b s e r v e r  would be 
By u s i n g  d e c i s i o n  r u l e  B w i t h  t h e  random d e c i r i o n  f u n c t i o n l ( x J s l ) ,  i t  i s  t h e  
r a n g e  of t h e  e x p e c t e d  l i k e l i h o o d  ra t io  in ( 8 )  r a t h e r  t h a n  t h a t  of (7 )  which  
I 
- 7 -  * 
d e f i n e s  t h e  o b s e r v e r ' s  d e c i s i o n  axis. 
The p r e c e d i n g  d i s c u s s i o n  may be  surninari zed by g i v i n g  two de f  i n i  t i o n s :  
R e g a r d l e s s  of t h e  e n v i r o n m e n t a l  s t g n a l  d e n s i t y  g ( s ) ,  (i), i f  a n  o b s e r v e r  computes  
t h e  l i k e l i h o o d  r a t i o p l ( x )  c iccord ing  t o  ( 6 )  by u s i n g  a p r i o r  d i s t r i b u t i o n  g l ( e ) ,  
w e  s a y  t h a t  t h e  h n - a i  & L  sy.e_c_~-flfifd sJtiti.xt-ically ( S S S ) ,  and ( i l l ,  i f  an ob- 
e e r v e r  computes  t h e  c o n d i t i o n a l  l i k e l i h o o d  r a t i o  of ( 7 )  by u s i n g  a p r i o r  d e n s i t y  
g l ( a )  = s(s - S I ) ,  t h e n  w e  say the s i R n a l  s p e c i f i e d  e x a c t l y  (SSE).  (The 
t e r m i n o l o g y  u s e d  h e r e i n  is a n  expt ins ion  of t h e  t e r m i n o l o g y  u s e d  by Tanner  a n d  
B i r d s e l l ,  1958) .  The i d e a l  o b s e r v e r  h a s  g l ( s )  = g(s), so t h a t  for i t ,  SSS i a  
e q u i v a l e n t  t o  SKS and SSE i s  e q u i v a l e n t  to  SKE. D e s c r i p t i v e  mode l s  of t h e  human 
observer i n  d e t e c t i o n  t a s k s  have been c o n s t r u c t e d  by u s i n g  t h e  a s s u m p t i o n  of SSS 
o r  SSE. 
111. ON THE THEORY OF ADAPTIVE DEVICES FOR DETECTION OF UNCERTAIN WAVEFORM 
PATTERNS I N  NOISE. 
A d i e c r e p a n c y  i n  p e r f o n a n c e  be tween a sub-opt imum o b s e r v e r  and  t h e  i d e a l  
l o b s e r v e r  may depend upon t h e  d i f f e r e n c e  i n  t h e  p r i o r  s i g n a l  d e n s i t i e s  g ' ( e )  
and  g ( 8 ) .  A B a y e s i a n  l e a r n i n g  d e v i c e  w i t h  p r i o r  d e n s i t y  g ( a )  on t r ia l  J 
would  a t t e m p t  to improve  its knowledge o f  the  e n v i r o n m e n t a l  d e n s i t y  a f t e r  each 
J 
new o b s e r v a t i o n  tr ial .  b r e  p r e c i s e l y ,  givan a sample waveform x on t r i a l  1 
t h e  p o r t e r i o r  d e n s i t y  g ( 8 )  is g i v e n  by 
J 
j+l 
where  the  d e n s i t y  h ( x l s )  i r  to  be I d e n t i f i e d .  
a f t e r ,  we i n f e r  t ha t  h ( x l a , S o )  = f(x) and t h a t  h ( x [ s , S l )  = f ( x - s ) .  
From (1)  and  the  comments t h e r e -  
T h e r e f o r e ,  
I 
- 8- 
we may write 
(10) 
I 
Further, we m e  that the unconditional denejty of x on trial J must be 
(11) 
where the final line is obtained from the fact that f(x) is independent of 
g (s)da = 1. 8 and the assumption that 5, ’ 
Corresponding to ( 6 )  WB d e f i n e  
Now, by uaing (lo), ( 1 1 1 ,  and (121, the poeterior dietribution density of 
( 9 )  may be written ae 
(13 )  1 = I  f i  I 
t 
where d. = q/p.  Equation ( 1 3 )  was obtained by Pralick (1965)  and generalized 
. - 9 -  
t o  t h e  case o f  M s i g n a l  a l t e r n a t i v e s  by Hancock and P a t r i c k  ( 1 9 6 5 ) .  The 
i m p o r t a n c e  of  ( 1 3 )  l i e s  i n  t h e  f d c t  t h o t  i f  t h e  s i g n a l  s p a c e  c ' i s  f i n i t e ,  
t h a n  t h a  p o a t a r i o r  d i s t r i b u t i o n  over may be updated by t h i n  i t s t a t i v a  
p r o c e d u r e ,  t r i a l  by t r i a l ,  w i t h  a c o n s t a r i t  f i n i t e  n i t m h e r  of o p e r h t i o n s  p e r -  
formed o n  t h e  i n p u t  waveform. 
h o t h r r  approach to f i n d i n e  B finite s o l u t i o n  to ( 9 )  IS t o  a p p r o x i m a t e  I 
I 
I 
t h e  d e n s i t y  h ( x ) s )  g i v e n  i n  ( 1 0 )  by a d e n s i t y  h * ( x l s )  which  a d m i t s  s u f f i c i e n t  
s ta t i s t ics .  
u s u a l l y  w i l l  a l s o  have  ti " n a t u r a l I t  c o n j u g a t e  d i s t r i b u t i o n  d e n s i t y  which  may be u s e d  a 
An a p p r o x i m a t i n g  d e n s i t y  h * ( x \  s )  t o r  which  s u f f i c i e n t  a t a t i s t i c s  e x i s t ,  
as t h e  p r i o r  d e n s i t y  g ' ( s )  ( c f .  R a i f f a  and S c h l a i f e r ,  1961) .  When t h e  p r i o r  b 
d i s t r i b u t i o n  i s  t h e  n a t u r a l  c o n j u g a t e  o f  h * ( x ( s ) ,  t h e  p a r a m e t e r s  of t h e  p r i o r  L 
may be combined w i t h  t h e  s u f f i c i e n t  s t a t l e t i c e  of h * ( x l s )  t o  y i e l d  t h e  p a r a m e t e r s  
b 
4 
of  t h e  p o s t e r i o r  d e n s i t y  g l ' ( s ) .  In  t h i s  case, g " ( s )  b e l o n g s  to  t h e  f a m i l y  of  
d e n s i t i e s  t o  wh ich  g ' ( s )  b e l o n g s .  I f  t h e  s u f f i c i e n t  e t a t i s t i c s  o f  h * ( x \ s )  are 
, of  f i x e d  d i m e n s i o n a l i t y  and  g ' ( s )  h a s  a f i n i t e  number of p a r a m e t e r s ,  t h e n  t h e  
a p p l i c a t i o n  of Bayen'  r u l e  I n  g i v i n g  
. I  
( 1 4 )  
w i l l  r e q u i r e  a f i x e d  f i n i t e  s e t  of o p e r a t i o n s  on  a n  i n p u t  v e c t o r  x f o r  any  t r i a l  j .  
To i l l u s t r a t e  t h e s e  i d e a s ,  l e t  u s  s u p p o s e  t h a t  f ( x )  i s  no rma l  w i t h  mean 
v e c t o r  /lf and  c o v a r i a n c e  m a t r i x  f f ,  i . e . ,  f ( x )  = f N ( x l A ,  +f). 
is e a s y  t o  show t h a t  f ( x - 8 )  = f N ( x / , L + - s ,  
Then i t  
1. F u r t h e r  h ( x ) s )  h a s  mean 
$h  = ,U,, =/lf + p s  and  c o v a r i a n c e  m a t r i x  $f + pqSSt,  where  s t  i s  t h e  t r a n s - -  
p o s e  of t h e  v e c t o r  8. 
t h e  a p p r o x i m a t i o n  t o  t h e  d e n s i t y  h ( x 1 s ) .  
Here we c o u l d  l e t  t he  d e n s i t y  h * ( x \ s )  = f N ( x ) , U h ,  $,) be 




c o n j u g a t e  d e n s i t y  t o  h * ( x \ s )  b e c a u s e  o f  t h e  o c c u r r e n c e  o f  t h e  ss t  term i n  $h. 
However, i f  o n l y  t h e  mean of  h * ( x l s )  depended  upon t h e  unknown s, a n a t u r a l  
c o n j u g a t e  would be t h e  no rma l  d i s t r i b u t i o n  ~ ' ( 8 )  = f N ( a ) f l g , ,  #g , ) .  I f  w e  
modify h * ( x \ s )  t o  u o c  t h e  e x p e c t a t i o n  of a s t  under t h e  p r i o r  g l ( s )  i n s t e a d  o f  
s e t  i t s e l f ,  t h e n  g ' ( e )  c o u l d  serve as t h e  n a t u r a l  c o n j u g a t e  o f  t h e  m o d i f i e d  
h * ( x l i ) .  I r n p l o m ~ n t l n ~  t h i o  I d e e ,  we f irid 
no t h a t  h*(x 8 )  m o d i f i e d  becomes f N ( x b ,  gh*), where 
upon s u b s t i t u t i o n  f o r  e s t  by i t s  e x p e c t a t i o n .  Thus ( 1 4 )  becomee 
(15) 
It is shown i n  R a i f f a  a n d  S c h l u i f e r  (19611,  w i t h  s u i t a b l e  n o r m a l i z a t i o n  of t h e  
p a r a m e t e t i  o f  g ' ( e ) ,  t h a t  g"(s)  = fN(s[/Ugl,, $,,,I in also norma l  w i t h  m e a n  
v c c  tor 
( 1 6 )  
a n d  c o v a r i a n c e  m a t r i x  
. - 11- 
4 
80 t h a t  g " ( s )  a n d  g ' ( s )  are i n  t h e  same f a m i l y  as a s s e r t e d .  
I t  is n o t  c l a i m e d  t h a t  t h e  p a r t i c u l a r  a p p r o x i m a t i o n  of h ( x l s )  g i v e n  by h * ( x ) e )  
a b o v e  i r  a good one. 
s i t y  g ( s )  = 6(8-$) and t h e  d i s t a n c e  - XI) i s  small, a suboptimum d e v i c e  
using t h e  a d a p t a t i o n  p r o c e d u r e  g iven  by ( 1 5 )  may c o n v e r g e  t o  t h e  i d e a l  o b s e r v e r  
with SKE. 
However, i n  the s p e c i a l  case where tha e n v i r o n m e n t a l  den- 
A more d e t a i l e d  a n a l y s i s  of a p p r o x i m a t i o n s  t o  h ( x ( s )  and  a n  e v a l u a t i o n  o f  
t h e  p e r f o r m a n c e  o f  t h e  r e s u l t i n g  suboptimum B a y e s i a n  a d a p t a t i o n  d e v i c e s  are 
c o n t e m p l a t e d  f o r  i n v e s t i g a t i o n  tis ti p a r t  of o u r  r e m a i n i n g  r e s e a r c h  g r a n t  p e r i o d .  
IV. PERFORMANCE mASUWS FOR LEARNING DEVICES 
We have  b e e n  c o n s i d e r i n g  optimum and suboptimum d e t e c t i o n  d e v i c e s  w i t h  a 
f i x e d  c o n c e p t i o n  o f  t h e  e n v i r o n m e n t a l  s i g n a l  d e n s i t y  wh ich  i s  r e p r e s e n t e d  by t h e  
p r i o r  d e n s i t y  g' ( 8 ) .  A per fo rmance  d i s c r e p a n c y  between a subopt imi~m o b s e r v e r  
a n d  t h e  i d e a l  o b s e r v e r  c a n  be measured b a s i c a l l y  i n  two w a y s .  The f i r s t  i s  i n  
terms of t h e  e x p e c t e d  loss  for n o t  p e r f o r m i n g  o p t i m a l l y ;  t h i s  loss i s  d e t e r m i n e d  
by t h e  p a y o f f 8  p r e s c r i b e d  by a g o a l  f u n c t i o n  a n d  t h e  o p e r a t i n g  c h e r a c t e r i s t i c e  
of t h e  d e v i c e .  A s p e c i a l  case i n  which h i g h e r  t h a n  min imum-r i sk  i s  a c h i e v e d  
I 
by a d e t e c t i o n  d e v i c e  i s  t h a t  i n  which t h e  d e v i c e  knows g(e), s o d ( x )  i s  com- 
p u t e d  as for t h e  i d e a l  o b s e r v e r ,  bu t  t h e  c u t o f f  v a l u e  6 i n  using d e c i s i o n  r u l e  B 
is n o t  c h o s e n  O p t i m a l l y .  
a s s e s e m e n t  o f  t h e  g o a l  f u n c t i o n  or f rom n o t  knowing t h e  e n v i r o n m e n t a l  va lue  p 
A n o n - o p t i m a l  @ c o u l d  r e s u l t  f rom e i t h e r  i n c o r r e c t  
of t h e  p r o b a b i l i t y  of s i g n a l  o c c u r r e n c e .  S h u f o r d  ( 1 9 6 4 )  d e r i v e d  t h e  o p t i m a l  
B a y e s i a n  l e a r n i n g  d e v i c e  f o r  e s t i m a t i n g  p when f ( x )  i a  t h e  b i n o m i a l  p r o b a b i l i t y  
ma88 f u n c t i o n  a n d  t h e  o b s e r v e r  hae a Beta p r i o r  d i s t r i b u t i o n  on p. We h a v e  
shown t h a t  when t h e  e x p e r i m e n t e r  t e l l 8  t h e  o b r e r v e r  after e a c h  o b s e r v a t i o n  
J 
tr ia l  w h e t h e r  n o i s e  a l o n e  or r i g n a l - p l u s - n o i r e  o c c u r r e d ,  t h e  eampla v a l u e  x 
. ' -12-  
o b s e r v e d  d u r i n g  t r i a l  1 i s  i r r e l evan t  t o  t h e  improvement of knowledge a b o u t  p. 
' This r e s u l t  was i m p l i c i t  i n  S h u f o r d ' e  work. F r a l i c k  ( 1 9 6 5 )  h a s  c o n s i d e r e d  t h e  
o p t i m a l  a d a p t i v e  d e v i c e  f o r  e s t i m a t i n g  p when f(x) is normal  and p has o n e  of  e 
f i n i t e  number o f  p o s s i b l e  v a l u e s .  
Although a measure  o f  d e p a r t u r e  f rom minimum risk may be o b t a i n e d  f o r  any  
. suboptimum d e v i c e ,  i t  may n o t  be a p a r t i c u l a r l y  s e n s i t i v e  measu re  f o r  compsra- 
t i v e  p u r p o s e s  (cf. Green,  1960) .  A d e p a r t u r e  f rom minimum r i s k  may b e  c a u s e d  
e i ther  by u s i n g  a s u b o p t i m a l  l i k e l i h o o d  r a t i o l ' ( x )  or a s u b o p t i m a l  c u t o f f  v a l u e ,  
o r  b o t h .  
The s e c o n d  c lass  of ways i n  which a p e r f o r m a n c e  d i s c r e p a n c y  may be measu red  
i s  c u t o f f - f r e e  i n  t h e  s e n s e  t h a t  t h e  i n d e x  o f  p e r f o r m a n c e  d o e s  n o t  depend upon 
t h e  p a r t i c u l a r  f i u s e d  i n  d e c i s i o n  r u l e  B. 
We d e f i n e  P r ( C )  t o  be t h e  p r o b a b i l i t y  t h a t  a sample  ls of l i k e l i h o o d  r a t i o  
1 
when S1 o c c u r s ,  drawn i n d e p e n d e n t l y  o f  a s i m p l e 1  o f  l i k e l i h o o d  r a t io  when So 
occura, w i l l  be t h e  g r e a t e r  of  t h e  two; i .e. ,  
(18) 
This p r o b a b i l i t y  is a measure  of s e n s i t i v i t y  of t h e  d e t e c t i o n  d e v i c e  b e c a u s e  
P r t C )  m e a s u r e s  the e f f e c t i v e n e s s  of t h e  d e c i s i o n  v a r i a b l e '  ,,((XI i n  d i s c r i m i n a t -  
i n g  be tween  t h e  t w o  h y p o t h e s e s  S1 and  So. 
i x  I d ( x )  413 
by p u t t i n g  
To compute P r ( C ) ,  we l e t  L(x) = 
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The d i s t r i b u t i o n  K ( 1  I Si) is t h e  i n t e g r a l  
J 
--Q 
By u s i n g  (18)  and (191,  P r ( C )  is g i v e n  by 
(20 1 
I t  i s  shown by S w e t s  and  Green ( 1 9 6 6 )  t h a t  P r ( C )  is t h e  area u n d e r  t h e  Receiver 
O p e r a t i n g  C h a r a c t e r i e t i c  ( R O C )  c u r v e  for a d e v i c e  which c o m p u t e s  l ( x ) .  
When b o t h  d e n s i t i e s  k ( d \ S i ) ,  i = O ,  1, are G a u s s i a n  (20) may be s i m p l i f i e d  
t o  t h e  e x p r e s s i o n  
(21) 
where  d l  i s  t h e  ( n o r m a l i z e d )  mean of R, . 
, m e a s u r e  o f  s e n s i t i v i t y ,  i n d e p e n d e n t  of t h e  d e c i s i o n  c u t o f f  e ,  of a n  optimum 
d e t e c t i o n  d e v i c e  when SKE and t h e  n o i s e  d e n s i t y  i s  G a u s s i a n .  
f o u n d  for any d e v i c e  f o r  which P r ( C )  is known (o r  c a n  be estimated), i t  l e  a 
c o n a n i c a l  measure of s e n s i t i v i t y  t h r o u g h  which  d e t e c t i o n  may be compared re- 
g a o d l e a s  of t h e  d i s t r i b u t i o n s  of x g i v e n  So a n d  SI. 
Thus, we'mey i n t e r p r e t  dt as a 
1 
S i n c e  d'  may be 
It h a s  been  customary i n  t h e  p s y c h o l o g i c a l  l iterature to d e f i n e  t h e  e f -  
f i c i e n c y  o f  a d e v i c e  & w i t h  r e s p e c t  t o  t h e  ideal observer a e  ? 
(22 1 
(See T a n n a t  and Birdmall, 1958). We now give an i n t e r p r e t a t i o n  o f  : y1 
. 
C '  
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Theorem. I f  f ( x )  is G a u s s i a n  and  b o t h  a d e - e c t i o n  d e v i c e  d and  t h e  i d e a l  
o b s e r v e r  h a v e  SSE, t h e n  t h e  e f f i c i e n c y  of o( i s  t h e  s q u a r e  of t h e  c o r r e l a t i o n  
c o e f f i c i e n t  between I t s  d e c i s i o n  a x i s  and t h a t  o f  t h e  i d e a l  o b s e r v e r .  
The deve lopmen t  l e a d i n g  t o  the p r o o f  of t h e  theo rem w i l l  be made somewhat 
more g e n e r a l  by c o n e i d e r i n g  two a r b i t r a r y  d e v i c e s  d and p * and t h e n  
i z i n g  one  of them t o  be t h e  I d e a l  o b s e r v e r .  When b o t h  s t g n a t  and n o i s e  f u n c t i o n s  
are F o u r i e r  series band l i m i t e d  I n  t h e  same way o v e r  t h e  i n t e r v a l  iO ,T]  t h e  
o p e c i a l -  
s a m p l e  f u n c t i o n s  x and  s may be r e p r e s e n t e d  as t h e  v e c t o r s  x -- ( x l *  x 2 * . . . , x  1 
and  I = (alD s2,. . . sU),  r e e p e c t i v e l y ,  where u = 2WT e q u a l l y  s p a c e d  components ,  
and  W i s  t h e  b a n d w i d t h  of t h e  series ( P e t e r s o n ,  B i r d s a l l ,  and Fox, 1954) .  S i n c e  
t h e  n o i s e  is Gauasian ( a n d  l e t  u s  assume w h i t e ,  w i t h o u t  loss of g e n e r a l i t y )  and 
SSE, i - e . ,  g 4  ( 1 1  = $(a - ad), g P ( a )  = d(s - s p  
U 
we may w r i t e  
, I  
(23 1 
where  N = n o i s e  power = 
d e c i s i o n  axe l  may be t a k e n  a a  t h e  l o g a r i t h m  of l i k e l i h o o d  ra t ios  
\ E h ( g  m?) and  r =  d , p  . The o b s e r v e r s '  
+ ( X I .  




















where E T  = [a ( t ) ] ’ d t  = (112W) z s a  I s  the  e f f e c t i v e  energy of 




Whon noi8a alOn* i n  P r e l a n t ,  x = n and the  mean of J* i 8  
i i 4 
(25 1 
and t h e  v a r i a n c e  of .f* l a  g i v e n  by k 
(26 1 
c and the  mean of d* Is 
8 i’ l = n i + s
When r i g n a l  p lur  noise i s  present  x 
i (27 1 
where 
(28 1 
har been introduced.  The var iance  g i v e n  S, may be rhown by rimilar c a l c u -  
. - 16- 
0 :  
lation to be the same ae the variance given S 
Intuitively, WB expect (29) because of SKE; 
lability to x. 
therefore contributee no vaf 
The renritivity of a device Y when SKE is defined by 
r o  that for SSE 
(30 1 
= 2R'y / E  x N o .  
For T the ideal obrervsr B~ 2 - 8 so that ( 3 0 )  becomee 
where the known signal energy 
(32 1 
By using (221, (301 and (311, WB find that when SKE and a device ac 
ha8 SSE the efficiency of d i r  
b - 17- 
( 3 3  1 
To complete  the  proof of the  theorem, w e  compute the c o v a r i a n c e  b e t M e n J 2  
and 
f o l l o w i n g  (29 1). We have 
(which w i l l  be t h e  same f o r  S and S1, considering t h e  r e a s o n i n g  0 




Then by u r l n g  (26) and ( 3 4 )  the square of t h e  c o r r e l a t i o n  r between t h e  
“(3 
d e c i r i o n  m e 8  of d and 
. -  
(36 1 
E@ = E B 80 R,P= R f f  and 
When ir the i d e a l  o b s e r v e r  
b - 18- 
(37 1 
by referring to ( 3 6 )  and ( 3 3 ) .  1 





1. Adaptation Using Beyes' Rule. 1 
t 
The form of h(xls) given in (13) enables an observer to adapt sequentially 
I to a signal of a fixed, but unspecified, waveform, when approximations to h(xls) 
are given. As indicated above, we shall continue to investigate approximating I 
densities to h(xls) and evaluate their applicability to the problem of human L 
1 
I pattern diecrimination. 
2. Trial-by- trial Estimates of Efficiency. 
The definition of P r ( C )  given in IV allows direct estimates of an observer's 
efficiency via equations (21) and (22). If trial-by-trial estimates of the like- 
lihood are given by the observer, P r t C )  = Pr( Js,= max (d,, d~~ 
be estimated directly and used to estimate the observer's efficiency by a trend 
analysis. Further, when the observer can be coneidered as performing a linear 
operation on the input waveform, a rank order correlation coefficient can be 
computed between the observer's likelihood ratio judgments and the output of 
an electronic device designed to compute a close approximation of the true 
) )  can 
I 
I 
likelihood ratio (the device is nearly an ideal observer). Aa shown by the 
theorem in IV, this correlation may be used to estimate the observer's effi- 
I 
ciency. 
By using both of theee efficiency estim&ion procadurer, It is po88ible to 
I 
make d e d u c \ i o n s  r e g a r d i n g  t h e  l i n e a r i t y  o f  t h e  o b s e r v e r ' s  o p e r a t i o n s  o n  t h e  
i n p u t .  
3. S u p e r v i s e d  L e a r n i n g  VS Non-Superv i sed  L e a r n i n g .  
The d i s c u s e i o n  i n  t h e  p r e s e n t  r e p o r t  h a s  emphas ized  n o n - s u p e r v i s e d  l e a r n i n g  
of t h e  s i g n a l  waveform p a t t e r n .  I f  s u p e r v i s e d  l e a r n i n g  is c o n s i d e r e d ,  a g r e a t  
s i m p l i f i c a t i o n  i n  t h e  fo rm o f  t h e  i d e a l  a d a p t i n g  o b s e r v e r  is o b t a i n e d .  For some 
t y p e s  o f  e x p e r i m e n t a l  s i t u a t i o n s ,  i t  may be r e a l i s t i c  t o  a p p l y  t h e  t h e o r y  o f  
a d a p t i v e  d e v i c e s  i n  a u p e r v i e e d  l e a r n i n g  tasks .  Zn t a s k s  for human o b s e r v e r s  
where  i t  i s  n o t  c lear  w h e t h e r  o r  n o t  t h e  e x p e r i m e n t e r ' s  s u p e r v i s i o n  is e f f e c t i v e ,  
i t  i s  p o s s i b l e  to  compare t h e  two k i n d s  of mode l s  of a d a p t i v e  d e v i c e s  t o  a t t e m p t  
t o  a s c e r t a i n  t h e  e f f e c t i v e n e s s  of t h e  s u p e r v i s i o n .  We e x p e c t  t o  r e v i e w  t h e  ex-  
i s t i n g  l i t e r a t u r e  c o n c e r n e d  w i t h  e x p e r i m e n t s  c o m p a r i n g  s u p e r v i s e d  and  n o n - s u p e r -  
v i s e d  l e a r n i n g  i n  p s y c h o a c o u s t i c a l  d e t e c t i o n  t a s k s .  
4. C o r r e l a t i o n  Between Observers. 
We h a v e  worked o u t  a p r o c e d u r e  u n d e r  t h e  a e g i s  of t h i s  g r a n t ,  b u t  n o t  r e p o r t -  
e d  h e r e ,  f o r  e s t i m a t i n g  t h e  c o r r e l a t i o n  be tween  o b s e r v e r s  ( i d e a l  o r  o t h e r w i s e )  
wh ich  uses o n l y  t h e  c o n t i n g e n c y  t ab le s  o b t a i n e d  f rom o b s e r v e r s  s e r v i n g  i n  t h e  same 
e x p e r i m e n t a l  t a s k .  The d e g r e e  o f  l i n e a r  a g r e e m e n t  between two o b s e r v e r s ,  which 
d o e s  not depend  upon t h e i r  i n d i v i d u a l  a g r e e m e n t  w i t h  t h e  i d e a l  o b s e r v e r ,  may be 
f o u n d  by c o m p u t i n g  a p a r t i a l  c o r r e l a t i o n  be tween  o b s e r v e r s '  d e c i s i o n  a x e s .  The 
p a r t i a l  c o r r e l a t i o n  may be u s e d  t o  m e a s u r e  i n t e r o b s e r v e r  a g r e e m e n t  a t  v a r i o u s  
s t a g e s  of l e a r n i n g .  We i n t e n d  to  p u r s u e  t h i s  l i n e  of r e a s o n i n g  w i t h  t h e  o b j e c t i v e  
of p r o v i d i n g  a way o f  a s c e r t a i n i n g  w h e t h e r  or n o t  d i f f e r e n t  o b s e r v e r s  u s e  t h e  same 
t y p e  o f  p r o c e s s i n g  o n  t h e  i n p u t  t o  a c h i e v e  similar l e v e l s  of a d a p t a t i o n .  
5 .  E x p e r i m e n t a l  Designa.  
In a d d i t i o n  to t h e  t h e o r e t i c a l  e f f o r t s  being made u n d e r  t h i s  grant,  w e  have  
-20- 
been exploring the feasibility of constructing an electronic device to 
estimate the ideal obierver' B likelihood ratio on a trial- by- trial basis. 
Such a device appears possible at moderate cost, and we are proceeding 
with Its design. The output of this device may be compared w i t h  obsem- 
e r a '  eotirnateo of t h a i r  own decision variabla to obtain  meaaurea of af- 
ficiency as outlined in paragraph 2. 
Finally, we are investigating the feasibility of varioua particular 
experimental designs which incorporate the preceding ideas and may be used 
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