On the local and global phase portrait of the 1-dimensional complex equation $z{\dot}= f (z)$ by Song, Jieyao
Treball final de ma`ster
MA`STER DE
MATEMA`TICA AVANC¸ADA
Facultat de Matema`tiques
Universitat de Barcelona
On the local and global phase portrait
of the 1-dimensional complex equation
z˙ = f (z) and perturbations
Autor: Jieyao Song
Director : Dr. Ernest Fontich and Xavier Jarque
Realitzat a: Departament de
Matema`tica Aplicada i Ana`lisi
Barcelona, 13 de setembre de 2014
Contents
1 Introduction 3
2 Preliminaries 5
2.1 Locally structure of singular points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Infinite Singular Points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Limit cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Hamiltonian systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Local normal forms 12
3.1 Local Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Local classification of singular points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4 The dynamics at infinity 21
4.1 Global Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Classification of singular points at infinity . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5 Limit cycles and polycycles 29
6 Bifurcation diagram of a rational family 33
6.1 deg(P)≤2 and deg(Q)=0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.2 deg(P)≤2 and deg(Q)=1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.3 Yaoyao Lemma: deg(P)≤2 and deg(Q)=2 . . . . . . . . . . . . . . . . . . . . . . . . . . 44
7 Perturbation 48
8 Bibliography 64
1 Introduction
This work consists of studying the complex first order differential equation
z˙ =
dz
dt
= f(z), z ∈ C, t ∈ R, (1.1)
where f is an analytic function of C except, possibly, at isolated singularities. This is a rather general
family of complex functions that includes polynomial, rational, holomorphic and entire functions, and
functions with isolated essential singularities.
My previous knowledge was the qualitative theory of planar differential equations (see [1]), that is the
theory of a simple differential systems in two real variables{
x˙ = P (x, y)
y˙ = Q(x, y),
where P and Q are Cr functions defined on an open subset U of R2, with r=1,2,...,∞.
It is clear that if we write z = x+ iy (1.1) can be written as a system of planar (R) differential equations{
x˙ = P (x, y)
y˙ = Q(x, y),
where x, y ∈ R, that is x={real part of z} and y ={image part of z}. We denote by <(.) = Re(.) and
=(.) = Im(.). Then {
P (x, y) = <(f(z)) = <(f(x+ iy))
Q(x, y) = =(f(z)) = =(f(x+ iy)).
Hilbert’s 16th problem was posed by David Hilbert at the Paris conference of the International
Congress of Mathematicians in 1900, as part of his list of 23 problems in mathematics.
The original problem was posed as the Problem of the topology of algebraic curves and surfaces.
Actually the problem consists of two similar problems in different branches of mathematics:
* An investigation of the relative positions of the branches of real algebraic curves of degree n (and
similarly for algebraic surfaces).
* The determination of the upper bound for the number of limit cycles in two-dimensional polynomial
vector fields of degree n and their possible relative positions.
Associated with this equation we have a local flow defined near the origin and having the origin as a
fixed point.
Our main result on local conformal conjugation is Theorem 3.5. In case of f being rational it is also
considered the behavior of the vector field near infinity by means of the Poincare´ Compactification. We
also consider the stereographic projection of a sphere onto a plane in which case the infinity corresponds
to the equator, and similarly we consider the Poincare´ disk, if we project the Poincare´ sphere to a disc,
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representing the infinity is its boundary.
As usual, after studying the local phase portrait near a regular or singular point, the next step is to
determine the topology of the orbits in a neighborhood of a periodic orbit.
We get the non-existence of limit cycles and able to extend this preserving area phenomenon to a neigh-
borhood of any monodromic graph. We are summarize these implications in Theorem 5.4.
We give a topological classification of the phase portrait of the family of rational functions of the form
z˙ = f(z) =
P (z)
Q(z)
,
where P and Q are polynomials in the z variable such that degP ≤2 and degQ ≤2 without common
factors.
Finally we study non holomorphic perturbations for the special case f(z) = iz + z2 and we study the
Poincare´ map near the separatrix between the two centers of the non perturbed system. We use some
results in [10] we give an integral expression whose zeros control the limit cycles that bifurcate form the
periodic orbits of the period annulus of p. The result is applied to control the simultaneous bifurcation
of limit cycles from the two period annuli of z˙ = iz + z2, after a polynomial perturbation.
The paper is organized as follows. In Section 2 there are some preliminaries. In Section 3 and Section
4, we put and prove our main theorems, we also discus the phase portrait around a singular point and
at infinity. In Section 5 we show the Hamiltonian structure of equation (1.1) and prove Theorem 5.4. In
Section 6 we give a topological classification of the phase portraits of the family of rational functions of
the form z˙ = P (z)/Q(z) such that degP ≤2 and degQ ≤2 without common factors. Finally, in Section
7 we study non holomorphic perturbations for the special case f(z) = iz + z2.
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2 Preliminaries
2.1 Locally structure of singular points
We consider differential systems in two real variables{
x˙ = P (x, y)
y˙ = Q(x, y),
where P and Q are Cr functions defined on an open subset U of R2, with r=1,2,...,∞ or r = ω. And we
frequently associate with the equation the vector field
X = P (x, y)
∂
∂x
+Q(x, y)
∂
∂y
,
on U∈ R2.
Let p be a singular point of a planar Cr vectors field X=(P,Q). In general the study of the local behavior
of the flow near p requires the consideration of several cases. Already the linear systems show different
classes, even for local topological equivalence. We say that
DX(p) =
(
∂P
∂x (p)
∂P
∂y (p)
∂Q
∂x (p)
∂Q
∂y (p)
)
,
is the linear part of vector field X at the singular point p.
The singular point p is called non− degenerate if 0 is not an eigenvalue of DX(p).
The singular point p is called hyperbolic if both eigenvalues of DX(p) have real part different from 0.
The singular point p is called semi− hyperbolic if exactly one eigenvalues of DX(p) is equal to 0. Hy-
perbolic and semi-hyperbolic singularities are also called elementary singular points.
The singular point p is called linearly nilpotent if both eigenvalues of DX(p) are equal to 0 but DX(p)
is not equal to 0.
The singular point p is called linearly zero if DX(p)≡0.
The singular point p is called a center if there is an open neighborhood of it consisting, besides the
singularity, of periodic orbits. The singularity is said to be linearly a center if the eigenvalues of DX(p)
are purely imaginary without being zero.
It is obvious that if p = (x0, y0) is a singular point of the differential system{
x˙ = P (x, y)
y˙ = Q(x, y),
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then the point (0,0) is a singular point of the system{
˙¯x = P (x¯, y¯)
˙¯y = Q(x¯, y¯),
where x = x¯+ x0 and y = y¯ + y0, and now the functions P (x¯, y¯) and Q(x¯, y¯) start with terms of order
1 in x¯ and y¯. In other words, we can always move a singular point to the origin of coordinates in which
case system {
˙¯x = P (x¯, y¯)
˙¯y = Q(x¯, y¯),
becomes (dropping the bars over x and y){
x˙ = ax+ by + F (x, y)
y˙ = cx+ dy +G(x, y),
where F and G together with their first partial derivatives at (0,0) vanish. We also write X
(
x
y
)
=
A
(
x
y
)
+H.O.T by a linear change of coordinates the linearization A=DX(0,0)
A =
(
a b
c d
)
,
can be transformed to real Jordan canonical form.
If the singularity is hyperbolic, the Jordan form is either(
λ1 0
0 λ2
)
or
(
λ1 1
0 λ1
)
or
(
α β
−β α
)
,
with λ1λ2 6= 0, α 6= 0 and β ≥ 0.
In the semi-hyperbolic case (
λ 0
0 0
)
or
(
0 β
−β 0
)
,
with λ 6= 0 and β ≥ 0, while we obtain (
0 1
0 0
)
or
(
0 0
0 0
)
,
in the zero-nilpotent case or the linear zero case, respectively.
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2.2 Infinite Singular Points
In order to study the behavior of the trajectories of a planar differential system near infinity it is possible
to use a compactification of the plane. One of the possible constructions relies on the stereographic
projection of the sphere onto the plane, in which case a single point at infinity is adjoined to the plane.
A better approach for studying the behavior of trajectories near infinity is to use the so called Poincare´
sphere.
It has the advantage that the singular points at infinity are spread out along the equator of the sphere
and are therefore of a simpler nature than the singular points of the Bendixson sphere. However, some
of the singular points at infinity on the Poincare´ sphere may still be very complicated.
In order to draw the phase portrait of a vector field, we would have to work over the complete real plane
R2, which is not practical. If the functions defining the vector field are polynomials, we can apply the
Poincare´ Compactification, which will help us to draw it in a finite region. Even more, it controls the
orbits which tend or come from infinity.
Let X = P ∂∂x +Q
∂
∂y be a polynomial vector field (the functions P and Q are polynomials of arbitrary
degree in the variables x and y), or in other words :{
x˙ = P (x, y)
y˙ = Q(x, y),
We say that the degree of X is d if d is the maximum of the degrees of P and Q.
Poincare´ Compactification works as follows.
First we consider R2 as the plane in R3 defined by (y1, y2, y3) = (x1, x2, 1). We consider the sphere
S2 = {y ∈ R3 : y21 + y22 + y23 = 1},
which we will call here Poincare´ sphere. Note that it is tangent to R2 at the point (0,0,1). We may
divide this sphere into
the northern hemisphere
H+ = {y ∈ S2 : y3 > 0},
the southern hemisphere
H− = {y ∈ S2 : y3 < 0},
and the equator
S1 = {y ∈ S2 : y3 = 0}.
Now we consider the projection of the vector field X from R2 onto S2 given by the central projections
f+ : R2 → S2 and f− : R2 → S2
f+(x) = (
x1
∆(x)
,
x2
∆(x)
,
1
∆(x)
),
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f−(x) = (
−x1
∆(x)
,
−x2
∆(x)
,
−1
∆(x)
),
where
∆(x) =
√
x21 + x
2
2 + x
2
3.
We notice that the points at infinity of R2 are in bijective correspondence with the points of the equator
S1. Let X¯ be the transported vector field to S2\S1. Now we would like to extend the induced vector
field X¯ from S2\S1 to S2. The extended vector field on S2 is called the Poincare´ Compactification of
the vector field X on R2, and it is denoted by p(X).
For S2 we use the six local charts given by
Uk = {y ∈ R2 : yk ≥ 0},
Vk = {y ∈ R2 : yk ≤ 0},
for k = 1, 2, 3. The corresponding local maps φ : Uk → R2 and ψ : Vk → R2 are defined as
φk(y) = −ψ(y) = (ymyk ,
yn
yk
) for m ≤ n and m,n 6= k. We denote by z = (u, v) the value of φk(y)
or ψk(y) for any k, so that (u, v) will play different roles depending on the local chart we are consid-
ering. Geometrically the coordinates (u, v) can be seen in Figure 1.1. The points of S1 in any chart
correspond to v = 0. The singular points at S1 will be called infinite singular points.
In what follows we make a detailed calculation of the expression of p(X) only in the local chart U1. We
have X = (P (x, y), Q(x, y)). We obtain a vector field on S2 which is Cω-equivalent to X on each of the
hemispheres H+, H−
The expression for p(X) in the local chart (U1, φ1) is given by
u˙ = vd[−uP (1
v
,
u
v
) +Q(
1
v
,
u
v
)],
v˙ = −vd+1Q(1
v
,
u
v
).
The expression in (U2, φ2) is given by
u˙ = vd[−uP (u
v
,
1
v
) +Q(
u
v
,
1
v
)],
v˙ = −vd+1Q(u
v
,
1
v
).
and the one in (U3, φ3) is
u˙ = P (u, v),
v˙ = Q(u, v).
The expression for p(X) in the charts (Vk, ψk) is the same as for (Uk, φk) but multiplied by (−1)d−1,
for k = 1, 2, 3.
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Figure 2.1: The local charts (Uk, φk) for k=1,2,3 of the Poincare´ sphere.
We want to study the local phase portrait at infinite singular points. For this we choose an infinite
singular point (u, 0) and start by looking at the expression of the linear part of the vector field p(X).
We denote by Pi and Qi the homogeneous polynomials of degree i for i = 0, 1, ..., d such that P =
P0 +P1 + ...+Pd and Q = Q0 +Q1 + ...+Qd. Then (u, 0) ∈ S1 ∩ (U1 ∪ V1) is an infinite singular point
of p(X) if and only if
F (u) = Qd(1, u)− uPd(1, u) = 0.
Similarly (u, 0) ∈ S1 ∩ (U2 ∪ V2) is an infinite singular point of p(X) if and only if
G(u) = Pd(u, 1)− uQd(u, 1) = 0.
Also we have that the Jacobian of the vector field p(X) at the point (u, 0) after being reparmeterized is
(
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
or
(
G′(u) Pd−1(u, 1)− uQd−1(u, 1)
0 −Qd(u, 1)
)
.
If (u, 0) belongs to U1 ∪ V1 or U2 ∪ V2, respectively.
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2.3 Limit cycle
We consider the system of differential equations
x˙ =
dx
dt
= P (x, y), y˙ =
dy
dt
= Q(x, y), (2.1)
where x, y, and t are real variables, and P and Q are C1 functions of x and y. Then the existence and
uniqueness of its maximal solutions is guaranteed.
If a solution x = x(t), y = y(t) of system (1.2) is a nonconstant periodic function of t, then
γ = {(x, y) : x = x(t), y = y(t)},
is called a periodic orbit of system (1.2)
If for some neighborhood of the periodic orbit γ there does not exist other periodic orbits, then γ is
called a limit cycle.
We are going to assume that ∆ is an open subset of R2 and X is a vector field on ∆ of class Cr with
r ≥ 1. Also, in ∆, γ+p denotes a positive semi-orbit passing through the point p.
Given a real dynamical system with flow ϕ, a point x and an orbit γ through x, we say that a point y
is an ω − limit point of γ if there exists a sequence (tn)n∈N in R so that
lim
n→∞ tn =∞,
lim
n→∞ϕ(tn, x) = y.
Theorem 2.1. (Poincare´-Bendixson theorem)
Let Φ(t) = Φ(t, p) be an integral curve of X defined for all t≥0, such that γ+p is contained in a compact
set K⊂ ∆. Assume that the vector field X has at most a finite number of singularities in K. Then one
of the following statements holds.
(i) If ω(p) contains only regular points, then ω(p) is a periodic orbit.
(ii) If ω(p) contains both regular and singular points, then w(p) is formed by a set of orbits, every one
of which tends to one of the singular points in w(p) as t→∞
(iii) If ω(p) does not contain regular points, then ω(p) is a unique singular point.
Analytic vector fields have a finite sectorial decomposition property at their singularities, and, under
mild conditions, C∞ vector fields also have it (see [1]). The Poincare´-Bendixson theorem also holds for
vector fields on the two-dimensional sphere S2.
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Figure 2.2: Limit cycle.
2.4 Hamiltonian systems
A Hamiltonian system is a dynamical system governed by Hamilton’s equations. Informally, a Hamil-
tonian system is a mathematical formalism developed by Hamilton to describe the evolution equations
of certain conservative physical systems. The advantage of this description is that it gives important
insight into the dynamics, even if the initial value problem cannot be solved analytically.
Formally, a Hamiltonian system is a dynamical system completely determined by a scalar function
H(x, y) called Hamiltonian. The state of the system, r, is described by the generalized coordinates
’momentum’ x and ’position’ y, where both x and y are vectors of the same dimension N. So, the
system is completely described by the 2N dimensional vector
r = (x, y),
and the evolution equation is given by the so-called Hamilton’s equations:
x˙ =
dx
dt
= +
∂H
∂y
, (2.2)
y˙ =
dy
dt
= −∂H
∂x
. (2.3)
A trajectory r(t) is a solution of the initial value problem defined by the Hamilton’s equations and the
initial condition r(0) = r0 ∈ R2N .
The Hamiltonian function is a first integral of the system. Indeed,
d
dt
H(x(t), y(t)) =
∂H
∂x
· x˙+ ∂H
∂y
· y˙ = ∂H
∂x
· dx
dt
+
∂H
∂y
· dy
dt
=
∂H
∂x
· ∂H
∂y
− ∂H
∂y
· ∂H
∂x
= 0.
11
3 Local normal forms
3.1 Local Theorem
We start by presenting and discussing our main results at the local level. Assume f is a holomorphic
function in a punctured neighborhood of z = 0, i.e. z = 0 is either a regular point, a singular point, a
pole, or an essential singularity.
We start with the notation of the conformal conjugacy (see [4]).
For a given z close to 0, we denote by ϕf (t, z) the solution of equation (1.1) passing through z at t = 0.
Definition 3.1. If f(0) = g(0) = 0 we say that z˙ = f(z) and z˙ = g(z) are conformally conjugated
near the origin if there exists a conformal function Φ : U → V , where U and V are two open neighborhood
of the origin, such that Φ(0) = 0 and
Φ(ϕf (t, z)) = ϕg(t,Φ(z)), z ∈ U
and for all t for which the above expressions are well defined and the corresponding point are in U and
V .
Remark 3.2. The notion of conformal conjugacy is a stronger notion than topological conjugacy. In
particular, under conformal conjugacies the angles in the tangent space are preserved.
Now let us see some properties of conformal conjugacy :
First we give a useful characterization and establish two necessary conditions for equation z˙ = f(z) and
z˙ = g(z) to be conformally conjugated near the origin.
Lemma 3.3. The equations z˙ = f(z) and z˙ = g(z) are conformally conjugated near the origin if and
only if there exists a conformal function Φ : U → V , where U and V are two open neighborhoods of the
origin, such that Φ(0) = 0 and
Φ′(z)f(z) = g(Φ(z)), z ∈ U.
Proof. Suppose Φ(ϕf (t, z)) = ϕg(t,Φ(z)) holds. Then differentiating and using that ϕf and ϕg satisfy
the corresponding differential equations we obtain
Φ′(ϕf (t, z))f(ϕf (t, z)) = g(ϕg(t,Φ(z))) = g(Φ(ϕf (t, z))).
Taking t = 0 we obtain the conclusion.
Conversely, let us assume Φ′(z)f(z) = g(Φ(z)). Then
(
d
dt
)(Φ(ϕf (t, z))) = Φ
′(ϕf (t, z)))f(ϕf (t, z)) = g(Φ(ϕf (t, z))).
Therefore Φ(ϕf (t, z)) and ϕg(t,Φ(z)) satisfy the same initial value problem, so that Φ(ϕf (t, z)) =
ϕg(t,Φ(z)) follows from uniqueness.
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Lemma 3.4. Let f(z) and g(z) be two analytic functions in some punctured neighborhood of the origin.
If the corresponding equations z˙ = f(z) and z˙ = g(z) are conformally conjugated near the origin, then
(a) Res( 1f , 0) = Res(
1
g , 0),
(b) the order of vanishing of f and g at the origin coincide, if one of them is finite.
Proof. (a) There exists Φ : U → V such that Φ(ϕf (t, z)) = ϕg(t,Φ(z)) and by the lemma, Φ′(z)f(z) =
g(Φ(z)) holds.
To prove (a), we choose  > 0 and define γ a small circle around the origin contained in U
γ(t) = eit, 0 ≤ t ≤ 2pi.
Then, if  is sufficiently small, we have
Res(
1
g
, 0) =
1
2pii
ˆ
Φ(γ)
dw
g(w)
=
1
2pii
ˆ
γ
Φ′(z)dz
g(Φ(z))
,
since w = Φ(z)⇒ dw = Φ′(z)dz and this is equal to
1
2pii
ˆ
γ
dz
f(z)
,
since f, g are conformally conjugated, and this is also equal to
Res(
1
f
, 0).
This proves (a).
(b) To see the equalality of the order of vanishing at the origin we just check the orders in the expression
Φ′(z)f(z) = g(Φ(z)). If Φ exists and is conformal, we have Φ(z) = O(z) and Φ′(z) = O(1). Thus, the
orders of vanishing of f and g, if next finite, must be equal.
We will use next theorem to study a holomorphic function in a punctured neighborhood of z = 0:
Theorem 3.5. Let f(z) be an analytic function in a punctured neighborhood of p (p = 0). By shrinking
this neighborhood of, if necessary, the corresponding equation z′ = f(z) is conformally conjugated, near
z = 0, to
(a) z′ = 1, if f(0) 6= 0.
(b) z′ = f ′(0)z, if z = 0 is a zero of f of order 1.
(c) z′ = zn − cz2n−1, where c = Res( 1f , 0), if z = 0 is a zero of f of order n ≥ 1.
(d) z′ = 1zn , if z = 0 is a pole of order n.
Before proving this theorem we need another lemma.
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Lemma 3.6. Let u and v be two analytic functions in a punctured neighborhood of the origin such
that v(z) = o(u(z)) . Assume that
h(z, s) := (u(z) + sv(z))
ˆ z
0
v(ξ)
(u(ξ) + sv(ξ))2
dξ, (3.1)
defines, for all s∈[0,1], a holomorphic function in a whole neighborhood of the origin (including z = 0)
and that h(0, s) = 0. Then the equations z˙ = u(z) and z˙ = u(z) + v(z) are conformally conjugated near
the origin.
We will first introduce some properties of the Lie brackets we will use to prove Lemma 2.6.
Let
X =
{
z˙ = X1(z, s)
s˙ = X2(z, s)
and
Y =
{
z˙ = Y1(z, s)
s˙ = Y2(z, s)
be two systems of complex differential equation in C2. Denote by ϕ(t; z0, s0) and φ(τ ; z0, s0) the solutions
of systems X and Y satisfing ϕ(0; z0, s0) = (z0, s0) and φ(t; z0, s0) = (z0, s0), respectively.
Definition 3.7. We say that systems X and Y commute if
φ(τ ;ϕ(t; z0, s0)) = ϕ(t;φ(τ ; z0, s0))
To obtain a useful tool for deciding whether the systems commute, the Lie bracket [X,Y] is introduced
as follows
[X,Y ] = (DX)Y − (DY )X ,
where D denotes the differential matrix. Specifically, it can be shown that two systems commute if and
only if their corresponding Lie bracket vanishes (see [6]).
Proof of Lemma 2.6. In the assumptions of the lemma we consider the equations z˙ = u(z) and z˙ =
u(z) + v(z). We want to prove that z˙ = u(z) and z˙ = u(z) + v(z) are conformally conjugated near the
origin. We also build the system X as
X =
{
z˙ = u(z) + v(z)
s˙ = 0
,
where s ∈ [0, 1], and system Y as
Y =
{
z˙ = H(z, s)
s˙ = 1
,
where H is to be determined later on. The idea of the proof is to use the following diagramIf X and Y commute ⇐⇒ φ(τ ;ϕ(t; z0, s0)) = ϕ(t;φ(τ ; z0, s0))m m
[X,Y ] = 0 z˙ = u(z), z˙ = u(z) + v(z) are conf. conj.

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The holomorphic map (Φ in the definition) that conjugates both equations is given by the holomorphic
solutions of system Y at ’time’ τ = s = 1.
We now show that under that condition that (3.1) is holomorphic there exists a holomorphic function
H defined in the whole neighborhood of the origin such that [X,Y ] = 0. We have that
[X,Y ] =
(
uz + svz v
0 0
)(
H
1
)
−
(
Hz Hs
0 0
)(
u+ sv
0
)
.
We see that [X,Y ] = 0 equivalent to the first order linear equation (uz + svz)H + v −Hz(u+ sv) = 0.
Clearly, one of its solutions is H(z, s) = h(z, s), where h is the holomorphic function given in the
statement of the lemma. The fact that h(0, s) = 0 implies that the solution z = 0 of system Y in a
neighborhood of the initial condition z = 0 is well defined for τ = 1.
Now we can prove Theorem 3.5
Proof of Theorem 3.5. We consider each case separately. Independent proofs of this result can be found
in [4] and [5].
Proof of (b) If we write u(z) = f ′(0)z and v(z) = f(z)− f ′(0)z = O(z2), statement (b) is equivalent
to showing that equation z˙ = u(z) is conformally conjugate to equation z˙ = u(z) + v(z) (near z=0).
Applying Taylor Theorem, we can write f(z) as
f(z) = f(0) + f ′(0)z +
f ′′(0)
2!
z2 +
f ′′′(0)
3!
z3 + ...
In this case z = 0 is a zero of order 1, this means f(0) = 0, so we can write
f(z) = f ′(0)z +O(z2).
In this case we can use Lemma 3.6. We easily check that u and v are two analytic functions in a
punctured neighborhood of the origin such that v(z) = o(u(z)) and
h(z, s) := (u(z) + sv(z))
ˆ z
0
v(ξ)
(u(ξ) + sv(ξ))2
dξ = (f ′(0)z + sO(z2))
ˆ z
0
O(ξ2)
(f ′(0)ξ + sO(ξ2))2
dξ,
defines a holomorphic map around z = 0 for all s ∈ [0, 1] and h(0, s) = 0.
Proof of (c) This case follows in three steps
First we notice that the equations
z˙ = f(z) = azn + a1z
m +O(zm+1), a 6= 0 (3.2)
w˙ = wn + b1w
m +O(wm+1) (3.3)
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are conformally conjugated where b1 = a1
n−1
√
1
am−1 via the linear change of variable z =
n−1
√
1
aw.
Indeed, by Lemma 3.3 we check that Φ(w) = n−1
√
1
aw satisfies Φ
Φ′(w)g(z) = f(Φ(w)). (3.4)
We write f(z) = azn + a1z
m +O(zm+1) and g(w) = wn + b1w
m +O(wm+1)
RHS of (3.4) = f(Φ(w)) = a(
n−1
√
1
a
w)n + a1(
n−1
√
1
a
w)m +O(zm+1)
= a(
1
a
)
n
n−1wn + a1(
1
a
)
m
n−1wm +O(zm+1)
= (
1
a
)
1
n−1wn + a1(
1
a
)
m
n−1wm +O(zm+1),
and
LHS of (3.4) = Φ′(w)g(z) = n−1
√
1
a
(wn + b1w
m +O(wm+1)) +O(zm+1).
Using that b1 = a1
n−1
√
1
am−1 , then
=
n−1
√
1
a
(wn + a1
n−1
√
1
am−1
wm +O(wm+1)) = (
1
a
)
1
n−1wn + a1(
1
a
)
m
n−1wm +O(zm+1).
and we see that RHS of (3.4)=LHS of (3.4).
We rename the variable of the second equation as z. We claim that equations
z˙ = zn + amz
m +O(zm+1) (3.5)
w˙ = wn + cw2n−1 +O(w2n) (3.6)
n ≤ m ≤ 2n− 1, are conformally conjugated where c is Res(1/f, 0). To see the claim, we consecutively
apply the change of variable z = w(1 + αwm−n), where α = −am2n−m−1 to erase the mth degree monomial
up to m = 2n− 2:
z = w(1 + αwm−n)⇒ z˙ = w˙(1 + αwm−n) + w((m+ n)αwm−n−1w˙)
z˙ = w˙(1 + αwm−n + (m+ n)αwm−n)
z˙ = w˙(1 + wm−nα(1 +m+ n)). (3.7)
We substitute this into equation (3.5) and we have
z˙ = wn(1 + αwm−n)n + am(w(1 + αwm−n))m +O(w(1 + αwm−n)m+1). (3.8)
From (3.7) we get
w˙ =
z˙
(1 + wm−nα(1 +m+ n))
.
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And using equation (3.8), then
w˙ =
wn(1 + αwm−n)n + am(w(1 + αwm−n))m
(1 + wm−nα(1 +m+ n))
=
1
(1 + wm−nα(1 +m+ n))
(wn(1 + αwm−n)n + am(w(1 + αwm−n))m).
We know that 11+x ≈ 1− x+ x2 so we can write the above equation, using x = wm−nα(1 +m+ n)), in
the form
= (1− wm−nα(1 +m+ n))(wn(1 + αwm−n)n + am(w(1 + αwm−n))m).
We use the binomial Newton’s formula (a+ b)n =
(
n
0
)
an +
(
n
1
)
an−1b+ ...
= (1−wm−nα(1+m+n))(wn(1+nαwm−n+βα2w2(m−n)+...)+amwm(1+mαwm−n+δα2w2(m−n)+...)).
As 2m− n ≥ m+ 1 and 3m− n ≥ m+ 1 we can cut this higher order part, so we have
= (1− wm−nα(1 +m+ n))(wn + nαwm + amwm) = wn + wm(nα+ am + α(1 +m− n)) +O(wm+1).
From the condition that the coefficient of wm is zero, we can get the value of α
nα+ am + α(1 +m− n) = 0→ α = −am
2n−m− 1 .
The monomial w2n−1 cannot be erased since it is a resonant term. Moreover, using Lemma 3.4 it is
easy to prove that the coefficient of this monomial coincides with c. Hence, again renaming as z the
variable of the equation, we assume that the initial equation becomes z˙ = zn − cz2n−1 +O(z2n).
We have arrived to equation z˙ = g(z) with g(z) = zn − a2n−1z2n−1 + O(z2n) and we know that
Res(1g , 0) = −a2n−n so c = −a2n−n.
Finally, we show that equations
z˙ = zn + cz2n−1 +O(z2n) (3.9)
z˙ = zn + cz2n−1 (3.10)
are conformally conjugated. To do so, we apply Lemma 3.6, with u(z) = z2−cz2n−1 and v(z) = O(z2n).
We have
h(z, s) := z2(1− czn−1 + sO(zn))
ˆ z
0
ξ2n(1 +O(ξn+1))
ξ2(1− cξn−1 + sO(ξn))2dξ
= z2(1− czn−1 + sO(zn))
ˆ z
0
ξ2n−2(1 +O(ξn+1))
(1− cξn−1 + sO(ξn))2dξ,
which defines a holomorphic function, for all s ∈ [0, 1], in a neighborhood of the origin. Again h(0, s) = 0
and (c) follows.
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Proof of (a) and (d)
To unify the regular case and the case when f has a pole we consider n ∈ N ∪ {0}. As in the previous
case, it is easy to see that equations
z˙ = f(z) = az−n +O(z1−n) (3.11)
z˙ = z−n +O(z1−n) (3.12)
are conformally conjugated via a linear change of variable.
We look for Φ such that Φ′(w)f(z) = g(Φ(w)) with f(z) = az−n and g(z) = z−n. We have
Φ′(z)az−n = (Φ(z))−n ⇒ Φn(z)Φ′(z) = 1
a
zn.
We integrate both sides ˆ
Φn(z)Φ′(z) =
ˆ
1
a
zn,
and we have the formula of the function Φ(z) = n+1
√
1
az
Now we claim that equations
z˙ = z−n +O(z1−n) (3.13)
z˙ = z−n (3.14)
are conformally conjugated. To prove this claim, we use Lemma 3.6, with u(z) = z−n and v(z) =
O(z1−n). Precisely, equation (3.1) reads now
h(z, s) := (z−n + sO(z1−n))
ˆ z
0
O(ξ1−n)
(ξ−n + sO(ξ1−n))2
dξ = (z−n + sO(z1−n))
ˆ z
0
O(ξn+1)dξ,
which implies that h(z, s) = O(z2) is holomorphic in a sufficiently small neighborhood of the origin and
h(0, s) = 0.
The particular case n = 0 proves (a).
3.2 Local classification of singular points
In this subsection we use Theorem 3.5 to obtain the phase portraits of z˙ = f(z) in a punctured
neighborhood of a singular point (f(0) = 0) or a singularity given by a pole.
Corollary 3.8. Let f(z) be an analytic function in a punctured neighborhood of p
(a) If f ′(p) 6= 0, according to <(f ′(p)) < 0, <(f ′(p)) > 0 or <(f ′(p)) = 0, the phase portrait of equation
z˙ = f(z) in a neighborhood of p is a stable focus, an unstable focus or an isochronous center, respectively.
In all cases, the index of p is 1.
(b) If p is a zero of f of order n > 1, then the phase portrait of equation z˙ = f(z) in a neighborhood of
p is the union of 2(n− 1) elliptic sectors, and so the index of p is n.
(c) If p is a pole of f of order n ≥ 1, then the phase portrait of equation z˙ = f(z) in a neighborhood of
p is the union of 2(n+ 1) hyperbolic sectors, and so the index of p is −n.
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Proof. Statement (a) follows from Theorem 3.5(b), since equation (1.1) near p is conformally conjugated
to its linear part, z˙ = f ′(p)z
if <(f ′(p)) = 0, z˙ = iβz, β ∈ R,
if <(f ′(p)) < 0, z˙ = (α+ iβ)z, α, β ∈ R,
if <(f ′(p)) > 0, z˙ = (α+ iβ)z, α, β ∈ R.
Moreover, if <(f ′(p)) = 0, z˙ = iβz, β ∈ R and z = γeiθ
z = γeiθ ⇒ z˙ = γ˙eiθ + γeiθiθ˙ ⇒ iβγeiθ = γ˙eiθ + γeiθiθ˙ ⇒ γ˙ + γiθ˙ = iβγ.
Then the equation reads, in polar coordinates
γ˙ = 0, θ˙ = β.
Then the topological phase portrait in a neighborhood of the origin is given by Figure 3.1.
If <(f ′(p)) 6= 0, z˙ = (α+ iβ)z, α, β ∈ R.
z = γeiθ ⇒ z˙ = γ˙eiθ + γeiθiθ˙ ⇒ γ˙ + γiθ˙ = (α+ iβ)γeiθ,
then
γ˙ = αγ, θ˙ = β.
Then the topological phase portraits in a neighborhood of the origin are given by Figure 3.1.
Figure 3.1: a center (α = 0, β < 0), a stable focus (α < 0, β > 0)and an unstable focus (α > 0, β < 0).
Statements (b) and (c) follow by performing the polar blow−up z = γeiθ and a recalling of time (see [1]).
We use a basic tool for studying not elementary singularities of a differential system in the plane. This
tool is based on changes of variables called blow − ups. Blow − ups are used to show that at isolated
singularities an analytic system has a finite sectorial decomposition.
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(b) We limit ourselves to the simple case n = 2, z˙ = z2. The polar blow-up z = γeiθ ⇒ z˙ = γ˙eiθ+γeiθiθ˙
and
z2 = γ2e2iθ ⇒ γ˙eiθ + γeiθiθ˙ = γ2eiθ(cos(θ) + i sin(θ)).
Comparing real and imaginary parts
{
γ˙ = γ2 cos(θ)
θ˙ = γ sin(θ).
Then neighborhood of p is the union of 2(n− 1) = 2(2− 1) = 2 elliptic sectors, and so the index of p is
2.
Then the topological phase portrait in a neighborhood of the origin is given by Figure 3.2.
(c) If p is a pole of f of order n ≥ 1⇒ z˙ = f(z) is conformally conjugated to z˙ = 1zn .
We limit ourselves to the simple case n = 2, z˙ = 1
z2
. The polar blow-up z = γeiθ ⇒ z˙ = γ˙eiθ + γeiθiθ˙
and
1
z2
=
1
γ2e2iθ
⇒ γ˙eiθ + γeiθiθ˙ = 1
γ2e2iθ
⇒
{
γ˙ = γ−2 cos(−3θ)
θ˙ = γ−3 sin(−3θ).
Then neighborhood of p is the union of 2(n+ 1) = 2(2 + 1) = 6 hyperbolic sectors, and so the index of
p is −2.
Then the topological phase portraits in a neighborhood of the origin are given by Figure 3.2.
Figure 3.2: elliptic sectors and hyperbolic sectors
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4 The dynamics at infinity
4.1 Global Theorem
Using mainly Theorem 3.5, we also prove the following result for the conformally conjugacy classes in
C\D(0, R), R > 1, i.e. in a sufficiently small neighborhood of infinity. We study the phase portrait at
infinity at the topological level.
To better understand the global phase portrait of equation z˙ = f(z) we need to study the behavior of
the orbits in a neighborhood of infinity i.e. we need to know how the orbits escape to infinity, if indeed
they do.
The main result is summarized in Theorem 4.1.
Theorem 4.1. Let f(z) be a rational function, i.e., f(z) = P (z)Q(z) , where P (z) = anz
n + ... + a0 and
Q(z) = bmz
m + ... + b0 are polynomials in z of degree n and m, respectively. Let c be the residue of
g(z) = − Q(
1
z
)
z2P ( 1
z
)
. Then, there exists R > 0 such that the corresponding equation z′ = f(z) is conformally
conjugated, in C\D(0, R), to
(a) z˙ = (1z )
m−n + c(1z )
2(m−n)+1, if n ≤ m+ 1,
(b) z˙ = −( anbm )z, if n = m+ 1,
(c) z˙ = z2, if n = m+ 2,
(d) z˙ = zn−m, if n ≥ m+ 2.
In the context of planar (real) vector fields, there are two natural compactification that allow us to
extend the flow to infinity under certain hypotheses (see [7]).
1 Riemann Compactification: infinity is represented by the north pole of the Riemann sphere.
2 Poincare´ Compactification: infinity is represented by the equator of the Poincare´ sphere, which is
invariant by the extension of the flow projected on the sphere.
In this second case, we have two copies of the flow, one on each hemisphere. By direct projection,
the vector field defined in the north hemisphere of the Poincare´ sphere can be drawn in the so-called
Poincare´ disc (as we explain in the introduction), where infinity now is given by the boundary S1 of the
Poincare´ disc, which corresponds to the blow-up of the north pole of Riemann sphere.
Here, we can consider a similar approach but taking into account the complex structure of equation
z˙ = f(z). It is easy to see that infinity can be formally interpreted by z = ∞ (the north pole of the
Riemann sphere), so it can be directly studied by considering the change of variables w = 1z . Thus
z =∞ for equation z˙ = f(z) becomes w = 0 in the new variable. To study the dynamics (and normal
forms) around w = 0, we use Theorem 3.5. Finally, using the inverse change of variables z = 1w , we will
find the normal form of the original equation z˙ = f(z) in a neighborhood of infinity.
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Proof. We consider equation z˙ = f(z) and we assume that f is a rational function, i.e.
z˙ =
P (z)
Q(z)
=
anz
n + · · ·+ a0
bmzm + · · ·+ b0 , anbm 6= 0. (4.1)
After doing the change of variables w = 1z =⇒ z˙ = ( 1w )′ = − 1w2 w˙, we obtain w˙ = −w2z˙. Then, we have
w˙ = −w2P (
1
w )
Q( 1w )
= −w2 an(
1
w )
n + · · ·+ a0
bm(
1
w )
m + · · ·+ b0
= −w2+m−n an + · · ·+ a0w
n
bm + · · ·+ b0wm = −w
2+m−n(
an
bm
+O(w)).
(4.2)
Clearly, the dynamics of equation (4.2) in a neighborhood of w = 0 represents the dynamics of equation
(4.1) in the neighborhood of z =∞. From Theorem 3.5 we know that, in some open neighborhood, say
D(0, 0) = {w ∈ C, |w| < 0} of w = 0, the normal form for equation (4.2) is given, respectively, by
(a) w˙ = w2+m−n + cw2(2+m−n), if n ≤ m+ 1,
(b) w˙ = ( anbm )w, if n = m+ 1,
(c) w˙ = 1, if n = m+ 2,
(d) w˙ = w−n+m+2, if n ≥ m+ 2,
where c is the residue at the origin of the origin of function g(w) = − Q(1/w)
w2P (1/w)
. We know that there is
a conformal conjugacy Φ between (4.2) and its corresponding normal form.
We now go back to the origin of the z-variable by applying the inverse change of variable
z˜ =
1
w
⇒ w = 1
z˜
⇒ w˙ = − 1
z˜2
˙˜z ⇒ ˙˜z = −z˜2w˙
to the above normal forms. Consequently, in a suitable neighborhood of infinity (precisely, C\D(0, R),
with R = 1/0), the normal form of equation (4.2) becomes
(a) ˙˜z = −z˜2w˙ = −z˜2(w2+m−n + cw2(2+m−n)) = −z˜2(1z˜
2+m−n
+ c1z˜
2(2+m−n)
) = −z˜n−m− c(z˜)2(n−m)−1, if
n ≤ m+ 1,
(b) ˙˜z = −z˜2w˙ = −z˜2( anbm )w = −z˜2( anbm )1z˜ = −( anbm )z˜, if n = m+ 1,
(c) ˙˜z = −z˜2w˙ = −z˜2 · 1 = −z˜2, if n = m+ 2,
(d) ˙˜z = −z˜2w˙ = −z˜2(w−n+m+2) = −z˜2(1z˜
−n+m+2
) = −z˜n−m, if n ≥ m+ 2.
Furthermore, the linear change of variable z = λz˜ (with λ = (−1)1/(m−n+1), λ = 1, λ = −1, and
λ = (−1)1/(1−m+n) depending on the cases (a), (b), (c) and (d)) gives the normal forms stated in the
theorem. Indeed
z = λz˜ ⇒ z˙ = λ ˙˜z and z˜ = z
λ
.
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(a) If λ = (−1)1/(m−n+1) ⇒ z˙ = λ ˙˜z = (−1)1/(m−n+1)(−z˜n−m−c(z˜)−2(1+m−n)) = (−1)1/(m−n+1)(− zλn−m−
c( zλ)
2(n−m)) = (1z )
m−n + c(1z )
2(m−n)+1, if n ≤ m+ 1,
(b) If λ = 1⇒ z˙ = λ ˙˜z = −( anbm )z˜ = (− anbm )z, if n = m+ 1,
(c) If λ = −1⇒ z˙ = λ ˙˜z = z˜2 = z2, if n = m+ 2,
(d) If λ = (−1)1/(1−m+n) ⇒ z˙ = λ ˙˜z = (−1)1/(1−m+n)z˜n−m = zn−m, if n ≥ m+ 2.
Finally, we observe that the above normal forms and the original equation (3.2) are conformally conju-
gated on C\D(0, R) by the conjugacy under the map H(z) = λ/Φ(1/z).
To end this section we particularize the above result for a concrete family of rational systems for which
we will study, their global phase portrait.
4.2 Classification of singular points at infinity
Corollary 4.2. Consider equation (4.1), where P (z) and Q(z) are polynomials of one complex variable
with deg(P)≤ 2 and deg(Q)≤ 1. Its phase portrait in a neighborhood of infinity is conformally conju-
gated to the phase portrait in a neighborhood of infinity of one of the following normal forms
(a) z˙ = 1 if deg(P ) = 0 and deg(Q) = 0. (see Figure 4.1)
(b) z˙ = kz if deg(P ) = 1 and deg(Q) = 0, or, deg(P ) = 2 and deg(Q) = 1, depending on whether k = α
(see Figure 4.2(b1)), k = iβ (see Figure 4.2 (b2)) or k = α+ iβ (see Figure 4.2 (b3))
(c) z˙ = z2 if deg(P ) = 2 and deg(Q) = 0.(see Figure 4.3)
(d) z˙ = 1 + cz if deg(P ) = 1 and deg(Q) = 1.(see Figure 4.1)
(e) z˙ = 1z + c
1
z
3
if deg(P ) = 0 and deg(Q) = 1.(see Figure 4.4)
Proof. We use the Poincare´ Compactification :
(a) z˙ = 1⇒ x˙+ iy˙ = 1 and we can write that{
x˙ = 1 = P (x, y)
y˙ = 0 = Q(x, y)
.
We recall that the degree of X is d if d is the maximum of the degrees of P and Q, so we have that d = 0.
We compute the singular points in the chart U1.
F (u) = Qd(1, u)−uPd(1, u) = 0−u ·1 = −u⇒ u = 0. It means that there is a singular point at infinity
on U1.
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Then we compute singular points in the chart U2.
G(u) = Pd(u, 1)− uQd(u, 1) = 1− u · 0 = 1 6= 0 its means that there are not singular points at infinity
on U2.
We study the character of u = 0 in U1:
F ′(u) = −1
Qd−1(1, u)− uPd−1(1, u) = 0
−Pd(1, u) = −1,
A(u) =
(
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
⇒ A(0) =
(−1 0
0 −1
)
.
Clear this is only one eigenvalue is -1 (double). Hence the point is stable node. Since d = 0 is even
there is another point which is an unstable node.
Then the topological phase portrait in a neighborhood of infinity is given by Figure 4.1.
Figure 4.1: case (a) : z˙ = 1
(b) z˙ = kz we have 3 types depending on the value of k ∈ C.
(b1) if =(k) = 0⇒ k = α ∈ R and then z˙ = x˙+ iy˙ = α(x+ iy) and we can write that{
x˙ = α · x = P (x, y)
y˙ = α · y = Q(x, y) .
In this case we have d=1.
{
F (u) = Qd(1, u)− uPd(1, u) = α · u− u · α = 0
G(u) = Pd(u, 1)− uQd(u, 1) = α · u− u · α = 0
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Then all of points at infinity are singular points.
Then the topological phase portrait in a neighborhood of the infinity is given by Figure 4.2 when α < 0.
When α positive we have the same phase portrait with the signs of the arrows changed.
(b2) if <(k) = 0 ⇒ k = iβ and β ∈ R and β 6= 0 then z˙ = x˙+ iy˙ = iβ(x+ iy) = iβx− βy and we can
write that
{
x˙ = −β · y = P (x, y)
y˙ = β · x = Q(x, y) .
In this case we have d=1 and we compute:{
F (u) ≡ Qd(1, u)− uPd(1, u) = β + u · βu = β(1 + u2) 6= 0
G(u) ≡ Pd(u, 1)− uQd(u, 1) = −β − u · βu = −β(1 + u2) 6= 0
Then we do not have singular points in U1 and U2 at infinity. Then infinity is a cycle.
Then the topological phase portrait in a neighborhood of infinity is given by Figure 4.2 when β > 0.
(b3) if <(k)=(k) 6= 0 ⇒ k = α + iβ and, α, β ∈ R and, α, β 6= 0 then z˙ = x˙ + iy˙ = (α + iβ)(x + iy) =
αx+ αiy + iβx− βy = (αx− βy) + i(αy + βx) and we can write that
{
x˙ = αx− βy = P (x, y)
y˙ = αy + βx = Q(x, y)
.
Now d=1, and we can compute:{
F (u) ≡ Qd(1, u)− uPd(1, u) = αu+ β − u · (α− βu) = αu+ β − uα+ βu2 = β(1 + u2) 6= 0
G(u) ≡ Pd(u, 1)− uQd(u, 1) = αu− β − u · (α+ βu) = αu− β − uα− βu2 = −β(1 + u2) 6= 0
Then we do not have singular points in U1 and U2 at infinity. Then infinity is a cycle.
Then the topological phase portrait in a neighborhood of infinity is given by Figure 4.2 when β > 0
and α > 0.
For both (b2) and (b3), infinity is a cycle. To distinguish (b2) and (b3) we make the change of variable
w = 1z in the original equation. The transformed equation is w˙ = −kw. From Corollary 3.8(a) we know
that if f ′(p) 6= 0, according to <(f ′(p)) < 0, <(f ′(p)) > 0 or <(f ′(p)) = 0, then the phase portrait of
equation z˙ = f(z) in a neighborhood of p is a stable focus, an unstable focus or an isochronous center,
respectively. In all cases, the index of p is 1.
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Figure 4.2: case (b1), (b2) and (b3)
Then we get (b1) is a center and (b3) is a focus.
(c) z˙ = z2. In this case:
z˙ = x˙+ iy˙ = (x+ iy)2 = x2 − y2 + 2ixy and we can write that
{
x˙ = x2 − y2 = P (x, y)
y˙ = 2xy = Q(x, y)
.
Now d = 2, and we compute:
{
F (u) ≡ Qd(1, u)− uPd(1, u) = 2u− u · (1− u2) = 2u− u+ u3 = u+ u3 = u(u2 + 1)
G(u) ≡ Pd(u, 1)− uQd(u, 1) = u2 − 1− u · 2u = −1− u2 6= 0{
F (u) = 0⇒ u(u2 + 1) = 0⇒ u = 0
G(u) 6= 0
We obtain the singular point u = 0 in U1:
F ′(u) = 1 + 3u2,
Qd−1(1, u)− uPd−1(1, u) = 0,
− Pd(1, u) = −1 + u2.
Moreover
A(u) =
(
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
⇒ A(0) =
(
1 0
0 −1
)
.
Since matrix A(0) is diagonal then the eigenvalues are λ1 = 1 and λ2 = −1, hence the singular points
at infinity is a saddle.
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Figure 4.3: case (c):z˙ = z2
Then the topological phase portrait in a neighborhood of the infinity is given by Figure 4.3.
(d)z˙ = 1 + cz
z˙ = x˙+ iy˙ = 1 + cx+iy = 1 +
c(x−iy)
x2+y2
and we can write
{
x˙ = 1 + cx
x2+y2
y˙ = − cy
x2+y2
.
We multiply the vector field by x2 + y2 and we obtain a equivalent polynomial vector field,{
x˙ = x2 + y2 + cx = P (x, y)
y˙ = −cy = Q(x, y) .
In this case we have d = 2, we compute the singular points in the charts U1 and U2 :{
F (u) ≡ Qd(1, u)− uPd(1, u) = 0− u · (12 + u2) = −u(12 + u2)
G(u) ≡ Pd(u, 1)− uQd(u, 1) = 12 + u2 − 0 · u
{
if F (u) = 0⇒ u = 0
and G(u) 6= 0
We obtain the singular point u = 0 in U1
F ′(u) = −1,
Qd−1(1, u)− uPd−1(1, u) = −cu− u · c,
− Pd(1, u) = −1.
And we compute:
A(u) =
(
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
=
(−1 −2cu
0 −1
)
⇒ A(0) =
(−1 0
0 −1
)
.
Clearly there is only one eigenvalue which is -1 (double). Hence the point is a stable node. Since d = 2
is even another point is unstable node (as the same as (a)).
Then the topological phase portrait in a neighborhood of infinity is given by Figure 4.1.
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(e)z˙ = 1z +
c
z3
z˙ = x˙+ iy˙ = 1x+iy +
c
(x+iy)3
= ((x+iy)
2+c)(x−iy)3
(x2+y2)3
and we can write{
x˙ = x
5−10x3y2−xy4+cx3−3cy2
(x2+y2)3
y˙ = −y
5+5x4y+4x2y3+cy3+3cx2y
(x2+y2)3
We multiply the vector field by (x2 + y2)3 and we get a equivalent polynomial vector field,{
x˙ = x5 − 10x3y2 − xy4 + cx3 − 3cy2 = P (x, y)
y˙ = −y5 + 5x4y + 4x2y3 + cy3 + 3cx2y = Q(x, y)
In this case we have d = 5. We compute the singular points in the charts U1 and U2 :{
F (u) ≡ Qd(1, u)− uPd(1, u) = −(1 + u2)2 − u · (1 + u2)2 = −2u(1 + u2)2
G(u) ≡ Pd(u, 1)− uQd(u, 1) = (u2 + 1)2 − u · (u2 + 1)2 = 2u(1 + u2){
if F (u) = 0⇒ 4u(1 + c) + 2u3(7 + 2c) = 0⇒ u = 0
and G(u) = 0⇒ 4u(1 + c) + 2u3(7 + 2c) = 0⇒ u = 0
We obtain the singular point u = 0 in U1:
A(u) =
(
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
⇒ A(0) =
(−1 0
0 −1
)
,
and the singular point u = 0 in U2:
B(u) =
(
G′(u) Pd−1(u, 1)− uQd−1(u, 1)
0 −Qd(u, 1)
)
⇒ B(0) =
(
1 0
0 1
)
.
Then, we have 4 singulars points at infinity, two stable nodes two are unstable ones
Then the topological phase portrait in a neighborhood of infinity is given by Figure 4.4.
Figure 4.4: case (e) : z˙ = 1z +
c
z3
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5 Limit cycles and polycycles
As usual, after studying the local phase portrait near a regular or singular point, the next step is to
determine the topological behavior of the orbits in a neighborhood of a periodic orbit. The study of
the phase portrait of equation (1.1) near a periodic orbit is a global, rather than a local, problem. A
periodic orbit of equation (1.1) can be either in an annulus of periodic orbits or an isolated periodic
orbit. In the later case we say that the periodic orbit is a limit cycle. A key discussion on planar
(polynomial) differential equations is to know the existence (or not) and possible number of limit cycles.
The non-existence of limit cycles for equation (1.1) is studied by showing that such equation is a
Hamiltonian-like differential equation. Precisely we will show that equation (1.1) has an integrating
factor defined in a certain region of the plane which prevents the existence of isolated periodic orbits.
Even more, using this integrating factor we may also exclude the existence of graphs. We say that Γ
is a graph of equation z˙ = f(z) if it is a compact connected invariant set such that the α and ω-limit
set of every point in the regular orbits of Γ is a singular point, a pole or an essential singularity of Γ.
Note that the flow is not defined on the singularities associated with Γ. We say that Γ is a polycycle
if it is a monodromic graph, i.e. a graph for which the Poincare´ map is well defined on at least one of
its half-neighborhoods. A half-neighborhood means a ring-shape open set with Γ or some subset of
Γ as one of its boundaries. For instance, if Γ has a number eight shape, then we can construct 3 such
half-neighborhoods.
In fact, it is known that for an analytic or a meromorphic function f , the equation z˙ = f(z) has no
limit cycles (see [8], [9]). An explanation of ’why’ is the following. For analytic f , every periodic orbit
of z˙ = f(z) is contained in a continuous family of periodic orbits. Let C be a periodic orbit of period
τ . We take an appropriate tubular neighborhood U of C in which the function f is holomorphic (there
are no poles or essential singularities). The solutions of the differential equation as well as the Poincare´
map P and the τ -time function T are therefore also analytic functions in U . Let z1 ∈ C and fix V such
that z1 ∈ V ∈ U . Since T (z) = z for all points in V ∩ C, then T (z) = z in V . Consequently, P (z) = z.
Therefore, there are no limit cycle and all periodic orbits near C have the same period.
We summarize this discussion in the following theorem.
Theorem 5.1. Let equation z˙ = f(z). The following statements hold.
(a) There are no limit cycles. Moreover, in any neighborhood of a periodic orbit C in which the return
map is defined, all orbits are periodic and have he same period as C. Furthermore, this period is
T =
ˆ
C
1
f(z)
dz.
(b) If Γ is a monodromic graph, then in any ring-shape neighborhood of Γ in which the return map is
defined, all orbits of the differential equation are periodic.
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The proof of this Theorem 5.1 follows from some preliminary results and two propositions
Theorem 5.2 (Residues Theorem). Suppose U is a simply connected open subset of the complex plane,
and a1, ..., an are finitely many points of U and f is a function which is defined and holomorphic on
U\{a1, ..., an}. If γ is a rectifiable curve in U which does not meet any of the ak, and whose start point
equals its endpoint, then ˆ
γ
f(z)dz = 2pii
n∑
k=1
I(γ, ak) Res(f, ak).
If γ is a positively oriented simple closed curve, I(γ, ak) = 1 if ak is in the interior of γ, and 0 if not,
so ˆ
γ
f(z)dz = 2pii
∑
Res(f, ak)
with the sum over those k for which ak is inside γ.
Proposition 5.3. Let f , g be vector fields on U ∈ C such that
ϑ(x) := det(f(x), g(x))
has no zeros on U . Then we have the following.
(a) [g, f ] = (
Lg(ϑ)
ϑ − div(g))f + (
−Lf (ϑ)
ϑ − div(f))g.
(b) [g, f ] = λf for some analytic λ if and only if ϑ−1 is an integrating factor for x˙ = f(x).
Proof. Part (b) is an immediate consequence of part (a). For any y ∈ U , Cramer’s rule show [g, f ](y) =
λf(y) + µg(y), with λ = det([g,f ](y),g(y))ϑ(y) , and a similar expression for µ.
(To a given differential equation x˙ = f(x) on an open non-empty subset U of C2, one associates the
derivation Lf , assigning to a function φ : U → C its Lie derivative Lf (φ), with Lf (φ)(x) := Dφ(x)f(x).)
In this case, we want to calculate Lg(ϑ)(x). We can write :
Lg(ϑ)(x) = Dϑ(x)g(x).
We know that ϑ(x) := det(f(x), g(x)) then:
Lg(ϑ)(x) = Dϑ(x)g(x) = D(det(f(x), g(x)))g(x) = det(Df(x)g(x), g(x)) + det(f(x), Dg(x)g(x)) (5.1)
while
det([g, f ](x), g(x)) = det(Df(x)g(x), g(x))− det(Dg(x)f(x), g(x)) (5.2)
Therefore from (6.1)-(5.2)
Lg(ϑ)(x)− det([g, f ](x), g(x))
= det(Df(x)g(x), g(x)) + det(f(x), Dg(x)g(x))− det(Df(x)g(x), g(x)) + det(Dg(x)f(x), g(x))
= det(f(x), Dg(x)g(x)) + det(Dg(x)f(x), g(x)) = trDg(x)ϑ(x) = div(g(x))ϑ(x).
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Proposition 5.4. Consider the differential equation z˙ = f(z). The following holds:
(a) The above differential equation and z˙ = if(z) commute, i.e. [f, if ] = 0, whenever the function f is
defined.
(b) Let C be a periodic orbit of period T . All orbits in a neighborhood of C are also periodic and have
the same period T . Moreover ˆ
C
1
f(z)
dz.
(c) The equation z˙ = f(z) has (ff¯)−1 as an integrating factor. That is, its phase portrait is topologically
equivalent to the one of equation z˙ = 1f(z) whenever the integrating factor is defined (outside zeroes and
essential singularities of f).
Proof. (a) Let the differential equations z˙ = f(z, z¯), z˙ = g(z, z¯), where f and g are two analytic maps
(not necessarily holomorphic). We recall the Lie bracket operator
[X,Y ] = (DX)Y − (DY )X.
In (z, z¯)-coordinates we have
[f, g] = (Df)g − (Dg)f = fzg + g¯fz¯ − f¯gz¯ − fgz,
[f, g] = fgz − fzg + f¯gz¯ − g¯fz¯, (5.3)
where the subscripts denote the corresponding derivatives of f and g with respect to z and z¯. Easily, if
f and g are holomorphic, then
f¯gz¯ = g¯fz¯ = 0,
and (5.3) simplifies to
[f, g] = fgz − fzg.
Thus if g = if it is straightforward that
[f, if ] = f · ifz − fz · if = 0,
whenever the function f is defined.
(b) Let γ be a periodic orbit and let A an annulus neighborhood of it (full of periodic orbits). The
period function T defined in A gives the return time at each point in A. Using the analyticity of the
map f in A it is clear that the period function is also an analytic map in A since T being is constant
in γ implies T is constant in A. Let us compute this. Consider any periodic orbit γ ∈ U . Its period Tγ
is given by ˆ
γ
1
f(z)
dz =
ˆ Tγ
0
z′(t)
f(z(t))
dt =
ˆ Tγ
0
dt = Tγ .
The left hand side of this equality is determined by the sum of the residues of 1f(z) over of the zeros
of f surrounded by γ, which of course is independent of γ. Hence, the above equality also gives that
Tγ = T , i.e. another proof of the isochronism of all the periodic orbits in U.
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(c) It is a straightforward computation that
z˙ =
f(z)
f(z) ¯f(z)
=
1
¯f(z)
,
is Hamiltonian wherever it is defined. We check that equation z˙ = f(z) has (ff¯)−1 as an integrating
factor (see [2]). Let X and Y be two differentiable vector fields in U ∈ R2 such that ϑ(x, y) = det(X,Y )
has no zeros in U. Then [X,Y ] = λX if and only if ϑ−1 is an integrating factor of X. Applying this result
to our case (λ=0), we obtain that the inverse of det(f,if¯) where we define f = u+ iv and if = −v+ iu,
then
det(f, if) =
(
u −v
v u
)
= u2 + v2 = ff¯ ,
is an integrating factor for equation z˙ = f(z).
From Proposition 5.2.(a) we know that equation (1.1) admits an integrating factor outside the zeros or
essential singularities of f , where equation (1.1) may have singular points whose local phase portrait
does not preserve the area. Since such points are ’far’ from periodic orbits, we easily observe the non-
existence of isolated periodic orbits. We would like to extend this result to polycycles. If a graph has
a zero of f , it cannot be monodromic since the local phase portrait of a zero of f has no hyperbolic
sectors. Thus, the singularities on the polycycle are either poles or essential singularities. If all were
poles the integrating factor would be well defined and we could argue, as in the case of the periodic
orbit, that, in the set in which the return map is defined, all the orbits should be periodic. The study
of the case of polycycles with some essential singularity on them is more delicate. We prove:
Proposition 5.5. Let Γ be a polycycle of equation (1.1). Then in any half-neighborhood of Γ where
the return map is defined, all orbits must be periodic.
Proof. The results of Proposition 5.4 imply that the singularities over Γ cannot be zeros of f . Thus, all
singular points in Γ are either poles or essential singularities of f .
Take a small open half-neighborhood U of Γ in which the return map is defined and there are neither
zeros, not poles, not essential singularities of f . On U, instead of considering z˙ = f(z), we use Propo-
sition 5.4(c) and we can study the solutions of the Hamiltonian system z˙ = 1/ ¯f(z).
Proof of Theorem 5.1. Using the results of Proposition 5.4 and Proposition 5.5 it is easy to prove part
(a) and (b).
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6 Bifurcation diagram of a rational family
In this section we give a topological classification of the phase portrait of the family of rational function
of the from
z˙ =
P (z)
Q(z)
, (6.1)
where P and Q are polynomials in the z variable such that deg(P ) ≤ 2 and deg(Q) ≤ 2 without
common factors. Notice that P (z)Q(z) =
P (z)
Q(z)
Q(z)
Q(z)
= λ(z)P (z)Q(z), where λ(z) =|Q(z)|−2. So under a non-
liner change of the time variable the equation (6.1) is of the form z˙ = P (z)Q(z) outside the zeros of Q(z).
We divide the general result into three propositions depending on the degree of the denominator of
system (6.1).
6.1 deg(P)≤2 and deg(Q)=0
First we consider the case of the polynomial Q of degree 0, so that it corresponds to de polynomial case.
In the following lemma we show a normal form of these equations.
Lemma 6.1. Let P (z) and Q(z) be two polynomials such that deg(P ) ≤ 2 and deg(Q) = 0, so we write
Q(z) = d with d 6= 0. Then the corresponding equation (6.1) is linearly conjugate to one and only one
of the following vector fields
(a) z˙ = 1 if P (z) = c,
(b) z˙ = kz if P (z) = c(z − c0), where k=c/d ∈ C,
(c) z˙ = z(z − ξ) if P (z) = c(z − c0)(z − c1), where ξ = c(c− c0)/d ∈ C.
Proof. (a) If we consider the line change of variables w = dc z then equation z˙ = c/d write as
w˙ =
d
c
z˙ =
d
c
c
d
= 1,
so z˙ = c/d and z˙ = 1 are linearly conjugate through the map Φ(z) = dc z.
(b) If we consider the change of variables w = z − c0 then equation z˙ = c(z − c0)/d write as
w˙ = z˙ = c(z − c0)/d = c(w + c0 − c0)/d = cw/d,
so z˙ = c(z − c0)/d and z˙ = cz/d are linearly conjugate through the map Φ(z) = dc z − c0.
(c) If we consider the change of variables Φ(z) = αz + β = w ⇒ z = w−βα and
w˙ = αz˙ = α
c
d
(z − c0)(z − c1) = αc
d
(
w − β
α
− c0)(w − β
α
− c1) = c
d
(w − β − αc0)(w − β − αc1).
This equation equivalent z˙ = z(z − c(c−c0)d ) so we get
{
β = −αc0
α = cd
.
Finally we have the function Φ(z) = cd(z − c0).
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The following proposition gives the phase portrait of the normal forms given in Lemma 6.1.
Proposition 6.2. The following statements hold:
(a) The phase portrait of equation z˙ = 1 in the Poincare´ disc is topologically equivalent to Figure 6.1.
(b) Let k ∈ C. The phase portrait of equation z˙ = kz in the Poincare´ disc is topologically equivalent to
(b1) Figure 6.2(1), if =(k) = 0.
(b2) Figure 6.2(2), if <(k) = 0.
(b3) Figure 6.2(3), if <(k)=(k) 6= 0.
(c) Let ξ ∈ C. The hase portrait of equation z˙ = z(z−ξ) in the Poincare´ disc is topologically equivalent
to
(c1) Figure 6.3(1), if ξ 6= 0, <(ξ) = 0.
(c2) Figure 6.3(2), if ξ 6= 0, <(ξ) 6= 0.
(c3) Figure 6.3(3), if ξ = 0.
Proof. (a) From Corollary 4.2 (a), the phase portrait of z˙ = 1 near infinity is given figure 4.1. Since
these are no finite singular values Poincare´-Bendixson Theorem implies that the global phase portrait
should be given by Figure 6.1
Figure 6.1: case (a)
(b) The unique finite singular point of equation z˙ = kz, k 6= 0 is z = 0. From Corollary 3.8 (a) we know
that if <(k) = 0 (respectively <(k) > 0, <(k) < 0) then z = 0 is a center (respectively an unstable
focus, a stable focus).
From Corollary 4.2(b) the phase portrait near infinity is given by Figure 4.2(b1), Figure 4.2(b2) and
Figure 4.2(b3) depending on k = α, k = iβ or k = α+ iβ.
Then consequently, the phase portrait in the Poincare´ disc is given by Figure 6.2 if =(k) = 0, if <(k) = 0
and if <(k)=(k) 6=0.
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Figure 6.2: These figures correspond to proposition 6.2 (b): (1)=(k) = 0, (2)<(k) = 0 and
(3)<(k)=(k) 6=0.
(c) From Corollary 4.2(c) the phase portrait near infinity is given by Figure 4.3.
To get the global phase portrait we need to split the proof into two cases.
If ξ 6= 0 these are two finite singular point given by z = 0 and z = ξ. An easy exercise shows that
the derivative at these points are −ξ and ξ, respectively. Hence from Corollary 3.8(a) their local phase
portrait is a center or a focus depending on <(ξ) = 0 or <(ξ) 6= 0.
Easy topological considerations (and Poincare´-Bendixson Theorem) show that the global phase portrait
in the Poincare´ disc is given by Figure 6.3(a) if <(ξ) = 0 and Figure 6.3(b) if <(ξ) 6= 0.
Figure 6.3: These figures correspond to proposition 6.2(c): (1) if ξ 6= 0 and <(Lξ) = <(ξ) = 0, (2) if
ξ 6= 0 and <(Lξ) = <(ξ) 6= 0 and (3) if ξ=0.
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6.2 deg(P)≤2 and deg(Q)=1
Next we consider the case in which Q(z) is a polynomial of degree 1. In the following lemma 6.3 we
obtain a normal form for these equations.
Lemma 6.3. Let P (z) and Q(z) be two polynomials such that deg(P ) ≤ 2 and deg(Q) = 1, so we write
Q(z) = d(z − d0). Then the corresponding equation (6.1) is conformally conjugated to
(a) z˙ = 1z if P (z) = c,
(b) z˙ = z−ξz if P (z) = c(z − c0), where ξ = d(c0−d0)c ∈ C,
(c) z˙ = k(z−ξ)(z−1)z if P (z) = c(z − c0)(z − c1), where k = cd ∈ C and ξ = (c1−d0)(c0−d0) ∈ C.
Proof. (a) To prove that z˙ = P (z)Q(z) =
c
d(z−d0) and z˙ = 1/z are conformally conjugated, we must find a
conformal map Φ(z).
If we consider the change of variables Φ(z) = αz + β = w ⇒ z = w+βα then
w˙ = αz˙ = α
c
d(z − d0) = α
2 c
d(w − β − d0) ,
is conformally conjugated to z˙ = 1/z then {
α2c/d = 1
β + αd0 = 0
and then we get α =
√
d
c , β = −d0
√
d
c and finally
Φ(z) =
√
d
c
(z − d0).
(b) To prove that z˙ = z−ξz is conformally conjugated to z˙ =
c(z−c0)
d(z−d0) we apply the change of variable
w = αz + β.
Suppose Φ(z) = αz + β = w ⇒ z = w+βα . If
w˙ = α
c(z − c0)
d(z − d0) = α
c
d
w−β
α − c0
w−β
α − d0
= α
c
d
w − β − αc0
w − β − αd0
is conformally conjugated to z˙ = z−ξz then
β + αc0 = ξ
β + αd0 = 0
α cd = 1
,
then we get α = dc , β = −dd0c and
Φ(z) =
d
c
z − dd0
c
=
d
c
(z − d0).
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(c) To prove that z˙ = c(z−c0)(z−c1)d(z−d0) and z˙ =
k(z−ξ)(z−1)
z are conformally conjugated, we apply the change
of variable w = αz + β.
Suppose Φ(z) = αz + β = w ⇒ z = w−βα . Then
w˙ = α
c(z − c0)(z − c1)
d(z − d0) = α
c
d
(w−βα − c0)(w−βα − c1)
w−β
α − d0
=
α
c
d
1
a2
(w − β − αc0)(w − β − αc1)
1
a(w − β − αd0)
= α
c
d
(w − β − αc0)(w − β − αc1)
(w − β − αd0) .
If the equation is conformally conjugated to z˙ = k(z−ξ)(z−1)z , then{
β + αc0 = 1
β + αd0 = 0
⇒
{
β = −d0c0−d0
α = 1c0−d0
.
and
Φ(z) =
1
c0 − d0 z −
−d0
c0 − d0 =
1
c0 − d0 (z − d0)
and we know that w˙ = k(z−ξ)(z−1)z then ξ = β + αc1 =
c1−d0
c0−d0 .
The following proposition provides the phase portrait of the normal forms given in Lemma 6.3.
Proposition 6.4. The following statements hold:
(a) The phase portrait of equation z˙ = 1z in the Poincare´ disc is topologically equivalent to Figure 6.4.
(b) The phase portrait of equation z˙ = z−ξz in the Poincare´ disc is topologically equivalent to
(b1) Figure 6.5(1), if <(Lξ) = 0,
(b2) Figure 6.5(2), if <(Lξ) 6= 0,
where Lξ =
1
ξ is the linear part at the singular point z = ξ.
(c) Let ξ ∈ C. The phase portrait of equation z˙ = k (z−1)(z−ξ)z in the Poincare´ disc is topologically
equivalent to
(c1) Figure 6.6(1), if <(k) = 0,<(L1) = <(Lξ) = 0 and <(ξ) < 0,
(c2) Figure 6.6(2), if <(k) = 0,<(L1) = <(Lξ) = 0 and <(ξ) > 0,
(c3) Figure 6.6(3), if <(k) = 0,<(L1) = <(Lξ) 6= 0,
(c4) Figure 6.6(4), if <(k) = 0, ξ = 1,
(c5) Figure 6.7(1), if <(k)=(f) 6= 0,<(L1)<(Lξ) = 0,
(c6) Figure 6.7(2), if <(k)=(f) 6= 0,<(L1)<(Lξ) < 0,
(c7) Figure 6.7(3), if <(k)=(f) 6= 0,<(L1)<(Lξ) > 0,
(c8) Figure 6.7(4), if <(k)=(f) 6= 0, ξ = 1,
(c9) Figure 6.8(1), if =(k) = 0,<(L1)<(Lξ) = 0,
(c10) Figure 6.8(2), if =(k) = 0,<(L1)<(Lξ) < 0,
(c11) Figure 6.8(3), if =(k) = 0,<(L1)<(Lξ) > 0,
(c12) Figure 6.8(4), if =(k) = 0, ξ = 1,
where L1 = k(1−ξ) and Lξ = k ξ−1ξ are the linear part at the singular point z = 1 and z=ξ, respectively.
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Proof. Proof of (a)
In the case, there are no singular points and the origin is a pole of order one, from Corollary 3.8 (c),
has local phase portrait in a punctured neighborhood of z=0 is pole that is topologically equivalent to a
hyperbolic saddle. On the other hand, the phase portrait of equation (6.1) in a neighborhood of infinity
corresponds to z˙ = 1z . We use the Poincare´ Compactidifcation,
z˙ = x˙+ iy˙ = 1x+iy =
x−iy
x2+y2
and we can say that{
x˙ = x
x2+y2
y˙ = −y
x2+y2
.
We multiple the vector field by x2 + y2 and we get a equivalent polynomial vector field,{
x˙ = x = P (x, y)
y˙ = −y = Q(x, y)
In this case d=1, and we compute the singular points in the charts U1 and U2:{
F (u) ≡ Qd(1, u)− uPd(1, u) = −u− u = −2u
G(u) ≡ Pd(u, 1)− uQd(u, 1) = u− u · (−1) = 2u
⇒
{
if F (u) = 0⇒ −2u = 0⇒ u = 0
and G(u) = 0⇒ 2u = 0⇒ u = 0.
Now compute the singular point u = 0 in U1 and U2:(
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
=
(−2 0
0 −1
)
= A,
(
G′(u) Pd−1(u, 1)− uQd−1(u, 1)
0 −Qd(u, 1)
)
=
(
2 0
0 1
)
= B.
Then, we have 4 singular points in the infinity two stable nodes and two unstable nodes
Easily, the topological phase portrait in the Poincare´ disc is given by Figure 6.4.
Figure 6.4: case (a): z˙ = 1z
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Proof of (b)
First, we see that the origin is a pole of order one and from Corollary 3.8 (c) the local phase portrait
is topologically equivalent to a hyperbolic saddle. The point z=ξ is a singular point with a linear part
given by
Lξ = (z˙)
′ =
ξ
z2
|z=ξ= 1
ξ
.
Hence, from Corollary 4.2 (a) we know that it is a center if <(Lξ) = 0, or it is a stable or unstable focus
if Lξ 6= 0.
Moreover, from Corollary 4.2 (d), the phase portrait of equation (6.1) in a neighborhood of infinity
corresponds to z˙ = 1 + ξz .
Taking all of this into account, we can easily check that the only topological phase portraits in the
Poincare´ disc are either Figure 6.5 if <(Lξ) = 0 and if <(Lξ) 6= 0
Figure 6.5: These figures correspond to Proposition 6.4(b) : (1) <(Lξ) = 0 and (2) <(Lξ) 6= 0.
Proof of (c)
In this case, the origin is a pole of order one and from Corollary 3.8(c) the local phase portrait is
topologically equivalent to a hyperbolic saddle.
If ξ 6= 1, then z = 1 and z = ξ are singular points with a linear part given by
L1 = (z˙)
′ =
1
z2
[k(z2 − ξ)] |z=1= k(1− ξ)
and
Lξ = (z˙)
′ =
1
z2
[k(z2 − ξ)] |z=ξ= k (ξ − 1)
ξ
.
Moreover, we have that L1 + ξLξ = 0.
If ξ = 1, there is a unique singular point and from Corollary 3.8 (b) the local phase portrait is given by
the union of two elliptic sectors.
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From Corollary 4.2(b) the phase portrait of equation (6.1) in a neighborhood of infinity corresponds to
z˙ = kz. Since
z˙ =
k(z − 1)(z − ξ)
z
=
k(z2 − ξz − z + ξ)
z
= k(z + ξ − 1 + 1
z
),
when z tends to infinity, z˙ = kz. The behavior of equation z˙ = kz depends on <(k) = 0,<(k)=(k) 6= 0,
or =(k) = 0, respectively. We study such cases independently
In what follows ξ = ξR + iξI ∈ C, r = ξ2 = ξξ¯ and k = α+ iβ ∈ C, α, β 6= 0.
Since the proof is quite long we divide it into three cases.
Case <(k) = 0
It is easy to see that
<(L1) = βξI ,
<(Lξ) = −βξI/r.
Since if <(k) = 0, We can write k = iβ and as before we get
L1 = k(1− ξ) = iβ(ξR + iξI) = iβξR − βξI ⇒ <(L1) = −βξI
and
Lξ = k
(ξ − 1)
ξ
= iβ
(ξR + iξI − 1)
ξR + iξI
=
(iβξR − βξI − iβ)(ξR − iξI)
(ξR + iξI)(ξR − iξI) =
1
r
(iβ − iβξI − ξIβ)
⇒ <(Lξ) = −βξI/r.
If <(L1) = <(Lξ) = 0 ⇒
{
−βξI = 0 ⇒ ξI = 0
−βξI/r = 0 ⇒ ξI = 0
then the two centers are located on the real line (on the axis X). The phase portrait of equation (6.1)
in the Poincare´ disc (the point at infinity corresponds to the equation z˙ = kz from Corollary 4.2(b)) is
therefore topologically equivalent to Figure 6.6 depending on whether ξ < 0 or ξ > 0.
If <(L1)<(Lξ) < 0 from Corollary 3.8(a) we have one stable and one unstable singular point. The
phase portrait of equation (6.1) in the Poincare´ disc is topologically equivalent to Figure 6.6.
Finally, ξ = 1 , there is a unique singular point and from Corollary 3.8(b) the local phase portrait is
given by the union of two elliptic sectors, the phase portrait of equation (6.1) in the Poincare´ disc is
topologically equivalent to Figure 6.6.
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Figure 6.6: These figures correspond to Proposition 6.4(c): if ξ 6= 0,then <(L1) = <(Lξ) = 0 depending
(1) ξ < 0 or (2) ξ > 0 and (3) <(L1)<(Lξ) < 0. If (4) ξ = 1.
Case <(k)=(k) 6= 0
Some computations show that
<(L1) = α(1− ξR) + βξI ,
<(Lξ) = (α(ξR(ξR − 1) + (ξI)2)− βξI)/r.
Since we know that <(k)=(k) 6= 0⇒ k = α+ iβ then
L1 = k(1− ξ) = (α+ iβ)(1− ξR − iξI) = (α+ iβ)− (α+ iβ)ξR − (α+ iβ)iξI
= α− αξR + βξI + i(αξI − β − βξR)⇒ <(L1) = α(1− ξR) + βξI
and
Lξ = k
(ξ − 1)
ξ
= (α+ iβ)
(ξR + iξI − 1)
ξR + iξI
= (α+ iβ)
(ξR + iξI − 1)(ξR − iξI)
(ξR + iξI)(ξR − iξI) =
= α+ iβ − 1
r
(αξR + αiξI + iβξR + βξI)⇒ <(Lξ) = (α(ξR(ξR − 1) + (ξI)2)− βξI)/r.
The only solution to the equation <(L1) = <(Lξ) = 0 is ξR = 1 and ξI = 0. So two centers are
impossible.
Let ξ 6= 1.
If <(L1)<(Lξ) = 0 (one center and one stable or unstable singular point).
Let us see z = 1 and z = ξ which one is a centre and which one is a stable (unstable) singular point.
If z = 1 is center, then
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<(L1) = α(1− ξR) + βξI ⇒ ξR = 1 and ξI = 0 impossible.
So z = 1 is stable or unstable.
And if z = ξ is center, then
<(Lξ) = (α(ξR(ξR − 1) + (ξI)2)− βξI)/r ⇒ ξR = 1 or ξR = 0 and ξI = β or ξI = 0.
So we can get ξ = 1 + iβ, 1, iβ or 0, then we can say that z = ξ is one center, then the phase portrait
of equation (6.1) in the Poincare´ disc is topologically equivalent to 6.7
If <(L1)<(Lξ) < 0 (one stable and one unstable singular point) the phase portrait of equation (6.1)
in the Poincare´ disc is topologically equivalent to Figure 6.7.
If <(L1)<(Lξ) > 0 ( two stables or two unstables singular points) the phase portrait of equation (6.1)
in the Poincare´ disc is topologically equivalent to Figure 6.7.
Let ξ = 1 , there is a unique singular point and from Corollary 3.8(b) the local phase portrait is given
by the union of two elliptic sectors, the phase portrait of equation (6.1) in the Poincare´ disc is topolog-
ically equivalent to Figure 6.7.
Figure 6.7: These figures correspond to Proposition 6.4(c): If ξ 6= 1, (1) <(L1)<(Lξ) = 0, (2)
<(L1)<(Lξ) < 0 and (3)<(L1)<(Lξ) > 0. If (4) ξ = 1.
Case =(k) = 0
Some computations show that
<(L1) = α(1− ξR),
<(Lξ) = α(ξR(ξR − 1) + (ξI)2)/r.
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Since that we know that =(k) = 0 then we can write k = α and as before we calculate L1 and Lξ
L1 = k(1− ξ) = α(ξR + iξI) = α− αξR − iαξI ⇒ <(L1) = α(1− ξR)
and
Lξ = k
(ξ − 1)
ξ
= α
(ξR + iξI − 1)
ξR + iξI
=
(αξR − iαξI − α)(ξR − iξI)
(ξR + iξI)(ξR − iξI) = α−
1
r
αξR + iξIα
⇒ <(Lξ) = α(ξR(ξR − 1) + (ξI)2)/r.
Let ξ 6= 1.
If <(L1)<(Lξ) = 0 (one center and one stable or unstable focus), to see which one is the center.
If z = 1 is center, then α(1− ξR) = 0⇒ ξR = 0 or if z = ξ is the center, then
α(ξR(ξR − 1) + (ξI)2)/r = 0⇒ y =
{
ξR(ξR − 1) = 0 ⇒ ξR = 0 or ξR = 1
(ξI)2 = 0 ⇒ ξI = 0
the phase portrait of equation (6.1) in the Poincare´ disc is topologically equivalent to Figure 6.8
If <(L1)<(Lξ) < 0 (one stable and one unstable singular point) the phase portrait of equation (6.1)
in the Poincare´ disc is topologically equivalent to Figure 6.8.
If <(L1)<(Lξ) > 0 (two stables or two unstable singular points) the phase portrait of equation (6.1)
in the Poincare´ disc is topologically equivalent to Figure 6.8.
Let ξ = 1 there is a unique singular point and from Corollary 3.8(b) the local phase portrait is given by
the union of two elliptic sectors, the phase portrait of equation (6.1) in the Poincare´ disc is topologically
equivalent to Figure 6.8.
Figure 6.8: These figures correspond to Proposition 6.4(c) : If ξ 6= 1, (1) <(L1)<(Lξ) = 0, (2)
<(L1)<(Lξ) < 0 and (3) <(L1)<(Lξ) > 0. If (4) ξ = 1.
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6.3 Yaoyao Lemma: deg(P)≤2 and deg(Q)=2
Now we have one new lemma called yaoyao:
Lemma 6.5. Let P(z) and Q(z) be two polynomials such that deg(P ) ≤ 1 and deg(Q) = 2, we defined
Q(z) = c(z − c0)(z − c1), then the corresponding equation (6.1) is conformally conjugated to
(a) z˙ = 1z(z−ξ) if P(z)=d, and ξ =
c(c1−c0)
d ∈ C.
(b) z˙ = zk(z−ξ)(z−1) if P(z)=d(z-d0), where ξ =
c1−d0
c0−d0 ∈ C.
Proof. (a) There exists a function Φ such that Φ(z) = αz + β = w ⇒ z = w−βα
w˙ = αz˙ = αdc
1
(z−c0)(z−c1) = α
d
c
1
(w−β
α
−c0)(w−βα −c1)
= αdc
1
(w−β−αc0)(w−β−αc1) is equivalent to z˙ =
1
(z−ξ) , so
we can see that

β + αc0 = 0
β + αc1 = ξ
α cd = 1
⇒

β = −αc0 ⇒ β = − cdc0
β = −αc1 + c(c1−c0)d
α = dc
,
thus Φ(z) = cd(z − c0)⇒ z˙ = dc(z−c0)(z−c1) is conformally conjugated to z˙ = 1(z−ξ)
(b) We check that equations z˙ = d(z−d0)c(z−c0)(z−c1) and z˙ =
z
k(z−ξ)(z−1) are conformally conjugated.
Suppose Φ(z) = αz + β = w ⇒ z = w−βα
w˙ = α
d(z − d0)
c(z − c0)(z − c1) = α
c
d
w−β
α − d0
(w−βα − c0)(w−βα − c1)
=
= α
c
d
1
a(w − β − αd0)
1
a2
(w − β − αc0)(w − β − αc1)
= α2
c
d
(w − β − αd0)
(w − β − αc0)(w − β − αc1) .
If the equation is conformally conjugated to z˙ = k(z−ξ)(z−1)z , then{
β + αc0 = 1
β + αd0 = 0
⇒
{
β = −d0c0−d0
α = 1c0−d0
and
Φ(z) =
1
c0 − d0 z −
−d0
c0 − d0 =
1
c0 − d0 (z − d0)
and we know that w˙ = zk(z−ξ)(z−1) then ξ = β + αc1 =
−d0
c0−d0 =
c1−d0
c0−d0 and
1
k =
a2d
c =
d
(c0−d0)2c ⇒ k =
(c0−d0)2c
d .
The following proposition provides the phase portrait of the normal forms given in Yaoyao Lemma.
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Proposition 6.6. The following statement hold:
(a) Let ξ ∈ C. The phase portrait of equation z˙ = 1z(z−ξ) in the Poincare´ disc is topologically equivalent
to
(a1) Figure 6.9(1), if ξ 6= 0.
(a2) Figure 6.9(2), if ξ = 0.
(b) Let ξ, k ∈ C. The phase portrait of equationz˙ = zk(z−ξ)(z−1) in the Poincare´ disc is topologically
equivalent to
(b1) Figure 6.10(1), if ξ 6= 1 <(L0) = 0.
(b2) Figure 6.10(2), if ξ 6= 1 =(L0) = 0.
(b3) Figure 6.10(3), if ξ 6= 1 <(L0)=(L0) 6= 0.
(b4) Figure 6.11, if ξ = 1.
Proof. (a) In this case, there are no singular points and the origin (z = 0) and z = ξ are poles of
order one which, from Corollary 3.8 (c), has local phase portrait that is topologically equivalent to a
hyperbolic saddle.
In the second case ξ = 0, we only have a point hyperbolic saddle.
On the other hand, the phase portrait of equation (6.1) in a neighborhood of infinity corresponds to
z˙ = 1
z2
. We use the Poincare´ Compactification, z˙ = x˙+ iy˙ = 1
(x+iy)2
= (x−iy)
2
(x2+y2)2
and we can write that{
x˙ = x
2−y2
(x2+y2)2
y˙ = −2xy
(x2+y2)2
We multiple the vector field by (x2 + y2)2 and we get a equivalent polynomial vector field,{
x˙ = x2 − y2 = P (x, y)
y˙ = −2xy = Q(x, y)
In this case d = 2, and we compute the singular points in the charts U1 and U2{
F (u) ≡ Qd(1, u)− uPd(1, u) = −2u− u · (1− u2) = u(u2 − 3)
G(u) ≡ Pd(u, 1)− uQd(u, 1) = u2 − 1− u · (−2u) = 3u2 − 1{
if F (u) = 0⇒ −3u+ u2 = 0⇒ u = 0 or u = ± 2√3
and G(u) = 0⇒ 3u2 − 1 = 0⇒ u = ± 2
√
1
3
⇒
{
F ′(u) = 3u2 + 3
G′(u) = 6u
when u = 0 in U1 (
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
=
(−3 0
0 −1
)
= A,
is a singular point at infinity which is topologically equivalent to a stable node.
when u = ± 2√3 in the U1, the first point u = 2
√
3(
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
=
(
6 0
0 2
)
= B,
is a singular point at infinity that is topologically equivalent to an unstable node.
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The second point u = − 2√3(
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
=
(
6 0
0 2
)
= C,
is a singular point at infinity which is topologically equivalent to an unstable node.
Now let us study the points u = ± 2
√
1
3 in U2.
When u =
2
√
1
3
,
(
G′(u) Pd−1(u, 1)− uQd−1(u, 1)
0 −Qd(u, 1)
)
=
(
3
8 0
0 18
)
= B and analogously for u =
2
√
3 in U1.
Then, we have 6 singular points at infinity, three that are topologically equivalent to an unstable node
and the other three that are topologically equivalent to a stable node.
Easily, if ξ 6= 0 the topological phase portrait in the Poincare´ disc is shown in Figure 6.9(1).
And if ξ = 0 , the equation is z˙ = 1
z2
the topological phase portrait in the Poincare´ disc is shown in
Figure 6.9(2).
Figure 6.9: These figures correspond to Proposition 6.6(a): (1) ξ 6= 0 and (2) ξ = 0.
(b) In the Yaoyao Lemma we know that the equation is conformally conjugated to z˙ = zk(z−ξ)(z−1) , so
we have one zero (singular point) z = 0 and two poles z = ξ and z = 1.
From Theorem 3.1, we know that if deg(P ) = 1 = n and deg(Q) = 2 = m, the phase portrait (6.1) is
conformally conjugated to the one of (a) z˙ = (1z )
m−n + c(1z )
2(m−n)+1, if n ≤ m+ 1, then we have in this
case that the phase portrait (6.1) conformally conjugated to the one of
z˙ = (
1
z
)2−1 + c(
1
z
)2(2−1)+1 = (
1
z
) + c(
1
z
)3
then from Corollary 4.2, the phase portrait of equation (6.1) in a neighborhood of infinity corresponds
to the one of z˙ = 1z + cz
3.
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Moreover, there are either two poles at z=1 and z=ξ (case ξ 6= 1), or just one pole at z=1 (case ξ = 1).We
have one singular point at z = 0, the derivative of the vector field at z, is
Lz = (z˙)
′ =
k(z − ξ)(z − 1)− zk(2z − 1− ξ)
(k(z − ξ)(z − 1))2 =
ξ − z2
(k(z − ξ)(z − 1))2 ,
and if z=0,
L0 =
1
kξ
.
Hence, from Corollary 3.8(a), the phase portrait in the Poincare´ sphere is topologically equivalent to
either Figure 6.10 depending on whether <(k) = 0, <(k)=(k) 6= 0 and <(k) 6= 0, respectively.
Figure 6.10: These figures correspond to Proposition 6.6(b): If ξ 6= 1 depending (1) <(k) = 0, (2)
<(k)=(k) 6= 0 and (3) <(k) 6= 0.
If ξ = 1, then the equation is z˙ = z
k(z−1)2 . We have a pole z = 1 of the f of order 2 and a singular
point z = 0, from Corollary 3.8(c) we know that z = 1 is the union of 6 hyperbolic sectors and from
Corollary 3.8(a) z = 0 is a singular point depending on k, so the phase portrait in the Poincare´ sphere
is topologically equivalent to Figure 6.11
Figure 6.11: These figures correspond to Proposition 6.6(b): If ξ = 1 depending <(k) = 0, <(k)=(k) 6= 0
and <(k) 6= 0
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7 Perturbation
Finally, the last chapter of this work is devoted to study a family of non holomorphic perturbations of
the differential equation z˙ = f(z) where f(z) = iz + z2.
Namely, we consider the family of perturbations
z˙ = f(z) + Rm(z, z¯).
It is established in [10] that for certain values of the parameters of the perturbation the perturbed
system presents a limit cycle (or two) associated to one (or two) of its centers before perturbation. We
take advantage of [10] to focus the study of the perturbation to those parameters for which we know
that the corresponding system has a limit cycle and we compute numerically where it is located.
First we begin by studying the equation f(z) = iz + z2, and we calculate its singular points :
z˙ = x˙+ iy˙ = i(x+ iy) + (x+ iy)2 = ix− y + x2 − y2 + 2ixy ⇒
{
x˙ = −y + x2 − y2 = P (x, y)
y˙ = x+ 2xy = Q(x, y).
If y˙ = 0⇒ x(1 + 2y) = 0⇒
{
x = 0 or
1 + 2y = 0 ⇒ y = −12 ,
then
 x = 0⇒ x˙ = −y − y
2 = −y(1 + y) = 0⇒
{
y = 0
or y = −1
y = −12 ⇒ x˙ = 12 + x2 + 14
so we have two singular points (0,0), (0,-1) and a invariant line y = −12 .
We perform the translation (xˆ, yˆ)→ (xˆ, yˆ + 12) = (x, y), or in complex variables
z + i
1
2
= w,
and we obtain
w˙ = z˙ = i(w − i1
2
) + (w − i1
2
)2 = iw +
1
2
+ w2 − 1
4
− iw = w2 + 1
4
,
so the translated equation has the two singular points (0, 12), (0,−12) and the invariant line y = 0.
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Next let us see the character of the two singular points:
D(x,y)X =
(
∂P
∂x
∂P
∂y
∂Q
∂x
∂Q
∂y
)
=
(
2x −2y
2y 2x
)
⇒ D(x,y)X(0,
1
2
) =
(
0 −1
1 0
)
and D(x,y)X(0,−
1
2
) =
(
0 1
−1 0
)
,
so two points (0, 12) and (0,−12) are centers.
Now let us look for the singular points at infinity:
We use the Poincare´ Compactidifcation, as explained before
w˙ = w2 +
1
4
= (x+ iy)2 +
1
4
= x2 − y2 + 2ixy + 1
4{
x˙ = 14 + x
2 − y2 = P (x, y)
y˙ = 2xy = Q(x, y)
.
In this case d = 2 and we compute the singular points in the charts U1 and U2
{
F (u) ≡ Qd(1, u)− uPd(1, u) = 2u− u · (1− u2) = 2u− u+ u3
G(u) ≡ Pd(u, 1)− uQd(u, 1) = u2 − 1− u · 2u = u2 − 1− 2u2{
if F (u) = 0⇒ u = 0
and G(u) 6= 0
and we take u=0 in U1
A(u) =
(
F ′(u) Qd−1(1, u)− uPd−1(1, u)
0 −Pd(1, u)
)
⇒ A(0) =
(
1 0
0 −1
)
.
Since matrix A(0) is diagonal then the eigenvalues are λ1 = 1 and λ2 = −1, hence the singular points
at infinity are saddle points.
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Figure 7.1: Phase portrait of w˙ = w2 + 14 in C
Now we study the perturbed equation
w˙ = −1
4
− w2 + a1w2 + a2ww¯ + a3w¯2 + a4w + a5w¯ + a6
with an = αn + iβn, αn, βn ∈ R and n = 1, 2, 3, 4, 5, 6. We write it as an equation:
z˙ = x˙+ iy˙ = −1
4
− (x+ iy)2 +a1(x+ iy)2 +a2(x+ iy)(x− iy) +a3(x− iy)2 +a4(x+ iy) +a5(x− iy) +a6
= −1
4
−(x2−y2 +2ixy)+a1(x2−y2 +2ixy)+a2(x2 +y2)+a3(x2−y2−2ixy)+a4(x+iy)+a5(x−iy)+a6
= (−1 + a1 + a2 + a3)x2 + (1− a1 + a2− a3)y2(−2i+ a12i− a32i)xy+ (a4 + a5)x+ (a4i− a5i)y+ a6− 1
4
= −1
4
− x2 + y2 − 2ixy + (α1 + iβ1)x2 − (α1 + iβ1)y2 + (α1 + iβ1)2ixy + (α2 + iβ2)x2 + (α2 + iβ2)y2+
+(α3+iβ3)x
2−(α3+iβ3)y2−(α3+iβ3)2ixy+(α4+iβ4)x+(α4+iβ4)iy+(α5+iβ5)x−(α5+iβ5)iy+(α6+iβ6)
= −1
4
−x2 + y2− 2ixy+α1x2 + iβ1x2−α1y2− iβ1y2 + 2ixyα1−β12xy+α2x2 + iβ2x2 +α2y2 + iβ2y2+
+α3x
2+iβ3x
2−α3y2−iβ3y2−α32ixy+β32xy+α4x+iβ4x+α4iy−β4y+α5x+iβ5x−α5iy+β5y+α6+iβ6..
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Then
<(z) = −1
4
−x2+y2+α1x2−α1y2−β12xy+α2x2+α2y2+α3x2−α3y2+β32xy+α4x−β4y+α5x+β5y+α6,
=(z) = −2ixy+iβ1x2−iβ1y2+2ixyα1+iβ2x2+iβ2y2+iβ3x2−iβ3y2−α32ixy+iβ4x+α4iy+iβ5x−α5iy+iβ6.
so we get:
{
x˙ = −14 + (α1 + α2 + α3 − 1)x2 + (−α1 + α2 − α3 + 1)y2 + (−β1 + β3)2xy + (α4 + α5)x+ (−β4 + β5)y + α6
y˙ = (β1 + β2 + β3)x
2 + (−β1 + β2 − β3)y2 + (α1 − α3 − 1)2xy + (β4 + β5)x+ (α4 − α5)y + β6
.
We introduce A1 = α1+α3+α2, A2 = α1+α2−α3, A3 = −β1+β3, A4 = α4+α5, A5 = −β4+β5, A6 =
α6 and hence
x˙ = −1
4
+ (A1 − 1)x2 + (A2 + 1)y2 + 2A3xy +A4x+A5y +A6,
and also B1 = β1 + β2 + β3, B2 = −β1 + β2 − β3, B3 = α1 − α3, B4 = β4 + β5, B5 = α4 − α5, B6 = β6
so that
y˙ = B1x
2 +B2y
2 + 2(B3 + 1)xy +B4x+B5y +B6.
Then we have
{
x˙ = −14 + (A1 − 1)x2 + (A2 + 1)y2 + 2A3xy +A4x+A5y +A6
y˙ = B1x
2 +B2y
2 + 2(B3 + 1)xy +B4x+B5y +B6
.
We define a vector ~a = (A1, A2, A3, A4, A5, A6, B1, B2, B3, B4, B5, B6).
If X=(P,Q) we have that
X(0,
1
2
,~0) = 0 (7.1)
and
X(0,−1
2
,~0) = 0. (7.2)
Then the fixed points of the perturbation are (xp, yp) and (xq, yq), of the form{
(xp, yp) = (0,
1
2) + (r1, r2)
(xq, yq) = (0,−12) + (r3, r4)
,
where (r1, r2), (r3, r4) small depending on ~a.
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Let us calculate the first order terms of (r1, r2), (r3, r4) as a function of ~a.
We derivate implicitly X(x(~a), y(~a),~a) = 0
D(x,y)X(0,
1
2
,~0)
(
D~ax(~0)
D~ay(~0)
)
+D~aX(0,
1
2
,~0) = 0,
then we get that (
D~ax(0)
D~ay(0)
)
= −D(x,y)X(0,
1
2
,~0)−1 ∗D~aX(0, 1
2
,~0).
We compute
D(x,y)X =
(
∂P
∂x
∂P
∂y
∂Q
∂x
∂Q
∂y
)
=
(
(A1 − 1)2x+ 2A3y +A4 (A2 + 1)2y + 2A3x+A5
2B1x+ 2(B3 + 1)x+B4 2B2y + 2(B3 + 1)x+B5
)
then D(x,y)X(0,
1
2 ,
~0) =
(
0 −1
1 0
)
and now
D~aX =
(
x2 y2 2xy x y 1 0 0 0 0 0 0
0 0 0 0 0 0 x2 y2 2xy x y 1
)
and
D~aX(0,
1
2
,~0) =
(
0 1/4 0 0 0 1/2 1 0 0 0 0 0
0 0 0 0 0 0 0 1/4 0 0 1/2 1
)
then we get (
D~ax(0)
D~ay(0)
)
= −D(x,y)X(0,
1
2
,~0)−1 ∗D~aX(0, 1
2
,~0)
=
(
0 −1
1 0
)
∗
(
0 1/4 0 0 0 1/2 1 0 0 0 0 0
0 0 0 0 0 0 0 1/4 0 0 1/2 1
)
So
(r1, r2) =
(
D~ax(0)
D~ay(0)
)
∗

A1
A2
...
B5
B6
+O(‖~a‖2) =
(
1
4B2 +
1
2B5 +B6
−14A2 − 12A5 −A6
)
+O(‖~a‖2)
Analogously, we get
(r3, r4) =
(−14B2 + 12B5 −B6
1
4A2 − 12A5 +A6
)
+O(‖~a‖2).
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Finally we have the fixed points of the perturbed system
(xp, yp) = (
1
4
B2 +
1
2
B5 +B6,
1
2
− 1
4
A2 − 1
2
A5 −A6) +O(‖~a‖2)
and
(xq, yq) = (−1
4
B2 +
1
2
B5 −B6,−1
2
+
1
4
A2 − 1
2
A5 +A6) +O(‖~a‖2)
Now let us see the character of both points:
The classification of equilibrium points is determined by the eigenvalues λ1, λ2 of the matrixD(x,y)X(xp, yp)
If we write
D(x,y)X(xp, yp) =
(
a b+ 1
c− 1 d
)
we have
a = (A1 − 1)2(1
4
B2 +
1
2
B5 +B6) + 2A3(
1
2
− 1
4
A2 − 1
2
A5 −A6) +A4,
b+ 1 = (A2 + 1)2(
1
2
− 1
4
A2 − 1
2
A5 −A6) + 2A3(1
4
B2 +
1
2
B5 +B6) +A5,
c− 1 = 2B1(1
4
B2 +
1
2
B5 +B6) + 2(B3 + 1)(
1
4
B2 +
1
2
B5 +B6) +B4,
d = 2B2(
1
2
− 1
4
A2 − 1
2
A5 −A6)) + 2(B3 + 1)(1
4
B2 +
1
2
B5 +B6) +B5.
Is easy to find the eigenvalues λ1, λ2 of the matrix DX(xp, yp). The numbers λ1, λ2 can be found by
solving the characteristic equation
λ2 − (a+ d)λ+ [ad− (b+ 1)(c− 1)] = 0,
and we obtain
λ =
(a+ d)±√(a+ b)2 − 4[ad− (b+ 1)(c− 1)]
2
.
We know that λ1 = i + ξ and if ~a = 0, ξ = 0, and both singular point are centers. But if ~a 6= 0 in
general ξ 6= 0 and both singular points are focus.
Let us compute the real part of λ1, λ2 when ~a 6= 0. We have that if ~a is small
2<(λ1) = a+ d = 2(A1 − 1)(1
4
B2 +
1
2
B5 +B6) + 2A3(
1
2
− 1
4
A2 − 1
2
A5 −A6) +A4+
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+2B2(
1
2
− 1
4
A2 − 1
2
A5 −A6)) + 2(B3 + 1)(1
4
B2 +
1
2
B5 +B6) +B5.
Keeping only the first order terms: a + d = A3 + A4 + B2 + B5, so we have obtained that, if
A3 + A4 + B2 + B5 < 0 the singular point (xp, yp) is a stable focus and if A3 + A4 + B2 + B5 > 0
it is an unstable focus.
In the same way we prove that the eigenvalue λ1 corresponding to (xq, yq) satisfies 2<(λ2) = a + d =
−A3 +A4 −B2 +B5.
Now we study the existence of limit cycle for the perturbed equation
w˙ =
1
4
+ w2 + R(w, w¯).
Following [10], let z˙ = f(z) be an holomorphic differential equation having a center at p, and consider
the following perturbation z˙ = f(z) + R(z, z¯). We give an integral expression, similar to an Abelian
integral, whose zeros control the limit cycles that bifurcate from the periodic orbits of the period annulus
of p. This expression is given in terms of the liberalizing map of z˙ = f(z) at p. The result is applied to
control the simultaneous bifurcation of limit cycles from the two period annuli of z˙ = iz + z2, after a
polynomial perturbation.
The first result is following:
Theorem 7.1. Consider the differential equation
z˙ = f(z) + R(z, z¯), (7.3)
where z˙ = f(z) has a center at p. Let φ be a liberalizing change of variable of z˙ = f(z) at p. Then the
simple zeros cˆ ∈ (0, c0) of the function
I(c) = Ip(c) = −=(
ˆ
γc:={ww¯=c}
φ′(z)R(z, z¯)dw), (7.4)
give rise, for  small enough, to limit cycles of (6.3) that tend when  goes t zero to φ−1(γcˆ). Here c0 is
given by the image by φ of the boundary of the period annulus of p.
As an application of the above result we study the system
z˙ = iz + z2 + Rm(z, z¯), (7.5)
where  is real and small and Rm(z, z¯) is any polynomial of degree less or equal than m, that is ,
Rm(z, z¯) =
m∑
l=0
l∑
k=0
a¯k,lz
l−kz¯k, (7.6)
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where ak,l ∈ C are free parameters.
Then from Theorem 7.1 we concluded that the number of limit cycles after perturbation of Eq.(7.5)
with m = 2 is at most 1 in each period annulus.
With a lemma in [10] we can see that if m = 2, then
I2(c) = 2pic{2=(a0,0) + <(a0,1) + [−<(a1,1) + =(a1,2)]c}. (7.7)
c is the zero of Eq.(7.7) ⇒ I2(c) = 0⇒
c =
2=(a0,0) + <(a0,1)
<(a1,1)−=(a1,2) .
We choose =(a0,0) = =(a1,2) = 0 and <(a0,1) = α and <(a1,1) = β with α, β 6= 0 and α, β ∈ R.
Since cˆ has to verify, cˆ ∈ (0, 1) we take α = 0.05, β = 0.1 and  = 1
Since
R2(z, z¯) =
2∑
l=0
l∑
k=0
a¯k,lz
l−kz¯k = a¯0,0 + a¯0,1z + a¯1,1z¯ + a¯0,2z2 + a¯2,1zz¯ + a¯2,2z¯2.
we can write that
z˙ = iz + z2 + 0.05z + 0.1z¯. (7.8)
As before we make the translation z = w − 12 i, then
w˙ = i(w − 12 i) + (w − 12 i)2 + 0.05(w − 12 i) + 0.1(w¯ + 12 i) = w2 + 14 + 0.05w − 0.025i+ 0.1w¯ + 0.05i,
w˙ = (x+ iy)2 + 14 + 0.05(x+ iy)− 0.025i+ 0.1(x− iy) + 0.05i,
therefore we work with the system
{
x˙ = 14 + x
2 − y2 + 0.15x = P (x, y)
y˙ = 2xy − 0.05y + 0.025 = Q(x, y) .
We define the vector ~a = (α, β).
If X=(P,Q) and we can say that
X(0,
1
2
,~0) = 0. (7.9)
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Then (xp, yp) = (0,
1
2).
D(x,y)X(xp, yp) =
(
0.15 −1
1 −0.05
)
,
we know that the eigenvalue λ is the solution of the equation λ2+0.1λ+0.9925 = 0 then λ = −0.1±
√−3.96
2
and the part real is negative, so the point singular (xp, yp) is an attracting focus.
By the equation (6.8) we can say that, for x(~0) ≈ 0, y(~0) ≈ −1/2,
X(x(~a), y(~a),~a) = D(x,y)X(0,−
1
2
,~0)
(
D~ax(0)
D~ay(0)
)
+D~aX(0,−1
2
,~0) = 0
then we get that (
D~ax(0)
D~ay(0)
)
= −D(x,y)X(0,−
1
2
,~0)−1 ∗D~aX(0,−1
2
,~0).
D(x,y)X =
(
∂P
∂x
∂P
∂y
∂Q
∂x
∂Q
∂y
)
=
(
2x+ 0.15 −2y
2y 2x+ 0.05
)
⇒ D(x,y)X(0,−
1
2
,~0) =
(
0 1
−1 0
)
.
And now
D~aX =
(
x x
y − 0.5 −y + 0.5
)
⇒ D~aX(0,−1
2
,~0) =
(
0 0
−1 1
)
,
then we get (
D~ax(0)
D~ay(0)
)
= −D(x,y)X(0,−
1
2
,~0)−1 ∗D~aX(0,−1
2
,~0) =
(
0 1
−1 0
)
∗
(
0 0
−1 1
)
.
So
(r3, r4) =
(
D~ax(0)
D~ay(0)
)
∗
(
α
β
)
=
(−α+ β
0
)
.
Then we get (r3, r4) = (α− β, 0) and (xq, yq) = (−α+ β,−12) = (0.05,−0.5).
D(x,y)X(xq, yq) =
(
0.05 1
−1 −0.15
)
,
we know that the eigenvalue λ is the solution of the equation λ2−0.1λ+0.9925 = 0 then λ = 0.1±
√−3.96
2
and the part real is positive, so the singular point (xq, yq) is a repelling focus.
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Figure 7.2: w˙ = w2 + 14 + R(w, w¯) en C
Let us see the existence of the limit cycle after perturbation from the period annuli of the two centers.
As we said at the beginning of this chapter, in [10] the authors study the parameter values for which
equations (7.3) have different configurations of simultaneous limit cycles coming from the period annuli
of the two centers of the unperturbed system z˙ = iz + z2.
Taking into account the precious computations of this section we obtain that the natural transversal seg-
ment for computing the Poincare´ map are Σ = iR+ for the center located at (0,1/2) and Σ = iR−+0.05
for the center located at (0,-1/2).
The limit cycles should correspond to the fixed point of the Poincare´ map (different of the two perturbed
fixed points near z = 1/2i and z = −1/2i).
In numerical analysis, the Runge–Kutta methods are an important family of implicit and explicit itera-
tive methods, which are used in temporal discrimination for the approximation of solutions of ordinary
differential equations.
To do all the computation we use MATLAB. The idea is as follows.
In our case, the differential equation is given by{
x˙ = 14 + x
2 − y2 + 0.15x
y˙ = 2xy − 0.05y + 0.025 .
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Then we can use the function runge-kutta4 to compute points with different initial points. And we get
two points very close to the x = 0 for y positive (or x = 0.05 for y negative).
By the definition of the limit cycle, we can see that if we have a limit cycle as in Figure 7.3, we have an
initial point (x0, y0) and another point on the same line (x0, y1), then y1 > y0 later another line with
initial point (x0, y2) and (x0, y3) then y2 < y3, then we can say a limit cycle exists.
Figure 7.3: Limit cycle
For example, we apply the Runge-Kutta 4 function and initial point (0,0.1) and stepsize h = 0.05
[x y] = rk4(0, 0.1, 0.05),
and we integrate until the x variable passes from positive to negative. We get the point (x(i), y(i)) =
(0.0047, 0.0914), then we use the Taylor formula to compute a new stepsize h1:
x(i+ 1) = 0 ≈ x(i) ∗ f ′(x(i), y(i)) ∗ h1⇒ h1 = − x(i)
P (x(i), y(i))
= −0.0193.
Then with the new stepsize and we apply the ’rk4’function one more time, we have another point
x2 = 6.3082e − 06 which is closer to x = 0, and we go on and we get x3 = 1.1080e − 11 which is the
very small.
Figure 7.4:
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With this formula, we can get all of the points with different initial points in the axis y ∈ (0, 0.5) in the
upper semiplane (and y ∈ (−0.52, 0) in the lower semiplane).
We take Σ = {z ∈ C, z = ti, t ∈ (0, 1/2)}, and a partion of it and for each point in this partion we
compute numerically its image by the Poincare´ map Π : Σ → Σ. This computation uses Runge-Kutta
4 and it needs to adapt the stepsize to obtain the precise image of the Poincare´ map for each initial
condition.
Doing this for each initial conditions gives a list of pairs (ti, pi(ti)), i = 1, 2, .... Finally we draw the
numerical plot of the resultanting function.
Figure 7.5:
And where is the limit cycle? It is easy to get, because we have all of the points, we use the Secant
Method, we get the limit cycle at y = 0.091 also we get that there are not a limit cycle in the lower
semiplane, let us prove that.
In [10] we have another expression of I
−i/2
2 (c) which coincides with the expression of I
−i/2
2 (c) given as
before where each ak,l is substituted by the corresponding bk,l, being,
bk,l = (−1)l−k
m∑
p=l
p−(l−k)∑
q=k
aq,pi
p−l(−1)q
(
q
k
)(
p− q
l − k
)
.
In this case m=2, as we can see:
If k = 0, l = 0, then the formula b0,0 is
b0,0 = (−1)0−0
∑2
p=0
∑p−0
q=0 aq,pi
p−0(−1)q
(
q
0
)(
p− q
0
)
=
∑2
p=0
∑p
q=0 aq,pi
p(−1)q
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p = 0, q = 0⇒ a0,0(−1)0 = a0,0,
p = 1, q = 0⇒ a0,1i1(−1)0 = a0,1i,
p = 1, q = 1⇒ a1,1i1(−1)1 = a1,1(−i),
p = 2, q = 0⇒ a0,2i2(−1)0 = a0,2(−1),
p = 2, q = 1⇒ a1,2i2(−1)1 = a1,2(−1)(−1),
p = 2, q = 2⇒ a2,2i2(−1)2 = a2,2(−1).
Then
b0,0 = a0,0 + a0,1i− a1,1i− a0,2 + a1,2 − a2,2.
As before, if k = 0, l = 1
b0,1 = (−1)1−0
∑2
p=1
∑p−(1−0)
q=0 aq,pi
p−1(−1)q
(
q
0
)(
p− q
1
)
= (−1)1∑2p=1∑p−1q=0 aq,pip−1(−1)q(p− q)
p = 1, q = 0⇒ a0,1i1−1(−1)0(p− 0) = −a0,1,
p = 2, q = 0⇒ a0,2i2−1(−1)0(2− 0) = −a0,22i,
p = 2, q = 1⇒ a1,2i2−1(−1)1(2− 1) = a1,2i.
Then
b0,1 = −a0,1 − 2ia0,2 + a1,2i.
If k = 1, l = 1
b1,1 = (−1)1−1
∑2
p=1
∑p−(1−1)
q=1 aq,pi
p−1(−1)q
(
q
1
)(
p− q
1− 1
)
=
∑2
p=1
∑p
q=1−aq,pip−1(−1)qq
p = 1, q = 1⇒ −a1,1i1−11 = −a1,1,
p = 2, q = 1⇒ −a1,2i2−11 = −a1,2i,
p = 2, q = 2⇒ a2,2i2−12 = 2a2,2i.
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b1,1 = −a1,1 − a1,2i+ 2a2,2i.
If k = 1, l = 2
b1,2 = (−1)2−1
∑2
p=2
∑p−(2−1)
q=1 aq,pi
p−2(−1)q
(
q
1
)(
p− q
2− 1
)
= (−1)∑2p=2∑p−1q=1 aq,pip−2(−1)qq(p− q).
p = 2, q = 1⇒ −a1,2i2−2(−1)11(2− 1) = a1,2, then
b1,2 = a1,2.
As before, we know that,
I
i/2
2 (c) = 2pic{2=(a0,0) + <(a0,1) + [−<(a1,1) + =(a1,2)]c},
I
−i/2
2 (c) = 2pic{2=(b0,0) + <(b0,1) + [−<(b1,1) + =(b1,2)]c}.
Then
b0,0 = a0,0 + a0,1i− a1,1i− a0,2 + a1,2 − a2,2 =
= <(a0,0) + i=(a0,0) +<(a0,1)i−=(a0,1)−<(a1,1)i+=(a1,1)−<(a0,2)− i=(a0,2) +<(a1,2) + i=(a1,2)−
<(a2,2)− i=(a2,2).
And as before, we know that,
b0,1 = −a0,1 − 2ia0,2 + a1,2i = −<(a0,1)− i=(a0,1)− 2i<(a0,2) + 2=(a0,2) + <(a1,2)i−=(a1,2).
b1,1 = −a1,1 − a1,2i+ 2a2,2i = −<(a1,1)− i=(a1,1)−<(a1,2)i+ =(a1,2) + 2<(a2,2)i− 2=(a2,2).
b1,2 = a1,2 = <(a1,2) + i=(a1,2).
As before =(a0,0) = =(a1,2) = 0⇒
b0,0 = <(a0,0) +<(a0,1)i−=(a0,1)−<(a1,1)i+=(a1,1)−<(a0,2)− i=(a0,2) +<(a1,2)−<(a2,2)− i=(a2,2),
b0,1 = −<(a0,1)− i=(a0,1)− 2i<(a0,2) + 2=(a0,2) + <(a1,2)i,
b1,1 = −<(a1,1)− i=(a1,1)−<(a1,2)i+ 2<(a2,2)i− 2=(a2,2),
b1,2 = <(a1,2).
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=(b0,0) = <(a0,1)−<(a1,1)−=(a0,2)−=(a2,2),
<(b0,1) = −<(a0,1) + 2=(a0,2),
<(b1,1) = −<(a1,1)− 2=(a2,2),
=(b1,2) = 0.
For 2=(b0,0) + <(b0,1) = <(a0,1)− 2<(a1,1) + 2=(a2,1)− 2=(a2,2) and
−<(b1,1) + =(b1,2) = <(a1,1)−=(a2,1)− 2=(a2,2), then
c−i/2 =
2=(b0,0) + <(b0,1)
<(b1,1)−=(b1,2) =
<(a0,1)− 2<(a1,1)− 2=(a2,2)
−<(a1,1)− 2=(a2,2) .
As before <(a0,1) = 0.05,<(a1,1) = 0.1 and in my case a2,2 = 0, then
c−i/2 = −0.15−0.1 > 1⇒do not have cycle limit!
Definition 7.2. Given Eq.(6.5) we will say that the configuration of limit cycles (u, v), u ≥ 0, v ≥ 0,
is realizable if, for  small enough, exactly u (respectively v) limit cycles bifurcate from the periodic
orbits surrounding z = 0 (respectively z = −i).
And we have a Theorem with the main result in [10].
Theorem 7.3. For Eq.(6.5) the following configurations of limit cycles are realizable:
(a) (u, v) with 0 ≤ u ≤ 1 and 0 ≤ v ≤ 1, if m=1, 2 or 3.
(b) (u, v) with 0 ≤ u ≤ m− 2 and 0 ≤ v ≤ m− 2, if 4 ≤ m ≤ 8.
(a) (u, v) with 0 ≤ u ≤ m− 2 and 0 ≤ v ≤ m− 2 and u+ v ≤ m+ 4, if m > 8.
In this case Eq. is w˙ = 14 + w
2 + R(w, w¯), for  small enough, exactly u (respectively v) limit cycles
bifurcate from the periodic orbits surrounding z = i/2 (respectively z = −i/2) and m = 2 and by
Theorem 6.3 (a) we can see the configuration of limit cycles (u, v) with 0 ≤ u ≤ 1 and 0 ≤ v ≤ 1, it
means the configuration of limit cycles are (0, 0), (0, 1), (1, 0) and (1, 1). As before we provide a case of
(1, 0). Now let us see another three cases:
As before we know that if we have the simple zeros c ∈ (0, 1) of the function Ip2 with p = i/2,−i/2
where
I
i/2
2 (c) = 2pic{2=(a0,0) + <(a0,1) + [−<(a1,1) + =(a1,2)]c}
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and
I
−i/2
2 (c) = 2pic{2=(b0,0) + <(b0,1) + [−<(b1,1) + =(b1,2)]c}.
If I
i/2
2 (c) = 0 (respectively I
−i/2
2 (c) = 0) we can prove that the formula of c are:
ci/2 =
2=(a0,0) + <(a0,1)
<(a1,1)−=(a1,2) and c−i/2 =
2=(b0,0) + <(b0,1)
<(b1,1)−=(b1,2) .
We can write c−i/2 where each ak,l is substituted by the corresponding bk,l, as before we did ,
c−i/2 =
2=(a0,0) + 2<(a0,1)− 2<(a1,1)− 2=(a0,2) + 2=(a1,2)− 2=(a2,2)−<(a0,1) + 2=(a0,2)−=(a1,2)
−<(a1,1) + =(a1,2)− 2=(a2,2)−=(a1,2) =
=
2=(a0,0) + <(a0,1)− 2<(a1,1) + =(a1,2)− 2=(a2,2)
−<(a1,1) + =(a1,2)− 2=(a2,2) .
Now with those notations we are able to find values of parameters for which we have configurations of
(0, 0), (0, 1) and (1, 1) (we already have obtained an example for the (1,0)).
It means if ci/2 ∈ (0, 1) (respectively I−i/22 (c) ∈ (0, 1)), u = 1(respectively v = 1),and if not, u = 0
(respectively v = 0).
For example, we make the computations for the case (0,0)
If <(a0,1) = α = 0.05, <(a1,1) = β = −0.1 ⇒ ci/2 < 0 ⇒ u = 0 and we can compute the conditions
above and we get,
c−i/2 =
−2<(a1,1)− 2=(a0,2) + =(a1,2)− 2=(a2,2) + 2=(a0,2)
−<(a1,1)− 2=(a2,2) = 2.5⇒ c−i/2 > 1,
so v = 0⇒ (u, v) = (0, 0)
Finally, with for the case (1,0) we know that if <(a0,1) = α = 0.05, and <(a1,1) = β = 0.1 ⇒ ci/2 =
0.5⇒ u = 1.
And with the equation c−i/2 = (−0.15 − 2=(a2,2))/(0.1 + 2=(a2,2)) ∈ (0, 1) if we let c−i/2 = 0.5 after
compute we get =(a2,2) = 0.067.
This gives an example for the case (1,1).
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