The quantum relative entropy between two states satisfies a monotonicity property, meaning that applying the same quantum channel to both states can never increase their relative entropy. It is known that this inequality is only tight when there is a "recovery map" that exactly reverses the effects of the quantum channel on both states. In this paper we strengthen this inequality by showing that the difference of relative entropies is bounded below by the measured relative entropy between the first state and a recovered state from its processed version. The recovery map is a convex combination of rotated Petz recovery maps and perfectly reverses the quantum channel on the second state. As a special case we reproduce recent lower bounds on the conditional mutual information such as the one proved in [Fawzi and Renner, Commun. Math. Phys., 2015]. Our proof only relies on elementary properties of pinching maps and the operator logarithm.
Abstract-The quantum relative entropy between two states satisfies a monotonicity property, meaning that applying the same quantum channel to both states can never increase their relative entropy. It is known that this inequality is only tight when there is a "recovery map" that exactly reverses the effects of the quantum channel on both states. In this paper we strengthen this inequality by showing that the difference of relative entropies is bounded below by the measured relative entropy between the first state and a recovered state from its processed version. The recovery map is a convex combination of rotated Petz recovery maps and perfectly reverses the quantum channel on the second state. As a special case we reproduce recent lower bounds on the conditional mutual information such as the one proved in [Fawzi and Renner, Commun. Math. Phys., 2015] . Our proof only relies on elementary properties of pinching maps and the operator logarithm.
I. INTRODUCTION
For a quantum state ρ and a non-negative operator σ the relative entropy, defined by D(ρ σ) := tr(ρ(log ρ − log σ)) if the support of ρ is included in the support of σ, and +∞ otherwise, is a measure for correlations with numerous applications. Furthermore, several other entropy measures can be derived from the relative entropy, including mutual information, entropy and conditional entropy. A fundamental inequality, known as monotonicity or data-processing inequality of the relative entropy, states that the relative entropy is nonincreasing with respect to physical evolutions, i.e., D(ρ σ) ≥ D(N (ρ) N (σ)) where N denotes a quantum channel [1] , [2] , [3] . It generalizes the celebrated strong subadditivity of quantum entropy [4] , [5] which ensures that for any tripartite state ρ ABC the conditional mutual information is non-negative, i.e.,
Inspired by a question posed in [6] , a series of recent works showed that these fundamental inequalities can be refined in the context of recoverability, i.e., by investigating the question of how good a quantum evolution can be reversed by applying a recovery map. This point of view is motivated by the case where equality holds. It is known that D(ρ σ) = D(N (ρ) N (σ)) if and only if there exists a recovery map T that simultaneously recovers ρ from N (ρ) and σ from N (σ), respectively, i.e., (T • N )(ρ) = ρ and (T • N )(σ) = σ, respectively [7] , [8] , [9] . Furthermore, on the support of N (σ) the recovery map T can be assumed to be of the form
which is referred to as Petz recovery map or transpose map and N † is the adjoint of N . 1 A recent result (first proven in [10] and afterwards tightened by [11] ) states that for any tripartite density operator ρ ABC there exists a recovery map R B→BC such that
where D M (· ·) denotes the measured relative entropy. It is defined as the supremum of the relative entropy with measured inputs over all projective measurements 2 
where {|x } is a finite set of orthonormal vectors. This quantity was studied in [12] , [13] . As observed in [14] it is not restrictive to consider projective measurements in (4), i.e., the supremum over all positive-operator valued measures (POVMs) coincides with the supremum over all projective measurements.
The fidelity between two non-negative operators ρ and σ is defined as F (ρ, σ) := √ ρ √ σ 1 . The second inequality in (2) is a consequence of the monotonicity of quantum Rényi divergence in the order parameter [15] and of the fact that for any two states there exists an optimal measurement that does not increase their fidelity [16, Section 3.3] . As shown in [10] , [17] , and independently by a different method in [18] , the recovery map satisfying the second inequality of (2) can be assumed to be a rotated Petz map with unitaries that commute with ρ BC and ρ B , respectively.
A closely related and more general statement to the second inequality of (2) in terms of the relative entropy has been proven recently [18] (see also the preliminary result in [19] ). 1 Recall that the adjoint N † of N is defined by N (X), Y = X, N † (Y ) for all X, Y where ·, · denotes the Hilbert-Schmidt inner product. 2 Without loss of generality these can be assumed to be rank-one projectors. 
where U κ,t (·) := κ it (·)κ −it . We note that this ensures the existence of a recovery map satisfying (5) that perfectly reconstructs σ from N (σ). 4 Furthermore, the recovery map that fulfills (5) has a potential dependence on ρ (hidden in the supremum). 5 The original proof of (2) given in [10] relies on properties of Rényi entropies and de Finetti arguments. Subsequently in [11] , a different proof has been presented that is based on state redistribution and also de Finetti type arguments. (As shown recently in [22] , the de Finetti type arguments can be replaced by an argument based on semidefinite programming.) In [18] , a proof for (5) has been presented that uses the Hadamard three-line theorem.
Let L(A, B) be the set of bounded linear operators from
Completely positive maps are tensor stable positive, but this is not a necessary condition (see [23] for an overview and characterization of tensor-stable positive maps).
A. Main result.
We prove that for any non-negative operator σ, any density operator ρ such that supp(ρ) ⊆ supp(σ), and any tracepreserving tensor-stable positive linear map N there exists a recovery map R such that (R • N )(σ) = σ and
We refer to Theorem III.3 for a more precise statement. We note that this is a strengthened version of (5) that directly implies (2). Our proof is conceptually different from all the previous ones. It is based on a particular choice of a recovery map that is constructed out of pinching maps. These pinching maps fulfill several desirable properties that offer a simple proof for the new inequality.
B. Notation.
For n ∈ N we define [n] := {1, 2, . . . , n}. In this work, all Hilbert spaces are assumed to be finite-dimensional. Let S(A) denote the set of density operators on a Hilbert space A and for σ ∈ S(A) let S σ (A) := {ρ ∈ S(A) : supp(ρ) ⊆ supp(σ)}, where supp(ρ) is the support of ρ. P(A) is the set of non-negative operators on A. The set of tracepreserving completely positive maps from A to B is denoted by TPCP(A, B). We use 1 {statement} to denote the indicator of the statement. It is equal to 1, if the statement is true, and it is equal to 0, if the statement is false.
II. VARIATIONS ON THE PETZ RECOVERY MAP
In this section, we introduce two recovery maps that are closely related to the Petz recovery map defined in (1). One of them is based on the concept of pinching. The other one is a rotated version of the Petz recovery map. These two recovery maps play a key role in this work. We further show a close connection between the two recovery maps (see Lemma II.1).
A. Pinching recovery map.
Let H ∈ L(A, A) be a self-adjoint operator with eigenvalue decomposition H =
x µ x P x , where x ranges between 1 and d = dim(A) and P x is the projector onto the eigenspace corresponding to the eigenvalue µ x . The pinching map for this spectral decomposition of the operator H is given by
Such maps are trace-preserving, completely positive, unital, self-adjoint, and can be viewed as dephasing operations that remove off-diagonal blocks of a matrix. Similarly, for any n ∈ N we define projectors onto type subspaces on A ⊗n corresponding to the eigendecomposition of H. Namely, we say that a sequence {x 1 , 6 For such a type λ, we define
and the pinching map
where the sum goes over the set Λ n of all types of n symbols in the set {1, 2, . . . , d}. Clearly P H,1 = P H . The number of such types is bounded according to [24, Lemma II.1], i.e.
The pinching map fulfills four properties that are heavily used in this article: (i) P H,n (X) commutes with H ⊗n for any X ∈ P(A ⊗n ), (ii) P H,n (H ⊗n ) = H ⊗n , (iii) tr(P H,n (X)H ⊗n ) = tr(XH ⊗n ) for any X ∈ P(A ⊗n ), and (iv) it satisfies the following operator inequality (sometimes referred to as Hayashi's pinching inequality [25] )
More information about pinching maps together with a simple proof of (9) can be found in [26, Section 2.6.3] (see also [27, Section 4.4] ). For any σ ∈ P(A), any N ∈ TPCP(A, B), and n ∈ N we define the pinching recovery map R n σ,N :
where we used the property (i) of pinching maps for the equality step. This map is trace-preserving and completely positive for any n ∈ N. It is clearly completely positive, as it can be written as a composition of completely positive maps. That it is trace-preserving follows by employing some properties of pinching maps mentioned above (see [28] for a detailed explanation).
B. Rotated Petz recovery map.
For any σ ∈ P(A) let σ = k∈[d1] λ k P k be an eigenvalue decomposition of σ. Here,
are mutually orthogonal projectors, and the λ k are all different. Using this and a vector ϑ = (ϑ 1 , . . . , ϑ d1 ) ∈ [0, 2π] ×d1 , we define the unitary U ϑ σ := k∈[d1] exp(iϑ k )P k . Furthermore, for any N ∈ TPCP(A, B) and an eigenvalue decomposition of N (σ), we use the same construction to define U ϕ N (σ) . We note that due to the evident fact that P j P k = 1 {j=k} P j , the unitaries U ϑ σ and U ϕ N (σ) commute with σ and N (σ), respectively, for any ϑ ∈ [0, 2π] ×d1 and any ϕ ∈ [0, 2π] ×d2 with d 1 ≤ dim(A) and d 2 ≤ dim(B).
With the help of these unitaries we define a (doubly) rotated Petz recovery map T ϕ,ϑ σ,N : P(B) → P(A) by
For any σ ∈ P(A) and N ∈ TPCP(A, B) we denote the convex hull of rotated Petz recovery maps by
The recovery map T ϕ,ϑ σ,N is trace-preserving and completely positive (see [28] for a detailed justification).
C. Connection between pinching and rotated Petz recovery map.
The following lemma shows that the pinching recovery map (defined in (10)) can be written as a convex combination of tensor products of rotated Petz recovery maps (defined in (11) ). This connection will be important in the proof of Theorem III.3.
Lemma II.1. For any σ ∈ P(A), any N ∈ TPCP(A, B), and any n ∈ N, let R n σ,N be the pinching recovery map defined in (10) and let T ϕ,ϑ σ,N be the rotated Petz recovery map defined in (11) . We have
Proof:
For each µ = (µ 1 , . . . , µ d2 ) with µ k ∈ N and d2 i=1 µ i = n, define the corresponding subspaces P n µ := x n n m=1 P xm , where the sum goes over all sequences x n = (x 1 , . . . , x n ) of type µ. Using this, we can write
where we used the inner product µ, ϕ := k∈[d2] ϕ k µ k . Let us next take a closer look at the inner part of the map T ϕ,ϑ σ,N ⊗n in (11), i.e., the expression
This is the only part of (11) that depends on ϕ. If we integrate ϕ over [0, 2π] ×d2 , we find that (16) and, thus,
The analogous argument applied to the unitary rotations U ϑ σ ⊗n integrated over ϑ reveals the pinching map P σ,n (·).
Combining these arguments concludes the proof of the lemma.
III. MAIN RESULT AND PROOF
Our first result gives a lower bound on the difference between the relative entropy before and after applying a quantum channel. The lower bound is given in terms of the limit of a sequence of relative entropies between ρ ⊗n and the state recovered from N (ρ) ⊗n using the pinching recovery map. Remark III.2. Proposition III.1 offers a proof for the monotonicity of the relative entropy based on the concavity and monotonicity of the operator logarithm, the operator Jensen inequality, and the non-negativity of the relative entropy (i.e., Klein's inequality).
We note that combining Proposition III.1 with a recent result showing that the fidelity of recovery is multiplicative [22] directly reproduces the second inequality of (2). (The fidelity of recovery for a tripartite state ρ ABC ∈ S(A⊗B ⊗C) is defined as F (A; C|B) ρ := max R∈TPCP(B,BC) F (ρ ABC , R(ρ AB )) has been introduced in [29] and its properties were studied there and further in [22] .) A stronger result can be obtained from Proposition III.1 by further employing the structure of the pinching recovery map.
Theorem III.3. For any σ ∈ P(A), any ρ ∈ S σ (A), and any trace-preserving tensor-stable positive linear map N ∈ L(A, B) there exists a recovery map R σ,N ,ρ ∈ T σ,N with T σ,N given in (12) , such that
Remark III.4. The recovery map stated in Theorem III.3 has the property that it perfectly recovers σ from N (σ), i.e., (R σ,N ,ρ • N )(σ) = σ. This follows directly by the fact that the unitaries U ϑ σ and U ϕ N (σ) (defined in Section II) commute with σ and N (σ), respectively, for any ϑ and any ϕ. We further note that the recovery map predicted by Theorem III.3 has a potential dependence on ρ as the weight of the convex sum in the definition of T σ,N (see Equation (12)) could depend on ρ. In other words, the recovery map predicted by Theorem III.3 does not possess the universality property that has been established in [17] for the conditional mutual information lower bound.
Remark III.5. Our new bound in terms of measured relative entropy in (20) is always strictly stronger than the bound in terms of the fidelity, except for the case of perfect recoverability where both bounds vanish. 7 Moreover, as discussed in [11] , the gap between the two bounds can be of order log d where d is the dimension of the quantum system. Finally, in the commutative case our bound coincides with the best known classical result [30, Theorem 5] .
By choosing ρ = ρ ABC , σ = ρ BC , and N (·) = tr C (·), Theorem III.3 immediately reproduces the lower bound for the conditional mutual information given in (2) . In addition, we obtain additional information about the structure of the recovery map such as that it maps ρ B to ρ BC . 7 To verify this, note that F (p, q) = F (ρ, σ) for some measurement and post-measurement distributions p and q corresponding to ρ and σ, respectively. Hence, F (ρ, σ) = 1 implies that p = q, and the strict monotonicity of the (commutative) Rényi divergence ensures that D M (ρ σ) ≥ D(p q) > D 1/2 (p q) = − log F (p, q).
Corollary III.6. For any ρ ABC ∈ S(A ⊗ B ⊗ C) there exists a recovery map R B→BC ∈ T ρ BC ,tr C with T ρ BC ,tr C given in (12) , such that
Whereas Theorem III.3 provides a lower bound for the relative entropy difference in terms of a distance to a recovered state, it is of interest if there also exists an upper bound for the relative entropy in terms of recoverability. The following proposition proves such an upper bound in terms of the max relative entropy that is defined as D max (ρ σ) := inf{γ : ρ ≤ 2 γ σ} for two density operators ρ and σ [31] .
Proposition III.7. For any σ ∈ P(A), any ρ ∈ S σ (A), and any trace-preserving tensor-stable positive linear map N ∈ L(A, B) we have
where TPP(B, A) denotes the set of trace-preserving positive linear maps from A to B.
Remark III.8. A conceptually different upper bound for the relative entropy difference has been established in [18] . We note that the bound in [18] is expressed in terms of the max relative entropy as well but involves a maximization over recovery maps of a particular form. In contrast, our upper bound is expressed in terms of a minimization over recovery maps and thus can be further bounded by any choice of such a recovery map.
A. Proof-sketch of Proposition III.1
The proof of Proposition III.1 uses basic properties of pinching maps (see Section II) and the operator monotonicity and concavity of the logarithm. Furthermore we make use of Jensen's operator inequality and the fact that the number of distinct eigenvalues of an n-fold tensor product of a nonnegative operator is bounded polynomially in n.
The detailed proof can be found in [28] .
B. Proof-sketch of Theorem III.3
We start by proving a basic property of the measured relative entropy as defined in (4) .
Lemma III.9. Let X be a compact space. For any probability measure µ ∈ P(X), any family {σ x } x∈X such that σ x ∈ P(A) for all x ∈ X, σ = µ(dx)σ x , any ρ ∈ S σ (A) and any n ∈ N, Combining this lemma with Proposition III.1, the monotonicity of the relative entropy under trace-preserving completely positive maps and Lemma II.1 proves the assertion. A detailed proof can be found in [28] .
C. Proof-sketch of Proposition III.7
Let λ := D max ((R • N )(σ) σ). By definition of the maxrelative entropy we have (R • N )(σ) ≤ 2 λ σ. Combining this with the monotonicity of the operator logarithm and the dataprocessing inequality [3] proves the assertion. A detailed proof can be found in [28] .
IV. DISCUSSION
The recovery map predicted by Theorem III.3 has a potential dependence on the state ρ. It would be natural to assume that there exists a recovery map R ∈ T σ,N satisfying (20) that is universal in the sense that it only depends on σ and N . This has been proven recently [17] for the case of the conditional mutual information (i.e., for ρ = ρ ABC , σ = ρ BC , and N (·) = tr C (·)). As it turns out, Theorem III.3 together with the techniques used in [17] implies a universal version of Theorem III.3 [20] .
It would be interesting to investigate if our results remain true also for general positive maps N . We note that some recent work [23] shows that this is true at least for the data processing inequality.
