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Abstract
Traditional optical imaging systems have constrained angular and spatial resolution, depth
of field, field of view, tolerance to aberrations and environmental conditions, and other
image quality limitations. Computational imaging provided an opportunity to create new
functionality and improve the performance of imaging systems by encoding the information
optically and decoding it computationally. The design of a computational imaging system
balances hardware costs and the accuracy and complexity of the algorithms.
In this thesis, two computational imaging systems are presented: Randomized Aperture
Imaging and Laser Suppression Imaging. The former system increases the angular resolution of telescopes by replacing a continuous primary mirror with an array of light-weight
small mirror elements, which potentially allows telescopes to have very large diameter at a
reduced cost. The latter imaging system protects camera sensors from laser effects such as
dazzle by use of a phase coded pupil plane mask. Machine learning and deep learning based
algorithms were investigated to restore high-fidelity images from the coded acquisitions.
The proposed imaging systems are verified by experiment and numerical modeling, and
improved performances are demonstrated in comparison with the state-of-the-art.
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Chapter 1

Introduction
The objective of this dissertation is to develop computational imaging applications, and
explore the benefit, trade-offs, and limits of such imaging systems. Computational imaging
co-designs optics, sensing, and computational algorithms to relax the limits in classical
imaging systems by adding a computational layer.
By encoding the information optically and decode computationally, the computational
imaging system may reduce the optics complexity, and introduce new types of information
and functionalities that may have been lost or not available in the traditional optical
systems. For example the structured illumination based microscope and holography may
offer higher than diffraction limited resolution by introducing high spatial frequencies into
the system. The coded aperture telescope and camera, could reduce the optics complexity
and cost of information storage by replacing a continues lens with an array sub-apertures
with carefully designed pattern. By recording the scene using two cameras at a bit different
focal depth, the phase diversity wavefront sensor could unveil the lost phase information.
By replacing the main lens with a lenslet array, the shack Hartmann sensor was able to
encode the information of wavefront error. By inserting a microlens array that focal plane
16

CHAPTER 1. INTRODUCTION

17

of the main lens, a light field camera was able to record the entire 4-d light information with
a high speed single shot. By combining proper optics design and computational algorithms,
the computational imaging may outperform the traditional optics system at a reduced cost.
Here we focused on wavefront sensing based computational imaging systems, where
information was encoded optically in the pupil plane and decoded from the sensor image
acquired at focal plane using image restoration algorithms. We introduce two such imaging
systems: Randomized Aperture Imaging and Anti-Dazzling Imaging. The former replaces a
contiguous primary mirror of a space telescope with a collection of free flying sub-apertures
of small sizes, which may potentially may potentially allow a telescope to have a very large
diameter at a reduced cost. The latter system protects the camera sensor from the disruption of laser dazzling through the use of wavefront coded mask. Both imaging systems were
verified by experiment and numerical modeling. Machine learning and deep learning based
algorithms were employed to restore the image from the degraded acquisitions. Improved
performance were demonstrated in comparison with the state-of-art.

Chapter 2

Randomized Aperture Imaging

2.1

Introduction

The quest to achieve extraordinary resolution with a large space telescope is impeded by
the cost and complexity of a large primary mirror. Interferemetric synthetic aperture
system replaces a continuous aperture with an array of sub apertures of small sizes in
a cost efficient way, in which light beams from individual aperture elements are merged
at a virtual common focal plane of the entire array. Image reconstruction techniques are
investigated to produce a high resolution focal image. This chapter presented an extremely
large telescope design comprised of ill-figured randomly varying subapertures (see Fig. 2.1)
that may work in both with curved mirror segments as well as flat mirror segments. The
veracity of this approach is demonstrated with a laboratory scaled system whereby we
reconstruct a white light binary point source separated by 2.5 times the diffraction limit.
With an inherently unknown varying random point spread function, the measured speckle
images require a restoration framework that combines deep learning based lucky imaging
and non-negative matrix factorization based multiframe blind deconvolution. To further
18
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Figure 2.1: Concept of the space telescope that comprises of an array of randomly positioned small mirrors ()

validate the approach, we model the imaging system using GPU acceleration to explore
sub-diffraction-limited performance and an object comprised of multiple point sources.
Angular resolution, which describes the ability of an imaging system to distinguish
small details of an object, is a major determinant of image resolution. According to
Rayleigh criterion, the angular resolution of an imaging system is limited by the diffraction: θ = 1.22λ/D, where λ is the wavelength and D is the diameter of the aperture. For a
certain wavelength, the angular resolution may be enhanced by use of a larger aperture. In
practice, the size of a monolithic aperture is limited by the cost, weight and construction
constraints(Meinel, 1979; van Belle et al., 2004). Even if such constrains can be surmounted
by the use of deformable mirror system, large size and super-polished aperture elements,
actuators with adaptive optics control, and post image reconstruction methods must be applied to achieve diffraction limited performance(Alloin and Mariotti, 2012; Bennett et al.,
2004).
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Figure 2.2: Comparison of (a) RAA works in far field regime where f ≫ Zdif f and curved
mirror segments conform to a parabolic surface, and (b) RAA works in near field regime
where f ≪ Zdif f and flat mirror segments attach to a parabolic surface

To resolve features of an Earth-like exoplanet in the visible spectrum, a kilometer-scale
diameter telescope is required. A practical design of such an extraordinarily large space
telescope may comprise free-flying sub-apertures that are roughly aligned to an imaginary
parabolic surface. Aligning each sub-aperture to produce a common focus may be difficult.
For example, tip-tilt misalignments of a large number of sub-apertures will produce speckled
images. In this report we explore how post-processing of a sequence of random speckled
images may be combined to produce highly resolved images of point-like objects, i.e.,
better than the diffraction limit of 1.22λc f /D, where λc is the central wavelength, f is the
focal length, and D is the diameter of the telescope baseline. The potential advantages of
low-mass free-flying segments include lower launch costs, low-complexity deployment and
control, and large values of D.
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In this chapter we address the case of an ill-figured segmented optical system that
comprises of small size, light weighted aperture elements with certain amount of surface
roughness. To make matters worse, we assume no knowledge of the randomly time varying
Point Spread Function(PSF). We ask the following the proof of concept question: Is it
possible to reconstruct a near diffraction-limited image from a series of recordings from such
a system? In some respects this study is related to the random lens imaging system(Fergus
et al., 2006), where a collection of random reflectors served as a primary camera lens.
Similarly, the sparkle vision system(Zhang et al., 2014), simplifies the random lens imaging
system by using a lens to better focus the light. However, in these examples, the PSF was
not time-varying, and intensive machine learning algorithms were employed to uncover the
PSF. In contrast, we aimed to reconstruct high resolution image from the time-varying
PSF in a real-time manner(pen, a,b,c,d).
We compare how light coming from distant stars converge differently using an array
of curved mirrors (see Fig. 2.2.1(a)) against the use of an array of flat mirrors (see Fig.
2.2.1(b)). In the curved mirror model, each subaperture is assumed to have a curvature that
conform the a parabolic surface. Under such an assumption, a light source may converge
to a single diffraction limited spot at the focal plane in the absence of tip, tilt and piston
wavefront errors. In the flat mirror model, however, each subaperture is assumed to have
a flat surface. The flat subaperture introduces wavefront errors regardless of its tip,tilt
and piston angles. Even if the subapertures are well aligned to a parabolic surface, the
image formed on the focal plane may not be free from wavefront errors. The amount of
wavefront error introduced by the flat surface of the subaperture depends on the radius of
the subaperture.
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Curved Mirror Model

2.2.1

Related Work

2.2.2

interferometric Imaging System

An imaging system that works by the interference from multiple aperture elements is
known as an interferometer(Françon, 1979). Interferometers have been widely used in
many areas(Padron, 2012), e.g., precision measurements, seismology, microscopy, astronomy, remote sensing, etc. Our system is closely related to one of the types, called Fizeau
interferometer[15, 16], in which light beams from individual aperture element are merged
at a virtual common focal plane of the entire array. In astronomy, the Fizeau array has
been explored to increase the baseline and resolution of telescopes. They include segmented
telescopes(Duncan et al., 1999; Carles et al., 2016; Alloin and Mariotti, 2012) (e.g., James
Webb Space Telescope, Thirty Meter Telescope, European Extremely Large Telescope),
sparse telescopes(Harvey et al., 1995; Miller et al., 2007; Fienup et al., 2002; Fiete et al.,
2002; Fienup, 2000; Harvey et al., 1995) (e.g., Sparse Annulus, Golay-6, Tri-Arm telescopes), as well as low mass elements telescopes, e,g., photon sieve telescopes(Andersen
and Tullson, 2007). The Fizeau interferometer offers direct imaging of objects with a wide
field of view but tends to have a compact aperture array thereby a limited baseline. Precise
alignment of the segments may be achieved using adaptive optics, which produces images
with diffraction limited resolution. With the support of wavefront sensors, phase errors due
to tip-tilt and piston may also be compensated by computational algorithms such as phase
retrieval(Fienup, 2013; Shechtman et al., 2015) and phase diversity(Paxman and Fienup,
1988; Mugnier et al., 2006) in the post image reconstruction.
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Optical Super-resolution

Efforts have been made to achieve optical super-resolution in near field by preserving or
the recovery of evanescent fields(Pohl et al., 1984; Pendry, 2000; Lu and Liu, 2012), or
by manipulating the radiation of the objects or the illumination upon them(Mudry et al.,
2012; Mico et al., 2006). Due to the very long imaging distance, telescopes can hardly
benefit from these techniques to physically increase the cut-off frequency. Aside from
the attempts to increase the physical sizes of the objective aperture, the improvements
of the resolving power of telescopes have also been achieved by sharpening the intensity
distribution of the Point spread function (Point Spread Function (PSF)) through modifying
the pupil functions. Early endeavors involve the use of annular pupil(Di Francia, 1952)
at the expense of reduced energy concentration and field of view. Later, a variety of
amplitude and phase pupil masks and phase plates (Wang et al., 2015; Lozano-Rincón and
Ochoa, 2017; Canales et al., 2004; Cagigal et al., 2016) have been proposed to optimize
the performances of pupil filters. Recently, the super resolving capability of pupil filters
has also been linked to super-oscillation phenomenon(Lindberg, 2012; Berry and Popescu,
2006; Dennis et al., 2008). According to this theory, tailoring PSF by engineering the
pupil function in the incoherent imaging system can be regarded as construction of superoscillatory function. A super-resolved PSF may be shaped by the neighboring low intensity
super-oscillatory region(Mazilu et al., 2011).

2.2.2.2

Computational Superresolution

Computational super-resolution algorithms(Candès and Fernandez-Granda, 2014), such as
deconvolution(Candès and Fernandez-Granda, 2013) and phase retrieval(Shechtman et al.,
2015), provide alternative ways to recover the spectrum of the imaged object beyond the
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spatial frequency support of the imaging system. In the cases where little knowledge of the
system PSF is known, the blind super-resolution becomes highly ill-posed, which makes
it sensitive to the initialization and susceptible to the entrapment of the local minimum.
Multiframe approaches(Hirsch et al., 2011; Jefferies and Christou, 1993) increase the ratio
of unknown (the PSF and the target image) to known (the observations) from 2:1 in single
frame schemes to N + 1:N , thus reduces the uncertainty in the search for the global minimum. A wide range of prior knowledge (Krishnan and Fergus, 2009; Miskin and MacKay,
2000; Dainty, 1977; Goodman, 2007), which model the statistics of the imaged objects
in terms of random fields, also serve as constraints for an optimal convergence. Thresholding(Zhu and Milanfar, 2013), optimization(Cho et al., 2011), and machine learning(Xu
et al., 2014) techniques have also been developed to handle the outlier problem. Although
the computational reconstruction methods are able to expand the cut-off frequency of the
optical system by extrapolating the frequencies, it should be noted that this only holds
true if the spacing between the imaged objects is on the order of the diffraction limit.
2.2.2.3

Image Restoration from Time Varying Distortion

Restoration of images from time varying distortions has been a long standing interest. In
addition to an ill configuration of the imaging system itself, time varying distortions may
also be caused by random vibrations of the imaging components, or by fluctuations due
to the air turbulence, dust particles, turbid medium, and dirt on the lens. Although the
observed images are distorted and degraded under these scenarios, it has been shown that
high frequency components of the target scene may be encoded under certain conditions,
due to the phase shifts induced by the inhomogeneous medium, as well as time multiplexing of multiple frames(Charnotskii et al., 1990; Charnotskii, 1995; Garcı́a et al., 2005;
Yaroslavsky et al., 2007; Zalevsky et al., 2007). As a result, high resolution images may be
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recovered by using proper restoration techniques.
Early attempts in solving the time varying distortion problem can be traced back to
the use of spatial filters, such as Wiener filter(Guan and Ward, 1989; Idell et al., 1987)
and Backus-Gilbert filter(Ward and Saleh, 1985). Image restoration techniques are also
investigated in frequency domain using Fourier analysis, such as autocorrelation(Labeyrie,
1970), bispectrum(Weigelt and Wirnitzer, 1983; Bartelt et al., 1984), and triple correlation(Lohmann et al., 1983) methods. These approaches restore images based on the prior
knowledge of PSF, i.e. a known statistical model or the direct measurement. Maximum
likelihood estimation(Lam, 1990; Aime et al., 1990), Markov random field(Bhatt and Desai, 1994), neural networks(Bilgen and Hung, 1994), and variational methods(Jung et al.,
2013) are also developed, which allow for the incorporation of higher order statics of the
PSF and regularization terms.
Blind deconvolution(Kundur and Hatzinakos, 1996; Fienup and Feldkamp, 1980; Pantin
et al., 2007; Campisi and Egiazarian, 2016) methods restore images directly from a single or
multiple observations, and have been widely used in solving the random distortion problems
with little knowledge of the system PSF. However, blind deconvolution is a highly illposed problem, which makes it susceptible to the entrapment of the local minimum, thus
producing sub-optimal or erroneous estimations. Multiframe approaches(Hirsch et al.,
2011; Kuwamura et al., 2014; Jefferies and Christou, 1993) increase the ratio of unknown
(the PSF and the targets) to known (the observations) from 2:1 in single frame schemes to
M + 1:M , thus reduces the uncertainty in the search for the global minimum. These multiframe approaches, however, do not utilize sufficient prior knowledge of the target objects,
except for the non-negative constraints. As a result, the reconstruction performances highly
depend on the strength of distortions and the initialization of the reconstructed image.
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Another class of approaches is called lucky imaging. This theory is based on the observation that near diffraction limited PSF can be expected occasionally due to the random
variation of distortions. Statistically, sharp frames or isoplanatic regions may occur given
enough observations(Fried, 1978). By fusing these lucky frames or patches, the random
distortions could be effectively reduced. The lucky frames may be recorded directly inside
an isoplanatic angle(Loos and Hogge, 1979; Roddier et al., 1982), or computationally identified from regularly captured images using sharpness metrics. Strehl ratio is one of the
most commonly used metrics, given the guide information or the measured PSF. In the
absence of knowledge of PSF, metrics such as image brightness, variance, and quality of
the detected edges are used as alternative sharpness measurements(Aubailly et al., 2009;
Zhang et al., 2011; Zhu and Milanfar, 2013). Lucky imaging provides an efficient way to
reduce and correct random distortions and produces a near diffraction limited image of the
target scene. Despite the advantages of lucky imaging, this theory does not remove the blur
that caused by diffraction limited PSF. It also introduces averaging blur due to the image
fusion. In order to further improve the image resolution, lucky imaging is coupled with
other image processing and reconstruction techniques in many hybrid frameworks(Zhang
et al., 2011; Zhu and Milanfar, 2013), such as image registration, image enhancement, and
deconvolution.
Due to the ill-posedness of the image reconstruction problems, a wide range of image
priors that favors particular targets or scene have been investigated and shown usefulness in
improving the robustness of blind deconvolution algorithms. Image priors are also utilized
to remove the outliers from selected frames in lucky imaging techniques(Zhu and Milanfar,
2013). Image priors model the local statistics of an image in terms of random field. The
image prior could be derived from a known PSF model directly. For example, it has been
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proved that the speckle pattern of coherent light sources has a gamma distribution, it the
PSF has a Gaussian distribution(Dainty, 1977). For imaging systems with unknown PSF,
the statistics of images are usually approximated by fitting the probability density function
of a certain distribution to the image histograms. The parameters of the distribution may
be estimated by empirical observations. The lucky imaging technique used in(Zhu and
Milanfar, 2013), for example, models outlier-free image patches as Gaussian distribution.
For any patch, of which the variance is out of a predetermined threshold range, are identified
as outliers. In blind deconvolution applications, the probability density function is usually
added to the optimization scheme as a regularizer, and model parameters are evaluated
along with the estimation of targets and PSF(Miskin and MacKay, 2000; Fergus et al.,
2006; Levin et al., 2009; Babacan et al., 2012; Wipf and Zhang, 2014).
In the diffraction theory, if the the distance between the diffraction object (e.g., light
source) and the aperture is large enough such that D2 /(Lλ) ≪ 1, where D is the diameter
of the aperture, L is the distance between the light source and the aperture, and λ is the
wavelength of the light source. The diffraction object is considered to be in the far field
region, and the diffraction patter observed at the focal plane of the aperture is governed by
Fraunhofer diffraction. In this chapter, we explore the potential of the randomized aperture
array (RAA) in imaging the distant objects that located in the far field region, where
image formation process is governed by the interference of Fraunhofer diffraction of each
subaperture. The proof of concept is demonstrated both experimentally and numerically.

2.2.3

Experimental Demonstration

The experiment makes use of a transmissive configuration (see Fig. 2.3(a)). A set of
N = 150 unique thin foil masks are produced, each having M = 150 randomly placed
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Figure 2.3: (a) Schematic of the experimental setup of the RAA system, and the experimentally obtained images of a broadband (430-700nm) binary point source using (b) RAA
in the presence of phase errors and (c) a filled aperture.

subaperture elements, with each subaperture having a diameter d = 0.2 mm across a
baseline D = 9 mm. These amplitude masks were made by puncturing a thin aluminum
foil with the tip of a fine fabric sewing needle. Each mask is positioned at the front surface
of a convex lens. The foil is covered by a layer of wrinkled cellophane to randomize the
phase at each pinhole. A laser-driven white light source (Energetic EQ-99XFC LDLS) is
spatially filtered using a 5 µm diameter pinhole to produce a spatially coherent beam of
diameter slightly larger than the baseline D. In effect, the light source is spectrally filtered
by the Bayer filter on the camera (Canon 5D Mark III) sensor, with a bandwidth of roughly
320 nm and a central wavelength λc = 560 nm. The detector has a size of 36 x 24 mm,
with a pixel pitch of ∆x = 6.25 µm. A beam splitter and back-reflecting mirror was used
to produce a second, mutually incoherent light source that subtended the first beam by an
angle θ. The mask-lens combination therefore appears to receive light from two mutually
incoherent point sources at infinity, separated by an angular displacement θ. A sequence of
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Figure 2.4: (a) Schematic of the numerical model of the RAA system, and (b) a typical
RAA image and (c) a diffraction limited image of a broadband binary point source. The
tip-tilt and piston RMS of the array are respectively 5λc /D and one wave.

N images of the binary source are recorded at an amplifier gain ISO = 100 and exposure
time τ = 100 seconds. A diffraction limited image of the binary source is also recorded
using the same experimental set up without the amplitude and phase masks. Examples
of a typical RAA image and the diffraction limited image of the broadband binary source
are shown in Figures 2.3(b) and (c). As can be seen, the polychromatic light sources form
a radial speckle pattern through the RAA system. The elongation of the radial structure
depends on the amount of tip-tilt and piston RMS of the aperture array(Stansberg, 1979).
The central aplantic region is comprised of speckles of diameter about 2λc f /D, where a set
of duplicates of the binary source are observed. The reconstruction of experimental images
is discussed in Section 2.2.6.1.
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Numerical Model
Random Aperture Array

The following numerical model was used to analyze the image formation of the RAA system
with controlled amounts of tip-tilt and piston phase error. The source plane provides two
tilted plane waves at the pupil plane (labeled x′ = (x′ , y ′ ), see Fig. 2.4(a)). Using a
NA × NA grid, the pupil plane samples the aperture array, which consists of M aperture
elements of diameter d = 2r within a baseline D = 2R. A lens of focal length f tends
to bend light transmitted through the sub-apertures toward a focus. The detector array
(labeled x = (x, y)) has a size of ND × ND and is placed at the back focal plane of the lens.
The randomized subaperture array may be represented by the sum of a random distribution of complex aperture element functions within the baseline:
 ′

 ′ X
M


x − cm
x
circ
exp iϕm (x′ )
U (x ) = circ
R
r
′

(2.1)

m=1

where the circ function is unity valued if the argument is less than unity and zero otherwise,
cm = (cm,x , cm,y ) is the center location of the mth subaperture, and the phase term is given
by:

ϕm (x′ ) = k(∆zm + x′ · ∆αm )

(2.2)

where k = 2π/λ is the wave number, and λ is the wavelength. ∆zm is a uniformly random
piston error displacement, which ranges in value from −λc to λc . ∆αm = (∆αm,x′ , ∆αm,y′ )
are mutually independent random tip-tilt angles, each having a normal distribution with
zero mean and variance σ2 . A typical value of σ is 5λ/D or λ/9d. In practice, a smoothed
circular aperture may be numerically generated by use of a high order super-Gaussian
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function. We employ a Poisson disk sampling algorithm(Dunbar and Humphreys, 2006)
to generate non-overlapping circular sub-aperture elements of diameter d within a baseline
D = 45d.

2.2.4.2

Monochromatic Source

For a quasi-monochromatic on-axis point source at infinity, the total electric field in the
focal plane may be numerically represented by the Fourier transform of the field transmitted
through the pupil. Representing the Fourier integral as F we write:

E0
F U (x′ )
iλf



M 
E0 A0 X
x − ∆αm f
=−
Somb
exp(−ikm · x) exp(−iψm )
iλf
λf /d

E(x, λ) =

(2.3)

m=1

where km = kcm /f , and ψm = k(cm · ∆αm − ∆zm ). E0 is the field strength of the light
source at the entrance pupil, and A0 = πd2 /4 is the area of each subaperture element. The
Sombrero (or Bessel-Sinc) function may be defined as Somb(u) = 2J1 (πu)/(πu), where
J1 (πu) is the first order Bessel function of the first kind. The irradiance at the detector
plane is proportional to the time average of the square of the total electric field:

h(x, λ) ∝ ⟨E 2 (x, λ)⟩ ≈ |ℜ(E(x, λ))|2

 M M 




x − ∆αm f
E0 A0 2 X X
x − ∆αn f
=
Somb
Somb
λf
λf /d
λf /d
m=1 n=1

cos(km · x + ψm ) cos(kn · x + ψn )

(2.4)
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where ⟨·⟩ and ℜ(·) denote the time average and real part of a function respectively. The
expression shown in Eq. 2.4 represents the incoherent PSF of the RAA illuminated by
monochromatic light. To avoid aliasing in sampling the pupil and detector planes, we
require: (1) ∆x′ ·NA ≥ 2σ and (2) 1.22λmin f /D ≥ 2∆x, where ∆x′ and ∆x are respectively
the square pitch of the aperture plane and the detector plane. The first condition states
that the number of samples across the diameter of each aperture element in the pupil plane
has to be at least twice as large as the RMS of the tip-tilt error. The second condition
requires the diffraction pattern formed by the baseline is sampled by at least 2 pixels in
the detector plane.
For a quasi-monochromatic point source that subtends the optical axis by an angle θ
= (θx , θy ), the electric field may be expressed as Fourier transform of the tilted field:

Eθ (x, θ, λ) = F U (x′ )φ(x′ , θ)

(2.5)

where φ(x′ , θ) is the phase contribution from the off-axis light source:
φ(x′ , θ) = exp ikx′ · θ



(2.6)

The irradiance distribution in this case becomes:

hθ (x, λ) =

E0 A0
λf

2 X
M X
M 



x − (∆αm + θ)f
λf /d





x − (∆αn − θ)f
Somb
Somb
λf /d
m=1 n=1

cos(km · x + ψm + kcm · θ) cos(kn · x + ψn + kcn · θ)



(2.7)
Comparing Eqs. 2.4 and 2.7, it is found that the RAA imaging system is quasi shift-
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invariant across a small range of angles, i.e., θ approximates to λc /D. Therefore, shiftinvariant deconvolution techniques are sufficient to restore closely spaced objects.

2.2.4.3

Polychromatic Source

Polychromatic PSF of RAA may be numerically represented as an incoherent integral of
the monochromatic PSF over the bandwidth:
Z
h(x) =

ρs (λ)ρc (λ)h(x, λ)dλ

(2.8)

where ρs (λ) and ρc (λ) are the spectral distribution of the source and the spectral response of
the detector respectively. An optimal complex pupil function may produce a super-resolved
PSF (see Section 2.2.2.1 and 2.2.2.2), and we examine such super-resolving potential of the
RAA by comparing the full with at half maximum (Full Width at Half Maximum (FWHM))
of the effective focal spot of a filled aperture, a aligned RAA array, a typical case and a lucky
case of a misaligned array (see Figs. 2.5(a)-(d)). For the PSF of RAA, the brightest speckle
is considered as the effective focal spot, where there is the most constructive interference.
Compared to the focal spot of the diffraction limited PSF, the FWHM of the well aligned
and the lucky RAA are reduced by about 1.2 and 1.6 times respectively.
We denote the irradiance of a tilted polychromatic point source as hθ (x) = h(x − θf ).
In practice, an object may be decomposed into a distribution of mutually incoherent point
P
sources a(x) = j Ej δ(x − θj f ), where Ej is the field strength of the jth point source. In
that case, the total irradiance at the detector may be represented by the superposition of
the irradiance of each source as:

I(x) =

X
j

h(x − θj f )

(2.9)
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Figure 2.5: Comparisons of the polychromatic PSF (10X zoom) of (a) a filled aperture, (b)
a well aligned RAA, (c) a typical RAA with tip-tilt and piston RMS of 5λc /D and 1 wave
respectively, and (d) a lucky RAA with the same amount of phase error. Corresponding
line plots show the FWHM of each PSF.

A numerically generated speckled RAA image of a broadband binary source (400-730 nm) is
compared with the corresponding diffraction limited image formed by a filled unobstructed
aperture in Figures 2.4(b) and (c). Both images show agreements with the experimentally
obtained data (see Fig. 2.3).

2.2.4.4

Noise Model

Two types of sensor noise are considered in this numerical model include photon shot
noise and readout noise. Photon noise is due to the randomness of the arrival of photon,
which accumulates as exposure time increases and is amplified by the system gain, i.e., ISO
sensitivity. Photon noise is scene dependent and has a Poisson distribution with equal mean
and variance given by µp (x) = σ2p (x) = ντ Λ, where ν is the amplifier gain, τ is the exposure
time, and Λ is the expected number of photon per unit time interval, which is proportional
to the scene irradiance I(x). Readout noise associates with voltage fluctuations, and has a
Gaussian distribution with zero mean and variance σ2r = νσ2read . Here we consider only the
white noise, where the wavelength dependency is ignored. A gray scale image corrupted
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by the photon and readout white noise can be written as:

Inoise (x) =

1
Poisson(σp2 (x)) + Gaussian(0, σr2 )(x)
ντ

(2.10)

The signal-to-noise-ratio (SNR) is given in logarithmic decibel (dB) scale by:

SNR = 10log10

µ
σn

(2.11)

where µ is the mean value of scene irradiance I, and σn is the standard deviation of the
noise mixture, i.e., Inoise − I.

2.2.5

Image Reconstruction

In this section we ask whether it possible to obtain resolvable images from an randomized
imaging system. Certainly it is known that carefully configured segmented systems with no
wavefront error can produce diffraction limited images(Labeyrie et al., 2006). In the case
of a Randomized Aperture Array (RAA) system, one may expect that a subset of speckle
images will provide a super-resolved image of the point source, owing to a lucky optimal
alignment. We also demonstrate that further resolution gain can be achieved through
a computational reconstruction framework, which removes the random distortions and
remaining diffraction blur. Here we demonstrate sub-diffraction-limited imaging of a point
light sources by use of a hybrid multi-frame image reconstruction technique. The basis of
this technique is the acquisition of a large number of images, each recorded using a different
random aperture mask. The proposed restoration framework first reduces the noise and
aligns the image sequence. The lucky frames are then classified from the image sequence
by the use of Support Vector Machine (SVM)(Cortes and Vapnik, 1995). Using the best
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lucky frame as an initial guess, a Non-negative Matrix Factorization (NMF)(Lee and Seung,
2001) based multi-frame blind deconvolution is finally applied to the image sequence to
remove the speckle and remaining diffraction blur and produce a high resolution image.
We suggest that the lucky frames formed by optimal pupil functions offer the opportunity
to reconstruct super-resolved images. Compared with a filled aperture the reconstructed
RAA images of broadband (400-720 nm) point objects show resolution gains of 1.5 times
for a perfectly aligned array. For wavefront errors on the order of 2-10 waves a factor of
3.0 times improvement in resolution was achieved for both experimental and numerically
generated data.
We introduce an image reconstruction framework to recover a high resolution image of
point sources from an sequence of N intensity measurements using RAA. We assume close
spacing between the neighboring sources on the order of λ/D, such that the RAA system
is quasi shift-invariant. The restoration framework consists of four steps (see Fig. 2.6(a)):
denoising, image alignment, lucky imaging, and multi-frame blind deconvolution. Given
an input sequence {InN }, the first step converts the recorded RGB images into gray scale
images (alternatively, a monochromatic camera censor may be used), and subtracts the
dark frames associated with additive noise from each frame. The second step aligns the
sequence. The third step selects lucky frames using a pre-trained SVM classifier. Finally,
the remaining diffraction blur is removed by the multi-frame blind deconvolution with the
best lucky frame serving as the initial guess.
2.2.5.1

Denoise

As a useful preliminary step for the subsequent image restoration, we first remove the
additive noise from the recorded image sequences. The fixed pattern noise is removed from
the experimental images by subtracting the mean of a set of dark frames that are captured
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at the lowest amplifier gain (Amplifier Gain (ISO) = 100) and exposure time (τ = 1/8000
sec). We also subtract the readout noise from both experimental and numerical data.
Readout noise associates with the amplifier gain and has a zero mean, which is typically
measured by taking the difference of two dark frames which are taken at specific ISO and
exposure time, i.e., the settings used to capture the target images. Although we do not
explicitly address the photon noise, the above denoising process allows us to increase the
average Signal to Noise Ratio (SNR) from 5.7 to 7.5 dB for the experimental sequence, and
6.5 to 7.8 dB for the numerical images.

2.2.5.2

Image Alignment

The recorded images may not be well aligned owning to the random tip-tilt phase errors.
Given several properties of our set up: (1) The targets of interests are point sources, which
have relatively simple shapes and little texture; (2) The scene is static, thus free from
motion blur; and (3) The SNR is reasonably high during the image acquisition. We align
each frame by re-centering the position of the peak intensity point, where there is most
constructive interference.

2.2.5.3

Lucky Imaging

With a sufficient number of RAA frames, relatively sharp images occur randomly. Based
on the prior knowledge that the target objects are point sources, several useful features
are considered for the identification. The feature selection is based on the statistics of
a 150 × 150 center quasi aplanatic patch in each aligned frame. The histogram of each
patch is approximated by the generalized extreme value (GEV) distribution of which the
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Figure 2.6: (a) Illustration of the image reconstruction framework; (b) histograms and the
fitted generalized extreme value (Generalized Extreme Value distribution (GEV)) curve of
the broadband binary source in (left to right): the diffraction limited image, a lucky RAA
frame, a typical RAA frame of type I, and a typical RAA frame of type II.

probability density function is given by:

gev(I(x)) =



−1
1
− 1 −1
(1 + χ) ζ exp −(1 + χ) ζ
σe

(2.12)

where

χ=ζ

I(x) − µ
σe


(2.13)

here ζ is the shape parameter. ζ ≥ 0 implies an asymmetric long-tailed distribution,
while ζ < 0 indicates a short-tailed and relatively symmetric shape, µ associates with the
position of the distribution, and σe is the scale factor. Histograms and fitted GEV curves
of the diffraction limited image, a lucky RAA image, and two typical RAA images are
shown in Fig. 2.6(b). Each RAA histogram appears as a scaled mixing of the histogram of
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the object function ax , which is comprised of a collection of delta functions (see Section.
2.2.4.3). However, they may differ in shape. In the absence of speckles, the diffraction
limited image has a very sparse distribution. The lucky RAA image has a long-tailed
distribution with a reasonable peak value. The typical RAA images may be divided into
two types. The type I has a long-tailed distribution and an extremely high peak. The type
II is low in its peak value and has a roughly symmetric shape and evenly distributed bars.
The above three parameters are generally adequate to classify the RAA images into
lucky or typical, assuming the same RMS of phase errors. However, classification of RAA
images with different phase errors may lead to ambiguities and loss of accuracy. Lacking
of sufficient prior knowledge of the phase error, the FWHM of the autocorrelation of each
RAA image, which is an indicator of the amount of tip-tilt and piston , is employed as an
extra feature of the RAA images to improve the robustness of the classification procedure
to the variation of phase errors. Using the four features, a support vector machine (SVM)
model is trained for the classification of RAA images. SVM is a supervised learning model
and is known for binary (two-classes) classification An SVM model creates a hyper-plane
by transforming data or feature points to a higher dimension space. The data mapping
is generally carried out through a kernel function, e.g., the radial basis function used in
this paper. In order to avoid the problem of over-fitting, the hyper-plane is calculated by
maximizing the distance between the neighboring classes.
In the training stage, we examine RAA sequences with 5 different sets of tip-tilt and
piston RMS, where the tip-tilt vary from zero to 30 λ/D and the piston from zero to 2
waves. For each triplet of phase error, 1000 frames are numerically generated and are
randomly split into 700 training frames and 300 testing frames. Each frame is manually
labeled as lucky or typical. The number of lucky frames decrease from 10% to about 5% as
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the phase errors increase. The labels along with the four features of each frame are fed into
the SVM for training. The trained model is also evaluated by a 10-fold cross validation to
improve the accuracy. In the classification stage, the input RAA sequence is classified into
lucky and typical frames using the pre-trained SVM model. Due to the highly imbalanced
ratio of lucky to typical frame in the training sequences, the lucky frames may be falsely
grouped into typical ones. The average false negative rate of the classification is about 10%
and 8% for the experimental and numerical data respectively. The lucky frame g0 , which
has the highest classification score is selected as the initial guess of the subsequent blind
deconvolution, described below.

2.2.5.4

Multi-Frame Blind Deconvolution

Using the lucky frame g0 as the initial guess, multi-frame blind deconvolution is applied to
the image sequence to remove the speckle and remaining diffraction blur. If the condition
of a quasi-shift invariant RAA system is satisfied (see Section. 2.2.4), the image formation
process could be simplified as the two dimensional convolution of the polychromatic PSF
hn (x) in the nth observation and the geometric object function a(x):

gn (x) = (a ∗ hn )(x)

(2.14)

Rewriting the convolution as a matrix multiplication in frequency domain produces:

Gn (ξ) = (AHn )(ξ)

(2.15)

where Gn and A denote the spatial frequency of the observed image and the object function
respectively, Hn is optical transfer function in the nth observation , and ξ = (ξx , ξy ) is
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the two dimensional spatial frequency coordinate. The multi-frame blind deconvolution
operation estimates both the nth PSF and the reconstructed image by minimizing a nonnegative least square error function:

{â, hn } = F

−1




N
1 X
2
min
|Gn − A ◦ Hn |F
hn ≥0,a≥0 N 2

(2.16)

n=0

where F −1 represents inverse Fourier transform, |C|F =

qP P
i

j

|(Ci,j )|2 denotes the

Frobenius norm, and U ◦ V = (Ui,j )(Vi,j ) refers to the Hadamard (or component-wise)
matrix product. Under the condition that a and hn are not upper bounded, i.e., the saturation can be ignored, Eq. 2.16 can then be solved as a non-negative matrix factorization
using the multiplicative update rule in an alternating way by holding one variable constant
while estimating the other:

Hn = Hn−1 ◦

ATn Gn
ATn (An ◦ Hn−1 )

(2.17)

An = An−1 ◦

HnT Gn
HnT (Hn ◦ An−1 )

(2.18)

where An is the spatial frequency of the the recovered object in the nth loop. The nonnegative intensity constraints of the recovered PSF and object function are enforced after
each iteration by setting the negative pixel values to zero. The iteration stops as the
reconstruction converges or the entire sequence has been processed. The final estimate of
the object function, i.e., the reconstructed image, is given by â = F −1 (AP ), where P ≤ N
is the number of images that have been processed. Without having additional constraints,
the minimization of the error function favors the high energy region in each frame. To avoid
the convergence to erroneous or suboptimal solutions, a two dimensional Tukey window
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Algorithm 1: Alternating Minimization for Online Blind Deconvolution
Input: Captured image sequence {Gn }
Output: Restored image F and PSFs {Hn }
Initialize F = F0 , H0
i=1 P
while u |Gi − F HiP
|2 > ϵ and i < N do
Hi = arg min u |Gi − F(i−1) H|2 ;
P
Fi = arg min u |Gi − F Hi |2 ;
i=i+1 ;
F = Fi
end

is applied on each observed image gn before the deconvolution. Tukey window is unity
valued over (1 − ω/2)ND pixels, with a cosine taper from one to zero for the remaining
ωND /2 pixels. Here the window size ω is roughly the span of the sampled speckle region,
i.e. the size of the quasi-aplanatic region, such that the unexpected high pixel values that
are outside the central quasi-aplanatic region may be reduced by the window. The use of
window also accelerates the convergence rate of the deconvolution.

2.2.6

Results and Discussion

In this section, we evaluate the performance of the RAA system using both experiment
and numerically simulated images of broadband (400-730 nm) point objects. A sequence
of N = 150 experimental images and several types of numerically generated images with
N = 500 are reconstructed. The parameter values of the experiment are given in Section.
2.2.3. We match most of the experimental parameter values in the numerical modeling,
except for the the effective focal length f of the array, which is 30 mm in the experiment
and 60 mm in the numerical simulation. In addition, the numerically simulated pupil and
the detector planes are sampled by the grid sizes of NA = ND = 1024. Each numerical
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Figure 2.7: Experimental images of a broadband binary source and the reconstructed
images.

image sequence also has a tip-tilt and piston RMS of 5λ/D and one wave respectively, and
an average SNR of about 6.5 dB. Quantitatively, we compare the restored images of the
binary source with the corresponding diffraction limited image in terms of:
(1) Full Width at Eighty Percent of the Maximum (FWEM): The average full width of
the binary source at 80% of the image peak.
(2) Peak distance (Peak Distance between the two peaks of a binary source (PD)): The
distance between the two peaks of the binary source.
(3) Peak ratio (Peak Ratio of the two peaks of a binary source (PR)): The ratio of the
smaller peak of the binary source to the larger peak .

2.2.6.1

Experimental Results

Compared with the diffraction limited image of the binary source as is shown in Fig. 2.7.(a),
a typical RAA image is degraded by the speckle, making the sources unresolvable (see Fig.
2.7(b)). In contrast, sharp and highly resolvable sources are shown in the lucky RAA image
(see Fig. 2.7(c)), where the resolution is improved by a factor of 2 times compared with
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Table 2.1: Evaluation of the Experimental Results

Diffraction Limited
Lucky Frame
Restoration Result

FMEW (µm)
31
15
10

PD (µm)
56
54
52

PR (%)
85
89
92

the diffraction limit. The reconstructed image, Fig. 2.7(d), has a resolution gain of about
3.1 times. The speckle and diffraction blur are also significantly reduced, leaving only a
fully resolved binary source in the reconstructed image. Quantitatively comparisons that
are listed in Table 2.1, which also suggests an average 7% discrepancy in PR and negligible
disturbances in PD .

2.2.6.2

Numerical Results

Result 1: Recovery of the Binary Source with a Spacing of 1.22λ/D. Compared
to the corresponding diffraction limited image shown in the Fig. 2.8(a), the typical RAA
frame shows unresolvable sources in the presence of phase errors (see Fig. 2.8(b)). The
lucky RAA image, on the other hand, has a significant increase in local resolution by a
factor of 1.6 (see Fig. 2.8(c)). The resolution is further improved to about 3.4 times in
the reconstructed image (see Fig. 2.8(d)). The corresponding cases obtained without any
phase abberation, i.e., a well aligned RAA, surprisingly offers very limited improvement to
the resolving power, despite the absence of speckles. A quasi diffraction limited resolution
is observed in these cases for both typical and the best lucky RAA images (see Figs. 2.8(e)
and (f)). The reconstructed image (see Fig. 2.8(g)) shows a slight increase in resolution
by a factor of about 1.3 times. Quantitative comparisons are listed in Table 2.2.
Result 2: Recovery of the Binary Source with a Spacing of 0.85λ/D. With
the goal of exceeding the diffraction limit, we show the reconstructed images of a pair of
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Figure 2.8: Reconstruction of a broadband binary point source with a spatial separation of
1.22λc /D from numerical images. (a) A diffraction limited image; Example frames and the
reconstructed images of (b)-(d) RAA with tip-tilt and piston RMS of 5λc /D and 1 wave
respectively, and (e)-(g) a well aligned RAA.

broadband binary sources that are unresolvable using a filled aperture (see Fig. 2.9(a)).
The typical images, lucky images, and reconstructed images of a misaligned array and a
well aligned array are shown in the upper row (see Figs. 2.9(b)-(d)) and the lower row (see
Figs. 2.9(e)-(g)) respectively. In the case of misaligned RAA, the lucky frame contains a
resolvable image of the sources. A highly resolved sources is also shown in the corresponding
reconstructed image. In contrast, the sources remain barely resolvable in the lucky and the
reconstructed image obtained using well aligned RAA. The results shown in this section
demonstrate the limitation of computational reconstruction techniques, which require the
imaged objects spaced by an angle on the order of λc /D.
Result 3: Recovery of the Multiple Sources. A similar reconstruction is con-
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Figure 2.9: Reconstruction of a broadband binary source with a spatial separation of
0.85λc /D from numerical images. (a) A diffraction limited image; Example frames and the
reconstructed images of (b)-(d) RAA with tip-tilt and piston RMS of 5λc /D and 1 wave
respectively, and (e)-(g) a well aligned RAA.

ducted for six broadband point sources, with a spacing of 1.22λc f /D between the neighboring objects. The diffraction limited image is shown in Fig. 2.10(a). In the presence of
phase errors, a typical RAA image is generally unresolvable (see Fig. 2.10(b)). The lucky
image, although blurred by the speckles, shows noticeable enhancement in local resolution
(see Fig. 2.10(c)). Highly resolved sources are observed in Fig. 2.10(d), the reconstructed
image. In the absence of phase errors, both typical and lucky frames (see Figs. 2.10(e)
and (f)) show a quasi-diffraction limited resolution. The reconstructed image in the latter
case, shows a noticeable but limited improvement of the resolution in Fig. 2.10(g).
Analysis of the System Strehl Ratio. Although the misalignment of the RAA
may randomly form a near optimal pupil function and lead to high resolving power, the
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Table 2.2: Evaluation of the Numerical Results
Tip-Tilt( λDc ) / Piston(waves)
0 / 0 (Well aligned RAA)
5 / 1.0 (Misaligned RAA)
Parameters
FWEM (µm) PD (µm) PR (%) FWEM (µm) PD (µm) PR (%)
Diffraction Limited
24
45
90
24
45
90
Lucky Frame
21
44
90
15
49
89
19
47
91
7
47
89
Reconstructed

concentration of the energy at the effective focal spots may be reduced as the phase errors
increase. The energy may also decrease as the diameter ratio Γ = d/D and the fill factor
Fill Factor (FF) = N Γ2 of the array decrease. We examine the Strehl ratio as a function
of FF for five arrays of different values of Γ in Fig. 2.11(a). For the same array, the Strehl
ratio as a function of phase error is given in Fig. 2.11(b). Examples of the five RAA arrays
are shown in Fig. 2.11(c), each having a FF approximate to the maximum. It is find that
increasing the value of Γ or FF of the RAA increases the Strehl ratio. Decreasing the RMS
of phase error may also led to an improved Strehl ratio without significant negative impacts
to the resolution improvement as long as the RMS of phase error is above 1.5 waves.
Analyses of our reconstructed images resulting from multiframe blind deconvolution are
presented below. First we describe the experimentally measured data for far field and near
field schemes using a polychromatic (10% bandwidth) light source. Numerically generated
data is then used to demonstrate the reconstruction of a monochromatic binary light source
under different tip-tilt and piston errors. Quantitative comparisons between ground truth
and reconstructed images are evaluated based on two metrics: spatial separation error
′ /I ′ |/(I /I ),
ED = |D − D′ |/D and the peak intensity ratio error Ep = |Ip,1 /Ip,2 − Ip,1
p,1 p,2
p,2

where D and D′ are the respective distances between the peaks of the ground truth and
restored images respectively, and where Ip and Ip′ are the respective peak intensities of the
ground truth and restored results.
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Figure 2.10: Reconstruction of a multiple broadband point sources with a spatial separation
of 1.22λc /D from numerical images. (a) A diffraction limited image; Example frames and
the reconstructed images of (b)-(d) RAA with tip-tilt and piston RMS of 5λc /D and 1
wave respectively, and (e)-(g) a well aligned RAA.

2.2.7

Summary

For both far field and near field cases, binary light sources can be restored using Multiframe blind deconvolution techniques from both experimental and numerical data with
reconstruction error kept in a tight tolerance. The numerical results further demonstrate
that for an approximate shift-invariant system, a near diffraction limit resolution (1.5λF #)
can be achieved in the presence of tip-tilt of 40λ/D and piston phase up to 1.0λ for
monochromatic sources. The robustness of the image reconstruction algorithm against the
fill factor of the random aperture array , the number of light sources, the magnitude ratio
among light sources, as well as the noise to signal ratio were also evaluated and discussed
using the numerical data.
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Figure 2.11: Effects of the diameter ratio Γ, fill factor FF, and the phase errors to the
system Strehl ratio.

2.3
2.3.1

Flat Mirror Model
Introduction

In this section, we explore the imaging capability of an ill-figured segmented telescope
that works in near field regime, where we assume the characteristic diffraction length
Zdif f = πr2 /λ is much longer than the effective focal length f and r is the radius of the
subaperture. A laboratory scaled imaging system was built, where an array of small flat
mirrors are randomly positioned on a spherical surface. We also make use of ray tracing
modeling to further validate the approach.

2.3.2

Experimental Demonstration

We show the experiment set up of the near field RAA in Fig 2.12. The imaging system
starts with point source formed by a HeNe laser (λ = 633nm) placed 5 meters away from
a baseline mirror. The laser beam was expanded to about the size of the baseline mirror.
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Figure 2.12: Configuration of the near field experiment. A HeNe laser (λ = 633nm) is used
to create a single monochromatic light source. A concave lens is placed in front of the laser
to expand the beam size to cover the entire spherical surface. The rays are reflected from
randomly distributed small flat mirrors across a blackened spheric surface having a radius
of curvature 2f = 2.44m. A beam splitter direct the rays through a one to one camera
lens, which acts to relay the image at the focal plane, to the camera detector array. The
camera is connected to a laptop where the detector image is displayed in real time.

An array of about 30 square flat mirror segments were attached to a spherical surface
with a baseline D = 20 cm. Each segment has a width d = 2r = 10 mm. The spherical
surface was front coated with black matt paint, and each mirror segment is front coated
with chrome. The mirror segments reflect the light and converge to an effective focal plane
at f = 1.22 m. This configuration is called “near field” because the beamlets from each
reflecting element undergo Fresnel diffraction upon reaching the detector. The diffraction
length of a single reflecting element Zdif f ∼ 496 m, which is much greater than f . Owing
to space constraints, the detector could not be placed directly in the focal plane of the
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Table 2.3: Values of Parameters in Near Field Experiment
Number of sub-apertures in the cloud M 30
Diameter of the baseline D[cm]
20
Subaperture width d = 2r [mm]
10
Focal length f [mm]
32.7
Wavelength λ [nm]
633
2
Detector array size[mm ]
24 x 36
Detector pixel pitch [µm]
6.25

concave surface. A one-to-one camera lens was used to relay the focal plane image to the
camera detector.
The random aperture condition was achieved by randomly positioning of the mirror
segments across a blackened spherical surface. After each image was recorded, the reflecting
elements were removed, and a new random surface was prepared. The number of subapertures across the full D = 10mm beam diameter is around M = 30. The beam splitter
was used to collect the reflected light and direct it toward the detector array of the same
camera. The detector image appears to be the interference pattern of the Fresnel diffraction
foot print from each subaperture. Focal spot was not noticed in the detector image due to
the wavefront errors. Random tip tilt of the subapertures, caused by the uneven thickness
of the back surface paint as well as the flat nature of the mirror, is the main source of the
wavefront errors. Experimental parameters are listed in Table 2.3.

2.3.3

Numerical Model

The geometric model of near field scheme is illustrated in Fig 2.13 . For a single source of
collimated light, we assume a beam of parallel ray aligned along the unit vector d0 . Rays
incident upon the ith reflector centered at the point ci are reflected along the unit vector
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Figure 2.13: Ray tracing based numerical model of the near field scheme. Randomly
distributed circular reflecting elements of radius r at the points ci = (xi , yi , zi ) are aligned
along a parabolic surface. Incoming collimated rays directed along the unit vector d0 are
assumed to reflect in the direction dr,i without diffracting as they propagate to the focal
plane detector array. Respective element and detector surface normals: ni and nd .

dr,i :

dr,i = d0 − 2 (d0 · ni ) ni

(2.19)

where the Cartesian components of the unit normal vector of the ith reflector may be
expressed in terms of direction cosines as: ni = (cos θi ), where θi = (θx,i , θy,i , θz,i ). If the
reflectors conformed to a paraboloid:

CHAPTER 2. RANDOMIZED APERTURE IMAGING

z = −(x2 + y 2 )/4f + f

53

(2.20)

where f is the focal length. Each of the ith rays directed along dr,i would coincide at the
focal point o = (0, 0, 0). In that special case the direction angles of the normal vector of
each reflector may be expressed as θi,0 = (θx,i,0 , θy,i,0 , θz,i,0 ), where

θx,i,0 = cos−1 (x/2pf )
θy,i,0 = cos−1 (y/2pf )

(2.21)

θz,i,0 = cos−1 (1/p)
and p = ((x/2f )2 + (y/2f )2 + 1)1/2 . We note theses angles are related by cos2 (θx,i,0 ) +
cos2 (θy,i,0 ) + cos2 (θz,i,0 ) = 1.
In general, the normal vector of each reflector will suffer from random tip-tilt errors
∆θi = (θx,i ∆ax,i ay,i ∆θy,i , az,i ∆θz,i ), and thus the directional angles becomes

θi = θi,0 + ∆θi

(2.22)

where ax,i , ay,i , az,i are pairwise independent Gaussian random variables variable with mean
0 and variance equal to σ0 . Piston error, wi ∆zi may be introduced by displacing the center
of the ith mirror from the paraboloid surface defined by ci = (ci,x , ci,y , f + (c2i,x + c2i,y )/4f ),
where wi is pairwise independent uniform random variable with interval of ∆zi
Let us consider a ray incident upon an arbitrary point x = (x, y, z) on the ith flat
reflecting element. The plane of the element is represented by the equation ni (x − ci ) = 0.
For a circular reflector of radius rs we impose |x − ci |2 ≤ rs 2 . The intersection points of the
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Table 2.4: Value of Numerical Parameters
Parameter
Image plane grid size [pix]
Radius of sub-aperture d = 2a
Diameter of the baseline D
Wavelength λ
Pixels per λF # in image plane

Near Field
4096
10 mm
20 cm
633 nm
7.5

incident beam with the plane of the ith circular reflector can be represented parametrically
as:

mi = ci + α cos te1 + α cos te2

(2.23)

where t ∈ [0, 2π], α ∈ [0, rs ], e1 and e2 are unit vectors that satisfy e1 = (0, 1, cosθx /cosθy )/(1+
(cosθx /cosθy )2 )1/2 and e2 = e1 × n.
Next we wish to determine where the reflected beam intersects the detector plane. In
general, the detector plane can be defined by a center point q (usually the focal point of
the paraboloid) and a normal vector nd . The projection of the points m along the reflected
beam onto the detector plane may then be expressed as:

ui = m i + dr

(q − mi ) · nd
dr · nd

(2.24)

The electric field within each of the ith projected beams in the detector plane may be
represented as a tilted plane wave scaled by an obliquity factor from both the mirror d0 ·ni ,
and the detector dr · nd .With two point sources at infinity, we repeat the above procedure
by including two bundles of incoming rays reflected from an element along unit vectors d+
0
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+
−
and d−
0 respectively. The two fields in the detection plane are labelled Ei and Ei :

+
+
+
+
E + (u+
i ) = Ai exp(ikdr,i · ui )exp(ikLi )

E

−

(u−
i )

=

−
A−
i exp(ikdr,i

·

(2.25)

−
u−
i )exp(ikLi )

−
+
−
where A+
i and Ai are zero valued outside the projection area of the ith mirror. Li and Li

are full path length of rays that travel from the binary source to the ith mirror, and then
reflected onto the detector. k = 2π/λ is the wavenumber. For small angular deviations
in the detector plane and for equally luminous point sources, we make the approximation
−
of setting the A+
i and Ai within the interior regions of each bundle of rays equal for

all ui . Here we consider two mutually incoherent sources subtending an angle 2θ0 and
bisecting the z-axis: d+ · d− = cos(2θ0 ). Defining the postion vector on detector plane as
xd = (xd , yd ), the measured irradiance may be expressed:

I(xd ) = |

M
X
i=1

E i + (xd )|2 + |

M
X

E i − (xd )|2

(2.26)

i=1

The ground truth image is formed by imaging the objects using a monolithic mirror of the
baseline size. The value numerical parameters are given in Table 2.4.
We compare the numerically simulated image of an on-axis monochromatic light source
(λ = 633 nm) formed by 30 subapertures with the experimentally obtained image of a
same light source in Fig. 3.4. In the absence of wavefront error (see Fig 3.4(a)), one can
clearly see a diffraction limited image of the monochromatic point source. As the standard
deviation of the tip-tilt wavefront error increases from 10λ/D (see Fig 3.4(b)) to 15λ/D
(see Fig 3.4(c)), the speckles in the focal plane image increase and the image of the point
source becomes unrecognizable. The experimental image (see Fig 3.4(d))that captured
using the system illustrated in Fig.2.12 resembles the numerical image that has 15λ/D
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Figure 2.14: Illustration of the wavefront errors induced by the use of flat mirror segments

tip-tilt error in the presence.
The wavefront errors presented in the experimental data may attribute to the non
conformity between the flat surface of the subaperture and the ideal parabolic surface of
the array. The amount of the wavefront error proportionate to the distance between the
flat surface of the subaperture and the ideal parabolic surface of the aperture array (see
Fig ??), which may be written as

∆z = R −

p
R2 − a2

(2.27)

where r = d/2 is the radius of the subaperture and R = 2f is the radius of curvature of the
ideal parabolic surface. We show the trade-off between the near field condition zdif f /f and
wavefront error z in Fig. 2.15. It is noticed that both the near field condition zdif f /f and
wavefront error z proportionate to the radius of the subaperture. The large subaperture
ensures the imaging system work in near field regime, however, introduces larger wavefront
errors. Here we choose r = 5 mm as an optimal radius of the subaperture.
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Figure 2.15: Diffraction length (red) and wavefront error (blue) as functions of mirror
half-width.

2.3.4

Summary

In this chapter we numerically and experimentally explored the concept of random aperture
mirror telescope for monochromatic binary light sources in near field scheme. A ray tracing
model was established for the numerical simulation of the RAA image formation. The
trade-off between the wavefront error and the size of the subaperture is also discussed
numerically.

2.3.5

Image Reconstruction
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Figure 2.16: Numerically simulated PSF of the RAA imaging system with an array of flat
mirrors for monochromatic light source (λ = 633 nm). (a) randomized mirror array (b)
Simulated PSF; and (c) Close up of the simulated PSF

Figure 2.17: Numerically simulated sensor imagePSF of the RAA imaging system with an
array of flat mirrors for two monopolychromatic light source (λ = 633410 − 720 nm) that
have a angular separation of 11.2λ/D. (a) randomized mirror array (b) Simulated PSF;
and (c) Close up of the simulated PSF
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Figure 2.18: NComparison of numerically simulated PSF of the RAA imaging system
with an array of flat mirrors forRAA image of a polymonochromatic light source (λ =
410 − 720633 nm). (a) randomized mirror array (b) Simulated PSF; and (c) Close up
of the simulated PSF with experimentally obtained RAA image in near field regime (a)
numerical image in the absence of wavefront error, (b) numerical RAA image in the presence
of 10λ/D tip-tilt wavefront error; and (c) numerical RAA image in the presence of 15λ/D
tip-tilt wavefront error. (d) Experimentally obtained RAA image of the monochromatic
light source of the same wavelength

CHAPTER 2. RANDOMIZED APERTURE IMAGING

60

Figure 2.19: NComparison of numerically simulated sensor image of the RAA imaging system with an array of flat mirrors for twoRAA image of a polychromaticmonochromatic light
source (λ = 410 − 720633 nm) that have a angular separationwith experimentally obtained
RAA image in near field regime (a) numerical image in the absence of wavefront error, (b)
numerical RAA image in the presence of 2.4410λc /D. (a) randomized mirror array tip-tilt
wavefront error; and (c) numerical RAA image in the presence of 15λ/D tip-tilt wavefront
error. (bd) Simulated PSF; and (c) Close up of the simulated PSFExperimentally obtained
RAA image of the monochromatic light source of the same wavelength
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Figure 2.20: Comparison of numerically simulated RAA image of a monochromatic light
source (lambda = 633 nm) with experimentally obtained RAA image in near field regime
(a) numerical image in the absence of wavefront error, (b) numerical RAA image in the
presence of 10λ/D tip-tilt wavefront error; and (c) numerical RAA image in the presence of 15λ/D tip-tilt wavefront error. (d) Experimentally obtained RAA image of the
monochromatic light source of the same wavelength
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Figure 2.21: Comparison of numerically simulated RAA image of a monochromatic light
source (lambda = 633 nm) with experimentally obtained RAA image in near field regime
(a) numerical image in the absence of wavefront error, (b) numerical RAA image in the
presence of 10λ/D tip-tilt wavefront error; and (c) numerical RAA image in the presence of 15λ/D tip-tilt wavefront error. (d) Experimentally obtained RAA image of the
monochromatic light source of the same wavelength

Chapter 3

Laser Suppression Imaging

3.1

Introduction

The rapid progress of laser technology has led to increasing availability of compact and
powerful laser sources at low cost. Misuses of laser sources may cause dazzling effect
(Machet et al., 1997; Schleijpen et al., 2007). Laser dazzling potentially disrupts circuitry on
focal plan array and lead to saturation or damage to sensor(Machet et al., 1997; Schleijpen
et al., 2007). Anti-dazzling techniques, such as wavelength-multiplexing (Machet et al.,
1997; Schleijpen et al., 2007), liquid crystal filters (Machet et al., 1997; Schleijpen et al.,
2007), and coronagraphs (Machet et al., 1997; Schleijpen et al., 2007) have been investigated
for sensor protection. As a relatively new approach, pupil phase elements were introduced
for the in-band anti-dazzling system, where laser is operated in the background illumination
of similar wavelengths.
If the object distance z of laser beam is large compare to its Rayleigh distance zR =
2 /λ , the sensor image of background scene in the presence of laser may be reduced to
πwL
L

the convolution of system PSF and the geometric function of background scene and laser
63
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as:

s(x, y) = [b(x, y) + l(x, y)] ∗ h(x, y)

(3.1)

where wL and λL are the waist and wavelength of the laser respectively, (x, y) is the two
dimensional coordinates of the sensor plane, g and u are respectively geometric function of
the background scene and laser, P SF is the point spread function of the imaging system,
which may be denoted as h for an imaging system with sensor protection and h0 without.
The function for additive noise is represented by n.
Assuming a same exposure time, the laser suppression ratio LSR describes the capability of a phase element to suppress the laser dazzling. It is defined as the peak irradiance
ratio between the system PSF with and without sensor protection:

LSR = max h(x, y)/ max h0 (x, y)
x,y

x,y

(3.2)

Compared to early phase mask designs (e.g., axicon, harmonica, and vortex), the halfring mask provides the best sensor protection in terms of dazzling attenuation (i.e., low
LSR ∼ 10−3 ) and non-dazzling radiation transmission (i.e., high Strehl-to-LSR ratio). The
smaller spatial extent of the half-ring PSF also reduces the cut-off loss that limited by the
finite sensor size, which may improve the quality of the restored image.
The thresholds for saturation and damage in focal plane arrays may vary for different
sensor architectures and materials, the properties of the laser source (e.g.,wavelength and
pulse duration), as well as the background illumination. The threshold for sensor damage
is typically about a million times of the saturation threshold. Here, we denote the peak
irradiance ratio between laser and background scene as:
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(3.3)

Consider a 16-bit sensor saturates at α = 10 for HeNe laser (λL = 633 nm) without
protection, the sensor generally saturates at α = 104 with the half-ring mask protection.
The threshold for sensor damage is equivalent to α of 1010 with protection and 107 without.
The three orders of magnitude increase in saturation and damage thresholds with the use
of the half-ring mask is consistent with its LSR. We show numerically simulated laser
dazzling image without protection in Fig.5.(a)-5(f) for α ranges from 10 to 107 . Images
protected by half-ring phase mask are shown in Fig.5.(g)-5(l) for the same set of α values.
The presence of laser is barely seen for α below 10 and 104 respectively in images with and
without protection. Both cases saturate as α increases to 107 , however, the potential of
sensor damage is far higher for sensor without protection.
Given the knowledge of system PSF h(x, y), image restoration in the phase element
based anti-dazzling imaging recovers the geometric function of scene g(x, y) from the
recorded image I(x, y) with the presence of Gaussian additive noise n(x, y). The uniqueness
of this problem makes it difficult to make use of a single image restoration scheme. Inspired by the half-quadratic splitting enabled image restoration(Charbonnier et al., 1994,
1997), which allows for joint learning of image deconvolution and denoising. Here, we
introduce a deep learning model that removes the phase mask blur through Wiener deconvolution. The model then erases laser artifacts and refines image details based on a
multi-scale conditional generative adversarial network (C-Generative Adversarial Neural
Networks (GAN)) enabled image-to-image translation. Due to the formidable acquisition
of a large set of experimental images, the cascaded deep learning model was trained jointly
on numerically simulated data. The proposed approach was validated on both experimen-
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Figure 3.1: Schematic of laboratory experiment showing two light sources, masks placed
at the input face of a lens, and a focal plane detector array.

tal and numerical images. Restoration of experimental image demonstrated five orders of
magnitude laser suppression. Numerical restoration results further suggested that the our
model may produces quasi photo-realistic recovery the presence of laser up to seven orders
of magnitude, at which the sensor may be damaged without protection. The proposed deep
learning model also outperforms classic Wiener deconvolution (Tukey, 1952) and state-ofart restoration algorithms (Zhang et al., 2017; Monakhova et al., 2021; Yanny et al., 2022)
in anti-dazzling imaging both qualitatively and quantitatively.

3.2

Experiment Verification

An experimental setup is designed to validate the performance of the studied phase functions. The setup seeks to emulate each component of the theoretic schematic that An
experimental setup is designed to validate the performance of the studied phase functions.
The setup seeks to emulate each component of the theoretic schematic that consisting of a
distant scene consisting of an intense laser source and an incoherent background scene, a
pupil containing a phase-only mask, and the detector. The setup is shown in Fig. 3.1
The setup may be considered in two parts: the scene consisting of the laser source
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and incoherent object, and the imaging system with the phase element in the pupil. For
the scene, a HeNe laser is spatially filtered (SF) using a microscope objective and 10 mm
pinhole, expanded, and collimated by L1 with a focal length of f1 = 40 cm. The long
focal length ensures the beam is expanded enough that pupil may be considered evenly
illuminated. The object is illuminated by incoherent light filtered by a laserline filter (LF)
to ensure only quasi-monochromatic light centered at 633 nm is imaged. The filter has a
full width at half max of 10 nm. A diffuser is place on the back side of the transmissive
object when used to better emulate a distant object. A pellicle beamsplitter (BS) is used
to combined the incoherent object and laser source. The pupil of the imager is at L2
with focal length f2 = 10 cm. The light from the object and the laser evenly illuminate
a circular aperture placed in front of the lens. The pupil is imaged onto the SLM by L3
with focal length f3 = 10 cm. The reflection of the SLM is altered by a predetermined
phase function. The re ection passes through L3 again, reflection of a non-polarizing beam
splitter (BS) where a blurred intermediate image is filtered by a razor blade. This blurred
imaged is reimaged and magnified onto a CCD sensor by L4 with focal length f4 = 30
cm. An aperture between L2 and the beam splitter limits the field of view of the setup.An
experimental setup is designed to validate the performance of the studied phase functions.
The setup seeks to emulate each component of the theoretic schematic that consisting of a
distant scene consisting of an intense laser source and an incoherent background scene, a
pupil containing a phase-only mask, and the detector.

3.2.1

System Point Spread Function

Consider an incident laser is characterized as a plane wave of unit power at the entrance
pupil of an ideal imaging system, its irradiance distribution in the focal plane is described
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Table 3.1: Parameters of Experiment
Parameter
Wavelength
Pupil resolution
Detector resolution
Pupil pixel pitch
Detector pitch
Focal ratio

Symbol
Value
λ
633 nm
Nu × Nv 4096 ×2160
Nx × Ny 3352 ×2532
∆u = ∆v
3.74 µm
∆x = ∆y
5.40 µm
F#
29

by the PSF:
P SF0 (x, y) =

2J1 (kρWa /f )
kρWa /f

2

(3.4)

where f is the focal length of the imaging aperture, (x, y) is the Cartesian coordinate of the
p
image plane, and ρ = x2 + y 2 is the radial distance. The background illumination and
the laser have the same wavelength λ, k = 2π/λ is the wave number, Wa is the diameter of
the lens aperture, and J1 is the first order Bessel function of the first kind. Using the values
listed in Table. we obtain the radial characteristic focal spot size WP SF0 /2 = 1.22λf /Wa =
22 µm which, being 4.1 times greater than the assumed pixel pitch of imaging sensor, is
well-resolved by the sensor array.
Here we seek to design a non-ideal PSF that extends the laser irradiance distribution
over many pixels, preventing hot spots that may dazzle or damage the sensor. This may
be achieved by introducing a phase element at the entrance pupil of the system, resulting
in a modified PSF:

eikf
P SF (x, y) =
iλf

ZZ

2
iϕ(u,v) ik(xu+yv)/f

A(u, v)e

e

dudv

(3.5)

where (u, v) is the Cartesian coordinates of pupil plane, and ϕ(u, v) is the phase introduced
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Figure 3.2: Numerical simulation of system PSF and sensor image

by the element. To guard against numerical artifacts we make use of a super-Gaussian
50
aperture function A(u, v) = exp[− (u2 +v 2 )/Wa2 ] to represent the circular aperture. The
pupil plane has a physical size of Wp × Hp , which is the product of pupil pitch ∆u × ∆v and
the resolution Nu × Nv along each of the dimensions respectively. Not only must the phase
function spread the beam across the image plane, it must also be designed to both allow
the reconstruction of a high fidelity background scene and the elimination of obscurations
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caused by the laser. For example, the phase function has been found to satisfy these
requirements better than some other phase functions. The five half-ring phase function ϕR
may be expressed as a series of Bessel functions of the first kind by the relation:


17
5

1 XX
ϕR (ξ, Φ) = atan
am,n sin mo (Φ − θn ) Qm,n
Q0

(3.6)

m=1 n=1

where mo = 2m + 1 and an,m = 4rn /(mo π). By writing the Cartesian pupil coordinates
√
as polar coordinates ξ = u2 + v 2 and Φ = atan(u/v), the Bessel terms may be denoted
P
respectively as Q0 (ξ) = 5n=1 rn J0 (2πξrn /Wa ) and Qm,n (ξ) = J2m+1 (2πξrn /Wa ), where
rn and θn are radial and azimuthal angles of each ring. A set of optimal values are given
by rn = [13.6, 91.8, 6.3, 10.3, 4.2] and θn = [1.86, 1.09, 1.15, 1.21, 1.22] radians for n = 1
to 5 respectively. Laser suppression ratio, which is defined as LSR = P SF0,max /P SFmax ,
evaluates the performance of a phase mask in suppressing the laser irradiance distribution
at the focal plane. The five half-ring mask has demonstrated an LSR = 10−3 , which reduces
the peak laser irradiance by three orders of magnitude compared to an ideal imaging system.

3.2.2

Sensor Image

Irradiance Distribution. A quasi shift-invariant imaging system integrates the radiance map
of the object at the image plane over the solid angle that extended by its pupil through
convolution. The result of convolution is an irradiance map at the image plane. Given the
radiance distribution of the background scene b(x, y), the total irradiance for the coded
imaging system may be written as:

I = Ib (x, y) + Il (x, y)

(3.7)
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where Ib is the irradiance distribution of the background scene:

Ib (x, y) = b(x, y) ∗ P SF (x, y)

(3.8)

Here ∗ represents the spatial convolution. Consider the laser threat as a point source, which
is described as a Dirac Delta function. It targets the sensor at a normal ⃗nL = (⃗nl,u , ⃗nl,v )
with respect to the optical axis. The irradiance distribution of the laser is written as:

Il (x, y) = νl · δ(x − ∆lx , y − ∆ly ) ∗ P SF (x, y)

(3.9)

where νl is the strength of the laser threat, and ∆l = (∆lx , ∆ly ) = f · ⃗nL is the positional
offset of the laser at focal plane. Using the ideal PSF, the total irradiance as well as
the irraidiance of the background scene and laser of the ideal system may be modeled in
the same way as Is0 , Ib0 , and I0 respectively. Here we assume the sensor saturation is
induced by laser only. For the ideal system, Ib0 and Il0 are normalized to the peaks of
Ib0,max = 0.8 · Isat and Il0,max = α · Isat respectively. The non-negative ratio α indicates
if the peak laser irradiance exceeds the irradiance threshold that causes sensor saturation.
laser-induced sensor saturation occurs at α ≥ 1 for the ideal imaging system. For the
coded system, the irradiance of both the scene and laser are suppressed by the use of phase
mask. The irradiance of the scene Ib remains below the sensor saturation threshold, while
the peak irradiance of laser is given by Il,max = α · LSR · Isat . The sensor saturation occurs
at α ≥ 1/LSR in this case. For any phase mask with an LSR ≤ 1, it is equivalent to
increase the sensor saturation threshold. Similarly, the irradiance of a measured PSF may
be written as:

Ih (x, y) = νh · δ(x, y) ∗ P SF (x, y)

(3.10)
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where νh is the strength of the point source that used to measure the PSF. The irradiance
distribution of the PSF for the ideal system is defined in the same way as Ih0 . Here we
assume saturation does not occur in the measured PSF image that Ih0,max = 0.9 · Isat in the
ideal case. Accordingly, the peak irradiance of the PSF is written as Ih,max = 0.9·LSR ·Isat
for the coded system.
Analog-to-Digital For the coded system, the photon count ω(x, y) arrives at the position
(x, y) with a wavelength λ on the sensor follows a Poisson distribution, the mean of which
is given by:
µω (x, y) = I(x, y) ·

t · (∆x)2 · λ
a·c

(3.11)

where ∆x is the pitch of the square pixel, a = 6.63·10−34 J is the Plank constant, c = 3·108
m/sec is the speed of light, and t is the exposure time. Photons are converted to the
number of electrons through the quantum efficiency η of the sensor as e(x, y) = η · ω(x, y).
Electrons that generated by other factors are modeled as additive noise, which has a zero
mean Gaussian distribution N (0, κ · σe ), where σe is the standard deviation of e(x, y), and
κ < 1 is a percentage coefficient. The total electrons are then clipped by the full well
capacity of the sensor esat and scaled by system gain G = esat /DNsat , where the maximum
digital number DNsat is determined by the bit-depth of the sensor (e.g., DNsat = 216 − 1
for a 16-bit sensor). The analog-to-digital conversion (ADC) quantifies the floating point
values to integers. The As shown in Figure, the boundary of the irradiance map that exceed
the spatial extent of the sensor is cropped. The conversion from photon counts ω(x, y) to
the digitized sensor image s(x, y) is summarized as:

s(x, y) = G · min[esat , η · ω(x, y) + N (0, σe )]

(3.12)

where the (Wo + WP SF , Ho + HP SF ), (Wo , Ho ), and (WP SF , HP SF ) represent respectively
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the dimensions of the irradiance map, the radiance map, and the PSF. The center of the
cropping is fixed at the sensor origin O. In practice, the cropping dimension (Wc , Hc )
is determined by the sensor size (Ws , Hs ). The values may be augmented in simulating
the training and testing set, while the pixel pitch (∆x, ∆y) remains the same. The coded
PSF image h(x, y), the ideal PSF image h0 (x, y), as well as the ideal sensor images of the
scene and laser s0 (x, y) may be modeled in the same manner. The values of the physical
parameters are listed in Table.

3.3

Image Restoration

To suppresses the edge boundary artifacts in the reconstructed image, the degraded image
was edge tapered [6] prior to the restoration.Assuming the point spread function (PSF) of
the phase mask is known, the image restoration has been demonstrated through inpaintingbased laser removal followed by Wiener deconvolution [3]. Image deconvolution in frequency
space is sensitive to sensor noise and the presence of laser, while the inpainting techniques
are limited to the disconnectivity of the laser contribution and the lack of texture of laser
suppressed image. Here we described the use of a unified framework for the image restoration. By rewriting the Eq. 1 one may consider the laser contribution to the degraded
image as an additive noise. Accordingly, the image restoration may be written as a maximum a posterior (MAP) estimation, where the restored image is a regularization term
is the Euclidean norm, and is a constant that governs the weight of the prior. With the
half-quadratic splitting (HQS) method, the optimization of Eq. 2 can be iteratively and
alternatively solved by deconvolution and denoising [4]. Here the gradients of the denoised
image were employed as the regularization to guide the image deconvolution.

CHAPTER 3. LASER SUPPRESSION IMAGING

3.4

74

Results

Figure 3.3: Restoration of the experimental data.(a)-(c):Sensor images without protection
for α = 10, 103 , 104 , 105 , 106 , 107 respectively. (d)-(f): Sensor images with use of half-ring
phase mask protection for the same same set of α values.

Table 3.2: Quantitative Comparisons of Experimental Restoration Results

α=0

α ∼ 105

1-MSE
1-LPIPS
SSIM
MSSIM
PSRN
1-MSE
1-LPIPS
SSIM
MSSIM
PSRN

LWNR
0.9917
0.6732
0.6923
0.9051
20.98 dB
0.9921
0.6612
0.6842
0.8925
21.02 dB

DWNR
0.9955
0.7662
0.7980
0.9432
24.03 dB
0.9948
0.7312
0.7637
0.9180
22.86 dB

our model (ours)
0.9962
0.8608
0.8144
0.9577
24.27 dB
0.9957
0.7886
0.7756
0.9424
23.70 dB
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Figure 3.4: Restoration of the numerical data. (a)-(c):Sensor images without protection
for α = 10, 103 , 104 , 105 , 106 , 107 respectively. (d)-(f): Sensor images with use of half-ring
phase mask protection for the same same set of α values.Restoration of the numerical data.
(a)-(c):Sensor images without protection for α = 10, 103 , 104 , 105 , 106 , 107 respectively. (d)(f): Sensor images with use of half-ring phase mask protection for the same same set of α
values.Restoration of the numerical data.Restoration of the numerical data.Restoration of
the numerical data.Restoration of the numerical data.
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Table 3.3: Quantitative Comparisons of Numerical Restoration Results

α=0

α = 105

α = 106

α = 107

1-MSE
1-LPIPS
SSIM
MSSIM
1-MSE
1-LPIPS
SSIM
MSSIM
1-MSE
1-LPIPS
SSIM
MSSIM
1-MSE
1-LPIPS
SSIM
MSSIM

LWNR
0.9916
0.6477
0.7239
0.8793
0.9911
0.6404
0.6933
0.8586
0.9894
0.5926
0.6429
0.8174
0.9865
0.5287
0.5717
0.6738

DWNR
0.9941
0.7125
0.7809
0.9177
0.9939
0.7025
0.7665
0.9098
0.9930
0.6673
0.7287
0.8881
0.9904
0.5878
0.6487
0.82547

our model (ours)
0.9957
0.7738
0.8114
0.9485
0.9954
0.7569
0.7999
0.9427
0.9948
0.7266
0.7746
0.9305
0.9936
0.6579
0.7118
0.8929

Appendix A

Derivation of Wave Equations

A.1

RAA Image Formation of Monochromatic Sources in
Far Field

The following derivation demonstrates the formation of an on-axis and off-axis monochromatic point source through RAA system respectively.

On-axis Source

Given the numerical model of the RAA (see Section. 3.2), The diffracted filed at the
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detector plane is given by the Fraunhofer Transform of the complex pupil function as:
E0 
F U (x′ )
iλf
#)
(
" M


X
E0
F B(x′ )
Am (x′ ) exp ik(∆zm + x′ · ∆αm )
=
iλf
m=1
( M
)




X
E0
′
′
′
=
F
B(x )Am (x ) exp ik(∆zm + x · ∆αm )
iλf
m=1
( M
)


X
E0
F
=
Am (x′ ) exp ik(∆zm + x′ · ∆αm )
iλf

E(x, λ) =

(A.1)

m=1

where we assume that B(x′ ) ∩ Am (x′ ) = Am (x′ ). According to the convolution theorem
and linearity of Fourier transform, Eq. A.1 becomes:

E0
F
E(x, λ) =
iλf
=

=

E0
iλf
E0
iλf

(

M
X
m=1
M
X

M
X




Am (x′ ) exp ik(∆zm + x′ · ∆αm )

)

m=1

n

o
F Am (x′ ) exp ik(∆zm + x′ · ∆αm )

(A.2)

n
o
n

o
F Am (x′ ) ∗ F exp ik(∆zm + x′ · ∆αm )

m=1

We calculate those two Fourier transforms in Eq. A.2 separately as follows. The first term
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can be written as:

 ′

n
o
x − cm
′
F Am (x ) = F circ
r

 ′

x
= F circ
∗ δ(x − cm )
r

 ′  n
o
x
F δ(x − cm )
= F circ
r

 ZZ


 ′
2π
2π ′
x
= exp − i x · cm
dx′
exp −i x x circ
λf
λf
r




x
2π
= A0 Somb
exp − i cm · x
λf /d
λf

(A.3)

where A0 = πd2 /4 . Given properties of Dirac Delta function:
Z


1
(1) δ(x − a) = 2π exp ix′ (x − a) dx′ .
(2) δ(ax) =

1
|a| δ(x).

(3) f (x) ∗ aδ(x) = af (x).
(4) f (x) ∗ δ(x − a) = f (x − a).
The second term of Eq. A.2 can also be rewritten as:
F






 Z Z


2π
exp ik(∆zm + x′ · ∆αm )
=
exp −i x′ x exp ik(x′ · ∆αm + ∆zm ) dx′
λf



ZZ
′ 2π
= exp (ik∆zm )
exp −ix
x − k∆αm
dx′
λf


2π
x − k∆αm
= −2π exp (ik∆zm ) δ
λf
= −λf exp (ik∆zm ) δ (x − ∆αm f )
(A.4)

Plugging Eq. A.3 and A.4 into Eq. A.2 yields:
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2π
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exp −i x · cm
∗ exp(ik∆zm )δ(x − ∆αm f )
E(x, λ) = −E0 A0
λf /d
λf
m=1





M 
X
x − ∆αm f
2π
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exp − i (x − ∆αm f ) · cm exp(ik∆zm )
λf /d
λf
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X
x − ∆αm f
2π
Somb
= −E0 A0
exp − i x · cm exp ik(∆zm − cm · ∆αm )
λf /d
λf
m=1



M 
X
x − ∆αm f
Somb
= −E0 A0
exp(−ikm · x) exp(−iψm )
λf /d
m=1

(A.5)
where k = 2π/λ, km = kcm /f , ψm = k(cm · ∆αm − ∆zm ), E0 is the field strength of
the light source at the entrance pupil. The irradiance at the detector plane is given by the
squared modulus of the electric field as:
h(x, λ) = E(x, λ)E ∗ (x, λ)
= ℜ2 {E(x, λ)} + ℑ2 {E(x, λ)}




M X
M 
X
x − ∆αm f
x − ∆αn f
2
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Somb
Somb
λf /d
λf /d
m=1 n=1
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M X
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(A.6)
Off-axis Source
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For a tilted plane wave which subtends the optical axis by an angle θ = (θx , θy ), the
complex aperture function becomes:
Uθ (x′ ) = U (x′ ) exp(ikx′ θ)
=

M
X

′



′

Am (x ) exp ik(∆zm + x · (∆αm + θ)



(A.7)

m=1

Substitute of ∆αm + θ for ∆αm in Eq. A.5, the electric field of the off-axis point source
can be written as

Eθ (x, λ) = −E0 A0

M 
X
m=1


Somb

x − (∆αm + θ)f
λf /d




exp(−ikm · x) exp(−iψm ) exp(−ikcm · θ)
(A.8)

Accordingly, the irradiance of the tilted wave at the detector plane is then given by:
hθ (x, λ) = Eθ (x, λ)Eθ∗ (x, λ)




M X
M 
X
x − (∆αm + θ)f
x − (∆αn − θ)f
2
= (E0 A0 )
Somb
Somb
λf /d
λf /d
m=1 n=1


cos (km − kn ) · x + (ψm − ψn ) + k(cm − cn )θ
(A.9)
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RAA Image Formation of Polychromatic Sources in Far
Field

In this section, we demonstrate the phase of the electric field of a polychromatic source.
We start the analysis by examining the phase of the electric field from the interference of
two coherent plane waves:
E(x) = E1 (x) + E2 (x)

(A.10)



E1 (x) = exp i(k1 z − ω1 t) exp(iϕ1 (x)) exp(iα1 )

(A.11)



E2 (x) = exp i(k2 z − ω1 t) exp(iϕ2 (x)) exp(iα2 )

(A.12)

where

and α1 = (α1,x , α1,y ) and α2 = (α2,x , α2,y ) are random two dimensional vectors. Let x =
0, and denote E(x) = exp(iϕ(x)), we have

ϕ(x) = tan

−1



ℑ(E1 + E2 )
ℜ(E1 + E2 )


(A.13)
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