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During a core-collapse supernova (SN), axionlike particles (ALPs) could be produced through the
Primakoff process and subsequently convert into γ rays in the magnetic field of the Milky Way. We
do not find evidence for such a γ-ray burst in observations of extragalactic SNe with the Fermi
Large Area Telescope (LAT). The SN explosion times are estimated from optical light curves and
we find a probability of about ∼ 90 % that the LAT observed at least one SN at the time of the
core collapse. Under the assumption that at least one SN was contained within the LAT field of
view, we exclude photon-ALP couplings & 2.6× 10−12 GeV−1 for ALP masses ma . 3× 10−10 eV,
improving previous limits from SN1987A by a factor of 2.
I. INTRODUCTION
Axionlike particles (ALPs) are hypothetical pseudo
Nambu Goldstone bosons predicted in numerous exten-
sions of the standard model [1] and are particle candi-
dates for dark matter [2–5]. They are closely related
to the axion, which was originally proposed to solve the
strong CP problem [6–8]. Axions and ALPs could be de-
tected through the coupling to photons given by the La-
grangian density L = gaγE·Ba, where gaγ is the coupling
strength, E is the electric field of the photon, B is an ex-
ternal magnetic field, and a is the ALP field strength [9].
For low mass ALPs, ma . 10−9 eV, stringent con-
straints on gaγ were derived from the nonobservation
of a γ-ray burst from the core-collapse supernova (SN)
SN1987A, which occurred at a distance of ∼ 50 kpc [10].
Such ALPs could be produced through the conversion
of thermal γ rays, created during the core collapse, into
ALPs in the electrostatic fields of protons and ions, i.e.,
the Primakoff process. The resulting ALP rate, dN˙a/dE,
follows a thermal spectrum and peaks at ∼ 60 MeV for a
progenitor mass of 10M MeV [10]. These ALPs would
escape the core, and could convert back into photons in
astrophysical magnetic fields with a conversion probabil-
ity Paγ . The flux of the resulting prompt γ-ray emission
can be written as (e.g., [11])
dφ
dE
=
(
gaγ
g0
)4
Paγ(g0,ma)
4pid2
dN˙a
dE
(g0), (1)
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where d is the luminosity distance to the SN. The γ-
ray spectrum depends on g4aγ , with two powers of gaγ
coming from the ALP production and two powers from
the photon-ALP conversion (evaluated at some reference
coupling g0 in the equation above).
The γ rays should arrive simultaneously with the neu-
trinos produced in the SN, which therefore provide a time
stamp to search for the γ-ray emission. In contrast, ordi-
nary γ-ray bursts associated with SNe should be delayed
relative to the core collapse by at least tens of seconds
or even hours, since the jet needs to reach the surface of
the collapsing star first (see, e.g., [12, 13]).
Furthermore, the spectra of ordinary bursts peak at
tens or hundreds of keV and have a very different shape
compared to the ALP-induced one [14]. Therefore, a γ-
ray burst detected above tens of MeV in co-incidence
with the neutrinos would be a “smoking gun” signature
for ALPs.
In the case of a Galactic SN, the Fermi Large Area
Telescope (LAT), which detects γ rays between 20 MeV
and beyond 300 GeV [15], is expected to be more than
an order of magnitude more sensitive to the prompt γ-
ray emission compared to the SN1987A constraints [11].
However, given the fact that SNe should occur at a rate
of ∼ 3 per century in the Milky Way (see, e.g., [16]) and
that the field of view of the LAT is of the order of ∼ 20 %
of the sky, a detection within the lifetime of Fermi seems
unlikely.
In this Letter, we search for the prompt γ-ray emis-
sion of known extragalactic SNe that have occurred dur-
ing the Fermi mission. As current generation neutrino
telescopes are not sensitive enough to detect events from
such sources (e.g., [17]), we estimate the explosion time
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2from light curves obtained with optical transient facil-
ities. For well-sampled light curves it has been shown
that simple analytic functions can provide estimates for
the onset time of the optical emission within an accuracy
of less than a day [18].
The Letter is structured as follows. In Sec. II, we de-
scribe the SN sample selection and our optical light curve
fitting procedure. The γ-ray analysis and its results are
presented in Sec. III. We discuss and summarize our find-
ings in Sec. IV. Further details on the analysis of optical
light curves and the γ-ray emission are provided in the
Supplemental Material (SM), which includes the addi-
tional references [19–48].
II. SUPERNOVA SAMPLE AND
DETERMINATION OF EXPLOSION TIME
FROM OPTICAL LIGHT CURVES
We select SNe that are publicly available in the Open
Supernova Catalog (OSC) [49]1 that (a) have been de-
tected after the start of the Fermi -LAT science oper-
ations (08/03/2008); (b) are core-collapse SNe of type
Ib or Ic. The progenitors for these types of SNe are
Wolf-Rayet stars or blue supergiants for which the de-
lay between core collapse and the the onset of the optical
emission should be of the order of hours or less [12]; (c)
are located at a redshift z < 0.02. For the corresponding
luminosity distance of d . 80 Mpc constraints on gaγ bet-
ter than previous limits, gaγ < 6.6 × 10−11 GeV−1 [50],
should still be possible, since the γ-ray flux scales as
g4aγ/d
2 and limits of the order of gaγ . 2× 10−12 GeV−1
should be possible for an SN in M31 (dL = 778 kpc) [11].
We inspect the optical light curves from this sample
taken from the OSC, and select those SNe that have a
sufficient number of premaximum data points that enable
us to determine the explosion time. We a posteriori add
two SNe (SN2010bh, PTF15dtg) that occured at larger
distances (but still with z . 0.06 or d . 270 Mpc) due to
their well sampled light curves. This leaves us with 20
SNe that are listed in the SM. We also added additional
pre-explosion flux upper limits from the literature, which
are not listed in the OSC.
In order to determine the explosion time from the op-
tical light curves, we use the MOSFiT code2 (Modular
Open Source Fitter for Transients, [51]). MOSFiT is
an open-source code that adopts a Markov Chain Monte
Carlo approach to fit multiband light curves, and pro-
vides the posterior probability distributions for the free
parameters in the model. We assume the radioactive
nickel-cobalt decay model (NiCo) [52, 53], which success-
fully describes the power source in normal Type I SNe
that lack hydrogen lines in their spectra. Unlike Type
1 https://sne.space/
2 https://mosfit.readthedocs.io/
Ia SNe which are the thermonuclear explosions of white
dwarfs, Type Ib/c SNe occur when stripped-envelope
massive stars undergo core-collapse at the end of their
lives. The bolometric luminosity in the model depends on
the nickel mass synthesized in the explosion and the as-
sumptions on the heating source can be found in [53, 54]
and in the SM. We also test a modified version of the
NiCo model, where we add an additional component for
the shock breakout (SBO) phase [18, 55], which we call
SBO+NiCo, and a generic exponential rise and power-
law decay model (exppow). For each model, we extract
the marginalized posterior for the explosion time P (texp).
An example of the fit of the NiCo model to the optical
light curve is shown in Fig. 1 (left panel) for SN 2017ein.
In general, we find very good agreement with previously
published values of texp.
The SBO will be delayed with respect to the time of
the core collapse, tCC, when we expect the ALP emis-
sion, due to the shock propagation through the stellar
envelope [56]. For this reason, we convolve P (texp) with
a boxcar function between 40 s and 2× 104 s to arrive at
the posterior for P (tCC) (see the green and red lines in
Fig. 1, center panel). The time delay values are moti-
vated from Ref. [56, see their Fig. 2] for Wolf-Rayet stars
and blue supergiants. The median values of tCC for the
convolved marginalized posterior are reported in the SM
together with the time interval (tCC,95) that makes up
the 95 % quantile of P (tCC).
III. GAMMA-RAY ANALYSIS
Having established a time window for the likely arrival
time of the ALP-induced γ-ray burst, we continue by ex-
tracting γ-ray events observed with the Fermi LAT be-
tween 60-600 MeV belonging to the P8R3 SOURCE V2 class
with a zenith angle 6 80◦ in a 20◦ × 20◦ region of inter-
est (ROI) centered on the SN coordinates. We extend the
time interval to 60 days around the date of the SN discov-
ery in order to derive an average ROI model to describe
the emission from the background sources and to extract
the expected sensitivity (see below). At 60 MeV the con-
tamination of diffuse background photons is already sig-
nificant and the point spread function of the LAT is large
(the 68 % containment angle is close to 10◦)3 and we do
not attempt an analysis at lower energies. We do not
expect significant ALP emission above ∼ 500 MeV for a
10M progenitor [10]. For such a progenitor mass, the
chosen energy range encompasses approximately 90 % of
the energy released by the SN in form of ALPs. In con-
trast, the energy range of the γ-ray burst monitor (GBM)
on board the Fermi satellite only covers about 1 % of the
released energy.
3 See https://www.slac.stanford.edu/exp/glast/groups/
canda/lat_Performance.htm
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FIG. 1. The three steps in the analysis procedure for one example, SN2017ein. Left: the MOSFiT optical light curve fit with
the NiCo model. Measurements at different optical bands are shown as colored markers. Grey markers indicate bands that
are excluded from the fit since they do not contain sufficient data points pre- and post-maximum. The marginalized posterior
for the SBO time, P (texp), is shown as a green filled curve. Center: the γ-ray light curve for the first energy bin between
60 and 83 MeV together with the posteriors for the SBO and core collapse times (green and red curves, respectively). The
normalized LAT exposure for each orbit is shown as gray thin lines. Right: Upper limits on the photon-ALP coupling derived
from the non-observation of the γ-ray burst under the assumption that the SN was in the field of view of the LAT during the
core collapse. The observed limit is shown in red, the expected limits are shown as colored bands, and the dashed black line.
We first derive an average model for each ROI using
the fermitools4 v1.0.0 and fermipy5 v.0.17.4 [57] by
considering all point sources within a 30◦ × 30◦ region
around the SN, which are included in the Fermi -LAT
8 yrs source list,6 as well as templates for the Galactic
and isotropic diffuse emission.7 Spectral parameters of
sources within 5◦ of the ROI center are left free to vary
as well as normalizations of sources up to 10◦ and of
the background templates. The SN spectrum in Eq. 1
depends on the progenitor mass through dN˙a/dE, and
we conservatively assume a 10M progenitor for the en-
tire analysis (rates for higher masses the rates for 10,
18, and 40M progenitors are shown in the SM). We
conservatively include only the photon-ALP oscillations
in the coherent component of the Galactic magnetic field
(GMF) of the Milky Way, which is modeled as in Ref. [58,
hereafter JF12] and predicts magnetic fields of the order
of O(µG).8 With this model, we evaluate Paγ following
Refs. [59, 60]. The spectral normalization, which is pro-
portional to g4aγ , see Eq. (1), of this template is left free
to vary.
After optimizing the average model, we calculate the γ-
ray light curve in eight logarithmic energy bins of the po-
tential SN for each good time interval (GTI), i.e., the time
interval where the SN position was in the field of view of
the LAT. We additionally extract the likelihood values
4 https://fermi.gsfc.nasa.gov/ssc/data/analysis/
5 https://fermipy.readthedocs.io/
6 https://fermi.gsfc.nasa.gov/ssc/data/access/lat/fl8y/
7 https://fermi.gsfc.nasa.gov/ssc/data/access/lat/
BackgroundModels.html
8 Including the magnetic field in the host galaxy would increase the
number of γ rays and thereby improve the LAT’s sensitivity for
a detection [11]. We also neglect the turbulent component of the
GMF, as its coherence length is too small to induce significant
oscillations [59].
as a function of source flux or equivalently gaγ for each
SN (i), GTI (j), and energy bin (k), for which we use the
shorthand notation Lijk(gaγ) ≡ Lik(gaγ , tj ,θ|Dk), where
tj is the central time of the GTI, θ are nuisance parame-
ters, i.e., the spectral parameters of the other sources in
the ROI, and Dk is the data. Since the likelihoods are ex-
tracted in narrow bins of energy, they are independent of
the assumed spectral shape [61], which allows us to test
different spectral models for the γ-ray burst without hav-
ing to repeat the light curve extraction. In the light curve
extraction we assume ma . 1 neV (our final results take
the full dependence of Paγ on ma into account). From the
equations of motion of the photon-ALP system one can
derive that Paγ is constant up to a certain value of ma
and starts to decrease for higher values. This is the case
when m2a  gaγBE ∼ 0.5 neV [9], For E = 100 MeV,
B = 1µG, and gaγ = 10
−11 geV−1. The light curve for
the first energy bin is shown in Fig. 1 (central panel) to-
gether with the normalized exposure for each GTI (grey
lines), and the posterior functions extracted from MOS-
FiT and smeared with the boxcar function.
The significance of the ALP signal is given by the test
statistic TSij = −2
∑
k(lnLijk(gaγ = 0) − lnLijk(gˆaγ)),
where in the first term the likelihood has been maximized
on the condition that gaγ = 0 and in the second term the
likelihood is unconditionally maximized resulting in the
best-fit value gˆaγ for the coupling. The highest observed
TS value is found for SN2011bm with TSmax = 12.4,
which corresponds to a local significance of ∼ 3.5σ. For
the global significance, we have to account for two sources
of trials: the number of GTIs within tCC,95 (Nbins = 14
for this SN) and the number of SNe (NSN) in our sample.
Thus, the global significance is reduced to pglobal = 1 −
(1− (1−plocal)Nbins)NSN ∼ 0.06 (1.6σ), so we do not find
any significant hint for an ALP-triggered γ-ray burst in
our SN sample.
We proceed by setting limits on gaγ . For the GTI tj
4that maximizes the TS value (denoted with the index ˆ),
we compute the log-likelihood ratio test [62] λi(gaγ) =
−2∑k(lnLiˆk(gaγ)−lnLiˆk(gˆaγ)) and set one-sided 95 %
confidence upper limits when λ = 2.71. This corresponds
to 1 degree of freedom given by the extra parameter of the
photon-ALP coupling since the other parameters (ma,
explosion time, B field, etc.) are fixed. To confirm our
statistical procedure and the choice of the GTI, we have
conducted a coverage study with simulations including an
injected signal. We find that we obtain the right coverage
with our chosen procedure of selecting the GTI which
corresponds to the highest TS value (see the SM).
We show the derived limits SN2017ein in the right
panel of Fig. 1 and for all SNe in the SM. As expected,
the limits do not depend on ma for low masses and de-
grade towards higher masses since Paγ is reduced. The
observed limits (red line) compare well against the ex-
pected exclusions (black dashed line and green and yel-
low shaded regions). The expected limits are derived
from data by repeating the analysis for all GTIs outside
the time interval defined 99 % quantile of the posterior
P (tCC). This effectively provides us with “off” regions for
the analysis where we do not expect a signal and has the
advantage that the contribution of subthreshold sources
is naturally included.
There remains the possibility that an SN was outside
the field of view of the LAT during the core collapse.
In this case, the derived limits would not be valid. We
estimate the chance that the LAT indeed observed the SN
in one GTI by multiplying the time-averaged expected γ-
ray spectrum with the normalized time-dependent LAT
exposure and P (tCC) and integrating over the duration
of the GTI. The total probability that the ith SN was
observed, pobs,i, is then found by summing the individual
probabilities for each GTI, which is reported in the SM
for each SN. It is of the order of 10 % for each SN. The
probability that at least one SNe was observed is given
by P (NSN,obs > 1) = 1 −
∏
i(1 − pobs,i) ∼ 88.5 % for a
spectrum of a 10M progenitor, the NiCo SN explosion
model, and the JF12 GMF model.
Lastly, we combine the limits from the individual SNe
through likelihood stacking, i.e., we sum over λi with
respect to i. In order to decide which SN to include in the
sum, we randomly draw a sample of SNe, where each SN
is drawn with a success probability of pobs,i. We repeat
this procedure 103 times and show the results in Fig. 2.
The median combined limit for the cases where at least
one SN was drawn from the sample is shown as a blue
solid line and the 68 % and 95 % regions are shown as
dark and light blue shaded regions, respectively. Again,
the expected limits (yellow and green shaded regions and
black dashed line) agree well with the observed ones.
IV. DISCUSSION
With the nonobservation of a γ-ray burst from a sam-
ple of 20 extragalactic core-collapse SNe, we are able
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FIG. 2. Combined observed (blue shaded regions) and ex-
pected limits (green and yellow regions) from stacking the
likelihoods of different SNe under the assumption that at
least one SN was observed during the time of the core col-
lapse. The median observed limit is shown as a blue solid
line, whereas the median expected limit is shown as a dashed
black line. Grey shaded regions show the parameter space
excluded by other experiments [10, 50, 63–65]. Below the
black dash-dotted line, ALPs could constitute the entire dark
matter [5].
to rule out photon-ALP couplings gaγ > (2.6
+4.9
−0.9) ×
10−12 GeV−1 below ma < 3 × 10−10 eV at 95 % confi-
dence under the assumption that all progenitors have a
mass of 10M, that the optical emission can be modeled
with the NiCo model in MOSFiT, and that the GMF
is given by the model of JF12. The quoted uncertain-
ties represent the 95 % spread in the combined limits,
which derives from the unknown number of SNe in the
field of view of the LAT during the core collapse. These
constraints improve previous limits [10] by a factor of 2.
The probability that Fermi LAT observed at least one
SN is equal to 88.5 %.
The dependence of our constraints on the model as-
sumptions are assessed by repeating the analysis for dif-
ferent progenitor masses (18 and 40M), a different
GMF model [66], and different models for the evolution
of the optical light curves. The GMF model, the opti-
cal light curve model, and a progenitor mass of 18M
have only marginal influence on the constraints and the
limits end up between gaγ < (2.1-3.4)× 10−12 GeV−1 for
ma < 3 × 10−10 eV. A comparison of the three tested
models for the evolution of the optical light curves re-
veals that the best fit for the explosion time can differ by
several days, highlighting the systematic uncertainties in
these fits. However, the GTIs in which we search for a
signal for the different models indicate no evidence for a
signal (the same is true when we assume the literature
values for the best-fit explosion times where these are
available). The largest effect is observed when all pro-
genitors are assumed to have a mass of 40M. In this
case, the limits improve to gaγ < 7.7× 10−13 GeV−1 for
5ma . 1 neV. Higher progenitor masses are probably more
realistic, since the average progenitor mass for a core col-
lapse SN is around 16M [e.g. 67] and Wolf-Rayet stars
and blue supergiants usually have masses above this av-
erage. This also agrees with estimates for the progenitor
masses from the optical light curves. Note that we ne-
glect the correlation between SBO time and progenitor
mass [12] and opt for the conservative approach to smear
the MOSFiT predictions with the full range of allowed
breakout times.
Our analysis is able to put new constraints on a so-far
unprobed region of the parameter space in the mass range
10−3 neV . ma . 1 neV (our limits extend to arbitrary
low masses since the photon-ALP conversion probabil-
ity in the Galactic magnetic field is independent of mass
for ma . 0.5 neV). At lower masses, stronger constraints
arise from the nonobservation of spectral irregularities at
x-rays in the central radio galaxy of the Perseus clus-
ter (see, e.g., [68]). At higher masses, constraints from
the same mechanism at γ-ray energies dominate together
with the exclusions from SN1987A.
Interestingly, constraints from some of our SNe are
stronger than what is expected for an SN in Andromeda
as calculated in Ref. [11]. The reason is the difference
in analysis methods: the authors in [11] demanded that
the number of γ-ray counts in the entire ROI from a γ-
ray burst has to be larger than the counts from all other
sources, thereby disregarding any spatial or spectral in-
formation. Here, we have used a full spatial and spectral
model of the ROI, which improves our sensitivity for the
detection of a γ-ray burst considerably.
It should be noted that there has recently been discus-
sions about the validity of the ALP production rate in
an SN core [69] as derived in [10]. While the authors of
Ref. [10] conservatively only assume an ALP coupling to
photons, the exact plasma properties in an SN remain un-
known and model dependent and different assumptions
could significantly change the ALP production rate [69].
Further theoretical work in this direction would be highly
desirable.
In the future, the SN sample that can be used to search
for an ALP-induced γ-ray burst will grow significantly
thanks to currently operating and future optical surveys
such as ASAS-SN [70], ZTF [71], and the Rubin Obser-
vatory [72]. We find that with a sample size & 40 the
probability that the LAT has observed one SNe should
be & 99 %, which could be achieved within the next five
years (see the SM for details). Running the simsurvey
code [73], we estimate that ZTF should observe 26 SNe
of type Ib/c per year and 3 (6) of these events within
2 (3) days after the core collapse. The Rubin Observa-
tory could observe up to ∼ 20 type Ib/c SNe within a
redshift of 0.02 and 1 day after the explosion. This pro-
vides a strong incentive for continued operations of the
Fermi LAT as well as a science case for future gamma-ray
satellites such as AMEGO [74].
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Appendix A: SN sample
Our selected sample of SNe is listed in Tab. I together with the results for the time interval of the core collapse and
from the γ-ray analysis.
SN R.A. (deg) Dec. (deg) Redshift tCC (MJD) Nbins TSmax pobs Ref.
SN2009bb 157.891 −39.958 0.0104 54909.20+0.55−0.53 14 2.59 0.094 [19]
SN2009iz 40.564 42.397 0.014 55087.06+1.62−2.79 42 0.00 0.099 [20]
SN2009jf 346.221 12.333 0.0079 55099.03+0.45−0.55 9 7.03 0.063 [21, 22]
SN2010bh 107.632 −56.256 0.0593 55271.44+0.15−0.13 3 2.68 0.107 [23]
SN2010et 259.225 31.564 0.023 55344.90+1.18−1.22 35 8.07 0.099 [24]
SN2011bm 194.225 22.375 0.022 55639.70+0.78−0.92 14 12.43 0.072 [25]
SN2012P 224.996 1.890 0.004506 55929.84+1.64−2.09 55 5.31 0.108 [26]
SN2012ap 75.057 −3.348 0.01224 55960.066+1.510−1.727 25 1.30 0.152 [27]
PTF12gzk 333.173 0.512 0.01377 56131.49+0.13−0.13 3 0.35 0.127 [28]
iPTF13bvn 225.001 1.881 0.00449 56457.20+0.20−0.21 5 0.00 0.090 [26]
SN2013ge 158.702 21.662 0.004356 56595.54+1.29−0.66 31 5.55 0.138 [29]
SN2014L 184.703 14.412 0.008029 56681.33+0.31−0.30 9 3.01 0.079 [30]
SN2014ad 179.435 −10.171 0.0057 56724.14+1.54−1.53 46 2.78 0.054 [31]
SN2015ap 31.306 6.102 0.01138 57271.22+0.58−0.93 17 2.67 0.089 [32]
PTF15dtg 37.584 37.235 0.0524 57322.52+2.29−3.96 56 1.96 0.113 [33]
SN2016bau 170.246 53.174 0.003856 57459.08+0.64−0.84 10 0.00 0.041 (a)
SN2016blz 235.122 0.910 0.01173 57480.94+2.38−3.11 83 7.38 0.142 (a)
SN2016coi 329.767 18.186 0.003646 57530.58+1.51−1.43 40 2.55 0.113 [34]
SN2017ein 178.222 44.124 0.002699 57896.36+0.49−0.58 10 0.69 0.146 [35]
SN2017fwm 288.217 −60.383 0.015557 57965.11+0.15−0.25 4 0.14 0.041 (a,b)
TABLE I. The sample of SNe Ib/c studied in this work, together with the estimate of the time of the core collapse tCC, the
number of GTIs within tCC,95, the highest TS value found for these GTIs, as well as the probability that Fermi LAT observed
the core collapse, pobs. Further notes:
(a) Photometric data not in any publication yet, downloaded from the OSC.
(b) http://gsaweb.ast.cam.ac.uk/alerts
Appendix B: Fits to optical SN light curves
The prevailing procedure to derive the estimates of the explosion parameters, such as the ejecta mass (Mej), the
56Ni
mass (MNi) and kinetic energy (Ek), is to fit the main peak of the bolometric light curve and the photospheric velocity
using the simple analytical Arnett model [36], in which the light curve is powered by the 56Ni radioactivity and/or
further slight modifications of it [e.g., 37, 38]. The model assumes homologous expansion of the ejecta, spherical
symmetry, and that all radioactive 56Ni is located in the centre. It adopts a constant optical opacity κ (which is
usually assumed in the literature to be 0.06-0.07 cm2g−1), a small initial radius before explosion, and optically thick
ejecta. The characteristic photospheric velocity is an input to the model, and some appropriate value is assumed, or
measured from spectra. The peak luminosity is directly correlated with MNi and the width of the light curve peak is
correlated to Mej.
The time of the explosion is usually determined either from a fit using a simple equation of the expanding fireball,
where the early light curve follows a polynomial, or from considerations of nondetections of the SN in the data before
the first detection date. There are several limitations in making the aforementioned assumptions, e.g., it is observed
that constant opacity and spherical symmetry are not quite representative for SNe Ib/c. For this reason, the best-fit
parameters suffer large systematic uncertainties which are not always reported in the literature.
In our case, we determine the marginalized posterior for the explosion time (i.e., the onset of the optical emission)
using MOSFiT. The implemented models are described in detail in Refs. [53, 54] and we provide a short summary
below.
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The bolometric luminosity of the SN is given by
Lobs(t) = e
−(t/tdiff )2
(
1− e−At−2
) t∫
0
2Lin(t
′)
t′
tdiff
e−(t/tdiff )
2 dt′
tdiff
, (B1)
with the diffusion time
tdiff =
(
2κMej
βcνej
)1/2
(B2)
and leakage parameter
A =
3κγMej
4piν2ej
(B3)
where κ (κγ) is the (high-energy) photon opacity, Mej is the ejecta mass, νej is the ejecta velocity, and β = 4pi
3/9 is
a geometric correction factor [36]. For the engine Lin(t), we either assume that the SNe are powered by Nickel and
Cobalt (NiCo) decay [52],
Lin(t) = MejfNi
(
LNie
−(t−texp)/τNi + LCoe−(t−texp)/τCo
)
, (B4)
where LNi = 6.45×1043erg s−1 and LCo = 1.45×1043erg s−1, with the lifetimes τNi = 8.8 days and τCo = 111.3 days,
and free parameters Mej, fNi and texp. The parameter fNi is the Nickel mass fraction and texp denotes the time of the
onset of the optical emission. For the NiCo model with an addtional shock breakout component (SBO+NiCo model),
we follow Refs. [18, 55] and add an additional SBO component, LSBO to the observed luminosity Lobs,
LSBO(t) =
 Lscale(t− texp)1.6
exp (α
√
t− texp)− 1 , (B5)
which should describe the SBO phase and introduces two additional free parameters, α and  Lscale. The full model
in this case is then given by LSBO + Lobs.
Alternatively, we use a generic exponential rise followed by a power-law decay (exppow),
Lin(t) =  Lscale
(
1− e−(t−texp)/tpeak
)α( t− texp
tpeak
)−β
, (B6)
with free parameters  Lscale, texp, tpeak, α, β. The opacities κ and κγ are left as additional free parameters in both
models. In order to convert the bolometric luminosity into the luminosity in a certain optical wavelength band,
we need to assume a spectral energy distribution (SED). Here, we follow the default MOSFiT settings and use a
simple black body SED, which, in turn, requires a model for the photosphere. For the NiCo and SBO+NiCo engines,
we use the photosphere.temperature floor module in MOSFiT, which introduces an additional parameter for the
temperature floor, Tmin [see 54, for further details]. For the exppow model, we use instead the photosphere.densecore
module, which does not introduce additional parameters. The photosphere radius and temperature, which enter into
the black body SED, depend on Lobs(t) and νej. For the latter, it is assumed that it is equal to the velocity of the
expanding photosphere.
For all free model parameters, flat priors in linear or logarithmic space are assumed. If published light curves are
already corrected for host and/or Galactic extinction, the corresponding E(B − V ) values and host column densities
nHost are fixed to zero, otherwise they are treated as additional free parameters. Since we are mainly interested in the
early time behavior of the SN light curve and a good estimation of the explosion time, we restrict ourselves to data
within the first 50 days after the discovery. We have tested that using shorter or longer intervals does not significantly
change the best-fit value of the explosion time.
The fit is performed using an MCMC implementation of the nested sampler dynesty9 [39]. The posterior is
sampled and the volume integral is performed which gives the evidence Z. As a convergence criterion, we choose the
default MOSFiT setting of ∆ logZ = 0.02 (see the MOSFiT and dynesty documentations for further details).
9 https://dynesty.readthedocs.io
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Source name Time (MJD) Band UL magnitude Reference
SN2009jf 55098.11 B 19.5 [22]
SN2009jf 55098.11 V 19.0 [22]
SN2009jf 55098.11 R 18.5 [22]
SN2010bh 55271.53 XRFa — [23]
SN2011bm 55643.00 P48-R 20.8 [40]
SN2012P 55932.00 P48-R 18.9 [41]
SN2012ap 55962.21 KAIT-R 18.7 [27]
PTF12gzk 56128.00 P48-R 21.5 [28]
iPTF13bvn 56458.21 P48-R 21 [42]
SN2013ge 56597.00 R 19 [29]
iPTF15dtg 57332.43 P48-g 20.46 [33]
iPTF15dtg 57332.46 P48-g 20.16 [33]
SN2017ein 57896.77 R 19.9 [43]
SN2017ein 57897.63 R 18.4 [43]
TABLE II. Additional upper limit (UL) values on flux magnitudes not included in the OSC but used here. Notes:
a. SN2010bh is associated with the X-ray flash XRF 100316D. We limit the prior on texp, so that texp needs to be between the
time of the XRF and the first detection in optical bands.
We use the data available from the OSC. However, we noticed that for some SNe data points are missing in the
database, especially upper limits on the flux at times before the SN was detected. This is likely due to the fact that
these upper limits are not reported in some of the tables provided in the respective publications. We have augmented
our data with these limits, which we summarize in Tab. II.
The best-fit parameters for the NiCo, SBO+NiCo, and exppow models are presented in Tabs. III, IV, and V,
respectively, and the light curves together with realizations of the posterior are shown in Figs. 3, 4, and 5. As an
example, we also show a corner plot of the nested MCMC sampling for the NiCo model and SN2017ein in Fig. 6.
In this plot, one notices an additional parameter, σ, which is an additional variance parameter. It is added to each
uncertainty of the measured magnitude so that the reduced χ2 approaches 1 [49], see also Eq. 1 in Ref. [54]. It can
thus be regarded as a quantification of the model uncertainty.10 The best-fit values for σ are also provided in Tabs. III,
IV, and V.
Inspecting the light curves it becomes clear that the overall time evolution of the SNe light curves is well captured in
most cases. However, the models often overshoot the measurements in the I band, which indicates that the absorption
of emission is not accurately modeled. As this happens predominantly at later times, the effect on the best-fit explosion
times should not be too strong. Furthermore, it becomes obvious that SN light curves with early detections are much
better suited to provide tight constraints on the explosion times.
1. Comparison to the literature
Here, we compare the fit parameters for time of explosion, texp, ejecta mass, Mej, and nickel mass MNi that we
obtain with MOSFiT with those found in the literature (see Tab. 1 of the main text for the relevant references).11
Currently, there are no publications where these details are examined for SN2009iz, SN2016bau, SN2016blz, and
SN2017fwm. For the other SNe, the explosion times obtained with MOSFiT are generally in agreement with those
from the literature, at least for one of the three chosen models. The largest discrepancies are found for two SNe,
SN2013ge and PTFdtg. For SN2013ge, the NiCo and SBO+NiCo models provide much earlier explosion times than
the exppow model or the literature value. The reason is that the first two models predict a gradual flux decline
towards earlier times that does not violate the upper limit. The exppow model, in the other hand, shows a very
steep rise and places the explosion between the first data point and the upper limit (as done in the literature). For
PTF15dtg, a clear bump is seen for the first data points, which is well modelled with the SBO component, but missed
by the NiCo and exppow models. This is also reflected in the lower best-fit value of the σ paramter, i.e., a lower
value of additional uncertainty is required in order for the fit to reach a good fit quality. The exppow and NiCo also
predict much earlier explosion times than the SBO+NiCo model, which agrees better with the literature estimate.
Futhermore, the lower σ value for the SBO+NiCo model is also observed for SN2010bh, where the light curve also
shows a characteristic bump feature.
10 See also https://mosfit.readthedocs.io/en/latest/error.
html for further details.
11 For SN2015ap, we use the results obtained in Ref. [44].
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Source name log Mej (M) log fNi κ (cm2 g−1) log κγ (cm2 g−1) log vej (km s−1) log Tmin (K) log σ texp (days) t0 (MJD)
SN2009bb 0.17+0.07−0.06 −0.87−0.15+0.12 0.19+0.01−0.01 −0.98−0.01+0.02 4.38+0.03−0.03 3.60+0.02−0.03 −0.71−0.02+0.02 −4.68−0.25+0.26 54914.00
SN2009iz 0.26+0.18−0.15 −1.19−0.18+0.14 0.12+0.05−0.04 1.34+1.64−1.44 3.94+0.04−0.05 3.74+0.01−0.01 −0.63−0.03+0.03 −8.26−1.14+0.79 55095.43
SN2009jf 0.39+0.19−0.12 −1.14−0.20+0.11 0.13+0.04−0.04 1.60+1.52−1.64 3.95+0.02−0.02 3.61+0.01−0.01 −0.77−0.03+0.04 −4.53−0.23+0.20 55103.67
SN2010bh −0.93−0.05+0.10 −0.13−0.11+0.07 0.06+0.02−0.01 1.57+1.37−0.31 4.97+0.02−0.05 3.74+0.03−0.03 −0.24−0.04+0.05 −0.45−0.01+0.02 55272.00
SN2010et −0.19−0.15+0.21 −1.34−0.19+0.15 0.12+0.05−0.05 1.54+1.62−1.60 3.89+0.02−0.02 3.51+0.01−0.01 −2.06−0.54+0.50 −8.17−0.51+0.54 55353.19
SN2011bm 0.67+0.18−0.15 −0.86−0.18+0.15 0.12+0.05−0.04 1.42+1.63−1.50 3.87+0.01−0.01 3.36+0.21−0.22 −0.91−0.03+0.03 −6.23−0.39+0.38 55646.03
SN2012P 0.21+0.18−0.14 −1.75−0.18+0.14 0.12+0.05−0.04 1.59+1.53−1.62 3.73+0.02−0.02 3.54+0.00−0.00 −0.87−0.03+0.04 −9.53−0.84+0.76 55939.48
SN2012ap 0.66+0.18−0.14 −1.43−0.18+0.13 0.13+0.04−0.04 1.79+1.42−1.67 4.33+0.03−0.03 3.54+0.01−0.01 −0.84−0.05+0.06 −7.08−0.86+0.76 55967.25
PTF12gzk 1.26+0.17−0.14 −1.38−0.16+0.13 0.12+0.04−0.04 1.23+1.53−1.26 4.98+0.02−0.03 3.54+0.01−0.01 −1.38−0.08+0.11 −0.66−0.02+0.02 56132.26
iPTF13bvn −0.04+0.21−0.12 −1.36−0.18+0.14 0.12+0.05−0.04 1.55+1.54−1.62 3.82+0.01−0.01 3.56+0.00−0.01 −0.66−0.02+0.02 −1.92−0.08+0.07 56459.24
SN2013ge 0.53+0.18−0.14 −1.49−0.18+0.14 0.12+0.05−0.04 1.53+1.59−1.59 3.91+0.02−0.02 3.54+0.01−0.01 −0.62−0.02+0.03 −11.36−0.30+0.52 56607.00
SN2014L 0.60+0.06−0.05 −1.18−0.06+0.04 0.17+0.02−0.03 −0.92−0.05+0.07 4.54+0.01−0.02 3.53+0.00−0.00 −0.81−0.03+0.03 −3.28−0.13+0.13 56684.72
SN2014ad 0.07+0.08−0.08 −0.81−0.08+0.07 0.17+0.02−0.03 −0.89−0.07+0.12 4.29+0.06−0.04 3.66+0.01−0.01 −0.55−0.03+0.04 −5.65−0.69+0.76 56729.91
SN2015ap 0.25+0.16−0.12 −0.24−0.22+0.15 0.10+0.05−0.03 1.73+1.48−1.58 4.45+0.03−0.03 3.41+0.24−0.25 −0.80−0.05+0.07 −3.64−0.40+0.29 57274.97
PTF15dtg 0.62+0.21−0.17 −0.92−0.20+0.15 0.12+0.05−0.04 1.43+1.63−1.54 3.73+0.04−0.04 3.44+0.26−0.26 −0.66−0.04+0.05 −10.82−1.56+1.12 57333.43
SN2016bau −0.51−0.18+0.23 −1.01−0.25+0.21 0.10+0.04−0.03 2.45−2.48−3.41 3.58+0.14−0.02 3.55+0.31−0.38 −1.72−0.18+0.23 −4.41−0.36+0.29 57463.61
SN2016blz 0.32+0.41−0.55 −0.65−0.44+0.43 0.12+0.04−0.04 1.29+1.65−1.50 4.19+0.40−0.26 3.87+0.18−0.14 −1.59−0.54+0.50 −7.41−1.40+1.18 57488.44
SN2016coi 0.28+0.15−0.30 −0.77−0.39+0.29 0.18+0.01−0.03 −0.96−0.02+0.10 4.06+0.04−0.03 3.69+0.07−0.05 −0.45−0.02+0.02 −5.01−0.77+0.90 57535.77
SN2017ein 0.12+0.18−0.15 −1.79−0.18+0.14 0.12+0.05−0.04 1.52+1.60−1.60 3.77+0.03−0.03 3.54+0.01−0.01 −0.55−0.03+0.03 −2.30−0.25+0.23 57898.77
SN2017fwm −0.84−0.10+0.15 −0.62−0.16+0.19 0.08+0.03−0.02 1.62+1.46−1.39 4.86+0.09−0.11 3.84+0.23−0.41 −0.71−0.07+0.11 −0.33−0.07+0.04 57965.56
TABLE III. Best-fit parameters and 68 % uncertainties for the NiCo model.
Regarding the other two explosion parameters, Mej and MNi, we find generally good agreement for all sources
when the uncertainties are taken into account, despite that the results from different authors depend on a range of
assumptions in the modeling approaches, so values from different studies cannot be easily compared directly.
Appendix C: γ-ray Results for individual SNe
In this section, we present result plots for all SNe in the sample. In Fig. 8, the γ-ray light curves of the first energy
bin of the analysis are shown together with the posterior distributions for the explosion and core-collapse time from
the MOSFiT NiCo model (green and red filled lines, respectively). No time bin in the light curves shows evidence
for a detection of an SN signal defined as TS > 9 in the first energy bin shown here. The plot further demonstrates
that the number of orbits in which the potential signal might have occurred decreases significantly depending on the
width of P (tcc).
In Fig. 9 we show the TS distributions for all SNe derived from our “Off” data, i.e., for orbits that fall outside the
99 % quantile of P (tCC). Therefore, these orbits should not contain a potential SN signal. Depending on the width of
P (tCC), the sample of “Off” observations contains several hundred orbits within the analyzed 60 day interval. Since
an SN source is modeled with one additional parameter, the normalization of the SN spectral template, we expect
this null distribution to follow a χ2/2 distribution with 1 degree of freedom. Generally, the TS distributions follow
the expected trend. For some SNe a tail towards higher TS values is observed (e.g., SN2010et) which could be due to
unaccounted sub-threshold point sources. Other cases show a stronger peak towards TS = 0 (e.g., SN2012ap) which
could be due to statistical fluctuations of the data.
We use the same “Off” orbits to derive the expected constraints on the photon-ALP coupling for each SN, shown
as a black dashed line for the median and green and yellow bands for the 68 % and 95 % confidence bands in Fig. 10.
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FIG. 3. Optical SN light curves with NiCo model realizations randomly drawn from the posterior. Data points shown in grey
are not included in the fit. The green shaded curve displays the marginalized posterior of the explosion time.
These can be compared to the individual observed upper limits from each SN, shown as red lines in Fig. 10. The
limits in general agree extremely well with the expectations. The only exception is SN2017fwm for some particular
ALP masses. However, also on this case, the TS values are still too low to claim any evidence for an ALP signal.
Appendix D: Coverage Test
We have tested our statistical procedure by means of a coverage test since the choice of selecting the GTI with
maximum TSij is not unique. We could have selected instead a GTI where P (tCC) is maximal or we might have chosen
to treat tj as an additional nuisance parameter. In the first case, however, we would disregard the uncertainty on the
core-collapse time and bias ourselves against a potential detection. The second case is also problematic since each GTI
is an independent experiment and by profiling over tj we would effectively use likelihood values from different GTIs
(and therefore different data) depending on the tested value of gaγ . From the definition of the Poisson likelihood it is
obvious that this would bias the unconditionally maximized likelihood lnLijk(gˆaγ) towards GTIs with a low number
16
FIG. 4. Same as Fig. 3 but for the SBO+NiCo model. The SBO component is clearly visible for SN2010bh, SN2011bm, and
PTF15dtg.
of counts and low values of gaγ .
For the coverage test, we extract likelihood profiles Lijk for each source i, GTI j, and energy bin k as outlined in the
main paper and use these profiles to compute the detection significance TS of a potential signal and the log-likelihood
ratio test λ in order to derive upper limits on the photon-ALP coupling. This procedure is closely related to what
has been done in previous searches with the Fermi -LAT for ALPs and dark matter in general [61, 63]. Using the
likelihood profiles instead of conducting a standard Fermi -LAT analysis using the official Fermi -LAT science tools
has the advantage that different ALP spectra can be tested easily; the likelihood of the model can simply be read of
the Lijk profiles for a given predicted flux in each energy bin. It has been shown that the results are insensitive to
the assumed spectrum with which the likelihood profiles are extracted in the first place [61]. For the standard science
tools, on the other hand, one would have to repeat the entire analysis, in particular the calculation of the light curve,
for each assumed model. In particular, this would mean that the light curves for ∼ 1000 GTIs for each SN would
have to be extracted for every considered model in our test of systematic uncertainties, described in the main part of
the paper and in the next section. For this reason, we opt to use the likelihood-profile instead.
The goal of the coverage test is to verify that the chosen threshold for λ provides the right level of confidence
17
FIG. 5. Same as Fig. 3 but for the exppow model.
for the upper limits. To this end, we select two SNe (SN2012ap and SN2017fwm) with broad and narrow posterior
P (tCC) and simulate observations with an injected γ-ray burst signal. The procedure is as follows: we draw random
times from P (tCC) and select those that fall within a GTI. We repeat this until we have of the order of 100 randomly
drawn GTIs. For each of these, we simulate the ROI, starting from the best-fit ROI model derived during the light
curve calculation of the real data. On top of all background sources, we inject a ALP-induced γ-ray burst with a flux
averaged over the GTI duration. The signal is injected for different values of gaγ = (0.1, 0.2, . . . , 1, 2)× 10−11 GeV−1
for ma = 0.1 neV, a 10M progenitor, and the JF12 Galactic mangetic field model. For each gaγ value, GTI, and SN
we repeat our analysis in the same way as with real data. We can now test whether our assumption is correct that
the log-likelihood ratio λ follows a χ2 distribution with 1 degree of freedom. We should recover our injected signal at
a fraction α inside a gaγ range defined by the ∆λ value corresponding to α. For example, a one-sided 95 % confidence
limit corresponds to ∆λ = 2.71.
We define coverage as α = Nin/Nsim, where Nin is the number of simulations where the injected signal is within the
derived confidence interval (or equivalently not ruled out by the derived upper limit) and Nsim is the total number of
simulations. The coverage is shown in Fig. 11 for both tested SNe. For our summed likelihood analysis that uses the
bin-by-bin likelihood curves Lijk, we find the correct coverage for low values of gaγ , where the signal is not significantly
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log fNi = 1.79+0.140.18
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FIG. 6. Corner plot for SN2017ein and the NiCo model. Except for the opacities κ and κγ , all model parameters are well
constrained in the MCMC method and the posterior distributions are well sampled.
detected. This is shown by the TS values computed from the likeihood profiles, which are plotted on the right y axis.
For couplings gaγ > 0.3 × 10−11 GeV−1, the signal is significantly detected, TS & 25, and the bin-by-bin analysis
results in under-coverage, i.e., the injected signal is included in the derived confidence interval at a fraction < 95 %
(corresponding to ∆λ = 2.71 for upper limits and ∆λ = 3.84 for a two-sided confidence interval). This becomes
more severe as the coupling is further increased. The reason is of computational nature: we use quadratic splines
to interpolate the lnLijk curves but for larger couplings, where the signal is significantly detected, the log-likelihood
curves are given by very narrow parabolas. Small mis-representations of the parabolas by the interpolated curves have
therefore a large effect on the derived confidence intervals. To further illustrate this, we compare the reconstructed
coupling values with the injected ones in Fig. 12. When assuming the same mass for the reconstruction as the one of
the injected signal, we observe that for high values of gaγ , the reconstructed values are lower than the injected ones
but still close in an absolute sense. We also observe the trend that for higher assumed masses in reconstruction the
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reconstructed coupling moves to higher values in order to compensate the lower photon-ALP oscillation probability.
Lastly, we perform a test of the standard Fermi -LAT science tools pipeline to reconstruct the signal. The coverage
properties of this analysis are also shown in the upper panels of Fig. 11, this time for a two-sided 68 % confidence
interval. As long as the signal is not significantly detected, we find again under-coverage and the injected signals are
not reconstructed reliably. However, as soon as the signal is strong enough, the science tools recover the injected
signal at the correct rate.
To summarize, our coverage confirms that the λ values follow a χ2 distribution with 1 degree of freedom. The
bin-by-bin likelihood analysis gives the correct coverage when no signal is significantly detected. For stronger signals,
the analysis is biased towards lower values of the coupling compared to the injected ones owing to the numerical
procedure chosen. However, the right coupling values are recovered in this case by the standard Fermi -LAT science
tools analysis software.
Appendix E: Model uncertainties
In this section, we provide further details on the systematic uncertainties related to model uncertainties. As
discussed in the main part of the paper, we identify the main unknowns in the analysis as 1) the progenitor mass for
simplicity chosen to be the same for all SNe, 2) the model of the Galactic magnetic field, and 3) the model of the
evolution of the optical emission of the SN after the explosion. To address these uncertainties, we vary our model
assumptions and repeat the analysis. The results are shown in Fig. 13 where we report the median limits of our
likelihood stacking procedure. In terms of the progenitor mass, detailed simulations for the SN explosion and the
ALP production rate have been carried out for progenitor masses of 10M and 18M in previous works [10, 11],
which are also used here. We have also added preliminary results for a 40M progenitor, derived for the first 13 s
after the core collapse [45], motivated by our choice of type Ib/c SNe which are thought to be triggered by massive
blue supergiants or Wolf-Rayet stars. In the simulations of these high-mass stars, the explosions are driven by first
order hadron-quark phase transition, which is however, highly speculative. Furthermore, the evolution of such stars in
particular in their final phases before the core collapse is also highly uncertain. The stars are likely to experience large
outbursts while entering the luminous blue variable phase which is very challenging to include self-consistently in the
simulations. Therefore, the results presented here should be regarded only as an indication how the ALP production
rate could change with higher progenitor mass and further details of the full calculation will be presented elsewhere.
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the explosion time extracted from the MOSFiT results, P (texp), is shown as a green filled line. Accounting for the delay
between core collapse and explosion time yields the convolved posterior P (tCC), shown in red. For the SN2010bh, SN2011b,
SN2013ge, and PFT15dtg we use literature values and assume a Gaussian distribution for the posterior of texp.
With these caveats in mind, the hotter and denser environment leads to an ALP production which is enhanced by
more than an order of magnitude, see the theoretical spectra in Fig. 14. The effect on the limits is shown by the solid
lines in Fig. 13. While the limits improve only mildly when increasing all progenitor masses from 10 to 18M, they
improve by more than a factor of 2 when progenitors with masses of 40M are considered. Changing the mass has
the strongest effect on our bounds.
Our constraints change to a lesser extend when a different model for the Galactic magnetic field or the the evolution
of the optical emission are assumed. Concerning the former, we have repeated the analysis with the model presented
in Ref. [19] (PTKN11) which in general predicts a lower conversion rate than the JF12 model due to the smaller
B-field strength in the halo component and the absence of the “X” B-field component. Comparing the results for
the two models (solid and dashed blue lines in Fig. 13) reveals, however, that the effect on the limits is limited and
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subdominant in comparison to the effect of the different progenitor masses and with respect to the spread in the limits
depending on which SN is included (see Fig. 2 in the main part of the paper).
Similarly, the change in the constraints is negligible when the exppow model is considered (dashed-dotted blue line
in Fig. 13) to model the optical SN emission instead of the NiCo model. The only difference between the NiCo and
the exppow model for the γ-ray part of the analysis is that different GTIs are selected for the analysis. However,
as already seen in Fig. 8, none of the GTIs shows evidence of a signal and hence the limits only change marginally.
The same is true when we use the literature values for all SNe where available (dotted blue line in Fig. 13). We also
report the values for pobs and the highest found TS values found under different model assumptions in Tab. VI. No
significant detection of a signal is found in any model assumed. The overall probability to observe at least one SN
is reported in the last row of Tab. VI. It is of the order of 90 % for all adopted models except when only literature
values are used. Since there are fewer SNe in this sample for which the explosion time is estimated, the probability
is decreased to 80 %.
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FIG. 10. Expected and observed 95 % confidence upper limits on the photon-ALP coupling as a function of the ALP mass. The
expected limits are derived from the “Off” orbits (see text). The median expected limit is shown as a black dashed line and
the 68 % and 95 % spread of the expectation as green and yellow shaded bands, respectively. The observed limits are shown
in red. The probability that the limits are valid, i.e., that the SN was in the field of view of the LAT at the time of the core
collapse, is given in each panel as the pobs value.
Appendix F: Sensitivity estimates for a growing SN sample
In this section, we provide further details on how we estimate the sensitivity improvement of LAT observations
with a growing sample of SNe.
We artificially enlarge our SN sample by bootstrapping, i.e., we randomly draw n SNe from our sample and add
them to it, where n = 1, . . . , 80. The results are shown in Fig. ??. The left panel shows how the median number of
SNe that are included in the stacking of the individual limits improves with growing sample size. Since the individual
SNe have a probability of ∼ 10 % that they were in the field of view of the LAT during the core collapse, roughly 10 %
of the total sample size are included in the limit stacking. Furthermore, the probability that at least one SN was in
the field of view (orange line and right axis in the right panel of Fig. ??) continuously improves and is above 99 % for
a sample size > 40.
With a growing sample size and in the absence of ALPs, the constraints on the photon-ALP coupling will also
improve. The level of improvement will depend on various factors such as the distance of the newly detected SNe and
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FIG. 11. Results of the coverage test for SN2012ap (left) and SN2017fwm (right). The fraction α with which the injected
signal is included in the 95 % confidence interval for the summed bin-by-bin likelihood analysis is shown with blue markers.
For the correct coverage, the points (within error bars) should fall on the dashed blue line, which marks a coverage of 95 %. As
discussed in the text, we find under-coverage (points fall below the dashed blue line) once the signal is significantly detected.
The coverage for a 68 % confidence interval for the standard Fermi-LAT science tools analysis is shown with orange markers.
The points fall on the dashed orange line at high coupling values, indicating correct coverage. The detection significance of the
injected signal is given by the TS values, calculated from the bin-by-bin likelihood curves, which are shown in green and on the
second y axis. The dashed green line represents the median of all pseudo experiments and the spread is the RMS.
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FIG. 12. Reconstructed coupling values for different assumed masses in the summed likelihood analysis for SN2012ap (top) and
SN2017fwm (bottom). For ma = 0.1 neV (at which the signal was injected) the analysis shows a bias towards lower couplings
due to the chosen interpolation scheme of the log-likelihood curves. As one increases the mass, the reconstructed couplings are
also higher to compensate for the reduced photon-ALP conversion in the Galactic magnetic field.
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FIG. 14. ALP production rate in a core collapse of stars with different progenitor masses at different times ∆t after the collapse.
the exposure of the LAT during the most likely time of the core collapse. The limit improvement is shown in the left
panel of Fig. ??. If we bootstrap from the entire sample the limits improve between 10 % and 20 % for a sample size of
50. On the other hand, if the newly detected SNe provide similar constraints to the ones obtained from iPTF13bvn,
which provides the strongest limits in our sample, the constraints improve up to a factor of 2 for a sample size of
60. This is the most optimistic estimate given the constraints of the currently included SNe since we simply added
multiple copies of iPTF13bvn observations to the sample instead of bootstrapping.
To estimate the expected number of SNe Ib/c for ZTF at z < 0.02, we use the software package simsurvey [73].12
This simulation tool takes into account the ZTF observing strategy, such as the cadence, filter choice, sky coverage
and depth coverage of observations. To simulate the SNe Ib/c light curve model parameters, e.g., peak magnitude,
light curve width, or host galaxy extinction for each SN, they are drawn from a distribution modeling the SN Ib/c
population. The SNe are distributed in redshift assuming a constant volumetric rate taken from the literature.
simsurvey also predicts the phase at which a simulated SN was detected, where the phase is defined as the time of
the second 5σ detection of the SN. This yields the results quoted in the main text of the paper.
12 https://simsurvey.readthedocs.io/
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FIG. 15. Estimates on sensitivity improvement with growing SN sample size. Left: The increasing median number of SNe
included in the stacking (blue bars, left axis) as well as the probability that at least one SN was in the field of view of the
LAT during the core collapse (orange line, right axis). Right: Anticipated fractional improvement of the constraints on ALPs
if additional SNe are added to the sample by bootstrapping the entire sample (blue line) or by only adding iPTF13bvn (orange
line) to the enlarged sample.
To estimate the number of SNe detected by the Rubin Observatory, we use the SN rate of Ref. [46], which predicts
a rate of ∼ 138 SNe Ib/c per year up to a redshift of 0.02 over the whole sky and ∼ 60 yr−1 within the 18,000
square degree covered by the Wide, Fast, Deep (WFD) survey of the observatory. Given the Observatory’s sensitivity,
such close-by explosions could be detected minutes to hours after the shock breakout. We further assume a Poisson
distribution of SN events that are randomly distributed in time. The time between revisits of observation fields
(cadence time) is still highly debated and here we set it to 3 days as proposed for the minion 1016 observation
strategy [47], assuming that each SN will be detected regardless of the optical filter. With these assumptions we find
that the Rubin Observatory, on average, should detect close-by SNe Ib/c 1.5 days after the explosion and ∼ 20 SNe
per year detected within 1 day after explosion.
We further note that core-collapse SNe detected in the field of view of the TESS satellite are of particular interest.
The satellite delivers light curves with a 30 minute cadence, which could therefore be used to determine the onset of
the optical emission with high accuracy. This has already been demonstrated for type Ia SNe [48].
