Introduction
We study in this work the long time existence of a family of complete non-compact strictly convex hypersurfaces Σ t embedded in R n`1 which evolve by the Q k -flow. Given a complete and convex hypersurface Σ 0 embedded in R n`1 , we assume that F 0 : M n Ñ R n`1 is an immersion with F 0 pM n q " Σ 0 . We say that the one-parameter family of immersions
is a solution of the Q k -flow p1 ď k ď nq, if FpM n , tq " Σ t are complete convex hypersurfaces for all t P r0, T q and Fp¨, tq satisfies where npp, tq is the unit normal vector pointing inside the convex hull of Σ t . The speed Q k pp, tq :" S k pp, tq S k´1 pp, tq is the quotient of the elementary successive polynomials of the principal curvatures tλ 1 pp, tq,¨¨¨, λ n pp, tqu of Σ t at Fpp, tq, given by S 0 pp, tq " 1, S k pp, tq " ÿ 1ďi 1 ă¨¨¨ăi k ďn λ i 1 pp, tq¨¨¨λ i k pp, tq for 1 ď k ď n.
In [1] , B. Andrews showed the existence of strictly convex closed solutions of a class of nonlinear flow which includes the Q k -flow. S. Diater extended the results to closed convex solutions with the positive S k´1 curvature in [7] . Moreover, Caputo, Daskalopoulos, and Sesum showed the existence of compact convex C 1,1 viscosity solutions with flat sides in [3] and in [4] . Closed non-convex solutions of the Q 2 -flow in R 3 , the Harmonic mean curvature flow, were considered by Daskalopoulos and Hamilton in [5] and by Daskalopoulos, Hamilton and Sesum in [6] .
The equation (˚n k ) is fully-nonlinear except from the case of k " 1 which is the flow by Mean curvature. The evolution of entire graphs by the Mean curvature flow was studied by Ecker and G. Huisken in [8, 9] . More recently, Sáez and Schnürer [10] showed the existence of complete solutions of the Mean curvature flow for an initial hypersurface which is a graph Σ 0 " tpx, u 0 pxqq : x P Ω 0 u over a bounded domain Ω 0 , and u 0 pxq Ñ`8 as x Ñ BΩ 0 .
The Ecker and Huisken result in [9] shows that in some sense the Mean curvature flow behaves better than the heat equation on R n , namely an entire graph solution exists for all time independently from the growth of the initial surface at infinity. The initial entire graph is assumed to be only locally Lipschitz. This result is based on a local gradient estimate which is then combined with the evolution of the norm of the second fundamental form |A| 2 to give a local bound on |A| 2 , which is independent from the behavior of the solution at spatial infinity. The latter is achieved by adopting the well known technique of Caffarelli, Nirenberg and Spruck in [2] in this geometric setting.
An open question between the experts in the field is whether the techniques of Ecker and Huisken in [8, 9] can be extended to the fully-nonlinear setting and in particular on complete convex graphs evolving by the Q k -flow . In this work we will show that this the case under the weak convexity assumption, as our main result stated next shows. (iv) Σ 0 has the positive Q k curvature at all px, u 0 pxqq P Σ 0 .
Then, given a smooth immersion F 0 of F 0 pM n q " Σ 0 , there is a complete convex solution Σ t of (˚n k ) for
Moreover, for each t P r0, T q, Σ t is a graph. In particular, if for all R ą 0 there exists a ball B R px R q Ă Ω 0 , then (˚n k ) has an all-time existing Σ t solution.
Examples of the initial hypersurface Σ 0 Remark 1.2 (General initial data). Given a complete and strictly convex hypersurface Σ n 0 embedded in R n`1 , there exist an orthogonal matrix A P Opn`1q, a vector Y 0 P R n`1 and a function u 0 : Ω Ñ R such that AΣ 0`Y0 tY 0`A X : X P Σ 0 u " tpx, u 0 pxqq : x P Ωu, and the conditions (i), (ii), (iii) above hold. Thus, Theorem 1.1 shows the existence of a complete convex solution Σ t of (˚n k ) for any complete smooth strictly convex hypersurface Σ 0 .
Discussion of the proof of Theorem 1.1: The proof of Theorem 1.1 mainly relies on three a'priori local estimates: the local gradient bound shown in Theorem 2.4, the local speed estimate given in Theorem 3.1 and a local bound from above on the second fundamental form |A| 2 given in Theorem 4.2. The gradient and the speed estimates use the well known technique by Caffarelli, Nirenberg and Spruck in [2] also used by Esker and Huisken in the context of the Mean curvature flow in [9] . Then, by using the concavity of the Q k pλq function, we derive a local bound on |A| 2 by modifying the elliptic estimate by W. Sheng, J. Urbas and X.-J. Wang in [11] to the parabolic setting. We also establish derivative curvature estimates of any order, by adopting the technique of Shi's local derivative estimate to the setting of concave fully nonlinear equations. The long time existence is shown by approximation with compact hypersurfaces and applying the local a priori estimates. Notation 1.3. We summarize the following notation, which will be frequently used in this paper.
(i) We recall the second fundamental form h i j -x∇ i ∇ j F, ny and the metric g i j -xF i , F j y, where
(ii) We denote byū : M n Ñ R the height functionūpp, tq -xFpp, tq, e n`1 y. Also, given a constant M P R, we define a cut-off function ψ by ψpp, tq -pM´ūpp, tqq`" maxpM´ū, 0q.
(iii) υ -x n, e n`1 y´1 denote the gradient function (as in [9] ). (iv) We denote by L the linearized operator,
tiable functions on M n , and }¨} L denotes the L-norm given by the inner product x , y L . (v) We recall the square sum of the principal curvatures |A| 2 " h i j h i j and the m-th order derivative of curvature
(vi) For the principal curvatures tλ 1 ,¨¨¨, λ n u, we denote by λ max the largest principal curvature λ max -maxtλ 1 ,¨¨¨, λ n u. Also, denote the following functions of the principal curvatures
Preliminaries
In this section, we will review some properties of the symmetric function Q k pλq of λ, and we will derive some basic evolution equations under the Q k -flow. We will also establish a local gradient estimate and a local lower bound on the speed, as straightforward consequence of the evolution equations. Proposition 2.1. Assume that Σ is a convex smooth hypersurface in R n`1 with the positive Q k curvature and F : M n Ñ R n`1 is a smooth immersion satisfying FpM n q " Σ. Let us choose an orthonormal frame at some point Fppq satisfying g i j ppq " δ i j , h i j ppq " δ i j λ i ppq. Then, the following holds at Fppq for each m P t1,¨¨¨, nu
Proof. We recall the following identity which holds on homogeneous of degree one functions of matrices, given in [1] (see also in [4] ):
By the concavity of Q k pλq we have
Proposition 2.2. If Q k pλ 1 ,¨¨¨, λ n q ą 0 and λ i ě 0 for all i P t1,¨¨¨, nu, then the following hold
Proof. The case k " 1 is obvious. We assume that k ě 2 and λ 1 " λ max . we begin my recalling the following from the proof of Lemma 3.6 in [7] (2.4) n kpn´k`1q
Hence, we have the right hand side inequality of (2.1). For the left hand side inequality, we observe that λ i ď λ 1 implies λ i S k´1;i ď λ 1 S k´1;1 . Therefore, we obtain
Also, S k´1;i ě S k´1;1 and combining the above yields
Next, to show (2.2), we employ (2.4) again to obtain
The left hand side of (2.3) is proven in Lemma 3.7 in [7] . The right hand side inequality readily follows
Assume Ω 0 and Σ 0 satisfy the assumptions in Theorem 1.1 . Let Σ t be a convex complete smooth graph solution of (˚n k ) with the positive Q k curvature. Then, the following hold
Proof. (2.6) -(2.10) are given in [1] (see also in [7] ). Equation (2.5) readily follows from the definition ψ -pM´ūq`, whereū -xF, e n`1 y and
Bh i j h i j n, e n`1 y " xQ k n, e n`1 y " xB t F, e n`1 y " B tū .
To show (2.11), we derive from υ -x n, e n`1 y´1 that ∇ i υ "´x∇ i n, e n`1 y υ 2 " xh i j F j , e n`1 y υ 2 . Hence,
On the other hand, (2.8) gives B t υ " xp∇ j Q k qF j , e n`1 y υ 2 . Therefore,
If ψ -pM´ūq`, for a given M ą 0, then we have the following two estimates.
Theorem 2.4 (Gradient estimate).
Assume Ω 0 and Σ 0 satisfy the assumptions in Theorem 1.1. Let Σ t be a convex complete smooth graph solution of (˚n k ) with the positive Q k curvature defined on M nˆr 0, T s, for some T ą 0. Then ψpp, tqυpp, tq ď sup pPM n ψpp, 0qυpp, 0q.
Proof. By combining (2.5) and (2.11), we have
Since the conditions (ii), (iii) in Theorem 1.1 mean that ψ is compactly supported, it follows by the maximum principle that sup pPM n υpp, tqψpp, tq ď sup pPM n υpp, 0qψpp, 0q, which yields the desired result.
Theorem 2.5 (Lower bound of speed).
Assume Ω 0 and Σ 0 satisfy the assumptions in Theorem 1.1. Let Σ t be a convex complete smooth graph solution of (˚n k ) with the positive Q k curvature defined on M nˆr 0, T s, for some T ą 0. Then,
Proof. From (2.5), (2.10), we derive
Thus, the maximum principle gives the desired result.
The following result will be used in the last section.
Corollary 2.6 (Lower bound of Q k under the Mean curvature flow).
Assume Ω 0 and Σ 0 satisfy the assumptions in Theorem 1.1. Let Σ t be a strictly convex complete smooth graph solution of the mean curvature flow (˚n 1 ) defined on M nˆr 0, T s for some T ą 0. Then,
Proof. Since Q k is a convex function and the mean curvature H -Q 1 is a linear function of λ, we have B t Q k ě ∆Q k under the MCF. Hence, the desired result follows in the same manner as Theorem 2.5.
Speed estimate
In this section we will obtain a local upper bound on the speed Q k . We will use the gradient function υ to localize our estimate in the spirit of the well known Caffarelli, Nirenberg, and Spruck estimate in [2] . A similar technique was used by Ecker and Huisken [9] in the context of the Mean curvature flow to obtain a local bound on |A| 2 . Our proof is similar to that in [9] .
Theorem 3.1 (Speed estimate).
Assume Ω 0 and Σ 0 satisfy the assumptions in Theorem 1.1. Let Σ t be a convex complete smooth graph solution of (˚n k ) with the positive Q k curvature defined on M nˆr 0, T q. Given a constant M, we have
* where Q M " tpp, sq P M nˆr 0, ts :ūpp, sq ď Mu.
Proof. Given a time T 0 P r0, T q, we define the set Q M " tpp, sq P M nˆr 0, T 0 s :ūpp, sq ď Mu and we will prove that
Let K -sup Q M υ 2 and define the function ϕ depending on υ 2 by
The evolution equation of υ 2 in (2.11) yields
which combined with (2.10) yields
Observe the followinǵ
Hence, the following inequality holds
On the other hand, a direct computation gives the following identities
Setting f -Q 2 k ϕpυ 2 q in (3.1) and applying the identities above and also
We will next consider the evolution of f ψ 2 for our given cut off function φ. We have seen in (2.5) that
L , on the support of ψ. Combining this with the evolution of f yields
We compute the followinǵ
In addition, we know´2
Therefore, by using the equations above, we can reduce the evolution equation of f ψ 2 to
Applying the inequality
Hence, by the definition of K and υ ě 1, we have
Combining the above inequalities we finally obtain
Since ψ is compactly supported by the conditions (ii), (iii) in Theorem 1.1, f ψ 2 attains its maximum M on M nˆr 0, T 0 s at some pp 0 , t 0 q. If t 0 ą 0, then at pp 0 , t 0 q, we obtain
Since f ψ 2 " ϕpυ 2 qQ 2 k ψ 2 ď pQ k ψq 2 , the following holds
* .
Curvature estimate
In this section we will derive a local upper bound on the largest principal curvature λ max of M t . We will employ a Pogorelov type computation with respect to h ii using a technique that was introduced by Sheng, Urbas, and Wang in [11] for the elliptic setting. The following known formula and will be used in the proof. Proposition 4.1. (The Euler's formula) Let Σ be a smooth hypersurface, and F : M n Ñ R n`1 be a smooth immersion with FpM n q " Σ. Then, for all p P M n and i P t1,¨¨¨, nu, the following holds h ii ppq g ii ppq ď λ max ppq.
Proof. Assume tE 1 ppq,¨¨¨, E n ppqu is an orthonormal basis of T Σ Fppq satisfying LpE j ppqq " λ j ppqE j ppq,
where L is the Weingarten map. Let
Theorem 4.2 (Curvature estimate).
Assume Ω 0 and Σ 0 satisfy the assumptions in Theorem 1.1. Let Σ t be a convex complete smooth graph solution of (˚n k ) with the positive Q k curvature defined on M nˆr 0, T q. Then, for any given a constant M, we have
Proof. Given T 0 P r0, T q, we define Q M " tpp, sq P M nˆr 0, T 0 s :ūpp, sq ď Mu and we will prove that
We set A " sup Q M Q 2 k . By the conditions (ii), (iii) in Theorem (˚n k ), expp´2ntAqψ 2 λ max attains its maximum in M nˆr 0, T 0 s at some point pp 0 , t 0 q. If t 0 " 0, we obtain the desired result. So, we may assume t 0 ą 0. First we choose a chart pU, ϕq with p 0 P ϕpUq Ă M n such that the covariant derivatives t∇ i Fpp 0 , t 0 q : i " 1,¨, nu form an orthonormal basis of pT Σ t 0 q satisfying
Then, h 11 pp 0 , t 0 q " λ max pp 0 , t 0 q, g 11 pp 0 , t 0 q " 1 hold. Next, we define the function w : Uˆr0, T 0 s Ñ R by
Notice that if t ‰ t 0 , the covariant derivatives t∇ i Fpp 0 , tqu i"1,¨¨¨,n may fail to form an orthonormal basis of pT Σq Fpp 0 ,tq . However, Proposition 4.1 applies for every chart and immersion. So, for all points pp, tq P ϕpUqˆr0, T 0 s, we have wpp, tq ď expp´2ntAqψ 2 λ max pp, tq ď expp´2nt 0 Aqψ 2 λ max pp 0 , t 0 q " wpp 0 , t 0 q implying that w attains its maximum at pp 0 , t 0 q. Since ∇g 11 " 0, the following holds on the support of ψ
Differentiating the equation above we obtain
Multipling by
On the other hand, on the support of ψ, the following holds
Recall that B t ψ " Lψ by , by (2.5), B t g 11 "´2Q k h 11 by (2.6), and also that
by in (2.9). Combining the equations above yields
Observe next that |A| 2 k ď nQ 2 k ď nA by (2.3). Also, at pp 0 , t 0 q,
holds at the point pp 0 , t 0 q. Furthermore, by the definition of the operator L, at the point pp 0 , t 0 q we have
We conclude from (4.2) that at the maximum point pp 0 , t 0 q of w, the following holds
Next, we define the following sets I " ti P p1,¨¨¨, nq :
Since w attains its maximum at pp 0 , t 0 q, ∇wpp 0 , t 0 q " 0 holds. Thus, by (4.1)
and by adding the two equations above we obtain
However, we know 1 R J and λ 1 ‰ λ j . Hence, for j P J, the definition of J leads to
On the other hand λ 1 pλ 1´λ j q ď pλ 1 q 2 holds. Hence, for j P J, we obtain
Thus, (4.3) can be reduced to
Applying |∇ i ψ| 2 " |xF i , e n`1 y| 2 ď |F i | 2 " g ii " 1 and the definition of I, we obtain
Using that D 1 λ ď Q 2 k λ´2 1 " Q 2 k λ´2 max by (2.2), ψ ď M, and Q 2 k ď A, in the inequality above yields
implying that ψ 2 λ max pp 0 , t 0 q ď 5M holds. In conclusion, wpp, tq ď wpp 0 , t 0 q -expp´2nt 0 Aqψ 2 λ max pp 0 , t 0 q ď ψ 2 λ max pp 0 , t 0 q ď 5M which finishes the proof of our estimate.
Curvature derivative estimates
In this section, we will derive local curvature derivative estimates of any order, by adopting Shi's local derivative estimates in the fully-nonlinear setting.
Proposition 5.1. Let Σ t be a convex smooth solution of (˚n k ) defined for t P r0, T q with the positive Q k curvature. Given a set Q Ă R n`1ˆr 0, T q and for each order m ě 0, there exist positive constants γ m -γ m pk, m, n, inf
|A|
2 q and C m C m pk, m, n, inf
holds on Q.
Proof. Since the derivatives of Q k pλq are controlled by |A| 2 and pS k´1 q´1 ě Cpn, kqpQ k q´p k´1q , the estimate pB t´L q|A| 2 ď´2γ 0 |∇A| 2`C 0 readily follows by (2.9). Let us ow show the estimate for m " 1. For convenience, we define a i j pAq, b i j pA, ∇Aq, and c i j pAq by
Commutating derivatives yields |∇ k ∇ p ∇ q h i j´∇p ∇ q ∇ k h i j | ď C|∇A|, which leads to
Thus, |∇A| 4`| ∇A| 2 ď C`|∇A| 4`1˘i mplies the desired result. Let us consider the other cases m ě 2. For an index set α pα 1 ,¨¨¨, α m q of degree m and a tensor T , we denote by ∇ α T and ∇ α T the m-th order derivatives ∇ α 1¨¨¨∇ α m T and ∇ α 1¨¨¨∇ α m T , respectively. Then,
By using |α| " m, on an orthonormal frame, we can observe the followinǧˇ∇
In addition, since ∇ α b i j pA, ∇Aq includes pm`2q derivatives, we havěˇ∇
Notice that |∇ 2 A| can be |∇ m A| in the case m " 2. Thus,ˇ∇
Moreover, ∇ α pa pq ∇ p ∇ q h i j q´a pq ∇ α ∇ p ∇ q h i j can be estimated asˇˇ∇ α b i j pA, ∇Aqˇˇ. Thus,
By commutating derivatives, we have
Therefore,
Theorem 5.2 (Curvature derivative estimates). Assume that Ω 0 and Σ 0 satisfy the assumptions in Theorem 1.1 and let Σ t be a complete convex smooth graph solution of (˚n k ) with the positive Q k curvature defined on M nˆr 0, T q. Given a constant M ą 0 and an order m P N, the following holds
here Q M tpp, sq P M nˆr 0, ts :ūpp, sq ď Mu.
Proof. Given a time T 0 P r0, T q, we will show that
olds on Q M tpp, sq P M nˆr 0, T 0 s :ūpp, sq ď Mu.
To this end, we define the functions ϕ and f by
where θ m is a positive constant to be determined. Our estimate will follow by considering the evolution of the function ϕ f . In the usual setting of Shi's derivative estimates one considers the evolution of the function f ϕ (c.f. in [8, 9] for the result in the case of the Mean curvature flow). If the set tϕ ě 1u -tpp, tq P M nˆr 0, T 0 s : ϕpp, tq ě 1u is empty, then ψ 2 |∇ m A| 2 pp, T 0 q ď 1 and the desired estimate follows. So, we may assume that tϕ ě 1u is non-empty and we will next consider the evolution equation of the function ϕ f on tϕ ě 1u. We have,
and also
Combining the inequalities above yields
Recall next that our cut off function ψ satisfies B t ψ 2 ď L ψ 2 by (2.5) and combine it with (5.1) to show that ϕ -ψ 2 |∇ m A| 2 satisfies
Using that ϕ ě 1, ψ ď M, and |∇ψ| 2 ď n we obtain
for some constant C m,1 . In addition, ∇ϕ " |∇ m A| 2 ∇ψ 2`ψ2 ∇|∇ m A| 2 gives
for some constant C m,2 . We set
On the other hand, (5.1) leads to
Thus, on tϕ ě 1u, combining (5.5), (5.6), and (5.7) yields
By using ϕ´1 log ϕ ď 1, we can reduce the inequality above to
where C m,6 pC m,1 C m,3`2 C m,2`Cm,4`Cm,5 q{γ m´1 .
We are now ready to finish our argument. Since ψ is compactly supported, ϕ f attains its maximum at some point pp 0 , t 0 q P M nˆr 0, T 0 s. Assume t 0 P p0, T 0 s and ϕ f pp 0 , t 0 q ě 1. Then, ϕpp 0 , t 0 q ě 1. Thus, at pp 0 , t 0 q, the inequality (5.8) holds. Hence, 0 ď C m,6´l og ϕpp 0 , t 0 q.
Since f ě 1, if ϕpp, tq ě 1 then ϕ f pp, tq ě ϕpp, tq. Thus,
which completes our proof.
Long time existence
In this final section, we will establish the long time existence of the Q k -flow (˚n k ), as stated in our main Theorem 1.1. Our proof will be based on the a'priori estimates in sections 2-5. Before we present the proof of Theorem 1.1, we will introduce some extra notation and preliminary results. Notation 6.1. We have:
(i) Given a set A P R n`1 , we denote by ConvpVq its convex hull ttx`p1´tqy : x, y P A, t P r0, 1su.
(ii) Let Σ be a convex complete (or closed) hypersurface. If a set V is a subset of ConvpΣq, we say V is enclosed by Σ and use the notation
R pYq tX P R n`1 : |X´Y| ă Ru denotes the pn`1q-ball of radius R centered at Y P R n`1 .
(iv) For a convex hypsersurface Σ and η ą 0, we denote by Σ η the η-envelope of Σ. (vi) For a convex C 2 hypersurface Σ and a point X P Σ, we denote by λ min pΣqpXq the smallest principal curvature. Also, for any convex hypersurface Σ and a point X P Σ, we define λ min pΣqpXq " sup λ min pΦqpXq : Φ complete (or closed) C 2 hypersurface, Σ ĺ Φ, X P Φ ( and also
Since we will approximate the initial hypersurface Σ 0 by its envelopes pΣ 0 q η , which are of class C 1,1 , in order to regularized them, we introduce the convolution on the sphere. Proposition 6.2 (Convolution on S n ). For P p0, 1q, let ϕ : S nˆS n Ñ R be a smooth function satisfying (i) ϕ pv, wq " η pxv, wyq for a non-negative function η : r´1, 1s Ñ r0,`8q, (ii) η prq " 0 for all r P r´1, 1´ s (iii) ş S n ϕ pvqds " 1, where ds denotes the surface measure on S n and define the convolution f˚ϕ with a function f : S n Ñ R by f˚ϕ pvq " ż S n f pwqϕ pv, wqds w .
Assume that f is of class C m pUq on an open subset U Ă S n , then f˚ϕ uniformly converge to f in C m pKq on any compact subset K of U.
Proof. The proof is standard but we include it here for completeness. Since P p0, 1q, for each v P S n , the support of ϕ pv,¨q is compactly embedded in the hemisphere centered at v. We choose a rotation matrix Q P Opnq satisfying Qp´ e n`1 q " v. We define a chart ξ : R n Ñ S n and a differential operator
where h P C 1 pR n q. Then, by direct computation, we have
which gives the desired result.
Let ϕ be as in Proposition 6.2 and let Σ be a strictly convex closed hypersurface. We will next show how to regularize Σ by convolving the support function of its η-envelope Σ η (which is a C 1,1 hypersurface) with the function ϕ . This is a standard argument which we include here for the reader's convenience. Proposition 6.3. Let Σ η denote the η-envelope of a convex closed hypersurface Σ with a uniform lower bound for λ min pΣqpXq. and let S denote the support function of Σ η . Assume Σ encloses the origin. Then, there is a small constant αpη, Σq ą 0 such that for each P p0, αq, S˚ϕ is the support function of a strictly convex smooth closed hypersurface Σ η . In addition, S˚ϕ Ñ S , as Ñ 0, uniformly on C 1 pS n q, and the following holds
where tX u is a set of points X P Σ η converging to X P Σ η as Ñ 0.
Proof. Letḡ i j denote the standard metric on S n and let∇ be the connection on S n defined byḡ i j . Notice that for a function f : S n Ñ R`, if∇ i∇ j f`fḡ i j is a positive definite matrix with respect to the metric g i j , then f is the support function of a strictly convex hypersurface, and the eigenvalues of∇ i∇ j f`fḡ i j are the principal radii of curvature of the hypersurface (c.f. [12] ). Since Σ η is a uniformly convex hypersurface of class C 1,1 , its support function S is of class C 1,1 pS n q, namely∇∇ exists almost everywhere. In addition, since the principal radii of curvature of the η-envelope are bounded from below by η, we have
at points where∇∇S exists.
Recall the chart ξ and the differential operator r ∇ in Proposition 6.2. Then, direct computations yield
Since p∇ i∇ j f q˝ξ " B i B j p f˝ξq´Γ k i j B k p f˝ξq holds for f C 2 pS n q, we have a linear map L x satisfying p∇ i∇ j f q˝ξpxq`ḡ i j f˝ξpxq " L x p r ∇ r ∇p f˝ξqpxq, r ∇p f˝ξqpxq, f˝ξpxqq.
For convenience, we denote f˝ξ and L x p r ∇ r ∇ f, r ∇ f, f q by f and L x p f q, respectively. Then, since S is a.e. second order differentiable, (6.1) gives
ě ηḡ i j´| L x pS pyqq´L y pS pyqq|ḡ i j .
Notice that S˚ϕ Ñ S uniformly on C 1 pS n q by Proposition 6.2, and |B 2 S | is bounded by (6.2) and (6.3). Also, we have L x Ñ L y as x Ñ y by (6.3). Hence, |L x pS pyqq´L y pS pyqq| converges to zero. Hence, lim inf
Ñ0
p∇ i∇ j S˚ϕ `ḡ i j S˚ϕ qpxq ě ηḡ i j .
So, there exist some α such that for each P p0, αq, there is a strictly convex hypersurface Σ whose the support function is S˚ϕ . Similarly, we can derive from (6.4) that lim sup Ñ0 p∇ i∇ j S˚ϕ `ḡ i j S˚ϕ qpx q ď`λ loc min pΣ η qpXq˘´1ḡ i j where x converge to a point x such that ξpxq is the outer normal vector of Σ η at X.
We will now give the proof of our long time existence result, Theorem 1.1.
Proof of Theorem 1.1. Let u 0 , Σ 0 and Ω 0 be as in the statement of the theorem and assume without loss of generality that inf Ω u 0 " 0. We will obtain a solution Σ t tpx, up¨, tqq : x P Ω t Ă R n u as a limit
where Γ j t is a strictly convex closed hypersurface which is symmetric with respect to the hyperplane x n`1 " j and also evolves by the Q k -flow (˚n k ). Then, the symmetry guarantees that the lower half of Γ j t is a graph. Thus, by applying the local a'priori estimates shown in sections 2-5 on compact subsets of R n`1 , we have the uniform C 8 bounds on the lower half of Γ j t necessary to pass to the limit. Now, given the initial data u 0 , Σ 0 , and Ω 0 , we define Γ j t and Σ t as follows.
Step 1 : The construction of the approximating sequence Γ j t . Let u 0 , Σ 0 and Ω 0 be as in Theorem 1.1 and assume that inf Ω u 0 " u 0 p0q " 0. Since Σ 0 is not necessarily strictly convex we consider the strictly convex rotationally symmetric non-negative entire function ϕpxq " R n Ñ R0 of class C 8 pR n q defined by ϕpxq " ż |x| 0 arctan r dr and for each j P N, we define the approximate strictly convex smooth function u j : Ω 0 Ñ R with the corresponding graph r Σ j 0 bỹ u j pxq " u 0 pxq`ϕpxq{ j , r Σ j 0 " tpx,ũ j pxqq : x P Ω 0 u.
Then, we reflect r Σ j 0 Ş`R nˆr 0, js˘over the j-level hyperplane R nˆt ju tpx, jq : x P R n u to obtain a strictly convex closed hypersurface r Γ j 0 defined by r Γ j 0 " px, hq P R n`1 : x P Ω 0 ,ũ j pxq ď j, h P tũ j pxq, 2 j´ũ j pxqu ( .
Since r Γ j 0 fails to be smooth at its intersection with the hyperplane R nˆt ju, we again approximateΓ In the next step, we will show (P 1 )Γ j t is symmetric with respect to the j-level hyperplane R nˆt ju. (P 2 )Γ j t is a strictly convex smooth closed solution for t P p0,T j q. (P 3 )Γ j t is a smooth graph solution on R nˆr´1 , j´1{ js for t P r0,T j q. Observe that by choosing j " 1 (depending on Σ 0 and Ω 0 ) we may assume that the maximal existing timē T j satisfiesT j ą 1{ j so that we have a strictly convex smooth closed hypersurface Γ j 0 Γ j 1{ j . We denote by Γ j t the unique strictly convex smooth closed solution of (˚n k ) defined for t P r0, T j q, where T j is its maximal existing time (c.f. in [1] ). Finally, we set
Step 2 : Proof of the properties (P 1 ) -(P 3 ). By the well-known local regularity result in [?], there is a smooth solutionΓ j t of the MCF defined for t P p0,T j q satisfying lim t also have the uniform bound. Thus, the limitΓ j t is a strictly convex hypersurface, which implies (P 2 ). Observe that (P 1 ) and (P 2 ) prove thatΓ j, t is a graph in R nˆr´1 , jq. Thus, we can apply the a'priori estimates in previous sections forΓ j, t with any cut-off function ψ -pM´ūpp, tqq`of M ă j. Since
