[1] A novel method is presented to estimate exfiltration from sewer systems using artificial tracers. The method relies upon use of an upstream indicator signal and a downstream reference signal to eliminate the dependence of exfiltration estimates on the accuracy of discharge measurement. An experimental design, a data analysis procedure, and an uncertainty assessment process are described and illustrated by a case study. In a 2-km reach of unknown condition, exfiltration was estimated at 9.9 ± 2.7%. Uncertainty in this estimate was primarily due to the use of sodium chloride (NaCl) as the tracer substance. NaCl is measured using conductivity, which is present at nonnegligible levels in wastewater, thus confounding accurate identification of tracer peaks. As estimates of exfiltration should have as low a measurement error as possible, future development of the method will concentrate on improved experimental design and tracer selection. Although the method is not intended to replace traditional CCTV inspections, it can provide additional information to urban water managers for rational rehabilitation planning.
Introduction
[2] Because of advanced age, inadequate maintenance, or poor construction, most sewer systems are not completely watertight. The potential for groundwater infiltration is a widely recognized problem [Weiss et al., 2002; White et al., 1997; Abdel-Latif and El-Hosseiny, 1995] , but exfiltration of wastewater can pose a greater risk to human health and the environment [Eiswirth and Hötzl, 1997; Bishop et al., 1998; Reynolds and Barrett, 2003] . Various methods for quantification of exfiltration have been developed, including indirect methods such as groundwater monitoring [Deutsch, 1963; Kreitler et al., 1978] and contaminant transport modeling, [Härig, 1991] and direct methods such as pressure testing [Decker, 1998 ], georadar inspection [Fritzsche, 1994] , and water balance accounting [Härig, 1991; Trauth et al., 1995] .
[3] Unfortunately, the indirect methods are generally too involved for widespread application by urban water managers, and results may not be sufficiently reliable for practical use. On the other hand, direct methods can yield relatively accurate estimations for single leaks, but extrapolation to larger sections of the sewer network is questionable due to the nonuniformity of defects. As a result, hardly any urban water managers can provide estimates of exfiltration in their systems for use in rehabilitation planning.
[4] In hydrological research, the interactions of streams with subsurface waters are often characterized by tracer studies [Harvey et al., 1996; Fernald et al., 2001; Wörman et al., 2002; Zaramella et al., 2003] . However, in sewers, tracer tests are hardly ever performed. In this paper, we introduce a novel method for the quantification of exfiltration from sewers using artificial tracers (QUEST method). The objectives underlying the development of this method were as follows: (1) to propose a conceptual framework for accurate estimation of exfiltration based on measurements of an introduced tracer, (2) to design and test a field experiment implementing the proposed concept with a tracer that is convenient to use and environmentally safe, (3) to investigate, and develop as necessary, statistical techniques for analyzing the resulting data, and (4) to rigorously assess the accuracy of the method using reliable methods of uncertainty analysis.
[5] The detailed analysis of uncertainty was a particularly important objective of our study. While current methods for exfiltration measurement are known to be unreliable, quantitative estimates of uncertainty have not been made. Uncertainty estimation is not simply a scientific exercise in describing how well we know a particular quantity, but rather is the first step toward reaching a rational decision about the need for sewer rehabilitation. Informally, uncertainty estimates allow one to assess the potential for undesirable outcomes, such as health hazards or environmental harm, and adopt a decision strategy that depends on the magnitude of this potential [Reckhow, 1994] . More formally, uncertainty expressed in the form of a probability distribution about an outcome can be used to determine the ''expected cost'' for decision options (e.g., sewer restoration), calculated through integration of cost functions over the probability distribution [Pratt et al., 1964] . While the process for reaching a decision is the responsibility of elected officials, urban water managers, and other stake-holders, it is the responsibility of scientists and engineers to provide the quantitative information upon which the decision is based.
Methods

Conceptual Overview
[6] If an artificial tracer is completely mixed into sewage and exfiltration occurs downstream, then it can be expected that the tracer will be lost at the same rate as the wastewater. Therefore, if the amount of tracer remaining at the end of an investigated reach can be determined, it can be compared with the amount introduced to estimate exfiltration over the reach as,
where E = exfiltration, expressed as a proportion of wastewater discharge, and mass in and mass out = upstream and downstream mass of tracer, respectively.
[7] Determination of the downstream tracer mass requires integration of the product of instantaneous tracer concentration and wastewater discharge. However, discharge measurement in sewers may not be very accurate, especially if portable flowmeters are used [Bertrand-Krajewski et al., 2000] . For this reason, we propose using one or more downstream reference inputs in addition to the upstream indicator input (Figure 1 ) to eliminate the need for accurate discharge measurement. This occurs because only the mass of the indicator tracer is lost over the investigation reach, and the reference input is unaffected. Therefore changes in the relative mass of tracer between the points of introduction and the point of measurement can be used to estimate exfiltration over the investigation reach according to, [9] Thus, when the masses of introduced tracer are known and constant discharge during the experiment is assumed, only downstream concentration measurements are required, not discharge. If additional information on the discharge should be available, then the reference tracer can be used to correct for systematic errors in the discharge measurements. The QUEST method recommends pulse injections for indicator and reference tracers, which makes it possible to use a single tracer substance. This has the major advantage of only requiring measurement of one state variable, instead of two. This substantially decreases measurement uncertainty because the calculation of exfiltration is made robust against systematic proportional errors that apply equally to both signals, such as those due to variation in the wastewater composition, the sensors, or the measuring chain [Bertrand-Krajewski et al., 2003] . In a typical experimental setup, reference and indicator concentration peaks can be easily distinguished at the sampling cross section because the indicator pulse is much more dispersed due to its greater travel distance (Figure 2 ). However, depending on the tracer substance used, the natural back- 
RIECKERMANN ET AL.: ESTIMATION OF SEWER LEAKAGE WITH TRACERS W05013
ground concentration in the wastewater might confound the correct identification of the downstream tracer signals.
Experimental Design 2.2.1. Tracer Selection
[10] An ideal tracer for implementing the QUEST method would be one that is readily available, conservative in wastewater, easy to measure, easily mixed, and environmentally safe. While no single tracer is ideal, we found that NaCl more closely meets our criteria than other tracers such as fluorescent dyes, specific ions, and radioactive substances.
[11] First, NaCl is inexpensive and readily available in the form of road salt. This makes it possible for urban water managers to conduct repeated experiments on a limited budget. Second, NaCl behaves conservatively in wastewater and is not pH sensitive. Adsorption to organic matter or biofilm has not been reported in the literature and is considered unlikely due to the natural background of Na + in sewage, which suggests that available adsorption sites are already occupied. Unfortunately, this advantage is also the biggest disadvantage because the natural background concentration is nonnegligible and can be dynamic, thus disturbing measurement of introduced tracer. However, an appropriate experimental design can minimize this effect, as discussed below.
[12] Third, convenient techniques for measuring NaCl are available for sewer applications. The dynamic nature of tracer signals requires in-line measurement technology with a frequency of at least one per second. Grab sampling (with a maximum frequency in the order of one per ten seconds) is seldom acceptable due to the risk of truncating tracer peaks. NaCl concentrations can be continuously monitored by modern conductivity sensors, which show a linear calibration against NaCl concentration (in the range 0.3 mS cm À1 to 10 mS cm À1 ), are automatically temperature corrected, can be adapted for sewer applications, and exhibit a response time of less than one second. Unfortunately, conductivity sensors are not specific to NaCl, but will respond to other ions in the wastewater as well. This is handled by dosing a sufficient mass of NaCl to make the contribution of other solutes minimal. Uncertainty caused by background variation in conductivity, whether due to NaCl or other ions, will be discussed below.
[13] Fluorescent dyes, which can also be measured in-line by filter-fluorometers, may present an interesting alternative to NaCl. However, in preliminary trials we found that the optical measurement technique employed was sensitive to sewerage properties such as grease, particulates, and turbidity. Other ions which could be measured by ion-specific detection, such as Li + and Br À , were also considered, but were found to be inferior to NaCl because of dissatisfactory sensor properties such as slow measurement response times, sensitivity to temperature, fouling of the ion-selective membranes, and considerable cross sensitivity to other ions.
[14] Unfortunately, a second disadvantage of using NaCl as a tracer is the considerable density difference between NaCl solution and fresh water. Especially in sewers with low slopes and low velocities this may require the use of additional measures to guarantee mixing (e.g., sewerage pumps). However, mixing can be verified during the experiment by the installation of multiple probes in the cross section. The extent to which the interpretation of measurement results will be complicated by imperfect mixing in the investigation reach will be discussed below.
[15] Finally, NaCl is an environmentally safe tracer and will not contaminate the surrounding soil or groundwater in case of exfiltration. Also, there is not a risk of disturbing groundwater tracing experiments that may be occurring, as may be the case with fluorescent dyes.
Dosing Technique
[16] As mentioned above, NaCl and other detectable ions are naturally present in wastewater at nonnegligible concentrations. Therefore, to minimize variation in the background conductivity, experiments employing NaCl as the tracer should be conducted during the period of least human activity, usually in the middle of the night. A sufficient mass of NaCl should be added to result in downstream conductivity values that are substantially higher than the fluctuations in natural background conductivity. Also, care should be taken to assure that a precise mass of tracer is added, through careful mixing of NaCl solution and complete addition. Finally, accurate integration of the indicator and reference peaks requires careful quantification of the baseline signal. We found that by partially overlapping the indicator and reference pulses, maximum information on the baseline could be obtained for a fixed measurement time. Furthermore, the replication of pulses will improve the accuracy of exfiltration estimation and we recommend dosing a series of reference pulses per indicator pulse during an experimental campaign. Details on optimal experimental design are described by J. Rieckermann et al. (Using decision analysis to determine optimal experimental design for monitoring sewer exfiltration with tracers, paper to be presented at 10th International Conference on Urban Drainage, 2005, hereinafter referred to as Rieckermann et al., paper to be presented, 2005).
Site Suitability
[17] The QUEST method is conceptually applicable to any section of the sewer system where exfiltration estimates are desired. However, the interpretation of estimated tracer mass loss as ''loss of a proportion of discharge'' is considerably more difficult in a reach where discharge is nonuniform due to inflows or extensive infiltration/exfiltration. Therefore we can expect that the most reliable estimates of exfiltration will occur where the assumptions inherent in the method are most closely satisfied. For example, reaches in which the tracer and wastewater are well mixed will provide more accurate estimates. With hydrodynamic simulation studies, we found that the interpretation of measurement results will not be trivial as they are often site-specific and sensitive to the location of leaks relative to inflows.
Data Analysis
[18] The goal of analysis of tracer data from a QUEST experiment is the accurate deconvolution of the concentration time series into the baseline, the reference signals, and the indicator signal. This is necessary for the correct determination of each tracer mass. We identified the three signals by statistically fitting two forms of parameterized peak functions (one form for the indicator peak and one for the reference peaks) simultaneously with a baseline function. A variety of peak functions are available for this purpose, including analytical solutions of the advectiondispersion equations, statistical distribution functions, analytical functions used in chromatography and powder diffraction analysis, or combinations of these [Di Marco and Bombi, 2001] . While analytical solutions of advectiondispersion equations would allow for a physical interpretation of model parameters, such an interpretation is not necessary for our purposes. The primary criterion for selection of a peak function is a close fit to the data, as measured by the standard deviation of model residuals. Options for fitting the baseline might include all types of globally parameterized functions (e.g., linear, exponential, logarithmic, polynomial).
[19] Commercially available software packages are available for fitting peak functions to data (e.g., PeakFit, SPSS). However, we found that more general functions were required than those provided with these packages, particularly locally parameterized spline functions. Therefore we performed data analysis using the statistical programming language R [R Development Core Team, 2003] . A nonlinear least squares algorithm included with R was used for parameter estimation.
[20] Problems may arise from the frequentist approach to parameter estimation, in which overparameterized models can lead to singular covariance matrices that do not allow for parameter estimation. This is mostly due to low sensitivity of the model results to problematic parameters or collinearity in the parameter space. To diagnose such critical situations, sensitivity measures and collinearity indices were used [Brun et al., 2001] .
[21] During the development of the method, we found that identifiability problems with the reference peak model could be partly solved by dosing a series of reference pulses in one experiment. As all peaks of this class undergo the same transport process to the measuring point, the measured signals have similar shapes. This enables us to substantially reduce the number of peak model parameters by jointly fitting common shape parameters for all peaks of the series, instead of individually estimating the shape parameters for each peak. Also, this allowed for the fitting of flexible functions such as locally parameterized splines which would not be possible otherwise. When a combination of two or more peak functions was used to describe a signal, it 
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proved useful to fix identical parameters (e.g., amplitude or location parameters) at reasonable values to better constrain the parameter fit.
[22] Once appropriate peak functions are identified and fitted, the integrals needed for equation (2) can easily be calculated for each peak by numerical integration [Piessens et al., 1983] .
Uncertainty Analysis
[23] Even after careful selection and fitting of peak functions, uncertainty remains in the final estimation of exfiltration. We identified the following possible sources of uncertainty ( Figure 3 ): (1) inaccuracy in the dosing of tracer mass, (2) incomplete mixing of tracer over the sewer crosssection, (3) tracer measurement error, (4) error in peak model parameters, (5) error in model structure and baseline representation, and (6) error in simultaneous discharge measurements, when available. In contrast to this, transmission errors in the measurement chain and numerical computation errors are considered negligible.
[24] The uncertainty introduced by the former sources should be minimized whenever possible through careful experimental technique. However, when uncertainty cannot be eliminated the effect on final results should be carefully estimated. Guidance for how to consider each of the above uncertainty sources will be presented first. This is followed by a description of methods for propagating uncertainty to final results.
Inaccuracy in the Dosing of Tracer Mass
[25] Tracers were added to the sewer using a dosing tube and funnel to avoid gross errors caused by splashes of tracer on the sewer wall. However, dosing errors may occur due to spillage or adherence to the tube or funnel. As the practical dosing procedure is site specific, it has to be evaluated for each experimental campaign.
Incomplete Mixing of Tracer Over the Sewer Cross Section
[26] Mixing in the sewer can be achieved by locating the tracer dosing points upstream of large drops in the sewer or by creating additional turbulence by external means (e.g., sewerage pumps). Furthermore, mixing can be verified by using multiple measurement probes located around the sewer cross section. Generally, mixing can be considered complete when the coefficient of variation of concentration in the cross-section is less than 2% [Rutherford, 1994] . Finally, a smooth appearance in the tracer curves generally suggests adequate mixing. We expect that these checks will make errors caused by incomplete mixing negligible.
Tracer Measurement Error
[27] Measurements of conductivity are reported to be accurate to 0.5% after lab verification of accurate temperature correction [Niesel, 2003] . To convert measured conductivity to NaCl concentration, calibration curves must be developed for each sensor. Errors in the calibration curve can be estimated using the outputs of linear regression analysis, including the resulting distribution of residuals and parameter standard errors. Errors caused by the presence of other ions are considered together with the baseline representation, as described below.
Error in Peak Model Parameters
[28] The nonlinear least squares regression algorithm employed for fitting the peaks provides estimates of residual and parameter error. These can easily be used to assess the error in the model parameters. However, unless the assumptions of regression are strictly met, these estimates may be unreliable [Bates and Watts, 1988] . Depending on the sensor quality (signal-to-noise ratio of the conductivity electrodes), the assumption that is most likely to be problematic for the QUEST method using NaCl as a tracer is that of independently, identically distributed residuals. We have found that even after careful peak fitting, some time structure in the residuals remains.
[29] Residual structure is problematic with regard to the estimated standard errors of peak parameters, which are likely to be underestimated. This is because systematic patterns in the residuals imply that the information content of the data is overestimated by the regression algorithm. In some peak fitting applications [Berar and Lelann, 1991; Altomare et al., 1995] , this situation has been handled by manipulating the data (e.g., lumping data points together or leaving out some data points). However, we believe that the correct way to deal with models that are too simple to fit the data is not to manipulate the data but rather to look for a more appropriate (i.e., more highly parameterized) model [Bates and Watts, 1988] . Unfortunately, this may increase problems with parameter identifiability.
[30] This appears to be a general dilemma in environmental modeling and uncertainty analysis. The more accurate and frequent measurements become, the more often frequentist statistical inference fails. Simple models show systematic errors, while complex models have too many parameters to be identifiable. In our case, we chose a spline approach to implement a highly flexible locally parameterized model which results in a residual pattern with a minimally systematic structure. However, as one has to carefully select and tune the initial values of the model parameters, this task relies heavily on identifiability analysis to overcome convergence problems [Brun et al., 2001] .
[31] For the reasons described above, in addition to nonnormality of model residuals, the uncertainty of model parameters was estimated using a bootstrap approach [Efron and Tibshirani, 1993] rather than a local curvature method. In the bootstrap procedure, a virtual data set is created by first fitting the model to the data and drawing a random sample from the obtained residuals which is then added to the best fitting model function. Refitting the model on the virtual data set yields a new set of model parameters, and an estimate of the uncertainty of the model parameters is obtained by repeating this process a large number of times.
Error in Model Structure and Baseline Representation
[32] The nature of the tracer baseline is an important factor in the analysis as it influences the accuracy of peak parameter estimates and can lead to model structural errors. This is because a small peak in the background concentration (or, in this case, background conductivity) that occurs simultaneously with the passage of a tracer peak can be mistaken as part of the dosed tracer mass. Experimental design (such as nighttime dosing) can minimize such effects, but they can never be completely eliminated.
[33] As it is impossible to know the true shape of the baseline during passage of tracer, we also used a bootstrap resampling method to estimate the possible range of effects of the baseline on peak shape estimation. This was done by recording background conductivity alone for a length of time at least as long as the duration of the actual experiment (alternatively, segments of baseline occurring between measured peaks could be spliced together). Synthetic baselines of length equal to the experiment are then created by subsampling from the measured baseline, maintaining the time order of measurements but randomly determining the starting point (continuous looping can be used as necessary). This synthetic baseline is then added to the fitted peak functions, and the peak and baseline models are refitted. This is done repeatedly, computing the resulting exfiltration for each iteration. The result is a distribution of exfiltration estimates that reflects only the uncertainty due to baseline variation in the investigation reach, regardless of other sources of uncertainty. The procedure is valid so long as it can be assumed that the background patterns during the actual experiment are sufficiently similar to those used to generate the synthetic data sets.
Error in Simultaneous Discharge Measurement
[34] If the assumption on steady discharge does not hold, or passing times of the reference pulses are large, it is advisable to obtain a simultaneous discharge measurement with a high time resolution. In our framework, we consider area-velocity measurements based on the Doppler principle because they are standard in most engineering applications. Systematic and random errors are then considered for the sewer diameter, velocity, and water level.
Full Error Propagation
[35] The uncertainties described above can be propagated to final estimates of exfiltration using Monte Carlo simulation. Values of the peak and baseline parameters are drawn from the set resulting from the bootstrap fitting process described above, values of tracer loss are drawn from a specified distribution of dosing losses, and calibration curve parameters are drawn from a multivariate normal distribution with means and covariance determined by a regression fit to calibration data. Also, values for the total baseline error are drawn from the distribution which was separately determined by the baseline bootstrap resampling. For each parameter set, equation (2) is first solved for exfiltration, from which the baseline error is then subtracted (Figure 3 ). This process is repeated a large number of times to yield a distribution of exfiltration estimates.
Case Study
Site Description
[36] To demonstrate the feasibility of QUEST, we applied the method to a section of sewer in Rümlang, Switzerland. Rümlang is a community of 5600 people with a sewer system that dates back to the 1950s and that was subsequently extended and renovated. We chose an investigation reach of 2130 m that included sewers of different diameters (0.3 -0.9 m), slopes (23 -0.9%), and shapes, as well as retention tanks and a combined sewer overflow structure. The measurement point was located 100m downstream of the investigation reach, after a drop in the sewer line that ensured complete cross-sectional mixing. This was tested in a preliminary experiment in which conductivity was measured with six probes equally distributed around the entire cross section, yielding a coefficient of variation less than 2%. The mean dry weather flow at the measuring point is 25 L s À1 with an average depth of 0.12 m, and the average baseline conductivity of the wastewater is 0.8 mS cm
À1
. At the dosing point of the indicator tracer, located in an upstream branch of the sewer system, discharge was estimated at 2 L s À1 with a depth of 0.05 m. No information was available on the structural condition of the investigated sewer reach or on the groundwater level.
Experimental Design
[37] Tracer addition consisted of three indicator pulses (each 5481 g NaCl, added over 30 -40 seconds) that were dosed together with twelve reference pulses (either 942 or 754g NaCl). We used a tracer solution with a concentration of 200 g NaCl L
À1
, prepared using common road salt and tap water. To minimize baseline effects, the tracer study was carried out from 0:00 to 4:00 at night. Additionally, background conductivity alone was measured for two subsequent days.
[38] Electrical conductivity was recorded downstream with a time resolution of one second, which allowed for a smooth monitoring of the tracer pulses. Conductivity was measured with two spade-shaped probes (TetraCon 325S, WTW) installed on a model boat. Preliminary testing showed that mounting the probes on this type of streamlined floating device or on metal rings avoids clogging, even in heavily particle-laden wastewater. A series of ten standard additions was used for calibration, yielding a linear relationship between conductivity and tracer concentration (slope = 0.54 gL À1 /(mS cm À1 ) for each sensor). As the assumption of steady discharge did not always hold at our measuring site, a simultaneous flow measurement based on the Doppler ultrasonic area-velocity principle (SIGMA 950, American Sigma) was made.
Data Analysis
[39] The mean travel time of the indicator signal between the dosing and measurement points was 78 minutes, and the time of passage at the measurement point was approximately 20 minutes (Figure 4) . Because of the greater influence of longitudinal dispersion, the indicator pulses are much broader than the reference pulses and the skewness indicates the presence of dead zones in the flow where tracer was delayed. The nonequidistant intervals of the reference peaks reflect practical difficulties in achieving regularly spaced dosing but do not affect the results of analysis.
[40] The third indicator signal can be seen to have perturbations in the tail which most probably originate from variations in the background conductivity (visible between 3:15 and 3:40 as a much more slowly declining tail than for the other two indicator signals). We decided to eliminate this indicator peak and its adjoining reference peaks from further analysis, as it is quite probable that a linear baseline model is not adequate in this situation. One could try to use the information on the shape of the first two peaks to develop a more flexible baseline model. However, for reasons of simplicity, we limit our data analysis here to the first two peaks.
[41] A variety of peak functions was fitted to the tracer data. A combination of a Pearson IV (PIV) distribution function and a spline was found to provide the best fit to the reference peaks, and a combination of Gaussian and Pearson IV distribution functions was found to provide the best fit to the indicator peak ( Figure 5, left) . These peak functions led to the smallest residuals with the weakest time structure. To ensure parameter identifiability, we chose to fix the height of one distribution function at approximately half the total peak height and only fit the value of the other. This means that the two functions contribute approximately equally to the overall shape of the peak model. A locally linear baseline model was found to be most appropriate.
Uncertainty Analysis 3.4.1. Inaccuracies in Dosing of Tracer Mass
[42] We assessed these errors in laboratory tests for the equipment used in our experiments and found that they were well represented by an exponential distribution with a mean loss of 2.2 g.
Incomplete Mixing of Tracer Over the Sewer Cross Section
[43] As mentioned above, in a previous experiment at the same location, incomplete mixing was evaluated as not being a problem. During the experiment, the two sensors showed a very good agreement, with an average coefficient of variation of 1.7%. Therefore errors caused by incomplete mixing were considered negligible.
Tracer Measurement Error
[44] The standard error of the calibration constants of the two sensors were estimated as 0.002 and 0.004 gL À1 / (mS cm À1 ), respectively.
Error in Peak Model Parameters
[45] It was observed that the model fits the data very well and that the magnitude of the residuals is in the order of a few percent of the measured data. Consequently, the bootstrap method for estimation of uncertainty in the model parameters yielded narrow distributions (not shown) with a mean coefficient of variation of 0.033 (expressed as the ratio of the standard deviation to the mean).
Error in Model Structure and Baseline Representation
[46] The error caused by variation in the baseline was assessed using a set of 1000 bootstrapped background segments. However, as the computational demand for fitting a locally parameterized spline is very high, it was computationally prohibitive to use the best fit model when performing the bootstrap. Instead, we used a simpler surrogate model with a linear baseline, a Pearson IV distribution for the reference peaks and a combination of Pearson IV and Gaussian distributions for the indicator peak. This model fit the data nearly equally well, but did not meet the assumption of independent, identically distributed residuals ( Figure 5, right) . While this may affect estimates of parameter standard errors, it should not affect the estimated parameter values themselves. To demonstrate that using a simpler model to assess baseline error provides reasonable estimates, we compared the bootstrap results for the best fitting model with the surrogate model for the first peak and found a discrepancy of only 1.48% for the baseline error which was considered to be insignificant.
[47] Experimental data sets that have clearly recognizable problems in the background pattern would normally be removed from further analysis (e.g., the third indicator peak in our study). However, a typical bootstrap procedure would include synthetic data sets that have such problems. Therefore, to achieve more representative error estimates, we decided to apply a ''filter'' to these data sets that approximates the manual filtering that normally occurs. We found the standard deviation of model residuals to be a suitable statistic for filtering. On the basis of a visual inspection, we chose to exclude synthetic data sets which led to residuals with a standard deviation greater than or equal to 0.012 mS cm À1 . This procedure eliminated the most extreme errors and led to a distribution of the baseline error with a mean of À3.7% and a standard deviation of 5.9%, values which we believe to be representative uncertainty estimates.
Error in Simultaneous Discharge Measurement
[48] The Doppler ultrasonic area-velocity principle computes the discharge from information on the wetted crosssectional area and the mean flow velocity. Therefore we considered uncertainty in these two components. From field experience it was assumed that the diameter of the sewer has a systematic (i.e., applying equally to all measurements) normally distributed measurement error with a mean of zero and a standard deviation of 0.015 m. It was estimated in laboratory tests that the water level measurement has a random (i.e., different for each measurement) normally distributed error with zero mean and standard deviation of 0 . 0 0 3 m .F u r t h e r m o r e ,w ea s s u m e dar a n d o mn o r m a l l y distributed measurement error for velocity with a standard deviation of 5% of the measured value.
Full Error Propagation
[49] To conduct the full error propagation, 2000 filtered bootstrap and Monte Carlo samples were used. Distributions of exfiltration were first determined for each indicator peak separately by combining the results of the two measurement probes used for each peak (Figure 6 ). Assuming that the errors in the two sets of additions are mostly independent, a single joint distribution of exfiltration was achieved by multiplying the probability densities given by the two curves at corresponding values and renormalizing the resulting distribution.
[50] To determine the relative importance of the various sources of uncertainty, five error propagations were performed, each of which excluded the error from one source. This procedure results in narrow distributions when the most important error sources are excluded and has the advantage that the effect of correlation in the other sources is taken into account.
Results
[51] The best fit peaks, baseline, and resulting integration led to point estimates of exfiltration for the two indicator peaks of 12.5 and 8.2%. Propagation of all sources of uncertainty for each indicator peak resulted in slightly skewed probability distributions with standard deviations of 5.9 and 3.1% respectively (Figure 6 ).
[52] Multiplying the two distributions gives a single distribution for exfiltration with a mean of 9.9 and a standard deviation of 2.7% (Figure 7 ). Other appropriate summaries of this distribution might include the median (10.0) or mode (10.2), together with a credible interval (e.g., 90%: [5.4, 14.0] ). We can conclude from these results that exfiltration is significantly greater than zero, yet is most probably less than 15%.
[53] Uncertainty analysis indicates that the overwhelming source of uncertainty is variation in the baseline pattern (Figure 8 ), despite the fact that the study was performed at night to minimize this effect. Interestingly, we observed a slight bias in exfiltration when the baseline error was not Figure 6 . Individual probability density functions for exfiltration estimates for each indicator peak (aggregated results for two conductivity sensors per peak). considered. This is a site-specific effect that results from the temporal pattern of the natural background conductivity at the Rümlang sewer, which was used to estimate the baseline error component. In our case, we found that the baseline naturally contains more ''peak'' patterns than valleys, which leads more often to an overestimation of the indicator signal. Consequently, exfiltration is underestimated. Another slight bias is caused by the dosing error due to incomplete addition of tracer. However it is of minor magnitude and, like all other sources, practically negligible in this situation.
Discussion
[54] Our case study suggests that the QUEST method is a convenient way of estimating exfiltration without requiring accurate discharge measurements. However, the results of the analysis must be interpreted with care. First, it must be kept in mind that exfiltration losses are expressed as a proportion of the labeled flow, which can be difficult to interpret when there are substantial inflows downstream of the tracer addition. At our study site for example, discharge increased from approximately 2 to 20 L s À1 between the points of dosing and measurement, and the losses are expressed for the entire reach. This implies that the exact location and magnitude of specific leaks can only be detected with subsequent studies conducted in smaller sub-reaches.
[55] With regard to absolute exfiltration rates, which might be most valuable for urban water managers, one has to be careful with the interpretation of the results if the flow conditions in a reach are not uniform. At the current state of development, we can only state with certainty that over the whole 2 km reach a minimum of approximately 10% of the labeled flow (here: 0.2 L À1 s) was lost, which is also only valid for the time of the experimental campaign. As sewer exfiltration could be a dynamic process, depending heavily on hydrostatic pressure and the presence of sewer sediments, any extrapolation of the result must be handled with great care. From this, we conclude that the method should preferably be performed in short reaches without much inflow, where the interpretation of the measurement results is straightforward. This may be the case for some sections of large main sewers, where [Karpf and Krebs, 2004] have suggested that the most significant leaks are located due to the relatively high pressure heads.
[56] For sewer rehabilitation planning, more detailed analysis using CCTV will be necessary in any case, because decision makers have to consider structural failure above the water level that cannot be detected by our method. Nevertheless, we demonstrated that the method is appropriate for the quick screening of large reaches and catchments. Even in cases where the interpretability might be difficult or exfiltration estimates are regarded as too uncertain, the method can be used to comparatively assess similar reaches with regard to a rehabilitation priority ranking.
[57] There is no single criterion for determining whether the QUEST method is sufficiently accurate for practical use. In fact, representation of the results as a full probability distribution gives a full picture of the relative likelihood of different values for exfiltration, as measured by the method. Decision makers can then use this information to decide whether sewer rehabilitation is necessary. This decision should depend not only on the magnitude of exfiltration, but also on the potential for leaks to cause undesirable outcomes such as disease or environmental damage. This will be a function of factors such as the quality of the wastewater, the depth of groundwater, and the proximity to surface waters. Clearly, exfiltration estimation is just one component of the integrated assessment that is required for urban water management decisions.
[58] Monte Carlo simulation is a convenient method of uncertainty analysis because uncertainty from different sources can be easily integrated in one procedure. Additionally, individual contributions to error can be easily assessed. In our study, variation in the background conductivity was the most important source of error, and we expect this to generally be the case when using NaCl as a tracer. NaCl and other ions are present at nonnegligible concentrations in wastewater, and variations can confound identi- Figure 8 . Uncertainty analysis of a QUEST experiment. Boxes represent the median and interquartile range of estimated values. The whiskers extend to the most extreme data point, which is no more than 1.5 times the interquartile range. Each box plot was produced by excluding one source of uncertainty, as indicated by the horizontal axis label.
fication of tracer peaks. Tracers that are not naturally present in wastewater may be preferable if they meet the other criteria of the QUEST method.
[59] In many engineering applications, it is not possible to meet all assumptions employed in regression analysis. For example, systematic patterns in model residuals will be present in most cases. Even more flexible models might avoid this problem, but we expect that practical identifiability will become a problem as the number of model parameters increases. As described above, the use of a bootstrap approach to estimating parameter uncertainty would be an improvement over regression-based estimates. However, such a procedure requires a model that is sufficiently simple to be fitted to the data in a time that allows for thousands of such fits to be performed. In any case, it seems that the computed exfiltration is relatively insensitive to parameter uncertainty of the magnitude found in our study. This is because of the good representation of the data by the model and a low random noise component in the measurements.
[60] Estimates of the magnitude of uncertainty caused by baseline variation are conditional on the choice of threshold used in the data filtering process of the bootstrap procedure. We chose a threshold that seemed to reasonably approximate the visual inspection process we employed. However, this threshold may depend on the quality of the data and the experience of the analyst. A more or less stringent threshold will directly influence estimates of uncertainty.
[61] The potential for improving the QUEST method through modification of experimental design is currently being investigated (Rieckermann et al., paper to be presented, 2005). Opportunities exist to optimize the number of tracer pulses and the temporal dosing strategy of the indicator and reference pulses. Other possibilities, which are focused on the application of more specific tracers, are also being tested. For tracers that do not permit inline measurement, continuous dosing strategies and the simultaneous use of two different substances may be an option (J. Rieckermann et al., Using tracer experiments to estimate water losses from open channels, submitted to Environmental Science and Technology, 2005) . However, at this stage of development, further experience has to be gained from applications to other systems under a variety of conditions.
Conclusions
[62] Our goal was to develop an exfiltration estimation method that is convenient and accurate enough to be applied in engineering practice. It seems that the QUEST method can meet this goal when implemented using NaCl as a tracer. The use of both an indicator and reference pulse of tracer eliminates the need for discharge measurement when discharge is constant, thereby removing a potentially important source of uncertainty. NaCl is a conservative, easily measured, and environmentally safe tracer. However, it is measured as conductivity, which is naturally present at nonnegligible levels in wastewater, leading to potential errors in tracer signal detection, the major remaining source of uncertainty in the method. In a case study that was conducted over a 2-km-long reach of unknown condition, this error was estimated at ±2.7% exfiltration. Future development should concentrate on the development of detailed guidelines for an optimal experimental design to further reduce this uncertainty and indicate possible limitations.
