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Liburu honen helburua da, errealitate ekonomikoari buruzko informazio estatistikoa interpre-
tatzea. Erabiliko den oinarrizko erreminta eredu ekonometrikoa izango da, ekonomiaren eskema 
teorikoak eta datuen analisirako teknika estatistikoak bat egiten baititu. Gainera, zenbait ariketa 
eta praktika burutzeko, Gretl doako softwarea erabiliko da.
1.2. Ekonometriaren definizioak
Idazlan edota liburuetan, ekonometriaren definizio asko topa daitezke, baina guztiek kon-
tzeptu edota ideia orokor berberak dituzte amankomunean: Teoria Ekonomikoa, Estatistika, Mate-
matika, aldagai ekonomikoak, erlazioa kuantifikatzea, etab.
— Ekonomia eta metria hitzetatik dator, eta teknika matematiko eta estatistikoak aplikatzen 
dituen Zientzia Ekonomikoaren atal bat da, ereduen bitartez, Teoria Ekonomikoak baiezta-
tzeko eta arazo ekonomikoak konpontzeko xedea duena (Espainiako Errege Akademia).
— Ekonometria ez da estatistika ekonomikoa. Ez da Teoria Ekonomiko Orokorra deritzo-
narekin identifikatzen, nahiz eta azken teoria horren zati handienak ikuspegi kuantitatibo 
nabaria izan. Gainera, ez da soilik matematikaren aplikazioa ekonomian. Esperientziaren 
arabera, hiru ikuspuntu horiek —Estatistika, Teoria Ekonomikoa eta Matematika— beha-
rrezko baldintzak dira gaur egungo bizitza ekonomikoko erlazio kuantitatiboak ulertzeko, 
baina ez dira nahikoak. Hiru ikuspuntuen baterakuntza da boteretsua, eta baterakuntza hori 
da ekonometria. (Frisch (1933)1).
— Gaur egungo fenomeno ekonomikoen analisi kuantitatiboa da, teoria eta behaketen gara-
penean oinarritzen da, eta inferentziako metodoekin erlazionatzen da (Samuelson, P.A., 
k oppmans, T.C. eta Stone, J. (1954)2).
1 Frisch, R. (1933). Econometrica, 1. lib., 1. zb.. The Econometric Society.
2 Samuelson, P.A., koppmans, T.C. eta Stone, J. (1954). Report of the evaluative committee for Econometrics. Econo-
metrica 22.
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— Ekonometria da, erlazio ekonomikoak neurtzeko metodo estatistikoak erabiltzen dituen 
arte eta zientzia (Chow (1983)3).
— Ekonometria da, datu ekonomikoetan metodo estatistikoak aplikatzea (Maddala (1985)4).
— Ekonometriak aldagai ekonomiko baten ezaugarriak edo propietateak analizatzeko lagun-
garriak diren egiturak ikertzen ditu, beste aldagai ekonomiko batzuk kausa bezala erabiliz 
(Novales, (1993)5).
— Ekonometria da, aldagai ekonomikoen arteko erlazioak neurtu eta kuantifikatzeko esta-
tistika erabiltzen duen ekonomiaren adar bat. Ekonomiaren teoria, matematika, estatistika 
eta konputu-metodoak erabiltzen dituen diziplina anizkoitzeko materia da (Ramanathan 
(2002)6).
1.3. Ekonometriaren erabileraren adibideak
Ikerketa ekonometriko baten helburua da, fenomeno ekonomikoak hobeto ulertzea, aldagai 
ekonomikoen arteko erlazioak aztertzea, eta, ondorioz, aldagai horien etorkizuna aurresatea. Oina-
rrizko erreminta, noski, eredu ekonometrikoa da, aldagai ekonomikoen arteko erlazioak ulertzeko 
lagungarria baita; baina, ezinbestekoak izango dira Teoria Ekonomikoa, Estatistika eta Matema-
tika ere. Gainera, gaur egun, datu-baseak eskuragarri daude, eta, bestalde, ordenagailu eta soft-
ware berriekin, ikerketak egitea errazagoa bihurtu da.
Honako hauek dira ekonometriaren erabilgarritasunaren zenbait adibide:
— Gas Natural Fenosa enpresako zuzendariak gasaren eskaeran zein faktorek eragiten duten 
ikertzen du.
— Edozein saltokik bere salmentetan eta mozkinetan publizitate-maila desberdinek duten era-
gina kuantifikatzen du, edota publizitate mota desberdinen eragina salmentetan.
— Gobernuak diru- eta fiskal-politikek langabezian, inflazioan, esportazio eta inportazioan, 
interes tipoan, eta abarretan duten eragina aztertzen du.
— Enpresa bateko sindikatuek, langileen soldatetan sexuarekiko diskriminaziorik dagoen ala 
ez aztertzen dute.
— Etxebizitza baten salerosketaren kasuan, etxe-merkatuaren egoera nolakoa den interesa-
tzen da, eta baita etxebizitzaren prezioan eragiten duten faktoreak ere.
— Herri bateko udalari populazioaren garapena aurreikustea interesatzen zaio, gizarte-zerbi-
tzuen beharra eta ondorioztatzen den finantzaketa planifikatzeko.
— Pertsona batek mailegu bat kontratatu nahi badu, komeni zaio interes-tipoen garapena zein 
den jakitea.
— Disko-etxe bati komeni zaio oraindik merkatura atera ez den disko baten salmenten zenba-
tespen bat egitea.
— Bideko segurtasun-neurrien eraginkortasuna jakiteko (segurtasun-gerrikoa jantzi beharra, 
adibidez), trafiko-istripuetako hilkortasun-tasa murrizten duen ala ez aztertzen da.
— Seguru-etxe batek bezeroei eskaini behar dien seguru desberdinen azterketa egiten du, pre-
zioan eragiten duten baldintzak garbi izanik.
3 Chow, G.C. (1983). Econometrics. Ed. McGraw-Hill. New York.
4 Maddala, G. (1985). Econometría. Ed. Mc.Graw-Hill. Mexiko.
5 Novales, A. (1993). Econometría. Ed. Mc. Graw-Hill. Mexiko.
6 Ramanathan, R. (2002). introductory Econometrics with Applications. Harcourt College Publishers, 5. argit.
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— Familia batek bere seme-alabak ikastetxe publiko edo pribatu batera eramateko, faktoreak 
aztertzen ditu: matrikula, errenta, seme-alaba kopurua, etab.
— Herrialde-hauteskundeen eta Europako hauteskundeen emaitzetan diferentziarik dagoen 
aztertzen da.
— kantari baten kontzertu bat antolatzeko eta irabaziak izateko, kantaldi horretan eragingo 
duten faktoreak aztertzen dira: kantariaren soldata, sarrera-txartelen prezioa, eguraldia, 
bestelako ekitaldiak, etab.
Adibidea:
Demagun enpresa bateko langileen soldata aztertu nahi dela, eta honako aldagai hauen infor-
mazioa bildu dela7:
— SOLDATAi: langilearen hileroko soldata eurotan.
— HEZi: langilearen hezkuntza-urteak.
— ANTZi: langilearen antzinatasuna enpresan (urteak).
— ADINAi: langilearen adina urtetan.
— GENEROA. Bi kategoria dituenez (gizona eta emakumea), bi fikzio-aldagai definitu 
dira. Alde batetik, GIZi = 1, i langilea gizona bada eta 0 bestelako kasuan, eta, bestetik, 
EMAki = 1, i langilea emakumea bada eta 0 bestelako kasuan.
— LANPOSTUA. Enpresa honetan, hiru lanpostu desberdin daudela suposatuz (bulegoa 
edo ofizina, mantenu-lanak eta lantegia), bakoitzari dagokion fikzio-aldagaia definitu 
da. Horrela, OFIZINAi = 1, i langileak bulegoan lan egiten badu eta 0 bestelako kasue-
tan; MANTi = 1, i langileak mantenu-lanak egiten baditu eta 0 bestelako kasuetan; eta 
LANTi = 1, i langileak lantegi edo tailerrean lan egiten badu eta 0 bestelako kasuetan.
Aldagai horien datuak honako taula honetan ageri dira (lehen 5 langileenak), eta jarraian da-
goen grafikoan langile bakoitzaren soldata marraztu da, langilearen antzinatasunaren funtzioan. 
Informazio hori kontuan izanik, edozein langileren ezaugarriak jakin daitezke. Adibidez, hiruga-
rren langilearen hileroko soldata 1.715 euro da, 6 urteko hezkuntza du, 4 urte daramatza enpresan, 
45 urte ditu, gizona da, arraza zurikoa, eta mantenu-lana du.
Soldata Hezkuntza-urteak Antzinatasuna Adina Generoa Lan mota
1 1.345 6  2 38 Emak Bulegoa
2 2.435 4 18 52 Gizon Lantegia
3 1.715 6  4 45 Gizon Mantenu
4 1.461 6  4 58 Gizon Bulegoa
5 1.639 9  3 30 Gizon Lantegia
7 Ramanathan data 7-2.gdt datu-fitxategitik modaltua.
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Datuen adierazpen grafikoan oinarrituz, garbi ikusten da soldataren eta antzinatasunaren ar-
teko erlazioa zuzena dela; hau da, antzinatasuna handitzen den heinean, soldata ere handitu egiten 
da. Bi aldagai horien arteko erlazio hori eredu baliagarri batean gauza daiteke, eredu ekonometriko 
batean hain zuzen ere, eta, teknika ekonometrikoekin, antzinatasunak soldatan duen eragina neur 
daiteke. Baita gainontzeko aldagairena ere, eta, horrela, langilearen soldatan zein aldagaik eragi-
ten duten froga daiteke, erlazio horiek kuantifikatuz eta balioetsiz. Bestalde, grafiko honetan datuen 
sakabanatzea ez dela konstantea esan daiteke; hau da, antzinatasun gutxiko langileen soldatak oso 
antzekoak dira, baina antzinatasun handikoenak ez. Hori, ekonometrian, heterozedastizitate bezala 
ezagutzen da, eta kontuan hartu beharrekoa izango da aldagaien arteko erlazioa. Aurrerago azter-
tuko da arazo hori nola ekidin, eta baita irakasgaia garatzen den heinean sortuko direnak ere.
1.4. Eredu ekonometrikoa
Ikerketa ekonometriko batek, honako etapa hauek ditu:
— problemaren zehaztapena. Aztertu nahi diren aldagaiak garbi izan behar dira, eta beren ar-
teko erlazioari buruzko jakintza izan behar da, ikerketaren amaieran emaitzak balioetsi ahal 
izateko. Horretarako, ekonomiaren teoria lagungarri izaten da, batez ere arazoa fokuratzeko. 
Hortaz, lehen pausoa hasierako teoria edo eredu ekonomikoa planteatzea da (Y = f(X)).
— ikerketarako beharrezkoak diren datuen bilketa. Azken finean, ikerketaren emaitza guz-
tiak bildutako datuen kalitatearen araberakoak dira. Hala ere, analisirako aipagarriak di-
ren datuak lortzea ez da beti erraza izaten, eta, noski, arazoak sor daitezke: datu bat falta, 
aldagai baten definizio-aldaketa, datu nahikorik ez izatea, edota aldagai baten informa-
ziorik ez izatea.
— Ereduaren zehaztapena eta zenbatespena. Teorian eta lehen etapan planteatutako galderen 
loturatik, eredu ekonometriko bat zehaztatu behar da. Eredu ekonomikotik ekonometrikora 
pasatzeko, funtzio sortzailearen, f(.), forma matematikoa zehaztatu behar da; hau da, alda-




 Hurrengo pausoa eredu ekonometrikoko parametro ezezagunak zenbatestea da. Ereduko 
elementu guztien hipotesiak kontuan hartuz, ereduko parametroen zenbatesle desberdi-
nak proposatzen dira, eta, bildutako datuak erabiliz, parametro horien balioespenak lortzen 
dira, hau da, aldagaien arteko erlazioa kuantifikatzen da. Aipatu bezala, balioespen-me-
todo asko daude. Bata edo beste hautatzea, aukeratutako eredu ekonometrikoaren propie-
tateen baitan dago.
— Ereduaren analisia. Aukeratutako eredua aldagaien portaera edo erlazioa jasotzeko egokia 
den aztertzea da. Adibidez, langilearen antzinatasunak bere soldatan eragiten duela jaso-
tzeko egokia den, bi aldagai horien arteko erlazioa zuzena den, etab. Horretarako, kontras-
teetan oinarritzen da, eta, lortutako emaitzak kontuan hartuz, eredua baieztatzen da, edo 
baliteke eredua aldatu beharra izatea.
— Ereduaren aplikazioa. Eredu zuzena lortu ondoren, interesgarriak diren galderak erantzu-
teko eta iragarpenak egiteko erabiltzen da.
1.5. Eredu ekonometrikoen sailkapena
Eredu ekonometrikoen sailkapena irizpide desberdinen arabera egin daiteke:
1. Eredu estatikoak eta eredu dinamikoak:
— Eredu estatikoak: aldagai guztiak une berean neurtuta daude.
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**ikerketarako beharrezkoak diren datuen bilketa. Azken finean, ikerketaren 
emaitza guztiak bildutako datuen kalitatearen araberakoak dira. Hala ere, analisirako 
aipagarriak diren datuak lortzea ez da beti erraza izaten, eta, noski, arazoak sor daitezke: 
datu bat falta, aldagai baten definizio-aldaketa, datu nahikorik ez izatea, edota aldagai 
baten informaziorik ez izatea. 
**Ereduaren zehaztapena eta zenbatespena. Teorian eta lehen etapan 
planteatutako galderen loturatik, eredu ekonometriko bat zehaztatu behar da. Eredu 
ekonomikotik ekonometrikora pasatzeko, funtzio sortzailearen, f(.), forma matematikoa 
zehaztatu behar da; hau da, aldagaien arteko erlazioaren funtzioa aukeratu behar da, 
aldagai endogenoaren (Y) izaera estokastikoa kontuan hartuz. 
Hurrengo pausoa eredu ekonometrikoko parametro ezezagunak zenbatestea da. 
Ereduko elementu guztien hipotesiak kontuan hartuz, ereduko parametroen zenbatesle 
desberdinak proposatzen dira, eta, bildutako datuak erabiliz, parametro horien 
balioespenak lortzen dira, hau da, aldagaien arteko erlazioa kuantifikatzen da. Aipatu 
bezala, balioespen-metodo asko daude. Bata edo beste hautatzea, aukeratutako eredu 
ekonometrikoaren propietatee  b itan dago. 
**Ereduaren analisia. Aukeratutako eredua aldagaien portaera edo erlazioa 
jasotzeko egokia den aztertzea da. Adibidez, langilearen antzinatasuna  bere soldatan  
eragiten duela jasotzeko egokia den, bi aldagai horien arteko erlazioa zuzena den, etab. 
Horretarako, kontrasteetan oinarritzen da, eta, lortutako emaitzak kontuan hartuz, eredua 
baieztatzen da, edo baliteke eredua aldatu beharra izatea. 
**Ereduaren aplikazioa. Eredu zuzena lortu ondoren, interesgarriak diren 
galderak erantzuteko eta iragarpenak egitek  erabiltzen da. 
 
1.5 Eredu ekonometrikoen sailkapena 
Eredu ekonometrikoen sailkapena irizpide desberdinen arabera egin daiteke: 
 
1. Eredu estatikoak eta eredu dinamikoak: 
*Eredu estatikoak: aldagai guztiak une berean neurtuta daude. 
𝑌𝑡 = 𝛽1 +  𝛽2𝑋2𝑡 + 𝛽3𝑋3𝑡 + 𝑢𝑡 
 
*Eredu dinamikoak: aldagaiak une desberdinetan neurtuta daude. 
𝑌𝑡 = 𝛽1 +  𝛽2𝑋2𝑡 + 𝛽3𝑋3𝑡−1 + 𝑢𝑡. — Eredu dinamikoak: aldagaiak une desberdinetan neurtuta daude.
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**ikerketarako beharrezkoak diren datuen bilketa. Azken finean, ikerketaren 
emaitza guztiak bildutako datuen kalitatearen araberakoak dira. Hala ere, analisirako 
aipagarriak diren datuak lortzea ez da beti erraza izaten, eta, noski, arazoak sor daitezke: 
datu bat falta, aldagai baten definizio-aldaketa, datu nahikorik ez izatea, edota aldagai 
baten informaziorik ez izatea. 
**Ereduaren zehaztapena eta zenbatespena. Teorian eta lehen etapan 
planteatutako galderen loturatik, eredu ekonometriko bat zehaztatu behar da. Eredu 
ekonomikotik ekonometrikora pasatzeko, funtzio sortzailearen, f(.), forma atematikoa 
zehaztatu behar da; hau da, aldagaien arteko erlazioaren funtzioa aukeratu behar da, 
aldagai endogenoaren (Y) izaera estokastikoa kontuan hartuz. 
Hurrengo pausoa eredu ekonometrikoko parametro ezezagunak zenbatestea da. 
Ereduko elementu guztien hipotesiak kontuan hartuz, ereduko parametroen zenbatesle 
desberdinak proposatzen dira, eta, bildutako datuak erabiliz, parametro horien 
balioespenak lortzen dira, hau da, aldagaien arteko erlazioa kuantifikatzen da. Aipatu 
bezala, balioespen-metodo asko daude. Bata edo beste hautatzea, aukeratutako eredu 
ekonometrikoar  propietateen baitan dago. 
**Ereduaren analisia. Aukeratutako eredua aldagaien portaera edo erlazioa 
jasotzeko egokia den aztertzea da. Adibidez, langilearen antzinatasunak bere soldatan  
eragiten duela jasotzeko egokia den, bi aldagai horien arteko erlazioa zuzena den, etab. 
Horretarako, kontrasteetan oinarritzen da, eta, lortutako emaitzak kontuan hartuz, eredua 
baieztatzen da, do baliteke eredua aldatu b h rra izatea. 
**Ereduaren aplikazioa. Eredu zuzena lortu ondoren, interesgarriak diren 
galderak rantzuteko eta i agarpenak egiteko erabiltze  da. 
 
1.5 Eredu ekonometrikoen sailkapena 
Eredu ekonometrikoen sailkapena irizpide desberdinen arabera egin daiteke: 
 
1. Eredu estatikoak eta eredu dinamikoak: 
*Eredu estatikoak: aldagai guztiak une berean neurtuta daude. 
𝑌𝑡 = 𝛽1 +  𝛽2𝑋2𝑡 + 𝛽3𝑋3𝑡 + 𝑢𝑡 
 
*Eredu dinamikoak: aldagaiak une desberdinetan neurtuta daude. 
𝑌𝑡 = 𝛽1 +  𝛽2𝑋2𝑡 + 𝛽3𝑋3𝑡−1 + 𝑢𝑡. 
2. Ekuazio bakarreko ereduak eta ekuazio anizkoitzeko ereduak:
— Ekuazio bakarreko ereduak. Aldagaien arteko erlazio bakarra dago.




2. Ekuazio bakarreko ereduak eta ekuazio anizkoitzeko ereduak: 
*Ekuazio bakarreko ereduak. Aldagaien arteko erlazio bakarra dago.  
𝐾𝑡 = 𝛽1 +  𝛽2𝑅𝑡 + 𝑢𝑡 
*Ekuazio anizkoitzeko ereduak. Aldagaien arteko erlazio bat baino 
gehiago dago.  
𝐾𝑡 =  𝛽1 +  𝛽2(1− 𝜏)𝑌𝑡 + 𝛽3𝑟𝑡 + 𝑢𝑡 
𝐼𝑡 = 𝛼1 + 𝛼2(𝑌𝑡−1 − 𝑌𝑡−2) + 𝛼3𝑟𝑡−1 + 𝜀𝑡 
𝑌𝑡 = 𝐾𝑡 + 𝐼𝑡 + 𝐺𝑡 
Non k kontsumoa baita; I, inbertsioa;  Y, Barne Produktu Gordina; G, gastu 
publikoa; r, interes tipoa eta τ zerga tipoa. 
 
1.6 Erregresio Lineal Orokorraren ereduaren (ELOE) elementuak 
Eredu ekonometriko orokorra, k aldagai azaltzaile dituena, honako hau da: 
 
𝑌𝑖 = 𝛽1 +  𝛽2𝑋2𝑖 + ⋯+ 𝛽𝐾𝑋𝐾𝑖 + 𝑢𝑖            𝑖 = 1, 2, … ,𝑁 
 
** koefiziente edo parametroek, βk, aldagaien arteko erlazioa kuantifikatzen dute. 
koefiziente horiek ezezagunak direnez, zenbatetsi egin behar dira, eta balioetsitako 
koefizientea  𝛽𝑘� bezala jarriko da. 
 
** Aldagaiak: 
Aldagai azaldua, endogenoa edo mendekoa: azaldu nahi den aldagaia da (Y). 
Aldagai azaltzaileak, exogenoak, independenteak edo erregresoreak (X2, X3, …, Xk) dira 
interesatzen den aldagaia azaltzeko erabiltzen diren aldagaiak. 
 
** Eredu ekonometrikoan ageri den perturbazio aleatorioak (ui) aldagai 
azalduaren gain lagin behaketa desberdinek izan ditzaketen eragin guztiak biltzen ditu, 
eta baita ereduan barneratu ez diren aldagaien eraginak ere. Aipatu perturbazioa ez dela 
behagarria; izaera aleatorioa du, eta ereduan barneratu ez diren aldagaien eraginak, agente 
ekonomikoen jokabide aleatorioak, neurketa-erroreak, eta abar jasotzen ditu. 
 
 
— Ekuazio anizkoitzeko ereduak. Aldagaien arteko erlazio bat baino gehiago dago.




2. Ekuazio bakarreko ereduak eta ekuazio anizkoitzeko ereduak: 
*Ekuazio bakarr ko ereduak. Aldagaien art ko erlazio bakarra dago.  
𝐾𝑡 = 𝛽1 +  𝛽2𝑅𝑡 + 𝑢𝑡 
*Ekuazio anizkoitzeko ereduak. Aldagaien arteko erlazio bat baino 
gehiago dago.  
𝐾𝑡 =  𝛽1 +  𝛽2(1− 𝜏)𝑌𝑡 + 𝛽3𝑟𝑡 + 𝑢𝑡 
𝐼𝑡 = 𝛼1 + 𝛼2(𝑌𝑡−1 − 𝑌𝑡−2) + 𝛼3𝑟𝑡−1 + 𝜀𝑡 
𝑌𝑡 = 𝐾𝑡 + 𝐼𝑡 + 𝐺𝑡 
Non k kontsumoa baita; I, inbertsioa;  Y, Barne Produktu Gordina; G, gastu 
publikoa; r, interes tipoa eta τ zerga tipoa. 
 
1.6 Erregresio Lineal Orokorraren ereduaren (ELOE) elementuak 
Eredu ekonometriko orokorra, k aldagai azaltzaile dituena, honako hau da: 
 
𝑌𝑖 = 𝛽1 +  𝛽2𝑋2𝑖 + ⋯+ 𝛽𝐾𝑋𝐾𝑖 + 𝑢𝑖            𝑖 = 1, 2, … ,𝑁 
 
** koefiziente edo parametroek, βk, aldagaien arteko erlazioa kuantifikatzen dute. 
koefiziente horiek ezezagunak direnez, zenbatetsi egin behar dira, eta balioetsitako 
koefizientea  𝛽𝑘� bezala jarriko da. 
 
** Aldagaiak: 
Aldagai azaldua, endogenoa edo mendekoa: azaldu nahi den aldagaia da (Y). 
Aldagai azaltzaileak, exogenoak, independenteak edo erregresoreak (X2, X3, …, Xk) dira 
interesatzen den aldagaia azaltzeko erabiltzen diren aldagaiak. 
 
** Eredu ekonometrikoan ageri den perturbazio aleatorioak (ui) aldagai 
azalduaren gain lagin behaketa desberdinek izan ditzaketen eragin guztiak biltzen ditu, 
eta baita ereduan barneratu ez diren aldagaien eraginak ere. Aipatu perturbazioa ez dela 
behagarria; izaera aleatorioa du, eta ereduan barneratu ez diren aldagaien eraginak, agente 
ekonomikoen jokabide aleatorioak, neurketa-erroreak, eta abar jasotzen ditu. 
 
 
 Non K kontsumoa baita; i, inbertsioa; Y, Barne Produktu Gor ina; G, gastu publikoa; 
r, interes tipoa eta τ zerga tipoa.
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1.6. Erregresio Lineal Orokorraren ereduaren (ELOE) elementuak
Eredu ekonometriko orokorra, K aldagai azaltzaile dituena, honako hau da:




2. Ekuazio bakarreko ereduak eta ekuazio anizkoitzeko ereduak: 
*Ekuazio bakarreko ereduak. Aldagaien arteko erlazio bakarra dago.  
𝐾𝑡 = 𝛽1 +  𝛽2𝑅𝑡 + 𝑢𝑡 
*Ekuazio anizkoitzeko ereduak. Aldagaien arteko erlazio bat baino 
gehiago dago.  
𝐾𝑡 =  𝛽1 +  𝛽2(1− 𝜏)𝑌𝑡 + 𝛽3𝑟𝑡 + 𝑢𝑡 
𝐼𝑡 = 𝛼1 + 𝛼2(𝑌𝑡−1 − 𝑌𝑡−2) + 𝛼3𝑟𝑡−1 + 𝜀𝑡 
𝑌𝑡 = 𝐾𝑡 + 𝐼𝑡 + 𝐺𝑡 
Non k kontsumoa baita; I, inbertsioa;  Y, Barne Produktu Gordina; G, gastu 
publikoa; r, interes tipoa eta τ zerga tipoa. 
 
1.6 Erregresio Lineal Orokorraren ereduaren (ELOE) elementuak 
Eredu ekonometriko orokorra, k aldagai azaltzaile dituena, honako hau da: 
 
𝑌𝑖 = 𝛽1 +  𝛽2𝑋2𝑖 + ⋯+ 𝛽𝐾𝑋𝐾𝑖 + 𝑢𝑖            𝑖 = 1, 2, … ,𝑁 
 
** koefiziente edo parametroek, βk, aldagaien arteko erlazioa kuantifikatzen dute. 
koefiziente horiek ezezagunak direnez, zenbatetsi egin behar dira, eta balioetsitako 
koefizientea  𝛽𝑘� bezala jarriko da. 
 
** Aldagaiak: 
Aldagai azaldua, endogenoa edo mendekoa: azaldu nahi den aldagaia da (Y). 
Aldagai azaltzaileak, exogenoak, independenteak edo erregresoreak (X2, X3, …, Xk) dira 
interesatzen den aldagaia azaltzeko erabiltzen diren aldagaiak. 
 
** Eredu ekonometrikoan ageri den perturbazio aleatorioak (ui) aldagai 
azalduaren gain lagin behaketa desberdinek izan ditzaketen eragin guztiak biltzen ditu, 
eta baita ereduan barneratu ez diren aldagaien eraginak ere. Aipatu perturbazioa ez dela 
behagarria; izaera aleatorioa du, eta ereduan barneratu ez diren aldagaien eraginak, agente 
ekonomikoen jokabide aleatorioak, neurketa-erroreak, eta abar jasotzen ditu. 
 
 
— koefiziente edo parametroek, βk, aldagaien arteko erlazioa kuantifikatzen dute. koefi-
ziente horiek ezezagunak direnez, zenbatetsi egin behar dira, eta balioetsitako koefizientea 




2. Ekuazio bakarreko ereduak eta ekuazio anizkoitzeko ereduak: 
*Ekuazio bakarreko ereduak. Aldagaien arteko erlazio bakarra dago.  
𝐾𝑡 = 𝛽1 +  𝛽2𝑅𝑡 + 𝑢𝑡 
*Ekuazio anizkoitzeko ereduak. Aldagaien arteko erlazio bat baino 
gehiago dago.  
𝐾𝑡 =  𝛽1 +  𝛽2(1− 𝜏)𝑌𝑡 + 𝛽3𝑟𝑡 + 𝑢𝑡 
𝐼𝑡 = 𝛼1 + 𝛼2(𝑌𝑡−1 − 𝑌𝑡−2) + 𝛼3𝑟𝑡−1 + 𝜀𝑡 
𝑌𝑡 = 𝐾𝑡 + 𝐼𝑡 + 𝐺𝑡 
Non k kontsumoa baita; I, inbertsioa;  Y, Barne Produktu Gordina; G, gastu 
publikoa; r, interes tipoa eta τ zerga tipoa. 
 
1.6 Erregresio Lineal Orokorraren ereduaren (ELOE) elementuak 
Eredu ekonometriko orokorra, k aldagai azaltzaile dituena, honako hau da: 
 
𝑌𝑖 = 𝛽1 +  𝛽2𝑋2𝑖 + ⋯+ 𝛽𝐾𝑋𝐾𝑖 + 𝑢𝑖            𝑖 = 1, 2, … ,𝑁 
 
** koefiziente edo parametroek, βk, aldagaien arteko erlazioa kuantifikatzen dute. 
koefiziente horiek ezezagunak direnez, zenbatetsi egin behar dira, eta balioetsitako 
koefizientea  𝛽𝑘� bezala jarriko da. 
 
** Aldagaiak: 
Aldagai azaldua, endogenoa edo mendekoa: azaldu nahi den aldagaia da (Y). 
Aldagai azaltzaileak, exogenoak, independenteak edo erregresoreak (X2, X3, …, Xk) dira 
interesatzen den aldagaia azaltzeko erabiltzen diren aldagaiak. 
 
** Eredu ekonometrikoan ageri den perturbazio aleatorioak (ui) aldagai 
azalduaren gain lagin behaketa desberdinek izan ditzaketen eragin guztiak biltzen ditu, 
eta baita ereduan barneratu ez diren aldagaien eraginak ere. Aipatu perturbazioa ez dela 
behagarria; izaera aleatorioa du, eta ereduan barneratu ez diren aldagaien eraginak, agente 
ekonomikoen jokabide aleatorioak, neurketa-erroreak, eta abar jasotzen ditu. 
 
 
 l  j rri  .
— Aldagaiak:
•	 Aldagai azaldua, endogenoa edo mendekoa: azaldu nahi den aldagaia da (Y).
•	 Aldagai azaltzaileak, exogenoak, independenteak edo erregresoreak (X2, X3, …, XK) dira 
interesatzen den aldagaia azaltzeko erabiltzen diren aldagaiak.
— Eredu ekonometrikoan ageri den perturbazio aleatorioak (ui) aldagai azalduaren gain lagin 
beh keta desberdinek iz n ditzaketen eragin guztiak biltzen ditu, eta baita ereduan barne-
ratu ez diren aldagaien eraginak ere. Aipatu perturbazioa ez dela behagarria; izaera aleato-
rioa du, eta ereduan barner tu ez diren aldagaien rag nak, agente ekonomikoen jokabide 
aleatorioak, neurketa-erroreak, eta abar jasotzen ditu.
1.7. Datuak
Datu ekonomikoak ez dira kontrolatutako esperimentuetatik lortzen. kontrolatutako esperi-
mentu batean, ikertzaileak ikerketaren baldintza guztiak kont olatzen ditu. Ongarrien eragina i er-
tzeko, adibidez, kantitate desberdinak aplika daitezke lursailetan, hezetasuna edo/eta landare ba-
koitzak jasotzen duen argi kopurua ere kontrolatuz. Gainera, esperimentu hau nahi adina errepika 
daiteke, baldintza berdinak mantenduz edo batzuk aldatuz. Horrela lortutako datuak, hau da, kon-
trolatutako esperimentuetatik lortutako datuak, datu esperimental bezala ezagutzen dira. Gizartean 
emandako prozedura baten ondorioz lortutako datuak, berriz, ez dira kontrolatuak (datu ez-esperi-
mentalak).
Mota desberdineko datu ekonomikoak daude, eta gauzatuko den analisian eragina izango du. 
Lehen sailkapen batek datu kuantitatiboak eta kualitatiboak bereizten ditu. Lehenengoek zenba-
kizko balioak hartzen dituzte; adibidez, langileen soldata, enpresan duen antzinatasuna eta adina. 
Bigarrengoak, ordea, kategoria edo atributuetan agertzen dira; adibidez, generoa, lan mota edota 
arraza.
Bigarren sailkapen bat denbora-segidako datuak eta sekzio gurutzatuko datuak dira. Lehe-
nak, une jarraituetan jasotako behaketak dira (normalean, erregularrak); urteak, hiruhilekoak edo 
hilabeteak. Adibidez, herri bateko Barne Produktu Gordina (BPG) 1980 urtetik 2016 urtera arte, 
hileroko langabezia-tasa, IBEX35aren eguneroko balioa. Bigarrenak, ordea, indibiduo desberdi-
nek denbora momentu batean hartzen dituzten behaketak dira; adibidez, Europar Elkarteko herri 
bakoitzaren 2016. urteko populazioa, enpresa bateko langileen soldata, familia desberdinek egin-
dako gastua ikuskizunetan. Posible da denbora-segidako eta sekzio gurutzatuko datuen konbinazio 
bat izatea ere, eta horiek paneleko datu edo luzetarako datu bezala ezagutzen dira: 2015-2016 eta 
2016-2017 ikasturteetan estatistikako irakasgaian ikasleek lortutako kalifikazioa, Nazio Produktu 
Gordina 2000 urtetik 2016 urtera arte Europako Elkarteko herrietan.
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Hirugarren sailkapen bat bateratzearen mailaren funtzioan ezartzen da. Horrela, datu mikroe-
konomikoak edo mikrodatuak daude. Horiek, indibiduo, familia edo enpresa bezalako agente eko-
nomikoen portaera jasotzen dute. Bestalde, datu makroekonomikoak edo makrodatuak daude. Ba-
nakako agenteen baterakuntzaren ondorioz sortutako herri, eskualde edo nazioei buruzko datuak 
dira horiek.
Datuen jatorriak
Askotan, datuak bilatu eta biltzea ez da erraza izaten, batzuetan lan handia izaten baita egoe-
rari egokitzen zaizkion datuak lortzea eta maneiatzea. Hala ere, azken urteetan datuen bilketa asko 
hobetu da, batez ere erakunde askok beren datu-baseetan sartzen uzten dutelako. Honako datu 
hauek dira datuak publikatzen dituzten zenbait erakunde:
— Euskal Estatistika Erakundea (EUSTAT): http://www.eustat.es
— Espainiako Bankua: http://www.bde.es
— Nazio Estatistika Erakundea (INE): http://www.ine.es. Inebase edo Banco tempus. Eskura-
garri daude, adibidez, Biztanleria Aktiboaren Inkestako emaitzak, Nazio kontabilitatekoak 
eta Hileroko Aldizkarikoak.
— EUROSTAT: http://europa.eu.int/comm/eurostat
— Ekonomia Lankidetza eta Garapenerako Antolakundea (ELGA): http://www.oecd.org. 
Main Economic Indicators (hilekoa) edo Nazioarteko Merkataritza argitalpeneneko zen-
bait segida eskuragarri dira.
— Nazioarteko Diru Funtsa (NDF): http://www.imf.org
1.8. Software ekonometrikoa
Ordenagailuen garapenak datu kopuru handi bat gordetzeko aukera eskaintzen du, eta, aldi 
berean, bere maneiua errazten. Gaur egun, analisi ekonometriko bat burutzeko software asko 
daude, eta, jarraibide erraz batzuk erabiliz, eragiketa konplexuak egin daitezke. Datuak paperean 
bakarrik badira eskuragarriak, datuak sartzeko, prestatzeko eta eragiketa errazak egiteko kalkulu-
orriak (adibidez, EXCEL) erabil daitezke. Hala ere, orokorrean, komenigarri izaten da programa 
ekonometriko zehatzak erabiltzea. Ekonometriako ikastaroetan ohikoenak honako hauek dira:
— Gretl. Allin Cottrellek (Wake Forest Unibertsitatea) garatua. Software askea da, eta era-
biltzeko erraza. Gaztelaniako bertsioa honako web-orritik jaits daiteke: http:\\gretl.source.
forge.net\gretl_espanol.html, baina euskarazko bertsiora bihur daiteke. Orri horretan, Eko-
nometriako zenbait testu barneratzen dituen datu-base zabal bat dago erabilgarri; besteak 
beste, Ramanathan (2002), Wooldridge (2003) eta Greene (2003).
— EViews. Quantitative Micro Softwareak garatua. Analisi ekonometrikoko teknika asko 
biltzen ditu. Programaren informazioa jasotzeko web-orria: http:\\www.eviews.com
— SHAZAM. British of Columbia Unibertsitateak (kanada) garatua. Eredu ekonometriko 
asko zenbatesteko teknikak biltzen ditu. Informazio gehiago honako web-orri honetan lor 
daiteke: http:\\shazam.econ.ubc.can
— RATS. Regression Analysis of Time Series. http:\\ www.estima.com




Ekonometria garatzeko programa informatiko asko izan arren, irakasgai honetan Gretl pro-
grama erabiliko da, besteak beste, doakoa delako eta euskarazko bertsioa duelako. Atal ho-
netan, lehenengo kontaktua egingo da Gretl programarekin. Gretl jaisteko web gunea http://
gretl. sourceforge.net/win32 da. Bertan dituzue Gretl software-aren azken bertsioak hizkuntza des-
berdinetan. Bestela, nahi izanez gero, klikatu eGelan duzuen gret-1.7.0.exe exekutagarria. Behin 
programa instalatzen denean, Gretl ikonoa agertuko da ordenagailuko mahai gainean.
Euskarazko bertsioa lortzeko: Gretl ikonoaren gainean jarri, eta saguaren eskuineko botoiare-
kin irteten den menuan propiedades aukeratu:
1. GAIA. SARRERA
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Hemen, Acceso directo atalean, Destino aldatu behar da:
Agertzen den helbidean, azkeneko kakoaren atzetik hutsune bat utzi behar da, eta, --basque 
idatzi ondoren, Aceptar klikatu.
14
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Oraindik ez denez fitxategirik kargatu, menu nagusiko aukera batzuk gris argian agertzen 
dira, ez baitaude erabilgarri.
Datu-fitxategiak sortu egin daitezke, Gretl softwareak dituenak erabil daitezke, edota beste 
formatu batean daudenak erabili. Lehenengo kasuan, hau da, fitxategia sortu nahi bada, honako 
aukera honetara joan behar da: Fitxategia Datu fitxategi berria
Eta jarraian, programak eskatzen duen informazioa osatu behar da:
Behaketa kopurua, 49 langile direnez,
Nolako datuak diren jarriko da. Adibidean, Gurutzatutako datuak dira.
1. GAIA. SARRERA
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Aurreko pausoa zuzen eman bada, datuen egitura baieztatuko da Ados klikatuz.
Nolako datuak diren azaltzen den leihatila berreskuratu nahi bada, Atzera klikatu behar da, 
baina aukera honek ez du behaketa kopuruan izan den akatsa zuzentzen uzten.
Azken leihatilan Bai klikatuko da datuak sartu ahal izateko.
Ondorengo leihatilan lehenengo aldagaiari ezarriko zaion izena jarriko da; adibidez, 
SOLDATA. Jarraian, Ados klikatu eta kalkulu-orri bat irekiko da, eta pantailan honako hau azal-
duko:
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SOLDATA aldagaiaren datuak sartzeko, saguarekin dagokion gelaxkara joan (adibidez, lehe-
nengora) eta, 1345 zifra idatzi ondoren, intro zapalduko da. Datu bat sartzerakoan akats bat egi-
ten bada, adibidez bigarren behaketa (2435) ez bada sartu, ondorengo errenkadan jarri (adibidean 
1715), eta, Behaketak Erantsi behaketak klikatuz, errenkada txuri berri bat irekiko da aurrekoaren 
gainean. Gogoratu lan-saioko aldaketak gordetzeko Aplikatu klikatu behar dela.
Aldagai gehiago erants daitezke; kalkulu-orriko menuko Aldagaia Gehitu aukerarekin egin 
daiteke. Adibidez, HEZ izeneko aldagai bat sortuko da, eta, datu guztiak sartu ondoren, Aplikatura 
joan eta kalkulu-orria itxiko da.
   
1. GAIA. SARRERA
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Azken aldaketak ez baldin badira gorde, kalkulu-orria ixterakoan koadro berri bat azalduko 
da aldaketen berrespena eskatuz. Osatutako segidak horrela azalduko dira pantailan:
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Adibide honetan, aldagai guztien datuak sartu ondoren, aldagai bakoitzaren ezaugarriak zein 
diren ere jarri da, aldagai bakoitzean saguaren eskuineko botoiari sakatu eta Ezaugarriak editatu 
aukerarekin. komenigarria izaten da artxibo edo fitxategi batean jadanik sartutako datuak gorde-
tzea, menu nagusiko Fitxategia aukeran, Gorde datuak erabiliz. Hurrengo leihatilan direktorioa 
erantsiko diogu, eta datuen fitxategiaren izena; adibidez, SOLDATAK. Datuak gdt luzapenarekin 
gordeko ditu; hurrengo saio batean fitxategia irekitzeko, fitxategian bi aldiz klikatu besterik ez da 
egin behar.
Askotan, datuak EXCEL bezalako beste kalkulu-orri batean egoten dira gordeta. Adibidez, 
soldatak.xls artxiboan. Orduan:
— Egiaztatu Gretl-eko kalkulu-orria geldi dagoela.
— Menu nagusiko Fitxategia → ireki datuak → inportatu → EXCEL erabiliz.
— Eman EXCEL artxiboaren izena eta kokapena.
— Datuak inportatu behar diren hasierako gelaxka zehaztu, eta Ados klikatu.
Datuen inportazioa ongi gauzatu den frogatzeko, Datuak aukeran Aukeratu guztiak atalera 
joan, eta Datuak → Erakutsi balioak aukerarekin froga daiteke. Adibidean, honako leihatila hau 
agertuko da:
Azkenik, aipatu bezala, Gretl softwarea instalatzean, jada baditu zenbait datu-fitxategi. Hain-
bat liburutan adibide gisa erabiltzen direnak dira, baina Gretl-eko web-orritik beste datu-base asko 
jaisteko aukera ere badago. Adibideko datu-fitxategia Ramanathan-eko data 7-2 da. Hortaz, fitxa-
tegi hau irekitzeko, Fitxategia klikatu, ondoren Lagindegi fitxategia, jarraian Ramanathan, eta au-
keratu data7-2, bi aldiz klikatuz:
1. GAIA. SARRERA
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Aldagaien izenak eta ezaugarriak ingelesez ageri direnez, aldagai bakoitzaren ezaugarriak al-





Gogoratu, fitxategia osatu denean eta gustuko ezaugarriak jarri direnean, komenigarria izaten 
dela datu-fitxategia gordetzea hurrengo batean erabili ahal izateko.
22
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Jarraian, Gretl programa erabiltzen hasteko, estatistikan ikasitako aldagaien analisi deskriba-
tzailea egingo da. Lehen etapa batean, datuen ikuspegi orokor bat egin behar da, eta analisi deskri-
batzaile batekin datu multzoaren ezaugarri nagusiak laburbiltzen dira, ikerketarako ezaugarri eta 
informazio nabariena ateraz.
Lehendabizi, aldagai bakoitzaren informazioa laburbilduko da, eta, ondoren, aldagaien arteko 
erlazioen irudiak jasoko dira. Aldagai baten analisi deskribatzailerako elementu nagusiak menu 
laguntzailean agertzen dira, aldagaiaren gainean jarri eta saguaren eskuineko tekla klikatuz edo 
menu nagusiko Aldagaia aukera klikatuz.
Aldagai ekonomiko baten sekzio gurutzatuko datuak laburbiltzeko gehien erabiltzen den gra-
fikoa histograma da, menu laguntzailean, Aldagaia aukeran, Maiztasun grafikoa aukeran. Barra-
diagrama bat da, ardatz horizontalean aldagaien balioak tarteka banatuak agertzen direlarik. Tar-
teak zabalera berdinekoak badira, tarte bakoitzaren gainean tarte horretako behaketa kopuruko 
altuerako barra bat marrazten da. «Soldata» aldagaiaren gainean saguaren eskuineko tekla eta 
Maiztasun banaketa klikatuz, honako histograma hau lortzen da:
1. GAIA. SARRERA
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Edozein grafikotan klikatuz, menu laguntzaile batek irtengo du, eta aldaketak egin daitezke 
edo formatu desberdinetan gordetzeko (postcript, pdf, etab.) aukera dago. Saioan zehar, Gorde 
ikono bezala saioan aukerarekin grafikoa gorde daiteke, eta, horrela, edozein momentutan berres-
kuratu daiteke behean eskuinaldean dagoen laugarren sinboloan (saioaren ikono-ikuspegia) eta 
gero Grafikoa 1-en klikatuz.
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Histograman adierazitako maiztasun-banaketak ikusteko, dagokion aldagaia markatu eta, Al-
dagaia aukeran, Maiztasun-banaketa aukerara zuzendu behar da. Honako hau da adibideko sol-
data aldagaiaren maiztasun-banaketari dagokiona:
Aldagai baten deskribapena, berriz, menu laguntzaileko ikusi → Estatistiko deskribatzaileak 
aukeran agertzen da, edo menu nagusiko Aldagaia → Estatistikoen laburpena aukeran; bertan, la-
gineko batez bestekoa, desbideratze tipikoa, kurtosi-soberakina, aldakuntza-koefizientea, maxi-
moa, minimoa eta asimetria- koefizientea agertzen dira. «Soldata» aldagaiari dagokiona, adibidez, 
honako hau da:
Bestalde, aldagaiak kuantitatiboak direnean, beren arteko erlazioa aztertzea komenigarria iza-




Hau da, bi aldagaien arteko erlazioaren ideia bat sakabanatze-diagramak eman diezaguke, 
planoan (Xi; Yi); i = 1, …, N puntu guztiak adieraziz: aldagai bat (X) ardatz horizontalean adieraz-
ten da, eta beste aldagaia (Y), ordea, jatorri-ardatzean. Adibidez, Gretl erabiliz zazpigarren orriko 
diagrama lortzeko (soldata vs antzinatasuna), honako pauso hauek jarraitu behar dira:
— ikusi → Grafikoak → X-Y grafikoa → Definitu grafikoa
 X-ardatzaren aldagaia → Aukeratu → Antzinatasuna
 Y-ardatzaren aldagaia → Gehitu → Soldata
Beste aukera bat soldata eta antzinatasuna aldagaiak aukeratzea da, saguaren ezkerreko tekla 




Erregresio Lineal Bakunaren Eredua. 
Zehaztapena
2.1. Sarrera
Gai honetan Erregresio Lineal Bakunaren Eredua (ELBE) aztertuko da, hau da, aldagai azal-
dua, aldagai azaltzaile bakarra (kuantitatiboa edo kualitatiboa), bi koefiziente eta perturbazioa di-
tuen eredua.





     
2. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
 
2.1 Sarrera 
Gai honetan Erregresio Lineal Bakunaren Eredua (ELBE) aztertuko da, hau da, 
aldagai azaldua, aldagai azaltzaile bakarra (kuantitatiboa edo kualitatiboa), bi koefiziente 
eta perturbazioa dituen eredua. 
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖 +  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
**Yi aldagai endogenoa edo azaldua da. 
**Xi, aldagai azaltzailea edo exogenoa da. 
** Ekuazioaren lehen zatia (𝛼 +  𝛽 𝑋𝑖 ) Populazioko Erregresio Funtzioa (PEF) 
da, eta, eredu bakuna izanik, Populazioko Erregresio Zuzena da. Populazioarentzat X eta 
Y aldagaien arteko batez besteko erlazioa jasotzen du, eta, beraz, X aldagaiaren balioa 
jakinez gero, zuzen hori erabiliz, Y aldagaiaren batez besteko balioa iragarri daiteke. 
** α eta  𝛽 koefizienteak edo parametroak dira (ezezagunak). 
** ui perturbazio aleatorioa da (ez behagarria), eta Y aldagaian eragiten duten 
beste faktoreen eragina jasotzen du. 
Lagineko banako bakoitzarentzat (i bakoitzarentzat) eredua berridatziz, honako 
ekuazio hauek lortzen dira: 
 
𝑌1 =  𝛼 +  𝛽 𝑋1 +  𝑢1         𝑖 = 1 
𝑌2 =  𝛼 +  𝛽 𝑋2 +  𝑢2         𝑖 = 2 
𝑌3 =  𝛼 +  𝛽 𝑋3 +  𝑢3         𝑖 = 3 
     
𝑌𝑁 =  𝛼 +  𝛽 𝑋𝑁 +  𝑢𝑁         𝑖 = 𝑁 
 
— Yi aldagai endogenoa edo azaldua da.
— Xi, aldagai azaltzailea edo exogenoa da.
— Ekuazioaren lehen zatia (α + β Xi) Populazioko Erregresio Funtzioa (PEF) da, eta, eredu 
bakuna izanik, Populazioko Erregresio Zuzena da. Populazioarentzat X eta Y aldagaien ar-
teko batez besteko erlazioa jasotzen du, eta, beraz, X aldagaiaren balioa jakinez gero, zu-
zen hori erabiliz, Y aldagaiaren batez besteko balioa iragarri daiteke.
— α eta β koefizienteak edo parametroak dira (ezezagunak).
— ui perturbazio aleatorioa da (ez behagarria), eta Y aldagaian eragiten uten beste faktoreen 
eragina jasotzen du.
Lagineko banako bakoitzarentzat (i bakoitzarentzat) eredua berridatziz, honako ekuazio 
hauek lortzen dira:
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2.1 Sarrera 
Gai honetan Erregresio Lineal Bakunaren Eredua (ELBE) aztertuko da, hau da, 
aldagai azaldua, aldagai azaltzaile bakarra (kuantitatiboa edo kualitatiboa), bi koefiziente 
eta perturbazioa dituen eredua. 
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖 +  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
**Yi aldagai endogenoa edo azaldua da. 
**Xi, aldagai azaltzailea edo exogenoa da. 
** Ekuazioaren lehen zatia (𝛼 +  𝛽 𝑋𝑖 ) Populazioko Erregresio Funtzioa (PEF) 
da, eta, eredu bakuna izanik, Populazioko Erregresio Zuzena da. Populazioarentzat X eta 
Y aldagaien arteko batez besteko erlazioa jasotzen du, eta, beraz, X aldagaiaren balioa 
jakinez gero, zuzen hori rabiliz, Y aldagaiaren batez besteko balioa iragarri daiteke. 
** α eta  𝛽 koefizienteak edo parametroak dira (ezezagunak). 
** ui perturbazio aleatorioa da (ez behagarria), eta Y aldagaian eragiten duten 
b ste faktoreen er gina jasotzen du. 
Lagineko banako bakoitzarentzat (i bakoitzarentzat) eredua berridatziz, honako 
ekuazio hauek lortzen dira: 
 
𝑌1 =  𝛼 +  𝛽 𝑋1 +  𝑢1         𝑖 = 1 
𝑌2 =  𝛼 +  𝛽 𝑋2 +  𝑢2         𝑖 = 2 
𝑌3 =  𝛼 +  𝛽 𝑋3 +  𝑢3         𝑖 = 3 
     
𝑌𝑁 =  𝛼 +  𝛽 𝑋𝑁 +  𝑢𝑁         𝑖 = 𝑁 
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Eredua matrizeak erabiliz idatz daiteke:





Eredua matrizeak erabiliz idatz daiteke: 
𝑌(𝑁�1) =   𝑋(𝑁�2) 𝛽(2�1) +  𝑈(𝑁�1) 




































Aldagai azaltzailea kuantitatiboa denean 
  Ereduko aldagai azaltzailea kuantitatiboa denean, 𝛼 termino 
independentea edo jatorria da, eta, 𝛽, berriz, malda da; honako hau da koefiziente hauen 
interpretazioa: 
∗∗  𝛼: Y-ren batez besteko balioa da, X zero denean (Oharra: eredu ekonometriko 
batzuetan jatorriak ez du interpretazio ekonomikorik izaten). 
∗∗  𝛽 : Y-ren batez bestekoaren gehikuntza da, X unitate bat handitzen denean. 
Ekuazioetan oinarrituz, (Yi, Xi) puntu bakoitzetik 𝛽  maldako zuzen bat pasatzen 
dela ikusi daiteke. Eta malda berekoak direnez, N zuzen guztiak paraleloak dira. Jatorriari 
dagokionez, zuzen bakoitzaren jatorria lortzeko 𝛼 «batez besteko jatorri» ari zuzen 
bakoitzari dagokion perturbazioa (ui) gehitu behar zaio; hau da, zuzen bakoitzaren jatorria 
𝛼 + ui balioa da. Ondorengo grafikoan, N zuzen hauetatik bi marraztu dira, lehenengoko 
biak hain zuzen, lehena urdinez eta bigarrena berdez. Beltzez dagoen lerroa, berriz, 
«erdiko zuzena» da, perturbazioa zero denean lortzen den zuzena.  
Aldagai azaltzailea kuantitatiboa denean
Ereduko aldagai azaltzailea kuantitatiboa denean, α termino independentea edo jatorria da, 
eta, β, berriz, malda da; honako hau da koefiziente hauen interpretazioa:
— α: Y-ren batez besteko balioa da, X zero denean (Oharra: eredu ekonometriko batzuetan ja-
torriak ez du interpretazio ekonomikorik izaten).
— β: Y-ren batez bestekoaren gehikuntza da, X unitate bat handitzen denean.
Ekuazioetan oinarrituz, (Yi, Xi) puntu bakoitzetik β maldako zuzen bat pasatzen dela ikusi 
daiteke. Eta malda berekoak direnez, N zuzen guztiak paraleloak dira. Jatorriari dagokionez, zu-
zen bakoitzaren jatorria lortzeko α «batez besteko jatorri» ari zuzen bakoitzari dagokio  per-
turbazioa (ui) gehitu behar zaio; hau da, zuzen bakoitzaren jatorria α + ui balioa da. Ondorengo 
grafikoan, N zuzen hauetatik bi marraztu dira, lehenengoko biak hain zuzen, lehena urdinez eta bi-




Lehen behaketari (Y1, X1) dagokion zuzena (lerro urdina) erdikoarekiko paraleloa da, malda 
berekoa baita, eta berekiko duen distantzia u1 balioak neurtzen du. Bigarren behaketari (Y2, X2) da-
gokion lerroak ezaugarri berberak ditu, erdiko zuzenarekiko paraleloa da, eta u2 distantziara ager-
tzen da. Era berean marraztu daitezke zuzen guztiak.
Erregresio Lineal Bakunaren Eredu baten zenbatespenak ez du N zuzen guztien zenbatespena 
helburutzat, «erdiko zuzenaren» zenbatespena baizik, hau da, aldagai endogenoaren batez besteko 
portaeraren zenbatespena. Eredu bakun bat zenbatesterakoan datuei hoberen doitzen zaien malda 
eta batez «batez besteko jatorria» besteko jatorria zenbatetsi nahi dira. Ekonometrian oinarrituz, 
laginetik eratorritako (Y1, X1), (Y2, X2), …, (YN, XN) behaketak ematen duten informazioa kon-
tuan izanik, interesatzen den aldagaiaren (Y) batez besteko portaera (α + β Xi) zein den kalkulatu 
nahi da.
Demagun SOLDATAren adibidea. Langileen soldata aztertu nahi izanez gero enpresan duen 
antzinatasunaren funtzioan, honako hau da zehaztatuko den eredu bakuna:
SOLDATAi = α + β ANTZi + ui    i = 1, 2, ..., 49
kasu honetan, α koefizienteak, langilearen batez besteko soldata (eurotan) jasotzen du enpre-
san sartu berria denean, hau da, ANTZ zero denean. Bestalde, β koefizienteak, berriz, langilearen 
antzinatasuna urtebete handitzen denean izango duen batez besteko soldataren gehikuntza jasotzen 
du; hau da, enpresan urte gehigarri bakoitzeko bere batez besteko soldatak izango duen gehikun-
tza (euro).
Matrizeak erabiliz, honako hau da eredu bakuna:





Matrizeak erabiliz, honako hau da eredu bakuna:  
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Aldagai azaltzailea kualitatiboa denean 
Aldagai azaltzailea kualitatiboa denean, dituen kategorien arabera, hainbat fikzio-
aldagai definitu behar dira. Demagun enpresa bateko soldatak aztertu nahi direla, 
langileen generoaren arabera; adibidez, sexuarekiko soldataren diskriminaziorik dagoen 
ala ez frogatzeko. Hortaz, eredu ekonometrikoaren aldagai endogenoa soldata izango da 
(SOLDATA, eurotan), eta aldagai azaltzailea, berriz, sexua edo generoa. Azken horrek 
bi kategoria ditu (emakumea eta gizona), eta bakoitzarentzat fikziozko aldagaiak 
definituko dira. Adibidez, EMAki fikzio-aldagaiak 1 balioa hartzen du langilea 
emakumea denean eta 0 gizona denean. Halaber, GIZi fikzio-aldagaiak 1 balioa hartzen 
du langilea gizona denean eta 0 emakumea denean. Zehaztatu daitezkeen eredu 
ekonometrikoak (baliokideak) honako hauek dira: 
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Matrizeak erabiliz, honako hau da eredu bakuna:  
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Aldagai azaltzailea kualitatiboa denean 
Aldagai azaltzailea kualitatiboa denean, dituen kategorien arabera, hainbat fikzio-
aldagai definitu behar dira. Demagun enpresa bateko soldatak aztertu nahi direla, 
langileen generoaren arabera; adibidez, sexuarekiko soldataren diskriminaziorik dagoen 
ala ez frogatzeko. Hortaz, eredu ekonometrikoaren aldagai endogenoa soldata izango da 
(SOLDATA, eurotan), eta aldagai azaltzailea, berriz, sexua edo generoa. Azken horrek 
bi kategoria ditu (emakumea eta gizona), eta bakoitzarentzat fikziozko aldagaiak 
definituko dira. Adibidez, EMAki fikzio-aldagaiak 1 balioa hartzen du langilea 
emakumea denean eta 0 gizona denean. Halaber, GIZi fikzio-aldagaiak 1 balioa hartzen 
du langilea gizona denean eta 0 emakumea denean. Zehaztatu daitezkeen eredu 
ekonometrikoak (baliokideak) honako hauek dira: 
 
Aldagai azaltzailea kualitatiboa denean
Aldagai azaltzailea kualitatiboa denean, dituen kategorien arabera, hainbat fikzio-aldagai de-
finitu behar dira. Demagun enpresa bateko soldatak aztertu nahi direla, langileen generoaren ara-
bera; adibid z, sexua ekiko soldat ren diskriminaziorik dag en ala ez frogatzeko. Hort z, redu 
ekonometrikoaren aldagai endogenoa soldata izango da (SOLDATA, eurotan), eta aldagai azaltzai-
lea, berriz, sexua edo generoa. Azken horrek bi kategoria ditu (emakumea eta gizona), eta bakoi-
tzarentzat fikziozko aldag iak definituko dir . Adibidez, EMAKi fikzi -aldagai k 1 balioa hartzen 
du langilea emakumea denean eta 0 gizona denean. Halaber, GiZi fikzio-aldagaiak 1 balioa har-
tzen du langilea gizona denean eta 0 emakumea denean. Zehaztatu daitezkeen eredu ekonometri-
koak (baliokideak) honako hauek dira:
— SOLDATAi = α1 + β1 EMAKi + ui    i = 1, 2, ..., 49
kasu honetan, α1 gizonezko baten batez besteko soldata da (eurotan), eta α1 + β1, berriz, 
emakume den langile baten batez besteko soldata (eurotan). Beraz, β1, langile emakume baten ba-
tez besteko soldataren diferentzia da (eurotan) gizon batek izango duenarekiko.
— SOLDATAi = α2 + β2 GiZi + ui    i = 1, 2, ..., 49
kasu honetan, α2 emakume baten batez besteko soldata da (eurotan), eta α2 + β2, berriz, gi-
zon langile baten batez besteko soldata (eurotan). Beraz, β2, gizonezko langile baten batez besteko 
soldataren diferentzia da (eurotan) emakume batek izango duenarekiko.
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Adibide honetan, sexuarekiko diskriminaziorik dagoen ala ez aztertzeko, batez besteko sol-
daten artean alderik dagoen ala ez aztertu beharko da. Hau da, lehen zehaztapenean, β1 zero den 
ala ez aztertzea da, eta bigarrenean, aldiz, β2 zero den ala ez. Aztertu nahi dena gizonezkoek ema-
kumezkoekin alderatuz batez besteko soldata handiago dutela baldin bada, ordea, kontrastatu 
beharko den hipotesia β1 < 0 izango da lehenengo zehaztapenean, eta β2 > 0 bigarren zehaztape-
nean.
(OHARRA. Eredu bat zenbatetsita izanez gero, baliokidetasunak erabiliz bestea ere zenbate-
tsi ahal izango da; hau da, β1 + α1 = α2 eta β2 + α2 = α1 direla kontuan izanik.)
2.2. Oinarrizko hipotesiak
Eredua zehaztatu ondoren, zenbatespenaren testuingurua finkatu behar da. Horretarako, oina-
rrizko hipotesi batzuk betetzen direla pentsatuko da. Zenbatesten, doikuntzaren egokitasuna neur-
tzen, beharrezkoak diren kontrasteak egiten eta iragarpenak lortzen ikasten denean, oinarrizko hi-
potesi batzuk erlaxatuko dira. Baina, bitartean, hipotesi guztiak betetzen direla pentsatuko da.
Oinarrizko hipotesi hauek ereduko elementu desberdinei buruzkoak dira:
— Forma funtzionalari dagokionez: eredua koefizienteekiko lineala da. kurtsoan zehar zen-
batetsiko diren ereduak koefizienteekiko linealak edo linealizagarriak dira.
— koefizienteei dagokienez: koefizienteak konstante mantentzen dira laginean zehar.
— Aldagai endogenoari dagokionez: aldagai endogenoa kuantitatiboa da. Oinarrizko ikasturte 
honetan zehar aldagai azaldua kuantitatiboa izango da, zeren aldagai dependente kualitati-
boa daukan eredu bat zenbatesteko, ikasturte honetan ikasiko diren zenbatespen-metodoek 
ez baitute balio.
— Aldagai azaltzaileari dagokionez:
1. X aldagai azaltzailearen lagin-bariantza (Sx2) ezin da zero izan, eta, gainera, behaketa 
kopuruak zenbatetsi behar diren koefiziente kopurua baino handiagoa izan behar du; 
hau da, eredu bakunean, N > K = 2 izan behar da. Hipotesi hau koefizienteak identifika-
tzeko beharrezkoa da. Hasteko, zenbatetsi behar diren koefizienteen kopurua behaketen 
kopurua baino handiago izanez gero, orduan zenbatespena aurrera eramateko ez dau-
kagu informazio nahikorik. Bestalde, aldagai azaltzailearen lagin-bariantza zero izango 
balitz, orduan erregresio zuzenaren malda identifikatzea ezinezkoa izango litzateke.
2. X datu-matrizea hein osokoa da zutabeetan, eta, beraz, eredua zenbatesgarria izango da 
(h(X) = 2).
— Ereduari dagokionez, eredua ondo zehaztatuta dago. Orokorrean azalduz, ereduak ezin du 
aldagai esanguratsurik barneratu gabe utzi, eta ezta kontrakorik ere, aldagai ez-nabariren 
bat kontuan hartu. Eredu bakunean, hipotesi hau inposatzerakoan, Y aldagai dependentea 
azaltzeko behar den aldagai exogeno bakarra X aldagaia dela eskatzen ari gara.
— Perturbazioari dagokionez:
1. Perturbazioen populazio-batez bestekoa edo itxaropena zero da; hau da, zeron zentra-
tutako aldagai aleatorioa da (EX(ui) = 0, i = 1, 2, …, N). Zenbatetsi ezina den errorea-
ren batez bestekoa zero izateak ereduaren alde sistematikoa edo analizatu nahi den ba-
tez besteko portaera EX(Yi) = α + β Xi izatea dakar.
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2. Perturbazioen populazio-bariantza konstantea da (homozedastizitatea). Aldagai alea-
torioaren edo perturbazioaren aldakortasuna laginean zehar konstante mantentzen 
dela pentsatuko da. Hau da, Bar(ui) = EX(ui – E(ui))2 = EX(ui)2 = σu2 konstantea da 
i = 1, 2, …, N.
 Horrela, aldagai azaltzailearen balioak emanik, aldagai azalduak har ditzakeen balio 
posibleen tartearen zabalera berdina da, eta balio bakoitzak irteteko duen probabilita-
tea X aldagaiak hartzen duen balioarekiko independentea da.
 kontrako kasuan, perturbazio heterozedastikoak dira, perturbazioen bariantzak lagi-
nean zehar aldatzen direlarik.
 Homozedastizitateak eta heterozedastizitateak duten interpretazioa ulertzeko, har deza-
gun soldataren adibidea. Langilearen antzinatasuna urte gutxikoa bada, langileen sol-
datek har ditzaketen balio posibleak oso antzekoak izateko probabilitatea handia da, 
eta, beraz, bariantza txikia dago. Baina langileen antzinatasuna handitzen doan hei-
nean, soldatek har ditzaketen balio posibleen tartea handiagoa da, eta, beraz, barian-
tza handiagoa du. Horrela, bada, antzinatasun-urte gutxiko langileen soldatak nahiko 
antzekoak izan ohi dira, baina enpresan igarotako urteak handitzerakoan soldata po-
sibleen tartea ere handitu egiten da, eta, ondorioz, antzinatasun handiko langileen sol-
datak oso desberdinak izan daitezke. kasu honetan, heterozedastizitate kasuan egongo 
ginateke.
3. Perturbazioen artean ez dago autokorrelaziorik. Perturbazio desberdinen arteko ko-
rrelazioa zero da (Kor(ui, uj) = rui,uj = 0; i	 ≠	 j). Hortaz, beren arteko kobariantza 
(Kob((ui, uj) = 0; i	≠	j) ere zero izango da.
Kob(ui, uj) = EX[(ui – EX(ui))(uj – EX(uj))] = EX(ui uj) = 0    i	≠	j
4. Perturbazioek Banaketa Normala jarraitzen dute. Azken hipotesi hau, aurrerago iku-
siko den bezala, ez da beharrezkoa eredua zenbatesteko, ezta zenbateslearen propie-
tateak lortzeko ere. Inferentzia (kontrasteak) egiteko edota konfiantza-tarteak lortzeko 
izango da beharrezkoa.
 Perturbazioen propietate hauek batera idatz daitezke:
ui ~ NiB(0, σ2)    i = 1, 2, …, N
 Edota matrizeak erabiliz:
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3. gaia.
Erregresio Lineal Bakunaren Eredua. 
Zenbatespena
3.1. Karratu Txikien Arrunten (KTA) zenbateslea
Demagun honako eredu ekonometriko bakun hau, non oinarrizko hipotesi guztiak betetzen 
baitira.
Yi = α + β Xi + ui    i = 1, 2, ..., N
Aurreko gaietan aipatu bezala, ereduko koefizienteak ezezagunak direnez, aldagai endoge-
noaren (Y) batez besteko portaera ere ezezaguna da; hau da, ereduko alde sistematikoa edo Popu-
lazioko Erregresio Funtzioa (PEF) ezezaguna da.
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
35 
 
     
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zenbatespena 
 
3.1 Karratu Txikien Arrunten (KTA) zenbateslea 
Demagun honako eredu ekonometriko bakun hau, non oinarrizko hipotesi guztiak 
betetzen baitira. 
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖 +  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
Aurreko gaietan aipatu bezala, ereduko koefizienteak ezezagunak direnez, aldagai 
endogenoaren (Y) batez besteko portaera ere ezezaguna da; hau da, ereduko alde 
sistematikoa edo Populazioko Erregresio Funtzioa (PEF) ezezaguna da.   
PEF                  EX(Yi) = 𝛼 +  𝛽 𝑋𝑖            𝑖 = 1, 2, … ,𝑁    
Hortaz, ereduko perturbazioa aldagai azalduaren benetako balioaren eta 
Populazioko Erregresio Funtzioaren arteko diferentzia da, eta ereduko alde sistematikoak 
azaldu ezin duena jasotzen du ( 𝑢𝑖  =   𝑌𝑖 − 𝛼 − 𝛽𝑋𝑖     i = 1, 2, … , N). 
Ekonometriaren helburua da eredu ekonometrikoa ahalik eta hobekien 
zenbatestea; beraz, ahalik eta hondar (𝑢�𝑖) txikienak lortzea du xede, hau da, aldagai 
azalduaren benetako balioen eta zenbatetsitako balioen arteko diferentziak ahalik eta 
txikienak izatea. Hortaz, karratu Txikien Arrunten (kTA) bitartez eredua 
zenbatesterakoan minimizatuko den helburu-funtzioa Hondar karratuen Batura (HkB) 
izango da. 
Eredu ekonometriko bakun batean bi koefiziente izanik (k = 2): 
𝑚𝑖𝑛𝛼�  𝛽�  �𝑢�𝑖2𝑁
𝑖=1
 ≡ 𝑚𝑖𝑛𝛼�  𝛽�  �(𝑌𝑖  −  𝛼� −  𝛽�  𝑋𝑖)2𝑁
𝑖=1
 
Hemendik, lehen ordenako baldintzak deribatuz, bi Ekuazio Normal lortzen dira: 
 𝜕 ∑ 𝑢�𝑖2𝑁𝑖=1
𝜕 𝛼� = 0 → 2∑ �𝑌𝑖 −  𝛼� −  𝛽�  𝑋𝑖�(−1)𝑁𝑖=1 = 0  →  ∑ 𝑌𝑖  =   𝑁 𝛼 �  +  𝛽�  ∑ 𝑋𝑖𝑁𝑖=1𝑁𝑖=1   
 𝜕 ∑ 𝑢�𝑖2𝑁𝑖=1
𝜕 𝛽� = 0 → 2∑ �𝑌𝑖 −  𝛼� −  𝛽�  𝑋𝑖�(−𝑋𝑖)𝑁𝑖=1 = 0  →  ∑ 𝑌𝑖  𝑋𝑖 =  𝛼 �  ∑ 𝑋𝑖𝑁𝑖=1 +  𝛽�  ∑ 𝑋𝑖2𝑁𝑖=1𝑁𝑖=1   
 
Hortaz, ereduko perturbazioa aldagai azalduaren benetako balioaren eta Populazioko Erre-
gresio Funtzioaren rteko diferentzia da, eta er duko alde sistematikoak zal  ezin duena jaso-
tzen du (ui = Yi – α – β Xi i = 1, 2, ..., N).
Ekonometriaren helburua da eredu ekonometrikoa ahalik eta hobekien zenbatestea; beraz, 
ahalik eta hondar (ûi txikienak lortzea du xede, hau da, aldagai azalduaren benet ko balioen eta 
zenbatetsitako balioen arteko diferentziak ahalik eta txikienak izatea. Hortaz, karratu Txikien 
Arrunten (kTA) bitartez eredua zenbatesterakoan minimizatuko den helburu-funtzioa Hondar ka-
rratuen Batura (HkB) izango da.
Eredu ekonometriko bakun batean bi koefiziente izanik (K = 2):
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3.1 Karratu Txikien Arrunten (KTA) zenbateslea 
Demagun honako eredu ekonometriko bakun hau, non oinarrizko hipotesi guztiak 
betetzen baitira. 
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖 +  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
Aurreko gaietan aipatu bezala, ereduko koefizienteak ezezagunak direnez, aldagai 
endogenoaren (Y) batez besteko portaera ere ezezaguna da; hau da, ereduko alde 
sistematikoa edo Populazioko Erregresio Funtzioa (PEF) ezezaguna da.   
PEF                  EX(Yi) = 𝛼 +  𝛽 𝑋𝑖            𝑖 = 1, 2, … ,𝑁    
Hortaz, reduko perturba io  aldagai azalduaren benetako balioaren eta 
Populazioko Erregresio Funtzioaren arteko diferentzia da, eta ereduko alde sistematikoak 
azaldu ezin duena jasotzen du ( 𝑢𝑖  =   𝑌𝑖 − 𝛼 − 𝛽𝑋𝑖     i = 1, 2, … , N). 
Ekonometriaren helburua da eredu ekonometrikoa ahalik ta h bekien 
zenbatestea; beraz, ahalik eta hondar (𝑢�𝑖) txikienak lo tzea du x de, ha  da, aldagai 
azalduaren benetako balioen eta zenbatetsitako balioen arteko diferentziak ahalik eta 
txikienak izatea. Hortaz, karratu Txikien Arrunten (kTA) bitartez eredua 
zenbatesterakoan minimizatuko den helburu-funtzioa Hondar karratuen Batura (HkB) 
izango da. 
Eredu konometriko aku atean bi ko f iente izanik (k = 2): 
𝑚𝑖𝑛𝛼�  𝛽�  �𝑢�𝑖2𝑁
𝑖=1
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𝑖=1
 
Hemendik, lehen ordenako baldintzak deribatuz, bi Ekuazio Normal lortzen dira: 
 𝜕 ∑ 𝑢�𝑖2𝑁𝑖=1
𝜕 𝛼� = 0 → 2∑ �𝑌𝑖 −  𝛼� −  𝛽�  𝑋𝑖�(−1)𝑁𝑖=1 = 0  →  ∑ 𝑌𝑖  =   𝑁 𝛼 �  +  𝛽�  ∑ 𝑋𝑖𝑁𝑖=1𝑁𝑖=1   
 𝜕 ∑ 𝑢�𝑖2𝑁𝑖=1




Hemendik, lehen ordenako baldintzak deribatuz, bi Ekuazio Normal lortzen dira:
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35 
 
     
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zenbatespena 
 
3.1 Karratu Txikien Arrunten (KTA) zenbateslea 
Demagun honako eredu ekonometriko bakun hau, non oinarrizko hipotesi guztiak 
betetzen baitira. 
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖 +  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
Aurreko gaietan aipatu bezala, ereduko koefizienteak ezezagunak direnez, aldagai 
endogenoaren (Y) batez besteko portaera ere ezezaguna da; hau da, ereduko alde 
sistematikoa edo Populazioko Erregresio Funtzioa (PEF) ezezaguna da.   
PEF                  EX(Yi) = 𝛼 +  𝛽 𝑋𝑖            𝑖 = 1, 2, … ,𝑁    
Hortaz, ereduko perturbazioa aldagai azalduaren benetako balioaren eta 
Populazioko Erregresio Funtzioaren arteko diferentzia da, eta ereduko alde sistematikoak 
azaldu ezin duena jasotzen du ( 𝑢𝑖  =   𝑌𝑖 − 𝛼 − 𝛽𝑋𝑖     i = 1, 2, … , N). 
Ekonometriaren helburua da eredu ekonometrikoa ahalik eta hobekien 
zenbatestea; beraz, ahalik eta hondar (𝑢�𝑖) txikienak lortzea du xede, hau da, aldagai 
azalduaren benetako balioen eta zenbatetsitako balioen arteko diferentziak ahalik eta 
txikienak izatea. Hortaz, karratu Txikien Arrunten (kTA) bitartez eredua 
zenbatesterakoan minimizatuko den helburu-funtzioa Hondar karratuen Batura (HkB) 
izango da. 
Eredu ekonometriko bakun batean bi koefiziente izanik (k = 2): 
𝑚𝑖𝑛𝛼�  𝛽�  �𝑢�𝑖2𝑁
𝑖=1
 ≡ 𝑚𝑖𝑛𝛼�  𝛽�  �(𝑌𝑖  −  𝛼� −  𝛽�  𝑋𝑖)2𝑁
𝑖=1
 
Hem ndik, lehen ordenako bal intzak deribatuz, b  Ekuazio Normal lo tzen dira: 
 𝜕 ∑ 𝑢�𝑖2𝑁𝑖=1
𝜕 𝛼� = 0 → 2∑ �𝑌𝑖 −  𝛼� −  𝛽�  𝑋𝑖�(−1)𝑁𝑖=1 = 0  →  ∑ 𝑌𝑖  =   𝑁 𝛼 �  +  𝛽�  ∑ 𝑋𝑖𝑁𝑖=1𝑁𝑖=1   
 𝜕 ∑ 𝑢�𝑖2𝑁𝑖=1
𝜕 𝛽� = 0 → 2∑ �𝑌𝑖 −  𝛼� −  𝛽�  𝑋𝑖�(−𝑋𝑖)𝑁𝑖=1 = 0  →  ∑ 𝑌𝑖  𝑋𝑖 =  𝛼 �  ∑ 𝑋𝑖𝑁𝑖=1 +  𝛽�  ∑ 𝑋𝑖2𝑁𝑖=1𝑁𝑖=1   
 Ekuazio Normal hauek askatuz, ereduko bi koefizienteen kTA zenbatesleak lortzen dira:
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
36 
 
Ekuazio Normal hauek askatuz, ereduko bi koefizienteen kTA zenbatesleak 
lortzen dira:  
𝛼 � =  𝑌� −  𝛽 �  𝑋 �  
𝛽 � =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1
∑ (𝑋𝑖 −  𝑋�)2𝑁𝑖=1 =  ∑ 𝑋𝑖 𝑌𝑖 − 𝑁 𝑋 �𝑌�𝑁𝑖=1∑ 𝑋𝑖2 − 𝑁 𝑋�2𝑁𝑖=1 =  𝑆𝑋𝑌𝑆𝑋2  
Dagokion Lagineko Erregresio Funtzioa honako hau da: 
LEF                 𝐸𝑋(𝑌𝚤)� =  𝑌�𝑖 =  𝛼� +  𝛽�  𝑋𝑖        𝑖 = 1, 2, …𝑁    
Soldataren adibidean: 
 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 = 89180,   ∑ 𝐴𝑁𝑇𝑍𝑖 = 433,    49𝑖=1  49𝑖=1  
�𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖





 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 𝐴𝑁𝑇𝑍𝑖 = 83917449𝑖=1  
Eta, beraz, dagozkion Ekuazio Normalak honako hauek dira: 89190 =   49 𝛼� +  𝛽�   433 839174 =  𝛼� 433 + 𝛽�  5706 
Askatuz, 𝛼� = 1580,29 eta 𝛽� = 27,15 direnez, honako hau da dagokion Lagineko 
Erregresio Funtzioa, hau da, zenbatetsitako eredua : 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝚤  � = 1580,29 + 27,15 𝐴𝑁𝑇𝑍𝑖         𝑖 = 1,2, … , 49 
Edozein eredu ekonometrikotan, matrizeak erabiliz ere lor daitezke Ekuazio 
Normalak, eta, beraz, baita eredu bakun batean ere. Aipatu den bezala, karratu Txikien 
Arrunten (kTA) helburu-funtzioa da Hondar karratuen Batura (HkB) minimo egitea. 
HkB honela lortzen da: 
𝐻𝐾𝐵 =  �𝑢�𝑖2𝑁
𝑖=1
=  𝑈�´𝑈� 
Non 𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽� baita, hau da, Nx1 zutabe bektorea. Hortaz, 
zenbatespen-irizpidea honela jarriko da: 
Dagokion Lagineko Erregresio Funtzioa honako hau da:
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
36 
 
Ekuazio Normal hauek askatuz, ereduko bi koefizienteen kTA zenbatesleak 
lortzen dir :  
𝛼 � =  𝑌� −  𝛽 �  𝑋 �  
𝛽 � =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1
∑ (𝑋𝑖 −  𝑋�)2𝑁𝑖=1 =  ∑ 𝑋𝑖 𝑌𝑖 − 𝑁 𝑋 �𝑌�𝑁𝑖=1∑ 𝑋𝑖2 − 𝑁 𝑋�2𝑁𝑖=1 =  𝑆𝑋𝑌𝑆𝑋2  
Dagokion Lagineko Erregresio Funtzioa honako hau da: 
LEF                 𝐸𝑋(𝑌𝚤)� =  𝑌�𝑖 =  𝛼� +  𝛽�  𝑋𝑖        𝑖 = 1, 2, …𝑁    
Soldataren adibidean: 
 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 = 89180,   ∑ 𝐴𝑁𝑇𝑍𝑖 = 433,    49𝑖=1  49𝑖=1  
�𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖





 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 𝐴𝑁𝑇𝑍𝑖 = 83917449𝑖=1  
Eta, beraz, dagozkion Ekuazio Normalak honako hauek dira: 89190 =   49 𝛼� +  𝛽�   433 839174 =  𝛼� 433 + 𝛽�  5706 
Askatuz, 𝛼� = 1580,29 eta 𝛽� = 27,15 direnez, honako hau da dagokion Lagineko 
Erregresio Funtzioa, hau da, zenbatetsitako eredua : 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝚤  � = 1580,29 + 27,15 𝐴𝑁𝑇𝑍𝑖         𝑖 = 1,2, … , 49 
Edozein eredu ekonometrikotan, matrizeak erabiliz ere lor daitezke Ekuazio 
Normalak, eta, beraz, baita eredu bakun batean ere. Aipatu den bezala, karratu Txikien 
Arrunten (kTA) helburu-funtzioa da Hondar karratuen Batura (HkB) minimo egitea. 
HkB honela lortzen da: 
𝐻𝐾𝐵 =  �𝑢�𝑖2𝑁
𝑖=1
=  𝑈´𝑈� 
Non 𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽� baita, hau da, Nx1 zutabe bektorea. Hortaz, 
zenbatespen-irizpidea honela jarriko da: 
Soldataren adibidean:
3. GAIA. Erregresio Lineal Bakunaren Eredu . Zehaztapena 
36 
 
Ekuazio Normal hauek askatuz, er duko bi ko fizienteen TA zenbatesleak 
lortzen dira:  
𝛼 � =  𝑌� −  𝛽 �  𝑋  
𝛽 � =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1
∑ (𝑋𝑖 −  𝑋�)2𝑁𝑖=1 =  ∑ 𝑋𝑖 𝑌𝑖 − 𝑁 𝑋 �𝑌�𝑁𝑖=1∑ 𝑋𝑖2 − 𝑁 𝑋�𝑁𝑖=1 =  𝑆𝑋𝑌𝑆𝑋2  
Dagokion Laginek  Erregres o Funtzioa honako hau da: 
LEF                 𝐸𝑋(𝑌𝚤)� =  𝑌�𝑖 =  𝛼� +  𝛽�  𝑋𝑖        𝑖 = 1, 2, …𝑁  
Soldataren adibidean: 
 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 89180,   ∑ 𝐴𝑁𝑇𝑍𝑖 = 433,    49𝑖=1  49𝑖=1  
�𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖





 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 𝐴𝑁𝑇𝑍𝑖 = 83917449𝑖=1  
Eta, beraz, dagozkion Ekuazi  Normalak honak  haue dira: 89190 =   49 𝛼� +  𝛽�   433 839174 =  𝛼� 433 + 𝛽�  5706 
Askatuz, 𝛼� = 1580,29 eta 𝛽� = 27 15 direnez, honako hau da dago ion Laginek  
Erregresio Funtzioa, hau da, zenb tetsitako eredua : 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝚤  � = 1580,29 + 27,  𝐴𝑁𝑇𝑍𝑖         𝑖 = 1,2, … , 49
Edozein eredu ekonom trikotan, matrizeak erabiliz ere lor daitezke Ekuazio 
Normalak, eta, be az, baita eredu bakun batean ere. Aipatu den bezala, karratu Txikien 
Arrunten (kTA) helburu-funtzioa da Hondar karr tuen Batur  (HkB) minimo egitea. 
HkB honela lortzen da: 
𝐻𝐾𝐵 =  �𝑢�𝑖2𝑁
𝑖=1
=  𝑈�´𝑈� 
Non 𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽� baita, hau da, Nx1 z tabe bektorea. Hortaz, 
zenbatespen-irizpidea honela jarriko da: 
Eta, beraz, dagozkion Ekuazio Normalak honak  hauek dira:
. I . rr r si  Li l k r  r a. zt  
 
 
i  r l  s t , re  i efi i t   t sl  
l rt  ir :  
𝛼  𝑌  𝛽  𝑋  
𝛽  (𝑌𝑖  𝑌)(𝑋𝑖  𝑋)𝑁𝑖 1 (𝑋𝑖  𝑋)2𝑁𝑖 1  𝑋𝑖 𝑌𝑖 𝑁 𝑋 𝑌𝑁𝑖 1 𝑋𝑖2 𝑁 𝑋2𝑁𝑖 1  𝑆𝑋𝑌𝑆𝑋2  
i  i  rr r si  t i    : 
                 𝐸𝑋(𝑌𝚤)  𝑌�𝑖  𝛼�  𝛽�  𝑋𝑖        𝑖 , , 𝑁    
l t r  i i : 
 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 ,   𝐴𝑁𝑇𝑍𝑖 ,    49𝑖 1  49𝑖 1  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖





 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 𝐴𝑁𝑇𝑍𝑖49𝑖 1  
t , r , i  i  r l  o  ir :    𝛼�  𝛽�     𝛼�  𝛽�   
s t , 𝛼� ,  t  𝛽� ,  ir ,    ki  i  
rr r si  t i ,  , at tsit  r  : 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝚤  , ,15 𝐴𝑁𝑇𝑍𝑖         𝑖 , , ,  
i  r  tri t , tri  r ili  r  l r it  i  
r l , t , r , it  r   t  r . i t   l , rr t  i i  
rr t  ( ) l r -f t i   r rrat  t r  ( ) i i  it . 




 𝑈 𝑌  𝑌� 𝑌 𝑋 𝛽� it ,  ,  ut  t r . rt , 
t s -iri i  l  j rri  : 
Askatuz, α̂ = 1580,29 eta β̂ = 27,15 direnez, honako hau da dagokion Laginek  Erregresio 
Funtzioa, hau da, zenbatetsitako eredua :
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
36 
 
Ekuazio Normal hauek askatuz, ereduko bi koefizienteen kTA zenbatesleak 
lortzen dira:  
𝛼 � =  𝑌� −  𝛽 �  𝑋 �  
𝛽 � =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1
∑ (𝑋𝑖 −  𝑋�)2𝑁𝑖=1 =  ∑ 𝑋𝑖 𝑌𝑖 − 𝑁 𝑋 �𝑌�𝑁𝑖=1∑ 𝑋𝑖2 − 𝑁 𝑋�2𝑁𝑖=1 =  𝑆𝑋𝑌𝑆𝑋2  
Dagokion Lagineko Erregresio Funtzioa honako hau da: 
LEF                 𝐸𝑋(𝑌𝚤) =  𝑌�𝑖 =  𝛼� +  𝛽�  𝑋𝑖        𝑖 = 1, 2, …𝑁    
Soldataren adibidean: 
 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 = 89180,   ∑ 𝐴𝑁𝑇𝑍𝑖 = 433,    49𝑖=1  49𝑖=1  
�𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖





 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 𝐴𝑁𝑇𝑍𝑖 = 83917449𝑖=1  
Eta, beraz, dagozkion Ekuazio Normalak honako hauek dira: 89190 =   49 𝛼� +  𝛽�   433 839174 =  𝛼� 433 + 𝛽�  5706 
Askatuz, 𝛼� = 1580,29 eta 𝛽� = 27,15 direnez, honako hau da dagokion Lagineko 
Erregresio Funtzioa, hau da, zenbatetsitako eredua : 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝚤  = 1580,29 + 27,15 𝐴𝑁𝑇𝑍𝑖         𝑖 = 1,2, … , 49 
Edozein eredu ekonometrikotan, matrizeak erabiliz ere lor daitezke Ekuazio 
Normalak, eta, beraz, baita eredu bakun batean ere. Aipatu den bezala, karratu Txikien 
Arrunten (kTA) helburu-funtzioa da Hondar karratuen Batura (HkB) minimo egitea. 
HkB honela lortzen da: 
𝐻𝐾𝐵 =  �𝑢�𝑖2𝑁
𝑖=1
=  𝑈�´𝑈� 
Non 𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽� baita, hau da, Nx1 zutabe bektorea. Hortaz, 
zenbatespen-irizpidea honela jarriko da: 
Edozein eredu ekonometrikotan, matrizeak erabiliz ere lor daitezke Ekuazio Normalak, eta, 
beraz, baita eredu bakun batean ere. Aipatu den bezala, karratu Txikien Arrunten (kTA) helburu-
funtzioa da Hondar karratuen Batura (HKB) minimo egitea. HKB honela lortzen da:
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
36 
 
Ekuazio Normal hauek askatuz, e eduko bi koefizie te  kTA zenbatesl ak
lortzen dira:  
𝛼 � =  𝑌� −  𝛽 �  𝑋 �  
𝛽 =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1
∑ (𝑋𝑖 −  𝑋�)2𝑁𝑖=1 =  ∑ 𝑋𝑖 𝑌𝑖 − 𝑁 𝑋 �𝑌�𝑁𝑖=1∑ 𝑋𝑖2 − 𝑁 𝑋�2𝑁𝑖=1 =  𝑆𝑋𝑌𝑆𝑋2  
Dagokion Lagineko Erregresio Funtzioa honako hau da: 
LEF                 𝐸𝑋(𝑌𝚤)� =  𝑌�𝑖 =  𝛼� +  𝛽�  𝑋𝑖        𝑖 = 1, 2, …𝑁    
Soldataren adibidean: 
 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 = 89180,   ∑ 𝐴𝑁𝑇𝑍𝑖 = 433,    49𝑖=1  49𝑖=1  
�𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖





 ∑ 𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 𝐴𝑁𝑇𝑍𝑖 83917449𝑖=1  
Eta, beraz, dagozkion Ekuazio Normalak honako hauek dira: 89190 =   49 𝛼� +  𝛽�   433 839174 =  𝛼� 433 + 𝛽�  5706 
Askatuz, 𝛼� = 1580,29 eta 𝛽� = 27,15 direnez, honako hau da dagokion Lagineko 
Erregresio Funtzioa, hau da, zenbatetsitako eredua : 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝚤  = 1580,29 + 27,15 𝐴𝑁𝑇𝑍𝑖         𝑖 = 1,2, … , 49 
Edozein eredu ekonometrikotan, matrizeak erabiliz ere lor daitezke Ekuazio 
Normalak, eta, beraz, baita eredu bakun batean ere. Aipatu den bezala, karratu Txikien 
Arrunten (kTA) helburu-funtzioa da H d r karratuen Batura (HkB) minimo egitea. 
HkB honela lortzen d : 
𝐻𝐾𝐵 =  �𝑢�𝑖2𝑁
𝑖=1
=  𝑈�´𝑈� 
Non 𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽� baita, hau da, Nx1 zutabe bektorea. Hortaz, 
zenbatespen-irizpidea honela jarriko da: 
3. GAIA. ERREGRESIO LINEAL BAkUNAREN EREDUA. ZENBATESPENA
35
Non Û = Y – Ŷ = Y – X β̂ baita, hau da, N × 1 zutabe bektorea. Hortaz, zenbatespen-irizpidea 
honela jarriko da: 3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
37 
 
 𝑚𝑖𝑛𝛽�   𝐻𝐾𝐵 ≡ 𝑚𝑖𝑛𝛽�   𝑈�´𝑈�   ≡ 𝑚𝑖𝑛𝛽�  �𝑌 − 𝑋 𝛽��´(𝑌 − 𝑋 𝛽�) 
𝜕 𝑈�´𝑈�
𝜕 𝛽� = 0 →  −2 𝑋´�𝑌 − 𝑋 𝛽�� = 0 → 𝑋´𝑌 = 𝑋´𝑋 𝛽�  → 𝛽� =  (𝑋´𝑋)−1 𝑋´𝑌 
Non:  
𝛽 � =  �𝛼�
𝛽�































Soldaten adibidera bueltatuz: 

















⎞ =     � 49 433433 5706�  
(𝑋´𝑋)−1 =      � 49 433433 5706�−1 =  192105 �5706 −433−433 49 � =  � 0,0619 −0,0047−0,0047 0,000532� 












⎞ =  � 89190839174� 
  𝛽 � = (𝑋´𝑋)−1 𝑋´𝑌 =  �1580,2927,15 �  →  𝑆𝑂𝐿𝐷𝐴𝑇𝐴� 𝑖 = 1580,29 + 27,15 𝐴𝑁𝑇𝑍𝑖                                                                                                                                             𝑖 = 1, … , 49 
Ereduko koefizienteen zenbatespenen interpretazioa honako hau da: 
𝛼 � = 1580,29 → Enpresan sartu berria den (ANTZi = 0) langile baten hileroko 
batez besteko soldata 1.580,29 eurokoa dela zenbatesten da.   
𝛽� = 27,15 → Lan-urte gehigarri bakoitzeko (ANTZ urte bat handitzen denean), 
hileroko batez besteko soldata 27,15 euro handitzen dela zenbatesten da. 
Non:
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
37 
 
 𝑚𝑖𝑛𝛽�   𝐻𝐾𝐵 ≡ 𝑚𝑖𝑛𝛽�   𝑈�´𝑈�   ≡ 𝑚𝑖𝑛𝛽�  �𝑌 − 𝑋 𝛽��´(𝑌 − 𝑋 𝛽�) 
𝜕 𝑈�´𝑈�
𝜕 𝛽� = 0 →  −2 𝑋´�𝑌 − 𝑋 𝛽�� = 0 → 𝑋´𝑌 = 𝑋´𝑋 𝛽�  → 𝛽� =  (𝑋´𝑋)−1 𝑋´𝑌 
Non:  
𝛽 � =  �𝛼�
𝛽�































Soldaten adibidera bueltatuz: 

















⎞ =     � 49 433433 5706�  
(𝑋´𝑋)−1 =      � 49 433433 5706�−1 =  192105 �5706 −433−433 49 � =  � 0,0619 −0,0047−0,0047 0,000532� 












⎞ =  � 89190839174� 
  𝛽 � = (𝑋´𝑋)−1 𝑋´𝑌 =  �1580,2927,15 �  →  𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 = 1580,29 + 27,15 𝐴𝑁𝑇𝑍𝑖                                                                                                                                             𝑖 = 1, … , 49 
Ereduko koefizienteen zenbatespenen interpretazioa honako hau da: 
𝛼 � = 1580,29 → Enpresan sartu berria den (ANTZi = 0) langile baten hileroko 
batez besteko soldata 1.580,29 eurokoa dela zenbatesten da.   
𝛽� = 27,15 → Lan-urte gehigarri bakoitzeko (ANTZ urte bat handitzen denean), 
hileroko batez besteko soldata 27,15 euro handitzen dela zenbatesten da. 
Soldaten adibidera bueltatuz:
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
37 
 
 𝑚𝑖𝑛𝛽�   𝐻𝐾𝐵 ≡ 𝑚𝑖𝑛𝛽�   𝑈�´𝑈�   ≡ 𝑚𝑖𝑛𝛽�  �𝑌 − 𝑋 𝛽��´(𝑌 − 𝑋 𝛽�) 
𝜕 𝑈�´𝑈�
𝜕 𝛽� = 0 →  −2 𝑋´�𝑌 − 𝑋 𝛽�� = 0 → 𝑋´𝑌 = 𝑋´𝑋 𝛽�  → 𝛽� =  (𝑋´𝑋)−1 𝑋´𝑌 
Non:  
𝛽 � =  �𝛼�
𝛽�



























Sol aten adibidera bueltatuz: 















⎞ =     � 49 433433 5706�  
(𝑋´𝑋)−1 =      � 49 433433 5706�−1 =  192105 �5706 −433−433 49 � =  � 0,0619 −0,0047−0,0047 0,000532� 










⎞ =  � 89190839174� 
  𝛽 � = (𝑋´𝑋)−1 𝑋´𝑌 =  �1580,2927,15 �  →  𝑆𝑂𝐿𝐷𝐴𝑇𝐴� 𝑖 = 1580,29 + 27,15 𝐴𝑁𝑇𝑍𝑖                                                                                                                                             𝑖 = 1, … , 49 
Ereduko koefizienteen zenbatespenen interpretazioa honako hau da: 
𝛼 � = 1580,29 → Enpresan sartu berria den (ANTZi = 0) langile baten hileroko 
batez besteko soldata 1.580,29 eurokoa dela zenbatesten da.   
𝛽� = 27,15 → Lan-urte gehigarri bakoitzeko (ANTZ urte bat handitzen denean), 
hileroko batez besteko soldata 27,15 euro handitzen dela zenbatesten da. 
Ereduko koefizienteen zenbatespenen interpretazioa honako hau da:
—	α̂ = 1580,29 →  Enpresan sartu berria den (ANTZi = 0) langile baten hileroko batez bes-
t ko soldata 1.580,29 eurokoa dela zenb testen da.
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EkONOMETRIA ETA GRETL
— β̂ = 27,15 → Lan-urte gehigarri bakoitzeko (ANTZ urte bat handitzen denean), hileroko 
batez besteko soldata 27,15 euro handitzen dela zenbatesten da.
Aurretik adierazi bezala, ereduko koefiziente guztiak zenbatetsiz, Lagineko Erregresio Fun-
tzioa (LEF) lortzen da, eta, horrekin, edozein langileren hileroko batez besteko soldataren zenba-
tespena eta dagokion hondarra (ûi = SOLDATAi – 
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
38 
 
Aurretik adierazi bezala, ereduko koefiziente guztiak zenbatetsiz, Lagineko 
Erregresio Funtzioa (LEF) lortzen da, eta, horrekin, edozein langileren hileroko batez 
besteko soldataren zenbatespena eta dagokion hondarra (𝑢�𝑖 =  𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 −
𝑆𝑂𝐿𝐷𝐴𝑇𝐴� 𝑖).  Hondarra, zenbatespen-errore bat da, eta eredua zenbatesterakoan egiten 
diren errore guztiak biltzen ditu. Bi motatako erroreak bereiziko dira. Bata, koefizienteak 
ezezagunak izanik, horiek zenbatestean egiten den erroretik dator, eta bestea, zenbatetsi 
ezinezko perturbazioa (ui) dagoelako ereduan (garrantzitsua da perturbazioak eta 
hondarrak bereiztea eta ez nahastea). 
Orokorrean,  𝑢�𝑖 =  𝑌𝑖 −  𝑌𝚤� =  𝑌𝑖 − �𝛼 � + 𝛽�  𝑋𝑖�     𝑖 = 1, 2, … ,𝑁 
 
Grafikoan, beltzez, Populazioko Erregresio Funtzioa dago irudikatuta. Bertan, 
erraz ikusi daiteke, aldagai azalduaren edozein i behaketa (Yi) lortzeko, ereduaren zati 
sistematikoari, hau da, (α + β Xi) terminoari,  perturbazioa (ui) gehitu egin behar zaiola 
(Yi= α +  β Xi + ui). 
Lagineko Erregresio Funtzioa eta zenbatetsitako koefizienteak gorriz adierazita 
daude. PEF eta LEF arteko diferentzia, koefizienteak zenbatesterakoan egiten diren 
erroreengatik ematen da; hau da, 𝛼 ≠  𝛼 �  eta 𝛽 ≠  𝛽�  delako. 
LEF oinarritzat hartuz, aldagai azalduaren edozein i behaketa (Yi) lortzeko, 
zenbatetsitako zati sistematikoari ( 𝑌�𝑖 = 𝛼� +  𝛽�  𝑋𝑖) dagokion hondarrak hartzen duen 
balioa (𝑢�𝑖) gehitu behar zaio, horrela  𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 lortuz. Azkenik, aipatu LEF batez 
bestekoen puntutik ( 𝑌�,𝑋�) pasatzen dela. 
 
Hondarra, zenbatespen-erro e bat 
da, eta eredua zenbatesterakoan egiten diren errore guztiak biltzen ditu. Bi motatako erroreak be-
reiziko dira. Bata, koefizienteak ezezagunak izanik, horiek zenbatestean egiten den erroretik da-
tor, eta bestea, zenbatetsi ezinezko perturbazioa (ui) dagoelako ereduan (garrantzitsua da perturba-
zioak eta hondarrak bereiztea eta ez nahastea).
Orokorrean, ûi = Yi – Ŷi = Yi – (α̂ + β̂ Xi) i = 1, 2, ..., N
Grafikoan, beltzez, Populazioko Erregresio Funtzioa dago irudika uta. Bertan, erraz ikusi 
daiteke, aldagai azalduaren edozein i behaketa (Yi) lortzeko, ereduaren zati sistematikoari, hau da 
(α + β Xi) terminoari, perturbazioa (ui) gehitu egin behar zaiola (Yi = α + β Xi + ui).
Lagineko Erregresio Funtzioa eta zenbatetsitako koefizienteak gorriz adierazita daude. PEF 
eta LEF arteko diferentzia, koefizienteak zenbatesterakoan egiten diren erroreengatik ematen da; 
hau da, α	≠	α̂ eta β	≠	β̂ delako.
LEF oinarritzat hartuz, aldagai azalduaren edozein i behaketa (Yi) lortzeko, zenbatetsitako 
zati sistematikoari (Ŷi = α̂ + β̂ Xi) dagokion hondarr k hartzen duen balio  (ûi) gehitu behar zaio, 
horrela Yi = Ŷi + ûi lortuz. Azkenik, aipatu LEF batez bestekoen puntutik (Ȳ, X̄) pasatzen dela.
3. GAIA. ERREGRESIO LINEAL BAkUNAREN EREDUA. ZENBATESPENA
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3.2. Lagineko Erregresio Funtzioaren (LEF) propietateak
Eredu ekonometriko bakun batean, honako bost propietate hauek betetzen dira (frogapenak 
Erregresio Lineal Orokorraren Ereduan egingo dira).
1. Hondarrak eta aldagai azaltzailea ortogonalak dira: 
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
39 
 
3.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Eredu ekonometriko bakun batean, honako bost propietate hauek betetzen dira 
(frogapen k Erregresio Lin al Orokorraren Ereduan egingo dira). 
1. rr  t  l i lt il  rt l  ir : ∑ 𝑋𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
3. Hondarren batura zero da: ∑ 𝑢�𝑖 = 0.𝑁𝑖=1  
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
5. LEF lagineko batez bestekoen puntutik pasatzen da:  𝑌� =  𝛼� +  𝛽�  𝑋�. 
 
3.3  Doikuntza-neurria: mugatze-koefizientea (R2) 
Eredua zenbatetsita dagoenean, Lagineko Erregresio Funtzioa datuekiko nola 
doitzen den analizatzea interesatzen da. Hau da, zenbatetsitako funtzioa eta datuak nola 
doitzen diren. 
Aldagai endogenoaren balio guztiak berdinak izango balira, horiek eta aldagai 
endogenoaren lagineko batez bestekoa berdinak lirateke; horrela, aldagai endogenoaren 
aldakuntza zero izango da. Orokorrean, aldagai endogenoaren aldakortasuna, behatutako 
balioen eta aldagai horren lagineko batez bestekoaren arteko distantzia bezala definitzen 
da, eta kalkulatutako aldakortasunaren karratuen batura (kTB: karratu Totalaren Batura) 
aldagai azaltzaileekin azaldu nahi den aldakuntza da. Horrela, zenbat eta handiagoa izan 
azaldutako aldakortasunaren proportzioa, hainbat eta hobe izango da egindako doikuntza. 
Mugatze-koefizientea (R2) erregresioaren doikuntza-neurri bat da. Aldagai 
azaltzaileak zenbat azaltzen duen aldagai endogenoaren aldakuntza neurtzen du, hau da,  
aldagai endogenoaren karratu Totalaren Baturaren (kTB) zein ehuneko azaltzen duen. 





Aurretik azaldu bezala, 𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 da, eta zenbatetsitako balioak eta hondarrak 
ortogonalak direnez,   
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: 
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
39 
 
3.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Eredu ekonometriko bakun batean, honako bost propietate hauek betetzen dira 
(frogapenak Erregresio Lineal Orokorraren Ereduan egingo dira). 
1. Hondarrak eta aldagai azaltzailea ortogonalak dira: ∑ 𝑋𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
2.  ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
3. Hondarren batura zero da: ∑ 𝑢�𝑖 = 0.𝑁𝑖=1  
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
5. LEF lagineko batez bestekoen puntutik pasatzen da:  𝑌� =  𝛼� +  𝛽�  𝑋�. 
 
3.3  Doikuntza-neurria: mugatze-koefizientea (R2) 
Eredua zenbatetsita dagoenean, Lagineko Erregresio Funtzioa datuekiko nola 
doitzen den analizatzea interesatzen da. Hau da, zenbatetsitako funtzioa eta datuak nola 
doitzen diren. 
Aldagai endogenoaren balio guztiak berdinak izango balira, horiek eta aldagai 
endogenoaren lagineko batez bestekoa berdinak lirateke; horrela, aldagai endogenoaren 
aldakuntza zero izango da. Orokorrean, aldagai endogenoaren aldakortasuna, behatutako 
balioen eta aldagai horren lagineko batez bestekoaren arteko distantzia bezala definitzen 
da, eta kalkulatutako aldakortasunaren karratuen batura (kTB: karratu Totalaren Batura) 
aldagai azaltzaileekin azaldu nahi den aldakuntza da. Horrela, zenbat eta handiagoa izan 
azaldutako aldakortasunaren proportzioa, hainbat eta hobe izango da egindako doikuntza. 
Mugatze-koefizientea (R2) erregresioaren doikuntza-neurri bat da. Aldagai 
azaltzaileak zenbat azaltzen duen aldagai endogenoaren aldakuntza neurtzen du, hau da,  
aldagai endogenoaren karratu Totalaren Baturaren (kTB) zein ehuneko azaltzen duen. 





Aurretik azaldu bezala, 𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 da, eta zenbatetsitako balioak eta hondarrak 
ortogonalak direnez,   
3. Hondarren batura zero da: 
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
39 
 
3.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Eredu ekon metriko bakun batean, honako bost propietate hauek betetzen dira 
(frogapenak Erregresio Lineal Orokorraren Ereduan egingo dira). 
1. Hondarrak eta aldagai azaltzailea ortogonalak dira: ∑ 𝑋𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
3.    : ∑ 𝑢�𝑖 = 0.𝑁𝑖=1  
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
5. LEF lagineko batez bestekoen puntutik pasatzen da:  𝑌� =  𝛼� +  𝛽�  𝑋�. 
 
3.3  Doikuntza-neurria: mugatze-koefizientea (R2) 
Eredua zenbatetsita dagoenean, Lagineko Erregresio Funtzioa datuekiko nola 
doitzen d n analizatzea interesatzen da. H u da, zenbatetsitako funtzioa eta datuak l  
it  iren. 
Aldagai endogenoaren balio guztiak berdinak izango balira, horiek eta aldagai 
endogenoaren lagineko b tez bestekoa berdinak l r teke; horrel , aldaga  endogeno ren 
al aku tz  zero izang d . Orokorrean, aldag i endogenoaren aldakortasuna, behatutako 
balioe  et  aldagai horren lagineko batez bestekoaren arteko distantzia bez la definitzen 
d , eta kalku atut ko aldakortasunaren karratu n batur  (kTB: k rratu Tot l ren Batura) 
aldag i zaltzaileekin azaldu nahi d aldak ntza da. Horrela, zenbat eta handiago  iz n 
zaldut ko aldakortasun ren proportzioa, hai bat et  hobe iz ngo da egindako doikuntza. 
Mugatze-koefizientea (R2) erregresioaren doikuntza-neurri bat da. Aldagai 
azaltzaileak zenbat azaltzen duen aldagai end ge oaren aldaku tza neurtzen du, hau d ,  
ldag  ndogenoaren karratu Totalaren Baturaren (kTB) zein ehuneko azaltzen duen. 





Aurretik azaldu bezala, 𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 da, eta zenbatetsitako balioak eta hondarrak 
ortogonalak d renez,   
4. Yre  lagi eko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
39 
 
3.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Eredu ekonometriko bak  batean, honako bost propietate hauek betetzen dira 
(frogapenak Erregresio Lineal Orokorraren Ereduan egingo dira). 
1. Ho darrak eta aldagai azaltzailea ortogonalak dira: ∑ 𝑋𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
2. Hond rrak eta zenbatetsit ko ldagaia ortogon lak dira: ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
3. Hond rr n batura zero da: ∑ 𝑢�𝑖 = 0.𝑁𝑖=1  
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
 𝑌� =  𝑌��. 
5. LEF lagineko batez bestekoen puntutik pasatzen da:  𝑌� =  𝛼� +  𝛽�  𝑋�. 
 
3.3  Doikuntza-neurria: mugatze-koefizientea (R2) 
Eredua zenbat tsita dagoenean, Lag neko Erregresio Funtzioa datuekiko nola 
doitzen den analizatzea interesatzen da. Hau da, zenbatetsitako funtzioa eta datuak nola 
doitzen diren. 
Aldagai endogenoaren balio guztiak berdinak izango balira, horiek eta aldagai 
endogenoaren lagineko batez bestekoa berdinak lirateke; horrela, aldagai endogenoaren 
aldakuntza zero izango da. Orokorrean, aldagai endogenoaren aldakortasuna, behatutako 
balioen eta aldagai horren lagineko batez bestekoaren arteko distantzia bezala definitzen 
da, eta kalkulatutako aldakortasunaren karratuen batura (kTB: karratu Totalaren Batura) 
aldagai azaltzaileekin azaldu nahi den aldakuntza da. Horrela, zenbat eta handiagoa izan 
azaldutako aldakortasunaren proportzioa, hainbat eta hobe izango da egindako doikuntza. 
Mug tze-koefizientea (R2) erregresioaren doiku tza-neurri bat da. Ald gai 
azaltzaileak zenbat azaltzen duen aldagai endogenoaren aldakuntza neurtzen du, hau da,  
aldagai endogenoaren karratu Totalaren Baturaren (kTB) zein ehuneko azaltzen duen. 





Aurretik azaldu bezala, 𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 da, eta zenbatetsitako balioak eta hondarrak 
ortogonalak direnez,   
5. LEF lagineko batez bestekoen puntutik pasatzen da: 
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
39 
 
3.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Eredu ekonometriko bakun batean, honako bost propietate hauek betetzen dira 
(frogapenak Erregresio Lineal Orokorraren Ereduan egingo dira). 
1. Hondarr  eta aldagai azaltz ilea ortogo alak dira: ∑ 𝑋𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
2. Hondar ak eta zenbatetsitako ld gaia ortogonalak dira: ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
3. Hondar en ba ura zero da: ∑ 𝑢�𝑖 = 0.𝑁𝑖=1
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
. LEF lagineko batez bestekoen puntutik pasatzen da:  𝑌� =  𝛼� +  𝛽�  𝑋�. 
 
3.3  Doikuntza-neurria: mugatze-koefizientea (R2) 
Eredua zenbatetsita dagoenean, Lagineko Erregresio Funtzioa datuekiko nola 
doitzen den analizatzea interesatzen da. Hau da, zenbatetsitako funtzioa eta datuak nola 
doitzen di n. 
Aldagai endogenoaren balio guztiak berdinak izango balira, horiek eta aldagai 
endogenoaren lagineko batez bestekoa berdinak lirateke; horrela, aldagai endogenoaren 
aldakuntza zero izango da. Orokorrean, ald gai ndogeno ren aldakortasuna, behatut ko 
balioen eta aldagai horren lagineko batez bestekoaren arteko dist ntzia bezala defi itzen 
d , eta kalkulatutako aldakortasunar n karratuen batura (kTB: karratu Total ren Batura) 
aldagai azaltzaileekin azaldu nahi den aldakuntza da. Horrela, zenbat eta handiagoa zan 
az lduta o ald kortasunaren proportzioa, hainbat et  hobe izango da egindako doikuntza. 
Mugatze-koefizientea (R2) erregresioaren doikuntza-neurri bat da. Aldagai 
azaltzaileak zenbat azaltzen duen aldagai endogenoaren aldakuntza neurtzen du, hau da,  
aldagai endogenoaren karratu Totalar n Baturaren (kTB) zein ehuneko azaltzen duen. 





Aurretik azaldu bezala, 𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 da, eta zenbatetsitako balioak eta hondarrak 
ortogonalak direnez,   
3.3. Doikuntza-neurria: mugatze-koefizientea (R2)
Eredua zenbatetsita dagoenean, Lagineko Erregresio Funtzioa datuekiko nola doitzen den 
analizatzea interesatzen da. Hau da, zenbatetsitako funtzioa eta datuak nola doitzen diren.
Aldagai endogenoar  lio guzti k berdi a  iza go balira, hor ek eta ald gai endogenoaren 
lagineko batez bestekoa berdinak lirateke; horrela, aldagai endogenoaren aldakuntza zero izango 
da. Or korrean, ald gai endogenoaren aldakortasuna, behatutako balioen eta aldagai h rren lagi-
neko batez bestekoaren arteko distantzia bezala definitzen da, eta kalkulatutako aldakortasunaren 
karratuen batura (KTB: karr tu Total ren B tura) aldagai azaltzaileekin a aldu nahi den ldakun-
tza da. Horrela, zenbat eta handiagoa izan azaldutako aldakortasunaren proportzioa, hainbat eta 
hobe izango da egindako doikuntza.
Mugatz -koefiz entea (R2) erregres aren doikuntza-n urri bat d . Aldagai azaltz ileak zen-
bat azaltzen duen aldagai endogenoaren aldakuntza neurtzen du, hau da, aldagai endogenoaren 
karratu Totalaren Baturaren (KTB) zein ehuneko azaltzen duen.
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3.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Eredu ekonometriko bakun batean, honako bost propietate hauek betetzen dira 
(frogapenak Erregresio Lineal Orokorraren Ereduan egingo dira). 
1. Hondarrak eta aldagai azaltzailea ortogonalak dira: ∑ 𝑋𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
3. Hondarren batura zero da: ∑ 𝑢�𝑖 = 0.𝑁𝑖=1  
4. Yren lagineko bat z bestekoa eta Yren zenbatespe n la ineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
5. LEF lagineko batez bestekoen puntutik pas tzen da:  𝑌� =  𝛼� +  𝛽�  𝑋�. 
 
3.3  Doikuntza-n urria: mugatze-koefizientea (R2) 
Eredua zen tsita dagoenean, Lagineko Erregresio Funtzioa datueki  nola 
doitzen den analizatz a interesatzen da. Hau d , zenbatetsitako funtzioa ta datuak nol  
doitzen diren. 
Aldagai endogenoaren balio guztiak berdinak izango balira, horiek eta aldagai 
endogenoaren lagi eko batez bestekoa berdinak l rateke; horrela, aldagai endogenoaren 
aldakuntza zero izango d . Orokorre n, aldagai endogenoaren aldakortasuna, behatutako 
balioen eta aldagai horre  lagineko batez bestekoar  arteko di tantzi bez la d finitze  
da, eta kalkulatutako aldakortasunaren karratuen batura (kTB: karrat  Totalaren Batura) 
aldagai azaltzaileekin azaldu nahi den aldakuntza da. Horrela, zenbat eta handiagoa izan 
azaldutako aldakortasunaren proportzioa, hainbat eta hobe izang  da egindako oikuntza. 
Mugatze-koefizi ntea (R2) erregresioaren doikuntza-neurri bat da. Aldagai 
azaltzaileak enbat a ltzen duen alda ai endogenoaren aldakuntz  neurtzen du, hau da,  
aldag i e dogenoaren ar atu Totalaren Baturaren (kTB) zein ehuneko azaltzen du n. 





Aurretik azaldu bezala, 𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 da, eta zenbatetsitako balioak eta hondarrak 
ortogonalak direnez,   
Aurretik azaldu bezala, Yi = Ŷi + ûi da, eta zenba etsitako balioak eta hondarrak ortogonalak 
direne ,

















+  �𝑢�𝑖 2𝑁
𝑖=1
 
Bi aldeetan 𝑁𝑌�2 kenduz eta 𝑌� =  𝑌�� denez,  
∑ 𝑌𝑖
2𝑁
𝑖=1 − 𝑁 𝑌�2 =  ∑ 𝑌�𝑖2𝑁𝑖=1 −  𝑁 𝑌�2 +  ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌�)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌��)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1        →       𝐾𝑇𝐵 = 𝐾𝐴𝐵 + 𝐻𝐾𝐵    
Erregresioaren mugatze-koefizientea honela definitzen da: 
𝑅2 =  𝐾𝐴𝐵
𝐾𝑇𝐵
= 1 −  𝐻𝐾𝐵
𝐾𝑇𝐵
 
Eredu bakunean, gainera, froga daiteke mugatze-koefizientea aldagai 
endogenoaren eta aldagai azaltzailearen arteko korrelazio-koefizientearen berbidura dela, 
hau da,  𝑅2 =  (𝑟𝑋𝑌)2. Bestalde, eredu bakunean, mugatze-koefizientea [0, 1] tartean 
egongo da, 1etik hurbil dagoenean, doikuntza hobea izanik.  
 
3.4  Ereduko koefizienteen KTA zenbatesleen lagin txikitako propietateak  
Demagun Erregresio Lineal Bakunaren Eredua non oinarrizko hipotesiak betetzen 
baitira.  
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖 +  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
 
Ereduko koefizienteen kTA zenbatesleak honako hauek dira: 
 
𝛼 � =  𝑌� −  𝛽 �  𝑋 �  
𝛽 � =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1






















+  �𝑢�𝑖 2𝑁
𝑖=1
 
 𝑁𝑌�2 kenduz eta 𝑌 =  𝑌�� denez,  
∑ 𝑌𝑖
2𝑁
𝑖=1 − 𝑁 𝑌�2 =  ∑ 𝑌�𝑖2𝑁𝑖=1 −  𝑁 𝑌�2 +  ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌�)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌��)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1        →       𝐾𝑇𝐵 = 𝐾𝐴𝐵 + 𝐻𝐾𝐵    
Erregresioaren mugatze-koefizient a ho el definitzen da: 
𝑅2 =  𝐾𝐴𝐵
𝐾𝑇𝐵
= 1 −  𝐻𝐾𝐵
𝐾𝑇𝐵
 
Eredu bak nean, gai era, froga daiteke mugatze-koefizient a aldagai 
endogenoaren eta aldag i azaltzaile ren arteko korrelazi -koef zient aren b rbidura dela, 
hau da,  𝑅2 =  (𝑟𝑋𝑌)2. Bestalde, ere u bakunean, mugatze-koefizient a [0, 1] tartean 
egongo da, 1etik hurb l dagoene n, doikuntza hobea izanik.  
 
3.4  Ereduko koefizienteen KTA zenbatesleen lagin txikitako propietateak  
Demagun Erregresio Lineal Bakunaren Eredua non oinarrizko hipotesiak betetzen 
baitira.  
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
 
Ereduko koefizient en kTA zenbatesleak honako hauek dira: 
 
𝛼 � =  𝑌� −  𝛽 �  𝑋 �  
𝛽 � =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1
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+  𝑢�𝑖 2𝑁
𝑖=1
 
Bi aldeetan 𝑁𝑌�2 kenduz eta 𝑌� =  𝑌�� denez,  
∑ 𝑌𝑖
2𝑁
𝑖=1 − 𝑁 𝑌�2 =  ∑ 𝑌�𝑖2𝑁𝑖=1 −  𝑁 𝑌�2 +  ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌�)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌��)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1        →       𝐾𝑇𝐵 = 𝐾𝐴𝐵 + 𝐻𝐾𝐵    
Erregresioaren mugatze-koefizientea honela definitzen da: 
𝑅2 =  𝐾𝐴𝐵
𝐾𝑇𝐵
= 1 −  𝐻𝐾𝐵
𝐾𝑇𝐵
 
Eredu bakunean, gainera, froga daiteke mugatze-koefizientea aldagai 
endogenoaren eta aldagai azaltzailearen arteko korrelazio-koefizientearen berbidura dela, 
hau da,  𝑅2 =  (𝑟𝑋𝑌)2. Bestalde, eredu bakunean, mugatze-koefizientea [0, 1] tartean 
egongo da, 1etik hurbil dagoenean, doikuntza hobea izanik.  
 
3.4  Ereduko koefizienteen KTA zenbatesleen lagin txikitako propietateak  
Demagun Erregresio Lineal Bakunaren Eredua non oinarrizko hipotesiak betetzen 
baitira.  
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖 +  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
 
Ereduko koefizienteen kTA zenbatesleak honako hauek dira: 
 
𝛼 � =  𝑌� −  𝛽 �  𝑋 �  
𝛽 � =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1






Erregresioaren mugatze-koefizientea honela definitzen da:

















+  �𝑢�𝑖 2𝑁
𝑖=1
 
Bi aldeetan 𝑁𝑌�2 kenduz eta 𝑌� =  𝑌�� denez,  
∑ 𝑌𝑖
2𝑁
𝑖=1 − 𝑁 𝑌�2 =  ∑ 𝑌�𝑖2𝑁𝑖=1 −  𝑁 𝑌�2 +  ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌�)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌��)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1        →       𝐾𝑇𝐵 = 𝐾𝐴𝐵 + 𝐻𝐾𝐵    
Erregresioaren mugatze-koefizientea honela definitzen da: 
𝑅2 =  𝐾𝐴𝐵
𝐾𝑇𝐵
= 1 −  𝐻𝐾𝐵
𝐾𝑇𝐵
 
Eredu bakunean, gainera, froga daiteke mugatze-koefizientea aldagai 
endogenoaren eta aldagai azaltzailearen arteko korrelazio-koefizientearen berbidura dela, 
hau da,  𝑅2 =  (𝑟𝑋𝑌)2. Bestalde, eredu bakunean, mugatze-koefizientea [0, 1] tartean 
egongo da, 1etik hurbil dagoenean, doikuntza hobea izanik.  
 
3.4  Ereduko koefizienteen KTA zenbatesleen lagin txikitako propietateak  
Demagun Erregresio Lineal Bakunaren Eredua non oinarrizko hipotesiak betetzen 
baitira.  
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖 +  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
 
Ereduko koefizienteen kTA zenbatesleak honako hauek dira: 
 
𝛼 � =  𝑌� −  𝛽 �  𝑋 �  
𝛽 � =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1




Eredu bakunean, gainera, froga daiteke mugatze-koefizientea aldagai endogenoaren eta aldagai 
azaltzailearen arteko korrelazio-koefizientearen berbidura dela, hau da, R2 = (rXY)2. Bestalde, eredu ba-
kunean, mugatze-koefizientea [0, 1] tartean egongo da, 1etik hurbil dagoenean, doikuntza hobea izanik.
3.4. Ereduko koefizienteen KTA zenbatesleen lagin txikitako propietateak
Demagun Erregresio Lineal Bakunaren Eredua non oinarrizko hipotesiak betetzen baitira.
Yi = α + β Xi + ui    i = 1, 2, ..., N
Ereduko koefizienteen kTA zenbatesleak ho ako hauek dira:

















+  �𝑢�𝑖 2𝑁
𝑖=1
 
Bi aldeetan 𝑁𝑌�2 kenduz eta 𝑌� =  𝑌�� denez,  
∑ 𝑌𝑖
2𝑁
𝑖=1 − 𝑁 𝑌�2 =  ∑ 𝑌�𝑖2𝑁𝑖=1 −  𝑁 𝑌�2 +  ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌�)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1    ∑ 𝑌𝑖2𝑁𝑖=1 − 𝑁 𝑌�2 =  ∑ (𝑌�𝑖 −  𝑌��)2𝑁𝑖=1 + ∑ 𝑢�𝑖 2𝑁𝑖=1        →       𝐾𝑇𝐵 = 𝐾𝐴𝐵 + 𝐻𝐾𝐵    
Erregresioaren mugatze-koefizientea honela definitzen da: 
𝑅2 =  𝐾𝐴𝐵
𝐾𝑇𝐵
= 1 −  𝐻𝐾𝐵
𝐾𝑇𝐵
 
Eredu bakunean, gainera, froga daiteke mugatze-koefizientea aldagai 
endogenoaren eta aldagai azaltzailearen arteko korrelazio-koefizientearen berbidura dela, 
hau da,  𝑅2 =  (𝑟𝑋𝑌)2. Bestalde, eredu bakunean, mugatze-koefizientea [0, 1] tartean 
egongo da, 1etik hurbil dagoenean, doikuntza hobea izanik.  
 
3.4  Ereduko koefizienteen KTA zenbatesleen lagin txikitako propietateak  
Demagun Er egresi  Lineal Bakunaren Eredua non oinarrizko hipotesiak betetzen 
baitira.  
𝑌𝑖 =  𝛼 +  𝛽 𝑋𝑖 +  𝑢𝑖          𝑖 = 1, 2, … ,𝑁 
 
Ereduko koefizienteen kTA zenbatesleak honako hauek dira: 
 
𝛼 � =  𝑌� −  𝛽 �  𝑋 �  
𝛽 � =  ∑ (𝑌𝑖 −  𝑌�)(𝑋𝑖 −  𝑋�)𝑁𝑖=1




Lagin txikitan honako propietate hauek betetzen dituzte (frogapenak eredu orokorrean):
— Linealtasuna. kTA zenbateslea perturbazioen (baita aldagai endogenoaren) konbinazio li-
neal bat dela kontuan harturik, perturbazioekiko lineala da.
— Alboragabetasuna. EX(u) = 0 dela jakinik, alboragabeak dira, hau da, bere itxaropena ere-
duko benetako koefizienteen berdina da: EX(β̂) = β.
— Bariantza minimodunak dira.
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
41 
 
Lagin txikitan honako propietate hauek betetzen dituzte (frogapenak eredu 
orokorrean): 
**Linealtasuna. kTA zenbateslea perturbazioen (baita aldagai endogenoaren) 
konbinazio lineal bat dela kontuan harturik, perturbazioekiko lineala da.  
**Alboragabetasuna. EX(u) = 0 dela jakinik, alboragabeak dira, hau da, bere 
itxaropena ereduko benetako koefizienteen berdina da: 𝐸𝑋(𝛽�) =β. 
** Bariantza minimodunak dira. 
𝐵𝑎𝑟�𝛽�� = 𝐸𝑋�𝛽� − 𝐸(𝛽�)��𝛽� − 𝐸(𝛽�)�´ =  � 𝐵𝑎𝑟(𝛼�) 𝐾𝑜𝑏(𝛼�,𝛽�)








𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1     − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1   1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟





𝑁  ∑ 𝑋𝑖2𝑁𝑖=1
𝑆𝑋
2       − 𝑋�𝑁 𝑆𝑋2
− 𝑋�
𝑁 𝑆𝑋2 1𝑁 𝑆𝑋2⎠⎟
⎞ 
 
Gauss-Markov-en Teorema: erregresio linealeko ereduaren oinarrizko hipotesiak 
kontuan izanik, zenbatesle lineal eta alboragabe guztien artetik, kTA zenbateslea 
efizientea da, hau da, bariantza txikiena du. 
Propietate horiek kontuan izanik eta oinarrizko hipotesiak betetzen direnean, 
ereduko bi koefizienteen kTA zenbatesleen banaketak honako hauek dira: 
𝛼�  ~  𝑁( 𝛼  ,    𝜎2 ∑ 𝑋𝑖2𝑁𝑖=1
𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1  ) 
𝛽 �  ~  𝑁(  𝛽    ,    𝜎2 1
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ) 
 
3.5 Perturbazioen bariantzaren zenbateslea 
Perturbazioen bariantza ezezaguna izaten da, eta, hemendik aurrera, honako 
zenbatesle alboragabe hau erabiliko da:  
𝜎�2 =  𝑈�´𝑈�
𝑁 − 𝐾
=  𝑈�´𝑈�
𝑁 − 2 =  𝐻𝐾𝐵𝑁 − 2    
Gauss-Markov-en Teorema: erregresio linealeko ereduaren oinarrizko hipotesiak kontuan iza-
nik, zenbatesle lineal eta alboragabe guztien artetik, kTA zenbateslea efizientea da, hau da, barian-
tza txikiena du.
Propietate horiek kontuan izanik eta oinarrizko hipotesiak betetzen direnean, ereduko bi koe-
fizienteen kTA zenbatesleen banaketak honako hauek dira:
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
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Lagin txikitan honako propietate hauek betetzen dituzte (frogapenak eredu 
orokorrean): 
**Linealtasuna. kTA z nbateslea perturbazioen (bai a ald gai endogeno ren) 
konbinazio lineal bat dela kontuan ha tur k, p rturbazioekiko lineala da.  
**Alboragabetasuna. EX(u) = 0 dela jakinik, alboragabeak dira, hau da, bere 
itxaropena ereduko benet ko koefi ienteen berdina da: 𝐸𝑋(𝛽�) =β. 
** Bariantza minimodunak dira. 
𝐵𝑎𝑟�𝛽�� = 𝐸𝑋�𝛽� − 𝐸(𝛽�)��𝛽� − 𝐸(𝛽�)�´ =  � 𝐵𝑎𝑟(𝛼�) 𝐾𝑜𝑏(𝛼�,𝛽�)








𝑁 ∑ (𝑋𝑖 𝑋�)2𝑁𝑖=1     − 𝑋�∑ (𝑋𝑖 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1   1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟





𝑁  ∑ 𝑋𝑖2𝑁𝑖=1
𝑆𝑋
2       − 𝑋�𝑁 𝑆𝑋2
− 𝑋�
𝑁 𝑆𝑋2 1𝑁 𝑆𝑋2⎠⎟
⎞ 
 
Gauss-Markov-en Teorema: erregresio linealeko ereduaren oinarrizko hipotesiak 
kontuan izanik, zenbatesle lineal eta alboragabe guztien artetik, kTA zenbateslea 
efizientea da, hau da, bariantza txikiena du. 
Propietate ho iek kontuan iz nik ta o narrizko hipotesi k betetzen direnean, 
ereduko bi koefiz ente  kTA zenbatesl en banaket k honako hauek dira: 
𝛼�  ~  𝑁( 𝛼  ,    𝜎2 ∑ 𝑋𝑖2𝑁𝑖=1
𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1  ) 
𝛽 �  ~  𝑁(  𝛽    ,    𝜎2 1
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ) 
 
3.5 Perturbazioen bariantzaren zenbateslea 
Perturbazioen bariantza ezezaguna izaten da, eta, hemendik aurrera, honako 
zenbatesle alboragabe hau erabiliko da:  
𝜎�2 =  𝑈�´𝑈�
𝑁 − 𝐾
=  𝑈�´𝑈�
𝑁 − 2 =  𝐻𝐾𝐵𝑁 − 2    
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3.5. Perturbazioen bariantzaren zenbateslea
Perturbazioen bariantza ezezaguna izaten da, eta, hemendik aurrera, honako zenbatesle albo-
ragabe hau erabiliko da:
3. GAIA. Erregresio Lineal Bakunaren Eredua. Zehaztapena 
41 
 
Lagin txikitan honako propietate hauek betetzen dituzte (frogapenak eredu 
orokorrean): 
**Linealtasuna. kTA zenbateslea perturbazioen (baita aldagai endogenoaren) 
konbinazio lineal bat dela kontuan harturik, perturbazioekiko lineala da.  
**Alboragabetasuna. EX(u) = 0 dela jakinik, alboragabeak dira, hau da, bere 
itxaropena ereduko benetako koefizienteen berdina da: 𝐸𝑋(𝛽�) =β. 
** Bariantza minimodunak dira. 
𝐵𝑎𝑟�𝛽�� = 𝐸𝑋�𝛽� − 𝐸(𝛽�)��𝛽� − 𝐸(𝛽�)�´ =  � 𝐵𝑎𝑟(𝛼�) 𝐾𝑜𝑏(𝛼�,𝛽�)








𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1     − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1   1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟





𝑁  ∑ 𝑋𝑖2𝑁𝑖=1
𝑆𝑋
2       − 𝑋�𝑁 𝑆𝑋2
− 𝑋�
𝑁 𝑆𝑋2 1𝑁 𝑆𝑋2⎠⎟
⎞ 
 
Gauss-Markov-en Teorema: erregresio linealeko ereduaren oinarrizko hipotesiak 
kontuan izanik, zenbatesle lineal eta alboragabe guztien artetik, kTA zenbateslea 
efizientea da, hau da, bariantza txikiena du. 
Propietate horiek kontuan izanik eta oinarrizko hipotesiak betetzen direnean, 
ereduko bi koefizienteen kTA zenbatesleen banaketak honako hauek dira: 
𝛼�  ~  𝑁( 𝛼  ,    𝜎2 ∑ 𝑋𝑖2𝑁𝑖=1
𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1  ) 
𝛽 �  ~  𝑁(  𝛽    ,    𝜎2 1
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ) 
 
3.5 Perturbazioen bariantzaren zenbateslea 
Perturbazioen bariantza ezezaguna izaten da, eta, hemendik aurrera, honako 
zenbatesle alboragabe hau erabiliko da:  
𝜎�2 =  𝑈�´𝑈�
𝑁 − 𝐾
=  𝑈�´𝑈�
𝑁 − 2 =  𝐻𝐾𝐵𝑁 − 2    
Frogapena:
Y = X β + U eredua izanik non oinarrizko hipotesiak betetzen baitira, Û ~ N(0, σ2 M) be-
tetzen dela froga daiteke, non M = iN – X (X´X)–1 X´ matrizea, simetrikoa, idenpotentea, heina 
N – K = N – 2 eta X matrizearekiko ortogonala baita.




𝑌 = 𝑋 𝛽 + 𝑈 eredua izanik non oinarrizko hipotesiak betetzen baitira, 
𝑈� ~ 𝑁 (0,𝜎2 𝑀) betetzen dela froga daiteke, non M = IN – X (X´X)-1 X´ matrizea, 
simetrikoa, idenpotentea, heina N-k = N-2 eta X matrizearekiko ortogonala baita.  
𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽 = 𝑌 − 𝑋 (𝑋´𝑋)−1𝑋´𝑌 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)𝑌 = = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝑋𝛽 + 𝑈) = 𝑋𝛽 − 𝑋 (𝑋´𝑋)−1𝑋´𝑋 𝛽 + (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = 𝑀 𝑈 
 M simetrikoa da: M = M´ 
𝑀´ = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)´ =  𝐼´𝑁 − (𝑋 (𝑋´𝑋)−1𝑋´)´ =  =  𝐼𝑁 − (𝑋´)´ [(𝑋´𝑋)−1]´𝑋´ =  𝐼𝑁 −  𝑋 (𝑋´𝑋)−1𝑋´ =  𝑀 
 M idenpotentea da: MM=M 
𝑀𝑀 =  (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) =   =  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´− 𝑋(𝑋´𝑋)−1𝑋´ +  𝑋(𝑋´𝑋)−1𝑋´𝑋(𝑋´𝑋)−1𝑋´=  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´ = 𝑀 
 h(M)=tr(M) = N-k 
𝑡𝑟(𝑀) = 𝑡𝑟[𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[𝑋(𝑋´𝑋)−1𝑋´] = = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[(𝑋´𝑋)−1𝑋´𝑋] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟(𝐼𝐾) = 𝑁 − 𝐾  
 M matrizea X datu-matrizearekiko ortogonala da: MX = 0 
𝑀𝑋 = [𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´ ]𝑋 = 𝑋 −  𝑋 (𝑋´𝑋)−1𝑋´𝑋 = 𝑋 − 𝑋 = 0 
 𝑈� = 𝑀 𝑈 izanik,  
𝐸𝑋�𝑈�� = 𝑀 𝐸𝑋(𝑈) = 𝑀 0 = 0 
𝐵𝑎𝑟�𝑈�� =  𝐸𝑋�𝑈�𝑈�´� =  𝐸𝑋(𝑀𝑈𝑈´𝑀´ ) = = 𝑀 𝐸𝑋(𝑈𝑈´)𝑀´ = 𝑀 𝜎2𝐼𝑁 𝑀 ´ =  𝜎2𝑀𝑀´ =  𝜎2𝑀𝑀 =  𝜎2𝑀 
M matrizearen diagonal nagusiko elementu guztiak ez dira berdinak, eta, 
ondorioz, hondarrek ez dute bariantza berdina. Bestalde, diagonal nagusitik kanpoko 
elementu guztiak ez dira zero; hortaz, hondarrak ez dira korrelatu gabeak. Nahiz eta 
perturbazioak homozedastikoak eta autokorrelatu gabeak izan, hondarrekin EZ DA 
BERDINA gertatzen.  
 
— M simetrikoa da: M = M´




𝑌 = 𝑋 𝛽 + 𝑈 eredua izanik non oinarrizko hipotesiak betetzen baitira, 
𝑈� ~ 𝑁 (0,𝜎2 𝑀) betetzen dela froga daiteke, non M = IN –  (X´X)-1 X´ matrizea, 
simetrikoa, idenpotentea, heina N-k = N-2 eta X matrizearekiko ortogonala baita.  
𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽 = 𝑌 − 𝑋 (𝑋´𝑋)−1𝑋´𝑌 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)𝑌 = = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝑋𝛽 + 𝑈) = 𝑋𝛽 − 𝑋 (𝑋´𝑋)−1𝑋´𝑋 𝛽 + (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = 𝑀 𝑈 
 M simetrikoa da: M = M´ 
𝑀´ = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)´ =  𝐼´𝑁 − (𝑋 (𝑋´𝑋)−1𝑋´)´ =  =  𝐼𝑁 − (𝑋´)´ [(𝑋´𝑋)−1]´𝑋´ =  𝐼𝑁 −  𝑋 (𝑋´𝑋)−1𝑋´ =  𝑀 
 M idenpotentea da: M =M 
𝑀𝑀 =  (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) =   =  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´− 𝑋(𝑋´𝑋)−1𝑋´ +  𝑋(𝑋´𝑋)−1𝑋´𝑋(𝑋´𝑋)−1𝑋´=  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´ = 𝑀 
 h(M)=tr(M) = N-k 
𝑡𝑟(𝑀) = 𝑡𝑟[𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[𝑋(𝑋´𝑋)−1𝑋´] = = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[(𝑋´𝑋)−1𝑋´𝑋] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟(𝐼𝐾) = 𝑁 − 𝐾  
 M matrizea X datu-matrizearekiko ortogonala da: MX = 0 
𝑀𝑋 = [𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´ ]𝑋 = 𝑋 −  𝑋 (𝑋´𝑋)−1𝑋´𝑋 = 𝑋 − 𝑋 = 0 
 𝑈� = 𝑀 𝑈 izanik,  
𝐸𝑋�𝑈�� = 𝑀 𝐸𝑋(𝑈) = 𝑀 0 = 0 
𝐵𝑎𝑟�𝑈�� =  𝐸𝑋�𝑈𝑈�´� =  𝐸𝑋(𝑀𝑈𝑈´𝑀´ ) = = 𝑀 𝐸𝑋(𝑈𝑈´)𝑀´ = 𝑀 𝜎2𝐼𝑁 𝑀 ´ =  𝜎2𝑀𝑀´ =  𝜎2𝑀𝑀 =  𝜎2𝑀 
M matrizearen diagonal nagusiko element  guztiak ez dira berdinak, eta, 
ndorioz, hondarrek ez dute bariantza berdina. Bestal e, diago al nagusitik kanpoko 
element  guztiak ez dira zer ; hortaz, hondarrak ez dira korrelatu gabeak. Nahiz eta 
perturbazioak homozedasti oak eta autokorrelatu gabeak izan, hondarrekin EZ DA 
BERDINA gertatzen.  
 
— M idenpotentea da: MM = M




𝑌 = 𝑋 𝛽 + 𝑈 eredua izanik non oinarrizko hipotesiak betetzen baitira, 
𝑈� ~ 𝑁 (0,𝜎2 𝑀) betetzen dela froga daiteke, non M = IN – X (X´X)-1 X´ matrizea, 
simetrikoa, idenpotentea, heina N-k = N-2 eta X matrizearekiko ortogonala baita.  
𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽 = 𝑌 − 𝑋 (𝑋´𝑋)−1𝑋´𝑌 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)𝑌 = = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝑋𝛽 + 𝑈) = 𝑋𝛽 − 𝑋 (𝑋´𝑋)−1𝑋´𝑋 𝛽 + (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = 𝑀 𝑈 
 M simetrikoa da: M = M´ 
𝑀´ = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)´ =  𝐼´𝑁 − (𝑋 (𝑋´𝑋)−1𝑋´)´ =  =  𝐼𝑁 − (𝑋´)´ [(𝑋´𝑋)−1]´𝑋´ =  𝐼𝑁 −  𝑋 (𝑋´𝑋)−1𝑋´ =  𝑀 
 M idenpotentea da: MM=M 
𝑀𝑀 =  (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) =   =  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´− 𝑋(𝑋´𝑋)−1𝑋´ +  𝑋(𝑋´𝑋)−1𝑋´𝑋(𝑋´𝑋)−1𝑋´=  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´ = 𝑀 
 h(M)=tr(M) = N-k 
𝑡𝑟(𝑀) = 𝑡𝑟[𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[𝑋(𝑋´𝑋)−1𝑋´] = = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[(𝑋´𝑋)−1𝑋´𝑋] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟(𝐼𝐾) = 𝑁 − 𝐾  
 M matrizea X datu-matrizearekiko ortogonala da: MX = 0 
𝑀𝑋 = [𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´ ]𝑋 = 𝑋 −  𝑋 (𝑋´𝑋)−1𝑋´𝑋 = 𝑋 − 𝑋 = 0 
 𝑈� = 𝑀 𝑈 izanik,  
𝐸𝑋�𝑈�� = 𝑀 𝐸𝑋(𝑈) = 𝑀 0 = 0 
𝐵𝑎𝑟�𝑈�� =  𝐸𝑋�𝑈�𝑈�´� =  𝐸𝑋(𝑀𝑈𝑈´𝑀´ ) = = 𝑀 𝐸𝑋(𝑈𝑈´)𝑀´ = 𝑀 𝜎2𝐼𝑁 𝑀 ´ =  𝜎2𝑀𝑀´ =  𝜎2𝑀𝑀 =  𝜎2𝑀 
M matrizearen diagonal nagusiko elementu guztiak ez dira berdinak, eta, 
ondorioz, hondarrek ez dute bariantza berdina. Bestalde, diagonal nagusitik kanpoko 
elementu guztiak ez dira zero; hortaz, hondarrak ez dira korrelatu gabeak. Nahiz eta 
perturbazioak homozedastikoak eta autokorrelatu gabeak izan, hondarrekin EZ DA 
BERDINA gertatzen.  
 
— h(M) = tr(M) = N – K




𝑌 = 𝑋 𝛽 + 𝑈 redua iz nik n n oinarrizko hipotesiak betetzen baitira, 
𝑈� ~ 𝑁 (0,𝜎2 𝑀) bet tzen del  froga daiteke, non M = IN – X (X´X)-1 X´ matrizea, 
simetrikoa, idenpotentea, heina N-k = N-2 eta X matrizearekiko ortogonala baita.  
𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽 = 𝑌 − 𝑋 (𝑋´𝑋)−1𝑋´𝑌 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)𝑌 = = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝑋𝛽 + 𝑈) = 𝑋𝛽 − 𝑋 (𝑋´𝑋)−1𝑋´𝑋 𝛽 + (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = 𝑀 𝑈 
 M simetrikoa da: M = M´ 
𝑀´ (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1 )´ =  𝐼´𝑁 − (𝑋 (𝑋´𝑋)−1𝑋´)´ =  =  𝐼𝑁 − (𝑋´)´ [(𝑋´𝑋)−1]´𝑋´ =  𝐼𝑁 −  𝑋 (𝑋´𝑋)−1𝑋´ =  𝑀 
 M idenpotentea da: MM=M 
𝑀𝑀 =  (𝐼𝑁 −  (𝑋´𝑋)−1 ´ (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´ =   =  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´− 𝑋(𝑋´𝑋)−1𝑋´ +  𝑋(𝑋´𝑋)−1𝑋´𝑋(𝑋´𝑋)−1𝑋´ 𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´ = 𝑀 
 h( )=tr(M) = N-k 
𝑡𝑟(𝑀) = 𝑡𝑟[𝐼𝑁 𝑋(𝑋´𝑋)−1 ´] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[𝑋(𝑋´𝑋)−1𝑋´] = = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[(𝑋´𝑋)−1𝑋´𝑋] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟(𝐼𝐾) = 𝑁 − 𝐾  
 M matrizea X datu-matrizearekiko ortogonala da: MX = 0 
𝑀𝑋 = [𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´ ]𝑋 = 𝑋 −  𝑋 (𝑋´𝑋)−1𝑋´𝑋 = 𝑋 − 𝑋 = 0 
 𝑈� = 𝑀 𝑈 izanik,  
𝐸𝑋�𝑈�� = 𝑀 𝐸𝑋(𝑈) = 𝑀 0 = 0 
𝐵𝑎𝑟�𝑈�� =  𝐸𝑋�𝑈�𝑈�´� =  𝐸𝑋(𝑀𝑈𝑈´𝑀´ ) = = 𝑀 𝐸𝑋(𝑈𝑈´)𝑀´ = 𝑀 𝜎2𝐼𝑁 𝑀 ´ =  𝜎2𝑀𝑀´ =  𝜎2𝑀𝑀 =  𝜎2𝑀 
M matrizearen diagonal nagusiko elementu guztiak z dira berdinak, eta, 
ondorioz, ho darrek ez dute b riantza berdina. Bestalde, diagonal nagusitik kanpoko 
elementu g ztiak ez dira zero; hortaz, hond rra  ez dira korrelatu gabeak. Nahiz eta 
perturbazioak homozedastikoak eta autokorrelatu gabeak izan, hondarrekin EZ DA 
BERDINA gertatzen.  
 
— M matrizea X datu-matrizearekiko ortogonala da: MX = 0




𝑌 = 𝑋 𝛽 + 𝑈 eredua izanik non oi arrizko hipotesiak betetzen ba tir
𝑈� ~ 𝑁 (0,𝜎2 𝑀) b tetzen del  froga daiteke, non M = IN – X (X´X)-1 X´ matrizea, 
simetrikoa, idenpotentea, heina N-k = N-2 eta X matrizearekiko ortogonala baita.  
𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽 = 𝑌 − 𝑋 (𝑋´𝑋)−1𝑋´𝑌 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)𝑌 = = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝑋𝛽 + 𝑈) = 𝑋𝛽 − 𝑋 (𝑋´𝑋)−1𝑋´𝑋 𝛽 + (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = 𝑀 𝑈 
 M simetrikoa da: M = M´ 
𝑀´ = (𝐼𝑁 − 𝑋 ´ 𝑋´)´  𝐼´𝑁 (𝑋 (𝑋´𝑋)−1𝑋´)´ =  =  𝐼𝑁 − (𝑋´)´ [(𝑋´𝑋)−1]´𝑋´ =  𝐼𝑁 −  𝑋 (𝑋´𝑋)−1𝑋´ =  𝑀 
 M idenpotentea da: MM=M 
𝑀𝑀 =  (𝐼𝑁 − 𝑋 ( ´𝑋)−1𝑋´)(𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) =   =  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´ 𝑋(𝑋´𝑋) 1𝑋´ +  𝑋(𝑋´𝑋)−1𝑋´𝑋(𝑋´𝑋)−1𝑋´=  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´ = 𝑀 
 h(M)=tr(M)  N-k 
𝑡𝑟(𝑀) = 𝑡𝑟[𝐼𝑁 − 𝑋(𝑋´𝑋)−1 ´] 𝑡𝑟(𝐼𝑁) 𝑡𝑟[𝑋(𝑋´𝑋)−1𝑋´] = = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[(𝑋´𝑋)−1𝑋´𝑋] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟(𝐼𝐾) = 𝑁 − 𝐾  
 M matrizea X datu-matrizearekiko ortogonala da: MX = 0 
𝑀𝑋 = [𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´ ]𝑋 = 𝑋 −  𝑋 (𝑋´𝑋)−1𝑋´𝑋 = 𝑋 − 𝑋 = 0 
 𝑈� = 𝑀 𝑈 izanik,  
𝐸𝑋�𝑈�� = 𝑀 𝐸𝑋(𝑈) = 𝑀 0 = 0 
𝐵𝑎𝑟�𝑈�� =  𝐸𝑋�𝑈�𝑈�´� =  𝐸𝑋(𝑀𝑈𝑈´𝑀´ ) = = 𝑀 𝐸𝑋(𝑈𝑈´)𝑀´ = 𝑀 𝜎2𝐼𝑁 𝑀 ´ =  𝜎2𝑀𝑀´ =  𝜎2𝑀𝑀 =  𝜎2𝑀 
M matrizearen diagonal nagusiko elementu guztiak ez dir  berdinak, eta, 
ondorioz, hond rr k ez dut  bariantza berdina. Bestalde, diagonal n gusitik kanpoko 
elementu guztiak ez dir  zero; hortaz, hondarr k ez dir  korrelatu gabea . Nahiz eta 
perturbazioak homozedastikoak eta autokorrelatu gabeak izan, hondarrekin EZ DA 
BERDINA gertatzen.  
 
Û = M U izan k,




𝑌 = 𝑋 𝛽 + 𝑈 eredua izanik non oinarrizko hipotesiak betetzen baitira, 
𝑈� ~ 𝑁 (0,𝜎2 𝑀) betetzen dela froga daiteke, non M = IN – X (X´X)-1 X´ matrizea, 
simetrikoa, idenpotentea, heina N-k = N-2 eta X matrizearekiko ortogonala baita.  
𝑈� = 𝑌 −  𝑌� = 𝑌 − 𝑋 𝛽 = 𝑌 − 𝑋 (𝑋´𝑋)−1𝑋´𝑌 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´ 𝑌 = = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝑋𝛽 + 𝑈) = 𝑋𝛽 − 𝑋 (𝑋´𝑋)−1𝑋´𝑋 𝛽 + (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) 𝑈 = 𝑀 𝑈 
 M simetrikoa da: M = M´ 
𝑀´ = (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)´ =  𝐼´𝑁 − (𝑋 (𝑋´𝑋)−1𝑋´)´ =  =  𝐼𝑁 − (𝑋´)´ [(𝑋´𝑋)−1]´𝑋´ =  𝐼𝑁 −  𝑋 (𝑋´𝑋)−1𝑋´ =  𝑀 
 M idenpotentea da: MM=M 
𝑀𝑀 =  (𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´)(𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´) =   =  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´− 𝑋(𝑋´𝑋)−1𝑋´ +  𝑋(𝑋´𝑋)−1𝑋´𝑋(𝑋´𝑋)−1𝑋´=  𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´ = 𝑀 
 h(M)=tr(M) = N-k 
𝑡𝑟(𝑀) = 𝑡𝑟[𝐼𝑁 − 𝑋(𝑋´𝑋)−1𝑋´] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[𝑋(𝑋´𝑋)−1𝑋´] = = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟[(𝑋´𝑋)−1𝑋´𝑋] = 𝑡𝑟(𝐼𝑁) − 𝑡𝑟(𝐼𝐾) = 𝑁 − 𝐾  
 M matrizea X datu-matrizearekiko ortogonala da: MX = 0 
𝑀𝑋 = [𝐼𝑁 − 𝑋 (𝑋´𝑋)−1𝑋´ ]𝑋 = 𝑋 −  𝑋 (𝑋´𝑋)−1𝑋´𝑋 = 𝑋 − 𝑋 = 0 
 𝑈� = 𝑀 𝑈 izanik,  
𝐸𝑋�𝑈�� = 𝑀 𝐸𝑋(𝑈) = 𝑀 0 = 0 
𝐵𝑎𝑟�𝑈�� =  𝐸𝑋�𝑈�𝑈�´�  𝐸𝑋(𝑀𝑈𝑈´𝑀´ ) = = 𝑀 𝐸𝑋(𝑈𝑈´)𝑀´ = 𝑀 𝜎2𝐼𝑁 𝑀 ´ =  𝜎2𝑀𝑀´ =  𝜎2𝑀𝑀 =  𝜎2𝑀 
M matrizearen diagonal nagusiko elementu guztiak ez dira berdinak, eta, 
ondorioz, hondarrek ez dute bariantza berdina. Bestalde, diagonal nagusitik kanpoko 
elementu guztiak ez dira zero; hortaz, hondarrak ez dira korrelatu gabeak. Nahiz eta 
perturbazioak homozedastikoak eta autokorrelatu gabeak izan, hondarrekin EZ DA 




M matrizearen diagonal nagusiko elementu guztiak ez dira berdinak, eta, ondorioz, hondarrek 
ez dute bariantza berdina. Bestalde, diagonal nagusitik kanpoko elementu guztiak ez dira zero; 
hortaz, hondarrak ez dira korrelatu gabeak. Nahiz eta perturbazioak homozedastikoak eta autoko-
rrelatu gabeak izan, hondarrekin EZ DA BERDINA gertatzen.
Horrela,




𝐸𝑋( 𝜎�2) = 𝐸𝑋 � 𝑈�´𝑈�(𝑁 − 𝐾)� =  𝐸𝑋( 𝑈�´𝑈)�(𝑁 − 𝐾) = 𝐸𝑋(𝑈´𝑀´ 𝑀 𝑈)(𝑁 − 𝐾) = 𝐸𝑋(𝑈´𝑀 𝑈)(𝑁 − 𝐾) =  
𝐸𝑋(𝑡𝑟(𝑈´ 𝑀 𝑈))(𝑁 − 𝐾) =  𝐸𝑋(𝑡𝑟(𝑀 𝑈 𝑈´)(𝑁 − 𝐾) = 𝑡𝑟(𝐸𝑋(𝑀 𝑈 𝑈´))(𝑁 − 𝐾) =  𝑡𝑟(𝑀 𝐸𝑋( 𝑈𝑈´))(𝑁 − 𝐾) = 
𝑡𝑟(𝑀 𝜎2 𝐼𝑁)(𝑁 − 𝐾) =   𝜎2𝑡𝑟(𝑀 𝐼𝑁)(𝑁 − 𝐾) =   𝜎2𝑡𝑟(𝑀 )(𝑁 −𝐾) =   𝜎2(𝑁 − 𝐾)(𝑁 − 𝐾) =  𝜎2 
 
 
 3.6 Ereduko koefizienteen KTA zenbatesleen bariantza-kobariantza 
matrizearen zenbateslea 
Erregresio Lineal Bakunaren Eredu batean oinarrizko hipotesiak betetzen 
direnean, aurreko ataletan ikusi denez, honako hau da ereduko koefizienteen kTA 









𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1        − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1       1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟
⎞ 
 
Eta perturbazioen bariantzaren zenbatesle alboragabea, berriz, 𝜎�2 =  𝑈�´𝑈�
𝑁−2
 . Hortaz, 
ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea 
honako hau izango da: 
 







𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1     − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1       1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟
⎞ 
 
3.6.  Ereduko koefizienteen KTA zenbatesleen bariantza-kobariantza matrizearen 
zenbateslea
Erregresio Lineal Bakunaren Eredu batean oinarrizko hipotesiak betetzen direnean, aurreko 
ataletan ikusi denez, honako hau da ereduko koefizienteen kTA zenbateslearen bariantza-koba-
riantza matrizea:




𝐸𝑋( 𝜎�2) = 𝐸𝑋 � 𝑈�´𝑈�(𝑁 − 𝐾)� =  𝐸𝑋( 𝑈�´𝑈)�(𝑁 − 𝐾) = 𝐸𝑋(𝑈´𝑀´ 𝑀 𝑈)(𝑁 − 𝐾) = 𝐸𝑋(𝑈´𝑀 𝑈)(𝑁 − 𝐾) =  
𝐸𝑋(𝑡𝑟(𝑈´ 𝑀 𝑈))(𝑁 − 𝐾) =  𝐸𝑋(𝑡𝑟(𝑀 𝑈 𝑈´)(𝑁 − 𝐾) = 𝑡𝑟(𝐸𝑋(𝑀 𝑈 𝑈´))(𝑁 − 𝐾) =  𝑡𝑟(𝑀 𝐸𝑋( 𝑈𝑈´))(𝑁 − 𝐾) = 
𝑡𝑟(𝑀 𝜎2 𝐼𝑁)(𝑁 − 𝐾) =   𝜎2𝑡𝑟(𝑀 𝐼𝑁)(𝑁 − 𝐾) =   𝜎2𝑡𝑟(𝑀 )(𝑁 −𝐾) =   𝜎2(𝑁 − 𝐾)(𝑁 − 𝐾) =  𝜎2 
 
 
 3.6 Ereduko koefizienteen KTA zenbatesleen bariantza-kobariantza 
matrizearen zenbateslea 
Erregresio Lineal Baku aren Eredu b tean oin rr zko hipo esiak betetzen 
direnean, aurreko ataletan ikusi denez, honako hau da ereduko koefizienteen kTA 









𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1        − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1       1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟
⎞ 
 
Eta perturbazioen bariantzaren zenbatesle alboragabea, berriz, 𝜎�2 =  𝑈�´𝑈�
𝑁−2
 . Hortaz, 
ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea 
honako hau izango da: 
 







𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1     − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1       1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟
⎞ 
 
Eta perturbazioen bariantzaren zenbatesle alboragabea, berriz, 




𝐸𝑋( 𝜎�2) = 𝐸𝑋 � 𝑈�´𝑈�(𝑁 − 𝐾)� =  𝐸𝑋( 𝑈�´𝑈)�(𝑁 − 𝐾) = 𝐸𝑋(𝑈´𝑀´ 𝑀 𝑈)(𝑁 − 𝐾) = 𝐸𝑋(𝑈´𝑀 𝑈)(𝑁 − 𝐾) =  
𝐸𝑋(𝑡𝑟(𝑈´ 𝑀 𝑈))(𝑁 − 𝐾) =  𝐸𝑋(𝑡𝑟(𝑀 𝑈 𝑈´)(𝑁 − 𝐾) = 𝑡𝑟(𝐸𝑋(𝑀 𝑈 𝑈´))(𝑁 − 𝐾) =  𝑡𝑟(𝑀 𝐸𝑋( 𝑈𝑈´))(𝑁 − 𝐾) = 
𝑡𝑟(𝑀 𝜎2 𝐼𝑁)(𝑁 − 𝐾) =   𝜎2𝑡𝑟(𝑀 𝐼𝑁)(𝑁 − 𝐾) =   𝜎2𝑡𝑟(𝑀 )(𝑁 −𝐾) =   𝜎2(𝑁 − 𝐾)(𝑁 − 𝐾) =  𝜎2 
 
 
 3.6 Ereduko koefizienteen KTA zenbatesleen bariantza-kobariantza 
matrizearen zenbateslea 
Erregresio Lineal Bakunaren Eredu batean oinarrizko hipotesiak betetzen 
direnean, aurreko ataletan ikusi denez, honako hau da ereduko koefizienteen kTA 









𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1        − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1       1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟
⎞ 
 
E a perturbazioen bari ntzaren zenbat sle alboragabea, be riz, 𝜎�2 =  𝑈�´𝑈�
𝑁−2
 . Hortaz, 
ereduko koefizienteen kTA zenbatesleen bariantz -k bariantza matrizearen zenbateslea 
honako hau izango da: 
 







𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1     − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�




duko koefizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea h nako hau 
izango da:




𝐸𝑋( 𝜎�2) = 𝐸𝑋 � 𝑈�´𝑈�(𝑁 − 𝐾)� =  𝐸𝑋( 𝑈�´𝑈)�(𝑁 − 𝐾) = 𝐸𝑋(𝑈´𝑀´ 𝑀 𝑈)(𝑁 − 𝐾) = 𝐸𝑋(𝑈´𝑀 𝑈)(𝑁 − 𝐾) =  
𝐸𝑋(𝑡𝑟(𝑈´ 𝑀 𝑈))(𝑁 − 𝐾) =  𝐸𝑋(𝑡𝑟(𝑀 𝑈 𝑈´)(𝑁 − 𝐾) = 𝑡𝑟(𝐸𝑋(𝑀 𝑈 𝑈´))(𝑁 − 𝐾) =  𝑡𝑟(𝑀 𝐸𝑋( 𝑈𝑈´))(𝑁 − 𝐾) = 
𝑡𝑟(𝑀 𝜎2 𝐼𝑁)(𝑁 − 𝐾) =   𝜎2𝑡𝑟(𝑀 𝐼𝑁)(𝑁 − 𝐾) =   𝜎2𝑡𝑟(𝑀 )(𝑁 −𝐾) =   𝜎2(𝑁 − 𝐾)(𝑁 − 𝐾) =  𝜎2 
 
 
 3.6 Ereduko koefizienteen KTA zenbatesleen bariantza-kobariantza 
matrizearen zenbateslea 
Erregresio Lineal Bakunaren Eredu batean oinarrizko hipotesiak betetzen 
direnean, aurreko ataletan ikusi denez, honako hau da ereduko koefizienteen kTA 









𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1        − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1       1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟
⎞ 
 
Eta perturbazioen bariantzaren zenbatesle alboragabea, berriz, 𝜎�2 =  𝑈�´𝑈�
𝑁−2
 . Hortaz, 
ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea 
honako hau izango da: 
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3.7. Ereduko koefizienteen konfiantza-tartea
Ikusi bezala, Erregresio Lineal Bakunaren Eredu batean oinarrizko hipotesiak betetzen direnean:
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𝛼�  ~  𝑁( 𝛼  ,    𝜎2 ∑ 𝑋𝑖2𝑁𝑖=1
𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1  ) 
𝛽 �  ~  𝑁(  𝛽    ,    𝜎2 1
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ) 
Bestalde, froga daiteke 𝜎�
2 (𝑁−2)
𝜎2
 ~ ℵ(𝑁−2)2  dela, eta, gainera, 𝜎�2 eta 𝛽�  
independenteak direnez, maldaren kasuan adibidez:  
𝑡 =  𝛽� −  𝛽
𝜎� � 1
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 =  
𝛽� −  𝛽
𝑑𝑒𝑠�  (𝛽�)  ~ 𝑡(𝑁−2) 
Hortaz:  
Pr �− 𝑡(𝑁−2)𝛼 2�  ≤  𝛽� −  𝛽𝑑𝑒𝑠�  �𝛽��  ≤   −𝑡(𝑁−2)𝛼 2�  � = 1 −  𝛼 
  Pr �𝛽� −  𝑡(𝑁−2)𝛼 2�  𝑑𝑒𝑠�  �𝛽��  ≤  𝛽 ≤   𝛽� + 𝑡(𝑁−2)𝛼 2�   𝑑𝑒𝑠�  �𝛽��� = 1 −  𝛼 
   KT(β)1−𝛼 = �𝛽� −  𝑡(𝑁−2)𝛼 2�  𝑑𝑒𝑠�  �𝛽�� ;   𝛽� + 𝑡(𝑁−2)𝛼 2�   𝑑𝑒𝑠�  �𝛽��� 
 
3.8 Zebatespena Gretl-ekin 
Gai honetan jorratu dena Gretl-ekin nola gauzatzen den azalduko da jarraian; hau 
da, eredu bat nola zenbatesten den,  koefizienteen zenbatesleen bariantza-kobariantza 
matrizea nola lortzen den, ereduko koefizienteen konfiantza-tarteak, etab. 
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3.8. Zebatespena Gretl-ekin
Gai honetan jorratu dena Gretl-ekin nola gauzatzen den azalduko da jarraian; hau da, eredu 
bat nola zenbateste  den, koefizi teen zenbatesleen bari ntza-kob ri ntza matrize  nola lortzen 
den, ereduko koefizienteen konfiantza-tarteak, etab.
SOLDATAren adibidearekin jarraituz,
SOLDATAi = α + β ANTZi + ui    i = 1, 2, ..., 49




Jarraian, aldagai azaldua eta azaltzaileak aukeratuko dira, eta Ok klikatuko zenbatespen-
emai tzak lortzeko:
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Emaitzak aztertzen hasi baino lehen, nahi izanez gero, eredua ikono bezala gorde daiteke, 




Horrela, eredua ikono bezala gordeta gelditzen da GRETL programaren barneko USER kar-
petan. Berreskuratzeko, beheko barrako ikonoen menuan (ezkerretik hasita laugarren botoia) auke-
ratu saioaren ikono ikuspegia, eta, Eredua 1 jartzen duen ikonoari klik bikoitza emanik, ereduen 
zenbatespen-emaitzak berreskuratzen dira.
Emaitzen taulara itzuliz, lehen zutabean ereduan barneratutako aldagai azaltzaileen izenak 
ageri dira, kasu honetan, langilearen antzinatasuna. Bigarren zutabean, aldiz, ereduko koefizien-
teen kTA zenbatespenak dauzkagu: α̂ = 1580,29 eta β̂ = 27,15. Horrela, kasu honetan, honako hau 
da dagokion Lagineko Erregresio Funtzioa:





Emaitzen taulara itzuliz, lehen zutabean ereduan barneratutako aldagai 
azaltzaileen izenak ageri dira, kasu honetan, langilearen antzinatasuna. Bigarren 
zutabean, aldiz, ered ko koefizienteen kTA zenbatespen k d uzk gu: 𝛼� = 1580,29 eta  
𝛽� = 27,15. Horrela, kasu honetan, honako hau da dagokion Lagineko Erregresio 
Funtzioa: 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴� 𝑖 = 1580,29 + 27,15 𝐴𝑁𝑇𝑍𝑖       𝑖 = 1, 2, … ,𝑁 
Hirugarren zutabean, berriz, ereduko koefizienteen kTA zenbatesleen 
desbideratze zenbatetsiak ageri dira; hau da, bariantza zenbatetsien erro karratuak:  
𝑑𝑒𝑠�  (𝛼�) =  �𝜎�2  ∑ 𝑋𝑖2𝑁𝑖=1
𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1   =   157,393 
𝑑𝑒𝑠� �𝛽�� =  �𝜎�2 1
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1  = 14,58                 
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Hirugarren zutabean, berriz, ereduko koefizienteen kTA zenbatesleen desbideratze zenbate-
tsiak ageri dira; hau da, bariantza zenbatetsien erro karratuak:





Emaitzen taulara itzuliz, lehen zutabean ereduan barneratutako aldagai 
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zutabean, aldiz, ereduko koefizienteen kTA zenbatespenak dauzkagu: 𝛼� = 1580,29 eta  
𝛽� = 27,15. Horrela, kasu honetan, honako hau da dagokion Lagineko Erregresio 
Funtzioa: 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴� 𝑖 = 1580,29 + 27,15 𝐴𝑁𝑇𝑍𝑖       𝑖 = 1, 2, … ,𝑁 
Hirugarren zutabean, berriz, ereduko koefizienteen kTA zenbatesleen 
desbideratze zenbatetsiak ageri dira; hau da, bariantza zenbatetsien erro karratuak:  
𝑑𝑒𝑠�  (𝛼�) =  �𝜎�2  ∑ 𝑋𝑖2𝑁𝑖=1
𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1   =   157,393 
𝑑𝑒𝑠� �𝛽�� =  �𝜎�2 1
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1  = 14,58                 
Zenbatespen-emaitzetan ikusten denez, erregresioari dagokion mugatze- koefizientea 
R2 = 0,068 da; hau da, antzinatasuna aldagai azaltzaileak langileen soldata aldagai azalduaren al-
dakuntzaren % 6,8 azaltzen du. Aldi berean, askotan komenigarria izaten da erregresio honi dago-
kion Hondar karratuen Batura gordetzea; kasu honetan, HKB = 18787279.
Beti izango da zenbatetsitako balioak edota hondarrak gordetzeko, ikusteko edota grafikoak 
egiteko aukera, askotan komenigarria izaten baita eskura izatea. Gretl-ek automatikoki uhat eta 
yhat izendatzen ditu, eta gainontzeko aldagaien zerrendara gehitzen ditu; gogoratu beti alda ditza-
kezula izenak eta ezaugarriak:
46
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Aldi berean, ereduko koefizienteen kTA zenbatesleen tartezko zenbatespena ere lor daiteke 
zenbatespen-emaitzetako leihatilan, Analisia → Koefizienteen konfiantza tarteak klikatuz:
48
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Azkenik, nahiz eta zenbatespen-emaitzako leihatilan ereduko koefizienteen desbideratze zen-
batetsiak izan, zenbait kontraste gauzatzeko, komenigarri izaten da ereduko koefizienteen barian-
tza-kobariantza matrizearen zenbatespena izatea; hau da, honako matrizea honen emaitzak:





Azkenik, nahiz eta zenbatespen-emaitzako leihatilan ereduko koefizienteen 
desbideratze zenbatetsiak izan, zenbait kontraste gauzatzeko, komenigarri izaten da 
ereduko koefizienteen bariantza-kobariantza matrizearen zenbatespena izatea; hau da, 
honako matrizea honen emaitzak:  







𝑁 ∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 − 𝑋�∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1
− 𝑋�
∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 1∑ (𝑋𝑖 − 𝑋�)2𝑁𝑖=1 ⎠⎟
⎞ =  � 24772,5 −1880,19
−1880,19 212,77 � 
 
Analisia → Koefizienteen kobariantza-matrizea klikatuz,  
Analisia → Koefizienteen kobariantza-matrizea klikatuz,





Erregresio Lineal Bakunaren Eredua. 
Murrizketa linealen kontrasteak
4.1. Sarrera
Ekonometriaren funtsezko zeregin bat da ekonomia erreal baten ezaguera kuantitatibo bat 
ekartzea. Ekonomialariek portaera ekonomikoari buruzko teoriak garatu eta ebaluatzen dituzte, eta 
hipotesien kontrasteak teoria horiek ebaluatzeko prozedurak dira.
4.2. Maldaren kontrasteak
Atal honetan, ereduko maldaren zenbait kontraste nola gauzatzen diren azalduko da.
Bi aldetako kontrasteak
Adibidez, ereduko malda, β, «c» konstante bat den ala ez kontrastatzeko, honako estatistiko 
hau erabiliko da:




     




Ekonometriaren funtsezko zeregin bat da ekonomia erreal baten ezaguera 
kuantitatibo bat ekartzea. Ekonomialariek portaera ekonomikoari buruzko teoriak garatu 
eta ebaluatzen dituzte, eta hipotesien kontrasteak teoria horiek ebaluatzeko prozedurak 
dira.  
4.2 Maldaren kontrasteak  
  Atal honetan, ereduko maldaren zenbait kontraste nola gauzatzen diren 
azalduko da.  
Bi aldetako kontrasteak: 
Adibidez, ereduko malda, β, «c» konstante bat den ala ez kontrastatzeko, honako 
estatistiko hau erabiliko da: 
𝑡 =  𝛽� −  𝛽
𝑑𝑒𝑠�  (𝛽�)  ~ 𝑡(𝑁−2) 
Eta  honako hipotesi huts eta aurkako hau izanik: 
     H0: 𝛽 = 𝑐                            𝑡 =  𝛽�− 𝑐
𝑑𝑒𝑠�  (𝛽�)       ~𝐻0      𝑡(𝑁−2) 
     Ha: 𝛽 ≠ 𝑐 
 
                                                         
 
Hipotesi hutsa egiazkoa bada, t estatistikoak zerotik oso urruneko balioa izatea 
gertaezina da. Hortaz, H0 baztertuko da α esangura-mailarekin, baldin eta | t | > t(N-2)α/2 
 bada. 
Eta honako hipotesi huts eta aurkako hau izanik:
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Hipotesi hutsa egiazkoa bada, t estatistikoak zerotik oso urruneko balioa izatea 
gertaezina da. Hortaz, H0 baztertuko da α esangura-mailarekin, baldin eta | t | > t(N-2)α/2 
 bada. 
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Hipotesi hutsa egiazkoa bada, t estatistikoak zerotik oso urruneko balioa izatea gertaezina da. 
Hortaz, H0 baztertuko da α esangura-mailarekin, baldin eta | t | > t(N–2)α/2 bada.
Ereduko koefizienteen konfiantza-tartearekin ere gauza daitezke horrelako kontrasteak; nahi-
koa izango da «c» balioa konfiantza-tartean dagoen ala ez ikustea. Hau da, «c» balioa tartean bal-
din badago, hipotesi hutsa ez da baztertzen, eta, alderantziz, tartetik kanpo baldin badago, hipotesi 
hutsa baztertzen da α esangura-mailarekin.




Ereduko koefizienteen konfiantza-tartearekin ere gauza daitezke horrelako 
kontrasteak; nahikoa izango da «c» balioa konfiantza-tartean dagoen ala ez ikustea. Hau 
da, «c» balioa tartean baldin badago, hipotesi hutsa ez da baztertzen, eta, alderantziz, 
tartetik kanpo baldin badago, hipotesi hutsa baztertzen da α  esangura-mailarekin. KT(β)1−𝛼 = �𝛽� −  𝑡(𝑁−2)𝛼 2�  𝑑𝑒𝑠�  �𝛽�� ;   𝛽� + 𝑡(𝑁−2)𝛼 2�   𝑑𝑒𝑠�  �𝛽��� 
Hipotesi hutsean jarri den «c» terminoaren balioa zero denean (H0: β = 0), ereduko 
aldagai azaltzailea nabaria edo esanguratsua den kontrastatzen ari gara; hau da, Xi 
aldagaiaren banakako esangura-kontrastea egiten.  
     H0: 𝛽 = 0                            𝑡 =  𝛽�
𝑑𝑒𝑠�  (𝛽�)       ~𝐻0      𝑡(𝑁−2) 
     Ha: 𝛽 ≠ 0 
 
kasu honetan, eta | t | > t(N-2)α/2 bada, hipotesi hutsa baztertzen da  α esangura- 
mailarekin, eta Xi aldagaia nabari dela esango da. Bestela, hau da, eta | t | < t(N-2)α/2 bada, 
hipotesi hutsa ez da baztertzen, eta Xi aldagaia ez-nabaria dela esango da.  
t estatistiko honi t-arrazoia edo lagineko t esaten zaio, eta Gretl-eko zenbatespen-
leihatilan laugarren zutabean ageri diren balioak dira. Hau da,  
 
Bestalde, hurrengo zutabean ageri diren p-balioak ere, lagungarri dira esangura- 
kontrasteak egiteko, hipotesi hutsa zein esangura-mailatik aurrera baztertzen den 
adierazten baitute, hau da, ze esangura-mailatik aurrera den nabaria aldagaia. Adibidean, 
antzinatasuna %6,89ko esangura-mailatik aurrera da nabaria, eta, beraz, %5arekin ez-
esanguratsua da; %10arekin, ordea, esanguratsua. 
Hipotesi hutsean jarri den «c» terminoaren balioa zero denean (H0: β = 0), ereduko aldagai 
azaltzailea nabaria edo esanguratsua den kontrastatzen ari gara; hau da, Xi aldagaiaren banakako 
esangura-kontraste  egiten.




Ereduko koefizie teen konfiantza-tartearekin ere gauza daitezke horrelako 
kontrasteak; nahikoa izang  da «c» balioa konfiantza-tartean dagoen ala ez ikustea. Hau 
da, «c» balioa tartean baldin badago, hipotesi hutsa ez da baztertze , eta, alderantziz, 
tartetik kanpo baldin badago, hipotesi hutsa baztertzen da α  esangura-mailarekin. KT(β)1−𝛼 = �𝛽� −  𝑡(𝑁−2)𝛼 2�  𝑑𝑒𝑠�  �𝛽�� ;   𝛽� + 𝑡(𝑁−2)𝛼 2�   𝑑𝑒𝑠�  �𝛽��� 
Hipotesi hutsean jarri den «c» terminoaren balioa zero denean (H0: β = 0), ereduko 
aldagai azaltzailea nabaria edo esa guratsua den kontrastatzen ari gara; hau da, Xi 
aldagaiaren banak ko esangura-kontrastea egiten.  
     H0: 𝛽 = 0                            𝑡 =  𝛽�
𝑑𝑒𝑠�  (𝛽�)       ~𝐻0      𝑡(𝑁−2) 
     Ha: 𝛽 ≠ 0 
 
kasu honetan, eta | t | > t(N-2)α/2 bada, hipotesi hutsa baztertzen da  α esangura- 
mailarekin, eta Xi aldagaia nabari dela esango da. Bestela, hau da, eta | t | < t(N-2)α/2 bada, 
hipotesi hutsa ez da baztertzen, eta Xi aldagaia ez-nabaria dela esango da.  
t estatistiko honi t-arrazoia edo laginek  t esaten zaio, eta Gretl-eko zenbatespen-
leihatilan laugarren zutabean ageri diren balioak dira. Hau da,  
 
Bestalde, hurrengo zutabean ageri diren p-balioak ere, lagungarri dira esangura- 
kontrasteak egiteko, hipotesi hutsa zein esangura-mailatik aurrera baztertzen den 
adierazten baitute, hau da, ze esangura-mailatik aurrera den nabaria al agaia. Adibidean, 
antzinatasuna %6,89ko esangura-mailatik aurrera da nabaria, eta, beraz, %5arekin ez-
esanguratsua da; %10arekin, ordea, esanguratsua. 
kasu honetan, eta | t | > t(N–2)α/2 bada, hipotesi utsa baztertzen da α esangura- m ilarekin, eta 
Xi aldagaia nabari dela esango da. Bestela, hau da, eta | t | < t(N–2)α/2 bada, hipotesi hutsa ez da baz-
tertzen, eta Xi aldagaia ez-nabaria dela esango da.
t estatistiko honi t-arrazoia edo lagineko t esaten zaio, eta Gretl-eko zenbatespen-leihatilan 
laugarren zutabean ageri diren balioak dira. Hau da,
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Bestalde, hurrengo zutabean ageri diren p-balioak ere, lagungarri dira esangura- kontrasteak 
egiteko, hipotesi hutsa zein esangura-mailatik aurrera baztertzen den adierazten baitute, hau da, ze 
esangura-mailatik aurrera den nabaria aldagaia. Adibidean, antzinatasuna % 6,89ko esangura-mai-
latik aurrera da nabaria, eta, beraz, % 5arekin ez-esanguratsua da; % 10arekin, ordea, esangura-
tsua.
p-balio horien ondoan posible da izar batzuk azaltzea ala ez. Horiek ere esangura-kontrasteei 
buruzko informazioa ematen dute:
— Izar bakarra dagoenean (*): % 10eko esangura-mailarekin nabaria da.
— Bi izar daudenean (**): % 5eko esangura-mailarekin nabaria da.
— Hiru izar daudenean (***): % 1eko esangura-mailarekin nabaria da.
OHARRA: p balioak eta izarrak, banakako esangura-kontrastea egiteko bakarrik erabil dai-
tezke.
Alde bateko kontrasteak
Adibidez, ereduko β malda «c» konstantea baino handiagoa den kontrastatu daiteke. Bi alde-
tako kontrastea egiteko erabili den estatistiko berdinarekin gauzatzen da, baina erabaki-irizpidea 
desberdina da, eskualde kritiko alde batera egongo baita.
Alde bateko kontrasteak egiteko, kontu handia izan behar da hipotesi hutsa eta aurkakoa osa-
tzeko orduan, hipotesi hutsean ageri behar baitu berdintasunak. kasu honetan, «c» konstantea 
baino handiagoa dela kontrastatu nahi denez, aurkako hipotesian jarri beharko da, jarraian adieraz-
ten den bezala:




p-balio horien ondoan posible da izar batzuk azaltzea ala ez. Horiek ere esangura-
kontrasteei buruzko informazioa emate  dute: 
 Izar bakarra dagoenean (*): %10eko esangura-mailarekin nabaria da. 
 Bi izar daudenean (**): %5eko esangura-mailarekin nabaria da. 
 Hiru izar daudenean (***): %1eko esangura-mailarekin nabaria da.  
OHARRA: p balioak  eta izarrak,  banakako esangura-kontrastea egiteko bakarrik erabil 
daitezke. 
 
Alde bateko kontrasteak: 
Adibidez, ereduko β malda «c» konstantea baino handiagoa den kontrastatu 
daiteke. Bi aldetako kontrastea egiteko erabili den estatistiko berdinarekin gauzatzen da, 
baina erab ki-irizpidea desb rdina da, eskualde kriti  alde bater  egongo baita.  
Alde bateko kontrasteak egiteko, kontu handia izan behar da hipotesi hutsa eta 
aurkakoa osatz  orduan, hipotesi hutsean ageri behar bai u berdint sunak. kasu 
honetan, «c» konstantea baino handiagoa dela kontrastatu nahi denez, aurkako hipotesian 
jarri beharko da, jarraian adierazten den bezala: 
     H0: 𝛽 ≤ 𝑐                            𝑡 =  𝛽�− 𝑐
𝑑𝑒𝑠�  (𝛽�)       ~𝐻0      𝑡(𝑁−2) 
     Ha: 𝛽 > 𝑐 
 
kasu honetan, aurkako hipotesian oinarrituko gara eskualde kritikoa osatzeko, 
eskuinerantz osatuz eta hipotesi hutsa baztertuz t > t(N-2)α  denean. 
 
 
kasu honetan, aurkako hipotesian oinarrituko gara eskualde kritikoa osatzeko, eskuinerantz 
osatuz eta hipotesi hutsa baztertuz t > t(N–2)α denean.
Bestalde, ereduko β malda «c» konstantea baino txikiagoa den kontrastatu nahi izanez gero, 
aurkako hipotesian jarri beharko da aukera hori. Lehen bezala, estatistiko berdinarekin gauzatzen 
da kontrastea, baina erabaki-irizpidea desberdina izango da; kasu honetan, eskualde kritikoa alde 
batera egongo da, baina ezkerrerantz, hipotesi hutsa baztertuz t < –t(N–2)α denean.
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Bestalde, ereduko β malda «c» konstantea baino txikiagoa den kontrastatu nahi 
izanez gero, aurkako hipotesian jarri beharko da aukera hori. Lehen bezala,  estatistiko 
berdinarekin gauzatzen da kontrastea, baina erabaki-irizpidea desberdina izango da; kasu 
honetan, eskualde kritikoa alde batera egongo da, baina ezkerrerantz, hipotesi hutsa 
baztertuz t < - t(N-2)α  denean. 
     H0: 𝛽 ≥ 𝑐                            𝑡 =  𝛽�− 𝑐
𝑑𝑒𝑠�  (𝛽�)       ~𝐻0      𝑡(𝑁−2) 






Erregresio Lineal Orokorraren Eredua. 
Zehaztapena
5.1. Sarrera
Gai honetan Erregresio Lineal Orokorraren Eredua (ELOE) aztertuko da, hau da, aldagai 
azaltzaile bat baino gehiago dituzten ereduak; kuantitatiboak edota kualitatiboak izan daitezke. 
Horrela, ereduan konstante bat izateaz gain, beste aldagai azaltzaile bat baino gehiago izango dira; 
hau da, K > 2 izango da:
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5.1 Sarrera 
Gai honetan Erregresio Lineal Orokorraren Eredua (ELOE) aztertuko da, hau da, 
aldagai az ltzaile bat baino gehiago dituzt  ereduak; kuantitatiboak edota kualitatibo k 
izan daitezke. Horrela, ereduan konstante bat izateaz gain, beste aldagai azaltzaile bat 
baino gehiago izango dira; hau da, k > 2 izango da: 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
non 
*Y aldagai endogenoa edo azaldua da. 
*Xk,   k = 1, 2,…, K aldagai azaltzaileak edo exogenoak dira. 
*βk,  k = 1, 2,…, K koefiziente edo parametroak dira (ezezagunak). 
*ui perturbazio aleatorioa da, ez da behagarria, eta izaera aleatorioa du. Ereduan barneratu 
gabeko aldagaien eraginak, agente ekonomikoen jokabide aleatorioak edota neurketa-
erroreak jaso ditzake. 
Lagineko banako bakoitzarentzat (i bakoitzarentzat) eredua berridatziz, honako 
ekuazio hauek lortzen dira: 
 
𝑌1 =  𝛽1 + 𝛽2 𝑋21 + ⋯+ 𝛽𝐾𝑋𝐾1 + 𝑢1         𝑖 = 1 
𝑌2 =  𝛽1 + 𝛽2 𝑋22 + ⋯+ 𝛽𝐾𝑋𝐾2 + 𝑢2         𝑖 = 2 
𝑌2 =  𝛽1 + 𝛽2 𝑋23 + ⋯+ 𝛽𝐾𝑋𝐾3 + 𝑢3         𝑖 = 3 
         𝑌𝑁 =  𝛽1 +  𝛽2 𝑋2𝑁 + ⋯+ 𝛽𝐾𝑋𝐾𝑁 +  𝑢𝑁         𝑖 = 𝑁 
 
Matrizialki idatzita:  
𝑌(𝑁�1) =  𝑋(𝑁�𝐾) 𝛽(𝐾�1) +  𝑈(𝑁�1) 
 
non
— Y aldagai endogenoa edo azaldua da.
— Xk, k = 1, 2, …, K aldagai azaltzaileak edo exogenoak dira.
— βk, k = 1, 2, …, K koefiziente edo parametroak dira (ezezagunak).
— ui perturbazio aleatorioa da, ez da behagarria, et  iza r  ale torioa du. Ereduan barneratu 
gabeko aldagaien eraginak, agente ekonomikoen jokabide aleatorioak edota neurketa-erro-
reak jaso ditzake.
Lagineko banako bakoitzarentzat (i bakoitzarentzat) eredua berridatziz, honako ekuazio 
hauek lortzen dira:
5. GAIA. Erregresio Lineal Orokorraren Eredua. Zehaztapena 
57 
 
     
5. GAIA. Erregresio Lineal Orokorraren Eredua. Zehaztapena 
 
5.1 Sarrera 
Gai honetan Erregresio Lineal Orokorraren Eredua (ELOE) aztertuko da, hau da, 
aldagai azaltzaile bat baino gehiago dituzten ereduak; kuantitatiboak edota kualitatiboak 
izan daitezke. Horrela, ereduan konstante bat izateaz gain, beste aldagai azaltzaile bat 
baino gehiago izango dira; hau da, k > 2 izango da: 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
non 
*Y aldagai endogenoa edo azaldua da. 
*Xk,   k = 1, 2,…, K aldagai azaltzaileak edo exogenoak dira. 
*βk,  k = 1, 2,…, K koefiziente edo parametroak dira (ezezagunak). 
*ui perturbazio aleatorioa da, z a beh garria, eta zaera aleatorioa du. Ereduan barneratu 
gabeko ald gaien eragin k, agente ekonomikoen jok bide aleatorioak edota neurketa-
error ak jaso ditzak . 
Lagineko banako bakoitzarentzat (i bakoitzarentzat) eredua berridatziz, honako 
ekuazio hauek lortzen dira: 
 
𝑌1 =  𝛽1 + 𝛽2 𝑋21 + ⋯+ 𝛽𝐾𝑋𝐾1 + 𝑢1         𝑖 = 1 
𝑌2 =  𝛽1 + 𝛽2 𝑋22 + ⋯+ 𝛽𝐾𝑋𝐾2 + 𝑢2         𝑖 = 2 
𝑌2 =  𝛽1 + 𝛽2 𝑋23 + ⋯+ 𝛽𝐾𝑋𝐾3 + 𝑢3         𝑖 = 3 
         𝑌𝑁 =  𝛽1 +  𝛽2 𝑋2𝑁 + ⋯+ 𝛽𝐾𝑋𝐾𝑁 +  𝑢𝑁         𝑖 = 𝑁 
 
Matrizialki idatzita:  
𝑌(𝑁�1) =  𝑋(𝑁�𝐾) 𝛽(𝐾�1) +  𝑈(𝑁�1) 
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5.1 Sarrera 
Gai honetan Erregresio Lineal Orokorraren Eredua (ELOE) aztertuko da, hau da, 
aldagai azaltzaile bat baino gehiago dituzten ereduak; kuantitatiboak edota kualitatiboak 
izan daitezke. Horrela, ereduan konstante bat izateaz gain, beste aldagai azaltzaile bat 
baino gehiago izango dira; hau da, k > 2 izango da: 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
non 
*Y aldagai endogenoa edo azaldua da. 
*Xk,   k = 1, 2,…, K aldagai azaltzaileak edo exogenoak dira. 
*βk,  k = 1, 2,…, K koefiziente edo parametroak dira (ezezagunak). 
*ui perturbazio aleatorioa da, ez da behagarria, eta izaera aleatorioa du. Ereduan barneratu 
gabeko aldagaien eraginak, agente ekonomikoen jokabide aleatorioak edota neurketa-
erroreak jaso ditzake. 
Lagineko banako bakoitzarentzat (i bakoitzarentzat) eredua berridatziz, honako 
ekuazio hauek lortzen dira: 
 
𝑌1 =  𝛽1 + 𝛽2 𝑋21 + ⋯+ 𝛽𝐾𝑋𝐾1 + 𝑢1         𝑖 = 1 
𝑌2 =  𝛽1 + 𝛽2 𝑋22 + ⋯+ 𝛽𝐾𝑋𝐾2 + 𝑢2         𝑖 = 2 
𝑌2 =  𝛽1 + 𝛽2 𝑋23 + ⋯+ 𝛽𝐾𝑋𝐾3 + 𝑢3         𝑖 = 3 
         𝑌𝑁 =  𝛽1 +  𝛽2 𝑋2𝑁 + ⋯+ 𝛽𝐾𝑋𝐾𝑁 +  𝑢𝑁         𝑖 = 𝑁 
 
atrizialki idatzita:  
𝑌(𝑁�1) =  𝑋(𝑁�𝐾) 𝛽(𝐾�1) +  𝑈(𝑁�1) 
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5.2 Oinarrizko hipotesiak 
Eredua zehaztatu ondoren, zenbatespenaren testuingurua finkatu behar da. 
Horretarako, gogora ditzagun oinarrizko hipotesiak. 
**Forma funtzionalari dagokionez: eredua koefizienteekiko lineala da; kurtsoan 
zehar zenbatetsiko diren ereduak koefizienteekiko linealak edo linealizagarriak dira.  
**koefizienteei dagokienez: koefizienteak konstante mantentzen dira laginean 
zehar. 
**Aldagai endogenoari dagokionez: aldagai endogenoa kuantitatiboa da. 
Oinarrizko kurtso honetan zehar, aldagai azaldua kuantitatiboa izango da, zeren, aldagai 
dependente kualitatiboa daukan eredu bat zenbatesteko, irakasgai honetan ikasiko diren 
zenbatespen-metodoek ez baitute balio. 
**Aldagai azaltzaileei dagokienez: 
1.-  Xk aldagai azaltzaileen lagin-bariantzak (Sxk2) ezin dira zero izan, eta, gainera, 
behaketa kopurua zenbatetsi behar den koefiziente kopurua baino handiagoa izan behar 
da; hau da, eredu orokorrean, N > k izan behar da. Hipotesi hau beharrezkoa da 
koefizienteak identifikatzeko. Hasteko, zenbatetsi behar den koefiziente kopurua 
behaketen kopurua baino handiago izanez gero, orduan zenbatespena aurrera eramateko 
ez daukagu informazio nahikorik. Bestalde, aldagai azaltzaile baten lagineko bariantza 
zero izango balitz, orduan erregresio funtzioaren maldak identifikatzea ezinezkoa izango 
litzateke. 
5.2. Oinarrizko hipotesiak
Eredua zehaztatu ondoren, zenbatespenaren testuingurua finkatu behar da. Horretarako, go-
gora ditzagun oinarrizko hipotesiak.
— Forma funtzionalari dagokionez: eredua koefizienteekiko lineala da; kurtsoan zehar zenba-
tetsiko diren ere uak ko fizienteek ko lin alak edo linealizagarri k dir .
— koefizienteei dagokienez: koefizienteak konstante mantentzen dira laginean zehar.
— Aldagai endoge oari dagokionez: aldagai endogenoa kuantit tiboa da. Oinarrizko kurtso 
honetan zehar, aldagai azaldua kuantitatiboa izango da, zeren, aldagai dependente kuali-
tatiboa daukan eredu bat zenbatesteko, irakasgai honetan ikasiko diren zenbatespen-meto-
doek ez baitute balio.
— Aldagai azaltzaileei dagokienez:
1. Xk aldagai azaltzaileen lagin-bariantzak (Sxk2) ezin dira zero izan, eta, gainera, beha-
keta kopurua zenbatetsi behar den koefiziente kopurua baino handiagoa izan behar da; 
hau da, eredu orokorrean, N > K izan behar da. Hipotesi hau beharrezkoa da koefi-
zienteak identifikatzeko. Hasteko, zenbatetsi behar den koefiziente kopurua behaketen 
kopurua baino handiago izanez gero, orduan zenbatespena aurrera eramateko ez dau-
kagu informazio nahikorik. Bestalde, aldagai azaltzaile baten lagineko bariantza zero 
izango balitz, orduan erregresio funtzioaren maldak identifikatzea ezinezkoa izango 
litzateke.
2. X datu-matrizea hein osokoa izango da zutabeetan, eta, beraz, eredua zenbatesgarria 
izango da (h(X) = K).
— Ereduari dagokionez: er dua ondo zehaztatut  dago, hau da, reduak ezin du aldagai naba-




1. Perturbazioen populazio-batez bestekoa edo itxaropena zero da; zeron zentratutako al-
dagai aleatorioa da, hau da, EX(ui) = 0, i = 1, 2, …, N. Iragarri ezina den errorearen ba-
tez bestekoa zero izateak ereduaren alde sistematikoa edo analizatu nahi den batez bes-
teko portaera EX(Yi) = β1 + β2 X2i + … + βK XKi izatea dakar.
2. Perturbazioen populazio-bariantza konstantea da (homozedastizitatea). Aldagai alea-
torioaren edo perturbazioaren aldakortasuna laginean zehar konstante mantentzen 
dela pentsatuko da. Hau da, Bar(ui) = EX(ui – E(ui))2 = EX(ui)2 = σu2 konstantea da 
i = 1, 2, …, N.
 Horrela, aldagai azaltzaileen balioak emanik, aldagai azalduak har ditzakeen balio po-
sibleen tartearen zabalera berdina da, eta balio bakoitzak irteteko duen probabilitatea 
independentea da X aldagaiek hartzen dituzten balioekiko.
3. Perturbazioen artean ez dago autokorrelaziorik. Perturbazio desberdinen arteko korre-
lazioa zero dela pentsatuko da (Kor(ui, uj) = rui,uj = 0; i	≠	j). Hortaz, beren arteko koba-
riantza (Kob((ui, uj) = 0 ; i	≠	j) ere zero izango da.
Kob(ui, uj) = EX[(ui – EX(ui))(uj – EX(uj))] = EX(ui uj) = 0    i	≠	j
4. Perturbazioek Banaketa Normala jarraitzen dute. koefizienteak zenbatesteko beharrez-
koa ez izan arren, normaltasuna behar da inferentzia egiteko, eta baita koefizienteen 
konfiantza-tarteak lortzeko ere.
 Perturbazioen propietate hauek batera idatz daitezke:
ui ~ NiB(0, σ2)    i = 1, 2, …, N
 Edota matrizeak erabiliz:
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2.- X datu-matrizea hein osokoa izango da zutabeetan, eta, beraz, eredua 
zenbatesgarria izango da (h(X)=k). 
**Ereduari dagokionez: eredua ondo zehaztatuta dago, hau da, ereduak ezin du 
aldagai nabaririk barneratu gabe utzi, eta ezta kontrakorik ere, aldagai ez-nabariren bat 
kontuan hartu.  
**Perturbazioari dagokionez: 
1.-  Perturbazioen populazio-batez bestekoa edo itxaropena zero da; zeron 
zentratutako aldagai aleatorioa da, hau da, EX(ui) = 0 ,     i = 1, 2, …, N.  Iragarri ezina 
den errorearen batez bestekoa zero izateak ereduaren alde sistematikoa edo analizatu nahi 
den batez besteko portaera EX(Yi) = β1 +β2 X2i + … + βk Xki izatea dakar. 
2.- Perturbazioen populazio-bariantza konstantea da (homozedastizitatea). 
Aldagai aleatorioaren edo perturbazioaren aldakortasuna laginean zehar konstante 
mantentzen dela pentsatuko da. Hau da, Bar(ui) = EX(ui  - E(ui))2 = EX(ui)2 = σu2   
konstantea da i = 1,  2, …, N. 
Horrela, aldagai azaltzaileen balioak emanik, aldagai azalduak har ditzakeen balio 
posibleen tartearen zabalera berdina da, eta balio bakoitzak irteteko duen probabilitatea 
independentea da X ald gaiek h rtzen dituzten balioekiko.
3.- Perturbazioen artean ez dago autokorrel iorik. Perturbazio desberdinen 
arteko korrelazioa zero dela pentsatuko da (kor(ui, uj) = rui,uj = 0  ; i ≠ j). Hortaz, beren 
arteko kobariantza (kob((ui, uj) =  0  ; i ≠ j) ere zero izango da. 
kob(ui ,  uj) = EX[(ui  -EX(ui))(uj – EX(uj))] = EX(ui uj) = 0          i  ≠ j 
4.-  Pert rbazioek Banaketa Normala jarraitzen dute. koefizienteak zenbatesteko 
beharrezkoa ez izan arren, normaltasuna behar da inferentzia egiteko, eta baita 
koefizienteen konfiantza-tarteak lortzeko ere.  
Perturbazioen propietate hauek batera idatz daitezke: 
𝑢𝑖  ~ 𝑁𝐼𝐵 (0,𝜎2)     i=1, 2, …, N 
Edota matrizeak erabiliz: 
𝑈(𝑁�1) ~ 𝑁(0(𝑁�1),𝜎2 𝐼(𝑁�𝑁) ) 
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𝐸𝑋(𝑢3 𝑢1) 𝐸𝑋(𝑢3 𝑢2)      
𝐸𝑋(𝑢1 𝑢3) …
𝐸𝑋(𝑢2 𝑢3) …




⋮                    ⋮               ⋮                      ⋮ 
𝐸𝑋(𝑢𝑁 𝑢1) 𝐸𝑋(𝑢𝑁 𝑢2) 𝐸𝑋(𝑢𝑁 𝑢3)    … 𝐸𝑋(𝑢𝑁)2 ⎠⎟
⎟
⎞ =  







2 0 00 𝜎𝑢2 00 𝜎𝑢2 … 00⋮  
⋮0 0 … ⋱ 𝜎𝑢2 00 0 𝜎𝑢2 ⎠⎟
⎟
⎟





1 0 00 1 00 1 … 00⋮  
⋮0 0 … ⋱ 1 00 0 1⎠⎟
⎟
⎞  =  𝜎2 𝐼𝑁 
 
5.3 Koefizienteen interpretazioa 
Erregresio Lineal Orokorraren Ereduan aldagai azaltzaileak asko izan daitezke, 
eta ereduko koefizienteen interpretazioa eredu bakunean baino «zailagoa» da.  Atal 
honetan, soldataren adibidea landuz, Erregresio Lineal Orokorraren Eredu desberdinak 
zehaztatuko dira, eta, kasu bakoitzean, koefizienteen interpretazioak aztertuko dira. Eredu 
guztietan, langilearen soldata azaldu nahi da, langilearen hezkuntza-urteak, 
antzinatasuna, generoa eta lanpostuaren arabera; hau da, guztietan aldagai azaldu eta 
azaltzaile berberak ageri dira.  Proposatuko diren eredu horiek linealtasunaren oinarrizko 
hipotesia betetzen dute, guztiak koefizienteekiko linealak baitira; baina zenbait kasutan 
ez dira aldagaiekiko linealak izango, aldagaien berbidura edota aldagaien arteko iterazioa 
barneratuko baitugu.  
 
 





















⎞  =   0𝑁 







𝐸𝑋(𝑢3 𝑢1) 𝐸𝑋(𝑢3 𝑢2)      
𝐸𝑋(𝑢1 𝑢3) …
𝐸𝑋(𝑢2 𝑢3) …




⋮                    ⋮               ⋮                      ⋮ 
𝐸𝑋(𝑢𝑁 𝑢1) 𝐸𝑋(𝑢𝑁 𝑢2) 𝐸𝑋(𝑢𝑁 𝑢3)    … 𝐸𝑋(𝑢𝑁)2 ⎠⎟
⎟
⎞ =  







2 0 00 𝜎𝑢2 00 𝜎𝑢2 … 00⋮  
⋮0 0 … ⋱ 𝜎𝑢2 00 0 𝜎𝑢2 ⎠⎟
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⎟





1 0 00 1 00 1 … 00⋮  
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⎟
⎞  =  𝜎2 𝐼𝑁 
 
5.3 Koefizienteen interpretazioa 
Erregresio Lineal Orokorraren Ereduan aldagai azaltzaileak asko izan daitezke, 
eta ereduko koefizienteen interpretazioa eredu bakunean baino «zailagoa» da.  Atal 
honetan, soldataren adibidea landuz, Erregresio Lineal Orokorraren Eredu desberdinak 
zehaztatuko dira, eta, kasu bakoitzean, koefizienteen interpretazioak aztertuko dira. Eredu 
guztietan, langilearen soldata azaldu nahi da, langilearen hezkuntza-urteak, 
antzinatasuna, generoa eta lanpostuaren arabera; hau da, guztietan aldagai azaldu eta 
azaltzaile berberak ageri dira.  Proposatuko diren eredu horiek linealtasunaren oinarrizko 
hipotesia betetzen dute, guztiak koefizienteekiko linealak baitira; baina zenbait kasutan 
ez dira aldagaiekiko linealak izango, aldagaien berbidura edota aldagaien arteko iterazioa 




Erregresio Lineal Or korraren Ereduan aldagai azaltzaileak sko izan daitezke, eta ereduko 
koefizienteen interpretazioa eredu bakunean baino «zailagoa» da. Atal honetan, soldataren adibi-
dea landuz, Erregresi  Lineal Orokorraren Eredu d sberdinak zehaztatuko dir , eta, k su bakoi-
tzean, koefizienteen interpretazioak aztertuko dira. Eredu guztietan, langilearen soldata azaldu 
nahi da, langilearen hezkuntza-urteak, antzinatasuna, generoa eta lanpostuaren arabera; hau da, 
guztietan aldagai azaldu t  azaltzaile berberak ageri dira. Proposa uko diren eredu horiek lineal-
tasunaren oinarrizko hipotesia betetzen dute, guztiak koefizienteekiko linealak baitira; baina zen-




A) ADiBiDEA → ELOE-1 eredua
Soldata = f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua)
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + ui   i = 1, 2, ..., 49
E(SOLDATA) Emakumea Gizona
BULEGOA
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A)  ADIBIDEA    →     ELOE-1 eredua  
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 +  𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖  
𝑖 = 1,2, … 49 
 
E(SOLDATA) EMA UMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 
MANTENU 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽5 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽5 
LANTEGIA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽6 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽6 
 
 
β1: Hezkuntza-urterik ez duen (HEZ=0) eta enpresako bulegoan sartu berria den 
(ANTZ=0) emakume baten hileroko batez besteko soldata da (eurotan). 
β2: Hezkuntza-urte gehigarri bakoitzeko, hileroko batez besteko soldataren 
gehikuntza (eurotan) da, antzinatasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat (emakume nahiz gizon, eta edozein lanpostu izanik). 
β3: Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza (eurotan) da, hezkuntza-urteak konstante mantenduz. Gehikuntza hori berdina 
da langile guztientzat (emakume nahiz gizon, eta edozein lanpostu izanik). 
β4: Gizon baten hileroko batez besteko soldata (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata  (eurotan) 
ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta genero berdineko-  
baina bulegoan lan egiten duen langilearenarekin alderatuta. 
β6: Lantegian edo tailerrean lan egiten duen langile baten hileroko batez besteko 
soldata (eurotan), ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta 
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A)  ADIBIDEA    →     ELOE-1 eredua  
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 +  𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖  
𝑖 = 1,2, … 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 
MANTENU 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽5 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽5 
LANTEGIA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽6 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽6 
 
 
β1: Hezkuntza-urterik ez duen (HEZ=0) eta enpresako bulegoan sartu berria den 
(ANTZ=0) emakume baten hileroko batez besteko soldata da (eurotan). 
β2: Hezkuntza-urte gehigarri bakoitzeko, hileroko batez besteko soldataren 
gehikuntza (eurotan) da, antzinatasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat (emakume nahiz gizon, eta edozein lanpostu izanik). 
β3: Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza (eurotan) da, hezkuntza-urteak konstante mantenduz. Gehikuntza hori berdina 
da langile guztientzat (emakume nahiz gizon, eta edozein lanpostu izanik). 
β4: Gizon baten hileroko batez besteko soldata (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata  (eurotan) 
ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta genero berdineko-  
baina bulegoan lan egiten duen langilearenarekin alderatuta. 
β6: Lantegian edo tailerrean lan egiten duen langile baten hileroko batez besteko 
soldata (eurotan), ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta 
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I  𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽6 𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖 𝛽4  𝛽6 
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A)  ADIBIDEA    →     ELOE-1 eredua  
Soldata=f (Hezk ntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 +  𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖  
𝑖 = 1,2, … 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 
MANTENU 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽5 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽5 
LANTEGIA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽6 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽6 
 
 
β1: Hezkuntza-urterik ez duen (HEZ=0) eta enpresako bulegoan sartu berria den 
(ANTZ=0) emakume baten hileroko batez besteko soldata da (eurotan). 
β2: Hezkuntza-urte gehigarri bakoitzeko, hileroko batez besteko soldataren 
gehikuntza (eurotan) da, antzinatasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat (emakume nahiz gizon, eta edozein lanpostu izanik). 
β3: Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza (eurotan) da, hezkuntza-urteak konstante mantenduz. Gehikuntza hori berdina 
da langile guztientzat (emakume nahiz gizon, eta edozein lanpostu izanik). 
β4: Gizon baten hileroko batez besteko soldata (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata  (eurotan) 
ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta genero berdineko-  
baina bulegoan lan egiten duen langilearenarekin alderatuta. 
β6: Lantegian edo tailerrean lan egiten duen langile baten hileroko batez besteko 
soldata (eurotan), ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta 
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)  I I   -1 ere a  
ol ata f ( ez tza- rtea , tzi atas a, e eroa, a ost a) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖  𝛽1 𝛽2𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽4 𝐺𝐼𝑍𝑖  𝛽5 𝑀𝐴𝑁𝑇𝑖  𝛽6 𝐿𝐴𝑁𝑇𝑖  𝑢𝑖  
𝑖 1,2, 49 
 
E(S L ATA) E E  IZ  
B LE  𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽4 
TE  𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽5 𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖 𝛽4  𝛽5 
L TE I  𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽6 𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖 𝛽4  𝛽6 
 
 
β1: ezkuntza-urterik ez duen ( 0) eta enpresako bulegoan sartu berria den 
( 0) e aku e baten hileroko batez besteko soldata da (eurotan). 
β2: ezkuntza-urte gehigarri bakoitzeko, hileroko batez besteko soldataren 
gehikuntza (eurotan) da, antzinatasuna konstante antenduz. ehikuntza hori berdina da 
langile guztientzat (e aku e nahiz gizon, eta edozein lanpostu izanik). 
β3: ntzinatasun-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza (eurotan) da, hezkuntza-urteak konstante antenduz. ehikuntza hori berdina 
da langile guztientzat (e aku e nahiz gizon, eta edozein lanpostu izanik). 
β4: izon baten hileroko batez besteko soldata (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- e aku e 
batenarekin alderatuta. 
β5: antenu-lanetan ari den langile baten hileroko batez besteko soldata  (eurotan) 
ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta genero berdineko-  
baina bulegoan lan egiten duen langilearenarekin alderatuta. 
β6: antegian edo tailerrean lan egiten duen langile baten hileroko batez besteko 
soldata (eurotan), ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta 






β1: Hezkuntza-urterik ez duen (HEZ = 0) eta enpresako bulegoan sartu berria den (ANTZ = 0) 
emakume baten hilero o batez b steko soldata da (eurotan).
β2: Hezkuntza-urte gehig rri bakoitzeko, hileroko batez besteko soldataren gehikuntza (euro-
tan) da, antzinatasuna konstante mantenduz. Gehikuntza hori berdina da langile guztientzat (ema-
kume nahiz gizon, eta edozein lanpostu izan k).
β3: Antzi at sun-urte gehigarri b koitzeko hileroko bat z besteko soldataren gehiku tza (eu-
rotan) da, hezk n za-urteak konstante mantenduz. G hikuntza hori berdi a da langile guztientzat 
(emakume nahiz gizon, eta edozein lanpostu izanik).
β4: Gizon b ten hileroko batez besteko soldata (eurotan), ezaugarri berdinak dituen —hau da, 
antzinatasun, hezkuntza-urte eta lanpostu berdineko— emakume batenarekin alderatuta.
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata (eurotan) ezauga-
rri berdinak dituen —hau d , hezkuntza-urte, antzinatasun et  gen ro berdin ko— baina bulegoan 
lan egiten duen langile renarekin lderatuta.
β6: La tegia  edo tailerrean lan egiten duen langile baten hileroko batez besteko soldata (eu-
rotan), ezaugarri berdinak dituen —hau da, hezkuntza-urte, antzinatasun eta genero berdineko— 
baina bulegoan lan egit  duen l gilearen rekin ald ratuta.
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B) ADiBiDEA → ELOE-2 eredua
Soldata = f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua)
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi HEZi + β6 LANTi HEZi + ui
i = 1, 2, ..., 49
E(SOLDATA) Emakumea Gizona
BULEGOA
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B) ADIBIDEA    →    ELOE-2 eredua 
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽4 𝐺𝐼𝑍𝑖  𝛽5 𝑀𝐴𝑁𝑇𝑖  𝐻𝐸𝑍𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖  𝐻𝐸𝑍𝑖 +  𝑢𝑖   
𝑖 = 1,2, … 49 
 
E(SOLDATA) EMA UMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 
MANTENU 𝛽1 + (𝛽2 + 𝛽5) 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + (𝛽2 + 𝛽5) 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
LANTEGIA 𝛽1 + (𝛽2 +  𝛽6) 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽1 + (𝛽2 + 𝛽6) 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
 
 
β1: Enpresan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen (HEZ=0) 
emakume baten hileroko batez besteko soldata da (eurotan).  
β2: Bulegoan lan egiten duen langile baten hezkuntza-urte gehigarri bakoitzeko 
hileroko batez besteko soldataren gehikuntza da (eurotan), antzinatasuna konstante 
mantenduz. Gehikuntza hori berdina da langile guztientzat, emakume nahiz gizon. 
β3:  Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza (eurotan) da, hezkuntza-urteak konstante mantenduz. Gehikuntza hori berdina 
da langile guztientzat (emakume nahiz gizon, eta edozein lanpostu izanik). 
β4: Gizon baten hileroko batez besteko soldata (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko-  emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hezkuntza-urte gehigarri bakoitzeko 
hileroko batez besteko soldataren gehikuntza (eurotan), bulegoan lan egiten duen 
batenarekin alderatuta, antzinatasuna konstante mantenduz. Diferentzia hori berdina da 
emakume nahiz gizonezkoentzat.  
β6: Lantegi edo tailerrean ari den langile baten hezkuntza-urte gehigarri 
bakoitzeko hileroko batez besteko soldataren gehikuntza (eurotan), bulegoan lan egiten 
duen batenarekin alderatuta, antzinatasuna konstante mantenduz. Diferentzia hori berdina 
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B) ADIBIDEA    →    ELOE-2 eredua 
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖  𝛽5 𝑀𝐴𝑁𝑇𝑖  𝐻𝐸𝑍𝑖  𝛽  𝐿𝐴𝑁𝑇𝑖  𝐻𝐸𝑍𝑖 +  𝑢𝑖   
𝑖 = 1,2, … 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 
MANTENU 𝛽1 + (𝛽2 + 𝛽5) 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + (𝛽2 + 𝛽5) 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
LANTEGIA 𝛽1 + (𝛽2 +  𝛽6) 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽1 + (𝛽2 + 𝛽6) 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
 
 
β1: Enpresan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen (HEZ=0) 
emakume baten hileroko batez besteko soldata da (eurotan).  
β2: Bulegoan lan egiten duen langile baten hezkuntza-urte gehigarri bakoitzeko 
hileroko batez besteko soldataren gehikuntza da (eurotan), antzinatasuna konstante 
mantenduz. Gehikuntza hori berdina da langile guztientzat, emakume nahiz gizon. 
β3:  Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza (eurotan) da, hezkuntza-urteak konstante mantenduz. Gehikuntza hori berdina 
da langile guztientzat (emakume nahiz gizon, eta edozein lanpostu izanik). 
β4: Gizon baten hileroko batez besteko soldata (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko-  emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hezkuntza-urte gehigarri bakoitzeko 
hileroko batez besteko soldataren gehikuntza (eurotan), bulegoan lan egiten duen 
batenarekin alderatuta, antzinatasuna konstante mantenduz. Diferentzia hori berdina da 
emakume nahiz gizonezkoentzat.  
β6: Lantegi edo tailerrean ari den langile baten hezkuntza-urte gehigarri 
bakoitzeko hileroko batez besteko soldataren gehikuntza (eurotan), bulegoan lan egiten 
duen batenarekin alderatuta, antzinatasuna konstante mantenduz. Diferentzia hori berdina 
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B) ADIBIDEA    →    ELOE-2 eredua 
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖  𝐻𝐸𝑍𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖  𝐻𝐸𝑍𝑖 +  𝑢𝑖   
𝑖 = 1,2, … 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 
MANTENU 𝛽1 + (𝛽2 + 𝛽5) 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + (𝛽2 + 𝛽5) 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
LANTEGIA 𝛽1 + (𝛽2 +  𝛽6) 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽1 + (𝛽2 + 𝛽6) 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
 
 
β1: Enpresan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen (HEZ=0) 
emakume baten hileroko batez besteko soldata da (eurotan).  
β2: Bulegoan lan egiten duen langile baten hezkuntza-urte gehigarri bakoitzeko 
hileroko batez besteko soldataren gehikuntza da (eurotan), antzinatasuna konstante 
mantenduz. Gehikuntza hori berdina da langile guztientzat, emakume nahiz gizon. 
β3:  Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza (eurotan) da, hezkuntza-urteak konstante mantenduz. Gehikuntza hori berdina 
da langile guztientzat (emakume nahiz gizon, eta edozein lanpostu izanik). 
β4: Gizon baten hileroko batez besteko soldata (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko-  emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hezkuntza-urte gehigarri bakoitzeko 
hileroko batez besteko soldataren gehikuntza (eurotan), bulegoan lan egiten duen 
batenarekin alderatuta, antzinatasuna konstante mantenduz. Diferentzia hori berdina da 
emakume nahiz gizonezkoentzat.  
β6: Lantegi edo tailerrean ari den langile baten hezkuntza-urte gehigarri 
bakoitzeko hileroko batez besteko soldataren gehikuntza (eurotan), bulegoan lan egiten 
duen batenarekin alderatuta, antzinatasuna konstante mantenduz. Diferentzia hori berdina 
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) I I   -2 ere a 
ol ata f ( ez tza- rtea , tzi atas a, e eroa, a ost a) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖  𝛽1 𝛽2𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽4 𝐺𝐼𝑍𝑖  𝛽5 𝑀𝐴𝑁𝑇𝑖  𝐻𝐸𝑍𝑖  𝛽6 𝐿𝐴𝑁𝑇𝑖  𝐻𝐸𝑍𝑖  𝑢𝑖  
𝑖 1,2, 49 
 
E(S L ATA) E E  IZ  
B LE  𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽4 
TE  𝛽1 (𝛽2 𝛽5) 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽1 (𝛽2  𝛽5) 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖 𝛽4 
L TE I  𝛽1 (𝛽2  𝛽6) 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽1 (𝛽2  𝛽6) 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖 𝛽4 
 
 
β1: npresan sartu berria ( 0) eta hezkuntza-urterik ez duen ( 0) 
e aku e baten hileroko batez besteko soldata da (eurotan).  
β2: ulegoan lan egiten duen langile baten hezkuntza-urte gehigarri bakoitzeko 
hileroko batez besteko soldataren gehikuntza da (eurotan), antzinatasuna konstante 
antenduz. ehikuntza hori berdina da langile guztientzat, e aku e nahiz gizon. 
β3:  ntzinatasun-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza (eurotan) da, hezkuntza-urteak konstante antenduz. ehikuntza hori berdina 
da langile guztientzat (e aku e nahiz gizon, eta edozein lanpostu izanik). 
β4: izon baten hileroko batez besteko soldata (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko-  e aku e 
batenarekin alderatuta. 
β5: antenu-lanetan ari den langile baten hezkuntza-urte gehigarri bakoitzeko 
hileroko batez besteko soldataren gehikuntza (eurotan), bulegoan lan egiten duen 
batenarekin alderatuta, antzinatasuna konstante antenduz. iferentzia hori berdina da 
e aku e nahiz gizonezkoentzat.  
β6: antegi edo tailerrean ari den langile baten hezkuntza-urte gehigarri 
bakoitzeko hileroko batez besteko soldataren gehikuntza (eurotan), bulegoan lan egiten 
duen batenarekin alderatuta, antzinatasuna konstante antenduz. iferentzia hori berdina 




β1: Enpresan sartu berria (ANTZ = 0) eta hezkuntza-urterik ez duen (HEZ = 0) emakume ba-
ten hileroko batez besteko soldata da (eurotan).
β2: Bulegoan la  egiten duen langil  baten hezkuntza-urte gehigarri bakoitzeko hileroko ba-
tez besteko soldataren gehikuntza da (eurotan), antzinatasuna konstante mantenduz. Gehikuntza 
hori berdina da langile guztie tzat, makume ahiz gizo .
β3: Antzinat sun-urte gehigarri bakoitz ko hileroko batez besteko sold t re  gehikuntza (eu-
rotan) d , hezkuntza-urteak konstante mantenduz. Gehikuntza hori berdina da langile guztientzat 
(emakume nahiz gizon, eta edozein lanpostu izanik).
β4: Gizon bat n hileroko batez besteko soldata (eurotan), ezaugarri berdi ak dituen —hau da, 
antzinatasun, hezkuntza-urte eta lanpostu berdineko— emakume batenarekin alderatuta.
β5: Mantenu-lanetan ari den langile baten hezkuntza-urte gehigarri bakoitzeko hileroko batez 
besteko soldataren gehikuntza (eurotan), ulegoan lan egiten duen bate arekin alde atuta, antzina-
tasuna konstante mantenduz. Difere tzia hori berdina da emakume nahiz gizonezkoentz t.
β6: Lant gi edo tailerrean ari den langile baten hezkuntza-urte gehigarri bakoitzeko hile-
roko batez besteko soldataren gehikuntza (eurotan), bulegoan lan egiten duen batenarekin alde-




C) ADiBiDEA → ELOE-3 eredua
Soldata = f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua)
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + β7 ANTZi GiZi + ui
i = 1, 2, ..., 49
E(SOLDATA) Emakumea Gizona
BULEGOA
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C) ADIBIDEA    →     ELOE-3 eredua 
Soldata=f (Hezkuntza-urte k, Antzinatasuna, Generoa, Lanpostua) 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖  +  𝛽7 𝐴𝑁𝑇𝑍𝑖  𝐺𝐼𝑍𝑖 +  𝑢𝑖                   𝑖 = 1,2, … , 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  (𝛽3 + 𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
MANTENU 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3   𝐴𝑁𝑇𝑍𝑖 +  𝛽5  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3 +  𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽5 
LANTEGIA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖  +  𝛽6   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3  +  𝛽7)𝐴𝑁𝑇𝑍𝑖 + 𝛽4  +  𝛽6 
 
β1: Enpresako bulegoan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen 
(HEZ=0) emakume baten hileroko batez besteko soldata da (eurotan).  
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza da (eurotan), antzinatasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat, emakume nahiz gizon eta edozein lanpostutan. 
β3: Antzinatasun-urte gehigarri bakoitzeko edozein lanpostu duen emakume baten 
hileroko batez besteko soldataren gehikuntza da (eurotan), hezkuntza-urteak konstante 
mantenduz.  
β4: Gizon baten hileroko batez besteko soldata da (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata (eurotan), 
ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko-  baina bulegoan 
lan egiten duen batenarekin alderatuta.  
β6: Lantegi edo tailerrean ari den langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
β7: Hezkuntza-urteak konstante mantenduta, antzinatasun-urte gehigarri 
bakoitzeko gizon baten hileroko batez besteko soldataren gehikuntza da (eurotan), 




5. G IA. Erregresio Lineal Or kor aren Eredua. Zehaztapena 
63 
 
C) ADIBIDEA    →     ELOE-3 redua 
Sold ta=f (Hezkuntza-urteak, Antzi tasuna, G neroa, Lanpostua) 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖  +  𝛽7 𝐴𝑁𝑇𝑍𝑖  𝐺𝐼𝑍𝑖 +  𝑢𝑖      𝑖 = 1,2, … , 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  (𝛽3 + 𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
MANTENU 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3   𝐴𝑁𝑇𝑍𝑖 +  𝛽5  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3 +  𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽5 
LANTEGIA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖  +  𝛽6   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3  +  𝛽7)𝐴𝑁𝑇𝑍𝑖 + 𝛽4  +  𝛽6 
 
β1: Enpresako bulegoan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen 
(HEZ=0) emakume baten hiler ko batez besteko sold ta da (eurotan).  
β2: Hezkuntza-urte gehigarri bakoitzeko hiler ko batez besteko sold taren 
gehikuntza da (eurotan), antzin tasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat, emakume nahiz gizon eta edozein lanpos utan. 
β3: Antzin tasun-urte gehigarri bakoitzeko edozein lanpostu duen emakume baten 
hiler ko batez besteko sold taren gehikuntza da (eurotan), hezkuntza-urtea  konstante 
mantenduz.  
β4: Gizon baten hiler ko batez besteko sold ta da (eurotan), ezaugarri berdinak 
dituen -hau da, antzin tasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin aldera uta. 
β5: Mantenu-lanetan ari den langile baten hiler ko batez besteko sold ta (eurotan), 
ezaugarri berdinak dituen -hau da, antzin tasun eta g nero berdineko-  baina bulegoan 
lan egiten duen batenarekin aldera uta.  
β6: Lantegi edo tailerrean ari den langile baten hiler ko batez besteko sold ta da 
(eurotan), ezaugarri berdinak dituen -hau da, antzin tasun eta g nero berdineko- baina 
bulegoan lan egiten duen batenarekin aldera uta.  
β7: Hezkuntza-urteak konstante mantenduta, antzin tasun-urte gehigarri 
bakoitzeko gizon baten hiler ko batez besteko sold taren gehikuntza da (eurotan), 





5. GAIA. Erregresio Lineal Orokorraren Eredua. Zehaztapena 
63 
 
C) ADIBIDEA    →     ELOE-3 eredua 
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖  +  𝛽7 𝐴𝑁𝑇𝑍𝑖  𝐺𝐼𝑍𝑖 +  𝑢𝑖                   𝑖 = 1,2, … , 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  (𝛽3 + 𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
MA TENU 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3   𝐴𝑁𝑇𝑍𝑖 +  𝛽5  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3 +  𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽5 
LANTEGIA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖  +  𝛽6   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3  +  𝛽7)𝐴𝑁𝑇𝑍𝑖 + 𝛽4  +  𝛽6 
 
β1: Enpresako bulegoan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen 
(HEZ=0) emakume baten hileroko batez besteko soldata da (eurotan).  
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza da (eurotan), antzinatasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat, emakume nahiz gizon eta edozein lanpostutan. 
β3: Antzinatasun-urte gehigarri bakoitzeko edozein lanpostu duen emakume baten 
hileroko batez besteko soldataren gehikuntza da (eurotan), hezkuntza-urteak konstante 
mantenduz.  
β4: Gizon baten hileroko batez besteko soldata da (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata (eurotan), 
ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko-  baina bulegoan 
lan egiten duen batenarekin alderatuta.  
β6: Lantegi edo tailerrean ari den langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
β7: Hezkuntza-urteak konstante mantenduta, antzinatasun-urte gehigarri 
bakoitzeko gizon baten hileroko batez besteko soldataren gehikuntza da (eurotan), 




5. G IA. Erregresio Lineal Or kor aren Eredua. Zehaztapena 
63 
 
C) ADIBIDEA    →     ELOE-3 redua 
Sold ta=f (Hezkuntza-urteak, Antzin tasuna, Generoa, Lanpostua) 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖  +  𝛽7 𝐴𝑁𝑇𝑍𝑖  𝐺𝐼𝑍𝑖 +  𝑢𝑖             𝑖 ,2, … , 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  (𝛽3 + 𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
MANTENU 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3   𝐴𝑁𝑇𝑍𝑖 +  𝛽5  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3 +  𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽5 
LANTEGIA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖  +  𝛽6   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3  +  𝛽7)𝐴𝑁𝑇𝑍𝑖 + 𝛽4  +  𝛽6 
 
β1: Enpresako bulegoan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen 
(HEZ=0) emakume baten hileroko batez besteko sold ta da (eurotan).  
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko sold taren 
gehikuntza da (eurotan), antzin tasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat, emakume nahiz gizon eta edozein lanpos utan. 
β3: Antzin tasun-urte gehigarri bakoitzeko edozein lanpostu duen emakume baten 
hileroko batez besteko sold taren gehikuntza da (eurotan), hezkuntza-urtea  konstante 
mantenduz.  
β4: Gizon baten hileroko batez besteko sold ta da (eurotan), ezaugarri berdinak 
dituen -hau da, antzin tasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin aldera uta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko sold ta (eurotan), 
ezaugarri berdinak dituen -hau da, antzin tasun eta g nero berdineko-  baina bulegoan 
lan egiten duen batenarekin aldera uta.  
β6: Lantegi edo tailerrean ari den langile baten hileroko batez besteko sold ta da 
(eurotan), ezaugarri berdinak dituen -hau da, antzin tasun eta g nero berdineko- baina 
bulegoan lan egiten duen batenarekin aldera uta.  
β7: Hezkuntza-urteak konstante mantenduta, antzin tasun-urte gehigarri 
bakoitzeko gizon baten hileroko batez besteko sold taren gehikuntza da (eurotan), 





5. GAIA. Erregresio Lineal Orokorraren Eredua. Zehaztapena 
63 
 
C) ADIBIDEA    →     ELOE-3 eredua 
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖  +  𝛽7 𝐴𝑁𝑇𝑍𝑖  𝐺𝐼𝑍𝑖 +  𝑢𝑖                   𝑖 = 1,2, … , 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  (𝛽3 + 𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 
MANTENU 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3   𝐴𝑁𝑇𝑍𝑖 +  𝛽5  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3 +  𝛽7) 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 +  𝛽5 
LANTEGIA 𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3 𝐴𝑁𝑇𝑍𝑖  +  𝛽6   𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + (𝛽3  +  𝛽7)𝐴𝑁𝑇𝑍𝑖 + 𝛽4  +  𝛽6 
 
β1: Enpresako bulegoan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen 
(HEZ=0) emakume baten hileroko batez besteko soldata da (eurotan).  
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza da (eurotan), antzinatasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat, emakume nahiz gizon eta edozein lanpostutan. 
β3: Antzinatasun-urte gehigarri bakoitzeko edozein lanpostu duen emakume baten 
hileroko batez besteko soldataren gehikuntza da (eurotan), hezkuntza-urteak konstante 
mantenduz.  
β4: Gizon baten hileroko batez besteko soldata da (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata (eurotan), 
ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko-  baina bulegoan 
lan egiten duen batenarekin alderatuta.  
β6: Lantegi edo tailerrean ari den langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
β7: Hezkuntza-urteak konstante mantenduta, antzinatasun-urte gehigarri 
bakoitzeko gizon baten hileroko batez besteko soldataren gehikuntza da (eurotan), 




𝑖  𝑖   𝑖   𝐼 𝑖   𝑖   𝑖    𝑖  𝐼 𝑖  𝑖                  𝑖 , , ,
 𝑖   𝑖   𝑖    𝑖   𝑖     𝑖    𝑖     𝑖   𝑖   𝑖     𝑖    𝑖   
β1: Enpresako bulegoan sartu berria (ANTZ = 0) eta hezkuntza-urterik ez du n (HEZ = 0) 
emakume baten hileroko batez besteko soldata da (eurotan).
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren gehikuntza da (eu-
rotan), antzinatasuna o stante mantenduz. Gehikuntza hori berdina da langil  guztientzat, ema-
kume na iz gizon eta edozein l postutan.
β3: Antzinatasun-urt  gehigarri bakoitzek  edoz in lanpostu due  emakume baten hileroko 
batez besteko soldataren gehikuntza da (eurotan), hezkuntza-urteak konstante mantenduz.
β4: Gizon baten hileroko batez besteko soldata da (eurotan), ezaugarri berdinak dituen —hau 
da, antzinatasun, hezkuntza-urte eta lanpostu berdineko— emakume batenarekin alderatuta.
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata (eurotan), ezauga-
rri berdinak dituen —hau da, antzinatasun eta genero berdineko— baina bulegoan lan egiten duen 
batenarek n alderatuta.
β6: Lant gi edo tailerrean ari den langile baten hileroko batez besteko soldata da (eurotan), 
ezaugarri berdinak dituen —hau da, antzinatasun eta genero berdineko— baina bulegoan lan egi-
ten duen batenarekin alderatuta.
β7: Hezkuntza-urteak konstante mante duta, ntzinatasun-urte gehigarri bakoitzeko gizo  ba-
ten hileroko bat z besteko soldataren g hikuntza da (eurotan), emakume batek izango duenarekin 
alderatuta, edozein lanpostu izanik.
5. GAIA. ERREGRESIO LINEAL OROkORRAREN EREDUA. ZEHAZTAPENA
61
D) ADiBiDEA → ELOE-4 eredua
Soldata = f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua)
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + β7 ANTZi2 + ui
i = 1, 2, ..., 49
E(SOLDATA) Emakumea Gizona
BULEGOA
5. GAIA. Erregresio Lineal Orokorraren Eredua. Zehaztapena 
64 
 
D) ADIBIDEA    →    ELOE-4 eredua 
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖 + 𝛽7 𝐴𝑁𝑇𝑍𝑖2 +  𝑢𝑖      
𝑖 = 1,2, … , 49 
 
E(SOLDATA) EMAkUMEA IZONA 
BULEGOA 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3𝐴𝑁𝑇𝑍𝑖  + 𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 
MANTENU 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽5+𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽4 + 𝛽5 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 
LANTEGIA 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽6 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽4  + 𝛽6+ 𝛽7𝐴𝑁𝑇𝑍𝑖2 
 
β1: Enpresako bulegoan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen 
(HEZ=0) emakume baten hileroko batez besteko soldata da (eurotan).  
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza da (eurotan), antzinatasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat (emakume nahiz gizon, eta edozein lanpostutan). 
β3 + 2 β7 ANTZi:  Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko 
soldataren gehikuntza da (eurotan), hezkuntza-urteak konstante mantenduz. Gehikuntza 
hori berdina da langile guztientzat (emakume nahiz gizonezko, eta edozein lanpostu 
izanik), baina langilearen antzinatasunaren araberakoa da. kasu honetan, 
antzinatasunaren efektu marjinala soldataren gain ez da konstantea, langile bakoitzaren 
antzinatasunaren araberakoa da. 
β4: Gizon baten hileroko batez besteko soldata da (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
β6: Lantegi edo tailerrean dagoen langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
 
 
. I . rr r si  i l r rr r  r . zt  
 
 
)         -   
l t f ( t - t , t i t , , t ) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖  𝛽 𝛽 𝐻𝐸𝑍𝑖  𝛽  𝐴𝑁𝑇𝑍𝑖  𝛽  𝐺𝐼𝑍𝑖  𝛽  𝐴𝑁𝑇𝑖  𝛽  𝐿𝐴𝑁𝑇𝑖  𝛽  𝐴𝑁𝑇𝑍𝑖  𝑢𝑖      
𝑖 , , ,  
 
( )  GI  
 𝛽1 𝛽2𝐻𝐸𝑍𝑖  𝛽3𝐴𝑁𝑇𝑍𝑖   𝛽7𝐴𝑁𝑇𝑍𝑖2 𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖 𝛽4  𝛽7𝐴𝑁𝑇𝑍𝑖2 
 𝛽1 𝛽2𝐻𝐸𝑍𝑖 𝛽3𝐴𝑁𝑇𝑍𝑖 𝛽5 𝛽7𝐴𝑁𝑇𝑍𝑖2 𝛽1 𝛽2 𝐻𝐸𝑍𝑖 𝛽3𝐴𝑁𝑇𝑍𝑖 𝛽4  𝛽5  𝛽7𝐴𝑁𝑇𝑍𝑖2 
I  𝛽1 𝛽2𝐻𝐸𝑍𝑖  𝛽3𝐴𝑁𝑇𝑍𝑖 𝛽6  𝛽7𝐴𝑁𝑇𝑍𝑖2 𝛽1 𝛽2𝐻𝐸𝑍𝑖 𝛽3𝐴𝑁𝑇𝑍𝑖 𝛽4  𝛽6  𝛽7𝐴𝑁𝑇𝑍𝑖2 
 
1: r  l  rt  rri  ( ) t  t - rt ri    
( )  t  il r  t  t  l t   ( r t ).  
2: t - rt  i rri it  il r  t  t  l t r  
i t   ( r t ), t i t  t t  t . i t  ri r i   
l il  ti t t (  i  i , t  i  l t t ). 
3   7 i:  t i t - rt  i rri it  il r  t  t  
l t r  i t   ( r t ), t - rt  t t  t . i t  
ri r i   l il  ti t t (  i  i , t  i  l t  
i i ), i  l il r  t i t r  r r  .  t , 
t i t r  f t  rji l  l t r  i    t t , l il  it r  
t i t r  r r  . 
4: i  t  il r  t  t  l t   ( r t ), rri r i  
it  -  , t i t , t - rt  t  l t  r i -  
t r i  l r t t . 
5: t -l t  ri  l il  t  il r  t  t  l t   
( r t ), rri r i  it  -  , t i t  t  r  r i - i  
l  l  it   t r i  l r t t .  
6: t i  t il rr   l il  t  il r  t  t  l t   
( r t ), rri r i  it  -  , t i t  t  r  r i - i  
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D) ADIBIDEA    →    ELOE-4 eredua 
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖  𝛽 𝛽2𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖 + 𝛽7 𝐴𝑁𝑇𝑍𝑖2 +  𝑢𝑖      
𝑖 = 1,2, … , 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3𝐴𝑁𝑇𝑍𝑖  + 𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 
MANTENU 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽5+𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽4 + 𝛽5 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 
LANTEGIA 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽6 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽4  + 𝛽6+ 𝛽7𝐴𝑁𝑇𝑍𝑖2 
 
β1: Enpresako bulegoan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen 
(HEZ=0) emakume baten hileroko batez besteko soldata da (eurotan).  
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza da (eurotan), antzinatasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat (emakume nahiz gizon, eta edozein lanpostutan). 
β3 + 2 β7 ANTZi:  Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko 
soldataren gehikuntza da (eurotan), hezkuntza-urteak konstante mantenduz. Gehikuntza 
hori berdina da langile guztientzat (emakume nahiz gizonezko, eta edozein lanpostu 
izanik), baina langilearen antzinatasunaren araberakoa da. kasu honetan, 
antzinatasunaren efektu marjinala soldataren gain ez da konstantea, langile bakoitzaren 
antzinatasunaren araberakoa da. 
β4: Gizon baten hileroko batez besteko soldata da (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
β6: Lantegi edo tailerrean dagoen langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
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) I I   -4 ere a 
ol ata f ( ez tza- rtea , tzi atas a, e eroa, a ost a) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽4 𝐺𝐼𝑍𝑖  𝛽5 𝑀𝐴𝑁𝑇𝑖  𝛽6 𝐿𝐴𝑁𝑇𝑖  𝛽7 𝐴𝑁𝑇𝑍𝑖2  𝑢𝑖  
𝑖 1,2, , 49 
 
E(S L ATA) E E  IZ  
B LE  𝛽1 𝛽2𝐻𝐸𝑍𝑖  𝛽3𝐴𝑁𝑇𝑍𝑖   𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 𝛽2 𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖 𝛽4  𝛽7𝐴𝑁𝑇𝑍𝑖2 
TE  𝛽1 𝛽2𝐻𝐸𝑍𝑖 𝛽3𝐴𝑁𝑇𝑍𝑖 𝛽5 𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 𝛽2 𝐻𝐸𝑍𝑖 𝛽3𝐴𝑁𝑇𝑍𝑖 𝛽4  𝛽5  𝛽7𝐴𝑁𝑇𝑍𝑖2 
L TE I  𝛽1 𝛽2𝐻𝐸𝑍𝑖  𝛽3𝐴𝑁𝑇𝑍𝑖 𝛽6  𝛽7𝐴𝑁𝑇𝑍𝑖2 𝛽1 𝛽2𝐻𝐸𝑍𝑖 𝛽3𝐴𝑁𝑇𝑍𝑖 𝛽4  𝛽6  𝛽7𝐴𝑁𝑇𝑍𝑖2 
 
β1: npresako bulegoan sartu berria ( 0) eta hezkuntza-urterik ez duen 
( 0) e aku e baten hileroko batez besteko soldata da (eurotan).  
β2: ezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza da (eurotan), antzinatasuna konstante antenduz. ehikuntza hori berdina da 
langile guztientzat (e aku e nahiz gizon, eta edozein lanpostutan). 
β3  2 β7 i:  ntzinatasun-urte gehigarri bakoitzeko hileroko batez besteko 
soldataren gehikuntza da (eurotan), hezkuntza-urteak konstante antenduz. ehikuntza 
hori berdina da langile guztientzat (e aku e nahiz gizonezko, eta edozein lanpostu 
izanik), baina langilearen antzinatasunaren araberakoa da. asu honetan, 
antzinatasunaren efektu arjinala soldataren gain ez da konstantea, langile bakoitzaren 
antzinatasunaren araberakoa da. 
β4: izon baten hileroko batez besteko soldata da (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- e aku e 
batenarekin alderatuta. 
β5: antenu-lanetan ari den langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
β6: antegi edo tailerrean dagoen langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
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D) ADIBIDEA    →    ELOE-4 eredua 
Soldata=f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖 + 𝛽7 𝐴𝑁𝑇𝑍𝑖2 +  𝑢𝑖      
𝑖 = 1,2, … , 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3𝐴𝑁𝑇𝑍𝑖  + 𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 
MANTENU 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽5+𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽4 + 𝛽5 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 
LANTEGIA 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽6 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽4  + 𝛽6+ 𝛽7𝐴𝑁𝑇𝑍𝑖2 
 
β1: Enpresako bulegoan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen 
(HEZ=0) emakume baten hileroko batez besteko soldata da (eurotan).  
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza da (eurotan), antzinatasuna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat (emakume nahiz gizon, eta edozein lanpostutan). 
β3 + 2 β7 ANTZi:  Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko 
soldataren gehikuntza da (eurotan), hezkuntza-urteak konstante mantenduz. Gehikuntza 
hori berdina da langile guztientzat (emakume nahiz gizonezko, eta edozein lanpostu 
izanik), baina langilearen antzinatasunaren araberakoa da. kasu honetan, 
antzinatasunaren efektu marjinala soldataren gain ez da konstantea, langile bakoitzaren 
antzinatasunaren araberakoa da. 
β4: Gizon baten hileroko batez besteko soldata da (eurotan), ezaugarri berdinak 
dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatuta. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
β6: Lantegi edo tailerrean dagoen langile baten hileroko batez besteko soldata da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinatasun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatuta.  
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D) ADIBIDEA   →    ELOE-4 er dua 
Soldat =f (Hezkuntza-urteak, Antzinat suna, Generoa, Lanpostua) 
 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝐿𝐴𝑁𝑇𝑖 + 𝛽7 𝐴𝑁𝑇𝑍𝑖2 +  𝑢𝑖    
𝑖 = 1,2 … , 49 
 
E(SOLDATA) EMAkUMEA GIZONA 
BULEGOA 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3𝐴𝑁𝑇𝑍𝑖  + 𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 
MANTENU 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽5+𝛽7𝐴𝑁𝑇𝑍𝑖2  𝛽1 + 𝛽2 𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽4 + 𝛽5 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 
LANTEGIA 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽6 + 𝛽7𝐴𝑁𝑇𝑍𝑖2 𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 + 𝛽3𝐴𝑁𝑇𝑍𝑖 + 𝛽4  + 𝛽6+ 𝛽7𝐴𝑁𝑇𝑍𝑖2 
 
β1: Enpresako bulegoan sartu berria (ANTZ=0) eta hezkuntza-urterik ez duen 
(HEZ=0) emakume baten hileroko batez besteko soldat  da (eurotan).  
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldat ren 
gehikuntza da (eurotan), antzinat suna konstante mantenduz. Gehikuntza hori berdina da 
langile guztientzat (emakume nahiz gizon, eta edozein lanpostu an). 
β3 + 2 β7 ANTZi:  Antzinat sun-urte gehigarri bakoitzeko hileroko batez besteko 
soldat ren gehikuntza da (eurotan), hezkuntza-urteak onstante mantenduz. Gehikuntza 
hori berdina da langile guztientzat (emakume nahiz gizonezko, eta edozein lanpostu 
izanik), baina langilearen antzinat sunaren ar berakoa da. kasu honetan, 
antzinat sunaren ef ktu marjinal  soldat ren gain ez da konstantea, langile bakoitzaren 
antzinat sunaren ar berakoa da. 
β4: Gizon baten hileroko batez besteko soldat  da (eurotan), ezaugarri berdinak 
dituen -hau da, antzinat sun, hezkuntza-urte eta lanpostu berdineko- emakume 
batenarekin alderatu a. 
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldat  da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinat sun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatu a.  
β6: Lantegi edo tailerrean dagoen langile baten hileroko batez besteko soldat  da 
(eurotan), ezaugarri berdinak dituen -hau da, antzinat sun eta genero berdineko- baina 
bulegoan lan egiten duen batenarekin alderatu a.  
 
 
β1: Enpresako bulegoan sartu berria (ANTZ = 0) eta hezkuntza-urterik ez duen (HEZ = 0) 
emakume baten hileroko batez besteko soldata da (eurotan).
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren gehikuntza da (eu-
rotan), antzinatasuna o st nte mantenduz. Gehi untza hori berdina d  langil  guztientz  (ema-
kume na iz gizon, eta ed zein lanpostutan).
β3 + 2 β7 ANTZi: Antzinatasu -urte ehigarri bakoitzeko hileroko batez besteko soldataren 
gehikuntza da (eurotan), hezkuntza-urteak konstante mantenduz. Gehikuntza hori berdina da lan-
gile guztientzat (emakume nahiz gizonezko, eta edozein lanpostu izanik), baina langilearen antzi-
natasunaren araberakoa da. k su honetan, antzi at s naren efek u marjinala soldatar n gain ez da 
konstantea, langile b koitzar n antzinatasunaren araberakoa da.
β4: G zon bate  hileroko b t z besteko soldata da (eurotan), ez ugarri berdinak dituen —hau 
da, antzinatasun, hezkuntza-urte eta lanpostu berdineko— emakume batenarekin alderatuta.
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata da (eurotan), ezau-
garri berd k dit en —hau da, ntzinatasun eta genero berdineko— baina bulegoan lan egiten 
duen batenarekin alderatuta.
β6: La tegi edo tailerrea  d goen langile b ten hil roko batez best ko soldata da (e rotan), 
ezaugarri berdinak dituen —hau da, antzinatasun eta genero berdineko— baina bulegoan lan egi-
ten duen batenarekin alderatuta.
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EkONOMETRIA ETA GRETL
E) ADiBiDEA → ELOE-5 eredua
Soldata = f (Hezkuntza-urteak, Antzinatasuna, Generoa, Lanpostua)
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + β7 ANTZi MANTi + 
+ β8 ANTZi LANTi + ui
i = 1, 2, ..., 49
E(SOLDATA) Emakumea Gizona
BULEGOA β1 + β2 HEZi + β3 ANTZi β1 + β2 HEZi + β3 ANTZi + β4
MANTENU β1 + β2 HEZi + (β3 + β7) ANTZi + β5 β1 + β2 HEZi + (β3 + β7) ANTZi + β4 + β5
LANTEGIA β1 + β2 HEZi + (β3 + β8) ANTZi + β6 β1 + β2 HEZi + (β3 + β8) ANTZi + β4 + β6
β1: Enpresako bulegoan sartu berria (ANTZ = 0) eta hezkuntza-urterik ez duen (HEZ = 0) 
emakume baten hileroko batez besteko soldata da (eurotan).
β2: Hezkuntza-urte gehigarri bakoitzeko hileroko batez besteko soldataren gehikuntza da (eu-
rotan), antzinatasuna konstante mantenduz. Gehikuntza hori berdina da langile guztientzat (ema-
kume nahiz gizon, eta edozein lanpostutan).
β3: Bulegoan lan egiten duen langile baten antzinatasun-urte gehigarri bakoitzeko hileroko 
batez besteko soldataren gehikuntza da (eurotan), hezkuntza-urteak konstante mantenduz. Gehi-
kuntza hori berdina da langile guztientzat, emakume nahiz gizonezko.
β4: Gizon baten hileroko batez besteko soldata da (eurotan), ezaugarri berdinak dituen —hau 
da, antzinatasun, hezkuntza-urte eta lanpostu berdineko— emakume batenarekin alderatuta.
β5: Mantenu-lanetan ari den langile baten hileroko batez besteko soldata da (eurotan), ezau-
garri berdinak dituen —hau da antzinatasun eta genero berdineko— baina bulegoan lan egiten 
duen batenarekin alderatuta.
β6: Lantegi edo tailerrean ari den langile baten hileroko batez besteko soldata da (eurotan), 
ezaugarri berdinak dituen —hau da hezkuntza urte, antzinatasun eta genero berdineko— baina bu-
legoan lan egiten duen batenarekin alderatuta.
β7: Mantenu-lanetan ari den langile baten antzinatasun-urte gehigarri bakoitzeko hileroko ba-
tez besteko soldataren gehikuntza da (eurotan), bulegoan lan egiten duen batenarekin alderatuta, 
hezkuntza-urteak konstante mantenduz. Diferentzia hori berdina da langile guztientzat, emakume 
nahiz gizonezko.
β8: Lantegi edo tailerrean lan egiten duen langile baten antzinatasun-urte gehigarri bakoi-
tzeko hileroko batez besteko soldataren gehikuntza da (eurotan), bulegoan lan egiten duen batena-
rekin alderatuta, hezkuntza-urteak konstante mantenduz. Diferentzia hori berdina da langile guz-
tientzat, emakume nahiz gizonezko.
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6. gaia.
Erregresio Lineal Orokorraren Eredua. 
Zenbatespena
6.1. Karratu Txikien Arrunten (KTA) zenbateslea
Demagun honako eredu ekonometriko orokor hau, non oinarrizko hipotesi guztiak betetzen 
baitira.
6. GAIA. Erregresio Lineal Orokorraren Eredua. Zenbatespena 
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6. GAIA. Erregresio Lineal Orokorraren Eredua. 
Zenbatespena 
 
6.1 Karratu Txikien Arrunten (KTA) zenbateslea 
Demagun honako eredu ekonometriko orokor hau, non oinarrizko hipotesi guztiak 
betetzen baitira. 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
Aurreko gaietan aipatu bezala, ereduko koefizienteak ezezagunak direnez, aldagai 
endogenoaren (Y) batez besteko portaera ere ezezaguna da; hau da, ereduko alde 
sistematikoa edo Populazioko Erregresio Funtzioa (PEF) ezezaguna da.   
PEF                  EX(Yi) =  𝛽1 + 𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖       𝑖 = 1, 2, … ,𝑁 
Hortaz, ereduko perturbazioa da, aldagai azalduaren benetako balioaren eta 
Populazioko Erregresio Funtzioaren arteko diferentzia eta ereduko alde sistematikoak 
azaldu ezin duena jasotzen du: 
  𝑢𝑖  =   𝑌𝑖 − 𝐸𝑋(𝑌𝑖) =  𝑌𝑖 − 𝛽1 −  𝛽2 𝑋2𝑖 − ⋯−  𝛽𝐾𝑋𝐾𝑖       𝑖 = 1, 2, … ,𝑁 
Ekonometriaren helburua eredu ekonometrikoa ahalik eta hobekien zenbatestea 
denez, ahalik eta hondar (𝑢�𝑖) txikienak lortzea du xedetzat, hau da, aldagai azalduaren 
benetako balioen eta zenbatetsitako balioen arteko diferentziak ahalik eta txikienak 
izatea. Hortaz, karratu Txikien Arrunten (kTA) bitartez eredua zenbatesterakoan 
minimizatuko den helburu-funtzioa Hondar karratuen Batura (HkB) izango da. Jarraian, 
eredu bakunean egin bezala, eredu orokor batean Ekuazio Normalak lortuko dira, eta, 
askatuz, ereduko koefizienteen kTA zenbatesleak.  
𝑚𝑖𝑛𝛽�𝐻𝐾𝐵 ≡ 𝑚𝑖𝑛𝛽�   𝑈�´𝑈�   ≡ 𝑚𝑖𝑛𝛽�  �𝑌 − 𝑋 𝛽��´(𝑌 − 𝑋 𝛽�) 
𝜕 𝑈�´𝑈�




Aurreko gaietan aipatu bezala, ereduko koefizienteak ezezagunak direnez, aldagai endoge-
noaren (Y) batez besteko portaera ere ezezaguna da; hau da, ereduko alde sistematikoa edo Popu-
lazioko Erregresio Funtzioa (PEF) ezezaguna da.
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6. GAIA. Erregresio Lineal Orokorraren Eredua. 
Zenbatespena 
 
6.1 Karratu Txikien Arrunten (KTA) zenbateslea 
Demagun honako eredu ekonometriko orokor hau, non oinarrizko hipotesi guztiak 
betetzen baitira. 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
Aurreko gaietan aipatu bezala, ereduko koefizienteak ezezagunak direnez, aldagai 
endogenoaren (Y) batez besteko portaera ere ezezaguna da; hau da, ereduko alde 
sistematikoa edo Populazioko Erregresio Funtzioa (PEF) ezezaguna da.   
PEF                  EX(Yi) =  𝛽1 + 𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖       𝑖 = 1, 2, … ,𝑁 
Hortaz, ereduko perturbazioa da, aldagai azalduaren benetako balioaren eta 
Populazioko Erregresio Funtzioaren arteko diferentzia eta ereduko alde sistematikoak 
azaldu ezin duena jasotzen du: 
  𝑢𝑖  =   𝑌𝑖 − 𝐸𝑋(𝑌𝑖) =  𝑌𝑖 − 𝛽1 −  𝛽2 𝑋2𝑖 − ⋯−  𝛽𝐾𝑋𝐾𝑖       𝑖 = 1, 2, … ,𝑁 
Ekonometriaren helburua eredu ekonometrikoa ahalik eta hobekien zenbatestea 
denez, ahalik eta hondar (𝑢�𝑖) txikienak lortzea du xedetzat, hau da, aldagai azalduaren 
benetako balioen eta zenbatetsitako balioen arteko diferentziak ahalik eta txikienak 
izatea. Hortaz, karratu Txikien Arrunten (kTA) bitartez eredua zenbatesterakoan 
minimizatuko den helburu-funtzioa Hondar karratuen Batura (HkB) izango da. Jarraian, 
eredu bakunean egin bezala, eredu orokor batean Ekuazio Normalak lortuko dira, eta, 
askatuz, ereduko koefizienteen kTA zenbatesleak.  
𝑚𝑖𝑛𝛽�𝐻𝐾𝐵 ≡ 𝑚𝑖𝑛𝛽�   𝑈�´𝑈�   ≡ 𝑚𝑖𝑛𝛽�  �𝑌 − 𝑋 𝛽��´(𝑌 − 𝑋 𝛽�) 
𝜕 𝑈�´𝑈�




Hortaz, ereduko pert rbazioa da, ald gai azaldu ren benetako alio ren eta Populazioko 
Erregresio Funtzioaren arteko diferentzia eta ereduko alde sistematikoak azaldu ezin duena jaso-
tzen du:
6. GAIA. Erregresio Lineal Orokorraren Eredua. Zenbatespena 
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6. GAIA. Erregresio Lineal Orokorraren Eredua. 
Zenbatespena 
 
6.1 Karratu Txikien Arrunten (KTA) zenbateslea 
Demagun honako eredu eko ometriko orokor hau, non oinarrizko hipotesi guztiak 
betetzen baitira. 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
Aurreko gaietan aipatu bezala, ereduko koefizienteak ezezagunak direnez, aldagai 
endogenoaren (Y) batez besteko portaera ere ezezaguna da; hau da, ereduko alde 
sistematikoa edo Populazioko Erregresio Funtzioa (PEF) ezezaguna da.   
PEF                  EX(Yi) =  𝛽1 + 𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖       𝑖 = 1, 2, … ,𝑁 
Hortaz, ereduko perturbazioa da, aldagai azalduaren benetako balioaren eta 
Populazioko Erregresio Funtzioaren arteko diferentzia eta ereduko alde sistematikoak 
azaldu ezin duena jasotzen du: 
  𝑢𝑖  =   𝑌𝑖 − 𝐸𝑋(𝑌𝑖) =  𝑌𝑖 − 𝛽1 −  𝛽2 𝑋2𝑖 − ⋯−  𝛽𝐾𝑋𝐾𝑖       𝑖 = 1, 2, … ,𝑁 
Ekonometriaren helburua eredu ekonometrikoa ahalik eta hobekien zenbatestea 
denez, ahalik eta hondar (𝑢�𝑖) txikienak lortzea du xedetzat, hau da, aldagai azalduaren 
benetako balioen eta zenbatetsitako balioen arteko diferentziak ahalik eta txikienak 
izatea. Hortaz, karratu Txikien Arrunten (kTA) bitartez eredua zenbatesterakoan 
minimizatuko den helburu-funtzioa Hondar karratuen Batura (HkB) izango da. Jarraian, 
eredu bakunean egin bezala, eredu orokor batean Ekuazio Normalak lortuko dira, eta, 
askatuz, ereduko koefizienteen kTA zenbatesleak.  
𝑚𝑖𝑛𝛽�𝐻𝐾𝐵 ≡ 𝑚𝑖𝑛𝛽�   𝑈�´𝑈�   ≡ 𝑚𝑖𝑛𝛽�  �𝑌 − 𝑋 𝛽��´(𝑌 − 𝑋 𝛽�) 
𝜕 𝑈�´𝑈�




Ekonometriaren helburua eredu ekonometrikoa ahalik eta hobekien zenbatestea denez, ahalik 
eta hondar (ûi) txikienak lortzea du xedetzat, hau da, aldagai azalduaren benetako balioen eta zen-
batetsitako balioen arteko diferentziak ahalik eta txikienak izatea. Hortaz, karratu Txikien Arrun-
ten (kTA) bitartez eredua zenbatesterakoan minimizatuko den helburu-funtzioa Hondar karratuen 
Batura (HkB) izango da. Jarraian, eredu bakunean egin bezala, eredu orokor batean Ekuazio Nor-
malak lortuko dira, eta, askatuz, ereduko koefizienteen kTA zenbatesleak.
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6. GAIA. Erregresio Lineal Orokorraren Eredua. 
Zenbatespena 
 
6.1 Karratu Txikien Arrunten (KTA) zenbateslea 
Demagun honako eredu ekonometriko orokor hau, non oinarrizko hipotesi guztiak 
betetzen baitira. 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
Aurreko gaiet n aipatu b zala, ereduko k efizienteak ezez gunak diren z, aldagai 
endog oaren (Y) batez besteko portaera ere ezezaguna da; hau da, ereduko alde 
sistematikoa edo Populazioko Erregresio Funtzioa (PEF) ezezaguna da.   
PEF                  EX(Yi) =  𝛽1 + 𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖       𝑖 = 1, 2, … ,𝑁 
Hortaz, ereduko perturbazioa da, aldagai azaldu ren benetako balioaren eta 
Populazioko Erregresio Funtzioaren arteko diferentzia eta ereduko lde sistematikoak 
azaldu ezin duena jasotzen du: 
  𝑢𝑖  =   𝑌𝑖 − 𝐸𝑋(𝑌𝑖) =  𝑌𝑖 − 𝛽1 −  𝛽2 𝑋2𝑖 − ⋯−  𝛽𝐾𝑋𝐾𝑖       𝑖 = 1, 2, … ,𝑁 
Ekonometriaren helburua eredu nometriko  ah lik eta hobekien z nbatestea 
denez, ahalik ta hondar (𝑢�𝑖) txikienak lortzea du xedetzat, hau da, aldagai azalduaren 
benetako balioen eta zenbatetsitako balioen arteko diferentziak ahalik eta txikienak 
izatea. Hortaz, karratu Txikien Arrunten (kTA) bitartez eredua zenbatesterakoan 
minimizatuko den helburu-funtzio  Hondar karratuen Batura (HkB) izango da. Jarraian, 
eredu bakunean egin bezala, eredu orokor batean Ekuazio Normalak lortuko dira, eta, 
askatuz, ereduko koefizienteen kTA zenbatesleak.  
𝑚𝑖𝑛𝛽�𝐻𝐾𝐵 ≡ 𝑚𝑖𝑛𝛽�   𝑈�´𝑈�   ≡ 𝑚𝑖𝑛𝛽�  �𝑌 − 𝑋 𝛽��´(𝑌 − 𝑋 𝛽�) 
𝜕 𝑈�´𝑈�
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Soldaten adibideko ELOE-1 eredura bueltatuz, hau da:  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
𝑖 = 1,2, … 49 
ereduan X´X matrizea honako hau da:  
 
 
Soldaten adibideko ELOE-1 eredura bueltatuz, hau da:
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + ui
i = 1, 2, ..., 49
ereduan X´X matrizea honako hau da:
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Soldaten adibideko ELOE-1 eredura bueltatuz, hau da:  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
𝑖 = 1,2, … 49 
ereduan X´X matrizea honako hau da:  
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⎞   
Hortaz, dagokion Lagineko Erregresio Funtzioa honako hau da: 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴� 𝑖 = 747,14 + 83,025 𝐻𝐸𝑍𝑖 + 42,15 𝐴𝑁𝑇𝑍𝑖 + 802,399 𝐺𝐼𝑍𝑖
− 734,078 𝑀𝐴𝑁𝑇𝑖 − 343,814 𝐿𝐴𝑁𝑇𝑖    𝑖 = 1,2, … , 49 
𝛽�1 = 747,14  →Hezkuntza-urterik ez duen (HEZ=0) eta enpresako bulegoan sartu 
berria den (ANTZ=0) emakume baten hileroko batez besteko soldata 747,14 € dela 
zenbatesten da. 
𝛽�2 = 83,025 →Hezkuntza-urte gehigarri bakoitzeko hileko batez besteko 
soldataren gehikuntza (antzinatasuna konstante mantenduz) 83,025 € dela zenbatesten da. 
Gehikuntza hori berdina da langile guztientzat, emakume nahiz gizon eta edozein 
lanpostu izanik. 
𝛽�3 = 42,15 →Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko 
soldataren gehikuntza (hezkuntza-urteak konstante mantenduz) 42,15 € dela zenbatesten 
da. Gehikuntza hori berdina da langile guztientzat, emakume nahiz gizon eta edozein 
lanpostu izanik. 
𝛽�4 = 802,399 →Gizon baten hileroko batez besteko soldata (eurotan), ezaugarri 
berdinak dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- baina 
emakume batenarekin alderatuta 802,399 € dela zenbatesten da. 
𝛽�5 = -734,078 →Mantenu-lanetan ari den langile baten hileroko batez besteko 
soldata, ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta genero 
berdineko- baina bulegoan lan egiten duen batenarekin alderatuta, 734,078 € gutxiago 
dela zenbatesten da. 
𝛽�6 = -343,814 →Lantegian lan egiten duen langile baten hileroko batez besteko 
soldata, ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta genero 
Hortaz, dagokion Lagineko Erregresio Funtzioa honako hau da:
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⎞   
Hortaz, dagokion Lagin ko Erregresio Funtzioa honako hau da: 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴� 𝑖 = 747,14 + 83,025 𝐻𝐸𝑍𝑖 + 42,15 𝐴𝑁𝑇𝑍𝑖 + 802,399 𝐺𝐼𝑍𝑖
− 734,078 𝑀𝐴𝑁𝑇𝑖 − 343,814 𝐿𝐴𝑁𝑇𝑖    𝑖 = 1,2, … , 49 
𝛽�1 = 747,14  →Hezkuntza-urterik ez duen (HEZ=0) eta enpresako bulegoan sartu 
berria den (ANTZ=0) emakume baten hileroko batez besteko soldata 747,14 € dela 
zenbatesten da. 
𝛽�2 = 83,025 →Hezkuntza-urte gehigarri bakoitzeko hileko batez besteko 
soldataren gehikuntza (antzinatasuna konstante mantenduz) 83,025 € dela zenbatesten da. 
Gehikuntza hori berdina da langile guztientzat, emakume nahiz gizon eta edozein 
lanpostu izanik. 
𝛽�3 = 42,15 →Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko 
soldataren gehikuntza (hezkuntza-urteak konstante mantenduz) 42,15 € dela zenbatesten 
da. Gehikuntza hori berdina da langile guztientzat, emakume nahiz gizon eta edozein 
lanpostu izanik. 
𝛽�4 = 802,399 →Gizon baten hileroko batez besteko soldata (eurotan), ezaugarri 
berdinak dituen -hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko- baina 
emakume batenarekin alderatuta 802,399 € dela zenbatesten da. 
𝛽�5 = -734,078 →Mantenu-lanetan ari den langile baten hileroko batez besteko 
soldata, ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta genero 
berdineko- baina bulegoan lan egiten duen batenarekin alderatuta, 734,078 € gutxiago 
dela zenbatesten da. 
𝛽�6 = -343,814 →Lantegian lan egiten duen langile baten hileroko batez besteko 
soldata, ezaugarri berdinak dituen -hau da, hezkuntza-urte, antzinatasun eta genero 
β̂1 = 747, 4 → Hezkuntza-urterik ez duen (HEZ = 0) eta enpresako bulegoan sartu berria den 
(ANTZ=0) emakume baten hileroko bat z besteko soldata 747,14 € dela zenbatesten da.
β̂2 = 83,025 → Hezkuntza-urte gehigarri bakoitzeko hileko batez besteko soldataren gehikun-
tza (antzinatasuna konstante mantenduz) 83,025 € dela zenbatesten da. Gehikuntza hori berdina 
da langile guztientzat, emakume nahiz gizon eta edozein lanpostu izanik.
β̂3 = 42,15 → Antzinatasun-urte gehigarri bakoitzeko hileroko batez besteko soldataren gehi-
kuntza (hezkuntza-urteak konstante mantenduz) 42,15 € dela zenbatesten da. Gehikuntza hori 
berdina da langile guztientzat, emakume nahiz gizon eta edozein lanpostu izanik.
β̂4 = 802,399 → Gizon baten hileroko batez besteko soldata (eurotan), ezaugarri berdinak di-
tuen —hau da, antzinatasun, hezkuntza-urte eta lanpostu berdineko— baina emakume batenarekin 
alderatuta 802,399 € dela zenbatesten da.
β̂5 = –734,078 → Mantenu-lanetan ar  den langile bat n hileroko batez besteko soldata, ezau-
garri berdinak dituen —hau da, hezkuntza-urte, antzinatasun eta genero berdineko— baina bule-
goan lan egiten duen batenarekin alderatuta, 734,078 € gutxiago dela zenbatesten da.
β̂6 = –343,814 → Lantegian lan egiten duen langile baten hileroko batez besteko soldata, 
ezaugarri berdinak dituen —hau da, hezkuntza-urte, antzinatasun eta genero berdineko— baina 
bulegoan l n egiten duen batenar kin alderatuta, 343,814 € gutxiago dela zenbatesten da.
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6.2. Lagineko Erregresio Funtzioaren (LEF) propietateak
Erregresio Lineal Orokorraren Ereduan, honako propietate hauek betetzen dira:
1. Hondarrak eta aldagai azaltzaileak ortogonalak dira: 
6. GAIA. Erregresio Lineal Orokorraren Eredua. Zenbatespena 
70 
 
berdineko- baina bulegoan lan egiten duen batenarekin alderatuta, 343,814 € gutxiago 
dela zenbatesten da. 
 
6.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Erregresio Lineal Orokorraren Ereduan, honako propietate hauek betetzen dira:  
1.  𝑋´𝑢� = 0 → ∑ 𝑋𝑘𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑋´𝑈� = 𝑋´�𝑌 − 𝑌�� = 𝑋´�𝑌 − 𝑋𝛽�� = 𝑋´(𝑌 − 𝑋(𝑋´𝑋)−1𝑋´𝑌)= 𝑋´𝑌 − 𝑋´𝑋 (𝑋´𝑋)−1𝑋´𝑌 = 𝑋´𝑌 − 𝑋´𝑌 = 0 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: 𝑌�´𝑈� = 0 → ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑌�´𝑈� = �𝑋 𝛽��´𝑈� =  𝛽�´𝑋´𝑈��
=0
= 0 
3. Hondarren batura zero da: ∑ 𝑢𝚤� = 0.𝑁𝑖=1  
Ereduak termino independentea izanez gero, hau da, X1i = 1 baldin bada eta 𝑋´𝑢� = 0 
denez, zuzenean frogatzen da propietatea, X´ matrizeko lehenengo errenkada batekoz 
osatuta baitago. 
































      ⇒     ∑ 𝑢�𝑖𝑁𝑖=1 = 0 
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
𝑢�𝑖 =  𝑌𝑖  −  𝑌�𝑖  ⇒   𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 














      ⇒     𝑌� =  𝑌�� 
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berdineko- baina bulegoan lan egiten duen batenarekin alderatuta, 343,814 € gutxiago 
dela zenbatesten da. 
 
6.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Erregresio Lineal Orokorraren Ereduan, honako propietate hauek betetzen dira:  
1. Hondarrak eta aldagai azaltzaileak ortogonalak dira: 𝑋´𝑢� = 0 → ∑ 𝑋𝑘𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑋´𝑈� = 𝑋´�𝑌 − 𝑌�� = 𝑋´�𝑌 − 𝑋𝛽�� = 𝑋´(𝑌 − 𝑋(𝑋´𝑋)−1𝑋´𝑌)= 𝑋´𝑌 − 𝑋´𝑋 (𝑋´𝑋)−1𝑋´𝑌 = 𝑋´𝑌 − 𝑋´𝑌 = 0 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: 𝑌�´𝑈� = 0 → ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑌�´𝑈� = �𝑋 𝛽��´𝑈� =  𝛽�´𝑋´𝑈��
=0
= 0 
3. Hondarren batura zero da: ∑ 𝑢𝚤� = 0.𝑁𝑖=1  
Ereduak termino independentea izanez gero, hau da, X1i = 1 baldin bada eta 𝑋´𝑢� = 0 
denez, zuzenean frogatzen da propietatea, X´ matrizeko lehenengo errenkada batekoz 
osatuta baitago. 
































      ⇒     ∑ 𝑢�𝑖𝑁𝑖=1 = 0 
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
𝑢�𝑖 =  𝑌𝑖  −  𝑌�𝑖  ⇒   𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 














      ⇒     𝑌� =  𝑌�� 
 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: 
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berdineko- baina bulegoan lan egiten duen batenarekin alderatuta, 343,814 € gutxiago 
dela zenbatesten da. 
 
6.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Erregresio Lineal Orokorraren Ereduan, honako propietate hauek betetzen dira:  
1. Hondarrak eta aldagai azaltzaileak ortogonalak dira: 𝑋´𝑢� = 0 → ∑ 𝑋𝑘𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑋´𝑈� = 𝑋´�𝑌 − 𝑌�� = 𝑋´�𝑌 − 𝑋𝛽�� = 𝑋´(𝑌 − 𝑋(𝑋´𝑋)−1𝑋´𝑌)= 𝑋´𝑌 − 𝑋´𝑋 (𝑋´𝑋)−1𝑋´𝑌 = 𝑋´𝑌 − 𝑋´𝑌 = 0 
2.  𝑌�´𝑈� = 0 → ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑌�´𝑈� = �𝑋 𝛽��´𝑈� =  𝛽�´𝑋´𝑈��
=0
= 0 
3. Hondarren batura zero da: ∑ 𝑢𝚤� = 0.𝑁𝑖=1  
Ereduak termino independentea izanez gero, hau da, X1i = 1 baldin bada eta 𝑋´𝑢� = 0 
denez, zuzenean frogatzen da propietatea, X´ matrizeko lehenengo errenkada batekoz 
osatuta baitago. 



























      ⇒     ∑ 𝑢�𝑖𝑁𝑖=1 = 0 
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
𝑢�𝑖 =  𝑌𝑖  −  𝑌�𝑖  ⇒   𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 














      ⇒     𝑌� =  𝑌�� 
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berdineko- baina bulegoan lan egiten duen batenarekin alderatuta, 343,814 € gutxiago 
dela zenbatesten da. 
 
6.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Erregresio Lineal Orokorraren Ereduan, honako propietate hauek betetzen dira:  
1. Hondarrak eta aldagai azaltzaileak ortogonalak dira: 𝑋´𝑢� = 0 → ∑ 𝑋𝑘𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑋´𝑈� = 𝑋´�𝑌 − 𝑌�� = 𝑋´�𝑌 − 𝑋𝛽�� = 𝑋´(𝑌 − 𝑋(𝑋´𝑋)−1𝑋´𝑌)= 𝑋´𝑌 − 𝑋´𝑋 (𝑋´𝑋)−1𝑋´𝑌 = 𝑋´𝑌 − 𝑋´𝑌 = 0 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: 𝑌�´𝑈� = 0 → ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑌�´𝑈� = �𝑋 𝛽��´𝑈� =  𝛽�´𝑋´𝑈��
=0
= 0 
3. Hondarren batura zero da: ∑ 𝑢𝚤� = 0.𝑁𝑖=1  
Ereduak termino independentea izanez gero, hau da, X1i = 1 baldin bada eta 𝑋´𝑢� = 0 
denez, zuzenean frogatzen da propietatea, X´ matrizeko lehenengo errenkada batekoz 
osatuta baitago. 




























      ⇒     ∑ 𝑢�𝑖𝑁𝑖=1 = 0 
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
𝑢�𝑖 =  𝑌𝑖  −  𝑌�𝑖  ⇒   𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 














      ⇒     𝑌� =  𝑌�� 
 
3. Hondarren batura zero da: 
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berdineko- baina bulegoan lan egiten duen batenarekin alderatuta, 343,814 € gutxiago 
dela zenbatesten da. 
 
6.2 Lagineko Er egresio Funtzioaren (LEF) propietateak 
Erregresio Lineal Orokorraren Ereduan, honako propietate hauek betetzen dira:  
1. Hondarrak eta ldagai azaltzaileak ortogonalak dira: 𝑋´𝑢� = 0 → ∑ 𝑋𝑘𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑋´𝑈� = 𝑋´�𝑌 − 𝑌� = 𝑋´�𝑌 − 𝑋𝛽�� = 𝑋´(𝑌 − 𝑋(𝑋´𝑋)−1𝑋´𝑌)= 𝑋´𝑌 − 𝑋´𝑋 (𝑋´𝑋)−1𝑋´𝑌 = 𝑋´𝑌 − 𝑋´𝑌 = 0 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: 𝑌�´𝑈� = 0 → ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑌�´𝑈� = �𝑋 𝛽��´𝑈� =  𝛽�´𝑋´𝑈�
=0
= 0 
3. ondarren batura zero da: ∑ 𝑢𝚤� = 0.𝑁𝑖=1  
Ereduak termino independentea izanez gero, hau da, X1i = 1 baldin bada eta 𝑋´𝑢� = 0 
denez, zuzenean frogatzen da propietatea, X´ matrizeko lehenengo errenkada batekoz 
osatuta baitago. 






























     ⇒     ∑ 𝑢�𝑖𝑁𝑖=1 = 0 
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
𝑢�𝑖 =  𝑌𝑖  −  𝑌�𝑖  ⇒   𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 














      ⇒     𝑌� =  𝑌�� 
 
 Ereduak termino ind pendentea izanez gero, hau da, X1i = 1 baldin bada eta X´û =  de-
nez, zuzenean frogatzen da propietatea, X´ matrizeko lehene go err nkada batekoz sa-
t t  it .
6. GAIA. Erregresio Lineal Orokorraren Eredua. Zenbat spena 
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berdineko- baina bulegoan lan giten duen batenarekin alder tuta, 343,814 € gutxiago 
dela zenbatesten da. 
 
6.2 Lagineko Er gresio Funtzioaren (LEF) ropiet teak 
Err gresio Lineal Orokorraren Ereduan, honako ropi tate hauek betetzen dira:  
1. Hondarrak eta aldagai a ltz ileak ortogonalak dira: 𝑋´𝑢� = 0 → ∑ 𝑋𝑘𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑋´𝑈� = 𝑋´�𝑌 − 𝑌�� = 𝑋´�𝑌 − 𝑋𝛽�� = 𝑋´(𝑌 − 𝑋(𝑋´𝑋)−1𝑋´𝑌)= 𝑋´𝑌 − 𝑋´  (𝑋´𝑋)−1𝑋´𝑌 = 𝑋´𝑌 − 𝑋´𝑌 = 0 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: 𝑌�´𝑈� = 0 → ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑌�´𝑈� = �𝑋 𝛽��´𝑈� =  𝛽�´𝑋´𝑈�
=0
= 0 
3. Hondarren batura zero da: ∑ 𝑢𝚤� = 0.𝑁𝑖=1  
Ereduak termino indep dente  izanez gero, hau da, X1i = 1 baldin bad  eta 𝑋´𝑢� = 0 
denez, zuze ean frogatzen da ropi tatea, X´ matrizeko lehenengo errenkad  batekoz 
os tuta baitago. 
































    ⇒     ∑ 𝑢�𝑖𝑁𝑖=1 = 0 
4. Yren lagineko batez besteko eta Yren zenbat spenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
𝑢�𝑖 =  𝑌𝑖  − 𝑌�𝑖 ⇒   𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 














     ⇒     𝑌� =  𝑌�� 
 
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 
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berdineko- baina bulegoan lan egiten duen batenarekin alderatuta, 343,814 € gutxiago 
dela zenbatesten da. 
 
6.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Erre resio Lineal ok rraren Ereduan, honako ropiet te hauek betetzen dira:  
1. ondarrak eta ald gai azaltz ileak ortogo alak dira: 𝑋´𝑢� 0 𝑋𝑘𝑖 𝑢�𝑖 0𝑁𝑖=1 . 
𝑋´𝑈� 𝑋´�𝑌 𝑌�� 𝑋´�𝑌 𝑋𝛽�� 𝑋´(𝑌 𝑋(𝑋´𝑋)−1𝑋´𝑌)
𝑋´𝑌 𝑋´𝑋 (𝑋´𝑋)−1𝑋´𝑌 𝑋´𝑌 𝑋´𝑌 0 
2. ondarrak eta zenbatetsitako aldagaia ortogonalak dira: 𝑌�´𝑈� 0 𝑌�𝑖 𝑢�𝑖 0𝑁𝑖=1 . 
𝑌�´𝑈� �𝑋 𝛽��´𝑈�  𝛽�´𝑋´𝑈�
=0
0 
3. ondarren batura zero da: 𝑢𝚤� 0.𝑁𝑖=1  
Eredu k t r ino ind pendentea izanez gero, hau da, 1i = 1 baldin bada eta 𝑋´𝑢� 0 
denez, zuzenean frogatzen da propietatea, ´ atrizeko lehenengo errenkada batekoz 
osatuta baitago. 



















          𝑢�𝑖𝑁𝑖=1 0 
4. ren lagineko batez bestekoa eta ren zenbatespenen lagineko batez bestekoa berdinak 
 𝑌�  𝑌��. 
𝑢�𝑖  𝑌𝑖   𝑌�𝑖    𝑌𝑖  𝑌�𝑖  𝑢�𝑖 














          𝑌�  𝑌�� 
 
.
6. GAIA. Erregresio Lineal Orokorraren Eredua. Zenbatespena 
70 
 
berdineko- baina bulegoan lan egiten duen batenarekin alderatuta, 343,814 € gutxiago 
dela zen testen da. 
 
6.2 Lagineko Erregresio Funtzioaren (LEF) propietateak 
Erregresi  Lineal Orokorraren Ereduan, honak  propi tate hauek betetzen dira:  
1. Hondarrak eta aldagai azaltzail ak ortogonalak dira: 𝑋´𝑢� = 0 → ∑ 𝑋𝑘𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑋´𝑈� = 𝑋´�𝑌 − 𝑌�� = 𝑋´�𝑌 − 𝑋𝛽�� = 𝑋´(𝑌 − 𝑋(𝑋´𝑋)−1𝑋´𝑌)
𝑋´𝑌 − 𝑋´𝑋 (𝑋´𝑋)−1𝑋´𝑌 = 𝑋´𝑌 − 𝑋´𝑌 = 0 
2. Hondarrak eta zenbatetsitako aldagaia ortogonalak dira: 𝑌�´𝑈� = 0 → ∑ 𝑌�𝑖 𝑢�𝑖 = 0𝑁𝑖=1 . 
𝑌�´𝑈� = �𝑋 𝛽��´𝑈� =  𝛽�´𝑋´𝑈��
=0
= 0 
3. Hondarren batura zero da: ∑ 𝑢𝚤� = 0.𝑁𝑖=1  
Ere uak termino independentea izanez gero, hau da, X1i = 1 baldin bada eta 𝑋´𝑢� = 0 
enez, zuzenean frogatzen da propi tat a, X´ matrizeko lehene go err nkada batekoz 
osatuta baitago. 
































      ⇒     ∑ 𝑢�𝑖𝑁𝑖=1 = 0 
4. Yren lagineko batez bestekoa eta Yren zenbatespenen lagineko batez bestekoa berdinak 
dira: 𝑌� =  𝑌��. 
𝑢�𝑖 =  𝑌𝑖  −  𝑌�𝑖  ⇒   𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 














      ⇒     𝑌� =  𝑌�� 
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5. LEF lagineko batez bestekoen puntutik pasatzen da:
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5. LEF lagineko batez bestekoen puntutik pasatzen da:   
  �𝑢�𝑖𝑁
𝑖=1
= 0   ⇔    ��𝑌𝑖 −  𝛽�1 −  𝛽�2 𝑋2𝑖 −  …− 𝛽�𝐾 𝑋𝐾𝑖� = 0𝑁
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𝑌� =  𝛽�1 +  𝛽�2 𝑋�2+ . . . +𝛽�𝐾 𝑋�𝐾   
 
Oharra: ELOE bateko LEFak lehenengo bi propietateak beti betetzen ditu. 
Azken hiru propietateak, berriz, ereduak termino independentea baldin badu beteko dira. 
 
6.3 Doikuntza-neurria: mugatze-koefizientea (R2) 
Eredua zenbatetsita dagoenean, Lagineko Erregresio Funtzioa datuekiko nola 
doitzen den analizatzea interesatzen da. Hau da, zenbatetsitako funtzioa eta datuak nola 
doitzen diren. 
Aldagai endogenoaren balio guztiak berdinak izango balira, horiek eta aldagai 
endogenoaren lagineko batez bestekoa berdinak lirateke, eta horrela, aldagai 
endogenoaren aldakuntza zero izango da. Orokorrean, aldagai endogenoaren 
aldakortasuna behatutako balioen eta aldagai horren batez bestekoaren arteko distantzia 
bezala definitzen da, eta kalkulatutako aldakortasunaren karratuen batura (kTB: karratu 
Totalaren Batura) aldagai azaltzaileekin azaldu nahi den aldakuntza da. Horrela, zenbat 
eta handiagoa izan azaldutako aldakortasunaren proportzioa, hainbat eta hobea izango da 
egindako doikuntza. 
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6.3 Doikuntza-neurria: mugatze-koefizientea (R2) 
Eredua zenbatetsita dagoenean, Lagineko Erregresio Funtzioa datuekiko nola 
doitzen den analizatzea interesatze  da. Hau da, zenbatetsitako funtzioa eta datuak la 
itze  iren. 
Aldagai endogenoaren balio guztiak berdinak izango balira, horiek eta aldagai 
endogenoaren lagineko batez bestekoa er i a  lirateke, eta horrela, al a ai 
e e are  aldakuntza zero izango da. Orokorrean, aldagai endogenoaren 
aldakortasuna behatutako balioen eta aldagai horren batez bestekoaren arteko distantzia 
bezala definitzen da, eta kalkulatutako aldakortasunaren karratuen batura (kTB: karratu 
Totalaren Batura) aldagai azaltzaileekin azaldu nahi den aldakuntza da. Horrela, zenbat 
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Oharra: ELOE bateko LEFak lehenengo bi propietateak beti betetzen ditu. Azken hiru pro-
pietateak, berriz, ereduak termino independentea baldin badu beteko dira.
6.3. Doikuntza-neur ia: mugatze-koefizi ntea (R2)
Eredua zenbatetsita dagoenean, Lagineko Erregresio Funtzioa datuekiko nola doitzen den 
analizatzea interesatzen da. Hau da, zenbatetsitako funtzioa eta datuak nola doitzen diren.
Aldagai endogenoare  b lio guztiak berdinak izango balira, horiek eta aldagai endogenoa-
ren lagineko batez bestekoa berdinak lirateke, eta horr la, aldagai endoge oaren aldakuntza zero 
izango da. Oroko rean, aldag i endogenoaren aldakortasuna behatutako balioen eta aldagai horren 
batez bestekoaren arteko distantzia bezala definitzen da, ta kalkulatutako ald kortasun re  ka-
rratuen batura (kTB: karratu Totalaren Batura) aldagai azaltzaileekin azaldu nahi den aldakuntza 
da. Horrela, zenbat eta handiagoa izan azaldutako aldakortasunaren proportzioa, hainbat eta hobea 
izango da egindako doiku tza.
Mugatze-koefizientea (R2) erregr sioaren d ikuntza- eurri b t da. Aldagai azaltzaileek al-
dagai endogenoaren aldakuntza zenbat azaltzen duten neurtzen du; hau d , ldagai endogenoaren 
karratu Totalaren Baturaren (kTB) ehunekoa azaltzen duten.
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Mugatze-koefizientea (R2) erre resioaren oikuntza-neurri bat da. Aldagai 
azaltzaileek aldagai endogenoaren aldakuntza zenbat az ltzen duten neurtzen du; hau da,  
aldagai endogenoaren karratu Totalaren Baturaren (kTB) ehunekoa zaltzen duten. 





Aurretik zaldu bezala, 𝑌𝑖 =  𝑌�𝑖 +  𝑢�𝑖 da, eta zenbatetsit ko balioak eta hondarrak 















+  �𝑢�𝑖 2𝑁
𝑖=1
 
Bi aldeetan 𝑁𝑌�2 kenduz eta 𝑌� =  𝑌�� denez:  
∑ 𝑌𝑖
2𝑁
𝑖=1 − 𝑁 𝑌�2 =  ∑ 𝑌�𝑖2𝑁𝑖=1 −  𝑁 𝑌�2 +  ∑ 𝑢�𝑖 2𝑁𝑖=1   
∑ (𝑌𝑖 − 𝑌�)2𝑁𝑖=1 =  ∑ (𝑌�𝑖 −  𝑌�)2𝑁𝑖=1 +  ∑ 𝑢�𝑖 2𝑁𝑖=1   
∑ (𝑌𝑖 − 𝑌�)2𝑁𝑖=1 =  ∑ (𝑌�𝑖 −  𝑌��)2𝑁𝑖=1 +  ∑ 𝑢�𝑖 2𝑁𝑖=1          →       𝐾𝑇𝐵 = 𝐾𝐴𝐵 + 𝐻𝐾𝐵    
Erregresioaren mugatze-koefizientea honela definitzen da: 
𝑅2 =  𝐾𝐴𝐵
𝐾𝑇𝐵




6.4 Ereduko koefizienteen KTA zenbatesleen lagin txikitako propietateak  
Demagun Erregresio Lineal Orokorraren Eredua non oinarrizko hipotesiak 
betetzen baitira.  
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
Ereduko koefizienteen kTA zenbateslea honako hau da: 
𝛽� =  (𝑋´𝑋)−1𝑋´𝑌 
Lagin txikitan honako propietate hauek betetzen dituzte: 
**Linealtasuna. kTA zenbateslea perturbazioen (eta aldagai endogenoaren) 
konbinazio lineal bat dela kontuan hartuz, kTA zenbateslea lineala da perturbazioekiko.  
Aurretik azaldu be la, Yi = Ŷi + ûi da, eta ze ba etsitako balioak eta hondarrak ortogonal k 
direnez:
6. GAIA. Erregresio Lineal Orokorraren Eredua. Zenbatespena 
72 
 
Mugatze-koefizientea (R2) erre resioaren oikuntza-neurri bat da. Aldagai 
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aldagai endogenoaren karratu To alaren Baturaren (kTB) eh n oa zaltzen duten. 
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Mugatze-koefizientea (R2) erregresioaren doikuntza-neurri bat da. Aldagai 
azaltzaileek aldagai endogenoaren aldakuntza zenbat azaltzen duten neurtzen du; hau da,  
aldagai endogenoaren karratu Totalaren Baturaren (kTB) ehunekoa azaltzen duten. 
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Mugatze-koefizientea (R2) erregresioaren doikuntza-neurri bat da. Aldagai 
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𝛽� =  (𝑋´𝑋)−1𝑋´𝑌 =  (𝑋´𝑋)−1𝑋´(𝑋𝛽 + 𝑈) =  𝛽 +  (𝑋´𝑋)−1𝑋´𝑈 
**Al oragabetasuna. EX( ) = 0 dela jakinik, alboragabeak dira; hau da, bere 
itxaropena ereduko benetako koefizienteen berdina da: 𝐸𝑋(𝛽�) =β. 
𝐸𝑋�𝛽�� =  𝐸𝑋( 𝛽 +  (𝑋´𝑋)−1𝑋´𝑈) =  𝐸𝑋(𝛽) +  (𝑋´𝑋)−1𝑋´𝐸𝑋(𝑈) =  𝛽 
** Bariantza minimoak dituzte: 
𝐵𝑎𝑟�𝛽�� = 𝐸𝑋 �𝛽� − 𝐸�𝛽��� �𝛽� − 𝐸�𝛽��� ´ = 𝐸𝑋([(𝑋´𝑋)−1𝑋´𝑈][(𝑋´𝑋)−1𝑋´𝑈]´) = 𝐸𝑋([(𝑋´𝑋)−1𝑋´𝑈][𝑈´𝑋 (𝑋´𝑋)−1])  =  𝐸𝑋((𝑋´𝑋)−1 𝑋´ 𝑈 𝑈´ 𝑋 (𝑋´𝑋)−1 ) =  =  (𝑋´𝑋)−1 𝑋´ 𝐸𝑋(𝑈 𝑈´) 𝑋(𝑋´𝑋)−1 =  (𝑋´𝑋)−1 𝑋´ 𝜎2𝐼 𝑋 (𝑋´𝑋)−1  =   𝜎2(𝑋´𝑋)−1 𝑋´ 𝐼 𝑋 (𝑋´𝑋)−1 =  𝜎2 (𝑋´𝑋)−1  
Gauss-Markov-en Teorema: erregresio linealeko ereduaren oinarrizko hipotesiak 
betetzen direnean, zenbatesle lineal eta alboragabe guztien artetik, kTA zenbateslea 
efizientea da, hau da, bariantza txikiena du. 
 
6.5 Perturbazioen bariantzaren zenbateslea 
Eredu bakunean bezala, perturbazioen bariantza ezezaguna izaten denez, honako 
zenbatesle alboragabe hau erabiliko da:  




    
 
 6.6 Ereduko koefizienteen KTA zenbatesleen bariantza-kobariantza 
matrizearen zenbateslea 
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6.5. Perturbazioen bariantzaren zenbateslea
Eredu bakunean bezala, perturbazioen bariantza ezezaguna izaten denez, honako zenbatesle 
alboragabe hau erabiliko da:
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itxaropena ereduko benetako koefizienteen berdina da: 𝐸𝑋(𝛽�) =β. 
𝐸𝑋�𝛽�� =  𝐸𝑋( 𝛽 +  (𝑋´𝑋)−1𝑋´𝑈) =  𝐸𝑋(𝛽) +  (𝑋´𝑋)−1𝑋´𝐸𝑋(𝑈) =  𝛽 
** Bariantza minimoak dituzte: 
𝐵𝑎𝑟�𝛽�� = 𝐸𝑋 �𝛽� − 𝐸�𝛽��� �𝛽� − 𝐸�𝛽��� ´ = 𝐸𝑋([(𝑋´𝑋)−1𝑋´𝑈][(𝑋´𝑋)−1𝑋´𝑈]´) = 𝐸𝑋([(𝑋´𝑋)−1𝑋´𝑈][𝑈´𝑋 (𝑋´𝑋)−1])  =  𝐸𝑋((𝑋´𝑋)−1 𝑋´ 𝑈 𝑈´ 𝑋 (𝑋´𝑋)−1 ) =  =  (𝑋´𝑋)−1 𝑋´ 𝐸𝑋(𝑈 𝑈´) 𝑋(𝑋´𝑋)−1 =  (𝑋´𝑋)−1 𝑋´ 𝜎2𝐼 𝑋 (𝑋´𝑋)−1  =   𝜎2(𝑋´𝑋)−1 𝑋´ 𝐼 𝑋 (𝑋´𝑋)−1 =  𝜎2 (𝑋´𝑋)−1  
Gauss-Markov-en Teorema: erregresio linealeko ereduaren oinarrizko hipotesiak 
betetzen direnean, zenbatesle lineal eta alboragabe guztien artetik, kTA zenbateslea 
efizientea da, hau da, bariantza txikiena du. 
 
6.5 Perturbazioen bariantzaren zenbateslea 
Eredu bakunean bezala, perturbazioen bariantza ezezaguna izaten denez, honako 
zenbatesle alboragabe hau erabiliko da:  




    
 
 6.6 Ereduko koefizienteen KTA zenbatesleen bariantza-kobariantza 
matrizearen zenbateslea 
Erregresio Lineal Orokorraren Ereduan oinarrizko hipotesiak betetzen direnean, 
honako hau da ereduko koefizienteen kTA zenbateslearen bariantza-kobariantza 
matrizea: 
𝐵𝑎𝑟�𝛽�� = 𝜎2(𝑋´𝑋)−1 
Eta perturbazioen bariantzaren zenbatesle alboragabea, berriz, 
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Eta perturbazioen bariantzaren zenbatesl  al r  𝜎�2 =  𝑈�´𝑈�
𝑁−𝐾
. Hortaz, 
ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea 
honako hau izango da: 
𝐵𝑎𝑟� �𝛽�� = 𝜎�2(𝑋´𝑋)−1 
Non, diagonalean, ereduko koefizienteen zenbatesleen bariantza zenbatetsiak 
ageri baitira, eta, diagonaletik kanpora, koefizienteen zenbatesleen kobariantzak. Hau da: 




𝐵𝑎𝑟� (𝛽�1) 𝐾𝑜𝑏� (𝛽�1,𝛽�2)
𝐾𝑜𝑏� (𝛽�1,𝛽�2) 𝐵𝑎𝑟� (𝛽�2) … 𝐾𝑜𝑏� (𝛽�1,𝛽�𝐾)… 𝐾𝑜𝑏� (𝛽�2,𝛽�𝐾)
⋮ 
𝐾𝑜𝑏� (𝛽�2,𝛽�𝐾)    ⋱                    ⋮                        𝐵𝑎𝑟� (𝛽�𝐾) ⎠⎟
⎞ 
𝐵𝑎𝑟� �𝛽�𝑗� = 𝜎�2𝑁𝑆𝑋𝑗 2 (1 − 𝑅𝑗2) 
Non: 
N: laginaren tamaina da. 
𝑅𝑗
2: Xj aldagaia beste aldagai azaltzaileen funtzioan zenbatetsiz lortzen den 
mugatze-koefizientea da (Xj  aldagaiak eskaintzen duen informazioa da, baina beste 
aldagaiek ere jasotzen dute). 1 − 𝑅𝑗2: Xj  aldagaiak eskaintzen duen informazioa da, baina beste aldagaiek ez 
dute jasotzen. 
𝑆𝑋𝑗 2 : Xj aldagaiaren lagineko bariantza da. 







fizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea honako hau izango da:
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Eta perturbazioen bariantzaren zenbatesle alboragabea, berriz, 𝜎�2 =  𝑈�´𝑈�
𝑁−𝐾
. Hortaz, 
ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea 
honako hau izango da: 
𝐵𝑎𝑟� �𝛽�� = 𝜎�2(𝑋´𝑋)−1 
Non, diagonalean, ereduko koefizienteen zenbatesleen bariantza zenbatetsiak 
ageri baitira, eta, diagonaletik kanpora, koefizienteen zenbatesleen kobariantzak. Hau da: 




𝐵𝑎𝑟� (𝛽�1) 𝐾𝑜𝑏� (𝛽�1,𝛽�2)
𝐾𝑜𝑏� (𝛽�1,𝛽�2) 𝐵𝑎𝑟� (𝛽�2) … 𝐾𝑜𝑏� (𝛽�1,𝛽�𝐾)… 𝐾𝑜𝑏� (𝛽�2,𝛽�𝐾)
⋮ 
𝐾𝑜𝑏� (𝛽�2,𝛽�𝐾)    ⋱                    ⋮                        𝐵𝑎𝑟� (𝛽�𝐾) ⎠⎟
⎞ 
𝐵𝑎𝑟� �𝛽�𝑗� = 𝜎�2𝑁𝑆𝑋𝑗 2 (1 − 𝑅𝑗2) 
Non: 
N: laginaren tamaina da. 
𝑅𝑗
2: Xj aldagaia beste aldagai azaltzaileen funtzioan zenbatetsiz lortzen den 
mugatze-koefizientea da (Xj  aldagaiak eskaintzen duen informazioa da, baina beste 
aldagaiek ere jasotzen dute). 1 − 𝑅𝑗2: Xj  aldagaiak eskaintzen duen informazioa da, baina beste aldagaiek ez 
dute jasotzen. 
𝑆𝑋𝑗 2 : Xj aldagaiaren lagineko bariantza da. 






Non, diagonale n, ereduko koefizienteen zenbatesl en bariantza zenbatetsiak g ri baitira, 
eta, diagonaletik kanpora, koefizienteen zenbatesleen kobariantzak. Hau da:
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Eta perturbazioen bariantzaren zenbatesle alboragabea, berriz, 𝜎�2 =  𝑈�´𝑈�
𝑁−𝐾
. Hortaz, 
ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea 
honako hau izango da: 
𝐵𝑎𝑟� �𝛽�� = 𝜎�2(𝑋´𝑋)−1 
Non, diagonalean, ereduko koefizienteen zenbatesleen bariantza zenbatetsiak 
ageri baitira, eta, diagonaletik kanpora, koefizienteen zenbatesleen kobariantzak. Hau da: 




𝐵𝑎𝑟� (𝛽�1) 𝐾𝑜𝑏� (𝛽�1,𝛽�2)
𝐾𝑜𝑏� (𝛽�1,𝛽�2) 𝐵𝑎𝑟� (𝛽�2) … 𝐾𝑜𝑏� (𝛽�1,𝛽�𝐾)… 𝐾𝑜𝑏� (𝛽�2,𝛽�𝐾)
⋮ 
𝐾𝑜𝑏� (𝛽�2,𝛽�𝐾)    ⋱                    ⋮                        𝐵𝑎𝑟� (𝛽�𝐾) ⎠⎟
⎞ 
𝐵𝑎𝑟� �𝛽�𝑗� = 𝜎�2𝑁𝑆𝑋𝑗 2 (1 − 𝑅𝑗2) 
Non: 
N: laginaren tamaina da. 
𝑅𝑗
2: Xj aldagaia beste aldagai azaltzaileen funtzioan zenbatetsiz lortzen den 
mugatze-koefizientea da (Xj  aldagaiak eskaintzen duen informazioa da, baina beste 
aldagaiek ere jasotzen dute). 1 − 𝑅𝑗2: Xj  aldagaiak eskaintzen duen informazioa da, baina beste aldagaiek ez 
dute jasotzen. 
𝑆𝑋𝑗 2 : Xj aldagaiaren lagineko bariantza da. 
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Eta perturbazioen bariantzaren zenbatesle alboragabea, berriz, 𝜎�2 =  𝑈�´𝑈�
𝑁−𝐾
. Hortaz, 
ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea 
honako hau za go d : 
𝐵𝑎𝑟� �𝛽�� = 𝜎�2(𝑋´𝑋)−1 
Non, diagonalean, ereduko koefizienteen zenbatesleen bariantza zenbatetsiak 
ageri baitira, eta, diagonaleti  kanpora, koefizienteen zen tesleen kobariantz . Hau da: 




𝐵𝑎𝑟� (𝛽�1) 𝐾𝑜𝑏� (𝛽�1,𝛽�2)
𝐾𝑜𝑏� (𝛽�1,𝛽�2) 𝐵𝑎𝑟� (𝛽�2) … 𝐾𝑜𝑏� (𝛽�1,𝛽�𝐾)2
⋮ 
𝐾𝑜𝑏� (𝛽�2,𝛽�𝐾)    ⋱                    ⋮                        𝐵𝑎𝑟� (𝛽�𝐾) ⎠⎟
⎞ 
𝐵𝑎𝑟� �𝛽�𝑗� = 𝜎�2𝑁𝑆𝑋𝑗 2 (1 − 𝑅𝑗2) 
Non: 
N: laginaren tamaina da. 
𝑅𝑗
2: Xj aldagaia beste aldagai azaltzaileen funtzioan zenbatetsiz lortzen den 
mugatze-koefizientea da (Xj  aldagaiak eskaintzen duen informazioa da, baina beste 
aldagaiek ere j sotzen dute). 1 − 𝑅𝑗2: Xj  aldagaiak eskaintzen duen informazioa da, baina beste aldagaiek ez 
dute jasotzen. 
𝑆𝑋𝑗 2 : Xj aldagaiaren lagineko bariantza da. 







N: laginaren tamaina da.
Rj2: Xj ldagaia beste aldagai azaltzaileen funtzioan zenbatetsiz lortzen den mugatze-koe-
fizientea da (Xj aldagaiak eskaintzen duen informazioa da, baina beste aldagaiek ere 
jasotzen ute).
1 – Rj2: Xj aldagaiak eskaintzen duen informazioa da, baina beste aldagaiek ez dute jasotzen.
S2Xj: Xj aldagaiaren lagineko bariantza da.
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Eta perturbazioen bariantzaren z batesle alboragabea, berriz, 𝜎�2 =  𝑈�´𝑈�
𝑁−𝐾
. Hortaz, 
ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrizearen zenbateslea 
honako hau izango da: 
𝐵𝑎𝑟� �𝛽�� = 𝜎�2(𝑋´𝑋)−1 
Non, diagonal an, ereduko koefizi teen ze batesleen bariantza zenbatetsiak 
ageri baitira, eta, diagon letik kanpora, koefizi nteen zenbat sleen kobariantzak. Hau da: 




𝐵𝑎𝑟� (𝛽�1) 𝐾𝑜𝑏� (𝛽�1,𝛽�2)
𝐾𝑜𝑏� (𝛽�1,𝛽�2) 𝐵𝑎𝑟(𝛽�2) … 𝐾𝑜𝑏� (𝛽�1,𝛽�𝐾)… 𝐾𝑜𝑏� (𝛽�2,𝛽�𝐾)
⋮ 
𝐾𝑜𝑏� (𝛽�2,𝛽�𝐾)    ⋱                    ⋮                        𝐵𝑎𝑟� (𝛽�𝐾) ⎠⎟
⎞ 
𝐵𝑎𝑟� �𝛽�𝑗� = 𝜎�2𝑁𝑆𝑋𝑗 2 (1 − 𝑅𝑗2) 
Non: 
N: laginaren tamaina da. 
𝑅𝑗
2: Xj aldagaia beste aldagai azaltzaileen funtzioan zenbatetsiz lortzen den 
mugatze-koefizientea da (Xj  aldagaiak eskaintzen duen informazioa da, baina beste 
aldagaiek ere jasotzen dute). 1 − 𝑅𝑗2: Xj  aldagaiak eskaintzen duen informazioa da, baina beste aldagaiek ez 
dute jasotzen. 
𝑆𝑋𝑗 2 : Xj ald gaiaren lagineko bariantza da. 








6.7. Ereduko koefizienteen konfiantza-tartea
Erregresio Lineal Orokorraren Ereduan oinarrizko hipotesiak betetzen direnean:
β̂ ~ N(βk , σ2akk)
Non akk, (X´X)–1 matrizeko diagonaleko k elementua baita. Hortaz, 
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6.7 Ereduko koefizienteen konfiantza-tartea 
Erregresio Lineal Orokorraren Ereduan oinarrizko hipotesiak betetzen direnean:  
𝛽�𝑘~  𝑁(  𝛽𝑘    ,    𝜎2𝑎𝑘𝑘) 
Non 𝑎𝑘𝑘, (X´X)-1 matrizeko diagonaleko k elementua baita. Hortaz,  
𝜎�2 (𝑁−𝐾)
𝜎2
 ~ ℵ(𝑁−𝐾)2  dela jakinik, eta, gainera, 𝜎�2 eta 𝛽�𝑘 independenteak direnez:  
𝑡 =  𝛽�𝑘 −  𝛽𝑘
𝜎� �𝑎𝑘𝑘 =  𝛽�𝑘 −  𝛽𝑘𝑑𝑒𝑠�  (𝛽�𝑘)  ~ 𝑡(𝑁−𝐾) 
Beraz:  
Pr �− 𝑡(𝑁−𝐾)𝛼 2�  ≤  𝛽�𝑘 −  𝛽𝑘𝑑𝑒𝑠�  (𝛽�𝑘)  ≤   −𝑡(𝑁−)𝛼 2�  � = 1 −  𝛼 
  Pr �𝛽�𝑘 −  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  �𝛽�𝑘�  ≤  𝛽 ≤   𝛽�𝑘 + 𝑡(𝑁−𝐾)𝛼 2�   𝑑𝑒𝑠�  �𝛽�𝑘�� = 1 −  𝛼 
   KT(𝛽𝑘)1−𝛼 = �𝛽�𝑘 −  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  �𝛽�𝑘� ;   𝛽�𝑘 + 𝑡(𝑁−𝐾)𝛼 2�   𝑑𝑒𝑠�  �𝛽�𝑘�� 
 
6.8 Zenbatespena Gretl-ekin 
Soldaten adibideko ELOE-1 eredura bueltatuz, hau da,  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
𝑖 = 1,2, … 49 
 
Eredu hau kTA bitartez zenbatesteko Eredua aukeratu eta Karratu Txikien Arrunta klikatuko da: 
 
 -
kinik, eta, gainera, σ̂2 eta β̂k independenteak direnez:
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6.7 Ereduko koefizienteen konfiantza-tartea 
Erregresio Lineal Orokorraren Ereduan oinarrizko hipotesiak betetzen direnean:  
𝛽�𝑘~  𝑁(  𝛽𝑘    ,    𝜎2𝑎𝑘𝑘) 
Non 𝑎𝑘𝑘, (X´X)-1 matrizeko diagonaleko k elementua baita. Hortaz,  
𝜎�2 (𝑁−𝐾)
𝜎2
 ~ ℵ(𝑁−𝐾)2  dela jakinik, eta, gainera, 𝜎�2 eta 𝛽�𝑘 independenteak direnez:  
𝑡 =  𝛽�𝑘 −  𝛽𝑘
𝜎� �𝑎𝑘𝑘 =  𝛽�𝑘 −  𝛽𝑘𝑑𝑒𝑠�  (𝛽�𝑘)  ~ 𝑡(𝑁−𝐾) 
Beraz:  
Pr �− 𝑡(𝑁−𝐾)𝛼 2�  ≤  𝛽�𝑘 −  𝛽𝑘𝑑𝑒𝑠�  (𝛽�𝑘)  ≤   −𝑡(𝑁−)𝛼 2�  � = 1 −  𝛼 
  Pr �𝛽�𝑘 −  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  �𝛽�𝑘�  ≤  𝛽 ≤   𝛽�𝑘 + 𝑡(𝑁−𝐾)𝛼 2�   𝑑𝑒𝑠�  �𝛽�𝑘�� = 1 −  𝛼 
   KT(𝛽𝑘)1−𝛼 = �𝛽�𝑘 −  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  �𝛽�𝑘� ;   𝛽�𝑘 + 𝑡(𝑁−𝐾)𝛼 2�   𝑑𝑒𝑠�  �𝛽�𝑘�� 
 
6.8 Zenbatespena Gretl-ekin 
Soldaten adibideko ELOE-1 eredura bueltatuz, hau da,  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
𝑖 = 1,2, … 49 
 
Eredu hau kTA bitartez zenbatesteko Eredua aukeratu eta Karratu Txikien Arrunta klikatuko da: 
 
Beraz:
6. AIA. Erregresio Lineal rokorraren Eredua. Zenbatespena 
75 
 
6.7 reduko koefizienteen konfiantza-tartea 
rregresio ineal rokorraren reduan oinarrizko hipotesiak betetzen direnean:  
𝛽�𝑘   𝑁(  𝛽𝑘    ,    𝜎2𝑎𝑘𝑘) 
on 𝑎𝑘𝑘, ( ´ )-1 atrizeko diagonaleko k ele entua baita. ortaz,  
𝜎�2 (𝑁−𝐾)
𝜎2
  (𝑁−𝐾)2  dela jakinik, eta, gainera, 𝜎�2 eta 𝛽�𝑘 independenteak direnez:  
𝑡  𝛽�𝑘  𝛽𝑘
𝜎� 𝑎𝑘𝑘  𝛽�𝑘  𝛽𝑘𝑑𝑒𝑠 (𝛽�𝑘)   𝑡(𝑁−𝐾) 
eraz:  
Pr �  𝑡(𝑁−𝐾)𝛼 2�   𝛽�𝑘  𝛽𝑘𝑑𝑒𝑠 (𝛽�𝑘)    𝑡(𝑁−)𝛼 2�  � 1  𝛼 
  Pr �𝛽�𝑘  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠 �𝛽�𝑘�   𝛽   𝛽�𝑘 𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠 �𝛽�𝑘�� 1  𝛼 
   (𝛽𝑘)1−𝛼  �𝛽�𝑘  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠 �𝛽�𝑘� ;   𝛽�𝑘 𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠 �𝛽�𝑘�� 
 
6.8 enbatespena retl-ekin 
Soldaten adibideko -1 eredura bueltatuz, hau da,  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖  𝛽1 𝛽2𝐻𝐸𝑍𝑖  𝛽3 𝐴𝑁𝑇𝑍𝑖  𝛽4 𝐺𝐼𝑍𝑖  𝛽5 𝑀𝐴𝑁𝑇𝑖  𝛽6 𝐿𝐴𝑁𝑇𝑖  𝑢𝑖 
𝑖 1,2, 49 
 
Eredu hau T  bitartez zenbatesteko Eredua aukeratu eta arratu Txikien Arrunta klikatuko da: 
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6.8. Zenbatespena Gretl-ekin
Soldaten adibideko ELOE-1 eredura bueltatuz, hau da,
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + ui
i = 1, 2, ..., 49
Eredu hau kTA bitartez zenbatesteko Eredua aukeratu eta Karratu Txikien Arrunta klikatuko da:




Dagokion LEFa honakoa da:




Dagokion LEFa honakoa da: 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴� 𝑖 ==  747,14 + 83,02𝐻𝐸𝑍𝑖 +  41,15 𝐴𝑁𝑇𝑍𝑖 +  802,39 𝐺𝐼𝑍𝑖 − 734,07 𝑀𝐴𝑁𝑇𝑖 − 343,81 𝐿𝐴𝑁𝑇𝑖 
𝑖 = 1,2, … 49 
Ikus daitekeenez, zenbatespen honen doikuntza-neurria (mugatze-koefizientea), 
0,54 denez, hezkuntza-urteak, antzinatasunak, generoak eta lanpostuak soldataren 
aldakuntzaren %54 azaltzen dute. 
 
i = 1, 2, ..., 49
Ikus daitekeenez, zenbatespen honen doikuntza-neurria (mugatze-koefizientea), 0,54 denez, 
hezkuntza-urteak, antzinatasunak, generoak eta la postuak soldataren aldakuntzaren % 54 azal-
tzen dute.
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Era berean, baita dagokion Hondar karratuen Batura zenbatekoa den ere:
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Zenbatespen-emaitzetan, hurrengo zutabean, ereduko koefizienteen kTA zenbatesleen desbi-
deratze tipiko zenbatetsiak daude.
  
Ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrize zenbatetsia lortzeko, 
kTA zenbatespen-leihatilan Analisia klikatuko da, eta, ondoren, Koefizienteen kobariantza ma-
trizea.
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Horrela, bariantza eta kobariantza zenbatetsi guztiak lortuko dira. Bariantza zenbatetsiak dia-
gonaleko balioak dira, eta diagonaletik kanpokoak, berriz, kobariantza zenbatetsiak. Hau da, β̂3ren 
bariantza zenbatetsia diagonaleko hirugarrena da 
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Ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrize 
zenbatetsia lortzeko, kTA zenbatespen-leihatilan Analisia klikatuko da, eta, ondoren, 




Horrela, bariantza eta kobariantza zenbatetsi guztiak lortuko dira. Bariantza 
zenbatetsiak diagonaleko balioak dira, eta diagonaletik kanpokoak, berriz, kobariantza 
zenbatetsiak. Hau da, 𝛽�3ren bariantza zenbatetsia diagonaleko hirugarrena da 
(𝐵𝑎𝑟� ( 𝛽�3) =134,77 = 11,60912), eta 𝛽�3-ren eta 𝛽�4-ren arteko kobariantza zenbatetsia, 
berriz, 𝐾𝑜𝑏� ( 𝛽�3,𝛽�4) = 47,38.  
 
  134,77  β̂ -re  eta 
β̂4-ren arteko kobariantza zenbatetsia, berriz, 
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Ereduko koefizienteen kTA zenbatesleen bariantza-kobariantza matrize 
zenbatetsia lortzeko, kTA zenbatespen-leihatilan Analisia klikatuko da, eta, ondoren, 




Horrela, bariantza eta kobariantza zenbatetsi guztiak lortuko dira. Bariantza 
zenbatetsiak diagonaleko balioak dira, eta diagonaletik kanpokoak, berriz, kobariantza 
zenbatetsiak. Hau da, 𝛽�3ren bariantza zenbatetsia diagonaleko hirugarrena da 
(𝐵𝑎𝑟� ( 𝛽�3) =134,77 = 11,60912), eta 𝛽�3-ren eta 𝛽�4-ren arteko kobariantza zenbatetsia, 
 𝐾𝑜𝑏� ( 𝛽�3,𝛽�4) = 47,38.  
 
 
Eredu bakunean bezala, erregresioko hondarrak eta zenbatetsitako balioak gorde daitezke, 
grafiko desberdinak egin, koefizienteen konfiantza-tarteak lortu, etab.
76
EkONOMETRIA ETA GRETL
6. GAIA. ERREGRESIO LINEAL OROkORRAREN EREDUA. ZENBATESPENA
77
Era berean, proposatutako beste eredu orokorrak zenbatets daitezke, baina, zenbaitetan, al-
dagai berriak definitu beharko dira. Adibidez, HEZi MANTi iterazioa sortzeko jarraitu beharreko 
pausoak honako hauek dira:
Betiere, aldagai berriaren izena jarri behar da, eta «=» ondoren, dagokion formula, non +, –, * 
eta / erabiltzen baitira, batuketa, kenketa, biderketa eta zatiketak egiteko. Amaieran, OK klikatuko 
da, aldagaien zerrendan, sortutako aldagai berria izateko.
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Aldagaien berbidurak edota logaritmo nepertarrak lortzeko, beste aukera bat dago; hau da, 
Gehitu atalean, zuzenean aukera horiek eskaintzen ditu Gretl-ek.
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7. gaia.
Erregresio Lineal Orokorraren Eredua. 
Murrizketa linealen kontrasteak 
eta iragarpenak
7.1. Sarrera
Ekonometriaren funtsezko zeregin bat ekonomia erreal baten ezaguera kuantitatibo bat ekar-
tzea da, eta, lortzeko metodo bat balizko alternatiboen kontrasteak dira. Hau da, ekonomialariek 
portaera ekonomikoari buruzko teoriak garatzen eta ebaluatzen dituzte, eta teoria horiek ebalua-
tzeko prozedurak dira hipotesien kontrasteak.
7.2. Koefizienteen murrizketa linealen kontrasteak
Eredu bakunean bezala egiten dira, kontuan izanik koefiziente bakoitzaren zenbatespena eta 
bere desbideratze zenbatetsia.
ELOEren oinarrizko hipotesiak kontuan izanik (perturbazioen normaltasuna barneratuz) eta 
perturbazioen bariantza ezezaguna izanik, honako estatistiko hau erabiliko da murrizketa baka-
rreko hipotesiak kontrastatzeko:
Koefiziente baten bi aldetako kontrasteak
Adibidez, ereduko edozein koefiziente βk «c» konstante bat den ala ez kontrastatzeko, ho-
nako estatistiko hau erabiliko da:
7. GAIA. Murrizketa linealen kontrasteak eta iragarpenak 
83 
 
7. GAIA. Erregresio Lineal Orokorraren Eredua. Murrizketa 
linealen kontrasteak eta iragarpenak 
 
7.1 Sarrera 
Ekonometriaren funtsezko zeregin bat ekonomia erreal baten ezaguera 
kuantitatibo bat ekartzea da, eta, lortzeko metodo bat balizko alternatiboen kontrasteak 
dira. Hau da, ekonomialariek portaera ekonomikoari buruzko teoriak garatzen eta 
ebaluatzen dituzte, eta  teoria horiek ebaluatzeko prozedurak dira hipotesien kontrasteak. 
7.2 Koefizienteen murrizketa linealen kontrasteak 
Eredu bakunean bezala egiten dira, kontuan izanik koefiziente bakoitzaren 
zenbatespena eta bere desbideratze zenbatetsia. 
ELOEre  oinarrizko hipotesiak kontuan izanik (perturbazioen normaltasuna 
barneratuz) et  perturbazio n bariantza eze guna izanik, honako estatistiko hau erabiliko 
da murrizketa bakarreko hipotesiak kontrastatzeko: 
koefiziente baten bi aldetako kontrasteak: 
Adibidez, ereduko edozein koefiziente βk «c» konstante bat den ala ez 
kontrastatzeko, honako estatistiko hau erabiliko da: 
𝑡 =  𝛽�𝑘 −  𝛽𝑘
𝑑𝑒𝑠�  (𝛽�𝑘)  ~ 𝑡(𝑁−𝐾) 
Eta honako hipotesi huts eta aurkako hau izanik:  
�
𝐻0: 𝛽𝑘 = 𝑐                              
𝐻𝑎: 𝛽𝑘 ≠ 𝑐                                𝑡 =  𝛽�𝑘 − 𝑐𝑑𝑒𝑠�  (𝛽�𝑘)       ~𝐻0      𝑡(𝑁−𝐾) 
 
 
Hipotesi hutsa egiazkoa bada, t estatistikoak zerotik oso urruneko balioa izatea 
gertaezina da. Hortaz, H0 baztertuko da α esangura-mailarekin, baldin eta | t | > t(N-k)α/2 
 bada. 
Eta honako hipotesi huts eta aurkako hau izanik:
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zenbatespena eta bere desbideratze zenbatetsia. 
ELOEren oinarrizko hipotesiak kontuan izanik (perturbazioen normaltasuna 
barneratuz) eta perturbazioen bariantza ezezaguna izanik, honako estatistiko hau erabiliko 
da murriz eta bakarreko hipotesiak kontrastatzeko: 
koefiziente baten bi aldetako kontrasteak: 
Adibidez, ereduko edoze n koefiziente βk «c» konstante bat den la ez 
kontrastatzeko, honako estatistiko hau erabiliko da: 
𝑡 =  𝛽�𝑘 −  𝛽𝑘
𝑑𝑒𝑠�  (𝛽�𝑘)  ~ 𝑡(𝑁−𝐾) 
Eta honako hipotesi huts eta aurkako hau izanik:  
�
𝐻0: 𝛽𝑘 = 𝑐                              
𝐻𝑎: 𝛽𝑘 ≠ 𝑐                                𝑡 =  𝛽�𝑘 − 𝑐𝑑𝑒𝑠�  (𝛽�𝑘)       ~𝐻0      𝑡(𝑁−𝐾) 
 
 
Hipotesi hutsa egiazkoa bada, t estatistikoak zerotik oso urruneko balioa izatea 




Hipotesi hutsa egiazkoa bada, t estatistikoak zerotik oso urruneko balioa izatea gertaezina da. 
Hortaz, H0 baztertuko da α esangura-mailarekin, baldin eta | t | > t(N–K)α/2 bada.
Ereduko koefizienteen konfiantza-tartearekin ere gauza daitezke horrelako kontrasteak, nahi-
koa izango da c balioa konfiantza-tartean dagoen ala ez ikustea. Hau da, «c» balioa tartean baldin 
badago, hipotesi hutsa ez da baztertzen, eta, alderantziz, tartetik kanpo baldin badago, hipotesi hu-
tsa baztertzen da α esangura-mailarekin.
7. GAIA. Murrizketa linealen kontrasteak eta iragarpenak 
84 
 
Ereduko koefizienteen konfiantza-tartearekin e e gauza daitezk  ho relako 
kontrasteak, nahikoa izango da c balioa konfiantza-tartean dagoen ala ez ikustea. Hau da, 
«c» balioa tartean baldin badago, hipotesi hutsa ez da baztertzen, eta, alderantziz, tartetik 
kanpo baldin badago, hipotesi hutsa baztertzen da α  esangura-mailarekin. 
 KT(𝛽𝑘)1−𝛼 = �𝛽�𝑘 −  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  �𝛽�𝑘� ;   𝛽�𝑘 +  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  �𝛽�𝑘�� 
 
Hipotesi hutsean jarri den «c» terminoaren balioa zero denean (H0: βk = 0), 
koefiziente horri dagokion aldagai azaltzailea nabaria edo esanguratsua den kontrastatzen 
ari gara, hau da, Xk aldagaiaren banakako esangura-kontrastea egiten.  
�
𝐻0: 𝛽𝑘 = 0                              
𝐻𝑎: 𝛽𝑘 ≠ 0                                𝑡 =  𝛽�𝑘𝑑𝑒𝑠�  (𝛽�𝑘)       ~𝐻0      𝑡(𝑁−𝐾) 
 
kasu honetan, eta | t | > t(N-k)α/2 bada, hipotesi hutsa baztertzen da  α esangura- 
mailarekin, eta Xk aldagaia nabari da. Bestela, hau da,  | t | < t(N-k)α/2 bada, hipotesi hutsa 
ez da baztertzen eta Xk aldagaia ez-nabaria dela esango da. t estatistiko honi t-arrazoia 
edo lagineko t esaten zaio, eta Gretl-eko zenbatespen-leihatilan laugarren zutabean ageri 




Hipotesi hutsean jarri den «c» terminoaren balioa zero denean (H0: βk = 0), koefiziente horri 
dagokion aldagai azaltzailea nabaria edo esanguratsua den kontrastatzen ari gara, hau da, Xk alda-
gaiaren banakako esangura-kontrastea egiten.
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kasu honetan, eta | t | > t(N-k)α/2 bada, hipotesi hutsa baztertzen da  α esangura- 
mailarekin, eta Xk aldagai  nabari da. Bestela, hau da,  | t | < t(N-k)α/2 bada, hipot i huts  
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kasu honetan, eta | t | > t(N–K)α/2 bada, hipotesi hutsa baztertzen da α esangura- mailarekin, eta 
Xk aldagaia nabari da. Bestela, hau da, | t | < t(N–K)α/2 bada, hipotesi hutsa ez da baztertzen eta Xk al-
dagaia ez-nabaria dela esango da. t estatistiko honi t-arrazoia edo lagineko t esaten zaio, eta Gretl-
eko zenbatespen-leihatilan laugarren zutabean ageri diren balioak dira. Hau da:
7. GAIA. ERREGRESIO LINEAL OROkORRAREN EREDUA. MURRIZkETA LINEALEN kONTRASTEAk ETA...
81
Bestalde, gogoratu hurrengo zutabean ageri diren p-balioa ere esangura-kontrasteak egiteko 
lagungarriak direla, hipotesi hutsa zein esangura-mailatik aurrera baztertzen den adierazten bai-
tute; hau da, aldagaia ze esangura-mailatik aurrera den nabaria.
Koefiziente baten alde bateko kontrasteak
Adibidez, ereduko βk koefizientea «c» konstantea baino handiagoa den kontrasta daiteke. Bi 
aldetako kontrastea egiteko erabili den estatistiko berdinarekin gauzatuko da, baina erabaki-irizpi-
dea desberdina izango da, eskualde kritikoa alde batera egongo baita.
Alde bateko kontrasteak egiteko, kontu handia izan behar da hipotesi hutsa eta aurkakoa osa-
tzeko orduan, hipotesi hutsean ageri behar baitu berdintasunak. kasu honetan, «c» konstantea 
baino handiagoa dela kontrastatu nahi denez, aurkako hipotesian jarri beharko da, jarraian adieraz-
ten den bezala:
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koefiziente baten alde bateko kontrasteak: 
Adibidez, ereduko βk koefizientea «c» konstantea baino handiagoa den kontrasta 
daiteke. Bi aldetako kontrastea egiteko erabili den estatistiko berdinarekin gauzatuko da, 
baina erabaki-irizpidea desberdina izango da, eskualde kritikoa alde batera egongo baita.  
Alde bateko kontrasteak egiteko, kontu handia izan behar da hipotesi hutsa eta 
aurkakoa osatzeko orduan, hipotesi hutsean ageri behar baitu berdintasunak. kasu 
honetan, «c» konsta tea baino handiagoa dela ntrastatu nahi denez, aurkako hipotesian 
jarri beharko da, jarraian adierazten den bezala: 
�
𝐻0: 𝛽𝑘  ≤ 𝑐                              
𝐻𝑎: 𝛽𝑘 > 𝑐                                𝑡 =  𝛽�𝑘 − 𝑐𝑑𝑒𝑠�  (𝛽�𝑘)       ~𝐻0      𝑡(𝑁−𝐾) 
 
kasu honetan, aurkako hipotesian oinarrituko gara eskualde kritikoa osatzeko, 
eskuinerantz osatuz eta hipotesi hutsa baztertuz t > t(N-K)α  denean. 
 
 
Bestalde, ereduko βk malda «c» konstantea baino txikiagoa den kontrastatu nahi 
izanez gero, aurkako hipotesian jarri beharko da aukera hori. Lehen bezala,  estatistiko 
berdinarekin gauzatuko da kontrastea, baina erabaki-irizpidea desberdina izango da; kasu 
honetan, eskualde kritikoa alde batera egongo da, baina ezkerrerantz, hipotesi hutsa 
baztertuz t < - t(N-K)α  denean. 
kasu honetan, aurkako hipotesian oinarrituko gara eskualde kritikoa osatzeko, eskuinerantz 
osatuz eta hipotesi hutsa baztertuz t > t(N–K)α denean.
Bestalde, ereduko βk malda «c» konstantea baino txikiagoa den kontrastatu nahi izanez gero, 
aurkako hipotesian jarri beharko da aukera hori. Lehen bezala, estatistiko berdinarekin gauzatuko 
da kontrastea, baina erabaki-irizpidea desberdina izango da; kasu honetan, eskualde kritikoa alde 
batera egongo da, baina ezkerrerantz, hipotesi hutsa baztertuz t < –t(N–K)α denean.




𝐻0: 𝛽𝑘  ≥ 𝑐                              
𝐻𝑎: 𝛽𝑘 < 𝑐                                𝑡 =  𝛽�𝑘 − 𝑐𝑑𝑒𝑠�  (𝛽�𝑘)       ~𝐻0      𝑡(𝑁−𝐾) 
 
 
koefizienteen konbinazio baten kontrasteak (q=1): 
koefiziente bakar batekin egiten diren bezala egin daitezke, bai bi aldetakoak eta 
baita alde batekoak ere. Jarraian, zenbait adibiderekin azalduko da prozedura.  
Demagun soldataren adibideko eredu orokorra: 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
Lehenik, mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza dela kontrastatu nahi 
izanez gero, hau da, 𝛽5 = 2 𝛽6 kontrastatu nahi izanez gero, w= 𝛽5 − 2 𝛽6 izanik, w = 0 
kontrastatzearen baliokidea da. Hortaz, 
�
𝐻0:𝑤 = 0
𝐻𝑎:𝑤 ≠ 0                 𝑡 =  𝑤�𝑑𝑒𝑠�  (𝑤�)       ~𝐻0      𝑡(𝑁−𝐾) 
 
Non:         𝑤� =  𝛽�5 − 2 𝛽�6 = -734,078- 2 (-343,814) = -46,45 
                𝐵𝑎𝑟� (𝑤�) = 𝐵𝑎𝑟� �𝛽�5� +  (2)2𝐵𝑎𝑟� �𝛽�6� − 2 (1)(2)𝐾𝑜𝑏� �𝛽�5,𝛽�6� = 
 57052,2 + (2)2 41575,2 – 2 (1)(2) 27963,7 = 111498,2 
Eta kontrastearen prozedura honako hau da: | t | > t(N-k)α/2 bada, hipotesi hutsa 
baztertzen da α esangura-mailarekin, eta, beraz, mantenu-lanetan ari den langile baten 
batez besteko soldata ezaugarri berdinak dituen baina bulegoan lan egiten duen 
langilearenarekin alderatuta, tailerrean lan egiten duenak izango duen diferentziaren 
bikoitza dela ez da baieztatuko. Bestela gertatzen bada, hau da, | t | < t(N-k)α/2 bada 
(adibidean bezala t = 0,139 < t(43)0,025 α=%5), α esangura-mailarekin hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, tailerrean 
lan egiten duenak izango duen diferentziaren bikoitza dela esango da.  
82
EkONOMETRIA ETA GRETL
Koefizienteen konbinazio baten kontrasteak (q = 1)
koefiziente bakar batekin egiten diren bezala egin daitezke, bai bi aldetakoak eta baita alde 
batekoak ere. Jarraian, zenbait adibiderekin azalduko da prozedura.
Demagun soldataren adibideko eredu orokorra:
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + ui
Lehenik, mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri berdinak di-
tuen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo tailerrean lan egiten 
duenak izango duen diferentziaren bikoitza dela kontrastatu nahi izanez gero, hau da, β5 = 2 β6 
kontrastatu nahi izanez gero, w = β5 – 2 β6 izanik, w = 0 kontrastatzearen baliokidea da. Hortaz,




𝐻0: 𝛽𝑘  ≥ 𝑐                              
𝐻𝑎: 𝛽𝑘 < 𝑐                                𝑡 =  𝛽�𝑘 − 𝑐𝑑𝑒𝑠�  (𝛽�𝑘)       ~𝐻0      𝑡(𝑁−𝐾) 
 
 
koefizienteen konbinazio baten kontrasteak (q=1): 
koefiziente bakar batekin egiten diren bezala egin daitezke, bai bi aldetakoak eta 
baita alde batekoak ere. Jarraian, zenbait adibiderekin azalduko da prozedura.  
Demagun soldataren adibideko eredu orokorra: 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
Lehenik, mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza dela kontrastatu nahi 
izanez gero, h u da, 𝛽5 = 2 𝛽6 kontrastatu nahi izanez gero, w= 𝛽5 − 2 𝛽6 izanik, w = 0 
kontrastatzearen baliokidea da. Hortaz, 
�
𝐻0:𝑤 = 0
𝐻𝑎:𝑤 ≠ 0                 𝑡 =  𝑤�𝑑𝑒𝑠�  (𝑤�)       ~𝐻0      𝑡(𝑁−𝐾) 
 
Non:         𝑤� =  𝛽�5 − 2 𝛽�6 = -734,078- 2 (-343,814) = -46,45 
                𝐵𝑎𝑟� (𝑤�) = 𝐵𝑎𝑟� �𝛽�5� +  (2)2𝐵𝑎𝑟� �𝛽�6� − 2 (1)(2)𝐾𝑜𝑏� �𝛽�5,𝛽�6� = 
 57052,2 + (2)2 41575,2 – 2 (1)(2) 27963,7 = 111498,2 
Eta kontrastearen prozedura honako hau da: | t | > t(N-k)α/2 bada, hipotesi hutsa 
baztertzen da α esangura-mailarekin, eta, beraz, mantenu-lanetan ari den langile baten 
batez besteko soldata ezaugarri berdinak dituen baina bulegoan lan egiten duen 
langilearenarekin alderatuta, tailerrean lan egiten duenak izango duen diferentziaren 
bikoitza dela ez da baieztatuko. Bestela gertatzen bada, hau da, | t | < t(N-k)α/2 bada 
(adibidean bezala t = 0,139 < t(43)0,025 α=%5), α esangura-mailarekin hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, tailerrean 
lan egiten duenak izango duen diferentziaren bikoitza dela esango da.  
Non:




𝐻0: 𝛽𝑘  ≥ 𝑐                              
𝐻𝑎: 𝛽𝑘 < 𝑐                                𝑡 =  𝛽�𝑘 − 𝑐𝑑𝑒𝑠�  (𝛽�𝑘)       ~𝐻0      𝑡(𝑁−𝐾) 
 
 
koefizienteen konbinazio baten kontrasteak (q=1): 
koefiziente bakar batekin egiten di en bezala egin aitezk , bai bi aldetakoak eta 
baita alde batekoak ere. Jarraian, zenb it adibi erekin azal ko da p ozedura.  
Demagun soldataren adibideko eredu orokorra: 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
Lehenik, mantenu-lan tan ari den langile baten batez besteko sold ta ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egite  duenak izango duen diferentzi ren bikoitza d la kontrastat n hi 
izanez gero, hau da, 𝛽5 = 2 𝛽6 kontrastatu nahi izane  gero, w= 𝛽5 − 2 𝛽6 izanik, w = 0 
kontrastatzearen baliokidea da. Hortaz, 
�
𝐻0:𝑤 = 0
𝐻𝑎:𝑤 ≠ 0                 𝑡 =  𝑤�𝑑𝑒𝑠�  (𝑤�)       ~𝐻0      𝑡(𝑁−𝐾) 
 
Non:         𝑤� =  𝛽�5 − 2 𝛽�6 = -734,078- 2 (-343,814) = -46,45 
                𝐵𝑎𝑟� (𝑤�) = 𝐵𝑎𝑟� �𝛽�5� +  (2)2𝐵𝑎𝑟� �𝛽�6� − 2 (1)(2)𝐾𝑜𝑏� �𝛽�5,𝛽�6� = 
 57052,2 + (2)2 41575,2 – 2 (1)(2) 27963,7 = 111498,2 
Eta kontrastearen prozedur  hon ko hau da: | t | > t(N-k)α/2 bada, hipotesi hutsa 
baztertzen da α esangura-mailarekin, eta, beraz, mantenu-lanetan ari den langile baten 
batez besteko soldata z ugarri berdinak ditu n bain  bulegoan lan egiten duen 
langilearenarekin alderatuta, tailerrean lan egiten du nak iz ngo duen diferentziaren 
bikoitza dela ez a baieztatuko. Bestela ger atzen bada, hau da, | t | < t(N-k)α/2 bada 
(adibidean bezala t = 0,139 < t(43)0,025 α=%5), α es ngura-mailar kin hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile bat n batez besteko soldat  ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langile r are in alderatuta, tailerrean 
lan egiten duenak izango duen diferentziaren bikoitza dela esango da.  
= 57.052,2 + (2)2 41.575,2 – 2 (1)(2) 27.963,7 = 111.498,2
Eta kontrastearen prozedura honako hau da: | t | > t(N–K)α/2 bada, hipotesi hutsa baztertzen da α 
esangura-mailarekin, eta, beraz, mantenu-lanetan ari den langile baten batez besteko soldata ezau-
garri berdina  dituen b ina bulego n lan egiten duen l gilearenarekin ald ra uta, tail rrean la  
egiten duenak izango duen diferentziaren bikoitza dela ez da baieztatuko. Bestela gertatzen bada, 
hau da, | t | < t(N–K)α/2 bada (adibidean bezala t = 0,139 < t(43)0,025 α = % 5), α esangura-mailarekin 
hipotesi hutsa ez da baztertz n, eta mantenu-lanetan ari den langile baten batez bestek  soldata 
ezaugarri berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, tailerrean 
lan egiten duenak izango duen diferentziaren bikoitza dela esango da.
kontraste hori gauzatzeko, w-ren konfiantza-tartea ere erabil daiteke. Hau da, βkren konfian-
tza-tartearen antzera:
7. GAIA. Murrizketa inealen ko t asteak eta iragarpenak 
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kontraste hori gauzatzeko, w-re  konfiantza-tartea ere erabil daiteke. Hau da, 
βkren konfiantza-tartearen antzera:  KT(w)1−𝛼 = �𝑤� −  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  (𝑤�) ;   𝑤� +  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  (𝑤�)� 
kasu honetan, w=0 tartearen barnean baldin badago, hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, tailerrean 
lan egiten duenak izango duen diferentziaren bikoitza dela baieztatuko da.  
Era berean, mantenu-lanetan ari den langile baten batez besteko ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza baino gehiago dela 




𝐻𝑎:𝑤 > 0                 𝑡 =  𝑤�𝑑𝑒𝑠�  (𝑤�)        ~𝐻0      𝑡(𝑁−𝐾) 
 
Non:         𝑤� =  𝛽�5 − 2 𝛽�6 = -734,078- 2 (-343,814) = -46,45 
 
                𝐵𝑎𝑟� (𝑤�) = 𝐵𝑎𝑟� �𝛽�5� +  (2)2𝐵𝑎𝑟� �𝛽�6� − 2 (1)(2)𝐾𝑜𝑏� �𝛽�5,𝛽�6� = 
 57052,2 + (2)2 41575,2 – 2 (1)(2) 27963,7 = 111498,2 
 
Eta kontrastearen prozedura honako hau da: t > t(N-k)α bada, hipotesi hutsa 
baztertzen da α esangura-mailarekin, eta, beraz, mantenu-lanetan ari den langile baten 
batez besteko soldata ezaugarri berdinak dituen baina bulegoan lan egiten duen 
langilearenarekin alderatuta, tailerrean lan egiten duenak izango duen diferentziaren 
bikoitza baino gehiago dela baieztatuko da. Bestela gertatzen bada, hau da, t < t(N-k)α bada 
(adibidean t = 0,139 < t(43)0,05 = 1,68 α=%5), α esangura-mailarekin hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza baino gehiago ez dela 
esango da.  
 
 
kasu honetan, w = 0 tartearen barnean baldin badago, hipotesi hutsa ez da baztertzen, eta 
mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri berdinak dituen baina bule-
goan lan egiten duen l ngilear narekin alderatuta, tailerrean lan egite duen k izango duen dife-
rentziaren bikoitza dela baieztatuko da.
Era berean, mantenu-lanetan ari den langile baten batez besteko ezaugarri berdinak dituen baina 
bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo tailerrean lan egiten duenak izango 
duen diferentziaren bikoitza baino gehiago dela kontrastatu nahi izanez gero, hau da, β5 > 2 β6 kon-
trastatu nahi izanez gero, w = β5 – 2 β6 izanik, w > 0 kontrastatzearen baliokidea da. Hortaz:
7. GAIA. ERREGRESIO LINEAL OROkORRAREN EREDUA. MURRIZkETA LINEALEN kONTRASTEAk ETA...
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kontraste hori gauzatzeko, w-ren konfiantza-tartea ere erabil daiteke. Hau da, 
βkren konfiantza-tartearen antzera:  KT(w)1−𝛼 = �𝑤� −  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  (𝑤�) ;   𝑤� +  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  (𝑤�)� 
kasu honetan, w=0 tartearen barnean baldin badago, hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, tailerrean 
lan egiten duenak izango duen diferentziaren bikoitza dela baieztatuko da.  
Era berean, mantenu-lanetan ari den langile baten batez besteko ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza baino gehiago dela 




𝐻𝑎:𝑤 > 0                 𝑡 =  𝑤�𝑑𝑒𝑠�  (𝑤�)        ~𝐻0      𝑡(𝑁−𝐾) 
 
Non:         𝑤� =  𝛽�5 − 2 𝛽�6 = -734,078- 2 (-343,814) = -46,45 
 
                𝐵𝑎𝑟� (𝑤�) = 𝐵𝑎𝑟� �𝛽�5� +  (2)2𝐵𝑎𝑟� �𝛽�6� − 2 (1)(2)𝐾𝑜𝑏� �𝛽�5,𝛽�6� = 
 57052,2 + (2)2 41575,2 – 2 (1)(2) 27963,7 = 111498,2 
 
Eta kontrastearen prozedura honako hau da: t > t(N-k)α bada, hipotesi hutsa 
baztertzen da α esangura-mailarekin, eta, beraz, mantenu-lanetan ari den langile baten 
batez besteko soldata ezaugarri berdinak dituen baina bulegoan lan egiten duen 
langilearenarekin alderatuta, tailerrean lan egiten duenak izango duen diferentziaren 
bikoitza baino gehiago dela baieztatuko da. Bestela gertatzen bada, hau da, t < t(N-k)α bada 
(adibidean t = 0,139 < t(43)0,05 = 1,68 α=%5), α esangura-mailarekin hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza baino gehiago ez dela 
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kontraste hori gauzatzeko, w-ren konfiantza-tartea ere erabil daiteke. Hau da, 
βkren konfiantza-tartearen antzera:  KT(w)1−𝛼 = �𝑤� −  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  (𝑤�) ;   𝑤� +  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  (𝑤�)� 
kasu honetan, w=0 tartearen barnean baldin badago, hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, tailerrean 
lan egiten duenak izango duen diferentziaren bikoitza dela baieztatuko da.  
Era berean, mantenu-lanetan ari den langile baten batez besteko ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza baino gehiago dela 




𝐻𝑎:𝑤 > 0                 𝑡 =  𝑤�𝑑𝑒𝑠�  (𝑤�)        ~𝐻0      𝑡(𝑁−𝐾) 
 
Non:         𝑤� =  𝛽�5 − 2 𝛽�6 = -734,078- 2 (-343,814) = -46,45 
 
                𝐵𝑎𝑟� (𝑤�) = 𝐵𝑎𝑟� �𝛽�5� +  (2)2𝐵𝑎𝑟� �𝛽�6� − 2 (1)(2)𝐾𝑜𝑏� �𝛽�5,𝛽�6� = 
 57052,2 + (2)2 41575,2 – 2 (1)(2) 27963,7 = 111498,2 
 
Eta kontrastearen prozedura honako hau da: t > t(N-k)α bada, hipotesi hutsa 
baztertzen da α esangura-mailarekin, eta, beraz, mantenu-lanetan ari den langile baten 
batez besteko soldata ezaugarri berdinak dituen baina bulegoan lan egiten duen 
langilearenarekin alderatuta, tailerrean lan egiten duenak izango duen diferentziaren 
bikoitza baino gehiago dela baieztatuko da. Bestela gertatzen bada, hau da, t < t(N-k)α bada 
(adibidean t = 0,139 < t(43)0,05 = 1,68 α=%5), α esangura-mailarekin hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza baino gehiago ez dela 
esango da.  
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kontraste hori gauzatzeko, w-ren konfiantza-tartea ere erabil daiteke. Hau da, 
βkren konfiantza-tartearen antzera:  KT(w)1−𝛼 = �𝑤� −  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  (𝑤�) ;   𝑤� +  𝑡(𝑁−𝐾)𝛼 2�  𝑑𝑒𝑠�  (𝑤�)� 
kasu honetan, w=0 tartearen barnean baldin badago, hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, tailerrean 
lan egiten duenak izango duen diferentziaren bikoitza dela baieztatuko da.  
Era berean, mantenu-lanetan ari den langile baten batez besteko ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza baino gehiago dela 




𝐻𝑎:𝑤 > 0                 𝑡 =  𝑤�𝑑𝑒𝑠�  (𝑤�)        ~𝐻0      𝑡(𝑁−𝐾) 
 
Non:         𝑤� =  𝛽�5 − 2 𝛽�6 = -734,078- 2 (-343,814) = -46,45 
 
                𝐵𝑎𝑟� (𝑤�) = 𝐵𝑎𝑟� �𝛽�5� +  (2)2𝐵𝑎𝑟� �𝛽�6� − 2 (1)(2)𝐾𝑜𝑏� �𝛽�5,𝛽�6� = 
 57052,2 + (2)2 41575,2 – 2 (1)( ) 27963,7 = 111498,2 
 
Eta kontrastearen prozedura honako hau da: t > t(N-k)α bada, hipotesi hutsa 
baztertzen da α esangura-mailarekin, eta, beraz, mantenu-lanetan ari den langile baten 
batez besteko soldata ezaugarri berdinak dituen baina bulegoan lan egiten duen 
langilearenarekin alderatuta, tailerrean lan egiten duenak izango duen diferentziaren 
bikoitza baino gehiago dela baieztatuko da. Bestela gertatzen bada, hau da, t < t(N-k)α bada 
(adibidean t = 0,139 < t(43)0,05 = 1,68 α=%5), α esangura-mailarekin hipotesi hutsa ez da 
baztertzen, eta mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri 
berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak izango duen diferentziaren bikoitza baino gehiago ez dela 
esango da.  
 
 
= 57052,2 + (2)2 41.575,2 – 2 (1)(2) 27963,7 = 111498,2
Eta kontrastearen prozedura honako hau da: t > t(N–K)α bada, hipotesi hutsa baztertzen da α 
esangura-mailarekin, eta, bera , mantenu-lanetan ari den langile baten batez besteko soldata ezau-
garri berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, tailerrean lan egi-
ten duenak izango duen diferentziaren bikoitza baino gehiago dela baieztatuko da. Bestela gertatzen 
bada, hau da, t < t(N–K)α bada (adibidean t = 0,139 < t(43)0,05 = 1,68 α = % 5), α esangura-mailare-
kin hipotesi hut a ez da baztertzen, eta mantenu-lanetan ari den l ngile baten b tez besteko soldata 
ezaugarri berdinak dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, lantegi edo 
tailerrean lan egiten duenak zan o duen iferentziaren bikoitza baino gehiago ez ela esango da.
Aldagai azaltzaileen baterako esangura-kontrastea (q = k – 1)
kasu honetan, ered ko aldag i azaltzaile guztiak d nak batera n bari k diren ala ez k ntrastatzen 
da. Horretarako, estatistiko berezi bat erabil daiteke. Demagun Erregresio Lineal Orokorraren Eredua:
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Aldagai azaltzaileen baterako esangura-kontrastea (q = k-1): 
kasu honetan, ereduko aldagai azaltzaile guzti k den k batera nabariak diren ala 
e  kontrastatzen da. Horretarako, estatistiko berezi bat erabil daiteke. Dem gun 
Erregresio Li eal Orokorrare  Eredua: 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖       𝑖 = 1, 2, … ,𝑁 
�
 𝐻0: 𝛽2 = 𝛽3 = ⋯ = 𝛽𝐾 = 0                                                                  
𝐻𝑎: 𝛽2 ≠ 0 𝑒𝑑𝑜/𝑒𝑡𝑎 𝛽3 ≠ 0 … 𝑒𝑑𝑜/𝑒𝑡𝑎 𝛽𝐾 ≠ 0                              
 
Hipotesi hutsa kontuan izanik: 
𝐹 =  𝑅2 (𝐾 − 1)�(1 − 𝑅2) (𝑁 −𝐾)�   ~   ℱ(𝐾−1 ,   𝑁−𝐾) 
Hortaz,  α esangura-mailarekin hipotesi hutsa baztertzen da, eta aldagai 
azaltzaileak batera nabariak direla ondorioztatuko da F > ℱ(𝐾−1,   𝑁−𝐾)| 𝛼 bada, eta batera 
ez-nabariak F < ℱ(𝐾−1 ,   𝑁−𝐾)| 𝛼 bada. 
 
Adibidean,  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
�
 𝐻0: 𝛽2 = 𝛽3 = ⋯ = 𝛽6 = 0                                                                  
𝐻𝑎: 𝛽2 ≠ 0 𝑒𝑑𝑜/𝑒𝑡𝑎 𝛽3 ≠ 0 … 𝑒𝑑𝑜/𝑒𝑡𝑎 𝛽6 ≠ 0                              
𝐹 =  𝑅2 (𝐾 − 1)�(1 − 𝑅2) (𝑁 − 𝐾)�   ~   ℱ (𝐾−1 ,   𝑁−𝐾) 
Non, R2= 0,549, (k-1) = q = 5 eta (N-k) = 43 izanik, F= 10,4835 denez eta  
ℱ (5 ,43)| 0,05 = 2,43 denez, hau da F= 10,4835 >  ℱ (5 ,43)| 0,05 = 2,43 denez, %5eko 
esangura-mailarekin hipotesi hutsa baztertzen da, eta hezkuntza-urteak, antzinatasuna, 
generoa eta lan-postua batera nabariak direla ondorioztatzen da. 
 
Hipotesi hutsa kontuan izanik:
7. GAIA. Murrizket linealen kontrasteak eta iragarpenak 
88 
 
Aldagai azaltzaileen baterako esangura-kontrastea (q = k-1): 
kasu honetan, ereduko aldagai azaltzaile guztiak denak batera nabariak diren ala 
ez kontrastatzen da. Horretarako, estatistiko berezi bat erabil daiteke. Demagun 
Erregresio Lineal Orokorraren Eredua: 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
�
 𝐻0: 𝛽2 = 𝛽3 = ⋯ = 𝛽𝐾 = 0                                                                  
𝐻𝑎: 𝛽2 ≠ 0 𝑒𝑑𝑜/𝑒𝑡𝑎 𝛽3 ≠ 0 … 𝑒𝑑𝑜/𝑒𝑡𝑎 𝛽𝐾 ≠ 0                            
 
Hipotesi huts  kontuan izanik: 
𝐹 =  𝑅2 (𝐾 − 1)�(1 − 𝑅2) (𝑁 −𝐾)�   ~   ℱ(𝐾−1 ,   𝑁−𝐾) 
Hortaz,  α esangura-mailarekin hipotesi hutsa baztertzen da, eta aldagai 
azaltzaileak batera nabariak direla ondorioztatuko da F > ℱ(𝐾−1,   𝑁−𝐾)| 𝛼 bada, eta batera 
ez-nabariak F < ℱ(𝐾−1 ,   𝑁−𝐾)| 𝛼 bada. 
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Hortaz, α esangura-mailarekin hipotesi hutsa baztertzen da, eta aldagai azaltzaileak batera na-
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azaltzaileak batera nabariak direla ondorioztatuko da F > ℱ(𝐾−1,   𝑁−𝐾)| 𝛼 bada, eta batera 
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𝐻𝑎: 𝛽2 ≠ 0 𝑒𝑑𝑜/𝑒𝑡𝑎 𝛽3 ≠ 0 … 𝑒𝑑𝑜/𝑒𝑡𝑎 𝛽6 ≠ 0                              
𝐹 =  𝑅2 (𝐾 − 1)�(1 − 𝑅2) (𝑁 − 𝐾)�   ~   ℱ (𝐾−1 ,   𝑁−𝐾) 
Non, R2= 0,549, (k-1) = q = 5 eta (N-k) = 43 izanik, F= 10,4835 denez eta  
ℱ (5 ,43)| 0,05 = 2,43 denez, hau da F= 10,4835 >  ℱ (5 ,43)| 0,05 = 2,43 denez, %5eko 
esangura-mailarekin hipotesi hutsa baztertzen da, eta hezkuntza-urteak, antzinatasuna, 
generoa eta lan-postua batera nabariak direla ondorioztatzen da. 
 
Non, R2 = 0,549, (K – 1) = q = 5 eta (N – K) = 43 izanik, F = 10,4835 denez eta 
ℱ(5,43)	ǀ	0,05 = 2,43 denez, hau da F = 10,4835 > ℱ(5,43)	ǀ	0,05 = 2,43 denez, % 5eko esangura-mailare-
kin hipotesi hutsa baztertzen da, eta hezkuntza-urteak, antzinatasuna, generoa eta lan-postua ba-
tera nabariak direla ondorioztatzen da.
Koefizienteen murrizketa linealen kontraste orokorra (q)
Atal honetan azalduko den kontraste-prozedura edozein murrizketa kontrastatzeko baliaga-
rria da, eta, beraz, aurretik azaldutako kontrasteak ere gauza daitezke estatistiko honekin: bana-
kako esangura-kontrastea, baterako esangura-kontrastea, koefizienteen arteko erlazio bat edo ba-
tzuk, etab.
Demagun Erregresio Lineal Orokorraren Eredua:
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koefizienteen murrizketa linealen kontraste orokorra (q): 
Atal honetan azalduko den kontraste-prozedura edozein murrizketa 
kontrastatzeko baliagarria da, eta, beraz, aurretik azaldutako kontrasteak ere gauza 
daitezke esta istiko honekin: banak ko esangura-kontras a, baterako esangura-
kontrastea, koefizienteen arteko erlazio bat edo batzuk, etab.  
Demagun Erregresio Lineal Orokorraren Eredua: 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
Edozein murrizketa R β =  𝑟 adierazpenarekin idatz daiteke.  Eredu orokorrean, 
β´= [β1   β2   β3   …. βk] izanik, R eta r matrizeak ezagunak dira eta murrizketen funtzioan 
osatuko dira. Adibidez: 
** 2β2 – 6 β3 = 8     →     R = [0  2  -6  0  0 … 0]      eta     r =[8]     
** �2 𝛽2 + 3 𝛽4 =  6
𝛽1 − 2 𝛽3 = 3     →    𝑅 =  �0    2      0    3  … 01    0 − 2    0 …  0 �   𝑒𝑡𝑎    𝑟 =  �63�         
Hortaz:  
�
 𝐻0: R β =  𝑟                        
𝐻𝑎:  𝑅 𝛽 ≠ 𝑟                         
Froga daiteke, hipotesi hutsa kontuan izanik: 
F =  �𝑅 𝛽� − 𝑟�´(𝑅 (𝑋´𝑋)−1𝑅)−1(𝑅 𝛽� − 𝑟) 𝑞�
𝐻𝐾𝐵 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾)    
 Eta α esangura-mailarekin hipotesi hutsa baztertzen da eta koefizienteen 
murrizketak ez direla betetzen ondorioztatzen da F > ℱ(𝑞 ,   𝑁−𝐾)| 𝛼  bada, eta murrizketak 
egiazkoak direla ondorioztatuko da,  F < ℱ(𝑞 ,   𝑁−𝐾)| 𝛼 bada. 
 
 
Hipotesi hutsa kontuan izanik, estatistiko honen baliokidea den beste estatistiko 
bat, Hondar karratuen Baturetan oinarritzen dena, honako hau da: 
Edozein murrizketa R β = r adierazpenarekin idatz daiteke. Eredu orokorrean, 
β´ = [β1 β2 β3 … βK] izanik, R eta r matrizeak ezagunak dira eta murrizketen funtzioan osatuko 
dira. Adibidez:
— 2 β2 – 6 β3 = 8 → R = [0 2 –6 0 0 … 0] eta r = [8]
— 
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koefizienteen murrizketa linealen kontraste orokorra (q): 
Atal honetan azalduko den kontraste-prozedura edozein murrizketa 
kontrastatzeko baliagarria da, eta, beraz, aurretik azaldutako kontrasteak ere gauza 
daitezke estatistiko honekin: banakako esangura-kontrastea, baterako esangura-
kontrastea, koefizienteen arteko erlazio bat edo batzuk, etab.  
Demagun Erregresio Lineal Orokorraren Eredua: 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
Edozein murrizketa R β =  𝑟 adierazpenarekin idatz daiteke.  Eredu orokorrean, 
β´= [β1   β2   β3   …. βk] izanik, R eta r matrizeak ezagunak dira eta murrizketen funtzioan 
osatuko dira. Adibidez: 
** 2 2   3       →     R = [0  2  -6  0  0 … 0]      eta     r =[8]     
** �2 𝛽2 + 3 𝛽4 =  6
𝛽1 − 2 𝛽3 = 3     →    𝑅 =  �0    2      0    3  … 01    0 − 2    0 …  0 �   𝑒𝑡𝑎    𝑟 =  �63�         
Hortaz:  
�
 𝐻0: R β =  𝑟                        
𝐻𝑎:  𝑅 𝛽 ≠ 𝑟                         
Froga daiteke, hipotesi hutsa kontuan izanik: 
F =  �𝑅 𝛽� − 𝑟�´(𝑅 (𝑋´𝑋)−1𝑅)−1(𝑅 𝛽� − 𝑟) 𝑞�
𝐻𝐾𝐵 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾)    
 Eta α esangura-mailarekin hipotesi hutsa baztertzen da eta koefizienteen 
murrizketak ez direla betetzen ondorioztatzen da F > ℱ(𝑞 ,   𝑁−𝐾)| 𝛼  bada, eta murrizketak 
egiazkoak direla ondorioztatuko da,  F < ℱ(𝑞 ,   𝑁−𝐾)| 𝛼 bada. 
 
 
Hipotesi hutsa kontuan izanik, estatistiko honen baliokidea den beste estatistiko 
bat, Hondar karratuen Baturetan oinarritzen dena, honako hau da: 
Hortaz:
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koefizienteen murrizketa linealen kontraste orokorra (q): 
Atal honetan zalduko den kontraste-prozedura edozein murrizketa 
kontrastatz ko baliagarria da, et , beraz, aurretik azaldutako kontrasteak ere gauza 
daitezke estatisti  honekin: banakako esangura-kontrastea, baterako esangura-
kontrastea, koefizi nteen arteko erlazio bat edo batzuk, etab.  
Demagun Erregresio Lineal Orokorraren Eredua: 
𝑌𝑖 = 𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
Edoz in murri keta R β =  𝑟 adierazpen rekin idatz daiteke.  Eredu orokorrean, 
β´= [β1   β2   β3   …. βk] izanik, R eta r matrizeak ezagunak dira eta murrizketen funtzioan 
osatuko dira. Adibidez: 
** 2β2 – 6 β3 = 8 →     R = [0  2  -6  0  0 … 0]      eta     r =[8]     
** �2 𝛽2 + 3 𝛽4 =  6
𝛽1 − 2 𝛽3 = 3     →    𝑅 =  �0    2      0    3  … 01    0 − 2    0 …  0 �   𝑒𝑡𝑎    𝑟 =  �63�         
Hortaz:  
�
 𝐻0: R β =  𝑟                        
𝐻𝑎:  𝑅 𝛽 ≠ 𝑟                         
Froga daiteke, hipotesi hutsa kontuan izanik: 
F =  �𝑅 𝛽� − 𝑟�´(𝑅 (𝑋´𝑋)−1𝑅)−1(𝑅 𝛽� − 𝑟) 𝑞�
𝐻𝐾𝐵 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾)    
 Eta α esangu a-mailarekin hipotesi hutsa baztertzen da eta koefizienteen 
murrizketak ez direla betetzen ondorioztatzen da F > ℱ(𝑞 ,   𝑁−𝐾)| 𝛼  bada, eta murrizketak 
egiazkoak direla on orioztatuko da,  F < ℱ(𝑞 ,   𝑁−𝐾)| 𝛼 bada. 
 
 
Hip tesi huts  kontuan izanik, statis ko honen baliokidea den beste estatistiko 
bat, Hondar karratuen Baturetan oinarritzen dena, honako hau da: 
Froga daiteke, h pot si hutsa kontu n izanik:
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koefizienteen murrizketa linealen kontraste orokorra (q): 
Atal honetan azalduko den kontraste-prozedura edozein murrizketa 
kontrastatzeko baliagarria da, eta, beraz, aurretik azaldutako kontrasteak ere gauza 
daitezke estatistiko honekin: banakako esangura-kontrastea, baterako esangura-
kontrastea, koefizienteen arteko erlazio bat edo batzuk, etab.  
Demagun Erregresio Lineal Orokorraren Eredua: 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
Edozein murrizketa R β =  𝑟 adierazpenarekin idat daiteke.  Eredu or k rrean, 
β´= [β1   β2   β3   …. βk] izanik, R eta r matrizeak ezagunak dira eta murrizketen funtzioan 
osatuko dira. Adibidez: 
** 2β2 – 6 β3 = 8     →     R = [0  2  -6  0  0 … 0]      eta     r =[8]     
** �2 𝛽2 + 3 𝛽4 =  6
𝛽1 − 2 𝛽3 = 3     →    𝑅 =  �0 2           … 01    0 − 2    0 …  0 �   𝑒𝑡𝑎    𝑟 =  �63�         
Hortaz:  
�
 𝐻0: R β = 𝑟                
𝐻𝑎:  𝑅 𝛽 ≠ 𝑟                         
Froga daiteke, hipotesi hutsa kontuan izanik: 
F =  �𝑅 𝛽� − 𝑟�´(𝑅 (𝑋´𝑋)−1𝑅)−1(𝑅 𝛽� − 𝑟) 𝑞�
𝐻𝐾𝐵 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁 𝐾)    
 Eta α esangura-mailarekin hipotesi hutsa baztertzen da eta koefizienteen 
murrizketak ez direla betetzen ondorioztatzen da F > ℱ(𝑞 ,   𝑁−𝐾)| 𝛼  bada, eta murrizketak 
egiazkoak direla ondorioztatuko da,  F < ℱ(𝑞 ,   𝑁−𝐾)| 𝛼 bada. 
 
 
Hipotesi hutsa kontuan izanik, estatistiko honen baliokidea den beste estatistiko 
bat, Hondar karratuen Baturetan oinarritzen dena, honako hau da: 
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Eta α esangura-mailarekin hipotesi hutsa baztertzen da eta koefizienteen murrizketak ez di-
rela betetzen ondorioztatzen da F > ℱ(q, N–K)	ǀ	α bada, eta murrizketak egiazkoak direla ondoriozta-
tuko da, F < ℱ(q, N–K)	ǀ	α bada.
Hipotesi hutsa kontuan izanik, estatistiko honen baliokidea den beste estatistiko bat, Hondar 
karratuen Baturetan oinarritzen dena, honako hau da:7. GAIA. Murrizketa linealen kontrasteak eta iragarpenak 
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𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾)  
Non HkBEM ez-murriztutako ereduko Hondar karratuen Batura baita, HkBM 
murriztutako ereduko Hondar karratuen Batura (hau da, murrizketak kontuan hartzen 
dituen eredua), q murrizketa kopurua, eta, azkenik, (N-k) ez-murriztutako ereduko 
askatasun-graduak.  
Demagun hurrengo erregresio-eredua eta 2β2 – 6 β3 = 8 murrizketa. Murrizketa 
hori kontuan hartzen duen murriztutako eredua lortzeko, honako pauso hauek jarraituko 
dira: 
𝑌𝑖  =   𝛽1 + 𝛽2 𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
2β2 – 6 β3 = 8  →  β2 = 3 β3 +4    denez,  
𝑌𝑖  =   𝛽1 + (3𝛽3 + 4)𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖∗ 
𝑌𝑖  =   𝛽1 + 4 𝑋2𝑖 + 𝛽3(3𝑋2𝑖 + 𝑋3𝑖) + 𝑢𝑖∗ 
4 𝑋2𝑖 ezaguna denez, berdintzaren ezker aldera pasatuko da aldagai endogeno 
berri bat osatuz. Lortuko den murriztutako eredua, kasu honetan eredu bakuna,  honako 
hau da: 
𝑌𝑖 −  4 𝑋2𝑖 =   𝛽1 + 𝛽3(3𝑋2𝑖 + 𝑋3𝑖) + 𝑢𝑖∗ 
Murriztutako ereduko aldagai endogeno berria 𝑌𝑖∗ =  𝑌𝑖 −  4 𝑋2𝑖 da, eta eredu 
bakuneko aldagai azaltzailea, berriz, 𝑋𝑖∗ = 3𝑋2𝑖 + 𝑋3𝑖. Eredu hori kTA bitartez 
zenbatetsiko da: 
𝑌(𝑁�1)∗ =  𝑋(𝑁�2)∗  𝛽(2�1) +  𝑈(𝑁�1)∗  
 

























1    3 𝑋21 +  𝑋311    3 𝑋22 +  𝑋32
⋮ ⋮1    3 𝑋2𝑖 +  𝑋3𝑖
⋮ ⋮1    3 𝑋2𝑁 +  𝑋3𝑁⎠⎟
⎟
⎟
⎞          𝛽∗(2�1) =  �𝛽1𝛽2�   
Non HKBEM ez-murriztutako ereduko Hondar karratuen Batura baita, HKBM murriztutako 
ereduko Hondar karratuen Batura (hau da, murrizketak kontuan hartzen dituen eredua), q murriz-
keta kopurua, eta, zkenik, (N – K) ez-m riztutako ereduko askatasun-graduak.
Demag  hurrengo erregresio-eredua eta 2 β2 – 6 β3 = 8 murrizketa. Murrizketa hori kontuan 
hartzen duen murriztutako eredua lortzeko, honako pauso hauek jarraituko dira:
7. GAIA. Murrizketa linealen kontrasteak eta iragarpenak 
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𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾)  
Non HkBEM ez-murriztutako ereduko Hondar karratuen Batura baita, HkBM 
murriztutako ereduko Hondar karratuen Batura (hau da, murrizketak kontuan hartzen 
dituen eredua), q murrizketa kopurua, eta, azke ik, (N-k) ez-murriztutako ereduko 
askatas n-graduak.  
D magun hurrengo rr gresio-eredua eta 2β2 – 6 β3 = 8 murrizketa. Mur izketa
hori kontuan hartzen duen murriztut ko eredua lortzeko, honako p uso hauek jarraituko 
dira: 
𝑌𝑖 =   𝛽1 + 𝛽2 𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
2β2 – 6 β3 = 8  →  β2 = 3 β3 +4    denez,  
𝑌𝑖  =   𝛽1 + (3𝛽3 + 4)𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖∗ 
𝑌𝑖  =   𝛽1 + 4 𝑋2𝑖 + 𝛽3(3𝑋2𝑖 + 𝑋3𝑖) + 𝑢𝑖∗ 
4 𝑋2𝑖 ezaguna denez, berdintzaren ezker aldera pasatuko da aldagai endogeno 
berri bat osatuz. Lortuko den murriztutako eredua, kasu honetan eredu bakuna,  honako 
hau da: 
𝑌𝑖 −  4 𝑋2𝑖 =   𝛽1 + 𝛽3(3𝑋2𝑖 + 𝑋3𝑖) + 𝑢𝑖∗ 
Murriztutako ereduko aldagai endogeno berria 𝑌𝑖∗ =  𝑌𝑖 −  4 𝑋2𝑖 da, eta eredu 
bakuneko aldagai azaltzailea, berriz, 𝑋𝑖∗ = 3𝑋2𝑖 + 𝑋3𝑖. Eredu hori kTA bitartez 
zenbatetsiko da: 
𝑌(𝑁�1)∗ =  𝑋(𝑁�2)∗  𝛽(2�1) +  𝑈(𝑁�1)∗  
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⎟
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⎞          𝛽∗(2�1) =  �𝛽1𝛽2�   
2 β2 – 6 β3 = 8 → β2 = 3 β3 + 4 denez,
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4 X2i ezaguna denez, berdintzaren ezker aldera pasatuko da aldagai endogeno berri bat osatuz. 
Lortuko den murriztutako eredua, kasu honetan eredu bakuna, honako hau da:
7. GAIA. Murrizketa linealen kontrasteak eta iragarpenak 
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𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾)  
Non HkBEM ez-murriztutako ereduko Hondar karratuen Batura baita, HkBM 
murriztutako ereduko Hondar karratuen Batura (hau da, murrizketak kontuan hartzen 
dituen eredua), q murrizketa kopurua, eta, azkenik, (N-k) ez-murriztutako ereduko 
askatasun-graduak.  
Demagun hurrengo erregresio-eredua eta 2β2 – 6 β3 = 8 murrizketa. Murrizketa 
hori kontuan hartzen duen murriztutako eredua lortzeko, honako pauso hauek jarraituko 
dira: 
𝑌𝑖  =   𝛽1 + 𝛽2 𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
2β2 – 6 β3 = 8  →  β2 = 3 β3 +4    denez,  
𝑌𝑖  =  𝛽1 + (3𝛽3 + 4)𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖∗ 
𝑌𝑖  =   𝛽1 + 4 𝑋2𝑖 + 𝛽3(3𝑋2𝑖 + 𝑋3𝑖) + 𝑢𝑖∗ 
4 𝑋2𝑖 ezaguna denez, berdintzaren ezker aldera pasatuko da aldagai endogeno 
berri bat osatuz. Lortuko den murriztutako eredua, kasu honetan eredu bakuna,  honako 
hau da: 
𝑌𝑖 −  4 𝑋2𝑖 =   𝛽1 + 𝛽3(3𝑋2𝑖 + 𝑋3𝑖) + 𝑢𝑖∗ 
Murriztutako ereduko aldagai endogeno berria 𝑌𝑖∗ =  𝑌𝑖 −  4 𝑋2𝑖 da, eta eredu 
bakuneko aldagai azaltzailea, berriz, 𝑋𝑖∗ = 3𝑋2𝑖 + 𝑋3𝑖. Eredu hori kTA bitartez 
zenbatetsiko da: 
𝑌(𝑁�1)∗ =  𝑋(𝑁�2)∗  𝛽(2�1) +  𝑈(𝑁�1)∗  
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Murriztutako ereduko aldagai endogeno berria Yi* = Yi – 4 X2i da, eta eredu bakuneko aldagai 
azaltzailea, berriz, Xi* = 3X2i + X3i. Eredu hori kTA bitartez zenbatetsiko da:
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𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾)  
Non H BEM ez-murriztut ko ereduko Hondar k rratuen Batur  baita, HkBM 
murriztutako ereduko Hondar karratuen Batura (hau da, murrizketak kontuan hartzen 
dituen eredua), q murrizketa kopurua, eta, azkenik, (N-k) ez-murriztutako ereduko 
askatasun-graduak.  
Demagun hurrengo erregresio-eredua eta 2β2 – 6 β3 = 8 murrizketa. Murrizketa 
hori kontuan hartzen duen murriztutako eredua lortzeko, honako pauso hauek jarraituko 
dira: 
𝑌𝑖  =   𝛽1 + 𝛽2 𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
2β2 – 6 β3 = 8  →  β2 = 3 β3 +4   denez,  
𝑌𝑖    𝛽1 (3𝛽3 + 4)𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖∗ 
𝑖   4 𝑋2𝑖 𝛽3(3𝑋2𝑖 + 𝑋 𝑖) + 𝑢𝑖∗ 
4 𝑋2𝑖 ezaguna denez, berdintzaren ezker aldera pasatuko da aldagai endogeno 
berri bat osatuz. Lortuko den murriztutako eredua, kasu honetan eredu bakuna,  honako 
hau da: 
𝑌𝑖 −  4 𝑋2𝑖 =   𝛽1 𝛽3(3𝑋2𝑖 𝑋3𝑖)  𝑢𝑖∗ 
Murriztutako ereduko aldagai endogeno berria 𝑌𝑖∗ =  𝑌𝑖 −  4 𝑋2𝑖 da, eta eredu 
bakuneko aldagai azaltzailea, berriz, 𝑋𝑖∗ = 3𝑋2𝑖 + 𝑋3𝑖. Eredu hori kTA bitartez 
zenbatetsiko da: 
𝑌(𝑁�1)∗ =  𝑋(𝑁�2)∗  𝛽(2�1) +  𝑈(𝑁�1)∗  
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𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾)  
Non HkBEM ez-murriztutako ereduko Hondar karratuen Batura baita, HkBM 
murriztutako ereduko Hondar karratuen Batura (hau da, murrizketak kontuan hartzen 
dituen eredua), q murrizketa kopurua, eta, azkenik, (N-k) ez-murriztutako ereduko 
askatasun-graduak.  
Demagun hurrengo erregresio-eredua eta 2β2 – 6 β3 = 8 murrizketa. Murrizketa 
hori kontuan hartzen duen murriztutako eredua lortzeko, honako pauso hauek jarraituko 
dira: 
𝑌𝑖  =   𝛽1 + 𝛽2 𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
2β2 – 6 β3 = 8  →  β2 = 3 β3 +4    denez,  
𝑌𝑖  =   𝛽1 + (3𝛽3 + 4)𝑋2𝑖 + 𝛽3𝑋3𝑖 +  𝑢𝑖∗ 
𝑌𝑖  =   𝛽1 + 4 𝑋2𝑖 + 𝛽3(3𝑋2𝑖 + 𝑋3𝑖) + 𝑢𝑖∗ 
4 𝑋2𝑖 ezaguna denez, berdintzaren ezker aldera pasatuko da aldagai endogeno 
berri bat osatuz. Lortuko den murriztutako eredua, kasu honetan eredu bakuna,  honako 
hau da: 
𝑌𝑖 −  4 𝑋2𝑖 =   𝛽1 + 𝛽3(3𝑋2𝑖 + 𝑋3𝑖) + 𝑢𝑖∗ 
Murriztutako ereduko aldagai endogeno berria 𝑌𝑖∗ =  𝑌𝑖 −  4 𝑋2𝑖 da, eta eredu 
bakuneko aldagai azaltzailea, berriz, 𝑋𝑖∗ = 3𝑋2𝑖 + 𝑋3𝑖. Eredu hori kTA bitartez 
zenbatetsiko da: 
𝑌(𝑁�1)∗ =  𝑋(𝑁�2)∗  𝛽(2�1) +  𝑈(𝑁�1)∗  
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Hortaz, eredua kTA bitartez zenbatetsiz (
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ortaz, eredua  it rt  𝛽�∗ =  ( 𝑋∗´  𝑋∗)−1  𝑋∗´ 𝑌∗), dagokion 
Hondar karratuen Batura lortuko da, hau da, HkBM = Y*´Y* -  𝛽�∗´ 𝑋∗´ 𝑌∗. 
7.3 Koefizienteen murrizketa linealen kontrasteak Gretl-ekin 
Soldataren adibidea oinarritzat hartuz, Gretl-ekin zenbait kontraste nola gauzatzen 
diren azalduko da atal honetan. 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
Eredua kTA bitartez zenbatetsiko da: 
 
 
Zenbatespen-emaitzetan ikusten den bezala, banakako esangura-kontrasteak 
eginez gero, %5eko esangura-mailarekin hezkuntza-urteak, antzinatasuna, eta generoa 
nabariak dira soldata azaltzeko. Bestalde, %5eko esangura-mailarekin, mantenu-lana 
duen langile baten batez besteko soldataren diferentzia ezaugarri berdineko baina 
bulegoan lan egiten duen langile batenarekiko esanguratsua dela ondorioztatzen da, eta, 
azkenik, %5eko esangura-mailarekin, tailerrean lan egiten duen langile baten batez 
besteko soldataren diferentzia ezaugarri berdineko baina bulegoan lan egiten duen 
batenarekiko ez dela esanguratsua esango da; bai, ordea, %10eko esangura-mailarekin.  
 
Hondar ka-
rratuen Batura lortuko da, hau da, 
7. GAIA. Murrizketa linealen kontrasteak eta iragarpenak 
91 
 
Hortaz, eredua kTA bitartez zenbatetsiz (𝛽�∗ =  ( 𝑋∗´  𝑋∗)−1  𝑋∗´ 𝑌∗), dagokion 
Hondar ka HkBM = Y*´Y* -  𝛽�∗´ 𝑋∗´ 𝑌∗. 
7.3 Koefizienteen murrizketa linealen kontrasteak Gretl-ekin 
Soldataren adibidea oinarritzat hartuz, Gretl-ekin zenbait kontraste nola gauzatzen 
diren azalduko da atal honetan. 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
Eredua kTA bitartez zenbatetsiko da: 
 
 
Zenbatespen-emaitzetan ikusten den bezala, banakako esangura-kontrasteak 
eginez gero, %5eko esangura-mailarekin hezkuntza-urteak, antzinatasuna, eta generoa 
nabariak dira soldata azaltzeko. Bestalde, %5eko esangura-mailarekin, mantenu-lana 
duen langile baten batez besteko soldataren diferentzia ezaugarri berdineko baina 
bulegoan lan egiten duen langile batenarekiko esanguratsua dela ondorioztatzen da, eta, 
azkenik, %5eko esangura-mailarekin, tailerrean lan egiten duen langile baten batez 
besteko soldataren diferentzia ezaugarri berdineko baina bulegoan lan egiten duen 
batenarekiko ez dela esanguratsua esango da; bai, ordea, %10eko esangura-mailarekin.  
 
7.3. Koefizienteen murrizketa linealen kontrasteak Gretl-ekin
Soldataren adibidea oinarritzat hartuz, Gretl-ekin zenbait kontraste nola gauzatzen diren azal-
duko da atal honetan.
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + ui
Eredua kTA bitartez zenbatetsiko da:
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Zenbatespen-emaitzetan ikusten den bezala, banakako esangura-kontrasteak eginez gero, 
% 5eko esangura-mailarekin hezkuntza-urteak, antzinatasuna, eta generoa nabariak dira soldata 
azaltzeko. Bestalde, % 5eko esangura-mailarekin, mantenu-lana duen langile baten batez besteko 
soldataren diferentzia ezaugarri berdineko baina bulegoan lan egiten duen langile batenarekiko 
esanguratsua dela ondorioztatzen da, eta, azkenik, % 5eko esangura-mailarekin, tailerrean lan egi-
ten duen langile baten batez besteko soldataren diferentzia ezaugarri berdineko baina bulegoan lan 
egiten duen batenarekiko ez dela esanguratsua esango da; bai, ordea, % 10eko esangura-mailare-
kin.
Bestalde, aldagai guztien baterako esangura kontrastatuz gero, hau da,
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kontrastatu nahi izanez gero, aukera desberdinak daude. Alde batetik, hipotesi 
hutsa kontuan izanik, honako estatistiko hau erabil daiteke, eta zenbatespen-emaitzetan 
mugatze-koefizientea azaltzen denez (R2=0,549), k-1=5 izanik eta N-k=43, F-ren balioa 
eskuz kalkula daiteke. 
𝐹 =  𝑅2 (𝐾 − 1)�(1 − 𝑅2) (𝑁 −𝐾)�   ~   ℱ(𝐾−1 ,   𝑁−𝐾) 




Hortaz,  F= 10,48 > ℱ(5  ,   43)| 0,05 = 2,43 denez, %5eko esangura-mailarekin 
aldagai azaltzaileak batera nabariak dira.  
Beste aukera bat estatistiko orokorrarekin egitea da, hau da, hipotesi hutsa kontuan 
izanik: 
𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾) 
kontrastatu nahi izanez gero, aukera desberdinak daude. Alde batetik, hipotesi hutsa kontuan iza-
nik, honako estatistiko hau erabil daiteke, eta zenbatespen-emaitzetan mugatze-koefizientea azal-
tzen denez (R2 = 0,549), K – 1 = 5 izanik eta N – K = 43, F-ren balioa eskuz kalkul  daiteke.
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kontrastatu nahi izanez gero, aukera desberdinak daude. Alde batetik, hipotesi 
hutsa kontuan izanik, honako estatistiko hau erabil daiteke, eta zenbatespen-emaitzetan 
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eskuz kalkula daiteke. 
𝐹 =  𝑅2 (𝐾 − 1)�(1 − 𝑅2) (𝑁 −𝐾)�   ~   ℱ(𝐾−1 ,   𝑁−𝐾) 




Hortaz,  F= 10,48 > ℱ(5  ,   43)| 0,05 = 2,43 denez, %5eko esangura-mailarekin 
aldagai azaltzaileak batera nabariak dira.  
Beste aukera bat estatistiko orokorrarekin egitea da, hau da, hipotesi hutsa kontuan 
izanik: 
𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾) 
Edo, zenbatespen-emaitzetan fijatuz, zuzenean F-ren balioa ageri dela ohartu. Hau da:
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Hortaz, F = 10,48 > ℱ(5,43)	 ǀ	0,05 = 2,43 denez, % 5eko esangura-mailarekin aldagai azaltzai-
leak batera nabariak dira.
Beste aukera bat estatistiko orokorrarekin egitea da, hau da, hipotesi hutsa kontuan iza-
nik:
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kontrastatu nahi izanez gero, aukera desberdinak daude. Alde batetik, hipotesi 
hutsa kontuan izanik, honako estatistiko hau erabil daiteke, eta zenbatespen-emaitzetan 
mugatze-koefizientea azaltzen denez (R2=0,549), k-1=5 izanik eta N-k=43, F-ren balioa 
eskuz kalkula daiteke. 
𝐹 =  𝑅2 (𝐾 − 1)�(1 − 𝑅2) (𝑁 −𝐾)�   ~   ℱ(𝐾−1 ,   𝑁−𝐾) 




Hortaz,  F= 10,48 > ℱ(5  ,   43)| 0,05 = 2,43 denez, %5eko esangura-mailarekin 
aldagai z ltzaileak batera nabariak dira.  
Beste aukera bat estatistiko okorrarekin gite  da, hau da, hipotesi hutsa 
izanik: 
𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾) 
Non ez-murriztutako eredua atal honetan adierazitako soldataren eredua baita, eta, beraz, 
HKBEZ = 9094696 da, q = 5 eta N – K = 43. Murriztutako eredua, berriz, aldagai azaltzailerik ga-
beko eredua da:
SOLDATAi = β1 + ui*
Ohartu HKBM = 2,0172 107 dela, hau da, KTBren berdina. Aldagai azaltzailerik ez izatean, 
erregresio honi dagokion mugatze-koefizientea zero da. Logikoa denez, aukera honekin lortuko 
den emaitza aurreko aukerarekin lortutakoaren berdina da, aldagai azaltzaile guztiak batera naba-
riak direla, alegia.
Azkenik, edozein murrizketa kontrastatzeko erabil daitekeen aukera jarraituz, hau da, 
Gretl-ek edozein murrizketa kontrastatzeko aukera erabiliz, ondorio berdinera heltzen da. Edozein 
murrizketa kontrastatzeko segi beharreko pausoak honako hauek dira:
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Lehendabizi, zenbatespen-leihatilan kontrasteak → Murrizketa linealak klikatu behar da, eta 
jarraian irtengo den leihatilan, kontrastatu nahi diren murrizketak idatziko dira. Murrizketa bakoi-
tza errenkada batean idatzi behar da, eta, gainera, βk erabili beharrean, bk idatzi beharko da. Adibi-
dean, baterako esangura-kontrastea egiteko β2 = β3 = ··· = β6 = 0 bost murrizketak bost errenkade-








Irtengo den leihatilan informazio desberdina ageri da, eta, askotan, komenigarria izaten da 
ezarritako murrizketa ondo idatzi den jakiteko. Bestalde, leihatila honetan zuzenean F estatistikoa-
ren balioa ageri da, eta baita dagokion p-balioa ere. Jakina, aurreko aukerekin lortutako balio ber-
dinak irtengo du.
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HkBtan oinarritzen den estatistikoarekin, edozein murrizketa kopuru kontrasta daiteke. De-
magun gai honetan azaldu den murrizketa kontrastatu nahi dela; mantenu- lanetan ari den langile 
baten batez besteko soldata ezaugarri berdinak dituen baina bulegoan lan egiten duen langileare-
narekin alderatuta, lantegi edo tailerrean lan egiten duenak izango duen diferentziaren bikoitza 
dela, alegia. Aurretik azaldu bezala, β5 = 2 β6 kontrastatu nahi da, eta aukera bat da, azaldutako 
w = β5 – 2 β6 = 0rekin egitea.
Beste aukera bat, ordea, estatistiko orokorrarekin egitea da, hau da:
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 Beste aukera bat, ordea, estatistiko orokorrarekin egitea da, hau da: 
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𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾) 
kTA zenbatespen-emaitzetako leihatilan murrizketa ezarriz gero, hau da, b5-
2*b6=0, Gretl-ek zuzenean F estatistiko honen balioa ematen du, eta baita dagokion p-
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 Beste aukera bat, ordea, estatistiko orokorrarekin egitea da, hau da: 
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𝐹 =  (𝐻𝐾𝐵𝑀 −  𝐻𝐾𝐵𝐸𝑀) 𝑞�
𝐻𝐾𝐵𝐸𝑀 (𝑁 − 𝐾)�   ~ ℱ(𝑞 ,   𝑁−𝐾) 
kTA zenbatespen-emaitzetako leihatilan murrizketa ezarriz gero, hau da, b5-
2*b6=0, Gretl-ek zuzenean F estatistiko honen balioa ematen du, eta baita dagokion p-





kTA zenbatespen-emaitzetako leihatilan murrizket  ezarriz gero, hau da, b5-2*b6=0, 
Gretl-ek zuzenean F estatistiko honen balioa ematen du, eta baita dagokion p-balioa ere, kontras-
tea err z gauzatuz.
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F = 0,0193 < ℱ(1,43)	ǀ	0,05 = 4,06 denez, % 5eko esangura-mailarekin hipotesi hutsa ez da baz-
tertzen, eta, beraz, mantenu-lanetan ari den langile baten batez besteko soldata ezaugarri berdinak 
dituen baina bulegoan lan egiten duen langilearenarekin alderatuta, tailerrean lan egiten duenak 
izango duen diferentziaren bikoitza dela ondorioztatzen da.
Ohartu horrela lortzen den F-ren balioa, 0,0193506, murrizketa hori w-rekin egiten genuen 
t-estatistikoaren berbidura dela, hau da, (0,139)2.
β5 = 2 β6 murrizketa kontrastatzeko osatu behar den F estatistikoaren elementu guztiak lortu 
nahi izanez gero, ez-murriztutako ereduko HKBEM eta askatasun-graduak beharko dira, eta baita 
murriztutako ereduko HKBM ere.
Ez-murriztutako eredua:
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + ui
HKBEM = 9,0906 106    N – K = 43
Murriztutako eredua lortzeko, murrizketa ereduan barneratuko da, eta elementuak ordenatu, 
ezagutzen den guztia berdintzaren ezkerraldera pasatuz (kasu honetan ez).
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + 2 β6 MANTi + β6 LANTi + ui*
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β6 (2 MANTi + LANTi) + ui*
Gretl-ekin murriztutako eredu hori zenbatetsi behar denez, aldagai bat sortu behar da, 
(2 MANTi + LANTi) alegia. Horretarako, Gehitu → Definitu aldagai berria klikatuko da, eta, on-
doren, sortu nahi den aldagaiaren formula jarriko da, betiere, aldagai berriaren izena jarri behar 
dela kontuan izanik (adibidean, MANTLANT izena jarriko da).
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 𝐹 =  (𝐻𝐾𝐵𝑀− 𝐻𝐾𝐵𝐸𝑀) 𝑞�𝐻𝐾𝐵𝐸𝑀 (𝑁−𝐾)� =  (9094696−9090605 ) 1�9090605 43�   = 0,0193 < ℱ(1 ,   43)| 0,05 = 4,06 denez, 
%5eko esangura-mailarekin hipotesi hutsa ez da baztertzen, eta, beraz, mantenu-lanetan 
ari den langile baten batez besteko soldata ezaugarri berdinak dituen baina bulegoan lan 
egiten duen langilearenarekin alderatuta, lantegi edo tailerrean lan egiten duenak izango 
duen diferentziaren bikoitza dela ondorioztatzen da.  
 
7.4 Puntuzko eta tartezko iragarpenak 
Ekonometriaren helburu nagusia ereduaren zenbatespen on bat lortzea dela 
pentsatzen bada ere, sarritan, iragarpen zehatzak lortzea ere oso garrantzitsua da. Eredua 
zuzenki zehaztu ondoren, parametroak zenbatetsiko dira, eta, kontrasteak eginez, ereduari 
oniritzia emango zaio ala ez. Emaitza ezezkoa bada, eredua berriro zehaztu beharko da, 
eta pauso guztiak berregin. Eredua onartuz gero, iragarpenak egiteko erabil daiteke, edota 
«zein izango litzateke aldagai azalduaren balioa aldagai azaltzaileek balio konkretu bat 
hartzen badute» motako galderei erantzun ahal izango diegu. 
Demagun Erregresio Lineal Orokorraren Eredua: 
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + ⋯+  𝛽𝐾𝑋𝐾𝑖 +  𝑢𝑖        𝑖 = 1, 2, … ,𝑁 
 
% 5eko esangura-mailarekin hipotesi hutsa ez da baztertzen, eta, beraz, mantenu-lanetan ari den 
langile baten batez besteko soldata ezaugarri berdinak dituen baina bulegoan lan egiten duen lan-
gilearenarekin alderatut , lant g  edo tailerrean lan egiten duenak izango duen diferentziaren bi-
koitza dela ondorioztatzen da.
7.4. Puntuzko eta tartezko iragarpenak
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ere, sarritan, iragarpen zehatzak lortzea ere oso garrantzitsua da. Eredua zuzenki zehaztu ondoren, 
parametroak zenbatetsiko dira, eta, kontrasteak eginez, ereduari oniritzia emango zaio ala ez. Emai-
tza ezezkoa bada, eredua berriro zehaztu beharko da, eta pauso guztiak berregin. Eredua onartuz 
gero, iragarpenak egiteko erabil daiteke, edota «zein izango litzateke aldagai azalduaren balioa al-
dagai azaltzaileek balio konkretu bat hartzen badute» motako galderei erantzun ahal izango diegu.
Demagun Erregresio Lineal Orokorraren Eredua:
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egiten duen langilearenarekin alderatuta, lantegi edo tailerrean lan egiten duenak izango 
duen diferentziaren bikoitza dela ondorioztatzen da.  
 
7.4 Puntuzko eta tartezko iragarpenak 
Ekonometriaren helburu nagusia ereduaren zenbatespen on bat lortzea dela 
pentsatzen bada ere, sarritan, iragarpen zehatzak lortzea ere oso garrantzitsua da. Eredua 
zuzenki zehaztu ondoren, parametroak zenbatetsiko dira, eta, kontrasteak eginez, ereduari 
oniritzia emango zaio ala ez. Emaitza ezezkoa bada, eredua berriro zehaztu beharko da, 
eta pauso guztiak berregin. Eredua onartuz gero, iragarpenak egiteko er bil daiteke, edota 
«zein izango litzateke aldagai azalduaren balioa aldagai azaltzaileek balio konkretu bat 
h rtzen badute» motako galderei erantzun ahal izango diegu. 
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 Eta dagokion Lagineko Erregresio Funtzioa:
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Eta dagokion Lagin ko Erregresio Funtzioa: 
𝑌�𝑖 = 𝛽�1 +  𝛽�2 𝑋2𝑖 + ⋯+ 𝛽�𝐾𝑋𝐾𝑖      𝑖 = 1,2, … ,𝑁 
Orduan, aldagai azaltzaileen behaketa berri bat izanik -hau da X2p, X3p,…,Xkp 
behaketak adibidez, non 𝑝 ∉ (1,2, … ,𝑁)- honako bektore hau osatuko da: 
𝑋?´? = [1   𝑋2𝑝   𝑋3𝑝 … 𝑋𝐾𝑝] 
Lagineko Erregresio Funtzioa erabil daiteke aldagai azalduak izango lukeen 
balioa aurresateko (puntuzko iragarpena): 
𝑌�𝑝 = 𝛽�1 +  𝛽�2 𝑋2𝑝 + ⋯+ 𝛽�𝐾𝑋𝐾𝑝       
Hala ere, aldagai azalduaren p momentuko edo banakoaren benetako balioa 
jakitean, errore bat egin dela antzemango da (iragarpenaren errorea: 𝑒𝑝 =  𝑌𝑝 −  𝑌�𝑝), 
aldagai azaltzaileen balioetan errorea dagoelako, koefizienteen zenbatesleak erabili 
direlako, Yp up perturbazioaren menpekoa delako (hau da, behaketa horri dagokion 
perturbazioaren mende), etab. Horregatik, komenigarria izaten da tartezko iragarpen bat 
egitea, nolabait iragarpenaren zehaztasun neurri bat kontuan hartzen baitu. 
Tartezko iragarpena lortzeko, iragarpenaren errorearen banaketan oinarrituko 
gara, up eta 𝛽�  aldagai aleatorio normalak badira, aurresandako edo iragarpenaren errorea 
ere normala baita: 
𝑒𝑝 ~ 𝑁(0,𝜎2(1 + 𝑋?´? (𝑋´𝑋)−1 𝑋𝑝)) 
Orokorrean, 𝜎2 ezezaguna izaten denez, bere zenbatesle alboragabea erabiliz 
�𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)�, honako estatistiko eta banaketa hauek lortuko genituzke: 
𝑒𝑝
𝜎��1 +  𝑋?´?(𝑋´𝑋)−1𝑋𝑝 =  𝑒𝑝𝜎�𝑒𝑝 ~  𝑡(𝑁−𝐾) 
 
Eta hemendik, puntuzko iragarpenaren inguruan, aldagai azalduak p momentuan 
hartuko lukeen balioaren iragarpen-tarte bat lortuko da 1-α konfiantza-mailarekin. 
 
 
Orduan, aldagai azaltzaileen behaketa berri bat izanik —hau da X2p, X3p, …, XKp behaketak 
adibidez, non p ∉ (1, 2, ..., N)— honako bektore hau osatuko da:
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ere normala baita: 
𝑒𝑝 ~ 𝑁(0,𝜎2(1 + 𝑋?´? (𝑋´𝑋)−1 𝑋𝑝)) 
Orokorrean, 𝜎2 ezezaguna izaten denez, bere zenbatesle alboragabea erabiliz 
�𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)�, honako estatistiko eta banaketa hauek lortuko genituzke: 
𝑒𝑝
𝜎��1 +  𝑋?´?(𝑋´𝑋)−1𝑋𝑝 =  𝑒𝑝𝜎�𝑒𝑝 ~  𝑡(𝑁−𝐾) 
 
Eta hemendik, puntuzko iragarpenaren inguruan, aldagai azalduak p momentuan 
hartuko lukeen balioaren iragarpen-tarte bat lortuko da 1-α konfiantza-mailarekin. 
 
 
Lagineko Erregresio Funtzioa erabil daiteke aldagai azaldu k izango lukee  balioa aurresa-
teko (puntuzko iragarpena):
7. GAIA. Murrizketa linealen kontrasteak eta iragarpenak 
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Eta dagokion Lagineko Erregresio Funtzioa: 
𝑌�𝑖 = 𝛽�1 +  𝛽�2 𝑋2𝑖 + ⋯+ 𝛽�𝐾𝑋𝐾𝑖      𝑖 = 1,2, … ,𝑁 
Orduan, aldagai azaltzaileen behaketa berri bat izanik -hau da X2p, X3p,…,Xkp 
behaketak adibidez, non 𝑝 ∉ (1,2, … ,𝑁)- honako bektore hau osatuko da: 
𝑋?´? = [1   𝑋2𝑝   𝑋3𝑝 … 𝑋𝐾𝑝] 
Lagineko Erregresio Funtzioa erabil daiteke aldagai azalduak izango lukeen 
balioa aurresateko (puntuzko iragarpena): 
𝑌�𝑝 = 𝛽�1 +  𝛽�2 𝑋2𝑝 + ⋯+ 𝛽�𝐾𝑋𝐾𝑝       
Hala ere, aldagai azalduaren p momentuko edo banakoaren benetako balioa 
jakitean, errore bat egin dela antzemango da (iragarpenaren errorea: 𝑒𝑝 =  𝑌𝑝 −  𝑌�𝑝), 
aldagai azaltzaileen balioetan errorea dagoelako, koefizienteen zenbatesleak erabili 
direlako, Yp up perturbazioaren menpekoa delako (hau da, behaketa horri dagokion 
perturbazioaren mende), etab. Horregatik, komenigarria izaten da tartezko iragarpen bat 
egitea, nolabait iragarpenaren zehaztasun neurri bat kontuan hartzen baitu. 
Tartezko iragarpena lortzeko, iragarpenaren errorearen banaketan oinarrituko 
gara, up eta 𝛽�  aldagai aleatorio normalak badira, aurresandako edo iragarpenaren errorea 
ere normala baita: 
𝑒𝑝 ~ 𝑁(0,𝜎2(1 + 𝑋?´? (𝑋´𝑋)−1 𝑋𝑝)) 
Orokorrean, 𝜎2 ezezaguna izaten denez, bere zenbatesle alboragabea erabiliz 
�𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)�, honako estatistiko eta banaketa hauek lortuko genituzke: 
𝑒𝑝
𝜎��1 +  𝑋?´?(𝑋´𝑋)−1𝑋𝑝 =  𝑒𝑝𝜎�𝑒𝑝 ~  𝑡(𝑁−𝐾) 
 
Eta hemendik, puntuzko iragarpenaren inguruan, aldagai azalduak p momentuan 
hartuko lukeen balioaren iragarpen-tarte bat lortuko da 1-α konfiantza-mailarekin. 
 
 
Hala ere, ldagai azaldu ren p mom tuko edo banakoaren benetako balioa jakitean, errore bat 
egin dela antzemango da (iragarpenaren errorea: ep = Yp – Ŷp), aldagai azaltzaileen balioetan erro-
rea dagoel ko, koefizienteen zenb tesleak erabili irelako, Yp up pertu bazioaren menpekoa delako 
(hau da, behaketa horri dagokion perturbazioaren mende), etab. Horregatik, komenigarria izaten da 
tartezko iragarpen bat egitea, nolabait iragarpenaren zehaztasun neurri bat kontuan hartzen baitu.
Tartezko iragarpena lortzeko, iragarpenaren errorearen banaketan oinarrituko gara, up eta 
β̂ aldagai aleatorio normalak badira, aurresandako edo iragarpenaren errorea ere normala baita:
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Eta dagokion Lagineko Erregresio Funtzio : 
𝑌�𝑖 = 𝛽�1 +  𝛽�2 𝑋2𝑖 + ⋯+ 𝛽�𝐾𝑋𝐾𝑖      𝑖 = 1,2, … ,𝑁 
Orduan, aldagai azaltzaileen behaketa berri bat izanik -hau da X2p, X3p,…,Xkp 
behaketak adibidez, non 𝑝 ∉ (1,2, … ,𝑁)- honako bektore hau osatuko da: 
𝑋?´? = [1   𝑋2𝑝   𝑋3𝑝 … 𝑋𝐾𝑝] 
Lagineko Erre resio Funtzioa erabil dait ke aldag i azald ak izango lukeen 
balioa aurres teko (pu tuzko iragarpena): 
𝑌�𝑝 = 𝛽�1 +  𝛽�2 𝑋2𝑝 + ⋯+ 𝛽�𝐾𝑋𝐾𝑝       
Hal  er , aldagai azalduaren p momentuko edo b n koaren benet ko balioa 
jakitean, errore bat egi  dela antzema go da (iragarpenaren errorea: 𝑒𝑝 =  𝑌𝑝 −  𝑌�𝑝), 
aldagai azaltzaileen balioetan errorea dagoelako, koefizienteen zenbatesleak erabili 
direlako, Yp up perturbazioaren menpekoa delako (hau da, behaketa horri dagokion 
perturbazioaren mende), tab. H rregatik, komenigarria izaten da tartezko iragarpen bat 
egitea, nolabait iragarpenaren zehaztasun eurri bat kontua  hartzen baitu. 
Tartezko iragarpena lortzeko, iragarpenaren errorearen banaketan oinarrituko 
gara, up eta 𝛽�  aldagai aleat rio ormalak b dira, aurres ndako edo iragarpenaren errorea 
ere normal  baita: 
𝑒𝑝 ~ 𝑁(0,𝜎2(1 + 𝑋?´? (𝑋´𝑋)−1 𝑋𝑝)) 
Orokorrean, 𝜎2 ezezaguna izaten denez, be e ze b tesle albor gabe  erabiliz 
�𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)�, honako estatistiko eta banaketa hauek lortuko genituzke: 
𝑒𝑝
𝜎��1 +  𝑋?´?(𝑋´𝑋)−1𝑋𝑝 =  𝑒𝑝𝜎�𝑒𝑝 ~  𝑡(𝑁−𝐾) 
 
Eta hemendik, puntuzko iragarpenaren inguruan, aldagai azalduak p momentuan 





Orokorrean, σ2 ezezaguna izaten denez, bere zenbatesle alboragabea erabiliz 
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Eta dagokion Lagineko Erregresio Funtzioa: 
𝑌�𝑖 = 𝛽�1 +  𝛽�2 𝑋2𝑖 + ⋯+ 𝛽�𝐾𝑋𝐾𝑖      𝑖 = 1,2, … ,𝑁 
Orduan, aldagai azaltzaileen behaketa berri bat izanik -hau da X2p, X3p,…,Xkp 
behaketak adibidez, non 𝑝 ∉ (1,2, … ,𝑁)- honako bektore hau osatuko da: 
𝑋?´? = [1   𝑋2𝑝   𝑋3𝑝 … 𝑋𝐾𝑝] 
Lagineko Erregresio Funtzioa erabil daiteke aldagai azalduak izango lukeen 
balioa aurresateko (puntuzko iragarpena): 
𝑌�𝑝 = 𝛽�1 +  𝛽�2 𝑋2𝑝 + ⋯+ 𝛽�𝐾𝑋𝐾𝑝       
Hala ere, aldagai azalduaren p momentuko edo banakoaren benetako balioa 
jakitean, errore bat egin dela antzemango da (iragarpenaren errorea: 𝑒𝑝 =  𝑌𝑝 −  𝑌�𝑝), 
aldagai azaltzaileen balioetan errorea dagoelako, koefizienteen zenbatesleak erabili 
direlako, Yp up perturbazioaren menpekoa delako (hau da, behaketa horri dagokion 
perturbazioaren mende), etab. Horregatik, komenigarria izaten da tartezko iragarpen bat 
egitea, nolabait iragarpenaren zehaztasun neurri bat kontuan hartzen baitu. 
Tartezko iragarpena lortzeko, iragarpenaren errorearen banaketan oinarrituko 
gara, up eta 𝛽�  aldagai aleatorio normalak badira, aurresandako edo iragarpenaren errorea 
ere normala baita: 
𝑒𝑝 ~ 𝑁(0,𝜎2(1 + 𝑋?´? (𝑋´𝑋)−1 𝑋𝑝)) 
Orokorrean, 𝜎2 ezezaguna izaten denez, bere zenbatesle alboragabea erabiliz 
�𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)�, honako estatistiko eta banaketa hauek lortuko genituzke: 
𝑒𝑝
𝜎��1 +  𝑋?´?(𝑋´𝑋)−1𝑋𝑝 =  𝑒𝑝𝜎�𝑒𝑝 ~  𝑡(𝑁−𝐾) 
 
Eta hemendik, puntuzko iragarpenaren inguruan, aldagai azalduak p momentuan 




honako estatistiko eta banaketa hauek lortuko genituzke:
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Eta dagokion Lagineko Erregresio Funtzioa: 
𝑌�𝑖 = 𝛽�1 +  𝛽�2 𝑋2𝑖 + ⋯+ 𝛽�𝐾𝑋𝐾𝑖      𝑖 = 1,2, … ,𝑁 
Orduan, aldagai azaltzaileen behaketa berri bat izanik -hau da X2p, X3p,…,Xkp 
behaketak adibidez, non 𝑝 ∉ (1,2, … ,𝑁)- honako bektore hau osatuko da: 
𝑋?´? = [1   𝑋2𝑝   𝑋3𝑝 … 𝑋𝐾𝑝] 
Lagineko Erregresio Funtzioa erabil daiteke aldagai azalduak izango lukeen 
balioa aurresateko (puntuzko iragarpena): 
𝑌�𝑝 = 𝛽�1 +  𝛽�2 𝑋2𝑝 + ⋯+ 𝛽�𝐾𝑋𝐾𝑝       
Hala ere, aldagai azalduaren p momentuko edo banakoaren benetako balioa 
jakitean, errore bat egin dela antzemango da (iragarpenaren errorea: 𝑒𝑝 =  𝑌𝑝 −  𝑌�𝑝), 
aldagai azaltzaileen balioetan errorea dagoelako, koefizienteen zenbatesleak erabili 
direlako, Yp up perturbazioaren menpekoa delako (hau da, behaketa horri dagokion 
perturbazioaren mende), etab. Horregatik, komenigarria izaten da tartezko iragarpen bat 
egitea, nolabait iragarpenaren zehaztasun neurri bat kontuan hartzen baitu. 
Tartezko iragarpena lortzeko, iragarpenaren errorearen banaketan oinarrituko 
gara, up eta 𝛽�  aldagai aleatorio normalak badira, aurresandako edo iragarpenaren errorea 
ere normala baita: 
𝑒𝑝 ~ 𝑁(0,𝜎2(1 + 𝑋?´? (𝑋´𝑋)−1 𝑋𝑝)) 
Orokorrean, 𝜎2 ezezaguna izaten denez, bere zenbatesle alboragabea erabiliz 
�𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)�, honako estatistiko eta banaketa hauek lortuko genituzke: 
𝑒𝑝
𝜎��1 +  𝑋?´?(𝑋´𝑋)−1𝑋𝑝 =  𝑒𝑝𝜎�𝑒𝑝 ~  𝑡(𝑁−𝐾) 
 
Eta hemendik, puntuzko iragarpenaren inguruan, aldagai azalduak p momentuan 
hartuko lukeen balioaren iragarpen-tarte bat lortuko da 1-α konfiantza-mailarekin. 
 
 
Eta hemendik, puntuzko iragarpenaren inguruan, aldagai azalduak p momentuan hartuko lu-
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7.5 Puntuzko eta tartezko iragarpenak Gretl-ekin 
Soldataren adibidea oinarritzat hartuz, Gretl-ekin iragarpenak egiteko jarraitu 
beharreko pausoak zein diren aztertuko da.  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
Demagun langile berri baten informazioa lortzen dela; hau da, emakumea da, 15 
hezkuntza-urte ditu, eta, enpresako bulegoan sartu berria denez, antzinatasuna 0 du. 
Langile honi 1.800 € ordainduko omen diote. Lagineko informazioarekin, langile honek 
izan beharko duen soldataren iragarpena lor daiteke eta, egiaztatu egoki ordainduko zaion 
ala ez. 
Lehen pausoa datu berria datu-basean barneratzea da. Horretarako, ereduan 
dauden aldagaiak aukeratuko dira, eta Datuak → Gehitu behaketa  klikatuko da, balioak 
barneratzen hasteko. 
 
7.5. Puntuzko eta tartezko iragarpenak Gretl-ekin
Soldataren adibidea oinarritzat hartuz, Gretl-ekin iragarpenak egiteko jarraitu beharreko pau-
soak zein diren aztertuko da.
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + ui
Demagun langile berri baten informazioa lortzen dela; hau da, emakumea da, 15 hez kun tza-
urte ditu, eta, enpresako bulegoan sartu berria denez, antzinatasuna 0 du. Langile honi 1.800 € or-
dainduko omen diote. Lagineko informazioarekin, langile honek izan beharko duen soldataren ira-
garpena lor daiteke eta, egiaztatu egoki ordainduko z ion ala ez.
Lehen pausoa datu berria datu-basean barneratze  da. Horretarako ereduan da den aldagaiak 
aukeratuko dira, eta Datuak → Gehitu behaketa klikatuko da, balioak barneratzen hasteko.
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Hori egiteko, barneratu diren behaketa kopurua (adibidean, behaketa bat) zein den adierazi 
behar da.
Eta datuak sartu ahal izateko, berriro aldagaiak aukeratu eta Editatu balioak klikatuko da.
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EkONOMETRIA ETA GRETL
Ondoren, kontu handia izan behar da eredua zenbatesterakoan behaketa berria ez baita kon-
tuan hartu behar (gogoratu, lagina 49 behaketez osaturik dago). Horregatik, Lagina → Ezarri ibil-
tartea aukeran
7. GAIA. ERREGRESIO LINEAL OROkORRAREN EREDUA. MURRIZkETA LINEALEN kONTRASTEAk ETA...
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Lagina nola osatzen den adieraziko da (adibidean, 49 behaketa), eta Ados klikatuko da:
Lagineko 49 behaketekin eredua kTA bitartez zenbatetsiko da, eta emaitzen leihatilan Anali-
sia → Aurresanak klikatuko.
Leihatila berrian 50 behaketa idatziko da, ondoren Ok klikatuz.
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EkONOMETRIA ETA GRETL
Lortuko den leihatilan, 50. errenkadan, emakume honen soldataren tartezko iragarpena azal-
duko da. Adibidean, langile berri horren soldata 881,81 € – 3.103,22 € bitartekoa dela iragarri da, 
eta, beraz, 1.800 €ko soldata arrazoizkoa da.
Aurreko emaitzarekin batera, irudi bat agertzen da. Bertan, orain arte lortutakoa laburbiltzen 
da; halaber, interesatzen zaigun aldagaiaren balioaren garapena (gorriz), iragarpenak (urdinez) eta 
% 95eko konfiantza-mailako tartea (berdez). Askotan, lagungarria izaten da emaitzak horrela ikus-
tea, zenbakiz osatutako taula batean baino hobeto nabari direlako aztergai den aldagaiaren ezauga-
rri nagusiak.







kolinealitate anizkoitza aldagai azaltzaileen arteko lagin-korrelazioa da. Ereduaren zehazta-
pena emanik, erregresoreetako bat besteen konbinazio lineal zehatz bezala adieraz badaiteke, or-
duan, kolinealitate anizkoitz zehatza dagoela esango da. Bestalde, posible da, erregresore bat bes-
teen konbinazio zehatza izan gabe, beren arteko erlazioa oso sakona izatea; hau da, kolinealitate 
anizkoitza altua izatea. Ondorioz, arazoa laginekoa da; hau da, ereduaren zehaztapena zuzena da, 
baina zenbatesterakoan laginean gertatzen den korrelazioaren arazoa antzemango da.
Jarraian, aipaturiko bi kasuak azalduko dira, eta baita sortzen dituzten arazoak ere.
A) Kolinealitate anizkoitz zehatza
Problemaren kasu limitea da, eta aldagai azaltzaileen artean konbinazio lineal zehatza da-
goela esan nahi du. Hau da, aldagai baten balioak izanik, beste aldagaiaren balio zehatzak lortzen 
dira. Orduan, X datu-matrizea osatuz gero, zutabe bat beste zutabe batetik erator daiteke; X datu-
matrizea ez da zutabeetan hein osokoa, hau da, h(X) < K izango da, eta, beraz, eredua ezin izango 
da era bakar batean zenbatetsi.
B) Kolinealitate anizkoitz altua
kasu honetan, aldagai azaltzaileen artean ez dago konbinazio lineal zehatzik, eta, beraz, 
X datu-matrizea zutabeetan hein osokoa da (h(X) = K) eta eredua zenbatesgarria izango da. Baina 
aldagai azaltzaileen arteko korrelazioa altua bada, bere ondorioak izango ditu zenbatespen-emai-
tzetan eta baita kontrasteetan ere.
Alde batetik, aldagai azaltzaileen korrelazioa zenbat eta handiagoa izan, ereduko koefizien-
teen zenbatesleen bariantzak ere orduan eta handiagoak izango dira, hau da, zehaztasun gutxia-
goko zenbatesleak lortuko dira. Eta, bestetik, bariantza horiek handiagoak direnean, banakako 
esangura-kontrasteak egitean, adibidez, erabiliko den t estatistikoaren balioa gero eta txikiagoa 
8. GAIA. kOLINEALITATE ANIZkOITZA
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izango denez, hipotesi hutsa ez baztertzearen probabilitatea handiago da, eta aldagaia ez esangu-
ratsua izateko aukera handiagotu egiten da. konfiantza-tarteetan ere eragina izango du, noski, ba-
riantza handiagoak tarte zabalagoa izatea ekarriko baitu.
Hala ere, oinarrizko hipotesiak betetzen direnez eta Gauss-Marcov-en teorema aplikagarria 
denez, lortzen diren koefizienteen zenbatesleak alboragabeak eta bariantza minimokoak izaten ja-
rraituko dute. Hau da, aldagai azaltzaileen arteko erlazioa sakona izan arren eta, hortaz, koefizien-
teen zenbatesleen bariantzak handiak izan arren, ezin daiteke bariantza txikiagoko beste zenba-
tesle lineal eta alboragabe bat aurkitu.
Arazoa nola antzeman
Zenbatetsi nahi den ereduko aldagai azaltzaileen arteko gradu altuko kolinealitatearen sus-
moa dago, baldin eta honako egoera hauek azaltzen badira:
— Datuetan izandako aldaketa txikiek zenbatespenetan aldaketa handiak sorrarazten dituzte.
— Zenbatetsitako koefizienteek desbideratze tipiko handiak izango dituzte, eta, ondorioz, ba-
nakako esangura-kontrasteak egitean, aldagaiak ez-nabariak izango dira. Baina, bestalde, 
mugatze-koefizientea oso altua izaten da, eta, baterako esangura-kontrastea egitean, batera 
nabariak direla irtengo da.
— Aldagaien arteko korrelazio-koefizientea oso altua izaten da, eta aldagai azaltzaile bakoi-
tzari beste aldagaien arabera erregresio laguntzaile bat zenbatetsiz gero, dagokion mugatze
-koefizientea oso handia izaten da.
— Oharra: aldagai desberdinen arteko erlazio linealak aztertzen dira, eta ereduan aldagai bat 
eta bere berbidura barneratuz gero, ez da kolinealitaterik izango.
Soluzio posibleak
Arazoa konpontzeko proposatzen diren soluzioak asko dira, baina orokorrean ez dira asebete-
garriak.
— Datu gehiago lortu edota lagin berri bat lortu, ea X´X matrizearen egitura aldatzen den; hau 
da, ahalik eta erlazio gutxien duten datu berriak lortu.
— A prioriko murrizketak barneratu. Ereduko koefiziente batek edo batzuek har ditzaketen 
balioen a prioriko informazioa izanez gero, informazio hori erabil daiteke kolinealitate 
anizkoitzaren arazoa saihesteko.
— kolinealitate anizkoitza sorrarazten duten aldagaien ikerketa sakon bat egin eta zenbates-
pen-prozeduratik kanporatu. Hala ere, ez da soluzio egokia, zehaztapen oker baten arazoa 
sor baitezake, hau da, aldagai nabarien omisioa.
8.2. Kolinealitate anizkoitza Gretl-ekin
Soldataren adibidea oinarritzat hartuz, aldagaien artean kolinealitaterik dagoen jakiteko ja-
rraitu beharreko pausoak zein diren aztertuko da Gretl-ekin.
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + ui
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Lehen pausoa datu berriak datu-basean barneratzea da; ikusi → Korrelazio matrizea klika-
tuko da, aldagaien arteko korrelazioa nolakoa den aztertzeko, hau da, ea 1 edo –1etik hurbileko 
korrelaziorik badagoen ikusteko. Leihatila berrian, aldagai guztiak aukeratuko dira, edo aztertu 
nahi diren aldagai konkretuak.
Baina badago beste aukera bat: Bariantzaren Inflazio Faktorea (ViF). Hartarako, lehendabizi 
eredua zenbatetsiko da eta zenbatespen-emaitzako leihatilan analisia klikatuz, kolinealitatea kon-
trastatzeko aukera dago. Bertan, aldagaien ViFak irtengo dira, eta 10 baino balio handiagoek koli-
nealitatea dagoela adieraziko dute.
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Baina badago beste aukera bat: Bariantzaren Inflazio Faktorea (VIF). Hartarako, 
lehendabizi eredua zenbatetsiko d  eta zenbatespen-emaitzako leihatil n analisia 
klikatuz, kolinealitatea kontrastatzeko aukera dago. Bertan, aldagaien VIFak irtengo 




j RViF   
Non,  𝑅𝑗2, j aldagaiaren beste aldagaiekiko erregresioaren mugatze-koefizientea baita. 
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karratu Txikien Murriztuen zenbateslea 
(kTM)
9.1. Sarrera
Demagun Y = Xβ + U ereduan : H0: Rβ = r murrizketaren kontrastea gauzatu dela eta hipotesi 
hutsa ez baztertzearen ondorioa lortu dela. Interesgarria litzateke eredua berriro zenbatestea, baz-
tertu ez diren murrizketa horiek kontuan hartuta. Matematikoki, honako hau da optimizazio-ari-
keta:




     
9. GAIA. Karratu Txikien Murriztuen zenbateslea (KTM) 
 
9.1 Sarrera 
Demagun 𝑌 = 𝑋𝛽 + 𝑈 ereduan 𝐻0:𝑅𝛽 = 𝑟 murrizketaren kontrastea gauzatu 
dela eta hipotesi hutsa z baztertzearen ondorioa lortu dela. I teresgarria litzateke redua 
berriro zenbatestea, baztertu ez diren murrizketa horiek kontuan hartuta. Matematikoki, 
honako hau da optimizazio-ariketa: 
�
𝑚𝑖𝑛𝛽�   𝑈�´𝑈�
𝑘.ℎ.  𝑅𝛽� = 𝑟 
Lortuko den emaitza, hau da, karratu Txikien Murriztuen zenbateslea (kTM) 
honako hau da: 
𝛽�𝐾𝑇𝑀 =  𝛽�𝑀 =  𝛽�𝐾𝑇𝐴 + (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1 (𝑟 − 𝑅 𝛽�𝐾𝑇𝐴) 
9.2 𝜷�𝑲𝑻𝑴 zenbateslearen propietateak 
1.- Perturbazioarekiko lineala da.  
2.- Orokorrean alboratua da, baina murrizketa egia denean, hau da,  𝑅𝛽 = 𝑟 
denean, alboragabea da. 
𝐸𝑋�𝛽�𝐾𝑇𝑀� =  𝐸𝑋[𝛽�𝐾𝑇𝐴 +  (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1�����������������
𝐴
  (𝑟 − 𝑅 𝛽�𝐾𝑇𝐴)]= 
= 𝐸𝑋�𝛽�𝐾𝑇𝐴� + 𝐴 (𝑟 − 𝑅 𝐸𝑋(𝛽�𝐾𝑇𝐴)) =  𝛽 + 𝐴(𝑟 − 𝑅𝛽) =  𝛽        (𝑅𝛽 = 𝑟 𝑏𝑎𝑑𝑎) 
3.- 𝛽�𝐾𝑇𝑀 zenbatesleak 𝛽�𝐾𝑇𝐴 zenbatesleak baino bariantza txikiagoak ditu beti, 
murrizketa egia edo gezurra izan.  
𝐵𝑎𝑟�𝛽�𝐾𝑇𝑀� =  𝜎2[(𝑋´𝑋)−1 −  (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1𝑅(𝑋´𝑋)−1]= 
  = 𝜎2(𝑋´𝑋)−1 −  𝜎2 (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1𝑅(𝑋´𝑋)−1= 
  = Bar(𝛽�𝐾𝑇𝐴)− 𝜎2 (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1𝑅(𝑋´𝑋)−1 < Bar(𝛽�𝐾𝑇𝐴)   
 
 
Lortuko den emaitza, hau da, karratu Txikien Murriztuen zenbateslea (kTM) honako hau 
da:
e n e
9.2. β̂KTM zenbateslearen propietateak
1. Perturbazi arekiko lineal  d .
2. Orokorrean alboratua da, baina murrizketa egia denean, hau da, Rβ = r denean, alboraga-
bea da.
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  = Bar(𝛽�𝐾𝑇𝐴)− 𝜎2 (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1𝑅(𝑋´𝑋)−1 < Bar(𝛽�𝐾𝑇𝐴)   
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3. β̂KTM zenbatesleak β̂KTA zenbatesleak baino bariantza txikiagoak ditu beti, murrizketa egia 
edo gezurra izan.
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murrizketa egia edo gezurra izan.  
𝐵𝑎𝑟�𝛽�𝐾𝑇𝑀� =  𝜎2[(𝑋´𝑋)−1 −  (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1𝑅(𝑋´𝑋)−1]= 
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  = Bar(𝛽�𝐾𝑇𝐴)− 𝜎2 (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1𝑅(𝑋´𝑋)−1 < Bar(𝛽�𝐾𝑇𝐴)   
 
 9.3. β̂KTM lortzeko beste aukera bat
karratu Txikien Murriztuak lortzeko beste aukera bat murriztutako ereduarekin lan egitean 
datza, hau da, hasierako ereduan murrizketa barneratuz eta lortzen den eredu berria (murriztutako 
eredua) karratu Txikien Arrunten bitartez zenbatetsiz.
Adibide batekin azalduko da:
Demagun Y1 = β1 + β2X2i + β3X3i + ui i = 1, 2,…, N Erregresio Linealaren Eredua eta 
β2 + β3 = 1 murrizketa. Murriztutako eredua lortzeko, murrizketa barneratuko da ereduan:




9.3 𝜷�𝑲𝑻𝑴 lortzeko beste aukera bat 
karratu Txikien Murriztuak lortzeko beste aukera bat murriztutako ereduarekin 
lan egitean datza, hau da, hasierako ereduan murrizketa barneratuz eta lortzen den eredu 
berria (murriztutako eredua) karratu Txikien Arrunten bitartez zenbatetsiz.  
Adibide batekin azalduko da: 
Demagun 𝑌𝑖 = 𝛽1 + 𝛽2𝑋2𝑖 + 𝛽3𝑋3𝑖 + 𝑢𝑖  i=1, 2,…, N Erregresio Linealaren 
Eredua eta 𝛽2 + 𝛽3 = 1 murrizketa. Murriztutako eredua lortzeko, murrizketa 
barneratuko da ereduan:  
𝑌𝑖 =  𝛽1 +  𝛽2 𝑋2𝑖 + (1 − 𝛽2)𝑋3𝑖 +  𝑢𝑖∗ = 𝛽1 +  𝛽2 𝑋2𝑖 + 𝑋3𝑖 + 𝛽2 𝑋3𝑖 +  𝑢𝑖∗  
𝑌𝑖 − 𝑋3𝑖 �����
𝑌𝑖
∗
= 𝛽1 + 𝛽2 (𝑋2𝑖 + 𝑋3𝑖) +  𝑢𝑖∗ 
Jarraian, murriztutako ereduari dagozkion X* eta Y* osatuz, ereduko bi 
koefizienteak (𝛽�1 𝑒𝑡𝑎 𝛽�2) zenbatetsiko dira: 
𝛽�∗ =  �𝛽�1
𝛽�2
� =  (𝑋∗´𝑋∗)−1 𝑋∗´𝑌∗ 
Eta falta den 𝛽�3 zenbateslea, murrizketatik lortuko da; hau da, 𝛽2 + 𝛽3 = 1 
murrizketatik, horrela, 𝛽�𝐾𝑇𝑀 bektorea lortuz. 
 
9.4 Karratu Txikien Murriztuen zenbateslea Gretl-ekin 
Soldataren adibidea oinarritzat hartuz, Gretl-ekin aldagaien artean kTM 
zenbateslea lortzeko jarraitu beharreko pausoak zein diren aztertuko da, aurreko atal 
batean azaldutako murrizketarekin; 𝛽5 = 2 𝛽6 murrizketarekin, alegia.  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
Eredua kTA bitartez zenbatestean eta murrizketa kontrastatzean, zuzenean kTM 
zenbateslea lor daiteke,  kTA zenbatespen-emaitzetako leihatilan murrizketa ezarriz 
gero, hau da, b5-2*b6=0: 
Jarraian, murriztutako ereduari dagozkion X* eta Y* osatuz, ereduko bi koefizientea  (β̂1 eta 
β̂2) zenbatetsiko dira:
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= 𝛽1 + 𝛽2 (𝑋2𝑖 + 𝑋3𝑖) +  𝑢𝑖∗ 
Jarraian, murriztutako ereduari dagozkion X* eta Y* osatuz, ereduko bi 
koefizienteak (𝛽�1 𝑒𝑡𝑎 𝛽�2) zenbatetsiko dira: 
𝛽�∗ =  �𝛽�1
𝛽�2
� =  (𝑋∗´𝑋∗)−1 𝑋∗´𝑌∗ 
Eta falta den 𝛽�3 zenbateslea, murrizketatik lortuko da; hau da, 𝛽2 + 𝛽3 = 1 
murrizketatik, horrela, 𝛽�𝐾𝑇𝑀 bektorea lortuz. 
 
9.4 Karratu Txikien Murriztuen zenbateslea Gretl-ekin 
Soldataren adibidea oinarritzat hartuz, Gretl-ekin aldagaien artean kTM 
zenbateslea lortzeko jarraitu beharreko pausoak zein diren aztertuko da, aurreko atal 
batean azaldutako murrizketarekin; 𝛽5 = 2 𝛽6 murrizketarekin, alegia.  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 +  𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖 
Eredua kTA bitartez zenbatestean eta murrizketa kontrastatzean, zuzenean kTM 
zenbateslea lor daiteke,  kTA zenbatespen-emaitzetako leihatilan murrizketa ezarriz 
gero, hau da, b5-2*b6=0: 
Eta falta den β̂3 z bateslea, murrizketatik lortuko da; hau da, β2 + β3 = 1 murrizketatik, ho-
rrela, β̂KTM bektorea lortuz.
9.4. Karratu Txikien Murriztuen zenbateslea Gretl-ekin
Soldataren dibidea oinarritzat ha tuz, Gretl-ekin aldagaien art an KTM zenbateslea lortzeko 
jarraitu beharreko pausoak zein diren aztertuko da, aurreko atal batean azaldutako murrizketare-
kin; β5 + 2 β6 murrizket rekin, legia.
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β5 MANTi + β6 LANTi + ui
Eredu  KTA bitartez zenbatestea  eta murrizketa kontrastatzean, zuzenean KTM zenbateslea 
lor daiteke, KTA zenbatespen-emaitzetako leihatilan murrizketa ezarriz gero, hau da, b5-2*b6=0:
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 lortzen da. 
Aurretik aipatu bezala, murriztutako eredua lortzeko murrizketa ereduan 
barneratuko da, eta elementuak ordenatu, ezagutzen den guztia berdintzaren ezkerraldera 
pasatuz (kasu honetan ez). 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 𝐺𝐼𝑍𝑖 + 2𝛽6 𝑀𝐴𝑁𝑇𝑖 + 𝛽6 𝐿𝐴𝑁𝑇𝑖 +  𝑢𝑖∗ 
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 𝐺𝐼𝑍𝑖 +  𝛽6 (2 𝑀𝐴𝑁𝑇𝑖 + 𝐿𝐴𝑁𝑇𝑖) +  𝑢𝑖∗ 
Gretl-ekin murriztutako eredu hau zenbatetsi behar denez, aldagai berri bat sortu behar 
da,  (2 𝑀𝐴𝑁𝑇𝑖 + 𝐿𝐴𝑁𝑇𝑖) alegia. Horretarako, Gehitu →Definitu aldagai berria klikatuko da, eta, 
ondoren, sortu nahi den aldagaiaren formula jarriko da, betiere, aldagai berriaren izena jarri behar 




l rt  a.
Aurretik aipatu bezala, murriztutako eredua lortzeko murrizketa ereduan barneratuko da, eta 
elementuak ordenatu, ezagutzen den guztia berdintzaren ezkerraldera pasatuz (kasu honetan ez).
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + 2 β6 MANTi + β6 LANTi + ui*
SOLDATAi = β1 + β2 HEZi + β3 ANTZi + β4 GiZi + β6 (2 MANTi + LANTi) + ui*
Gretl-ekin murriztutako eredu hau zenbatetsi behar denez, aldagai berri bat sortu behar da, 
(2 MANTi + LANTi) alegia. Horretarako, Gehitu → Definitu aldagai berria klikatuko da, eta, on-
doren, sortu nahi den aldagaiare formula jarriko da, betiere, aldagai berriaren izena jarri beha  
dela kontuan izanik (adibidean, MANTLANT izena jarriko da).
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Ereduan zehaztapen-errorea dagoela esango da, ereduan barneratutako aldagai azaltzai-
letzat barneratutako aldagai multzoa zuzena ez denean, bai aldagaiak falta direlako (aldagai 
nabarien omisioa) bai behar direnak baino gehiago daudelako (aldagai ez-nabarien barnera-
tzea).
10.2. Aldagai nabarien omisioa
Demagun Erregresio Lineal Orokorraren Eredu bat non oinarrizko hipotesiak betetzen bai-
tira. Ereduko X datu-matrizea N × x ordenakoa da, baina pentsa dezagun zehaztapen-errore bat 
egin dela eta azken s = K – r aldagai omititu direla. Barneratu diren aldagaiak A matrizean jasoko 
dira, eta omititu direnak, berriz, B matrizean. Hortaz, A matrizea N × r ordenakoa izango da, eta 
B matrizea N × s = N × (K – r).
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zehaztapen-errore bat egin dela eta azken s=k-r aldagai omititu direla. Barneratu diren 
ald gaiak A matrizean j soko dira, eta omititu di enak, berriz, B m trizean. Hortaz, A 
matrizea Nxr ordenakoa izango da, eta B matrizea Nxs=Nx(k-r). 






















�  →  𝛽𝐴 = �𝛽1𝛽2⋮
𝛽𝑟
�         𝛽𝐵 = �𝛽𝑟+1𝛽𝑟+2⋮
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=  (𝐴´𝐴)−1𝐴´[𝐴  | 𝐵] �𝛽𝐴
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� +  (𝐴´𝐴)−1𝐴´𝑈 = 
=  (𝐴´𝐴)−1𝐴´𝐴 𝛽𝐴 +  (𝐴´𝐴)−1 𝐴´𝐵 𝛽𝐵 +  (𝐴´𝐴)−1𝐴´𝑈 = 
 =  𝛽𝐴 +  (𝐴´𝐴)−1𝐴´𝐵 𝛽𝐵 +  (𝐴´𝐴)−1 𝐴´𝑈 
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Jarraian, egiaztatu egingo da alboragabea edo alboratua den:
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Orokorrean, beraz, aldagai nabariak omitituz gero, zenbatesten den ereduko 
koefizienteen zenbatesleak alboratuak dira, non dagokion alboratzea  𝐸(𝛽𝐴) −  𝛽𝐴 = (𝐴´𝐴)−1𝐴´𝐵 𝛽𝐵 baita. Aldagai nabariak omitituz gero eta barneratutako aldagaiak eta 
omititutakoak ortogonalak badira, hau da, A´ B = 0 bada, orduan alboragabea izango da.  
Bestalde, perturbazioaren bariantzaren zenbatesleari dagokionez, hau da, 𝜎�2 =
𝑉�´𝑉�
𝑁−𝑟
, froga daiteke zenbatesle alboratua dela. 
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𝑀𝐴𝐴=𝐴´𝑀𝐴=0  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 +  𝛽?´?𝐵´𝑀𝐴𝑈 + 𝑈´𝑀𝐴𝐵 𝛽𝐵 + 𝑈´𝑀𝐴𝑈 
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nabariak omitituz gero eta barneratutako aldagaiak eta omititutakoak ortogonalak badira, hau da, 
A´B = 0 bada, orduan alboragabea iza go da.
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� + 𝑈) = = 𝛽?´?𝐴´ 𝑀𝐴𝐴 𝛽𝐴 +  𝛽?´?𝐴´𝑀𝐴𝐵 𝛽𝐵 +  𝛽?´?𝐴´𝑀𝐴𝑈 +  𝛽?´?𝐵´𝑀𝐴𝐴 𝛽𝐴 + 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵+ 𝛽?´?𝐵´𝑀𝐴𝑈 + 𝑈´𝑀𝐴𝐴 𝛽𝐴 + 𝑈´𝑀𝐴𝐵 𝛽𝐵 + 𝑈´𝑀𝐴𝑈 = =⏟
𝑀𝐴𝐴=𝐴´𝑀𝐴=0  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 +  𝛽?´?𝐵´𝑀𝐴𝑈 + 𝑈´𝑀𝐴𝐵 𝛽𝐵 + 𝑈´𝑀𝐴𝑈 
 
𝐸�𝑉� ´𝑉�� = 𝐸�𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 +  𝛽?´?𝐵´𝑀𝐴𝑈 + 𝑈´𝑀𝐴𝐵 𝛽𝐵 + 𝑈´𝑀𝐴𝑈� = =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 +  𝛽?´?𝐵´𝑀𝐴𝐸(𝑈) + 𝐸(𝑈´)𝑀𝐴𝐵 𝛽𝐵 + 𝐸(𝑈´𝑀𝐴𝑈)  =   𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 +  𝐸(𝑈´𝑀𝐴𝑈) = 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝐸[𝑡𝑟(𝑈´𝑀𝐴𝑈)] = =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝐸[𝑡𝑟(𝑀𝐴𝑈𝑈´)] = 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝑡𝑟[𝐸(𝑀𝐴𝑈𝑈´)] = =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝑡𝑟[ 𝑀𝐴𝐸(𝑈𝑈´)] =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝑡𝑟� 𝑀𝐴 𝜎2 𝐼� =  = 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝜎2   𝑡𝑟[ 𝑀𝐴 ] 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝜎2   (𝑁 − 𝑟) 
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Jarraian, egiaztatu egingo da alboragabea edo alboratua den:  
𝐸�𝛽�𝐴� = 𝐸[𝛽𝐴 +  (𝐴´𝐴)−1𝐴´𝐵 𝛽𝐵 +  (𝐴´𝐴)−1 𝐴´𝑈] = 
=  𝛽𝐴 + (𝐴´𝐴)−1𝐴´𝐵 𝛽𝐵 +  (𝐴´𝐴)−1 𝐴´𝐸(𝑈) =  𝛽𝐴 + (𝐴´𝐴)−1𝐴´𝐵 𝛽𝐵  ≠  𝛽𝐴 
Orokorrean, beraz, aldagai nabariak omitituz gero, zenbatesten den ereduko 
koefizienteen zenbatesleak alboratuak dira, non dagokion alboratzea  𝐸(𝛽𝐴) −  𝛽𝐴 = (𝐴´𝐴)−1𝐴´𝐵 𝛽𝐵 baita. Aldagai nabariak omitituz gero eta barneratutako aldagaiak eta 
omititutakoak ortogonalak badira, hau da, A´ B = 0 bada, orduan alboragabea izango da.  
Bestalde, perturbazioaren bariantzaren zenbatesleari dagokionez, hau da, 𝜎�2 =
𝑉�´𝑉�
𝑁−𝑟
, froga daiteke zenbatesle alboratua dela. 
𝑉� ´𝑉� = �𝑌 − 𝑌��´�𝑌 − 𝑌�� = �𝑌 − 𝐴𝛽�𝐴�´�𝑌 − 𝐴𝛽�𝐴� = = (𝑌 − 𝐴 (𝐴´𝐴)−1𝐴´𝑌)´(𝑌 − 𝐴 (𝐴´𝐴)−1𝐴´𝑌) = =  �(𝐼 − 𝐴 (𝐴´𝐴)−1𝐴´ )𝑌�´�(𝐼 −  𝐴 (𝐴´𝐴)−1𝐴´)𝑌�= 
=  (𝑀𝐴𝑌)´(𝑀𝐴𝑌) = 𝑌´𝑀𝐴𝑌 = ([𝐴  | 𝐵] �𝛽𝐴𝛽
𝐵
� + 𝑈)´𝑀𝐴 ([𝐴  | 𝐵] �𝛽𝐴𝛽
𝐵
� + 𝑈) = = 𝛽?´?𝐴´ 𝑀𝐴𝐴 𝛽𝐴 +  𝛽?´?𝐴´𝑀𝐴𝐵 𝛽𝐵 +  𝛽?´?𝐴´𝑀𝐴𝑈 +  𝛽?´?𝐵´𝑀𝐴𝐴 𝛽𝐴 + 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵+ 𝛽?´?𝐵´𝑀𝐴𝑈 + 𝑈´𝑀𝐴𝐴 𝛽𝐴 + 𝑈´𝑀𝐴𝐵 𝛽𝐵 + 𝑈´𝑀𝐴𝑈 = =⏟
𝑀𝐴𝐴=𝐴´𝑀𝐴=0  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 +  𝛽?´?𝐵´𝑀𝐴𝑈 + 𝑈´𝑀𝐴𝐵 𝛽𝐵 + 𝑈´𝑀𝐴𝑈 
 
𝐸�𝑉� ´𝑉�� = 𝐸�𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 +  𝛽?´?𝐵´𝑀𝐴𝑈 + 𝑈´𝑀𝐴𝐵 𝛽𝐵 + 𝑈´𝑀𝐴𝑈� = =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 +  𝛽?´?𝐵´𝑀𝐴𝐸(𝑈) + 𝐸(𝑈´)𝑀𝐴𝐵 𝛽𝐵 + 𝐸(𝑈´𝑀𝐴𝑈) = =   𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 +  𝐸(𝑈´𝑀𝐴𝑈) = 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝐸[𝑡𝑟(𝑈´𝑀𝐴𝑈)] = =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝐸[𝑡𝑟(𝑀𝐴𝑈𝑈´)] = 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝑡𝑟[𝐸(𝑀𝐴𝑈𝑈´)] = =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝑡𝑟[ 𝑀𝐴𝐸(𝑈𝑈´)] =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝑡𝑟� 𝑀𝐴 𝜎2 𝐼� =  = 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝜎2   𝑡𝑟[ 𝑀𝐴 ] = 𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵 + 𝜎2   (𝑁 − 𝑟) 10. GAIA. Zehaztapen-errorea  
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𝐸(𝜎�2) = 𝐸 � 𝑉� ´𝑉�
𝑁 − 𝑟
� =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵
𝑁 − 𝑟
+  𝜎2 ≠ 𝜎2 
Gainera, A´ B = 0 denean, hau da, barneratutako aldagaiak eta omititutakoak 
ortogonalak direnean, nahiz eta 𝛽�𝐴 alboragabea izan, perturbazioaren bariantzaren 
zenbatesleak alboratua izaten jarraituko du, eta, gainera, alboratzea handiagoa izango da. 
Alboratzea: 
𝐸(𝜎�2) −  𝜎2 =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵
𝑁 − 𝑟
=  1(𝑁 − 𝑟) 𝛽?´?𝐵´[𝐼 − 𝐴(𝐴´𝐴)−1𝐴´]𝐵 𝛽𝐵 =  1(𝑁 − 𝑟) �𝛽?´?𝐵´𝐵 𝛽𝐵 −  𝛽?´?𝐵´𝐴(𝐴´𝐴)−1𝐴´𝐵 𝛽𝐵� 
Ondorioz, aldagai nabariak omititzen direnean, ereduan barneratu diren aldagaien  
koefizienteen zenbatesleak alboratuak dira, omititu direnak eta barneratu direnak 
ortogonalak ez direnean. Baina, perturbazioaren bariantzaren zenbateslea beti alboratua 
izango da, eta, hortaz, lortuko genituzkeen konfiantza-tarteak eta inferentzia ez dira 
baliagarriak. 
Aldagai nabarien omisioa beste ikuspuntu batetik: 
Aldagai nabariak omititzen badira, dagozkien koefizienteak 0 direla, murrizketak 
barneratzen dituen murriztutako eredua zenbatesten arituko ginateke, non murrizketak 
gezurrak baitira. Hortaz, 𝛽�𝐾𝑇𝑀lortuko da. 
𝛽�𝐾𝑇𝑀 =  𝛽�𝑀 =  𝛽�𝐾𝑇𝐴 + (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1 (𝑟 − 𝑅 𝛽�𝐾𝑇𝐴) 
Eta aurreko gaian frogatu bezala, alboratua da murrizketa gezurra denean, hau da,  
𝑅𝛽 ≠ 𝑟 denean. 
 
10.3 Aldagai ez-nabarien barneratzea: 
Demagun Erregresio Lineal Orokorraren Eredu bat non oinarrizko hipotesiak 
betetzen baitira: 𝑌 = 𝑋𝛽 + 𝑈. Ereduko X datu-matrizea Nxk ordenakoa da; baina 
demagun zehaztapen-errore bat egin dela eta beste s aldagai barneratzen direla. Barneratu 
diren aldagai ez-nabariak A matrizean jasoko dira. Hortaz, A matrizea Nxs ordenakoa 
izango da.  
Gainera, A´B = 0 denean, hau da, barneratutako aldagaiak eta omititutakoak ortogonalak dire-
nean, nahiz eta β̂A alboragabea izan, perturbazioaren bariantzaren zenbatesleak alboratua izaten ja-
rraituko du, eta, gainera, alboratzea handiagoa izango da.
Alboratzea:




𝐸(𝜎�2) = 𝐸 � 𝑉� ´𝑉�
𝑁 − 𝑟
� =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵
𝑁 − 𝑟
+  𝜎2 ≠ 𝜎2 
Gainera, A´ B = 0 denean, hau da, barneratutako aldagaiak eta omititutakoak 
ortogonalak diren an, nahiz eta 𝛽�𝐴 alboragabea iz n, perturbazioaren bariantzaren 
zenbatesleak alboratua izaten jarraituko du, eta, gainera, alboratzea handiagoa izango da. 
Alboratzea: 
𝐸(𝜎�2) −  𝜎2 =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵
𝑁 − 𝑟
=  1(𝑁 − 𝑟) 𝛽?´?𝐵´[𝐼 − 𝐴(𝐴´𝐴)−1𝐴´]𝐵 𝛽𝐵 =  1(𝑁 − 𝑟) �𝛽?´?𝐵´𝐵 𝛽𝐵 −  𝛽?´?𝐵´𝐴(𝐴´𝐴)−1𝐴´𝐵 𝛽𝐵� 
Ondorioz, aldagai nabariak omititzen direnean, ereduan barneratu diren aldagaien  
koefizienteen zenbatesleak alboratuak dira, omititu direnak eta barneratu direnak 
ortogonalak ez direnean. Baina, perturbazioaren bariantzaren zenbateslea beti alboratua 
izango da, eta, hortaz, lortuko genituzkeen konfiantza-tarteak eta inferentzia ez dira 
baliagarriak. 
Aldagai nabarien omisioa beste ikuspuntu batetik: 
Aldagai nabariak omititzen badira, dagozkien koefizienteak 0 direla, murrizketak 
barneratzen dituen murriztutako eredua zenbatesten arituko ginateke, non urrizketak 
gezurrak baitira. Hortaz, 𝛽�𝐾𝑇𝑀lortuko da. 
𝛽�𝐾𝑇𝑀 =  𝛽�𝑀 =  𝛽�𝐾𝑇𝐴 + (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1 (𝑟 − 𝑅 𝛽�𝐾𝑇𝐴) 
Eta aurreko gaian frogatu bezala, alboratua da murrizketa gezurra denean, hau da,  
𝑅𝛽 ≠ 𝑟 denean. 
 
10.3 Aldagai ez-nabarien barneratzea: 
Demagun Erregresio Lineal Orokorraren Eredu bat non oinarrizko hipotesiak 
betetzen baitira: 𝑌 = 𝑋𝛽 + 𝑈. Ereduko X datu-matrizea Nxk ordenakoa da; baina 
demagun zehaztapen-errore bat egin dela eta beste s aldagai barneratzen direla. Barneratu 
diren aldagai ez-nabariak A matrizean jasoko dira. Hortaz, A matrizea Nxs ordenakoa 
izango da.  
Ondorioz, aldagai nabariak omititzen direnean, ereduan barneratu diren aldagaien koefizien-
teen zenbatesleak alboratuak dira, omititu d renak eta b rn atu direnak or ogonalak ez d renean. 
Baina, perturbazioaren bariantzaren zenbateslea beti alboratua izango da, eta, hortaz, lortuko geni-
tuzkeen konfiantza-tarteak eta inferentzia ez dira baliagarriak.
Aldagai nabarien omisioa beste ikuspuntu batetik
Aldagai nabariak omititzen badira, dagozkien koefizienteak 0 direla, murrizketak barneratzen 
dituen murriztutako eredua zenbatesten arituko ginateke, non murrizketak gezurrak baitira. Hor-
taz, β̂KTM lortuko da.




𝐸(𝜎�2) = 𝐸 � 𝑉� ´𝑉�
𝑁 − 𝑟
� =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵
𝑁 − 𝑟
+  𝜎2 ≠ 𝜎2 
Gainera, A´ B = 0 denean, hau da, barneratutako aldagaiak eta omititutakoak 
ortogonalak direnean, nahiz eta 𝛽�𝐴 alboragabea izan, perturbazioaren bariantzaren 
zenbatesleak alboratua izaten jarraituko du, eta, gainera, alboratzea handiagoa izango da. 
Albor tzea: 
𝐸(𝜎�2) −  𝜎2 =  𝛽?´?𝐵´𝑀𝐴𝐵 𝛽𝐵
𝑁 − 𝑟
=  1(𝑁 − 𝑟) 𝛽?´?𝐵´[𝐼 − 𝐴(𝐴´𝐴)−1𝐴´]𝐵 𝛽𝐵 =  1(𝑁 − 𝑟) �𝛽?´?𝐵´𝐵 𝛽𝐵 −  𝛽?´?𝐵´𝐴(𝐴´𝐴)−1𝐴´𝐵 𝛽𝐵� 
Ondorioz, aldagai nabariak omititzen direnean, ereduan barneratu diren aldagaien  
koefizienteen zenbatesleak alboratuak dira, omititu direnak eta barneratu direnak 
ortogonalak ez direnean. Baina, perturbazioaren baria tzaren zenbateslea beti alboratua 
izango da, eta, hortaz, lortuko genituzkeen konfiantza-tarteak eta inferentzia ez dira 
baliagarriak. 
Aldagai nabarien omisioa beste ikuspuntu batetik: 
Aldagai nabariak omititzen badira, dagozkien koefizienteak 0 direla, murrizketak 
barneratzen dituen murriztutako eredua zenbatesten arituko ginateke, non murrizketak 
gezurrak baitira. Hortaz, 𝛽�𝐾𝑇𝑀lortuko da. 
𝛽�𝐾𝑇𝑀 =  𝛽�𝑀 =  𝛽�𝐾𝑇𝐴 + (𝑋´𝑋)−1𝑅´[𝑅(𝑋´𝑋)−1𝑅´]−1 (𝑟 − 𝑅 𝛽�𝐾𝑇𝐴) 
Eta aurreko gaian frogatu bezala, alboratua da murrizketa gezurra denean, hau da,  
𝑅𝛽 ≠ 𝑟 denean. 
 
10.3 Aldagai ez-nabarien barneratzea: 
Demagun Err gresio Lineal Orokorraren Eredu bat non oinarrizko hipotesiak 
betetzen baitira: 𝑌 = 𝑋𝛽 + 𝑈. Ereduko X datu-matrizea Nxk ordenakoa da; baina 
demagun zehaztapen-errore bat egin dela eta beste s aldagai barneratzen direla. Barneratu 
diren aldagai ez-nabariak A matrizean jasoko dira. Hortaz, A matrizea Nxs ordenakoa 
izango da.  




10.3. Aldagai ez-nabarien barneratzea
Demagun Erregresio Lineal Orokorraren Eredu bat non oinarrizko hipotesiak betetzen bai-
tira: Y = Xβ + U. Ereduko X datu-matrizea N × K ordenakoa da; baina demagun zehaz ta pen-errore 
bat egin dela eta beste s aldagai barneratzen direla. Barneratu diren aldagai ez-nabariak A matri-
zean jasoko dira. Hortaz, A matrizea N × s ordenakoa izango da.
Zenbatesten den eredua Y = Z βZ + W izango da, non Z = [XN×K	 ǀ	AN×s] baita, hau da 
N × (K + s) ordenakoa. Aldi berean:




Zenbatesten den eredua 𝑌 = 𝑍𝛽𝑍 + 𝑊  izango da, non Z= [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 






















�  →  𝛽 = �𝛽1𝛽2
⋮
𝛽𝐾
�         𝛽𝐴 = �𝛽𝐾+1𝛽𝐾+2⋮
𝛽𝐾+𝑠
� 
𝑌 = 𝑍 𝛽𝑍 + 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura minimo eginez, Ekuazio Normalen Sistema lortuz, eta hauek askatuz, hau da:  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊 �  →   𝑍´𝑍 𝛽�𝑍 = 𝑍´𝑌 
 �𝑋´
𝐴´�  (𝑋     𝐴) � 𝛽�𝛽�𝐴� =  �𝑋´𝐴´�  𝑌 
�
𝑋´𝑋
𝐴´𝑋       𝑋´𝐴𝐴´𝐴 �  � 𝛽�𝛽�𝐴� =  �𝑋´ 𝑌𝐴´ 𝑌�  
Ekuazio Normalak → �𝑋´𝑋𝛽� + 𝑋´𝐴 𝛽�𝐴 = 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌          (𝑏) 
(a)tik →  𝛽� =  (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero →  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 = 𝐴´𝑌 −  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 − 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 = 𝐴´[𝐼 −  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 = 𝐴´𝑀 𝑌   →  𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non M matrizea simetrikoa baita, idenpotentea, heina edota traza N-k eta X´M = 
0. Hortaz:  
Y = Z βZ + W ereduko K + s koefizienteak zenbatetsiko dira, Hondar karratuen Batura mi-
nimo eginez, Ekuazio Normalen Sistema lortuz, eta hauek askatuz, hau da:




Zenbatesten den eredua 𝑌 = 𝑍𝛽𝑍 + 𝑊  izango da, non Z= [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 
















�  →  𝛽 = �𝛽1𝛽2
⋮
𝛽𝐾
�         𝛽𝐴 = �𝛽𝐾+1𝛽𝐾 2⋮
𝛽𝐾+𝑠
� 
𝑌 = 𝑍 𝛽𝑍 + 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura minimo eginez, Ekuazio Normalen Sistema lortuz, eta hauek askatuz, hau da:  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊 �  →   𝑍´𝑍 𝛽�𝑍 = 𝑍´𝑌 
 �𝑋´
𝐴´�  (𝑋     𝐴) � 𝛽�𝛽�𝐴� =  �𝑋´𝐴´�  𝑌 
�
𝑋´𝑋
𝐴´𝑋       𝑋´𝐴𝐴´𝐴 �  � 𝛽�𝛽�𝐴� =  �𝑋´ 𝑌𝐴´ 𝑌�  
Ekuazio Normalak → �𝑋´𝑋𝛽� + 𝑋´𝐴 𝛽�𝐴 = 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� 𝐴´𝐴 𝛽�𝐴 𝐴´𝑌          (𝑏) 
(a)tik →  𝛽� =  (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero →  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 = 𝐴´𝑌 −  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 − 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 = 𝐴´[𝐼 −  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 = 𝐴´𝑀 𝑌   →  𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non M matrizea simetrikoa baita, idenpotentea, heina edota traza N-k eta X´M = 
0. Hortaz:  




Zenbatesten den eredua 𝑌 = 𝑍𝛽𝑍 + 𝑊  izango da, non Z= [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 






















�  →  𝛽 = �𝛽1𝛽2
⋮
𝛽𝐾
�         𝛽𝐴 = �𝛽𝐾+1𝛽𝐾+2⋮
𝛽𝐾+𝑠
� 
𝑌 = 𝑍 𝛽𝑍 + 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura minimo eginez, Ekuazi Normal n Sistem lortuz, a hauek askatuz, hau da:  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊 �  →   𝑍´𝑍 𝛽�𝑍 = 𝑍´𝑌 
 �𝑋´
𝐴´�  (𝑋     𝐴) � 𝛽�𝛽�𝐴� =  �𝑋´𝐴´�  𝑌 
�
𝑋´𝑋
𝐴´𝑋       𝑋´𝐴𝐴´𝐴 �  � 𝛽�𝛽�𝐴� =  �𝑋´ 𝑌𝐴´ 𝑌�  
Ekuazio Normalak → �𝑋´𝑋𝛽� + 𝑋´𝐴 𝛽�𝐴 = 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌          (𝑏) 
(a)tik →  𝛽� =  (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero →  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 = 𝐴´𝑌 −  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 − 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 = 𝐴´[𝐼 −  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 = 𝐴´𝑀 𝑌   →  𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non M matrizea simetrikoa baita, idenpotentea, heina edota traza N-k eta X´M = 
0. Hortaz:  




Zenbat t n den eredu  𝑌 = 𝑍𝛽𝑍 + 𝑊  izango da, non Z= [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 


















�   𝛽 = �𝛽1𝛽2
⋮
𝛽𝐾
�         𝛽𝐴 = �𝛽𝐾+1𝛽𝐾+2⋮
𝛽𝐾+𝑠
� 
𝑌 = 𝑍 𝛽𝑍 + 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura minimo eginez, Ekuazio Normalen Sistem  lortuz, eta hauek askatuz, hau da:  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊    𝑍´𝑍 𝛽�𝑍 = 𝑍´𝑌 
 �𝑋´
𝐴´�  (𝑋     𝐴) � 𝛽�𝛽�𝐴� =  �𝑋´𝐴´�  𝑌 
�
𝑋´𝑋
𝐴´𝑋       𝑋´𝐴𝐴´𝐴 �  � 𝛽�𝛽�𝐴� =  �𝑋´ 𝑌𝐴´ 𝑌�  
Ekuazio Normalak �𝑋´𝑋𝛽� + 𝑋´𝐴 𝛽�𝐴 = 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌          (𝑏) 
(a)tik  𝛽� =  (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 = 𝐴´𝑌 −  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 − 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 = 𝐴´[𝐼 −  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 = 𝐴´𝑀 𝑌    𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non  matrizea simetrikoa baita, idenpotentea, heina edota traza N-k eta X´  = 
0. Hortaz:  




Zenbatesten den eredua 𝑌 = 𝑍𝛽𝑍 + 𝑊  izango da, non Z= [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 
















�  →  𝛽 = �𝛽1𝛽2
⋮
𝛽𝐾
�         𝛽𝐴 = �𝛽𝐾+1𝛽𝐾+2⋮
𝛽𝐾 𝑠
� 
𝑌 = 𝑍 𝛽𝑍 + 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura minimo eginez, Ekuazio Normalen Sistema lortuz, eta hauek askatuz, hau da:  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊 �  →   𝑍´𝑍 𝛽�𝑍 = 𝑍´𝑌 
 �𝑋´
𝐴´�  (𝑋     𝐴) � 𝛽�𝛽�𝐴� =  �𝑋´𝐴´�  𝑌 
�
𝑋´𝑋
𝐴´𝑋       𝑋´𝐴𝐴´𝐴 �  � 𝛽�𝛽�𝐴� =  �𝑋´ 𝑌𝐴´ 𝑌�  
Ekuazio Normalak → �𝑋´𝑋𝛽� + 𝑋´𝐴 𝛽�𝐴 = 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌          (𝑏) 
(a)tik →  𝛽� =  (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero →  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 = 𝐴´𝑌 −  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 − 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 = 𝐴´[𝐼 −  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 = 𝐴´𝑀 𝑌   →  𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non M matrizea simetrikoa baita, idenpotentea, heina edota traza N-k eta X´M = 
0. Hortaz:  




Zenbatesten den eredua 𝑌 𝑍𝛽𝑍 𝑊  izango da, non Z [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 













�   𝛽 𝛽12
⋮
𝛽𝐾
        𝛽𝐴 𝛽𝐾+12⋮
𝛽𝐾+𝑠
 
𝑌 𝑍 𝛽𝑍 𝑊 ereduko +s koefizienteak zenbatetsiko dira, ondar arratuen 
Batura ini o eginez, Ekuazio or alen Siste a lortuz, eta hauek askatuz, hau da:  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊    𝑍´𝑍 𝛽�𝑍 𝑍´𝑌 
 �𝑋´
𝐴








       𝑋´𝐴
𝐴
 �  � 𝛽�
𝛽�𝐴
�  �𝑋´ 𝑌
𝐴  �  
Ekuazio or alak �𝑋´𝑋𝛽� 𝑋´𝐴 𝛽�𝐴 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� 𝐴´𝐴 𝛽�𝐴 𝐴´𝑌          (𝑏) 
(a)tik  𝛽�  (𝑋´𝑋)−1�𝑋´𝑌 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 𝑋´𝐴 𝛽�𝐴� 𝐴´𝐴 𝛽�𝐴 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 𝐴´𝐴 𝛽�𝐴 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 𝐴´𝑌  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 𝐴´[𝐼  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 𝐴´𝑀 𝑌    𝛽�𝐴  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
on  atrizea si etrikoa baita, idenpotentea, heina edota traza -  eta ´  = 
0. ortaz:  




Zenbatesten den eredua 𝑌 = 𝑍𝛽𝑍 + 𝑊  izango da, non Z= [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 
















�  →  𝛽 = �𝛽1𝛽2
⋮
𝛽𝐾
�         𝛽𝐴 = �𝛽𝐾+1𝛽𝐾 2⋮
𝛽𝐾+𝑠
� 
𝑌 = 𝑍 𝛽𝑍 + 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura minimo eginez, Ekuazio Normalen Sistema lortuz, eta hauek askatuz, hau da:  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊 �  →   𝑍´𝑍 𝛽�𝑍 = 𝑍´𝑌 
 �𝑋´
𝐴
�  (𝑋     𝐴) � 𝛽�
𝛽�𝐴
� =  �𝑋´
𝐴




       𝑋´𝐴
𝐴
 �  � 𝛽�
𝛽�𝐴
� =  �𝑋´ 𝑌
𝐴
�  
Ekuazio Normalak → �𝑋´𝑋𝛽� + 𝑋´𝐴 𝛽�𝐴 = 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� 𝐴´𝐴 𝛽�𝐴 𝐴´𝑌          𝑏  
(a)tik →  𝛽� =  (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero →  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 + ´𝐴 𝛽�𝐴 = 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 = 𝐴´𝑌 −  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 − 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 = 𝐴´[𝐼 −  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 = 𝐴´𝑀 𝑌   →  𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non M matrizea simetrikoa baita, idenpotentea, heina edota traza N-k eta X´M = 
0. Hortaz:  




Zenbatesten den eredua 𝑌 = 𝑍𝛽𝑍 + 𝑊  izang  da, non Z= [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 
















�  →  𝛽 = �𝛽12
⋮
𝛽𝐾
�         𝛽𝐴 = �𝛽𝐾+12⋮
𝛽𝐾+𝑠
� 
𝑌 = 𝑍 𝛽𝑍 + 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura minimo eginez, Ekuazio Normal n Sistema lortuz, eta hauek askatuz, hau d :  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊  →   𝑍´𝑍 𝛽�𝑍 = 𝑍´𝑌 
 �𝑋´
𝐴
�  (𝑋     𝐴) � 𝛽�
𝛽�𝐴
� =  �𝑋´
𝐴




       𝑋´𝐴
𝐴
 �  � 𝛽�
𝛽�𝐴
� =  �𝑋´ 𝑌
𝐴
�  
Ekuazio Normalak → �𝑋´𝑋𝛽� + 𝑋´𝐴 𝛽�𝐴 = 𝑋´𝑌         (𝑎)
𝐴´𝑋 𝛽� 𝐴´𝐴 𝛽�𝐴 𝐴´           𝑏  
(a)tik →  𝛽� =  (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero →  𝐴 𝑋 (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 − 𝐴´  (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 = 𝐴´𝑌 −  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 − 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 = 𝐴´[𝐼 −   (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 = 𝐴´𝑀 𝑌   →  𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non M matrizea simetrikoa baita, idenpotentea, heina edota traza N-k eta X´M = 
0. Hortaz:  




Zenbatesten den eredua 𝑌 = 𝑍𝛽𝑍 + 𝑊  izango da, non Z= [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 


















�  →  𝛽 = �𝛽12
⋮
𝛽𝐾
�         𝛽𝐴 = �𝛽𝐾+12⋮
𝛽𝐾 𝑠
� 
𝑌 = 𝑍 𝛽𝑍 + 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura minimo eginez, Ekuazio Normal n Sistema lortuz, eta hauek askatuz, hau d :  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊 �  →   𝑍´𝑍 𝛽�𝑍 = 𝑍´𝑌 
 �𝑋´
𝐴
�  (𝑋     𝐴) � 𝛽�
𝛽�𝐴
� =  �𝑋´
𝐴




       𝑋´𝐴
𝐴
 �  � 𝛽�
𝛽�𝐴
� =  �𝑋´ 𝑌
𝐴
�  
Ekuazio Normalak → �𝑋´𝑋𝛽� + 𝑋´𝐴 𝛽�𝐴 = 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� 𝐴´𝐴 𝛽�𝐴 𝐴´           𝑏  
(a)tik →  𝛽� =  (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero →  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 = 𝐴´𝑌  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 − 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 = 𝐴´[𝐼 −  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 = 𝐴´𝑀 𝑌   →  𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non M matrizea simetrikoa baita, idenpotentea, heina edota traza N-k eta X´M = 
0. Hortaz:  




Zenbatesten den eredua 𝑌 = 𝑍𝛽𝑍 + 𝑊  izango da, non Z= [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 
















�  →  𝛽 = �𝛽12
⋮
𝛽𝐾
�         𝛽𝐴 = �𝛽𝐾+12⋮
𝛽𝐾+𝑠
� 
𝑌 = 𝑍 𝛽𝑍 + 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura minimo eginez, Ekuazio Normal n Sistema lortuz, eta hauek askatuz, hau d :  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊  →   𝑍´𝑍 𝛽�𝑍 = 𝑍´𝑌 
 �𝑋´
𝐴
�  (𝑋     𝐴) � 𝛽�
𝛽�𝐴
� =  �𝑋´
𝐴




       𝑋´𝐴
𝐴
 �  � 𝛽�
𝛽�𝐴
� =  �𝑋´ 𝑌
𝐴
�  
Ekuazio Normalak → �𝑋´𝑋𝛽� + 𝑋´𝐴 𝛽�𝐴 = 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� 𝐴´𝐴 𝛽�𝐴 𝐴´           𝑏  
(a)tik → 𝛽� =  (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero →  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 − 𝑋´𝐴 𝛽�𝐴� + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 + 𝐴´𝐴 𝛽�𝐴 = 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 − 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 = 𝐴´𝑌 −  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 − 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 = 𝐴´[𝐼 −  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 = 𝐴´𝑀 𝑌   →  𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non  matrizea simetrikoa baita, idenpotentea, heina edota traza N-k eta X´  = 
0. Hortaz:  




Zenbatesten den eredua 𝑌 𝑍𝛽𝑍 𝑊  izango da, non Z [𝑋𝑁�𝐾  |  𝐴𝑁�𝑠] baita, 













�   𝛽 �𝛽12
⋮
𝐾
�         𝛽𝐴 �𝛽𝐾+12⋮
𝑠
� 
𝑌 𝑍 𝛽𝑍 𝑊 ereduko k+s koefizienteak zenbatetsiko dira, Hondar karratuen 
Batura ini o eginez, Ekuazio Nor al n Siste a lortuz, eta hauek askatuz, hau d :  
𝑚𝑖𝑛𝛽�𝑍  𝑊� ´𝑊 �    𝑍´𝑍 𝛽�𝑍 𝑍´𝑌 
 �𝑋´
𝐴








       𝑋´𝐴
𝐴
 �  � 𝛽�
𝛽�𝐴
�  �𝑋´ 𝑌
𝐴
�  
Ekuazio Nor alak �𝑋´𝑋𝛽� 𝑋´𝐴 𝛽�𝐴 𝑋´𝑌          (𝑎)
𝐴´𝑋 𝛽� 𝐴´𝐴 𝛽�𝐴 𝐴´           𝑏  
(a)tik  𝛽�  (𝑋´𝑋)−1�𝑋´𝑌 𝑋´𝐴 𝛽�𝐴 �           (𝑐) 
(c),  (b)n sartuz gero  𝐴´𝑋 (𝑋´𝑋)−1�𝑋´𝑌 𝑋´𝐴 𝛽�𝐴� 𝐴´𝐴 𝛽�𝐴 𝐴´𝑌 
𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 𝐴´𝐴 𝛽�𝐴 𝐴´𝑌 
  𝐴´𝐴 𝛽�𝐴 𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 𝐴´𝑌  𝐴´𝑋 (𝑋´𝑋)−1𝑋´𝑌 
𝐴´[𝐼 𝑋 (𝑋´𝑋)−1𝑋´]𝐴 𝛽�𝐴 𝐴´[𝐼  𝑋 (𝑋´𝑋)−1𝑋´]𝑌 
𝐴´𝑀 𝐴 𝛽�𝐴 𝐴´𝑀 𝑌    𝛽�𝐴  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 
Non M atrizea si etrikoa baita, idenpotentea, heina edota traza N-k eta X´M = 
0. Hortaz:  
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Non M matrizea simetrikoa baita, idenpotentea, heina edota traza N – K eta X´M = 0. Hor-
taz:




𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 (𝑋 𝛽 + 𝑈) = =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑋 𝛽 + (𝐴´𝑀 𝐴)−1𝐴´𝑀𝑈 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑈       (𝑑) 
Beraz, aldagai ez-nabariak barneratzean, beren koefizienteak 0 izatea espero da, 
hau da, 𝐸�𝛽�𝐴� = 0. 
(c) eta (d)tik honako hau lortzen da: 
𝐸�𝛽�� = 𝐸�(𝑋´𝑋)−1𝑋´𝑌 −  (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴� = 
= 𝐸�(𝑋´𝑋)−1𝑋´ (𝑋 𝛽 + 𝑈) − (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 � = 
=  𝛽 + (𝑋´𝑋)−1𝑋´𝐸(𝑈)���
0
−  (𝑋´𝑋)−1𝑋´𝐴 𝐸(𝛽�𝐴) ��� =  𝛽
0
  
Hau da, aldagai ez-nabariak barneratzean eta kTA bitartez zenbatestean 
koefizienteen zenbatesle alboragabeak lortzen dira.  
Perturbazioen bariantzaren zenbateslea ere alboragabea dela froga daiteke, eta, 
ondorioz, konfiantza-tarteak eta inferentzia baliagarriak dira. 
𝜎�2 =  𝑊� ´𝑊�
𝑁 − 𝐾 − 𝑠
 
𝑊� = 𝑌 −  𝑌� = 𝑌 − 𝑍 𝛽�𝑍 = 𝑌 − 𝑍 (𝑍´𝑍)−1𝑍´𝑌 =  = [𝐼 −  𝑍 (𝑍´𝑍)−1𝑍´]𝑌 =  𝑀𝑍𝑌 =  𝑀𝑍(𝑋𝛽 + 𝑈) =  𝑀𝑍𝑈 
Non MZ simetrikoa, idenpotentea, heina edota traza N-k-s eta MZ Z = 0, hau da, 
MZ [X   A] = 0, eta, ondorioz, MZ X = 0 eta MZ A = 0.  
𝐸�𝑊� ´𝑊� � = 𝐸�𝑈´𝑀𝑍 ´ 𝑀𝑍  𝑈� = 𝐸[𝑈´𝑀𝑍𝑈] = 𝐸[𝑡𝑟(𝑈´𝑀𝑍𝑈)] = 𝐸[𝑡𝑟(𝑀𝑍𝑈𝑈´)] = 
 
= 𝑡𝑟[𝐸(𝑀𝑍𝑈𝑈´)] = 𝑡𝑟[𝑀𝑍𝐸(𝑈 𝑈´)] = 𝑡𝑟 [𝑀𝑍𝜎2𝐼] =  𝜎2𝑡𝑟[𝑀𝑍] = 𝜎2(𝑁 − 𝐾 − 𝑠) 
Beraz, ald gai ez-n bariak barneratzean, beren koefizienteak 0 izatea espero da, h u da, 
E(β̂A) = 0.
(c) eta (d)tik honako hau lortzen da:




𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 (𝑋 𝛽 + 𝑈) = =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑋 𝛽 + (𝐴´𝑀 𝐴)−1𝐴´𝑀𝑈 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑈       (𝑑) 
Beraz, aldagai ez-nabariak barneratzean, beren koefizienteak 0 izatea espero da, 
hau da, 𝐸�𝛽�𝐴� = 0. 
(c) eta (d)tik honako hau lortzen da: 
𝐸�𝛽�� = 𝐸�(𝑋´𝑋)−1𝑋´𝑌 −  (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴� = 
= 𝐸�(𝑋´𝑋)−1𝑋´ (𝑋 𝛽 + 𝑈) − (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 � = 
=  𝛽 + (𝑋´𝑋)−1𝑋´𝐸(𝑈)���
0
−  (𝑋´𝑋)−1𝑋´𝐴 𝐸(𝛽�𝐴) ��� =  𝛽
0
  
Hau da, aldagai ez-nabariak barneratzean eta kTA bitartez zenbatestean 
koefizienteen zenbatesle alboragabeak lortzen dira.  
Perturbazioen bariantzaren zenbateslea ere alboragabea dela froga daiteke, eta, 
ondorioz, konfiantza-tarteak eta inferentzia baliagarriak dira. 
𝜎�2 =  𝑊� ´𝑊�
𝑁 − 𝐾 − 𝑠
 
𝑊� = 𝑌 −  𝑌� = 𝑌 − 𝑍 𝛽�𝑍 = 𝑌 − 𝑍 (𝑍´𝑍)−1𝑍´𝑌 =  = [𝐼 −  𝑍 (𝑍´𝑍)−1𝑍´]𝑌 =  𝑀𝑍𝑌 =  𝑀𝑍(𝑋𝛽 + 𝑈) =  𝑀𝑍𝑈 
Non MZ simetrikoa, idenpotentea, heina edota traza N-k-s eta MZ Z = 0, hau da, 
MZ [X   A] = 0, eta, ondorioz, MZ X = 0 eta MZ A = 0.  
𝐸�𝑊� ´𝑊� � = 𝐸�𝑈´𝑀𝑍 ´ 𝑀𝑍  𝑈� = 𝐸[𝑈´𝑀𝑍𝑈] = 𝐸[𝑡𝑟(𝑈´𝑀𝑍𝑈)] = 𝐸[𝑡𝑟(𝑀𝑍𝑈𝑈´)] = 
 
= 𝑡𝑟[𝐸(𝑀𝑍𝑈𝑈´)] = 𝑡𝑟[𝑀𝑍𝐸(𝑈 𝑈´)] = 𝑡𝑟 [𝑀𝑍𝜎2𝐼] =  𝜎2𝑡𝑟[𝑀𝑍] = 𝜎2(𝑁 − 𝐾 − 𝑠) 
Hau da, aldagai ez-nabariak barneratzean eta KTA bitartez zenbatestean koefizienteen zenba-
tesle alboragabeak lortzen dira.
Perturbazioen bariantzaren zenbateslea ere alboragabea dela froga daiteke, eta, ondorioz, 
konfiantza-tar ak eta inferentzia b li garriak dira.




𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 (𝑋 𝛽 + 𝑈) = =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑋 𝛽 + (𝐴´𝑀 𝐴)−1𝐴´𝑀𝑈 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑈       (𝑑) 
Beraz, aldagai ez-nabariak barneratzean, beren koefizienteak 0 izatea espero da, 
hau da, 𝐸�𝛽�𝐴� = 0. 
(c) eta (d)tik honako hau lortzen da: 
𝐸�𝛽�� = 𝐸�(𝑋´𝑋)−1𝑋´𝑌 −  (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴� = 
= 𝐸�(𝑋´𝑋)−1𝑋´ (𝑋 𝛽 + 𝑈) − (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 � = 
=  𝛽 + 𝑋´𝑋 1𝑋´𝐸(𝑈)���
0
−  (𝑋´𝑋)−1𝑋´𝐴 𝐸(𝛽�𝐴) ��� =  𝛽
0
  
Hau da, aldagai ez-nabariak barneratzean eta kTA bitartez zenbatestean 
koefizienteen zenbatesle alboragabeak lortzen dira.  
Perturbazioen bariantz ren zenbateslea ere alboragabea dela froga daiteke, eta, 
ondorioz, konfiantza-tarteak eta inferentzia baliagarriak dira. 
𝜎�2 =  𝑊� ´𝑊�
𝑁 − 𝐾 − 𝑠
 
𝑊� = 𝑌 −  𝑌� = 𝑌 − 𝑍 𝛽�𝑍 = 𝑌 𝑍 (𝑍´𝑍)−1𝑍´𝑌 =  = [𝐼 −  𝑍 (𝑍´𝑍)−1𝑍´]𝑌 =  𝑀𝑍𝑌 =  𝑀𝑍 𝑋𝛽 + 𝑈) =  𝑀𝑍𝑈 
Non MZ simetrikoa, idenpotentea, heina edota traza N-k-s eta MZ Z = 0, hau da, 
MZ [X   A] = 0, eta, ondorioz, MZ X = 0 eta MZ A = 0.  
𝐸�𝑊� ´𝑊� � = 𝐸�𝑈´𝑀𝑍 ´ 𝑀𝑍  𝑈� = 𝐸[𝑈´𝑀𝑍𝑈] = 𝐸[𝑡𝑟(𝑈´𝑀𝑍𝑈)] = 𝐸[𝑡𝑟(𝑀𝑍𝑈𝑈´)] = 
 
= 𝑡𝑟[𝐸(𝑀𝑍𝑈𝑈´)] = 𝑡𝑟[𝑀𝑍𝐸(𝑈 𝑈´)] = 𝑡𝑟 [𝑀𝑍𝜎2𝐼] =  𝜎2𝑡𝑟[𝑀𝑍] = 𝜎2(𝑁 − 𝐾 − 𝑠) 
Non MZ simetrikoa, denpot tea, h ina edota tr za N – K – s eta MZ Z = 0, h u da, 
MZ [X A] = 0, eta, ondorioz, MZ X = 0 eta MZ A = 0.




𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 (𝑋 𝛽 + 𝑈) = =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑋 𝛽 + (𝐴´𝑀 𝐴)−1𝐴´𝑀𝑈 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑈       (𝑑) 
Beraz, aldagai ez-nabariak barneratzean, beren koefizienteak 0 izatea espero da, 
hau da, 𝐸�𝛽�𝐴� = 0. 
(c) eta (d)tik honako hau lortzen da: 
𝐸�𝛽�� = 𝐸�(𝑋´𝑋)−1𝑋´𝑌 −  (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴� = 
= 𝐸�(𝑋´𝑋)−1𝑋´ (𝑋 𝛽 + 𝑈) − (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 � = 
=  𝛽 + (𝑋´𝑋)−1𝑋´𝐸(𝑈)���
0
−  (𝑋´𝑋)−1𝑋´𝐴 𝐸(𝛽�𝐴) ���  𝛽
0
  
Hau da, aldagai ez-nabariak barneratzean eta kTA bitartez zenbatestean 
koefizienteen zenbatesle alboragabeak lortzen dira.  
Perturbazioen bariantzaren zenbateslea ere alboragabea dela froga daiteke, eta, 
ondorioz, konfiantza-tarteak eta inferentzi  baliagarriak dira. 
𝜎�2 =  𝑊� ´𝑊�
𝑁 − 𝐾 − 𝑠
 
𝑊� = 𝑌 −  𝑌� = 𝑌 − 𝑍 𝛽�𝑍 = 𝑌 − 𝑍 (𝑍´𝑍)−1𝑍´𝑌 =  = [𝐼 −  𝑍 (𝑍´𝑍)−1𝑍´]𝑌 𝑀𝑍𝑌 =  𝑀𝑍(𝑋𝛽 + 𝑈) =  𝑀𝑍𝑈 
Non MZ simetrikoa, idenpotentea, heina edota traza N-k-s eta MZ Z = 0, hau da, 
MZ [X   A] = 0, eta, ondorioz, MZ X = 0 eta MZ A = 0.  
𝐸�𝑊� ´𝑊� � = 𝐸�𝑈´𝑀𝑍 ´ 𝑀𝑍  𝑈� = 𝐸[𝑈´𝑀𝑍𝑈] = 𝐸[𝑡𝑟(𝑈´𝑀𝑍𝑈)] = 𝐸[𝑡𝑟(𝑀𝑍𝑈𝑈´)] = 
 
= 𝑡𝑟[𝐸(𝑀𝑍𝑈𝑈´)] = 𝑡𝑟[𝑀𝑍𝐸(𝑈 𝑈´)] = 𝑡𝑟 [𝑀𝑍𝜎2𝐼] =  𝜎2𝑡𝑟[𝑀𝑍] = 𝜎2(𝑁 − 𝐾 − 𝑠) 




𝛽�𝐴 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑌 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 (𝑋 𝛽 + 𝑈) = =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑋 𝛽 + (𝐴´𝑀 𝐴)−1𝐴´𝑀𝑈 =  (𝐴´𝑀 𝐴)−1𝐴´𝑀 𝑈       (𝑑) 
Beraz, aldagai ez-nabariak barneratzean, beren koefizienteak 0 izatea espero da, 
hau da, 𝐸�𝛽�𝐴� = 0. 
(c) eta (d)tik honako hau lortze  d : 
𝐸�𝛽�� = 𝐸�(𝑋´𝑋)−1𝑋´𝑌 −  (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴� = 
= 𝐸�(𝑋´𝑋)−1𝑋´ (𝑋 𝛽 + 𝑈) − (𝑋´𝑋)−1𝑋´𝐴 𝛽�𝐴 � = 
=  𝛽 + (𝑋´𝑋)−1𝑋´𝐸(𝑈)���
0
−  (𝑋´𝑋)−1𝑋´𝐴 𝐸(𝛽�𝐴) �� =  𝛽
0
  
Hau da, aldagai ez-nabariak barneratzean eta kTA bitartez zenbatestean 
koefizienteen zenbatesle alboragabeak lortzen dira.  
Perturb zioen b riantzaren zenbatesl a er  albor gabea dela froga daitek , ta, 
ondorioz, ko fia tza-tarteak eta inf rentzia baliagarriak dira. 
𝜎�2 =  𝑊� ´𝑊�
𝑁 − 𝐾 − 𝑠
 
𝑊� = 𝑌 −  𝑌� = 𝑌 − 𝑍 𝛽�𝑍 = 𝑌 − 𝑍 (𝑍´𝑍)−1𝑍´𝑌 =  = [𝐼 −  𝑍 (𝑍´𝑍)−1𝑍´]𝑌 =  𝑀𝑍𝑌 =  𝑀𝑍(𝑋𝛽 + 𝑈) =  𝑀𝑍𝑈 
Non MZ simetrikoa, idenpotentea, heina edota traza N-k-s eta MZ Z = 0, hau da, 
MZ [X   A] = 0, eta, ondorioz, MZ X = 0 eta MZ A = 0.  
𝐸�𝑊� ´𝑊� � = 𝐸�𝑈´𝑀𝑍 ´ 𝑀𝑍  𝑈� = 𝐸[𝑈´𝑀𝑍𝑈] = 𝐸[𝑡𝑟 𝑈´𝑀𝑍𝑈)] 𝐸[𝑡𝑟(𝑀𝑍𝑈𝑈´)] = 
 
= 𝑡𝑟[𝐸(𝑀𝑍𝑈𝑈´)] = 𝑡𝑟[𝑀𝑍𝐸(𝑈 𝑈´)] = 𝑡𝑟 [𝑀𝑍𝜎2𝐼] =  𝜎2𝑡𝑟[𝑀𝑍] = 𝜎2(𝑁 − 𝐾 − 𝑠) 
Hortaz,





𝐸(𝜎�2) =  𝐸 � 𝑊� ´𝑊�
𝑁 − 𝐾 − 𝑠
� =  𝜎2(𝑁 − 𝐾 − 𝑠)(𝑁 − 𝐾 − 𝑠) =  𝜎2 
Hala ere, aldagai ez-nabariak barneratzean aldagai nabarien koefizienteen 
zenbatesleen zehaztasuna murriztu egiten da. Hau da, beren bariantzak handiagoak izango 
dira (salbuespena aldagai nabariak eta ez-nabariak ortogonalak badira (X´A=0)).  
𝐵𝑎𝑟�𝛽�𝑍� = 𝐸 ��𝛽�𝑍 − 𝐸�𝛽�𝑍�� −  �𝛽�𝑍 − 𝐸�𝛽�𝑍�� ´ � =  𝜎2 (𝑍´𝑍)−1 = 
=  𝜎2 �𝑋´𝑋 𝑋´𝐴
𝐴´𝑋 𝐴´𝐴�−1 =  � 𝐵𝑎𝑟(𝛽�) 𝐾𝑜𝑏(𝛽� ,𝛽�𝐴)𝐾𝑜𝑏(𝛽� ,𝛽�𝐴) 𝐵𝑎𝑟(𝛽�𝐴) �  


















Hala ere, aldagai ez-nabariak barneratzean aldagai nabarien koefizienteen zenbatesleen 
zehaztasuna murriztu egiten da. Hau da, beren bariantzak handiagoak izango dira (salbuespena al-
dagai nabariak eta ez-nabariak ortogonalak badira (X´A = 0)).
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zenbatesleen zeh ztasuna murriztu egiten da. H u da, beren bariantzak handiagoak izango 
dira (salbuespena aldagai nabariak eta ez-nabariak ortogonalak badira (X´A=0)).  
𝐵𝑎𝑟�𝛽�𝑍� = 𝐸 ��𝛽�𝑍 − 𝐸�𝛽�𝑍�� −  �𝛽�𝑍 − 𝐸�𝛽�𝑍�� ´ � =  𝜎2 (𝑍´𝑍)−1 = 
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Gai honetan Erregresio Lineal Orokorraren Ereduko oinarrizko hipotesi bat erlaxatuko da, 
konkretuki perturbazioen bariantza konstantea. Beraz, Bar(ui) = σi2	 ≠	σ2 izango da, eta gainon-
tzeko oinarrizko hipotesiak beteko dira.
Ondorioz, perturbazioa orain:
— E(ui) = 0 ∀i = 1, 2, ..., N
— Bar(ui) = σi2	≠	σ2
— Kob(uiuj) = 0 ∀i	≠	j
— ui ~ N(0, σi2)
Perturbazioaren bariantza-kobariantza matrizeak diagonala izaten jarraituko du, baina jada ez 
du konstante bat izango diagonalean.
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11. GAIA. Heterozedastizitatea  
11.1 Sarrera 
Gai honetan Erregresio Lineal Orokorraren Ereduko oinarrizko hipotesi bat 
erlaxatuko da, konkretuki perturbazioen bariantza konstantea. Beraz, 𝐵𝑎𝑟(𝑢𝑖) = 𝜎𝑖2 ≠ 𝜎2 izango da, eta gainontzeko oinarrizko hipotesiak beteko dira. 
Ondorioz, perturbazioa orain: 
 𝐸(𝑢𝑖) = 0     ∀𝑖 = 1, 2, … ,𝑁 
 𝐵𝑎𝑟(𝑢𝑖) = 𝜎𝑖2 ≠  𝜎2 
 𝐾𝑜𝑏�𝑢𝑖𝑢𝑗� = 0     ∀𝑖 ≠ 𝑗 
 𝑢𝑖  ~ 𝑁(0, 𝜎𝑖2) 
Perturbazioaren bariantza-kobariantza matrizeak diagonala izaten jarraituko du, 









2 0 00 𝜎22 00 0 ⋱
⋮ ⋮0 0 00 0 0
 
…  0     00   0  0
⋱ ⋮
𝜎𝑁−1




  =  Σ ≠  𝜎2  𝐼 
Hortaz, 𝑌 = 𝑋 𝛽 + 𝑈 eredua zenbatetsiko da, non 𝑈 ~ 𝑁( 0 , Σ ). 
 
11.2 Heterozedastizitatearen egoera posibleak 
Hona hemen heterozedastizitatea ager daitekeen zenbait adibide: 
1. kasua. Sekzio gurutzatuko datuekin lan egitea. Orokorrean, horrelako datuekin 
lan egitean, perturbazioak heterozedastikoak izan ohi dira, banako bakoitzaren 
portaera oso desberdina izan baitaiteke, eta horrek perturbazioaren bariantza 
aldakorra izatea ekartzen baitu. 
2. kasua. Taldekatutako datuekin lan egitea. Izan bedi Erregresio Lineal 
Bakunaren Eredu bat 𝑌𝑖 =  𝛼 + 𝛽𝑋𝑖 + 𝑢𝑖      𝑖 = 1, 2, … ,𝑁 non oinarrizko 
hipotesiak betetzen baitira, eta, beraz, baita perturbazioenak ere, hau da,  
𝑈 ~ 𝑁 (0, 𝜎2𝐼). Demagun  N behaketak ez daudela eskuragarri, eta bai, 
Hortaz, Y = X β + U eredua zenbatetsiko da, non U ~ N(0,	Σ).
11.2. Heterozedastizitatearen egoera posibleak
Hona hemen heterozedastizitatea ager daitekeen zenbait adibide:
1. kasua. Sekzio gurutzatuko datuekin lan egitea. Orokorrean, horrelako datuekin lan egi-
tean, perturbazioak heterozedastikoak izan ohi dira, banako bakoitzaren portaera oso des-
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berdina izan baitaiteke, eta horrek perturbazioaren bariantza aldakorra izatea ekartzen 
baitu.
2. kasua. Taldekatutako datuekin lan egitea. Izan bedi Erregresio Lineal Bakunaren Eredu 
bat Yi = α + βXi + ui i = 1, 2, ..., N non oinarrizko hipotesiak betetzen baitira, eta, beraz, 
baita perturbazioenak ere, hau da, U ~ N(0, σ2i). Demagun N behaketak ez daudela esku-
ragarri, eta bai, ordea, G1, G2,…, Gm multzotan taldekatutako m datu. Talde bakoitzean 
Nj behaketa izanik, N	=	Σmj=1 Nj. Zenbatets daitekeen eredua honako hau da:
Yj = α + βXj + υj    j = 1, 2, ..., m
 Non:
— E(υj) = 0 ∀j = 1, 2, ..., m
— Bar(υj) = Nj σ2	≠	σ2 → Heterozedastizitatea
— Kob(υjυl) = 0 ∀j	≠	l
— υj ~ N(0, Nj σ2)
3. kasua. Akats-ikasketa. Denborarekin jendeak ikasten duen bezala, izango diren akatsak 
murriztuz doaz, eta, beraz, baita beren aldakortasuna ere. Hau da, ekoizpen-kate batean, 
adibidez, hasieran ekoitzitako unitateek kostu handiagoa edota denbora gehiago beharko 
dute geroago egiten direnek baino, praktikatzen den heinean, murriztu egiten baita den-
bora, batez besteko kostua edota akatsekin produzitutako unitate kopurua.
4. kasua. Eragin handiko behaketak. Askotan, datu multzoaren jarraibide orokorretik kanpo 
dauden behaketek (outlier) edota erregresio-emaitzetan eragin sakona duten behaketek 
heterozedastizitatea sorraraz dezakete. Diseinu-arazorik ez badago edota datu-bilketa 
ondo egin bada, behaketak horiek ez dira datu multzotik kendu behar, nahiz eta emaitzak 
aldatu.
5. kasua. Aldagai ez-nabari bat barneratzeak, aldagai nabari baten omisioak edota aukeratu-
tako ereduaren forma funtzional desegokiak heterozedastizitatea sorraraz dezakete.
11.3. Heterozedastizitatearen hautematea
Heterozedastizitatea hautemateko aukera desberdinak daude. Alde batetik, grafikoetan oina-
rritu behar da, eta, ondoren, kontraste formal bat gauzatu. kontraste formal asko daude, baina, gai 
honetan, kasu bakarra aztertuko da: White-en kontrastea, alegia.
Metodo grafikoak
Grafikoen bitartez, datuen sakabanatzea konstantea den edo ez azter daiteke. Grafiko desber-
dinak marraztu daitezke, baina erabilgarrienak honako hauek dira:
— kTA hondarrak behaketekiko edota aldagai azaltzaileekiko.
— kTA hondarrak ber bi, behaketekiko edota aldagai azaltzaileekiko.
— Azaldutako aldagaia edota zenbatetsitakoa behaketekiko edota aldagai azaltzaileekiko.
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EkONOMETRIA ETA GRETL
Kontraste formala: white-en kontrastea
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11.3 Heterozedastizitatearen hautematea 
Heterozedastizitatea hautemateko aukera desberdinak daude. Alde batetik, 
grafikoetan oinarritu behar da, eta, ondoren, kontraste formal bat gauzatu. kontraste 
formal asko daude, baina, gai honetan, kasu bakarra aztertuko da: White-en kontrastea, 
alegia.  
METODO GRAFIkOAk: 
Grafikoen bitartez, datuen sakabanatzea konstantea den edo ez azter daiteke. 
Grafiko desberdinak marraztu daitezke, baina erabilgarrienak honako hauek dira: 
 kTA hondarrak behaketekiko edota aldagai azaltzaileekiko. 
 kTA hondarrak ber bi, behaketekiko edota aldagai azaltzaileekiko. 
 Azaldutako aldagaia edota zenbatetsitakoa behaketekiko edota aldagai 
azaltzaileekiko. 
 
kONTRASTE FORMALA: WHITE-en kONTRASTEA 
 
�
𝐻0:   𝜎12 =  𝜎22 =  … =  𝜎𝑁2   →  𝐻𝑜𝑚𝑜𝑧𝑒𝑑𝑎𝑠𝑡𝑖𝑧𝑖𝑡𝑎𝑡𝑒𝑎
𝐻𝑎:   𝜎12 ≠  𝜎22 ≠  … ≠  𝜎𝑁2   →  𝐻𝑒𝑡𝑒𝑟𝑜𝑧𝑒𝑑𝑎𝑠𝑡𝑖𝑧𝑖𝑡𝑎𝑡𝑒𝑎 
 
Prozedura: 
1.- Eredua zenbatesten da kTA bitartez, eta hondarrak ( 𝑢�𝑖) lortzen dira. 
2.- Erregresio laguntzaile bat zehaztatzen da, non aldagai azaldua kTA 
hondarrak ber bi baitira, eta honako elementu hauen arabera adierazten: termino 
independentea, ereduko aldagai azaltzaileak, aldagai azaltzaileak ber bi, aldagai 
azaltzaileen arteko biderkaketa gurutzatuak eta errore bat. Erregresio laguntzaile hori 
kTA bitartez zenbatesten da, eta dagokion mugatze-koefizientea (𝑅𝑤2 ) lortzen da. 
3.- kontrastearen estatistikoa honako hau da: 
𝑊 = 𝑁 𝑅𝑊2   𝐻0      𝑏�⎯⎯⎯�    𝜒(𝑝−1)2   non p, erregresio laguntzaileko koefiziente kopurua 
baita.  
4.- Erabakitze-irizpidea: hipotesi hutsa baztertzen da α esangura-mailarekin 
baldin eta 𝑊 >  𝜒(𝑝−1)𝛼2  bada, eta heterozedastizitatea dagoela ondorioztatzen da.  
Prozedura:
1. Eredua zenbatesten da kTA bitartez, eta hondarrak (ûi) lortzen dira.
2. Erregresio laguntzaile bat zehaztatzen da, non aldagai azaldua kTA hondarrak ber bi bai-
tira, eta honako elementu hauen arabera adierazten: termino independe tea, ereduko al-
dagai azaltzaileak, aldagai azaltzaileak ber bi, aldagai azaltzaileen arteko biderkaketa 
gurutzatuak eta errore bat. Erregresio laguntzaile hori kTA bitartez zenbatesten da, eta 
dagokion mugatze-koefizientea (Rw2) lortzen da.
3. kontrastearen estatistikoa honako hau da:
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11.3 Heterozedastizitatearen hautematea 
Heterozedastizitatea hautemateko aukera desberdinak daude. Alde batetik, 
grafikoetan oinarritu behar da, eta, ondoren, kontraste formal bat gauzatu. kontraste 
fo mal ko d ude, baina, gai honetan, kasu akarr  aztertuko da: White- n kontrastea, 
alegia.  
METODO GRAFIkOAk: 
Grafikoen bitartez, datuen sakabanatzea konstantea den edo ez azter daiteke. 
Grafiko desberdinak marraztu daitezke, baina erabilgarrienak honako hauek dira: 
 kTA hondarrak behaketekiko edota aldagai azaltzaileekiko. 
 kTA hondarrak ber bi, behaketekiko edota aldagai azaltzaileekiko. 
 Azaldutako aldagaia edot  zenbatetsitakoa behaketekiko edota aldagai 
azaltzaileek ko. 
 
kONTRASTE FORMALA: WHITE-en kONTRASTEA 
 
�
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𝐻𝑎:   𝜎12 ≠  𝜎22 ≠  … ≠  𝜎𝑁2   →  𝐻𝑒𝑡𝑒𝑟𝑜𝑧𝑒𝑑𝑎𝑠𝑡𝑖𝑧𝑖𝑡𝑎𝑡𝑒𝑎 
 
Prozedura: 
1.- Eredua zenbatesten da kTA bitartez, eta hondarrak ( 𝑢�𝑖) lortzen dira. 
2.- Erregresio laguntzaile bat zehaztatzen da, non aldagai azaldua kTA 
hondarrak ber bi baitira, eta honako elementu hauen arabera adierazten: termino 
independe tea, ereduko ald gai azaltzail ak, aldagai zaltz ileak ber bi, aldagai 
azaltzaileen arteko biderk eta gurutzatuak ta e rore bat. E regresio laguntzaile hori 
kTA bitartez zenbatesten da, et  dagokion mugat e-koefizientea (𝑅𝑤2 ) lortzen da. 
3.- kontrastearen estatistikoa honako hau da: 
𝑊 = 𝑁 𝑅𝑊2   𝐻0      𝑏�⎯⎯⎯�    𝜒(𝑝−1)2   non p, erregresio laguntzaileko koefiziente kopurua 
baita.  
4.- Erabakitze-irizpidea: hipotesi hutsa b ztertzen da α esang ra-mailarekin 
baldin eta 𝑊 >  𝜒(𝑝−1)𝛼2  bada, eta heterozedastizitatea dagoela ondorioztatzen da.  
 
 non p, erregresio laguntzaileko koefiziente kopurua baita.
4. Erabakitze-irizpidea: hipotesi hutsa ztertzen da α esangura-mailarekin baldin eta 
W > χ2(p–1)α bada, eta heterozedastizitatea dagoela ondorioztatzen da.
kontraste horrek ez du perturbazioen normaltasunik behar, eta, gainera, b ste kontraste asko 
baino orokorragoa da, ez baita heterozedastizitatea sorrarazten duen aldagaia zehaztu behar. kon-
traste honen helburua da, azken finean, ereduko aldagai azaltzaileak, beren karratuak eta beren bi-
derkaketa gurutzatuak hondarren karratuak azaltzeko baliagarriak diren aztertzea. Hau da, aldagai 
azaltzaileen garapenak eta beren bariantza eta kobariantzen eboluzioak esanguratsuak diren hon-
darren lagineko bariantza zehazterakoan. Erregresio laguntzaileko mugatze-koefizienteak adie-
raziko digu aukeratutako aldagaiak hondarren sakabanatzea azaltzeko baliagarriak diren ala ez. 
Bariantza konstanteko perturbazioak izanez gero, mugatze-koefizientea oso txikia izango da, eta 
aukeratutako aldagai horien aldakuntzek hondar karratuen aldakuntza gutxi azalduko dute.
11.4.  Ereduko koefizienteen KTA zenbateslearen eta perturbazioen bariantzaren 
zenbateslearen propietateak heterozedastizitatepean
Izan bedi Erregresio Lineal Orokorraren Eredua Y = Xβ + U, non perturbazioak heterozedas-
tikoak baitira; hau da, E(UU´)	=	Σ	≠	σ2i.
— Hondar karratuen Batura minimo eginez, ereduko koefizienteen kTA zenbateslea lortzen 
da (β̂ = (X´X)–1 X´Y), eta dagozkion propietateak honako hauek dira:
1. Perturbazioekiko lineala da, perturbazioen konbinazio lineala baita.
β̂ = β + (X´X)–1 X´U
2. Alboragabea da.
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kontraste horrek ez du perturbazioen normaltasunik behar, eta, gainera, beste 
kontraste asko baino orokorragoa da, ez baita heterozedastizitatea sorrarazten duen 
aldagaia zehaztu behar. kontraste honen helburua da, azken finean, ereduko aldagai 
azaltzaileak, beren karratuak eta beren biderkaketa gurutzatuak hondarren karratuak 
azaltzeko baliagarriak diren aztertzea. Hau da, aldagai azaltzaileen garapenak eta beren 
bariantza eta kobariantzen eboluzioak esanguratsuak diren hondarren lagineko bariantza 
zehazterakoan. Erregresio laguntzaileko mugatze-koefizienteak adieraziko digu 
aukeratutako aldagaiak hon rren sakabanatzea azaltzeko bal garriak diren ala ez. 
Bariantza konstanteko perturbazioak izanez gero, mugatze-koefizientea oso txikia izango 
da, eta au eratutako aldagai horien aldakuntzek hondar arr tuen ald untza gutxi 
azalduko dute. 
 
11.4 Ereduko koefizienteen KTA zenbateslearen eta perturbazioen 
bariantzaren zenbateslearen propietateak heterozedastizitatepean 
Izan bedi Erregresio Lineal Orokorraren Eredua 𝑌 = 𝑋𝛽 + 𝑈,  non 
perturbazioak heterozedastikoak baitira; hau da,  𝐸(𝑈𝑈´) =  Σ ≠  𝜎2𝐼. 
** Hondar karratuen Batura minimo eginez, ereduko koefizienteen kTA 
zenbateslea lortzen da (𝛽� =  (𝑋´𝑋)−1 𝑋´𝑌), eta dagozkion propietateak honako hauek 
dira: 
1.- Perturbazioekiko lineala da, perturbazioen konbinazio lineala baita. 
𝛽� =  𝛽 +  (𝑋´𝑋)−1𝑋´𝑈 
2.- Alboragabea da.  
𝐸𝑋�𝛽�� =  𝐸𝑋 [𝛽 +  (𝑋´𝑋)−1𝑋´𝑈] =  𝛽 +  (𝑋´𝑋)−1𝑋´𝐸𝑋(𝑈) =  𝛽 
3.- Zenbatesle lineal eta alboragabeen artean ez da bariantza minimoduna. 
𝐵𝑎𝑟�𝛽�� =  𝐸𝑋 ��𝛽� − 𝐸𝑋�𝛽��� �𝛽� − 𝐸𝑋�𝛽��� ´ � = 𝐸𝑋[ (𝑋´𝑋)−1 𝑋´𝑈 𝑈´ 𝑋 (𝑋´𝑋)−1] = = (𝑋´𝑋)−1𝑋´ 𝐸𝑋(𝑈𝑈´)𝑋 (𝑋´𝑋)−1 = (𝑋´𝑋)−1𝑋´ ∑𝑋 (𝑋´𝑋)−1 ≠  𝜎2 (𝑋´𝑋)−1   
4.- Perturbazioen Banaketa Normalpean,  
𝛽�  ~ 𝑁 (𝛽 , (𝑋´𝑋)−1𝑋´ ∑𝑋 (𝑋´𝑋)−1)  
** Era berean, froga daiteke perturbazioen bariantzaren ohiko zenbateslea 
(𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)) alboratua dela.  
𝜎�2 =  𝐻𝐾𝐵(𝑁 − 𝐾) =  �𝑌 − 𝑋𝛽��´�𝑌 − 𝑋𝛽��(𝑁 − 𝐾) = 𝑌´𝑀´𝑀 𝑌(𝑁 − 𝐾) =  𝑌´𝑀 𝑌(𝑁 − 𝐾) =  𝑈´𝑀 𝑈(𝑁 − 𝐾) 
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3. Zenbatesle lineal eta alboragabeen artean ez da bariantza minimoduna.
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kontraste horrek ez du perturbazioen normaltasunik behar, eta, gainera, beste 
kontraste asko baino orokorragoa da, ez baita heterozedastizitatea sorrarazten duen 
aldagaia zehaztu behar. kontraste honen helburua da, azken finean, ereduko aldagai 
azaltzaileak, beren karratuak eta beren biderkaketa gurutzatuak hondarren karratuak 
azaltzeko baliagarriak diren aztertzea. Hau da, aldagai azaltzaileen garapenak eta beren 
bariantza eta kobariantzen eboluzioak esanguratsuak diren hondarren lagineko bariantza 
zehazterakoan. Erregresio laguntzaileko mugatze-koefizienteak adieraziko digu 
aukeratutako aldagaiak hondarren sakabanatzea azaltzeko baliagarriak diren ala ez. 
Bariantza konstanteko perturbazioak izanez gero, mugatze-koefizientea oso txikia izango 
da, eta aukeratutako aldagai horien aldakuntzek hondar karratuen aldakuntza gutxi 
azalduko dute. 
 
11.4 Ereduko koefizienteen KTA zenbateslearen eta perturbazioen 
bariantzaren zenbateslearen propietateak heterozedastizitatepean 
Izan bedi Erregresio Lineal Orokorraren Eredua 𝑌 = 𝑋𝛽 + 𝑈,  non 
perturbazioak heterozedastikoak baitira; hau da,  𝐸(𝑈𝑈´) =  Σ ≠  𝜎2𝐼. 
** Hondar karratuen Batura minimo eginez, ereduko koefizienteen kTA 
zenbateslea lortzen da (𝛽� =  (𝑋´𝑋)−1 𝑋´𝑌), eta dagozkion propietateak honako hauek 
dira: 
1.- Perturbazioekiko lineala da, perturbazioen konbinazio lineala baita. 
𝛽� =  𝛽 +  (𝑋´𝑋)−1𝑋´𝑈 
2.- Alboragabea da.  
𝐸𝑋�𝛽�� =  𝐸𝑋 [𝛽 +  (𝑋´𝑋)−1𝑋´𝑈] =  𝛽 +  (𝑋´𝑋)−1𝑋´𝐸𝑋(𝑈) =  𝛽 
3.- Zenbatesle lineal eta alboragabeen artean ez da bariantza minimoduna. 
𝐵𝑎𝑟�𝛽�� =  𝐸𝑋 ��𝛽� − 𝐸𝑋�𝛽��� �𝛽� − 𝐸𝑋�𝛽��� ´ � = 𝐸𝑋[ (𝑋´𝑋)−1 𝑋´𝑈 𝑈´ 𝑋 (𝑋´𝑋)−1] = = (𝑋´𝑋)−1𝑋´ 𝐸𝑋(𝑈𝑈´)𝑋 (𝑋´𝑋)−1 = (𝑋´𝑋)−1𝑋´ ∑𝑋 (𝑋´𝑋)−1 ≠  𝜎2 (𝑋´𝑋)−1   
4.- Perturbazioen Banaketa Normalpean,  
𝛽�  ~ 𝑁 (𝛽 , (𝑋´𝑋)−1𝑋´ ∑𝑋 (𝑋´𝑋)−1)  
** Era berean, froga daiteke perturbazioen bariantzaren ohiko zenbateslea 
(𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)) alboratua dela.  
𝜎�2 =  𝐻𝐾𝐵(𝑁 − 𝐾) =  �𝑌 − 𝑋𝛽��´�𝑌 − 𝑋𝛽��(𝑁 − 𝐾) = 𝑌´𝑀´𝑀 𝑌(𝑁 − 𝐾) =  𝑌´𝑀 𝑌(𝑁 − 𝐾) =  𝑈´𝑀 𝑈(𝑁 − 𝐾) 
4. Perturbazioen Banaketa Normalpean,
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kontraste horrek ez du perturbazioen normaltasunik behar, eta, gainera, beste 
kontraste asko baino orokorragoa da, ez baita heterozedastizitatea sorrarazten duen 
aldagaia zehaztu behar. kontraste honen helburua da, azken finean, ereduko aldagai 
azaltzaileak, beren karratuak eta beren biderkaketa gurutzatuak hondarren karratuak 
azaltzeko baliagarriak diren aztertzea. Hau da, aldagai azaltzaileen garapenak eta beren 
bariantza eta kobariantzen eboluzioak esanguratsuak diren hondarren lagineko bariantza 
zehazterakoan. Erregresio laguntzaileko mugatze-koefizienteak adieraziko digu 
aukeratutako aldagaiak hondarren sakabanatzea azaltzeko baliagarriak diren ala ez. 
Bariantza konstanteko perturbazioak izanez gero, mugatze-koefizientea oso txikia izango 
da, eta aukeratutako aldagai horien aldakuntzek hondar karratuen aldakuntza gutxi 
azalduko dute. 
 
11.4 Ereduko koefizienteen KTA zenbateslearen eta perturbazioen 
bariantzaren zenbateslearen propietateak heterozedastizitatepean 
Izan bedi Erregresio Lineal Orokorraren Eredua 𝑌 = 𝑋𝛽 + 𝑈,  non 
perturbazioak heterozedastikoak baitira; hau da,  𝐸(𝑈𝑈´) =  Σ ≠  𝜎2𝐼. 
** Hondar karratuen Batura minimo eginez, ereduko koefizie teen kTA 
zenbateslea lortzen da (𝛽� =  (𝑋´𝑋)−1 𝑋´𝑌), eta dagozkion propietateak honako hauek 
dira: 
1.- Perturbazioekiko lineala da, perturbazioen konbinazio lineala baita. 
𝛽� =  𝛽 +  (𝑋´𝑋)−1𝑋´𝑈 
2.- Alboragabea da.  
𝐸𝑋�𝛽�� =  𝐸𝑋 [𝛽 +  (𝑋´𝑋)−1𝑋´𝑈] =  𝛽 +  (𝑋´𝑋)−1𝑋´𝐸𝑋(𝑈) =  𝛽 
3.- Zenbatesle lineal eta alboragabeen artean ez da bariantza minimoduna. 
𝐵𝑎𝑟�𝛽�� =  𝐸 ��𝛽� − 𝐸𝑋�𝛽��� �𝛽� − 𝐸𝑋�𝛽��� ´ � = 𝐸𝑋[ (𝑋´𝑋)−1 𝑋´𝑈 𝑈´ 𝑋 (𝑋´𝑋)−1] = = (𝑋´𝑋)−1𝑋´ 𝐸𝑋(𝑈𝑈´)𝑋 (𝑋´𝑋)−1 = (𝑋´𝑋)−1𝑋´ ∑𝑋 (𝑋´𝑋)−1 ≠  𝜎2 (𝑋´𝑋)−1   
4.- Perturbazioen Banaketa Normalpean,  
𝛽�  ~ 𝑁 (𝛽 , (𝑋´𝑋)−1𝑋´ ∑𝑋 (𝑋´𝑋)−1)  
** Era berean, froga daiteke perturbazioen bariantzaren ohiko zenbateslea 
(𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)) alboratua dela.  
𝜎�2 =  𝐻𝐾𝐵(𝑁 − 𝐾) =  �𝑌 − 𝑋𝛽��´�𝑌 − 𝑋𝛽��(𝑁 − 𝐾) = 𝑌´𝑀´𝑀 𝑌(𝑁 − 𝐾) =  𝑌´𝑀 𝑌(𝑁 − 𝐾) =  𝑈´𝑀 𝑈(𝑁 − 𝐾) 
— Era berean, froga daiteke perturbazioen bariantzaren ohiko zenbateslea 
11. GAIA. Heterozedastizitatea 
126 
 
kontraste horrek ez du perturbazioen normaltasunik behar, eta, gainera, beste 
kontraste asko baino orokorragoa da, ez baita heterozedastizitatea sorrarazten duen 
aldagaia zehaztu behar. kontraste honen helburua da, azken finean, ereduko aldagai 
azaltzaileak, beren karratuak eta beren biderkaketa gurutzatuak hondarren karratuak 
azaltzeko baliagarriak diren aztertzea. Hau da, aldagai azaltzaileen garapenak eta beren 
bariantza eta kobariantzen eboluzioak esanguratsuak diren hondarren lagineko bariantza 
zehazterakoan. Erregresio laguntzaileko mugatze-koefizienteak adieraziko digu 
aukeratutako aldagaiak hondarren sakabanatzea azaltzeko baliagarriak diren ala ez. 
Bariantza konstanteko perturbazioak izanez gero, mugatze-koefizientea oso txikia izango 
da, eta aukeratutako aldagai horien aldakuntzek hondar karratuen aldakuntza gutxi 
azalduko dute. 
 
11.4 Ereduko koefizienteen KTA zenbateslearen eta perturbazioen 
bariantzaren zenbateslearen propietateak heterozedastizitatepean 
Izan bedi Erregresio Lineal Orokorraren Eredua 𝑌 = 𝑋𝛽 + 𝑈,  non 
perturbazioak heterozedastikoak baitira; hau da,  𝐸(𝑈𝑈´) =  Σ ≠  𝜎2𝐼. 
** Hondar karratuen Batura minimo eginez, ereduko koefizienteen kTA 
zenbateslea lortzen da (𝛽� =  (𝑋´𝑋)−1 𝑋´𝑌), eta dagozkion propietateak honako hauek 
dira: 
1.- Perturbazioekiko lineala da, perturbazioen konbinazio lineala baita. 
𝛽� =  𝛽 +  (𝑋´𝑋)−1𝑋´𝑈 
2.- Alboragabea da.  
𝐸𝑋�𝛽�� =  𝐸𝑋 [𝛽 +  (𝑋´𝑋)−1𝑋´𝑈] =  𝛽 +  (𝑋´𝑋)−1𝑋´𝐸𝑋(𝑈) =  𝛽 
3.- Zenbatesle lineal eta alboragabeen artean ez da bariantza minimoduna. 
𝐵𝑎𝑟�𝛽�� =  𝐸𝑋 ��𝛽� − 𝐸𝑋�𝛽��� �𝛽� − 𝐸𝑋�𝛽��� ´ � = 𝐸𝑋[ (𝑋´𝑋)−1 𝑋´𝑈 𝑈´ 𝑋 (𝑋´𝑋)−1] = = (𝑋´𝑋)−1𝑋´ 𝐸𝑋(𝑈𝑈´)𝑋 (𝑋´𝑋)−1 = (𝑋´𝑋)−1𝑋´ ∑𝑋 (𝑋´𝑋)−1 ≠  𝜎2 (𝑋´𝑋)−1   
4.- Perturbazioen Banaketa Normalpean,  
𝛽�  ~ 𝑁 (𝛽 , (𝑋´𝑋)−1𝑋´ ∑𝑋 (𝑋´𝑋)−1)  
** Era berean, froga daiteke perturbazioen bariantzaren ohiko zenbateslea 
(𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)) alboratua dela.  
𝜎�2 =  𝐻𝐾𝐵(𝑁 − 𝐾) =  �𝑌 − 𝑋𝛽��´�𝑌 − 𝑋𝛽��(𝑁 − 𝐾) = 𝑌´𝑀´𝑀 𝑌(𝑁 − 𝐾) =  𝑌´𝑀 𝑌(𝑁 − 𝐾) =  𝑈´𝑀 𝑈(𝑁 − 𝐾) 
 al-
boratua dela.
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kontraste horrek ez du perturbazioen no malt suni  behar, eta, gainera, beste 
kontraste as o baino o okorragoa da, ez baita heterozedastizit tea sorra azten duen 
aldagaia zehaztu beh r. ko traste honen helburua da, ken fin an, ereduko aldagai 
azaltz ileak, beren k rratuak eta beren biderk ket  gu utzatuak ho d rren karratuak 
azaltzeko bali garriak di n aztertzea. Hau da, aldagai azaltzail en garapenak eta beren 
bariantza eta kobariantzen eboluzioak esangur su k diren hondarren lagineko bari ntza 
zeh zterakoan. Err gresio laguntzaileko mugatze-koefizienteak adieraziko digu 
aukeratutako aldag iak hond rren sakabanatzea azaltzeko baliagarriak iren ala ez. 
B ri ntza konstanteko perturbazioak izanez gero, mugatze-koefizientea oso txikia izango 
da, eta aukeratutako aldagai horien aldakuntzek hondar karratuen aldakuntza gutxi 
azalduko dute. 
 
11.4 Ereduko koefizienteen KTA zenbateslearen eta perturbazioen 
bariantzaren zenbateslearen propietateak heterozedastizitatepean 
Izan bedi Erregresio Line l Orokorraren E a 𝑌 = 𝑋𝛽 + 𝑈,  non 
perturbazioak heterozedastikoak baitira; hau da,  𝐸(𝑈𝑈´) =  Σ ≠  𝜎2𝐼. 
** Hondar karratuen Batura minimo eginez, ereduko koefizienteen kTA 
zenbateslea lortzen da (𝛽� =  (𝑋´𝑋)−1 𝑋´𝑌), e a d gozkion propietateak hon ko hauek 
dira: 
1.- Perturb zioekiko lineala da, perturbazioen konbinazio lineala baita. 
𝛽� =  𝛽 +  (𝑋´𝑋)−1𝑋´𝑈 
2.- Alboragabea da.  
𝐸𝑋�𝛽�� =  𝐸𝑋 [𝛽 +  (𝑋´𝑋)−1𝑋´𝑈] =  𝛽 +  (𝑋´𝑋)−1𝑋´𝐸𝑋(𝑈) =  𝛽 
3.- Zenbatesle lineal eta alboragabeen artean ez da bariantza minimoduna. 
𝐵𝑎𝑟�𝛽�� =  𝐸𝑋 ��𝛽� − 𝐸𝑋�𝛽��� �𝛽� − 𝐸𝑋�𝛽��� ´ � = 𝐸𝑋[ (𝑋´𝑋)−1 𝑋´𝑈 𝑈´ 𝑋 (𝑋´𝑋)−1] = = (𝑋´𝑋)−1𝑋´ 𝐸𝑋(𝑈𝑈´)𝑋 𝑋´𝑋)−1 = (𝑋´𝑋)−1  ∑𝑋 (𝑋´𝑋)−1 ≠  𝜎2 (𝑋´𝑋)−1   
4.- Perturbazioe  Banaketa Normalpean,  
𝛽�  ~ 𝑁 (𝛽 , (𝑋´𝑋)−1𝑋´ ∑𝑋 (𝑋´𝑋)−1)  
** Era berean, froga daiteke perturbazioen bariantzaren ohiko zenbateslea 
(𝜎�2 =  𝐻𝐾𝐵(𝑁−𝐾)) alboratua dela.  
𝜎�2 =  𝐻𝐾𝐵(𝑁 − 𝐾) =  �𝑌 − 𝑋𝛽��´�𝑌 − 𝑋𝛽��(𝑁 − 𝐾) = 𝑌´𝑀´𝑀 𝑌(𝑁 − 𝐾) =  𝑌´𝑀 𝑌(𝑁 − 𝐾) =  𝑈´𝑀 𝑈(𝑁 − 𝐾) 
 Non M = (i – X (X´X)–1 X´) simetrikoa, idenpotentea, tr(M) = N – K eta M X = 0 baita. 
Hortaz:
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Non M= (I- X (X´X)-1 X´ ) sim trikoa, idenpotentea, tr(M)=N-k eta M X=0 
baita. Hortaz: 
𝐸𝑋(𝜎�2) =  𝐸𝑋(𝑈´𝑀 𝑈)(𝑁 − 𝐾) =  𝐸𝑋(𝑡𝑟(𝑈´𝑀 𝑈))(𝑁 −𝐾) =  𝐸𝑋(𝑡𝑟(𝑀𝑈𝑈´))(𝑁 − 𝐾) =  𝑡𝑟(𝑀 𝐸𝑋(𝑈𝑈´))(𝑁 − 𝐾)=  𝑡𝑟(𝑀 ∑)(𝑁 −𝐾)  ≠  𝜎2 
** Ondorioz, kontrasteak egitean edota koefizienteen konfiantza-tarteak 
lortzean, ezin da 𝜎�2 erabili, ez baitira baliogarriak izango.  Ohiko estatistikoekin 
gauzatutako inferentzia ez da baliagarria izango, 𝜎�2 eta 𝐵𝑎𝑟�𝛽�� = 𝜎2 (𝑋´𝑋)−1   
matrizean oinarritzen baitira. 
 
11.5 Ereduaren zenbatespena eta inferentzia heterozedastizitatepean 
 Frogatu den bezala, heterozedastizitatepean ereduko koefizienteen kTA 
zenbateslea lineala da perturbazioekiko, alboragabea, baina jada ez da bariantza 
minimoduna. Gainera, perturbazioaren bariantzaren ohiko zenbateslea alboratua denez, 
ezin dira kontrasteak gauzatu ohiko estatistikoekin. Hala ere, posible da inferentzia egitea 
kTA zenbateslearekin baina, bere bariantza-kobariantza matrizea era sendoan zenbatetsi 
beharra dago. White-ek proposatutako 𝐵𝑎𝑟(𝛽�)� 𝑊𝐻𝐼𝑇𝐸 =  (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1 erabiliz, 
non S matrizea hondar karratuz osatutako matrize diagonala baita, hau da: 
𝑆 =  �𝑢�12 ⋯ 0⋮ ⋱ ⋮0 ⋯ 𝑢�𝑁2 � 
 kasu honetan, koefizienteen q murrizketa lineal kontrastatzeko, honako 
estatistiko hau erabiliko da: 
�
𝐻0:𝑅𝛽 = 𝑟   
𝐻𝑎:𝑅𝛽 ≠ 𝑟                𝐹 = �𝑅 𝛽� − 𝑟�´ [𝑅 (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1]−1�𝑅 𝛽� − 𝑟� 𝐻0  𝑏�⎯�   𝜒𝑞 
Eta erabakitze-araua hipotesi hutsa baztertzea izango da, baldin eta 𝐹 >  𝜒𝑞|𝛼 bada.  
 Era berean, koefizienteen murrizketa bakarraren kasuan, hau da, q=1 denean: 
𝑡 =  𝑅 𝛽� − 𝑟
�𝑅 𝐵𝑎𝑟(𝛽�)𝑊𝐻𝐼𝑇𝐸  𝑅´    𝐻0     𝑏   �⎯⎯⎯⎯�   𝑁(0 , 1) 
— Ondorioz, kontrasteak egitean edota koefizienteen konfiantza-tarteak lortzean, ezin da 
σ̂2 erabili, ez baitira baliogarriak izango. Ohiko estatistikoekin gauzatutako inferentzia ez 
da baliag rria izango, σ̂2 eta Bar(β̂) = σ2(X´X)–1 matrizean oinarritzen baitira.
11.5. Ereduaren zenbatespena eta inferentzia heterozedastizitatepean
Frogatu den bezala, heterozedastizitatepean ereduko koefizienteen kTA zenbateslea li-
neala da perturbazioekiko, alboragabea, baina jada ez da bariantza minimoduna. Gainera, per-
turbazioaren bariantzaren ohiko zenbateslea alboratua denez, ezin dira kontrasteak gauzatu 
ohiko estatistikoekin. Hala ere, posible da inferentzia egitea kTA zenbateslearekin baina, bere 
bariantza-kobariantza matrizea era sendoan zenbatetsi beharra dago. White-ek proposatutako 
11. GAIA. Heterozedastizitatea 
127 
 
Non M= (I- X (X´X)-1 X´ ) simetrikoa, idenpotentea, tr(M)=N-k eta M X=0 
baita. Hortaz: 
𝐸𝑋(𝜎�2) =  𝐸𝑋(𝑈´𝑀 𝑈)(𝑁 − 𝐾) =  𝐸𝑋(𝑡𝑟(𝑈´𝑀 𝑈))(𝑁 −𝐾) =  𝐸𝑋(𝑡𝑟(𝑀𝑈𝑈´))(𝑁 − 𝐾) =  𝑡𝑟(𝑀 𝐸𝑋(𝑈𝑈 )(𝑁 − 𝐾)=  𝑡𝑟(𝑀 ∑)(𝑁 −𝐾)  ≠  𝜎2 
** Ondorioz, kontrasteak egitean edota koefizienteen konfiantza-tarteak 
lortzean, ezin da 𝜎�2 erabili, ez baitira baliogarriak izango.  Ohiko estatistikoekin 
gauzatutako inferentzia ez da baliagarria izango, 𝜎�2 eta 𝐵𝑎𝑟�𝛽�� = 𝜎2 (𝑋´𝑋)−1   
matrizean oinarritzen baitira. 
 
11.5 Ereduaren zenbatespena eta inferentzia heterozedastizitatepean 
 Frogatu den bezala, heterozedastizitatepean ereduko koefizie t en kTA 
zenbateslea lineala da perturbazioekiko, alboragabea, baina jada ez da bariantza 
minimoduna. Gainera, perturbazioaren bariantzaren ohiko zenbateslea albor tua d ne , 
ezin dira kontrasteak gauzatu ohiko estatistikoekin. Hala re, posible inferentzia egitea 
kTA zenbateslearekin baina, bere bariantza-kobariantza m trizea  sendoan enbatetsi 
beharra dago. White-ek proposatutako 𝐵𝑎𝑟(𝛽�)� 𝑊𝐻𝐼𝑇𝐸 =  (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1 erabiliz, 
non S matrizea hondar karratuz osatutako matrize diagonala baita, hau da: 
𝑆 =  �𝑢�12 ⋯ 0⋮ ⋱ ⋮0 ⋯ 𝑢�𝑁2 � 
 kasu honetan, koefizienteen q murrizketa lineal kontrastatzeko, honako 
estatistiko hau erabiliko da: 
�
𝐻0:𝑅𝛽 = 𝑟   
𝐻𝑎:𝑅𝛽 ≠ 𝑟                𝐹 = �𝑅 𝛽� − 𝑟�´ [𝑅 (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1]−1�𝑅 𝛽� − 𝑟� 𝐻0  𝑏�⎯�   𝜒𝑞 
Eta erabakitze-araua hipotesi hutsa baztertzea izango da, baldin eta 𝐹 >  𝜒𝑞|𝛼 bada.  
 Era berean, koefizienteen murrizketa bakarraren kasuan, hau da, q=1 denean: 
𝑡 =  𝑅 𝛽� − 𝑟
�𝑅 𝐵𝑎𝑟(𝛽�)𝑊𝐻𝐼𝑇𝐸  𝑅´    𝐻0     𝑏   �⎯⎯⎯⎯�   𝑁(0 , 1) 
 r ili , non S matrizea hondar karratuz osatutako ma-
trize diagonala bait , hau da:
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Non M= (I- X (X´X)-1 X´ ) simetrikoa, idenpotentea, tr(M)=N-k eta M X=0 
baita. Hortaz: 
𝐸𝑋(𝜎�2) =  𝐸𝑋(𝑈´𝑀 𝑈)(𝑁 − 𝐾) =  𝐸𝑋(𝑡𝑟(𝑈´𝑀 𝑈))(𝑁 −𝐾) =  𝐸𝑋(𝑡𝑟(𝑀𝑈𝑈´))(𝑁 − 𝐾) =  𝑡𝑟(𝑀 𝐸𝑋(𝑈𝑈´))(𝑁 − 𝐾)=  𝑡𝑟(𝑀 ∑)(𝑁 −𝐾)  ≠  𝜎2 
** Ondorioz, kontrasteak egitean edota koefizienteen konfiantza-tarteak 
lortzean, ezin da 𝜎�2 erabili, ez baitira baliogarriak izango.  Ohiko estatistikoekin 
gauzatutako inferentzia ez da baliagarria izango, 𝜎�2 eta 𝐵𝑎𝑟�𝛽�� = 𝜎2 (𝑋´𝑋)−1   
matrizean oinarritzen baitira. 
 
11.5 Ereduaren zenbatespena eta inferentzia heterozedastizitatepean 
 Frogatu den bezala, heterozedastizitatepean ereduko koefizienteen kTA 
zenbateslea lineala da perturbazioekiko, alboragabea, baina jada ez da bariantza 
minimoduna. Gainera, perturbazioaren bariantzaren ohiko zenbateslea alboratua denez, 
ezin dira kontrasteak gauzatu ohiko estatistikoekin. Hala ere, posible da inferentzia egitea 
kTA zenbateslearekin baina, bere bariantza-kobariantza matrizea era sendoan zenbatetsi 
beharra dago. White- k proposatutako 𝐵𝑎𝑟(𝛽�)� 𝑊𝐻𝐼𝑇𝐸 =  (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1 erabiliz, 
non S matrizea hondar arratuz osatutako matrize di go al bai a, h u d : 
𝑆 =  �𝑢�12 ⋯ 0⋮ ⋱ ⋮0 ⋯ 𝑢�𝑁2 � 
 kasu honetan, koefizienteen q murrizketa lineal kontrastatzeko, honako 
estatistiko hau erabiliko da: 
�
𝐻0:𝑅𝛽 = 𝑟   
𝐻𝑎:𝑅𝛽 ≠ 𝑟                𝐹 = �𝑅 𝛽� − 𝑟�´ [𝑅 (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1]−1�𝑅 𝛽� − 𝑟� 𝐻0  𝑏�⎯�   𝜒𝑞 
Eta erabakitze-araua hipotesi hutsa baztertzea izango da, baldin eta 𝐹 >  𝜒𝑞|𝛼 bada.  
 Era berean, koefizienteen murrizketa bakarraren kasuan, hau da, q=1 denean: 
𝑡 =  𝑅 𝛽� − 𝑟
�𝑅 𝐵𝑎𝑟(𝛽�)𝑊𝐻𝐼𝑇𝐸  𝑅´    𝐻0     𝑏   �⎯⎯⎯⎯�   𝑁(0 , 1) 
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kasu honetan, koefizienteen q murrizketa lineal kontrastatzeko, honako estatistiko hau erabi-
liko da:
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Non M= (I- X (X´X)-1 X´ ) simetrikoa, idenpotentea, tr(M)=N-k eta M X=0 
baita. Hortaz: 
𝐸𝑋(𝜎�2) =  𝐸𝑋(𝑈´𝑀 𝑈)(𝑁 − 𝐾) =  𝐸𝑋(𝑡𝑟(𝑈´𝑀 𝑈))(𝑁 −𝐾) =  𝐸𝑋(𝑡𝑟(𝑀𝑈𝑈´))(𝑁 − 𝐾) =  𝑡𝑟(𝑀 𝐸𝑋(𝑈𝑈´))(𝑁 − 𝐾)=  𝑡𝑟(𝑀 ∑)(𝑁 −𝐾)  ≠  𝜎2 
** Ondorioz, kontrasteak egitean edota koefizienteen konfiantza-tarteak 
lortzean, ezin da 𝜎�2 erabili, ez baitira baliogarriak izango.  Ohiko estatistikoekin 
gauzatutako inferentzia ez da baliagarria izango, 𝜎�2 eta 𝐵𝑎𝑟�𝛽�� = 𝜎2 (𝑋´𝑋)−1   
matrizean oinarritzen baitira. 
 
11.5 Ereduaren zenbatespena eta inferentzia heterozedastizitatepean 
 Frogatu den bezala, heterozedastizitatepean ereduko koefizienteen kTA 
zenbateslea lineala da perturbazioekiko, alboragabea, baina jada ez da bariantza 
minimoduna. Gainera, perturbazioaren bariantzaren ohiko zenbateslea alboratua denez, 
ezin dira kontrasteak gauzatu ohiko estatistikoekin. Hala ere, posible da inferentzia egitea 
kTA zenbateslearekin baina, bere bariantza-kobariantza matrizea era sendoan zenbatetsi 
beharra dago. White-ek proposatutako 𝐵𝑎𝑟(𝛽�)� 𝑊𝐻𝐼𝑇𝐸 =  (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1 erabiliz, 
non S matrizea hondar karratuz osatutako matrize diagonala baita, hau da: 
𝑆 =  �𝑢�12 ⋯ 0⋮ ⋱ ⋮0 ⋯ 𝑢�𝑁2 � 
 kasu honetan, koefizienteen q murrizketa lineal kontrastatzeko, honako 
estatistiko hau erabiliko da: 
�
𝐻0:𝑅𝛽 = 𝑟   
𝐻𝑎:𝑅𝛽 ≠ 𝑟                𝐹 = �𝑅 𝛽� − 𝑟�´ [𝑅 (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1]−1�𝑅 𝛽� − 𝑟� 𝐻0  𝑏�⎯�   𝜒𝑞 
Eta erabakitze-araua hipotesi hutsa baztertzea izango da, baldin eta 𝐹 >  𝜒𝑞|𝛼 bada.  
 Era berean, koefizienteen murrizketa bakarraren kasuan, hau da, q=1 denean: 
𝑡 =  𝑅 𝛽� − 𝑟
�𝑅 𝐵𝑎𝑟(𝛽�)𝑊𝐻𝐼𝑇𝐸  𝑅´    𝐻0     𝑏   �⎯⎯⎯⎯�   𝑁(0 , 1) 
Eta erabakitze-araua hipotesi hutsa baztertzea izango da, baldin eta F > χqǀα bada.
Era berean, koefizienteen murrizketa bakarraren kasuan, hau da, q = 1 denean:
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Non = (I- X (X´X)-1 X´ ) simetrikoa, idenpotentea, tr( )=N-k eta  X=0 
baita. Hortaz: 
𝐸𝑋(𝜎�2) =  𝐸𝑋(𝑈´𝑀 𝑈)(𝑁 − 𝐾) =  𝐸𝑋(𝑡𝑟(𝑈´𝑀 𝑈))(𝑁 −𝐾) =  𝐸𝑋(𝑡𝑟(𝑀𝑈𝑈´))(𝑁 − 𝐾) =  𝑡𝑟(𝑀 𝐸𝑋(𝑈𝑈´))(𝑁 − 𝐾)=  𝑡𝑟(𝑀 ∑)(𝑁 −𝐾)  ≠  𝜎2 
** Ondorioz, kontrasteak egitean edota koefizienteen konfiantza-tarteak 
lortzean, ezin da 𝜎�2 erabili, ez baitira baliogarriak izango.  Ohiko estatistikoekin 
gauzatutako inferentzia ez da baliagarria izango, 𝜎�2 eta 𝐵𝑎𝑟�𝛽�� = 𝜎2 (𝑋´𝑋)−1   
matrizean oinarritzen baitira. 
 
11.5 Ereduaren zenbatespena eta inferentzia heterozedastizitatepean 
 Frogatu den bezala, heterozedastizitatepean ereduko koefizienteen kTA 
zenbateslea lineala da perturbazioekiko, alboragabea, baina jada ez da bariantza 
minimoduna. Gainera, perturbazioaren bariantzaren ohiko zenbateslea alboratua denez, 
ezin dira kontrasteak gauzatu ohiko estatistikoekin. Hala ere, posible da inferentzia egitea 
kTA zenbateslearekin baina, bere bariantza-kobariantza matrizea era sendoan zenbatetsi 
beharra dago. hite-ek proposatutako 𝐵𝑎𝑟(𝛽�)𝑊𝐻𝐼𝑇𝐸 =  (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1 erabiliz, 
non S matrizea hondar karratuz osatutako matrize diagonala baita, hau da: 
𝑆 =  �𝑢�12 ⋯ 0⋮ ⋱ ⋮0 ⋯ 𝑢�𝑁2 � 
 kasu honetan, koefizienteen q murrizketa lineal kontrastatzeko, honako 
estatistiko hau erabiliko da: 
�
𝐻0:𝑅𝛽 = 𝑟   
𝐻𝑎:𝑅𝛽 ≠ 𝑟                𝐹 = �𝑅 𝛽� − 𝑟�´ [𝑅 (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1]−1�𝑅 𝛽� − 𝑟� 𝐻0  𝑏�⎯�   𝜒𝑞 
Eta erabakitze-araua hipotesi hutsa baztertzea izango da, baldin eta 𝐹 >  𝜒𝑞|𝛼 bada.  
 Era berean, koefizienteen murrizketa bakarr ren kasuan, hau a, q=1 denean: 
𝑡 =  𝑅 𝛽� − 𝑟
�𝑅 𝐵𝑎𝑟(𝛽�)𝑊𝐻𝐼𝑇𝐸  𝑅´    𝐻0     𝑏   �⎯⎯⎯⎯�   𝑁(0 , 1) 
Eta erabakitze-araua hipotesi hutsa baztertzea izango da α esangura-mailarekin, baldin eta 
ǀtǀ	>	Zα/2 bada, hau da, N(0, 1) banaketako α/2 kuantila baino handiagoa bada.
Adibidez, banakako esangura-kontraste bat egiteko:
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 Eta erabakitze-araua hipotesi hutsa baztertzea izango da α esangura-mailarekin, 
baldin eta |𝑡| >  𝑍𝛼
2�
 bada, hau da, N(0, 1) banaketako 𝛼 2�  kuantila baino handiagoa 
bada. 
 Adibidez, banakako esangura-kontraste bat egiteko: 
�
𝐻0:  𝛽𝑘 = 0
𝐻𝑎: 𝛽𝑘  ≠ 0          𝑡 =  𝛽�𝑘−  0𝑑𝑒𝑠�  (𝛽�𝑘)𝑊𝐻𝐼𝑇𝐸    𝐻0      𝑏  �⎯⎯⎯⎯�   𝑁(0,1) 
 Eta Xk  aldagaia nabaria izango da α esangura-mailarekin, baldin eta |𝑡| >  𝑍𝛼
2�
 
bada, hau da, N(0, 1) banaketako 𝛼 2�  kuantila baino handiagoa bada. 
 
11.6 Heterozedastizitatea Gretl-ekin 
Heterozedastizitatea aztertzeko Gretl bitartez, aurreko gaietan bezala, 
soldataren adibidea erabiliko da.  
𝑆𝑂𝐿𝐷𝐴𝑇𝐴𝑖 =  𝛽1 + 𝛽2𝐻𝐸𝑍𝑖 +  𝛽3 𝐴𝑁𝑇𝑍𝑖 + 𝛽4 𝐺𝐼𝑍𝑖 + 𝛽5 𝑀𝐴𝑁𝑇𝑖 +  𝛽6 𝑇𝐴𝐼𝐿𝐸𝑅𝑖 +  𝑢𝑖 
Eredua kTA bitartez zenbatetsi ondoren, hondarren zenbait grafiko lortu dira: 
hondarrak behaketa-zenbakiarekiko, eta baita ereduan barneratu diren aldagai azaltzaile 
kuantitatibo eta fikzio-aldagaiekiko ere. 
 
 
Eta Xk aldagaia nabaria izango da α	esangura-mailarekin,	baldin	eta	 ǀtǀ	>	Zα/2 bada, hau da, 
N(0, 1) banaketako α/2 kuantila baino handiagoa bada.
11.6. Heterozedastizitatea Gretl-ekin
Heterozedastizitatea aztertzeko Gretl bitartez, aurreko gaietan bezala, soldataren adibidea 
erabiliko da.
SOLDATAi = β1 + β2HEZi + β3ANTZi + β4GiZi + β5MANTi + β6TAiLERi + ui
Eredua kTA bitartez zenbatetsi ondoren, hondarren zenbait grafiko lortu dira: hondarrak 










Grafiko hauetan zera ikus daiteke: zenbaki-behaketekiko eta aldagai azaltzaile kuantitaboe-
kiko grafikoetan, hondarren sakabanatzea konstantea dela dirudi; fikzio-aldagaiekiko grafikoetan, 
berriz, 0 balioa edota 1 balioa hartzen dutenean, hondarren sakabanatzea desberdina dela antze-
man daiteke. Adibidez, azkenengo grafikoan, (LANTekiko), langileak tailerrean lan egiten ez due-
nean, hau da LANT = 0 denean, sakabanatzea handiagoa da tailerrean lan egiten duenean baino, 
hau da LANT = 1 denean. Hortaz, badirudi heterozedastizitatea egon daitekeela. Egiaztatu ahal 





Ikus daiteke erregresio laguntzaileko mugatze-koefizientea Rw2 = 0,618 dela; erregresio la-
guntzailean 17 koefiziente daudenez, p-1=16 izango da, eta WHiTEen estatistikoaren balioa 
WHiTE = 30,2866 da. Hortaz, WHiTE > χ16ǀα=%5 denez, hipotesi hutsa baztertzen da, eta heteroze-
dastizitatea dagoela ondoriotatzen.
Hortaz, eredua KTA bitartez zenbatetsiz gero, ereduko koefizienteen KTA zenbateslea li-
neala da perturbazioekiko, alboragabea, baina jada ez da bariantza minimoduna. Gainera, per-
turbazioaren bariantzaren ohiko zenbateslea alboratua denez, ezin dira kontrasteak gauzatu 
ohiko estatistikoekin. Hala ere, posible da inferentzia egitea KTA zenbateslearekin baina, bere 
bariantza-kobariantza matrizea era sendoan zenbatetsi beharra dago. White-ek proposatutako 






Ikus daiteke erregresio laguntzaileko mugatze-koefizientea R2w = 0,618 dela; 
erregresio laguntzailean 17 koefiziente daudenez, p-1=16 izango da, eta WHITEen 
estatistikoaren balioa WHITE = 30,2866 da. Hortaz, WHITE >  χ16| �=%5 denez, hipotesi 
hutsa baztertzen da, eta heterozedastizitatea dagoela ond riotatzen.  
Hortaz, eredua kTA bitartez zenbatetsiz gero, ereduko koefizienteen kTA 
zenbateslea lineala da perturbazioekiko, alboragabea, baina jada ez da bariantza 
minimoduna. Gainera, perturbazioaren bariantzaren ohiko zenbateslea alboratua denez, 
ezin dira kontrasteak gauzatu ohiko estatistikoekin. Hala ere, posible da inferentzia egitea 
kTA zenbateslearekin baina, bere bariantza-kobariantza matrizea era sendoan zenbatetsi 
beharra dago. White-ek proposatutako 𝐵𝑎𝑟(𝛽�)� 𝑊𝐻𝐼𝑇𝐸 =  (𝑋´𝑋)−1𝑋´𝑆 𝑋 (𝑋´𝑋)−1 erabiliz, 
non S matrizea hondar karratuz osatutako matrize diagonala baita. Gretl bitartez horrela 
lortuko genituzke bariantza eta kobariantza zenbatetsi sendoak. 
 
 r ili , non S matrizea hondar karratuz osatutako ma-






Eredua kTA bitartez zenbatetsi denez, koefizienteen zenbatespenak aurreko gaietan lortuta-
koen berdinak dira, eta baita mugatze-koefizientea ere; baina desbideratze tipiko zenbatetsiak eta 
dagozkien t estatistikoak desberdinak dira, oraingo honetan era sendoan zenbatetsi baitira. Emai-
tza horiekin kontrasteak gauza daitezke, baina asintotikoak izango dira, eta, beraz, lagin handia 
izan behar da emaitzak fidagarriak izateko.
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