The specific heats of TiB 2 and 6 LiF have been measured from 0.5 to 30 K as part of a larger project in the construction of a neutron spectrometer. For this application, the measured specific heats were used to extrapolate the specific heats down to 0.1 K with lattice, electronic, and Schottky equations for the respective samples. The resultant specific heat values at 0.1 K for TiB 2 and 6 LiF are 4.08 · 10 À4 ± 0.27 · 10 À4 J/K/mol and 9.19 · 10 À9 ± 0.15 · 10 À9 J/K/mol, respectively.
Introduction
The genesis of this research is for the identification and development of materials suitable for use as absorbers in high-resolution cryogenic neutron spectrometers. It is well known that neutrons are difficult to detect since they are uncharged, thus their interaction with detectors is only via nuclear interactions. In addition, many of the older methods of neutron detection (such as the BF 3 detectors) were notorious for giving false signals from external heat sources if great care was not taken in the experimental design [1] . (This was the case for several researchers in the cold fusion debacle from 1989 to 1990 [1] .) However, the aim of this project is to not only find a novel method to detect neutrons but to determine the energies of the incident neutrons as well.
The instrument design is a variation of a cryogenic gamma-ray spectrometer developed by Chow et al. [2] and employs a microcalorimeter comprised of an absorber, a thermometer, and weak thermal link to a cold bath to detect heat pulses associated with (n, a) reactions, details of which can be found elsewhere [3] . The thermometer in the current design is a superconducting transition edge sensor (TES) -a multilayer structure composed of alternating superconducting and non-superconducting films, which can enter the superconducting state at a temperature determined by the composition and thickness of the layers. The TES is held in equilibrium near the low-temperature limit of the narrow transition between the superconducting (S) and normal (N) states, so that a small increase in temperature resulting from a single (n, a) reaction causes a large change in resistance from which the incident neutron energy is deduced.
The energy resolution of a detector of this type is determined by thermal fluctuations and Johnson noise and is given by
where k b is BoltzmannÕs constant, T op is the operating temperature (Kelvin), C is the total heat capacity of the microcalorimeter, and n is a parameter dependent on the sensitivity of the thermometer and operating conditions [2, 4] . Small values for DE (or higher energy resolution) can be obtained using small values of T op and C. Chow et al. typically worked near 100 mK using a microcalorimeter with a total heat capacity of approximately 12.8 · 10 À12 J/K (80 keV/mK) and a superconducting Sn absorber. The resulting resolution of the detector was 230 eV for 60 keV gamma rays [2] .
In general, high-resolution neutron spectroscopy requires that the energy of an incident neutron be completely transformed to heat within the absorber so the signal will be proportional only to the sum of the kinetic energy of the neutron and the Q-value of the reaction. Practically, this means the neutron must take part in a nuclear reaction in the absorber in which few gamma rays and no neutrons are emitted, and the reaction products have short ranges. The constraint on gamma rays reflects the inability of a small detector volume to capture energy diverted to (n, c) reactions. In addition, the absence of gamma-rays simplifies the response function. Neutron scattering reactions produce recoil ions with energies dependent on the incident neutronÕs energy, the angle through which it is scattered, the mass of the target atom, and the Q-value of the reaction. Since the scattered neutron may neither be captured nor sensed, its information can be lost, and this prevents accurate recovery of the incident energy.
Taking all of this into consideration, the ideal reactions for this type of neutron spectroscopy are those resulting in charged particles (protons, alpha particles, etc.). It is also desirable that the reaction products have sufficiently simple structures so their production in excited states is either forbidden by conservation of energy or occurs with only a few Q-values. While fission reactions with actinides are seemingly excellent candidates, they must be rejected for this type of application since a significant amount of energy is lost to neutrons and gamma rays, and the fission products are complex enough to yield a wide range of Q-values. Instead, simple reactions involving 3 He, 10 B, and 6 Li are the most promising:
where D represents the sum of the Q-value of the reaction (shared by the products) and the energy of the incident neutron, E n . In most solids, the reaction products have ranges of a few microns if the incident neutrons have energies below 10 MeV. Of these candidate nuclei, helium must be discarded immediately since it forms no known compounds and the Q-value for the (n, p) reaction is only 764 keV. With a Q-value this low, and a mass of only 3 amu, a 3 He nucleus recoiling from an (n, n) interaction with E n = 1 MeV has roughly the same energy as the products resulting from a thermal neutron capture, which leads to a significant overlap of the capture and scattering signals and results in an indecipherable spectrum. On the other hand, the masses of lithium and boron, and the Q-values of the few accessable capture reactions, do allow the separation of capture events from scattering events based on pulse height. The 6 Li(n, a)t reaction produces an alpha particle and a triton (tritium nucleus) sharing D = 4.78 MeV + E n . The 10 B(n, a) 7 Li reaction has two branches, with 94% of the reactions (at least at thermal energies) leaving 7 Li in its first excited state (0.478 MeV), and 6% leaving 7 Li in its ground state. The Q-values for these reactions are 2.310 and 2.792 MeV, respectively. Therefore, the initial search for the candidate material for the detector began with compounds of 6 Li and 10 B. For the current design of the neutron spectrometer, Ti 10 B 2 (30% 10 B, natural abundance) and 6 LiF (96% 6 Li) appear to fulfill all of the requirements. The neutron spectrometer is designed to operate at 0.1 K, and it is necessary to know the specific heat of the detector crystal at the operating temperature. However, previous measurements of the low-temperature specific heats of these samples have been inconsistent (especially with regards to TiB 2 ), so it is essential that the specific heat of materials be known quite accurately at the detector operating temperatures. To this end, we have measured the specific heats of TiB 2 and 6 LiF down to 0.45 K and use this data to extrapolate the specific heats to 0.1 K.
Experimental
The TiB 2 sample was provided by Y-12 National Security Complex which had been originally obtained from Semi-Elements, Inc. of Saxonburg, PA (now defunct). From secondary ionization mass spectrometry (SIMS) and X-ray photoelectron spectroscopy (XPS), the sample was found to be 92% TiB 2 ± 0.1 with 4% C and 4% O impurities. The sample measured was a single cylindrical specimen approximately 8 mm high and 5 mm in diameter and had an apparent metallic sheen. The sample weighed 0.5382 g, and was loaded on to the calorimeter by attaching it to the measurement platform using a small amount of Apiezon N grease. The total specific heat was measured from 0.47 to 100 K, then the specific heat of the TiB 2 was determined by subtracting the known specific heats of the empty calorimeter and Apiezon N grease from the total specific heat of the system. The 6 LiF sample was formed from 6 LiF powder purchased from the Saint-Gobain Crystals and Detectors Company. The sample was assayed at 96% isotopic purity with a melting point of 848°C. The powder was placed in a graphite liner and inserted into a fused silica ampoule. The sample was heated to 150°C under dynamic vacuum of 4.4 · 10 À7 Torr for 90 min to eliminate water present in the powder and the ampule was subsequently sealed. The sealed ampule with the 6 LiF powder was then placed in a Bridgeman furnace and lowered slowly from the hot zone (temperature just above the melting point) to the cold zone (temperature just below the melting point) to form a large single crystal. The crystal was cut to a square prism measuring 7 mm · 7 mm · 3.5 mm and was a clear, colorless single crystal with no visible internal defects. The sample weighed 0.4385 g and was also loaded onto the calorimeter platform with a small amount of Apiezon N grease. The specific heat of the calorimeter, Apiezon N grease, and the 6 LiF sample was then measured from 0.45 to 40 K. By subtracting the known specific heats of the calorimeter and Apiezon N grease from the total specific heat of the system, the specific heat of 6 LiF was determined. The specific heats of both the TiB 2 and the 6 LiF were measured on an semi-adiabatic calorimeter built on a 3 He pumped cryogen stage that is immersed in liquid He. The working range of this instrument is typically from 0.45 K up to a maximum of 40-100 K, depending on the overall thermal conductivity of the sample. A description of a similar apparatus as well as additional details of the current apparatus can be found elsewhere [5, 6] . The specific heat values obtained from this instrument typically have an accuracy better than 0.25% with a precision better than 0.1% based on measurements of a high purity copper sample. The TiB 2 and 6 LiF samples had a significantly smaller specific heat than copper, thus the results have an increased uncertainty. The approximate contributions to the total heat capacity for copper, TiB 2 and 6 LiF over various temperatures are given in Table 1 with an estimation of the overall uncertainty for the measured compounds.
The uncertainty calculations for our specific heat measurements is handled in a unique manner since the equilibrium adiabatic techniques that we use preclude us from performing repeat measurements at each temperature and, consequently, the use of standard statistical methods involving replicate measurements cannot be applied. Historically, estimates of the accuracy and precision (uncertainties) in specific heat data have been achieved by performing measurements on standard references materials such as copper or benzoic acid and comparing these results, including the precision of empirical and theoretical fits, to the results of other laboratories over a period of many decades. The uncertainty estimate for both TiB 2 and 6 LiF have been determined by the percent deviation from copper, as measured on this apparatus, and the ratio of the percent contribution of the respective sample heat capacity to the percent contribution of copper. The percent contribution is the fraction of the heat capacity attributed to the sample out of the total heat capacity (the heat Table 1 Average percent contributions to the total specific heat and estimated uncertainty for copper, TiB 2 , and LiF Table 1 ; where there are no error bars, the uncertainty is less than the symbol size.
Results and discussion
The total molar specific heats of TiB 2 and 6 LiF are shown in Figs. 1 and 2 , respectively. The measured specific heat of TiB 2 agrees fairly well with the previously published values of Westrum and Castaing, although the specific heat reported here is slightly lower [7, 8] . This is likely due to the better crystallinity of the current sample and the higher stoichiometric ratio of boron in this sample than in earlier samples. (For example, the Westrum sample was characterized as TiB 1.96 and was a powdered sample rather than a single crystal [7] .) The 6 LiF sample also has a lower measured specific heat when compared to previous measurements, but there is not as much difference here as was seen in the TiB 2 measurements. This is attributed to the enrichment of the 6 Li isotope, since lighter isotopes tend to give a lower specific heat. In this case, the previous measurements of both Clusius and Martin report the specific heats of LiF with natural isotopic abundance (7.52% 6 Li and 92.48% 7 Li), whereas in this sample, the lighter 6 Li isotope has been increased from the natural abundance to 96% [9, 10] . A simple isotopic correction can be applied to the specific heat using the square root of the ratio of the molecular weights, which results in good aggrement with the current data and the literature values, except below 5 K, where there is greater deviation from MartinÕs data, but MartinÕs data does fall within our experimental uncertainty. (It should be noted that the isotopic correction mentioned above only works well in the low-temperature limit, where the density of states can be modelled with an harmonic approximation.)
TiB 2
To extrapolate the specific heat of TiB 2 to 0.1 K, we must obtain a model of the lattice and electronic specific heats. Typically, at temperatures below 10 K, the lattice and electronic specific heat are determined using the Debye extrapolation, which when the data is plotted as C/T vs. T 2 (see Fig. 3 ) should be a linear fit of the equation C/ T = c + bT 2 . For TiB 2 , the trend is linear as expected, except below 2 K where the value of C/ T begins a steep upturn. This upturn is attributed to the hyperfine splitting of nuclear moments of both Ti and B by local magnetic fields. Titanium has two naturally occurring isotopes with a nuclear spin and nuclear moment, 47 Ti and 49 Ti, but the Fig. 1 . Specific heat of TiB 2 from this study, along with the data from Westrum and Castaing from T = 0.5 to 100 K [7, 8] .
combination of these are only 13.8% of the natural abundance and the nuclear moments of the isotopes are relatively small. Likewise, the isotopes of boron, 10 B and 11 B, also have nuclear spin and nuclear moments, but these isotopes constitute 100% of the natural abundance of boron. Furthermore, the nuclear moments of these isotopes are significantly larger than those of the titanium isotopes. Thus, the contribution to the specific heat below 2 K is due almost entirely to the ordering of the nuclear spins of the boron isotopes. In order to model the electronic and lattice specific heat at low temperatures, the specific heat was fit to an equation of the form:
where AT À2 models the hyperfine contribution, cT is the electronic contribution, and bT 3 is the lattice specific heat. The resulting fit of this equation is shown in Fig. 3 , and is plotted as C/T vs. T 2 to show that the specific heat has a linear component in the Debye extrapolation until the onset of the hyperfine contribution. Values of c and b obtained from the fit are 1.001 ± 0.019 mJ/K 2 /mol and 3.403 · 10 À3 ± 0.070 · 10 À3 mJ/K 4 /mol, respectively and are slightly lower than previously published results, which again is consistent with the nature of this sample [7, 8] . (The uncertainty here is caluclated from the standard deviation of the slope and intercept.) Furthermore, the calculated Debye temperature, h D , for this sample is 830 ± 5 K compared to the values of 820 K and 807 from Castaing and Tyan, respectively, which is also consistent with using a sample that is higher in quality [8, 11] .
Although Eq. (5) adequately represents the experimental data to within experimental error, the AT À2 term is only an approximation of the high-temperature side of the hyperfine specific heat and cannot be used to predict the nuclear specific heat at low temperatures. To correctly extrapolate the specific heat to 0.1 K, a more exact model of the hyperfine contribution must be applied. Nuclear moments can generally be considered as two-level systems where the energies of the nuclear spin system populate one of the two levels. Specific heats of two-level systems are calculated from Schottky functions that have the form:
where h S is the Schottky temperature, n is the number of level systems (moles) in the sample and g 0 /g 1 is the ratio of the degeneracies of the two levels, which for the nuclear splitting is set to 1 [12] . The low-temperature specific heat can then be fit to the equation:
Since we are only working with the high-temperature side of the Schottky function, two different models were used to predict the behavior of the spin system below our measurements. The first model assumes that there is a weak, local magnetic field present at every B atom throughout the sample. This implies that the hyperfine contribution arises from the splitting of the nuclear levels in each B atom and thus n in Eq. 6 must be set to 2, since there are 2 mol of boron per mole of TiB 2 assuming that boron gives the only contribution to the hyperfine splitting. The second model assumes that the magnetic moments are not uniform throughout the system, and would be consistent with the hyperfine contribution arising from bonding inhomogeneities in the system. This could result from interstitial vacancies in the Ti-B lattice or from impurities in the sample, changing the bonding characteristics in some fraction of the sample. This would imply that n in Eq. 6 represents the number of moles of the bonding inhomogeneities in the sample and should be allowed to float or vary in the fit and come to a ÔbestÕ value. In both models, the splitting of the two nuclear levels is represented by h S and is allowed to vary in the fit. A summary of the fitting results for both hyperfine models is given in Table 2 and shown in Fig. 4 . While both models yield similar results, the values of n and h S from the respective fits and what is known about the sample itself can give insight to the validity of the models. First, of the Schottky temperatures calculated from both models, the value of h S = 0.059 K from the second model seems to be a more reasonable value based on comparisons to Schottky temperatures of similar boron compounds such as CaB 6 [13] . Although this is not a quantitative measure of the validity of the second model, it is a useful comparison since we expect there to be similar bonding in the two systems. Secondly, from the high degree of covalent bonding in the Ti-B system, it is not expected to have unpaired Table 2 Summary of Schottky fits for TiB electrons that would contribute to the local magnetic field at each B atom. Also, previous measurements on poorer samples of TiB 2 show a larger upturn and a higher onset temperature, suggesting that this feature is sample dependent [8] . The first model assumes that the magnetic moment in the sample is homogeneous, and it implies that all Ti-B bonds are the same, and must, therefore, all have some ionic character. The second model attributes the magnetic moments of the sample to bonding inhomogeneities. The value of n from the second model, 4.5 · 10 À4 mol, is more consistent with the defects and bonding inhomogeneities that would be expected from a crystalline sample.
Of the two calculated models and from what is known about the sample, the second model seems to be more plausible, although the first model cannot be completely ruled out. The second model gives a specific heat at 0.1 K of 0.408 ± 0.027 mJ/K/mol using the value at 0.1 K from the first model to estimate the uncertainty. The uncertainty in the extrapolated specific heat was estimated in this manner since (a) there are no statistical methods available for calculating the uncertainties in Schottky functions and (b) the first model is an upper bound for the number of spin states in the system and the difference in specific heat between the two models would seem to provide a reasonable upper bound for the uncertainty. Presently, for a sample of this quality this would be the best calculation of the specific heat for TiB 2 at 0.1 K. It should be noted, however, that if the second model is correct, the size of the nuclear contribution (C Schottky ), and therefore, the value of the specific heat at 0.1 K, will be sample dependent since the concentration of bonding inhomogeneities will vary from sample to sample. Also implied with the second model is that the ideal or intrinsic specific heat will be one without the hyperfine splitting, and consequently, the extrapolation should only use the electronic and lattice terms in Eq. (5). Thus, the best case of intrinsic specific heat at 0.1 K would be 1.0 · 10 À4 ± 0.01 · 10 À4 J/K/mol, although each sample of TiB 2 would have to be measured to obtain an accurate value for the specific heat.
LiF
As in the case of TiB 2 , the Debye extrapolation was used for T 6 10 to model the lattice and electronic specific heat of 6 LiF. Fig. 5 shows the plot of C/T vs. T 2 ; however, unlike TiB 2 there is no low-temperature upturn and the y-intercept is zero. The absence of the upturn in 6 LiF indicates there are no nuclear hyperfine interactions, and the Fig. 4 . Low-temperature fits of the lattice and electronic specific heats of TiB 2 along with the additional hyperfine models for the specific heats and the extrapolation of the specific heat to 0.1 K.
zero-intercept indicates the absence of an electronic contribution to the specific heat. In most respects, this makes the estimation of the low-temperature heat capacity easier since there is only the lattice contribution, but from Fig. 5 (and Table 1 ) it can be seen that there is a greater uncertainty primarily due to the sample size and the significantly smaller heat capacity contribution.
Although 6 LiF has an increased uncertainty in the specific heat below 10 K, it was relatively easy to fit the data to an equation of the form C = bT 3 where the value of b was found to be 9.187 · 10 À6 J/K 4 /mol for T 2 < 250 K. This gives a Debye temperature of 751 ± 4 K, which is slightly higher than MartinÕs reported value of 737 ± 9 K [10] . This discrepancy can be attributed to the isotopic differences between the two samples. When an isotopic correction is applied, making an adjustment to the natural abundance of Li isotopes, the Debye temperature is 746 ± 4 K. Although this value is still slightly higher than that reported by Martin, it is within the error limits reported by Martin, thus this is an acceptable value for the Debye temperature.
The aim of these measurements was to calculate the heat capacity of 6 LiF at 0.1 K. Unlike the TiB 2 sample, the absence of any electronic and nuclear contribution makes the extrapolation down to 0.1 K relatively straightforward. It is only the uncertainly of the heat capacity values that causes complications in the calculations. However, extrapolating the lattice heat capacity of the 6 LiF to 0.1 K gives C = 9.19 · 10 À9 ± 0.15 · 10 À9 J/K/mol, where the uncertainty is obtained from the standard deviation of b. The resulting extrapolation of the specific heat to 0.1 K can be seen in Fig. 6 .
Conclusion
This study has given us the best available values for the specific heats of TiB 2 and 6 LiF at 0.1 K. However, using the specific heat data of TiB 2 (especially extrapolated values) for thermodynamic purposes is not recommended since the specific heat appears to be highly sample dependent, which is further complicated by the complex nature of the Ti-B system. Indeed, if one examines the phase diagram for Ti-B there is a significant range of stoichiometric ratios that are considered TiB 2 [14] . From this and the variation in the specific heat between the current study and literature, it is likely that one must measure the low-temperature specific heat for each sample of TiB 2 in order to obtain the most accurate value. 6 LiF, on the other hand, has a more consistent stoichiometric ratio, which should lead to more reproducible specific heat results. However, the specific heat is effected a great deal at low temperatures by the isotopic ratio of Li. Specifically, in this sample the enrichment of the 6 Li isotope from natural abundance to 96% gives a total molecular weight change of À3.4%; nonetheless, the isotopic specific heat difference can be easily accounted for in the low-temperature limit.
