D
ESPITE WIDESPREAD ACknowledgment of the importance of improved patientphysician communication, 1, 2 teaching of communications skills has not been systematically integrated into most medical school curricula 3, 4 and has not been subjected to evaluation across different schools. 5 Furthermore, few standardized assessment instruments specifically measure students' communications performance. [6] [7] [8] 
METHODS

Intervention
Three medical schools-New York University, University of Massachusetts, and Case Western Reserve Universityinitiated a curriculum in 2000-2001 to teach a common set of communications competencies during the third clerkship year, based on an established educational model. Although implementation at the 3 schools reflected differences in their culture, history, and curricular organization, the interventions shared 4 common characteristics. First, they used a documented model for teaching communications skills 9, 10 that relies on experiential teaching modes; simultaneous attention to knowledge, skills, and attitudes; and learnercentered educational approaches. Second, the interventions addressed a common set of competencies grounded in relevant literature 11 and organized around the structure, sequence, and function of the medical interview. 12 Third, each school dedicated time to teach communication skills, integrated with the clinical material of third-year required clerkships. Finally, each school supported the intervention with formal faculty development to ensure effective guidance and individualized feedback to students. 13, 14 Although each school was free to develop its own specific content areas, the curriculum at each of the schools focused on promoting the same set of underlying competencies. These core skills included determining the reasons for the patient's visit, eliciting and understanding the patient's perspective, sharing information and providing education, negotiating and agreeing on a plan, and achieving closure. The teaching approach was also standardized across the curricula. 9, 10 It relied on an iterative process that incorporated demonstration of interviewing skills by clerkship directors and faculty, experiential learning techniques (eg, student interaction with standardized patients [SPs] ), individualized feedback, and student self-reflection on how their attitudes and values affected their performance. The core skills were taught as integral to mastery of designated clerkship topics at each school (TABLE 1) .
The intervention was implemented in [2000] [2001] , and the entire thirdyear class at each school participated (n=373 for all 3 schools). Before the intervention, communications training had been confined mainly to the preclinical years. Attention to communications teaching in the clerkships at 2 of the schools had been episodic, coinciding with bedside teaching, while at the third school it had been more prominent but was not coordinated to introduce and reinforce an integrated set of skills.
Evaluation Design
The intervention cohort (class of 2002) was the first cohort that was exposed to the new curricula. A random sample of all students at each school from the classes of 2001 and 2002 comprised the comparison and intervention cohorts, respectively. At the largest school, one third of all students were selected while at the smallest school, 82% were sampled. For both cohorts, each student was assessed using identical instrumentation prior to the beginning and at the end of the third year. Both cohorts at each school received the same preclinical curriculum.
Measures
Both the pretest and posttest assessment consisted of an identical 10-station objective structured clinical examination (OSCE) that assessed communications skills known to affect patient outcomes. 15 To develop the OSCE, we defined 5 patient care tasks grounded in the literature on patientphysician communication. For each task, we further defined specific communication skills that have been associated with improved patient outcomes. We then developed specific checklist items for SPs to use in assess- Cross-cultural issues None ing student performance. These 21 operational definitions (in addition to the SPs' global assessments of the students' competence) comprised our major dependent variables (TABLE 2) . These specific skills have been associated with such outcomes as increased patient satisfaction, 16, 20, 23, 26, [31] [32] [33] decreased worry, 21, 31 improved retention of information, 22, 23 more comprehensive medical histories, [17] [18] [19] 29, 30 improved patient adherence to treatment plans, 20 reduction in symptoms, 24, 25 improved physiological outcomes, 24, 25, 27, 28 higher functional status, 24, 28 and reduction in malpractice claims. 34 Finally, we developed 10 clinical cases affording repeated assessments of these patient care tasks.
Local evaluators from each school collaborated with the central evaluation team to develop the 10 cases as well as the checklist items. Faculty members responsible for curriculum design and faculty development at each school, however, were unaware of the specific elements of the evaluation until after completion of the study. This helped ensure that the curricula would be guided by commitment to a broad spectrum of competencies and regard for local priorities, rather than a desire to "teach to the test." Development of the cases was based on the priorities elicited from faculty at each of the 3 schools. TABLE 3 outlines the 10 cases (stations) comprising the OSCE and the competencies to be assessed with regard to each. Two of the tasks (relationship development and maintenance and organization and time management) are generic and were assessed in all 10 cases. A distinct set of cases was designed to assess the other 3 patient care tasks (ie, assessment of the patient's problem, patient education and counseling, and negotiation and shared decision making). At the completion of the OSCE, students were asked to report on whether the cases were realistic and representative of their actual clinical behaviors.
At each of the 10 OSCE stations, students were given 10 minutes to interact with the SP, then SPs were given 5 minutes to complete their evaluation for a total of 2.5 hours of assessment per student. During the 5-minute intervals, students reviewed fact sheets and instructions for the next station that summarized relevant clinical knowledge for the task to be undertaken and outlined the objectives to be accomplished. The fact sheets were written to minimize any effect on communications performance of differences in clinical knowledge among students. For example, in 1 case, the patient was hospitalized for a bleeding ulcer for which heavy alcohol use was suspected as an aggravating factor. The student was instructed to take on the role of a firstyear resident in medicine, talk to the patient about his alcohol problem, and explore alcohol treatment options with him. The instructions provided sociodemographic characteristics of the patient, prior information elicited from the patient and his wife regarding his alcohol use, and his responses to the CAGE questionnaire, a standard alcoholism screening tool. 35 The fact sheet included diagnostic criteria for alcohol problems; information on the potential relationships among alcohol use, gastrointestinal bleeding, and ulcers; the value of hospitalization as leverage for motivating a patient to confront the need for lifestyle changes; and common strategies for counseling a patient about an alcohol problem.
Each school recruited and trained its own SPs, using common protocols and standard-setting videotapes for case por- 
Patient Education and Counseling
Elicits patient's perspectives 20, 21 Asked for SP's views of need for action, benefits, and barriers
Provides clear instructions and explanations 22 Provided information in segments that were small enough to be absorbed
Repeated or summarized important information Assesses patient's understanding 23
Ascertained what SP understood
Negotiation and Shared Decision Making
Surveys problem and delineates options 24, 25 Summarized the problem or condition
Presented full range of options Arrives at mutually acceptable solution 24, [26] [27] [28] Invited SP's ideas and feelings about the treatment plan
Made statements of partnership
Relationship Development and Maintenance
Permits patient expression 29, 30 Allowed SP to speak without interruption Acknowledged SP's emotions
Communicates supportive attitude 31, 32 Was not judgmental Communicated concern and willingness to help Uses appropriate style 33 Explained unfamiliar jargon Nonverbal behavior enhanced communication
Organization and Time Management
Organizes the encounter and concludes it effectively 34 Set the agenda with SP input
Moved through the encounter in an efficient manner
Brought the encounter to some conclusion (eg, summarized session, elicited final questions)
Abbreviations: OSCE, objective structured clinical examination; SP, standardized patient.
trayal and assessment. Detailed written instructions were given to the SPs describing the clinical aspects of their case and specific directives for portraying it. For example, for the case on problem drinking, these instructions included a detailed biography relating to stresses at work and at home, the context and extent of alcohol use, and relevant aspects of family history; examples of defensive and aggressive responses to students' references to problems with alcohol; specific nonverbal cues to communicate to the student (indicating denial and hostility); and expectations for the visit (hospital discharge) and an opening statement ("Hi Doc; so I'm going home soon?"). A central training coordinator provided feedback on each SP's performance to enhance uniformity in presentation of the OSCE across the 3 schools.
We calculated OSCE scores as the percentage of items for which SPs gave the students full credit. In addition, SPs assigned students a global rating indicating whether the SP would recommend the student to a friend who was seeking a clinician with excellent communications skills (4-point scale). There is evidence that global ratings may be more valid than checklist scores in some circumstances. [36] [37] [38] Seven measures are addressed in the analysis: the overall OSCE score; the scores for those items assessing development and maintenance of the relationship and organization and time management of the visit; the average score for each subset of cases addressing patient education, patient assessment, and negotiation and shared decision making; and the global recommendation. Reliability (Cronbach ␣) of these measures in pretest and posttest administrations of the OSCE across the 3 schools ranged from 0.50 to 0.75, with the average for the overall reliability for the OSCE score exceeding 0.70. We were concerned that variations in SPs' portrayal of cases as well as anomalies in their ratings of student performance could diminish the reliability of students' OSCE scores, particularly when more than 1 SP was used for the same case. Such variations are often assumed to be randomly distributed throughout the OSCE and therefore may balance out when computing overall OSCE scores. 39 However, our emphasis on comparisons between cohorts over time at 3 sites necessitated special attention to ensuring that these threats to reliability did not confound the findings. 40 To establish the consistency of SP case portrayal over time, we developed measures of the level of emotional intensity and the accuracy of the content of each case and applied them to videotaped performances from the first OSCE. We found that individual SPs were consistently accurate over time and that they were also consistently intense in their portrayals. However, there were variations in emotional intensity among different SPs portraying the same case. Therefore, we created profiles of portrayals for each case at the time that the OSCE was first performed at each school. These profiles were used in recruiting and training SPs for subsequent OSCEs to replicate the mix, thereby standardizing the level of emotion to which students were exposed across repeated assessments.
Given that SPs were recruited and trained at 3 different schools during 4 cycles over a 2-year period, we sought to set a standard for ensuring uniformity of assessment. To assess intrarater reliability for a subset of encounters, we compared SPs' ratings of students during live interactions with their subsequent ratings (at least several months later) of a videotape of that encounter. We found a high correlation between these 2 sets of scores (r = 0.83; P = .001), indicating that individual SPs were consistent in how they rated students' performance over time. To determine whether differences in rating styles among SPs were likely to confound our findings, we established a benchmark rating for use as a standard of comparison for identifying which SPs were particularly lenient or stringent in their ratings. Two of the authors (C.C.G. and A.E.C.) used explicit behavioral criteria for assessing each of the 21 checklist items as well as the global recommendation and independently applied them to 167 representative videotaped encounters. Their ratings of this set of cases were highly correlated (r=0.85) and did not vary systematically. The benchmark was then computed as the average of their ratings of each encounter. To establish the validity of these benchmarks, they were compared with those of a panel of 9 experts from the 3 schools, who independently assessed 92 of these same encounters (r= 0.72).
The benchmark ratings were then compared with each SP's actual rating of the encounter to determine whether that SP deviated substantially from the standard. An SP rating was considered easy or difficult if it differed from the benchmark for a given encounter by more than 15%, a threshold that was chosen as unlikely to be due to chance across the multiple samples. The remaining SPs were considered accurate. Applying these criteria to the population of SPs across the 3 schools, we established that SPs were generally consistent over time in their rating styles, in accord with the analysis of intrarater reliability. However, there was considerable variation among SPs, and the mix of difficult, easy, and accurate SPs who were used for the OSCEs over time disproportionately favored easier raters. To adjust for this bias, we used a correction factor. For each of the measures, the score assigned to a student by an SP classified as difficult was increased by the mean difference between the scores assigned by all difficult raters and the scores assigned by accurate raters. Similarly, the difference between the mean of accurate and easy raters was subtracted from the score of an easy rater. For most students, this correction resulted in only minor modifications of their raw scores; on average, across all OSCEs, scores were adjusted by less than 2% with the largest correction made to the comparison cohort's pretest scores (12% [SD, 9.0%]), the most difficult of the OSCEs. A variable that did not require adjustment, SP ratings of whether students achieved the objectives of each case, yielded findings that were similar to those associated with the corrected measures, conferring further confidence in our process of adjustment.
Analysis
We used analysis of covariance to adjust each posttest score by differences at pretest and a series of analyses of variance to test for the main and interaction effects of cohort (comparison or intervention) and school on the OSCE outcome variables. To minimize the possibility of a type I error associated with testing effects on multiple dependent variables, a multivariate analysis of variance was conducted first to test for the significance of the main and interaction effects on the combined outcome variables. Follow-up analyses of variance were conducted separately for each of our individual outcome measures, using a Bonferroni correction to maintain an overall PϽ.05 for the set of 7 analyses. The dependent variables consisted of the adjusted posttest scores for each of our 7 measures. Because of their interpretative appeal, analyses were also conducted using change scores (ie, subtracting the pretest from the posttest scores and comparing the change in performance of the intervention and comparison cohorts). Analysis of covariance was chosen as the main analytic approach because it is more powerful 41 and controls more effectively for baseline differences in pretest scores and in demographic characteristics of the cohorts. [41] [42] [43] Use of both analytic approaches is intended to strengthen causal inferences as to the impact of the interventions given our controlled but nonrandomized experimental design. SPSS version 11.0 statistical software (SPSS Inc, Chicago, Ill) was used for all analyses.
RESULTS
On average, 78% of pretest students completed the posttest assessment across the 6 samples (ie, intervention and comparison cohorts at 3 schools), with a range of 66% to 89%; final sample sizes for the comparison and intervention cohorts across the 3 schools were 138 (38%) and 155 (42%), respectively. Possible response bias was explored by comparing pretest performance of students who did and did not complete the posttest; there were no significant differences. Differences among cohorts unrelated to the intervention were assessed by comparing key demographic characteristics (ie, sex, age, race/ ethnicity, undergraduate major, undergraduate grade point average, Medical College Admission Test scores) of the intervention and comparison cohorts at each school. There was only 1 significant difference. At school A, students in the 2 cohorts differed by age (PϽ.001) and race/ethnicity (P=.02), variables that could influence communication performance. Consequently, analyses of performance involving school A included adjustments to control for these demographic differences in cohorts. Responses from student questionnaires administered immediately following completion of the OSCE provided evidence that the students viewed their interaction with the SPs as a valid indicator of their communications abilities: 99% of all participants across schools reported that the OSCE stations were very or somewhat realistic, and 89% reported that their performance interacting with SPs was similar to how they behave with real patients.
Although the communications skills of students in each cohort improved during the third year, students who were exposed to the intervention improved more than those who were not (FIGURE). The impact of the intervention on the combined outcome measures was significant (F = 88.79; PϽ.001), and this impact differed by school (F = 27.36; PϽ.001). Subsequent analyses of variance revealed that 6 of the 7 outcome measures were re-sponsible for the significance of the main effect. Controlling for individual pretest differences, students in the intervention cohort significantly outperformed those in the comparison cohort on our overall OSCE score across all 3 schools (F=72.00; PϽ.001). Examination of the posttest means for the full sample ( 44 given that empirical determinations of meaningful effect sizes in communications assessment do not yet exist. 45 Our findings demonstrate effect sizes that range from moderate (eg, Cohen d = 0.45 for global recommendation, suggesting that membership in the intervention cohort accounts for 6% of the variance) to large (eg, Cohen d = 0.90 for overall OSCE score, suggesting that membership in the intervention cohort accounts for 20% of the variance in performance score).
For 5 of the 7 outcomes, the interaction between cohort and site was significant (TABLE 5) , accounting for the corresponding finding in the multivariate analysis of variance and suggesting that, for these outcomes, the impact of the intervention depended on the school in which the student was enrolled. Comparisons of adjusted posttest scores within school for each outcome shows that students in the intervention cohort consistently outperformed the comparison cohort, although the magnitude of these differences varied between schools. The mean differences in overall OSCE scores for each school ranged from 3.1% to 7.3%. For the subscores for which reliability at each school was sufficient to merit analysis, students in the intervention cohort outperformed their counterparts in the comparison cohort in every case; in 8 of the 13 instances, the difference was statistically significant.
Differences in change scores are presented in the Figure. Across all 3 schools, the intervention cohort improved an average of 8.2% from pretest to posttest on the overall OSCE score, whereas the comparison cohort improved an average of 4.8% (P=.006). Similar differences in change scores were evidenced at each school, and the differences were statistically significant at 2 of the 3 schools. Analyses of change in our other outcome variables yielded similar results. Change score analyses confirmed the findings that, across schools and within each school, improvement in communication skills was significantly greater for students exposed to the intervention than for those who were not.
COMMENT
Our data suggest that dedicated communications curricula significantly improved students' competence in performing skills known to affect outcomes of care. Conduct of a multisite study with comparable interventions but varied curricular implementation at each school permitted a powerful evaluation of the effect of communications training. The commonalities in the in- Abbreviations: CI, confidence interval; OSCE, objective structured clinical examination.
*Rounding errors apply to differences. †Main effect of cohort was significant by analysis of variance. Multivariate analysis of variance established a significant effect of cohort for all scores combined.
terventions across the schools include use of a well-documented model of teaching that emphasizes experiential modes and adult learning principles; dedicated time to teach and practice communications skills; consensus on an inclusive core of skills empirically linked with positive patient outcomes; integrated application of these skills with clinical work during thirdyear required clerkships in several different medical disciplines; formal faculty development to ensure effective guidance and feedback to students on their performance; teaching strategies that afford application and practice of skills in varying clinical contexts and patient problems; and pacing and feedback tailored to the strengths and deficits of individual students.
Differences in the interventions among the schools are also informative in assessing the generalizability of these findings. While these differences may account for some of the variation in the magnitude of the impact observed among the schools, they also suggest the degree of latitude in approaches that may be expected to yield a favorable effect. The 3 schools differed considerably in the nature of teaching communication skills prior to the advent of the initiative. One school had a well-equipped skills laboratory for assessing student interaction with SPs while the others had more limited commitment to supervised, experiential learning. The schools also differed in the extent to which communications teaching prior to the initiative was concentrated largely in discrete blocks (eg, courses on interviewing skills during the preclinical years) or diffused more extensively throughout the curriculum. Student receptivity to communications training likely differed. In mounting the intervention, individual clerkship directors at one of the schools initiated plans for introducing coverage of specific communications skills in their rotations and took responsibility for implementation, while direction was more centralized at the others. The heterogeneity in the baseline status of the 3 schools with regard to communications teaching is also instructive; in all cases, superimposition of the common elements of the initiative culminated in significant *Interaction effect of cohort by school was significant by analysis of variance. Multivariate analysis of variance established a significant interaction effect for all scores combined. †Did not achieve sufficient reliability (Cronbach ␣Ͼ0.50) for inclusion as outcome variable at all schools and was therefore omitted in some instances.
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improvement in multiple dimensions of student performance. The effect sizes revealed in our analyses are in the moderate to large range by statistical norms. 44 It is unclear, however, how these results would translate into clinical outcomes. The state of knowledge and evidence base as yet does not yield a metric for calculating the clinical significance of a 5% absolute difference in overall OSCE performance. Nonetheless, our performance measures are grounded in evidence of their importance to favorable patient outcomes. 7 For example, findings from the Medical Outcomes Study demonstrated that small differences in patients' ratings of their physician's participatory decision-making style (a construct that informed the selection of our checklist items assessing negotiation and shared decision making) are associated with marked differences in important patient behaviors (eg, remaining with that physician for 12 months or more). 28 Elements of our study design suggest that the effect sizes are a conservative estimate of the actual impact of the intervention. The OSCE was designed during the year prior to the development of the curriculum at each site to assess the comparison cohort of trainees. Thus, the content of the OSCE was not refined so as to address distinctive elements of the interventions. Furthermore, the goals governing design of the OSCE had to be sufficiently broad to apply to all 3 schools. In contrast, an OSCE designed to focus on the specificities in the scope and content of each intervention would likely yield larger effect sizes. A corollary is that one of the strengths of our instrumentation is its apparent ability to detect improvement in performance with regard to key patient care competencies attributable to curricula of varied structure and content. As such, the OSCE may have widespread utility for teaching and evaluating communication in diverse settings.
A randomized trial would have been less subject to bias than the cohort design used in our study. To implement a randomized trial at each school, however, would have required offering 2 different versions of each of the required clerkships and randomly assigning students to either the traditional or new version of each. The logistical obstacles implicit in this design were beyond the capacity of any of the 3 institutions to surmount. Apart from the challenges of maintaining the alternative versions of each clerkship, accommodation to students' schedules and minimization of contamination among intervention and control groups would have been difficult. Nonetheless, our pretest and posttest assessment of student cohorts in successive years addresses some of the potential biases introduced by nonrandom assignment, and we were able to control for the effect of individual differences in student abilities at baseline.
Implementation of the OSCE at a central site would have improved monitoring and reliability of SP case portrayal and ratings. Alternatively, using the same SPs to administer the OSCE at each of the 3 schools would have had similar benefits. Maintaining reliability among different sets of SPs in 3 cities over the course of 2 years was challenging. However, the cost of transporting medical students to a central location or of dispatching 1 set of SPs to 3 medical schools for 4 cycles of OSCEs was prohibitive. One benefit of these constraints is that our approach has yielded protocols for standardized training, assessment of fidelity of case portrayal, and analysis of reliability of student ratings, all of which might be useful to others in mounting similar OSCEs in varied settings.
In summary, our findings suggest that medical schools that incorporate dedicated communications training in clinical clerkships can expect improved student performance with regard to key patient care competencies. The evaluation effort yielded a comprehensively documented, 10-station communications OSCE that may be useful to other institutions for teaching as well as evaluation purposes.
