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1. Introduction.
The search for predictability in asset returns is an activity that has occupied the at-
tention of economists and statisticians since the advent of organized financial markets. The
economic importance of predictable asset returns may be traced to at least three distinct
sources: implications for how aggregate fluctuations in the economy are transmitted to and
from financial markets, implications for how investors should optimally consume and invest
their wealth, and implications for market efficiency. For example, recent papers claim that
the apparent predictability in long-horizon stock return indexes is due to business cycle
movements and changes in aggregate risk premia.1 Others claim that such predictability
is symptomatic of inefficient markets, markets populated with overreacting and irrational
investors. 2 And following both these explanations is a growing number of research papers
devoted to "asset allocation," in which predictability is ostensibly exploited to improve
investors' risk-return trade-offs.
Indeed, Roll (1988) has suggested that "The maturity of a science is often gauged by
its success in predicting important phenomena." For these reasons, many economists have
undertaken the search for predictability in earnest and with great vigor. Indeed, the very
attempt to improve the "fit" of theories to observations, so-called "specification searches,"
can be viewed as a search for predictability. But as important as it is, predictability is
rarely maximized systematically in empirical investigations, even though it may dictate the
course of the investigation at many critical junctures and, as a consequence, is maximized
implicitly over time and over sequences of investigations.
In this paper, we maximize the predictability in asset returns ezplicitly by constructing
portfolios of assets that are the most predictable, in a sense to be made precise below.
Such explicit maximization can add several new insights to findings based on less formal
methods. Perhaps the most obvious is that it yields an upper bound to what even the most
industrious investigator will achieve in his search for predictability among portfolios.3 As
such, it provides an informal yardstick against which other findings may be measured. For
example, approximately 10 percent of the variation in the CRSP equal-weighted weekly
return index from 1962 to 1992 can be explained by the previous week's returns - is this
large or small? The answer will depend on whether the maximum predictability for weekly
See Fama and French (1990) and Ferson and Harvey (1991b) for example.
2 For example, see Chopra, Lakonishok, and Ritter (1992), DeBondt and Thaler (1986), and Lehmann (1990).
3 As will become apparent below, we maximize predictability across portfolios, holding fixed the set of regressors used to
forecast asset returns. In a related paper, Foster and Smith (1992) maximize predictability across subsets of regressors, holding
fixed the asset return to be predicted. Therefore, our upper bound obtains over a fixed set of regressors, while Foster and
Smith's obtains over a fixed set of assets.
13.6 -1- 8.92
portfolio returns is 15 percent or 75 percent.
More importantly, the maximization of predictability can direct us towards more
disaggregated sources of persistence and time-variation in asset returns, in the form of
portfolio weights of the most predictable portfolio, and sensitivities of those weights to
specific predictors, e.g., industrial production, dividend yield, etc. A primitive example of
this kind of disaggregation is the lead/lag relation among size-sorted portfolios uncovered
by Lo and MacKinlay (1990a), in which the predictability of weekly stock index returns is
traced to the tendency for the returns of larger capitalization stocks to lead those of smaller
stocks. The more general framework we shall introduce below includes lead/lag effects as
a special case, but captures predictability explicitly as a function of time-varying economic
risk premia rather than as a function of past returns only. In fact, the evidence for time-
varying expected returns in the stock and bond markets in the form of ex ante economic
variables that can forecast asset returns is now substantial.4 Our results add to those of the
extant literature in at least three ways: (1) we estimate the "most forecastable" portfolio,
given a specific model of time-varying risk premia; (2) we compute the sensitivities of this
most forecastable portfolio with respect to ex ante economic variables; (3) we trace the
sources of predictability, via the portfolio weights of the most forecastable portfolio, to
specific industry sectors, market capitalization classes, and stock/bond/utilities classes,
over various holding periods.
Of course, both implicit and explicit maximization of predictability are forms of "data-
snooping" and may bias classical statistical inferences. But the biases from an explicit
maximization are far easier to quantify and correct for - which we do below - than those
from a series of informal and haphazard searches. 5 Moreover, we develop a procedure for
maximizing predictability that does not impart any obvious data-snooping biases (although
subtle biases may always arise), using an out-of-sample rolling estimation approach similar
to that of Fama and MacBeth (1973). We use a subsample to estimate the optimal portfolio
weights, form these portfolios with the returns from an adjacent subsample, and obtain
estimates of predictability by rolling through the data.
When applied to stock returns from 1947 to 1990, we find that predictability can be
increased considerably both by portfolio selection and by horizon selection. For example,
4See, for example, Chen (1991), Chen, Roll and Ross (1986), Engle, Lilien, and Robbins (1987), Fama and French (1990),
Ferson (1989, 1990), Ferson and Harvey (1991), Ferson, Kandel, and Stambaugh (1987), Gibbons and Ferson (1985), Jegadeesh
(1990), Keim and Stambaugh (1986), and Lo and MacKinlay (1988).
For the biases of and possible corrections to such informal specification searches see Foster and Smith (1992), Iyengar and
Greenhouse (1988), Leamer (1978), Lo and MacKinlay (1990b), and Ross (1987).
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if we consider as our universe of assets the 11 portfolios formed by industry or sector clas-
sification according to SIC codes, for an annual return-horizon the maximally predictable
portfolio has an R2 of 46 percent, whereas the largest R2 of the 11 regressions of individual
sector assets on the same predictors is 34 percent. However, we show that much of the
increase in R2 that comes from using longer-horizon returns may be spurious, whereas the
increase in R2 that comes from maximizing predictability seems genuine.
Moreover, the weights of the maximally predictable portfolio change dramatically with
the horizon, pointing to important differences across market capitalization and sectors
for forecasting purposes. For example, using the 11 sector assets as our universe and
a monthly return-horizon, the maximally predictable portfolio has a substantial short
position in the finance, real estate, and insurance sector (with a portfolio weight of -2.72),
and a substantial long position in the non-durables sector (with a portfolio weight of 1.78).
However, at a quarterly return-horizon, the maximally predictable portfolio is long in
finance, real estate, and insurance (1.24), and short in non-durables (-2.11). Although
the portfolio weights are much less volatile for the shortsales-constrained cases, they still
vary considerably with the return horizon. Such findings point towards distinct forecasting
horizons for the various sector assets, and may signal important differences in how such
groups of securities respond to economic events.
In Section 2 we present the particular measure of predictability that we seek to max-
imize, essentially an R 2, derive the most predictable portfolio of a given set of assets, and
provide several illustrative examples. In Section 3, we apply these results to monthly stock
and bond data from 1947 to 1990, and estimate the maximally predictable portfolio for
three distinct asset groups: a five-asset group of stocks, bonds, and utilities; an eleven-asset
group of sector portfolios; and a ten-asset group of size-sorted portfolios. To correct for
the obvious biases imparted by maximizing predictability, we report analytical and Monte
Carlo results for the statistical inference of the maximal R 2s reported in Section 4. To
gauge the economic significance of the maximally predictability portfolio, in Section 5 we
present three out-of-sample measures of the portfolio's predictability, measures that are
not subject to the most obvious kinds of data-snooping biases associated with maximizing
predictability. We conclude in Section 6.
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2. Maximizing Predictability.
To define the predictability of a portfolio, we first require some notation. Consider
a collection of n assets with returns Rt [ Rlt R2t ... Rnt ]i and for convenience, we
maintain the following assumption throughout this section:
(Al) Rt is a jointly stationary and ergodic stochastic process with finite expectation
E [ Rt = [ = [ 1 A2 ... An ]I and finite autocovariance matrices E [ (Rt-k-
) (Rt - )' ] = rk where with no loss of generality, we take k > 0 since
rk = r-k. 6
For convenience, we shall refer to these n assets as "primary" assets, assets to be used to
construct the maximally predictable portfolio.
Denote by Zt an n x 1 vector of de-meaned primary asset returns, i.e., Zt - Rt - ,
and let Zt denote some forecast of Zt based on information available at time t -1, which we
denote by the information set (It-1
.
For simplicity, we assume that Zt is the conditional
expectation of Zt with respect to ft-1, i.e.,
Zt = E[ Zt ft-] (2.1)
which would be the optimal forecast under a quadratic loss function [although we are not
assuming that such a loss function obtains]. We may then express Zt as:
Zt = E[ Zt ft-1 ] + Et (2.2)
= Zt + Et (2.3)
E[EtlfIt-1I = 0 , Var[ tlnt- ] = E (2.4)
Included in the information set nt-1 are ex ante observable economic variables such as
dividend yield, various interest rate spreads, earnings announcements, and other "leading"
6 Assumption (Al) is made for notational simplicity, since stationarity allows us to eliminate time-indexes from population
moments such as and r,. However, there are several alternatives to stationarity and ergodicity that permit time-varying
unconditional moments and still satisfy a law of large numbers and central limit theorem, which is essentially all we require
for our purposes. The qualitative features of our results will not change under such alternatives, (e.g. weak dependence with
moment conditions), but would merely require replacing expectations with corresponding probability limits of suitably defined
time-averages. See, for example, Lo and MacKinlay (1990a) and White (1984).
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economic indicators. Therefore, with a suitably defined intercept term, (2.2)-(2.4) contains
conditional versions of the CAPM [see Merton (1973), Constantinides (1980), and Bossaerts
and Green (1989)], a dynamic multi-factor APT [Ohlson and Garman (1980) and Connor
and Korajczyk (1989)], and virtually all other linear asset pricing models as special cases.
We shall also assume throughout that the ts are conditionally homoscedastic and
that the information structure { ft} is well-behaved enough to ensure that Zt is also a sta-
tionary and ergodic stochastic process. Note that the conditional homoscedasticity of the
Ets does not restrict the Zts to be conditionally homoscedastic; conditional heteroscedas-
ticity in Zt is captured explicitly by heteroscedasticity in Zt. Moreover, it is a simple
matter to build additional heteroscedasticity into Zt by allowing t to exhibit conditional
heteroscedasticity. 7
Although we have now given just enough structure to derive an explicit expression for
the maximally predictable portfolio of the primary assets Zt, it is worthwhile to consider
some specific examples of the conditional expectation Zt since any empirical implemen-
tation will require placing further structure on it. For example, perhaps the simplest
specification of Zt is a p-th order vector autoregression:
Zt = AI * Zt-1 + A2 Zt- 2 + ' + Ap Zt-p + Et (2.5)
where the Ajs are (n x n)-matrices of coefficients. In this case, the forecast Zt is based
only on lagged returns Zt-k, hence such a specification is most useful for examining simple
departures from the pure random walk hypothesis.
More generally, suppose that the forecast Z. is a linear function of the (k x 1)-vector
of economic variables Xt-1 contained in ft-1, hence:
t = A Xt-1 + Et (2.6)
where A is an (n x k)-matrix of coefficients. The presence of just one lag of Xt in (2.6) is
for notational convenience only since higher order lags may readily be subsumed in Xt-1
by enlarging the dimension of the vector [note that k may be larger than n].
7 However, from an economic standpoint it seems preferable to model volatility shifts with specific economic variables
whenever possible, rather than to appeal to a "reduced-form" specification like ARCH.
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Expression (2.6) may be viewed as a conditional version of a linear factor model since
Zt is a linear function of economic variables observable at t - 1.8 To underscore this factor-
pricing interpretation, we shall refer to the matrix A of coefficients as the factor loadings"
and the predictors Xt-1 as "conditional factors." However, it should be emphasized that
a "structural" factor-model for our return-generating process, one that links expected
returns to contemporaneous risk premia (such as the security market line of the CAPM),
is not required by our framework. But even if such a structural factor-model exists, the
contemporaneous factors or risk premia are almost always written as linear functions of
ex ante economic variables, especially when applying them to time series data. Therefore,
the simple specification (2.6) is considerably more general than it may appear to be.
Returning to t :aeral formulation (2.3), let denote a particular linear combination
of the primary ash an Zt, and consider the predictability of this linear combination, as
measured by the well-known coefficient of determination:
Var [-'yEtl W r [¥t _ _'_0
R2( ) - Var = Zt  Var [ YZt ( 2ro7)
where
ro - Var[Zt] = E[ ZtZ (2.8)
ro - Var[Zt = E[ZtZt]. (2.9)
R 2 (_y) is simply the fraction of the variability in the portfolio return Y'Zt explained by
its conditional expectation, 'Zt. Maximizing the predictability of a portfolio of Zt then
amounts to maximizing R 2 (-y) subject to the constraint that -y is a portfolio, i.e., y'L = 1.
But since R 2 (y) = R 2 (cy) for any constant c, the constrained maximization is formally
equivalent to maximizing R 2 over all , and then rescaling this globally optimal 'Y so that
its components sum to unity. Such a maximization is straightforward and yields an explicit
expression for the maximum R2 and its maximizer, given by Gantmacher (1959) and Box
and Tiao (1977):9
8Examples of such a specification in the recent literature include Chen, Roll, and Ross (1986), Engle, Lilien, and Robbins
(1987), Ferson (1989, 1990), Ferson and Harvey (1991b), and Harvey (1989).
9 Two closely related techniques are the multivariate index model the reduced rank regression model; see Reinsel (1983) and
Velu, Reinsel, and Wichern (1986).
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Proposition 1 [Gantmacher (1959), Box and Tiao (1977)]: The maximum of R 2 (,)
with respect to I is given by the largest eigenvalue A* of the matrix B =r- lr, and is
attained by the eigenvector * associated with the largest eigenvalue of B. Similarly, the
minimum of R 2 (y) with respect to y is given by the smallest eigenvalue A* of B and is
attained by the eigenvector * associated with the smallest eigenvalue of B.
Proof: See the appendix.
This proposition states that the maximum R 2 attainable by any portfolio 1 is simply
the largest eigenvalue A* of the matrix B, and that the maximally predictable portfolio
,* is the corresponding eigenvector [properly normalized]. Note that by symmetry this
proposition gives not only the maximal R 2 attainable, but also the minimal R 2 attainable,
i.e., the portfolio that is closest to a random walk. For convenience, we shall refer to the
maximally predictable portfolio * as simply the "MPP." To develop some intuition for
the MPP, we consider two specific examples in the next section.
2.1. Example 1: A One-Factor Model.
Suppose we forecast excess returns Zt with only a single factor Xt-1, so that we
hypothesize the relation:
Zt = p*Xt- + Et (2.10)
E [ t Xt-1 ] = 0 , Var [ t Xt-1 = (2.11)
where , is an (n x 1)-vector of factor loadings, and E is any positive definite covariance
matrix (not necessarily diagonal). Such a relation might arise from the CAPM, in which
case Xt-1 is the period t - 1 forecast of the market risk premium at time t. In this simple
case, the relevant matrices may be calculated in closed-form as:
ro - Var [Zt = a_2,1' (2.12)
To Var[Zt] = 2 pp + (2.13)
13.6 -7- 
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where a 2 = Var[Xt-1]. The MPP '* and its R 2 are then given by:
I* 1 1 -l (2.14)
A* = R2(r*) = 1 + a2 1 (2.15)
To develop further intuition for (2.14) and (2.15), suppose that E = a2I, so that the MPP
and its R 2 reduce to:
* 1 (2.16)
A* = R 2 (Y*) f= 1 + R /ua2 (2.17)
Not surprisingly, with cross-sectionally uncorrelated errors, the MPP has weights directly
proportional to the assets' betas. The larger the beta, the more predictable that asset's
future return will be ceteris paribus, hence the MPP should place more weight on that
asset. As expected, R 2 (-y*) is an increasing function of the "signal-to-noise" ratio a2/aE.
But interestingly, the MPP weights -y* are not, and do not even depend on the a 2 s. This,
of course, is an artifact of our extreme assumption that the assets' variances are identical.
If, for example, we assumed that E were a diagonal matrix with elements o 2 , j = 1, .. ., n,
then the portfolio weights -y would be proportional to ijl/a2 . The larger the OPj, the more
weight asset j will have in the MPP, and the larger the a2 , the less weight it will have.
Since the level of predictability of 'y* does depends on how important Xt-1 is in
determining the variability of Zt, in the case where E = a2I as the signal-to-noise ratio
increases the R 2 of the MPP also increases, eventually approaching unity as ax/a2 increases
without bound. Also, from (2.17) it is apparent that R 2 (y*) increases with the number of
assets ceteris paribus, since ',3 is simply the sum of squared betas. Of course, even in the
most general case R 2 (-*) must be a non-decreasing function of the number of assets, since
it is always possible to put zero weight on any newly introduced assets.
2.2. Example 2: A Two-Asset AR(1) Model.
The ran om walk hypothesis states that future returns are not forecastable by past
returns, hence the simplest alternative to the random walk is a model in which returns are
13.6
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forecastable by their lags. For example, let Zt satisfy the following:
Zt = AI *Zt- + A2 Zt-2 + + ' Ap + Zt-p t (2.18)
= A(L)Zt + t (2.19)
A(L) - A 1 L + A 2.L 2 + --- + ApL P (2.20)
E[et Zt-1,..., Zt-p ] = 0 , Var [ t l Zt-l,..., Zt-p ] = (2.21)
where L is the lag operator, i.e., LkZt Zt_ k.
Such a model, a p-th order vector autoregression or VAR(p), can generate a rich set of
dynamics for Zt, and is especially convenient for illustrating the importance of correlations
among securities across time. For example, Lo and MacKinlay (1990a) trace the source
of positively autocorrelated weekly portfolio returns to be positive cross-autocorrelations
among the securities. Although individual security returns tend to be weakly negatively
autocorrelated, because of large positive cross-autocorrelations among many securities,
the autocorrelation of portfolio returns is positive. Moreover, there is a striking lead/lag"
pattern to these cross-autocorrelations: the returns of large capitalization stocks tend to
lead those of smaller capitalization stocks. To see how such lead/lag effects can be captured
by a simple vector autoregression, consider the following two-asset VAR(1):
Z2t ) Z2t- ) 2t ) (2.22)
Zt = A Zt-l + t (2.23)
E[ t Zt-l] = 0 , Var[EtlZt_ l] = I (2.24)
where, with little loss in generality, we have assumed that the covariance matrix of Et is
the identity. Stationarity of Zt implies that lal < 1 and cl < 1, but imposes no restrictions
on b.
An asymmetry has been built into the bivariate system (2.22) through the asymmetric
matrix A of factor loadings. Whereas Z2t is a simple AR(1) driven solely by its own shocks
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{E2t}, Zlt is driven by both {Elt} and {E2t. This is readily apparent from the moving
average representation of Zt:
Zt = AZt- 1 + t = (I-AL)-lEt (2.25)
= et + At-1 + A 2 et- 2 + -- (2.26)
But since Ak is upper triangular for any positive k, Zlt is an infinite weighted sum of past
Elts and E2ts whereas Z 2t only depends on past 2ts.
To compute the MPP and its R 2 , observe that the relevant matrices are given by the
following expressions:
ro Var [ Zt = AroA' (2.27)
vec(ro) vec(Var [ Zt ) = (I- A A)-lvec(I2 ) (2.28)
B = ro'Ar o A ' (2.29)
Although w* and R 2 (_y*) may be readily derived analytically from (2.29) after some tedious
algebra, the resulting expressions are so complicated as to be of little use for simple com-
parisons. Therefore, to see how predictability changes as we vary the cross-factor loading
b, consider the following experiment: for fixed values of b and c, select a so that Zlt and
Z2t have identical own-autocorrelations [which is given by c]. Such a choice for a is always
possible and is given by:
a = 2[ 1 +b2 +2 _ ] (2.30)
aor - 12c
For c = 2 and values of b ranging from 0 to 5, Table 1 reports the MPP if* [only is
reported since the weights sum to unity], its R 2 , the two cross-autocorrelations, and the
factor loadings 6* -[ 6 62* ]' = y*'A for the MPP, i.e.,
'* Zt = 1*'AZt- + *'IEt (2.31)
6;Zlt- 1 + 62Z2 t- 1 + *IEt (2.32)
When b = 0, Z 1t and Z 2t are uncorrelated at all leads and lags, and each series evolves
separately and identically in time [since in this case a = c = ½]. In this extreme case, there
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is no MPP since all portfolios have the same R 2 of 25 percent. But when b = .25, Table
1 shows that the cross-autocorrelations are no longer zero and R 2 (*) increases to 37.9
percent. Observe the asymmetry in the cross-autocorrelations: Z2t leads" Zlt in the sense
that the squared correlation between Zlt and Z2t+l is less than the squared correlation
between Z2t and Z 1t+l. As a consequence, more than half of the MPP, 56.2 percent, is
devoted to asset 1, and the coefficient 6 corresponding to the lagged return of asset 2 is
larger than the coefficient for the lagged return of asset 1.
As b increases, the degree of asymmetry, as measured by the difference in the squared
cross-autocorrelations, also increases, and so does R 2 (y*) and -;. Moreover, the forecast
of the MPP becomes more sensitive to Z2t-1, as 62* increases while 6 decreases. When
b = .50 the R 2 of y* is 50 percent, considerably higher than both the squared cross-
autocorrelations [1.8 and 29.2 percent] and the squared own-autocorrelations [25 percent
for both assets]. This clearly illustrates the fact that a portfolio can be more predictable
than any of the individual primary assets, due to the cross-relations among those assets.
As b increases without bound, ; and R 2 (-*) both approach unity. Heuristically, as
the lead/lag relation between the two assets becomes more pronounced, the MPP is tilted
towards asset 1 [the "lagger" ] and the forecast of this portfolio becomes dominated by asset
2 [the "leader"]. Unfortunately, the intuition for the general n-asset case is considerably
more complicated, as there are many more cross-effects and pairwise trade-offs that must
be weighed to determine the overall effect on R2(7*).
3. An Empirical Implementation.
To implement the results of Section 2, we must first develop a suitable forecasting
model for the vector of excess returns Zt. We consider three sets of primary assets Zt
from 1947:1 to 1990:12: (1) a five-asset group of assets, consisting of the S&P 500, a
small stock index, a government bond index, a corporate bond index, and a utilities index;
(2) a ten-asset group consisting of deciles of size-sorted portfolios constructed from the
CRSP monthly returns file; and (3) an eleven-asset group of sector-sorted portfolios, also
construct from CRSP.10
0 The eleven sector portfolios are defined according to SIC code classifications: (1) wholesale and retail trade; (2) services;
(3) non-durable goods; (4) construction; (5) capital goods; (6) durable goods; (7) finance, real estate, and insurance; (8)
transportation; (9) basic industries; (10) utilities; and (11) coal and oil.
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Despite the fact that monthly stock returns are available as early as 1926:1, we limit
our attention to the post-war sample period because data for some of our conditional
factors are only available as of 1947:1. However, a more compelling reason for using
the shorter sample period is to minimize the impact of the Great Depression era on our
inferences. It may be argued that the Great Depression should not be omitted from
the sample because it is a bona fide structural phenomenon which should be allowed to
influence parameter estimates accordingly. Viewed in this way, the Depression years are
not outliers but valuable observations that may yield important information about the
current structure of returns. But because the structure of the economy and, in particular,
the organization of financial markets underwent such dramatic changes during this period,
mainly in response to the stock market crash of October 1929 and the ensuing Great
Depression, our inferences may be more germane to contemporary phenomena if we limit
our estimation to the period after such changes were in place.
Of course, there are occasions when it is these very changes that we are interested in
modeling, or when the presence of such changes is critical to the model at hand. But in
such cases the structural shifts must generally be modeled explicitly, otherwise its effects
are likely to be "averaged" out and confounded with other phenomena.11 Since these
structural changes are not the focus of our current application, we confine our attention
to post-war data only.
3.1. The Conditional Factors.
In developing forecasting models for the three groups of assets, we draw on the sub-
stantial literature documenting the time-variation in expected stock returns to select our
conditional factors. From empirical studies by Breen, Glosten, and Jagannathan (1989),
Chen (1991), Chen, Roll, and Ross (1986), Estrella and Hardouvelis (1991), Ferson (1990),
Ferson and Harvey (1991b), Kale, Hakansson, and Platt (1991), Keim and Stambaugh
(1986), Rozeff (1984), and many others, variables such as the growth in industrial produc-
tion, dividend yield, and default and term spreads on fixed income instruments have been
shown to have forecast power. Also, the asymmetric lead/lag relations among size-sorted
portfolios that Lo and MacKinlay (1990a) document suggest that lagged returns may have
forecast power. Therefore, we were led to construct the following variables:
lIThere are many examples of models that do capture structural shifts, such as Goldfeld and Quandt (1973), Hamilton
(1989), and Sclove (1983).
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DYt Dividend yield, defined as the aggregated dividends for the CRSP value-
weighted index for the 12-month period ending at the end of month t
divided by the index value at the end of month t.
DEFt The default spread, defined as the average weekly yield for low grade
bonds in month t minus the average weekly yield for long-term government
bonds (maturity greater than 10 years) in month t. From 1947:1 through
1978:12, the low grade bonds used were rated under Baa; from 1979:1
through 1990:12, the low grade bonds used were rated Baa.
MATt The maturity spread, defined as the average weekly yield on long-term
government bonds in month t minus the average weekly yield from the
auctions of 3-month Treasury bills in month t.
MMIRt The Major Market Index excess return, defined as the monthly return on a
portfolio of the common stock of the twenty large corporations comprising
the Major Market Index as of December 1990. Prior to July 1977 the index
contained 19 stocks since American Express was not included.
IRTt The interest rate trend, defined as the monthly change of the average
weekly yield on long-term government bonds.
Of course, there is a clear pre-test bias in our choosing these variables based on prior
empirical studies. For example, Foster and Smith (1992) show that choosing k out of
m regressors (k < m) to maximize R 2 can yield seemingly significant R 2s even when no
relation exists between the dependent variable and the regressors. They show that such
a specification search may explain the findings of Campbell (1987), Ferson and Harvey
(1991a), and Keim and Stambaugh (1986).
Unfortunately, Foster and Smith's (1992) pre-test bias cannot easily be corrected in
our application, for the simple reason that our selection procedure does not correspond
precisely to choosing the "best" k regressors out of m. There is no doubt that prior
empirical findings have influenced our choice of conditional factors, but in much subtler
ways than this. In particular, theoretical considerations have also played a part in our
choice, both in which variables to include and which to exclude. For example, even though
a January indicator variable has been shown to have some predictive power, we have not
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included it as a conditional factor because we have no strong theoretical motivation for
such a variable.
Because a combination of empirical and theoretical considerations has influenced our
choice of conditional factors, Foster and Smith's (1992) corrections are not directly appli-
cable. Moreover, if we apply their corrections without actually searching for the best k of
m regressors, we will almost surely never find predictability even if it exists, i.e., tests for
predictability will have no power against economically plausible alternative hypotheses of
predictable returns. Therefore, other than alerting readers to the possibility of pre-test
biases in our selection of conditional factors, there is little else that we can do to "correct"
for this ubiquitous problem.
3.2. Time-Varying Betas.
Perhaps the most common obstacle to reliable forecasting in financial markets is the
time-variation of parameters of interest, such as covariances, cross-autocorrelations, and
betas.1 2 For example, the asymmetric lead/lag effects among size-sorted portfolios that
Lo and MacKinlay (1990a) document as a source of profitability for contrarian trading
strategies varies considerably from one time period to the next. To see this, compare
Table 2b, which reports the first-order autocorrelation matrix of the (10 x 1)-vector of
size-sorted portfolios using data from 1947:1 to 1957:12, with Table 2b which reports
the first-order autocorrelation matrix of the same vector but using data from 1980:1 to
1990:12. It is apparent that the parameter estimates are not stable across time periods - in
the first subperiod, the estimated cross-autocorrelation between portfolio 2 this month and
portfolio 1 next month is 11.4 percent; in the last subperiod this same cross-autocorrelation
is estimated to be 32.4 percent.
To capture some of these instabilities, we propose the following simple time-varying
beta model for the primary assets Zt:
Zt = a + P1 DYt-1 + 2 DEFt-1 + 3 MATt-1 + 4 IRTt-1 +
/05t-1 MMIRt-1 + t (3.1)
P5t-1 = 0 + DYt-1 (3.2)
12 Several recent studies have documented the time-variation in asset pricing parameters, e.g., Ferson (1989), Ferson and
Harvey (1991), Ferson, Kandel, and Stambaugh (1987), and Harvey (1989).
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The inclusion of MMIRt-1, effectively a large-firm portfolio return, allows us to capture
the asymmetric lead/lag relation of Lo and MacKinlay (1990a), in which the returns of
large firms can forecast those of small firms, but not vice-versa. But since we have written
the coefficient of MMIRt_ 1 as a deterministic linear function of the dividend yield DYt, it
is allowed to vary through time and has the potential to capture the kinds of instabilities
documented in Tables 2a-c. The fact that (3.2) is deterministic allows us to estimate (3.1)
consistently by ordinary least squares regression, since by substitution we have:
Zt = a + 31 DYt-1 + 2 DEFt-1 + 3 MATt-1 + 4 IRTt- +
(60 + 61 DYt-1) MMIRt- + t (3.3)
= a + 3 1 DYt-1 + 2 DEFt- + 3 MATt-1 + 4 *IRTt- +
60 * MMIRt-1 + 61 DYt-l · MMIRt- 1 + Et . (3.4)
Therefore, we need only add the interaction term MMDYt-l - DYt-1 · MMIRt_l to our
list of five regressors to estimate the time-varying parameter regression model (3.1)-(3.2).
In principle, we can model all of the factor loadings as time-varying. However, the
"curse of dimensionality" would arise, as well as the peril of overfitting the model. More-
over, the evidence in Ferson and Harvey (1991, Table 8) suggests that the predictability in
monthly size and sector portfolios is primarily due to changing risk-premia, not changing
betas. Therefore, our decision to leave 1 through 4 fixed through time is unlikely to be
very restrictive.
3.3. Estimating the Conditional Factor Model.
Tables 4, 5, and 6 report ordinary least squares estimates of the conditional factor
model (3.1)-(3.2) for the three groups of assets, respectively: the 5xl-vector of stocks,
bonds, and utilities (SBU), the lOxl-vector of size deciles (SIZE), and the 11xl-vector
of sector portfolios (SECTOR). Table 4a contains results for monthly SBU returns, Table
4b contains results for quarterly returns, Table 4c contains semiannual results, and Table
4d contains annual results, and similarly for Tables 5a-d and 6a-d.1 3 To guard against
13 Note that we perform all multi-horizon return calculations with non-overlapping returns, since Monte Carlo and asymptotic
calculations in Lo and MacKinlay (1989) and Richardson and Stock (1990) show that overlapping returns can bias inferences
substantially.
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spuriously high R 2 s due to overfitting, all of our empirical work employs the adjusted R 2,
denoted by i2, which adjusts for the number of factors used in (3.1).14
The performance of the conditional factors in the regressions of Tables 4-6 are largely
consistent with findings in the extant literature. Among the equity assets, the dividend
yield is positively related to future returns and generally significant at the 5 percent level.
The default premium is generally negatively related to the future returns with its signif-
icance mostly at the monthly horizon. The maturity premium has predictive power only
for the utilities asset at longer horizons (6 and 12 months). In contrast, the Major Market
Index Return and the interest rate trend variables are strongest at the monthly horizon,
the former affecting expected returns positively, and the latter negatively.
For the bond assets, most of the forecastability is m the positive relation with
the maturity spread. However, at longer horizons the c -ult premium does have some
explanatory power.
From Tables 4-6, it is also apparent that the market betas for monthly equity returns
exhibit substantial time-variation, since the MMDY regressor is significant at the 5 percent
level for the two equity assets in Table 4a, and for all the assets in Tables 5a and 6a. In
these cases, the estimated coefficient of MMDY is consistently negative, indicating that the
sensitivity of equity assets to the lagged aggregate market return declines as the dividend
yield rises. Note that in each of these cases DY has additional explanatory power as a
separate regressor, as its estimated coefficient is also significant at conventional levels.
As the return horizon increases, the market beta and the time-variation in market
betas become insignificant for the equity assets. For example, in Tables 4b, 5b, and 6b,
where quarterly asset returns are regressed on the conditional factors, the coefficients for
MMIR and MMDY are no longer statistically significant in any of the regressions. However,
DY is still significant in the longer-horizon regressions, and in all cases the R2 increases
with the horizon. In particular, whereas the R s for monthly asset returns reported in
Tables 4a, 5a, and 6a range from 2 to 6 percent, the R 2 s for annual asset returns range
from 8 to 34 percent in Tables 4d, 5d, and 6d.1 5
Of course, like any other statistic, the R2 is in fact a point estimate which is subject
to sampling variation. Since longer horizon returns yield fewer non-overlapping observa-
-2tions, we might expect the R2s from such regressions to exhibit larger fluctuations, wit'-
14This poses no problems for calculating the MPP since 2 is proportional to R2, hence maximizing either quantity ws
yield the same MPP.
I5 Note that the longer-horizon returns are not-overlapping. In some unpublished Monte Carlo simulations, we have show
that overlapping returns can induce unusually high R2 s even when the conditional factors are statistically independent of the
long-horizon returns.
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more extreme values than regressions for monthly data. We shall deal explicitly with the
sampling theory of the R 2 in Section 4.
3.4. Maximizing Predictability.
Given the estimated conditional factor models in Tables 4-6, we can readily con-
struct the (sample or estimated) MPPs according to Proposition 1. Given the estimate
B = f'o, the estimated MPP w* is simply the eigenvector corresponding to the largest
eigenvalue of B.
We will also have occasion to consider the constrained MPP Sy, constrained to have
nonnegative portfolio weights. It will become apparent below that an unconstrained maxi-
mization of predictability yields considerably more extreme and unstable portfolio weights
than a constrained maximization. Moreover, for many investors, the constrained case may
be of more practical relevance. Although we do not have a closed-form expression for Y*C ,
it is a simple matter to calculate it numerically (see the appendix). Again, given , we
may obtain j* in a similar manner.
In Table 7, we report the conditional factor model of the maximally predictable SBU
portfolio, constrained and unconstrained, for monthly, quarterly, semiannual, and annual
return horizons using the factors of Section 3.1. The patterns of the estimated coefficients
are largely consistent with those of Tables 4a-d: the coefficient of the interaction variable
MMDY is negative, though insignificant except for annual returns; the coefficient of divi-
dend yield DY is positive and significant for all but the quarterly unconstrained portfolio;
and the maximal R2 increases with the horizon.
-2 -2But curiously, the maximal R2s are not that much larger than the largest R s of the
individual portfolio regressions. For example, the monthly constrained maximal R2 is 7
percent, but the S&P 500 regression in Table 4a has an R2s of 6 percent. However, there is
somewhat more improvement for longer return horizons. For example, at an annual horizon
the unconstrained maximal R2 is 40 percent, whereas the R2s for the annual returns of
the five individual assets in Table 4d range from 16 to 33 percent.
Tables 8 and 9 exhibit similar findings for the SIZE and SECTOR assets. The R2s of
monthly size portfolios range from 5 to 6 percent in Table 5a, whereas Table 8 reports the
unconstrained maximal R2 to be 8, and the constrained to be 6 percent. But at an annual
horizon, the R2s for individual size portfolios range from 8 to 31 percent, while the maximal
constrained and unconstrained R2s from Table 8 are 32 and 46 percent respectively.
13.6 8.92- 17 -
These findings highlight the relevance of Example 2 in Section 2.2. Because of cross-
relations implicit among the factors and asset returns, the maximal R2 can exceed the
-2individual R s of the assets.
Tables 7-9 also show that the importance of the shortsales constraint for maximizing
predictability depends critically on the particular set of assets over which predictability
is being maximized. From Table 7, it is apparent that the shortsales constraint has little
effect on the levels of the maximal R2 for the five SBU assets. Such a constraint reduce
the maximal R2 by only 4 percentage points for quarterly returns, and less than half a
percentage point for annual returns. This, however, is not the case for either the ten
SIZE assets or the eleven SECTOR assets. Tables 8 and 9 show that when the shortsales
constraint is imposed, maximal R2 s drop dramatically, from 37 to 18 percent for semian,
SIZE assets and from 35 to 19 percent for semiannual SECTOR assets.
3.5. The Maximally Predictable Portfolios.
Whereas the coefficients of the regressions in Tables 7-9 measure the sensitivity of the
MPP to various factors, it is the portfolio weights of the MPPs that tell us which assets
are the most importance sources of predictability. Table 10 reports these portfolio weights
for the three sets of assets, SBU, SIZE, and SECTOR.
Perhaps the most striking feature of Table 10 is how these portfolio weights change
with the horizon. For example, the unconstrained maximally predictable SIZE portfolio
has extreme short positions in deciles 3-5 for monthly returns but even more extreme long
positions for quarterly returns. The maximally predictable SECTOR and SBU portfolios
exhibit similar extremes across horizons. These instabilities are evidence of the changing
structure of the covariances among the assets over horizons; as the structure changes, so
must the portfolio weights to maximize predictability.
When the shortsales constraint is imposed, the portfolio weights vary less extremely
(by construction of course, since they are bounded between 0 and 1), but they still shift
with the return horizon. For example, the constrained maximally predictable SBU portfolio
is split almost equally between the S&P500 and corporate bonds for monthly returns,
but contains no corporate bonds for annual returns. More interestingly, the constrained
maximally predictable SIZE portfolio is invested in deciles 7, 8, and 1 for monthly returns,
but is concentrated in deciles 9 and 10 for annual returns.
13.6 8.92- 18 -
That the larger capitalization stocks should play so central a role in maximizing pre-
dictability among SIZE assets is quite unexpected, since it is the smaller stocks that are
generally more highly autocorrelated (see Table 2). However, as the example in Section 2.2
illustrates, it is important to distinguish between the factors that predict returns and the
assets that are most predictable. In the case of the SIZE assets, one explanation might be
that over longer horizons, factors such as industrial production and dividend yield become
more important for the larger companies as they track general business trends closer than
smaller companies (see Tables 5a-d).
Further insights concerning the sources of predictability are contained in the SECTOR
portfolio weights. The constrained MPP for monthly SECTOR returns is invested in three
assets: non-durable goods; construction; and capital goods. However, in the long-run, the
composition of this portfolio changes dramatically, consisting of three completely different
assets: in finance, real estate, and insurance; transportation; and utilities. This indicates
that the sources of time-variation in expected returns is highly dependent on the return
horizon. The sectors that are important for maximizing predictability for monthly returns
may be quite different from those that maximize predictability for returns over longer
horizons.
4. Statistical Inference for the Maximal R2.
-2Although the magnitudes of the sample R s of Section 3 suggest the presence of gen-
uine predictability in stock returns, we must still consider data-snooping biases imparted
by our in-sample maximization procedure. It is a well-known fact that the maximum of
a collection of identically distributed random variables does not have the same distribu-
tion as the individual maximands. However, it is not always an easy task to deduce the
distribution of the maximum, especially when the individual variables are not statistically
independent as in our current application. Moreover, maximizing the R2 over a continuum
of portfolio weights cannot be easily re-cast into the maximum of a discrete set of random
variables. Therefore, in Sections 4.1 and 4.2 we provide analytical and Monte Carlo results
specifically for the statistical inference of the maximal R2.
13.6
- 19- 8.92
Ill
4.1. Analytical Distribution Theory.
For the case where the portfolio weights are not constrained to be non-negative, the
distribution of the maximum sample R 2 over portfolio weights -y is closely related to
the "largest root" test in multivariate analysis, a test of the general linear hypothesis
that is based on the largest eigenvalue of a particular matrix [see, for example, Muirhead
(1982, Chapter 10.6.4)]. More specifically, denote by Z, X, and E the stacked matrix of
observations of the return vectors Zt, the stacked matrix of observations of the vectors
of the conditional factors Xt, and the stacked matrix of the vectors of disturbances t,
respectively, thus:
z
(Txn)
z/
z'
T
X
(Txk+1)
-XL'X
xi
t
xi
T
E
(Txn)
(4.1)
Then our forecasting equation (2.6) may be expressed compactly as:
Z = XB + E B
(k+lxn)
Pkl "' Pln
_ : - :[k **pn (4.2)
Written this way, the ordinary least squares estimator B is simply given by:
B = (X'X)-'X'Z. (4.3)
To derive the sampling distribution for the R2 of the MPP, call it A*, we require the
sampling distributions of the estimators for ro and ro. From (4.2), the obvious estimators
for these two matrices may be written as:
1 1C 1 (4.4)
o = TB'C'[C(X'X)-C']-c = B X B1 (4.4)T T
ro = o + E (4.5)
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- EI-1
EI
t
EIT
t= lEt E = Z - XB
and the following matrices are partitioned appropriately to be conformable:
C [Ik 0] ·- []BB -- l B1
Xi = X1 -
X _ [X 1 ]
The sampling distributions of ro and fo may
standard results in multivariate analysis:
then be derived explicitly according to
Lemma 1: If {Et} is an independently and identically distributed sequence of zero-
mean multivariate normal vectors with covariance matrix E[Etdt] = E, then under the null
hypothesis that B 1 = 0:
(i) Tr 0 Wn(k, E)
(ii) Tf . Wn(T-k- I,E)
(iii) Tro and T are statistically independent
where Wn(k, E) is a Wishart distribution of dimension n with k degrees of freedom and
covariance matrix E.
Now denote by 6* the largest eigenvalue of the product ro - l. The distribution of 6*
under the null hypothesis that B 1 = 0 then follows from Lemma 1 and Muirhead (1982,
Theorem 10.6.8 and Corollary 10.6.9):
Lemma 2: Under the hypotheses of Lemma 1, and if k > n and q is a positive integer,
the distribution function of 6* is given by:
F6 *(6) = Pr(6* < 6)
- 21 -
6 E [0, oo) (4.7)
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6 k/2
b6+1 
nq
E *
j=O 
(4.8)(k12)+Cr(I)
(1 + 6)jj!
where q (T-k-n-2)/2, (k/2),C is the generalized hypergeometric coefficient for the par-
tition ic,16 C(I) is the zonal polynomial corresponding to the partition ic evaluated at the
identity matrix I, and *c denotes the summation over all partitions . = (kl, k 2 ,. , kin)
of k with largest part k1 less than or equal to q.17
Since it may be shown that A* = 6*/(6* + 1), the distribution of the maximal R or A*
follows directly from Lemma 2:
Proposition 2: Under the hypotheses of Lemma 1, the distribution of A* is given by:
= Pr( A* < )
- F 6*( 
FA (A)
= Pr( 6* < A
- 1-A
A E [0, 1]
(k/2)CC(I)(1 - A)inq
j=O 
In principle, the statistical significance of our findings in Section 3 may be assessed
according to (4.11). However, in practice it is computationally intractable to tabulate
the critical values of (4.11) for empirically relevant values of T, k, and n.18 Moreover,
Proposition 2 only applies to the unconstrained maximal R2; we have been unable to
obtain similar results for the constrained case. For these reasons, in the next section
16 For any partition c = (ki, k2 ,..., k), (). -nl'=l1(z - (i - 1))&, where ()&, - V( + 1) .. ( + ki - 1).
17The case where k < n may be handled with a simple adjustment in the degrees of freedom. In particular, when k < n,
6' has the same distribution as the largest eigenvalue of AB-' where A W(n, I) and B - Wk(T - n - 1, I), and then an
expression similar to (4.8) may be obtained. We thank Guofu Zhou for thisfinsight.
18 To develop some intuition for the magnitude of the problem, observe that the number of partitions of a given positive integer
m may be approximated by exp(r27v /i)/(4m¶V); for m = 100, the number of partitions is approximately 1.99 x 108. Now
note that the inner sum in (4.11) is over all partitions of j with largest part less than or equal to q - (T - k - n - 2)/2,
where j runs from 0 to nq. In our application, q may be as large as 257 and nq as large as 2,827. Moreover, the evaluation of
the onal polynomials C,(I) in the summands of (4.11) is a nontrivial task, especially for higher-order x.
(4.9)
(4.10)
(4.11)
13.6 - 22 - 8.92
we report the outcome of extensive Monte Carlo experiments designed to map out the
finite-sample distribution of the R2 of the MPP for both constrained and unconstrained
portfolios under the null hypothesis of no predictability.1 9
4.2. Monte Carlo Analysis.
For the monthly return horizon, we simulate 526 observations of independently and
identically distributed Gaussian stock returns, 2 0 calculate the R 2 corresponding to the
MPP of q-period returns using the conditional factors of Section 3.2, record this R2,
and repeat the same procedure 9,999 times, yielding 10,000 replications. For quarterly,
semiannual, and annual horizons, we perform similar experiments: we simulate 10,000
independent samples for each horizon, and record the maximum R2 for each sample, with
sample sizes of 175, 87, and 43, respectively.
The simulations yield the finite-sample distribution for the maximal R2 under the null
hypothesis of no predictability. The features of that distribution are reported for various
values of q in Table 11a for unconstrained MPP, and in Table 11b for the constrained case.
The rows with q = 1 correspond to a monthly return horizon, those with q = 3 correspond
to quarterly horizon, etc. Finally, the three panels of Tables 11a and b correspond to asset
vectors with 5, 10, and 11 elements, which match the number of SBU, SIZE, and SECTOR
assets, respectively.
Tables 11a and b show that when predictability is maximized by combining assets
into portfolios, spuriously large R2s may be obtained. With a monthly horizon and 526
observations, the problem is not severe. For example, when q = 1 and n = 11, the mean
-2
maximal R2 is 3.8 percent, a relatively small value. However, as the horizon increases, the
problem becomes more serious. With annual returns and eleven assets, the maximal R2
distribution for the unconstrained case has a mean of 46.2 percent and a 95 percent critical
value of 61.5 percent. Table 1lb reports similar results for the constrained case - longer-
horizon non-overlapping returns can yield large R2 even when there is no predictability.
The effects of data-snooping under the null hypothesis can be further quantified by
comparing Tables 11a and b with Table 12, in which the percentiles of the finite sample
distribution of the R2 for an arbitrary individual asset is reported, also under the null
hypothesis of no predictability. For q = 1 the differences between the distributions in
l9 For further analytical finite-sample results, see Pillai (1965, 1967, 1976, 1977) and Pillai and Hsu (1979).
20 Without loss of generality, for the simulations the stock returns are assumed to be distributed N(O, I) each period.
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Tables 11a and b and the distributions in Table 12 are small - for example, the 95 percent
critical value of an individual asset's 2 is 1.3 percent, whereas the corresponding critical
value for the unconstrained MPP's 2 is 4.1 percent. But again the effects of data-
snooping become more pronounced as the horizon q increases. Using annual returns with
eleven assets, the distribution of the unconstrained maximal R2 has a 95 percent critical
value of 61.5 percent, whereas Table 12 shows that without this maximization, the 95
percent critical value for the 2 is only 16.3 percent. These results emphasize the need to
interpret portfolio R2s with caution, particularly when the construction of the portfolios
is determined by the data.2 1
The statistical significance of the empirical results of Section 3 can now be assessed
by relating the maximum sample R2s in Tables 7-9 to the empirical null distributions
in Tables 11a and b. The result of such an exercise is clear: the statistical significance
of predictability decreases as the observation horizon increases. For example, in Table 7,
the maximal unconstrained R2s for monthly and annual SBU portfolios are 9 percent and
40 percent, respectively, but the corresponding 95 percent critical values in Table 11a for
monthly and annual return horizons are 3.4 percent and 40.4 percent, respectively. With a
monthly return horizon, the maximal R2 is well beyond even the 99 percent critical value
of 4.4 percent, but with an annual return horizon, the maximal R2 is almost exactly at
the 95 percent critical value.
This pattern is even more pronounced for the SIZE and SECTOR assets. Compare
the monthly and annual unconstrained maximal SIZE R s of 8 and 46 percent from Table
8, with the 95 percentcritical values of 5.3 and 58.4 percent in Table 11a. Similarly,
the monthly and annual unconstrained maximal SECTOR R2s of Table 9 are 11 and 46
percent, whereas the corresponding 95 percent critical values from Table 11a are 5.7 and
61.5 percent. For shorter horizons, predictability is statistically significant, and for longer
horizons, it is not.
Of course, this finding need not imply the absence of predictability over longer hori-
zons, but may simply be due to the lack of power in detecting predictability via the maxi-
mal R2 for long-horizon returns. After all, since we are using non-overlapping returns, our
sample size for the annual return horizon is only 43 observations, and given the variability
of equity returns, it is not surprising that there is little evidence of predictability in annual
data.
21 See also Lo and MacKinlay (1990b).
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5. Three Out-of-Sample Measures of Predictability.
Despite the statistical significance of predictability in monthly returns, and its in-
significance in annual returns, we are still left with the problem of estimating genuine pre-
dictability, that portion of the maximal 2 not due to deliberate data-snooping. Although
it is virtually impossible to provide such a decomposition without placing strong restric-
tions on the return-generating processes, an alternative is to measure the out-of-sample
predictability of our MPP. Under the null hypothesis of no predictability, our maximization
procedure should not impart any statistical biases out-of-sample, but if there is genuine
predictability in the MPP, it should be apparent in out-of-sample forecasts.
We consider three out-of-sample measures of predictability. First, in a regression
framework, we look at the relation between the forecast error using a naive constant
expected excess return model (an "unconditional" forecast) and a "conditional" forecast
minus the naive forecast, where the conditional forecast is conditioned on the factors of
Section 3.1. If excess returns are unpredictable, these quantities should be uncorrelated.
Second, we employ Merton's (1981) test of market-timing to measure how predictable
the MPP is in the context of a naive asset allocation rule.
And finally, we present an illustrative profitability calculation for this naive asset
allocation rule in which we compare the growth of a $1 investment under this rule to the
growth under a buy-and-hold strategy.
These three measures yield the same conclusion: monthly returns seem genuinely
predictable.
5.1. Naive Versus Conditional Forecasts.
Denote by XR* the excess return for the MPP in month t (in excess of the one-month
riskfree rate), hence:
XRt _ - ' t-Rft (5.1)
where Rt is the vector of primary asset returns, j* is the estimated MPP weights, and Rft
is the one-month Treasury bill rate. A naive one-step-ahead forecast of XR* is simply the
(cross-sectional) average of the (time series) mean excess return for each of the primary
assets, an unconditional forecast of XRt* which we denote by XR t . Now denote by XRt
the conditional one-step-ahead forecast of XR', conditioned on the economic variables of
Section 3, hence:
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A b
XRt _ t*(Zt + A) - Rft (5.2)
where we have added back the estimated mean vector j of the primary assets since Zt
is the conditional forecast of de-meaned returns. To compare the incremental value of
-b ---- a
the conditional forecast XRt beyond the naive forecast XRt we estimate the following
regression equation:
x~r'- XRt = t - XR + t . (5.3)
If XR t has no forecast power beyond the naive forecast XR t , then the estimated coefficient
/1 should not be statistically different from zero.
To estimate (5.3) for each of our three groups of assets, we first estimate the parameters
of the conditional factor model (3.4), and the MPP weights j* for monthly SBU, SIZE,
and SECTOR asset returns using the first 20 years of our sample, from 1947:3 to 1967:2.
The one-month-ahead naive and conditional forecasts, XRt and XRt, are then generated
month by month beginning in 1967:3 and ending in 1990:12, using a "rolling" procedure
where the earliest observation is dropped as each new observation is added, hence keeping
the rolling sample size fixed at 20 years of monthly observations. The conditional factor
model's parameter estimates are thus updated monthly, whereas for simplicity the MPP's
weights w/* are updated only once every 12 months.
Over the 286-month "out-of-sample" period from 1967:3 to 1990:12, the ordinary least
squares estimation of (5.3) for the three groups of assets yields:
SBU: XR-XRt = - 0.15 + 0.3 5 [XRt- XR] + et
(0.29) (0.16)
R2 = 0.014
SIE a = -b -- a
SIZE: XR; - XRt - 1.08 + 0.62 [XRt - XRt] + t
(0.49) (0.16)
R2 = 0.051
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SECTOR: XRt - XRt =- 0.72 + 0.62 .[XRt - XRtl + Et
(0.39) (0.15)
-2R = 0.055
with heteroscedasticity-consistent standard errors given in parentheses. The t-statistics
for the slope coefficients of the three regressions are 2.20, 3.98, and 4.12 respectively. For
all three sets of assets, the conditional forecasts based on the economic variables of Section
3.1 clearly have predictive power beyond the naive unconditional forecast.
5.2. Merton's Measure of Market Timing.
Consider the following naive asset allocation rule: if next month's MPP return is
forecasted to exceed the riskfree rate, then invest the entire portfolio in it; otherwise,
invest the entire portfolio in cash. More formally, let Ot denote the fraction of the portfolio
invested in the MPP in month t. Then our naive asset allocation strategy is given by:
1 if XRt > 0
at =b (5.4)
0 if XR t < 0
where XRt, defined in (5.2), is the forecasted excess return on the MPP, in excess of the
riskfree rate.
We can measure the out-of-sample predictability of the MPP by using Merton's (1981)
framework for measuring market-timing skills. In particular, if the MPP return Zt were
considered the "market," then one could ask whether the asset allocation rule Ot exhibited
positive market-timing performance. Merton (1981) shows that this depends on whether
the sum of P1 and P2 exceeds unity, where:
P = Prob ( t =01Xt<) (5.5)
P2 = Prob ( t = 1 Xt > 0) . (5.6)
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These two conditional probabilities are the probabilities that the forecast is correct in "up"
and "down" markets, respectively. If P1 + P2 is greater than 1, then the forecast t has
value, i.e., XR* is predictable, otherwise it does not.
To perform the Merton test, we use the same 20-year rolling estimation procedure as
in Section 5.2 to generate our MPP returns and the one-month-ahead forecasts Ot. From
these forecasts and the realized excess returns XR* of the MPP, we have the following
2 x 2 contingency tables for the three groups of assets:
SBU :
SIZE :
SECTOR:
Ot > 0 
Ot < 0
8t > 0
Ot < 
Ot > 0
St <O0
XR > O X < O
121 84
31 50
XR; >o
116
28
XR >0
123
33
)
98
37
xo0
44
and from these values, we may readily estimate the sums PI + P2:
121
121 + 31
116
116 + 28
123
123 + 33'+123+33
50
50 + 84
37
37 + 98
44
44 + 86
- 28 -
= 1.169
= 1.080
= 1.127.
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SBU:
SIZE :
ECTOR:
P1 + P2
Pi + P2
P1 + 2
13.6
These values are clearly greater than 1, indicating some value in the forecasts t. More
formally, the p-values for Henriksson and Merton's (1981) statistical test of the null hy-
pothesis of no predictability, i.e., P1 + P2 = 1, are: 0.00047 for the SBU assets, 0.043 for
the SIZE assets, and 0.0052 for the SECTOR assets. The Merton test also confirms the
presence of predictability in the MPP.
5.3. The Profitability of Predictability.
As a final out-of-sample measure of predictability of the MPP, we compare the total
return of a passive or "buy-and-hold" investment in the MPP over the entire sample period
with the total return of the active asset allocation strategy described in Section 5.2. In
particular, for each of the three sets of assets, we calculate the following two quantities:
T
WT(Passive) - II(1 +Rt*) (5.7)
t=1
T
WT(Active) - I1 [ t (1l+R*) + (1-Ot).(1+Rft)] (5.8)
t=1l
where Ot is given in (5.4) and R* is the simple return of the MPP in month t. WT(-) is the
end-of-period value of an investment of $1 over the entire investment period, which we take
to be the 279-month period from 1967:3 to 1990:12 to match the empirical results from
Sections 5.1 and 5.2. Table 13 shows that the active asset allocation strategy outperforms
the passive, yielding a higher mean return, a lower standard deviation of return, and a
larger total return WT over the investment period. For example, a $1 passive investment
in the SIZE MPP grows to $16.88 at the end of the investment period, whereas the active
strategy yields a remarkable $103.52.
Of course, the values of WT for the active strategy do not include transactions costs,
which can be substantial. To determine the importance of such costs, Table 13 also reports
a breakeven cost" defined to be that percentage cost s of buying or selling the MPP which
would equate the active strategy's total return to the passive strategy's. More formally,
if the active strategy calls for k switches over the 279-month investment period, then the
one-way breakeven transaction cost s is given by:
- 29 -13.6 8.92
WT(Passive) = WT(Active). (1 -s )k
) i/k (5.10)
Table 13 shows that the one-way transaction cost would have to be somewhere between
1.21 percent and 3.13 percent for the active strategy to yield the same total return as the
passive.
We cannot conclude from Table 13 that the MPP is a "market inefficiency" which is
exploitable by the average investor, since we have not formally quantified the (dynamic)
risks of the passive and active strategies. Although the active strategy's return has a
lower standard deviation and a higher mean, this need not imply that every risk-averse
investor would prefer it to the passive strategy. To address this more complex issue, we
must specify the investor's preferences and derive his optimal consumption and portfolio
rules dynamically, which lies beyond the scope of this paper. Nevertheless, the three out-
of-sample measures do indicate the presence of genuine predictability in the MPP, which
is both statistically and economically significant.2 2
2 2 See also Breen, Glosten, and Jagannathan (1989, Table IV), who find similar results for equal- and value-weighted NYSE
stock indexes.
(5.9)
· =~( T(PseWT(Active)
13.6 - 30 - 8.92
6. Conclusion.
That stock market prices do not follow random walks is now a well-established fact.
At issue is the economic sources of predictability in asset returns, since this lies at the heart
of several current controversies involving the efficient markets hypothesis, stock market ra-
tionality, and the existence of "excessively" profitable trading strategies. Our results show
that predictable components are indeed present in the stock market, and that sophisti-
cated forecasting models based on measures of economic conditions do have predictive
power. By examining the maximally predictable portfolio, we see that the degree and
sources of predictability also vary considerably among assets and over time. Some indus-
tries have better predictive power at shorter horizons, whereas others have more power at
longer horizons. The changing composition of the maximally predictable portfolio points
to important differences among groups of securities that warrants further investigation.
- 31 -
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Appendix - Proof of Proposition 1
To maximize R 2 (_) subject to the constraint that ly't = 1, define the following Lagrangian:
= R2(r) + 6(1--'t) (Al)
and consider the following first-order conditions:
a'C
0£
aL~
ab
2roy*
= 1 - 'Y =
(,y*ro* )2
0
- 6*t = 0 (A2)
(A3)
Pre-multiplying (A3) by -* yields:
== = - * (A4)
which indicates that the constraint yLt is not binding, not surprisingly since we can always
rescale -1 without affecting R 2 (_). Manipulating (A2) yields:
2ro*
,7.1o,7*
= 02ro-r* 2-*ro* r*
=*iro',* (fl*ro.*)2 o
2(-y*'ro r* 
= (#*1or*)2r°
(A5)
(A6)
= A*rFo'r*.
From this, we have:
= A*?*
- 32 -
roY* (A7)
(A8)
8.92
I oyroly*11*lro'Y*
0r-lfo,,
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and since it is straightforward to verify that the second-order condition for a maximum is
satisfied by t' when y* is the largest eigenvalue of B, we have the result of Gantmacher
(1959) and Box and Tiao (1977).
To constrain the portfolio weights to be nonnegative, we simply add the term e' to
the Lagrangian and apply the Kuhn-Tucker Theorem, where is the vector of Lagrange
multipliers for the constraints y > 0.
Q.E.D.
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Table 1
Maximally predictable portfolio -y* = i[ * I* ]j and R 2 (Y*) for the bivariate system
Zlt = aZlt- 1 + bZ2t-l1 + Elt, Z 2 t = cZ 2t- 1 + E2t, where c = 1/2, a is chosen so that both
Zlt and Z 2t have identical own-autocorrelations of 1/2, and b varies from 0.00 to 5.00.
Also reported are the factor loadings 6 and for the maximally predictable portfolio,
i.e., * Z t = 6;Zlt-1 + bZ2t-1 + *Et.
P2 (Zlt, Z2t+l)
0.000
0.006
0.018
0.029
0.038
0.044
0.048
0.051
0.053
0.055
0.056
0.057
0.058
0.058
0.059
0.059
0.060
0.060
0.060
0.061
0.061
P2 (Z 2 t, Zlt+l)
0.000
0.098
0.292
0.469
0.602
0.696
0.764
0.813
0.849
0.875
0.896
0.912
0.925
0.935
0.943
0.950
0.956
0.961
0.965
0.968
0.971
13.6.1
b
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50
4.75
5.00
R2 (y*)
0.250
0.379
0.500
0.602
0.683
0.747
0.796
0.833
0.862
0.885
0.903
0.917
0.928
0.938
0.945
0.952
0.957
0.962
0.965
0.969
0.972
0.562
0.618
0.667
0.707
0.740
0.768
0.790
0.809
0.825
0.839
0.850
0.860
0.869
0.877
0.884
0.890
0.896
0.901
0.906
0.910
6;
0.360
0.500
0.667
0.854
1.055
' 68
1. 88
1.714
1.944
2.177
2.413
2.651
2.891
3.131
3.373
3.616
3.860
4.104
4.349
4.595
0.260
0.236
0.201
0.166
0.136
0.112
0.093
0.078
0.066
0.056
0.048
0.042
0.037
0.033
0.029
0.026
0.023
0.021
0.019
0.017
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Table 5a
Ordinary least squares regression results for monthly individual asset returns in the SIZE asset group from 1947:2 to 1990:12,
using the following regressors: DY = dividend yield; DEF = default premium; MAT = maturity premium; MMIR = Major
Market Index return; MMDY = MMIR x DY; IRT = interest rate trend. The ten SIZE assets consists of size-sorted deciles of
the CRSP monthly returns file. Heteroscedasticity-consistent standard errors are given in parentheses.
13.6.5a
Asset Constant DY DEF MAT MMIR MMDY IRT D.W. 2
Smallest -1.36 0.99 -0.41 -0.02 1.23 -0.20 -2.97 1.85 0.06
Decile (1.34) (0.37) (0.20) (0.33) (0.33) (0.08) (1.70)
Decile -1.91 0.98 -0.41 0.08 0.96 -0.17 -2.84 1.86 0.06
2 (1.10) (0.30) (0.17) (0.27) (0.25) (0.06) (1.52)
Decile -2.45 1.02 -0.32 0.18 0.83 -0.15 -2.76 1.90 0.05
3 (1.08) (0.29) (0.17) (0.25) (0.24) (0.06) (1.44)
Decile -2.25 1.02 -0.39 0.17 0.78 -0.15 -2.71 1.94 0.05
4 (1.01) (0.28) (0.16) (0.25) (0.22) (0.05) (1.36)
Decile -2.55 1.01 -0.32 0.23 0.66 -0.13 -2.96 1.94 0.05
5 (0.98) (0.27) (0.16) (0.24) (0.21) (0.05) (1.38)
Decile -2.55 1.02 -0.32 0.26 0.68 -0.14 -3.13 1.95 0.06
6 (0.97) (0.27) (0.16) (0.23) (0.21) (0.05) (1.32)
Decile -2.37 0.95 -0.28 0.26 0.62 -0.13 -3.32 1.97 0.06
7 (0.90) (0.24) (0.15) (0.22) (0.19) (0.05) (1.23)
Decile -2.34 0.88 -0.23 0.31 0.56 -0.12 -3.25 1.96 0.06
8 (0.85) (0.24) (0.14) (0.21) (0.19) (0.04) (1.16)
Decile -2.35 0.87 -0.19 0.27 0.49 -0.11 -3.23 1.99 0.06
9 (0.82) (0.22) (0.14) (0.20) (0.19) (0.05) (1.12)
Largest -2.15 0.71 -0.14 0.38 0.39 -0.10 -2.64 2.03 0.05
Decile (0.73) (0.20) (0.13) (0.18) (0.20) (0.05) (1.01)
7.92
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Table 5b
Ordinary least squares regression results for quarterly individual asset returns in the SIZE asset group from 1947:2 to 1990:12,
using the following regressors: DY = dividend yield; DEF = default premium; MAT = maturity premium; MMIR = Major
Market Index return; MMDY = MMIR x DY; IRT = interest rate trend. The ten SIZE assets consists of size-sorted deciles of
the CRSP monthly returns file. Heteroscedasticity-consistent standard errors are given in parentheses.
Asset Constant DY DEF MAT MMIR MMDY IRT D.W. | 2
Smallest -6.12 3.78 -1.55 0.24 3.12 -0.57 -7.24 2.04 0.03
Decile (4.78) (1.27) (0.61) (1.26) (1.23) (0.28) (7.15)
Decile -6.78 3.26 -1.29 0.50 1.91 -0.35 -4.25 2.01 0.03
2 (3.87) (1.00) (0.52) (1.02) (0.95) (0.21) (5.79)
Decile -8.73 3.47 -1.07 0.77 1.96 -0.39 -1.12 1.99 0.04
3 (3.61) (0.95) (0.48) (0.93) (0.87) (0.19) (5.08)
Decile -7.84 3.38 -1.27 0.77 1.63 -0.32 -0.62 2.01 0.05
4 (3.35) (0.87) (0.45) (0.88) (0.82) (0.18) (4.90)
Decile -8.63 3.26 -1.01 0.93 1.39 -0.29 -0.70 2.00 0.05
5 (3.23) (0.85) (0.44) (0.87) (0.75) (0.17) (4.76)
Decile -8.37 3.23 -1.02 1.02 1.28 -0.28 -0.51 2.00 0.05
6 (3.17) (0.83) (0.42) (0.83) (0.73) (0.17) (4.42)
Decile -7.53 2.89 -0.87 1.04 0.99 -0.23 -0.92 2.01 0.05
7 (2.89) (0.74) (0.38) (0.79) (0.65) (0.14) (4.17)
Decile -7.38 2.69 -0.73 1.16 0.85 -0.21 -0.86 1.97 0.06
8 (2.69) (0.70) (0.37) (0.72) (0.60) (0.13) (3.89)
Decile -7.26 2.59 -0.56 1.03 0.69 -0.20 0.28 1.95 0.06
9 (2.49) (0.64) (0.36) (0.70) (0.54) (0.12) (3.81)
Largest -6.52 2.01 -0.31 1.39 0.55 -0.18 -0.43 1.88 0.08
Decile (2.11) (0.54) (0.32) (0.57) (0.47) (0.11) (3.36)
13.6.5b
--- "--`--------I-i'-I-I-----
7.92
III
Table 5c
Ordinary least squares regression results or semiannual individual asset returns in the SIZE asset group from 1947:2 to 1990:12,
using the following regressors: DY = dividend yield; DEF = default premium; MAT = maturity premium; MMIR = Major
Market Index return; MMDY = MMIR x DY; IRT = interest rate trend. The ten SIZE assets consists of size-sorted deciles of
the CRSP monthly returns file. Heteroscedasticity-consistent standard errors are given in parentheses.
13.6.5c
Asset Constant DY DEF MAT MMIR MMDY IRT D.W. . 2
Smallest -12.52 8.00 -2.70 -0.40 4.95 -1.35 -3.47 2.13 0.02
Decile (0.90) (2.93) (1.38) (2.73) (2.37) (0.56) (6.02)
Decile -14.14 6.88 -2.29 0.49 2.48 -0.73 -4.12 2.05 0.03
2 (8.17) (2.11) (1.04) (2.10) (1.75) (0.40) (2.49)
Decile -17.76 7.19 -1.82 1.09 2.74 -0.83 -6.15 2.04 0.07
3 (7.38) (1.94) (0.96) (1.88) (1.58) (0.36) (1.30)
Decile -16.04 7.01 -2.29 1.21 2.07 -0.67 -4.42 2.05 0.09
4 (6.84) (1.78) (0.88) (1.69) (1.59) (0.35) (0.44)
Decile -17.79 6.74 -1.69 1.53 1.55 -0.53 -5.13 2.08 0.09
5 (6.53) (1.75) (0.91) (1.61) (1.46) (0.32) (0.04)
Decile -17.40 6.73 -1.79 1.88 1.81 -0.63 -6.25 2.12 0.12
6 (6.17) (1.68) (0.90) (1.51) (1.39) (0.31) (9.85)
Decile -15.61 6.11 -1.62 1.73 1.16 -0.45 -5.73 2.14 0.12
7 (5.69) (1.54) (0.79) (1.35) (1.29) (0.28) (9.12)
D ecile -15.03 5.55 -1.27 2.10 0.76 -0.38 -6.82 2.15 0.13
8 (5.14) (1.41) (0.73) (1.27) (1.17) (0.25) (8.41)
Decile -14.75 5.42 -1.04 1.70 0.54 -0.34 -5.92 2.17 0.15
9 (4.61) (1.32) (0.71) (1.14) (0.99) (0.21) (7.65)
Largest -13.02 4.31 -0.80 2.46 0.36 -0.27 -6.60 2.13 0.18
Decile (3.80) (1.15) (0.66) (0.94) (0.85) (0.18) (6.48)
7.92
Table 5d
Ordinary least squares regression results for annual individual asset returns in the SIZE asset group from 1947:2 to 1990:12,
using the following regressors: DY = dividend yield; DEF = default premium; MAT = maturity premium; MMIR = Major
Market Index return; MMDY = MMIR x DY; IRT = interest rate trend. The ten SIZE assets consists of size-sorted deciles of
the CRSP monthly returns file. Heteroscedasticity-consistent standard errors are given in parentheses.
Asset Constant DY DEF MAT MMIR MMDY IRT D.W. f
Smallest -16.08 12.00 -0.48 -1.50 2.81 -1.48 -110.63 1.62 0.08
Decile (0.05) (8.38) (2.68) (4.89) (9.08) (2.27) (2.72)
Decile -27.29 12.28 -0.90 -0.77 3.89 -1.47 -76.55 1.60 0.11
2 (7.58) (5.72) (1.91) (3.43) (5.85) (1.43) (4.09)
Decile -35.83 13.38 -0.14 -0.22 4.38 -1.58 -70.77 1.60 0.17
3 (3.48) (4.95) (1.71) (2.93) (5.23) (1.31) (1.40)
Decile -33.18 13.26 -1.30 -0.01 3.73 -1.34 -64.37 1.69 0.19
4 (0.70) (4.50) (1.68) (2.76) (4.69) (1.18) (6.40)
Decile -39.25 13.71 -0.78 0.65 4.68 -1.54 -53.04 1.60 0.20
5 (8.61) (4.14) (1.51) (2.59) (3.89) (0.96) (5.17)
Decile -34.86 12.57 -0.85 0.79 3.69 -1.20 -56.79 1.75 0.23
6 (6.69) (3.84) (1.52) (2.36) (3.93) (1.01) (2.14)
Decile -35.30 12.51 -0.95 1.13 4.31 -1.32 -48.56 1.81 0.26
7 (4.62) (3.42) (1.34) (1.99) (3.01) (0.77) (9.93)
Decile -35.92 11.89 -0.21 1.55 4.78 -1.46 -47.51 1.81 0.31
8 (2.96) (3.06) (1.21) (1.84) (2.70) (0.70) (6.70)
Decile -31.75 10.66 -0.10 1.08 3.39 -1.02 -41.29 1.88 0.32
9 (0.90) (2.63) (1.10) (1.64) (2.26) (0.60) (3.97)
Largest -29.53 9.23 -0.38 2.22 3.44 -0.91 -30.68 2.00 0.31
Decile (8.92) (2.25) (0.95) (1.34) (1.98) (0.52) (2.53)
13.6.5d
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Table 6a
Ordinary least squares regression results for monthly individual asset returns in the SECTOR asset group from 1947:2 to
1990:12, using the following regressors: DY = dividend yield; DEF = default premium; MAT = maturity premium; MMIR =
Major Market Index return; MMDY = MMIR x DY; IRT = interest rate trend. The eleven SECTOR assets are portfolios of
stocks grouped according to their SIC codes. Heteroscedasticity-consistent standard errors are given in parentheses.
Asset Constant DY DEF MAT MMIR MMDY IRT D.W. I 2
Trade -2.37 0.95 -0.35 0.28 0.73 -0.13 -3.18 1.84 0.07
(0.97) (0.26) (0.16) (0.25) (0.21) (0.05) (1.36)
Services -2.37 1.12 -0.52 0.21 0.81 -0.15 -2.84 1.86 0.07
(1.07) (0.29) (0.17) (0.26) (0.23) (0.05) (1.43)
Non-Durables -2.06 0.86 -0.33 0.30 0.75 -0.14 -3.06 1.88 0.08
(0.86) (0.23) (0.14) (0.22) (0.19) (0.05) (1.21)
Construction -3.53 1.25 -0.37 0.22 0.67 -0.13 -3.74 1.87 0.08
(0.96) (0.26) (0.14) (0.25) (0.23) (0.05) (1.36)
Capital Goods -2.80 1.04 -0.33 0.28 0.78 -0.14 -4.72 1.93 0.08
(1.01) (0.28) (0.17) (0.26) (0.24) (0.06) (1.53)
Durables -2.33 0.93 -0.31 0.26 0.81 -0.16 -2.92 1.88 0.06
(1.01) (0.28) (0.17) (0.25) (0.22) (0.05) (1.44)
Fin, RE, Ins -2.76 0.99 -0.25 0.33 0.83 -0.16 -2.70 1.90 0.05
(1.12) (0.30) (0.19) (0.27) (0.24) (0.06) (1.51)
Transportation -2.59 0.95 -0.28 0.37 0.78 -0.16 -3.67 1.86 0.06
(1.11) (0.31) (0.19) (0.25) (0.26) (0.06) (1.56)
Basic Industries -1.88 0.79 -0.23 0.18 0.61 -0.12 -3.23 1.98 0.05
(0.95) (0.26) (0.16) (0.23) (0.21) (0.05) (1.37)
Utilities -1.84 0.67 -0.14 0.25 0.15 -0.04 -1.87 1.95 0.05
(0.61) (0.17) (0.11) (0.16) (0.16) (0.04) (0.78)
Oil and Coal -1.28 0.69 -0.14 -0.13 / 0.63 -0.15 -3.18 1.88 0.02
(1.05) (0.30) (0.19) (0.27) (0.25) (0.06) (1.91)
13.6.6a 7.92
Table 6b
Ordinary least squares regression results for quarterly individual asset returns in the SECTOR asset group from 1947:2 to
1990:12, using the following regressors: DY = dividend yield; DEF = default premium; MAT = maturity premium; MMIR =
Major Market Index return; MMDY = MMIR x DY; IRT = interest rate trend. The eleven SECTOR assets are portfolios of
stocks grouped according to their SIC codes. Heteroscedasticity-consistent standard errors are given in parentheses.
Asset Constant DY DEF MAT MMIR MMDY IRT D.W. 2
Trade -8.22 3.13 -1.09 1.07 1.81 -0.36 -2.23 1.96 0.05
(3.34) (0.88) (0.46) (0.93) (0.75) (0.16) (5.04)
Services -8.10 3.60 -1.52 0.80 2.06 -0.43 -0.90 2.02 0.05
(3.77) (0.96) (0.51) (0.99) (0.84) (0.18) (5.33)
Non-Durables -6.80 2.72 -1.01 1.16 1.48 -0.31 -4.04 1.95 0.06
(2.99) (0.77) (0.40) (0.84) (0.69) (0.15) (4.46)
Construction -11.31 3.90 -1.11 0.90 1.04 -0.22 -0.48 1.91 0.07
(3.25) (0.83) (0.43) (0.96) (0.73) (0.16) (5.11)
Capital Goods -9.71 3.45 -1.08 1.18 1.45 -0.27 -3.98 2.00 0.06
(3.47) (0.89) (0.45) (1.00) (0.73) (0.16) (6.02)
Durables -7.91 3.01 -1.00 1.03 1.67 -0.33 -0.78 1.98 0.04
(3.40) (0.86) (0.46) (0.88) (0.81) (0.17) (5.17)
Fin, RE, Ins -9.13 3.24 -0.88 1.23 1.65 -0.32 -1.74 1.99 0.05
(3.72) (0.93) (0.52) (0.92) (0.93) (0.20) (5.38)
Transportation -8.09 3.06 -1.11 1.41 0.70 -0.11 -3.23 1.93 0.05
(3.64) (0.94) (0.48) (0.92) (0.92) (0.21) (5.49)
Basic Industries -6.86 2.64 -0.77 0.87 1.54 -0.33 -1.56 1.95 0.04
(2.91) (0.77) (0.40) (0.78) (0.69) (0.15) (4.45)
Utilities -5.74 1.91 -0.28 0.89 0.10 -0.05 1.53 1.93 0.08
(1.84) (0.50) (0.32) (0.56) (0.43) (0.10) (2.65)
Oil and Coal -4.52 2.11 -0.41 -0.05 / 1.36 -0.29 -2.47 1.84 0.00
(3.11) (0.87) (0.54) (0.91) (0.79) (0.18) (5.09)
13.6.6b
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Table 6c
Ordinary least squares regression results for semiannual individual asset returns in the SECTOR asset group from 1947:2 to
1990:12, using the following regressors: DY = dividend yield; DEF = default premium; MAT = maturity premium; MMIR =
Major Market Index return; MMDY = MMIR x DY; IRT = interest rate trend. The eleven SECTOR assets are portfolios of
stocks grouped according to their SIC codes. Heteroscedasticity-consistent standard errors are given in parentheses.
Asset Constant DY DEF MAT MMIR MMDY IRT D.W. 2
Trade -15.19 5.91 -1.60 1.49 1.88 -0.55 -2.84 2.02 0.04
(7.43) (2.01) (0.93) (1.79) (1.48) (0.34) (11.53)
Services -14.96 6.79 -2.38 1.12 1.91 -0.61 -8.20 2.07 0.06
(7.94) (2.15) (1.10) (1.87) (1.63) (0.36) (12.12)
Non-Durables -13.33 5.35 -1.56 1.73 2.06 -0.63 -8.71 2.05 0.08
(6.27) (1.73) (0.79) (1.62) (1.27) (0.28) (10.09)
Construction -22.44 8.00 -2.21 1.46 1.02 -0.37 0.57 1.85 0.12
(6.86) (1.77) (0.80) (1.46) (1.23) (0.28) (10.49)
Capital Goods -20.34 7.43 -2.13 1.76 2.54 -0.70 2.34 2.07 0.09
(6.90) (1.89) (0.87) (1.67) (1.41) (0.31) (11.91)
Durables -16.33 6.50 -1.97 1.60 1.97 -0.62 -5.70 2.15 0.07
(6.70) (1.75) (0.92) (1.76) (1.64) (0.35) (10.62)
Fin, RE, Ins -19.02 7.04 -1.66 1.72 2.25 -0.68 -4.67 2.06 0.07
(7.67) (1.95) (1.08) (1.85) (1.99) (0.42) (11.38)
Transportation -17.30 6.36 -1.68 3.03 1.21 -0.59 -3.57 1.96 0.11
(7.52) (1.91) (1.11) (1.74) (2.01) (0.46) (10.34)
Basic Industries -14.64 5.94 -1.75 1.38 2.36 -0.71 -3.26 2.05 0.11
(5.41) (1.46) (0.84) (1.41) (1.31) (0.30) (8.86)
Utilities -1132 3.59 -0.10 1.72 -0.06 -0.15 -6.04 2.08 0.17
(3.46) (1.06) (0.67) (0.80) (0.77) (0.18) (4.64)
Oil and Coal -9.92 4.93 -1.32 0.28 -0.08 -0.14 -15.06 1.88 0.03
(6.59) (1.94) (1.26) (2.14) (1.39) (0.32) (11.94)
13.6.6c 7.92
Table 6d
Ordinary least squares regression results for annual individual asset returns in the SECTOR asset group from 1947:2 to 1990:12,
using the following regressors: DY = dividend yield; DEF = default premium; MAT = maturity premium; MMIR = Major
Market Index return; MMDY = MMIR x DY; IRT = interest rate trend. The eleven SECTOR assets are portfolios of stocks
grouped according to their SIC codes. Heteroscedasticity-consistent standard errors are given in parentheses.
Asset Constant DY DEF MAT MMIR MMDY IRT D.W. R
Trade -40.17 13.16 0.30 1.42 7.06 -2.21 -58.97 1.62 0.17
(22.17) (4.83) (1.67) (2.69) (4.34) (1.11) (24.37)
Services -31.46 12.71 -0.59 -0.28 5.07 -1.86 -70.32 1.55 0.17
(23.75) (4.81) (2.26) (2.88) (4.51) (1.02) (28.37)
Non-Durables -37.18 11.99 0.61 1.32 7.38 -2.19 -62.99 1.84 0.24
(18.42) (4.00) (1.59) (2.23) (3.84) (1.00) (18.66)
Construction -45.43 14.75 -1.10 1.62 4.80 -1.51 -44.30 1.39 0.17
(21.21) (4.32) (1.29) (2.35) (2.75) (0.61) (23.38)
Capital Goods -40.95 13.59 -0.79 2.14 4.55 -1.54 -61.80 1.63 0.23
(19.17) (4.25) (1.58) (2.55) (3.54) (0.87) (19.89)
Durables -30.72 11.67 -1.31 0.12 3.02 -0.99 -62.39 1.76 0.15
(20.05) (4.37) (1.64) (2.86) (4.51) (1.11) (26.84)
Fin, RE, Ins -43.31 14.69 -0.57 0.38 6.27 -1.86 -64.78 1.71 0.19
(21.48) (4.52) (1.66) (2.67) (5.12) (1.27) (26.67)
Transportation -29.17 10.17 -0.42 2.63 1.16 -0.49 -71.82 1.97 0.20
(19.08) (4.67) (1.91) (2.20) (5.09) (1.37) (25.25)
Basic Industries -27.00 10.43 -1.51 0.83 1.67 -0.54 -48.34 1.94 0.18
(15.36) (3.84) (1.48) (2.05) (3.80) (0.99) (21.46)
Utilities -35.00 9.78 1.26 2.39 5.87 -1.60 -18.64 1.91 0.34
(8.46) (2.15) (1.22) (1.24) (1.57) (0.43) (10.87)
Oil and Coal -11.02 8.40 -3.41 -3.63 -1.15 0.54 -34.53 1.92 0.01
(22.30) (6.12) (2.45) (4.31) (5.07) (1.26) (35.96)
13.6.6d 7.92
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Table 7
Conditional expected return of the maximally predictable portfolio for the SBU group of asset returns from 1947:2 to 1990:12,
with the following regressors: DY=dividend yield; DEF=default premium; MAT=maturity premium; MMIR=Major Market
Index return; MMDY=MMIR x DY; IRT=interest rate trend. The five SBU assets are: the S&P 500 index, a small stock index,
government bonds, corporate bonds, and a utility index. Heteroscedasticity-consistent standard errors are given in parentheses.
13.6.7
Portfolio Constant DY DEF MAT MMIR MMDY IRT D.W. .?
Unconstrained -1.42 0.31 0.03 0.45 0.04 -0.04 -2.18 1.92 0.09
Monthly (0.44) (0.13) (0.08) (0.13) (0.14 ) (0.03) (0.70)
Constrained -1.44 0.42 -0.06 0.32 0.18 -0.05 -1.80 2.00 0.07
Monthly (0.41) (0.12) (0.08) (0.12) (0.12 ) (0.03) (0.66)
Unconstrained -2.99 0.30 0.27 1.39 0.04 -0.11 2.89 2.01 0.17
Quarterly (1.28) (0.39) (0.20) (0.44) (0.33 ) (0.08) (2.46)
Constrained -3.47 0.76 0.00 1.06 0.24 -0.12 3.21 1.96 0.13
Quarterly (1.06) (0.35) (0.17) (0.46) (0.26 ) (0.07) (2.30)
Unconstrained -11.23 3.26 -0.29 2.51 -0.18 -0.11 -4.89 1.98 0.22
Semiannual (2.90) (0.94) (0.56) (0.72) (0.63 ) (0.13) (4.93)
Constrained -10.30 3.13 -0.38 2.15 0.16 -0.18 -3.45 2.08 0.21
Semiannual (2.76) (0.87) (0.50) (0.66) (0.59 ) (0.13) (5.04)
Unconstrained -21.33 5.22 0.83 3.34 3.93 -1.08 -7.22 1.90 0.40
Annual (4.90) (1.23) (0.60) (0.84) (1.01) (0.27) (7.20)
Constrained -21.17 5.20 0.85 3.25 3.83 -1.05 -8.04 1.89 0.40
Annual (4.85) (1.22) (0.62) (0.83) (0.97) (0.26) (7.05)
7.92
Table 8
Conditional expected return of the maximally predictable portfolio for the SIZE group of asset returns from 1947:2 to 1990:12,
with the following regressors: DY=dividend yield; DEF=default premium; MAT=maturity premium; MMIR=Major Market
Index return; MMDY=MMIR x DY; IRT=interest rate trend. The ten SIZE assets consist of size-sorted deciles of the CRSP
monthly returns file. Heteroscedasticity-consistent standard errors are given in parentheses.
13.6.8
Portfolio Constant DY DEF MAT MMIR MMDY IRT D.W. R
Monthly -0.80 0.96 -0.47 0.03 1.43 -0.25 -5.81 1.91 0.08
Unconstrained (1.41) (0.38) (0.24) (0.35) (0.34) (0.08) (1.79)
Monthly -2.24 0.93 -0.28 0.24 0.67 -0.14 -3.25 1.95 0.06
Constrained (0.90) (0.25) (0.15) (0.22) (0.20) (0.05) (1.23)
Quarterly -25.52 6.13 1.04 0.13 2.17 -0.88 38.34 2.17 0.20
Unconstrained (6.45) (1.73) (1.22) (1.63) (1.72) (0.40) (8.00)
Quarterly -6.52 2.01 -0.31 1.39 0.55 -0.18 -0.43 1.88 0.08
Constrained (2.11) (0.54) (0.32) (0.57) (0.47) (0.11) (3.36)
Semiannual -22.09 4.97 -0.20 6.32 3.68 -1.26 -17.47 2.09 0.37
Unconstrained (5.46) (1.40) (1.13) (1.06) (1.59) (0.36) (5.54)
Semiannual -13.02 4.31 -0.80 2.46 0.36 -0.27 -6.60 2.13 0.18
Constrained (3.80) (1.15) (0.66) (0.94) (0.85) (0.18) (6.48)
Annual -62.14 16.65 1.49 3.52 7.19 -2.13 -43.83 1.63 0.46
Unconstrained (2.90) (3.54) (1.62) (1.64) (3.30) (0.88) (8.83)
Annual -31.42 10.45 -0.15 1.25 3.40 -1.00 -39.71 1.90 0.32
Constrained (0.54) (2.56) (1.07) (1.58) (2.20) (0.59) (3.65)
.-^"111--11^-^1^"1__·__11_.__11-_ __1____
7.92
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Table 9
Conditional expected return of the maximally predictable portfolio for the SECTOR group of asset returns from 1947:2 to
1990:12, with the following regressors: DY=dividend yield; DEF=default premium; MAT=maturity premium; MMIR=Major
Market Index return; MMDY=MMIR x DY; IRT=interest rate trend. The eleven SECTOR assets are portfolios of stocks
grouped according to their SIC codes. Heteroscedasticity-consistent standard errors are given in parentheses.
13.6.9
Portfolio Constant DY DEF MAT MMIR MMDY IRT D.W. R2
Unconstrained -2.94 1.43 -0.92 0.34 1.26 -0.21 -7.83 1.72 0.11
Monthly (1.43) (0.38) (0.24) (0.37) (0.34) (0.08) (2.01)
Constrained -2.89 1.07 -0.34 0.26 0.74 -0.14 -4.21 1.91 0.08
Monthly (0.95) (0.26) (0.15) (0.24) (0.22) (0.05) (1.41)
Unconstrained -14.26 2.97 0.57 1.53 -2.14 0.45 11.40 1.75 0.15
Quarterly (3.52) (0.99) (0.58) (0.83) (0.95) (0.21) (4.12)
Constrained -7.03 2.38 -0.48 0.90 0.32 -0.09 1.00 1.94 0.08
Quarterly (2.01) (0.54) (0.32) (0.64) (0.46) (0.10) (3.07)
Unconstrained -3.20 2.85 -1.20 1.79 -0.41 -0.28 -27.23 1.79 0.35
Semiannual (4.21) (1.12) (0.80) (0.90) (1.45) (0.28) (5.39)
Constrained -12.54 4.15 -0.42 1.99 0.20 -0.24 -5.54 2.10 0.19
Semiannual (3.56) (1.05) (0.67) (0.88) (0.80) (0.17) (5.27)
Unconstrained -48.02 12.91 1.43 4.38 6.90 -2.07 -32.76 1.60 0.46
Annual (10.03) (2.44) (1.25) (1.49) (1.81) (0.42) (14.36)
Constrained -35.81 10.42 0.95 2.14 5.72 -1.58 -26.82 1.80 0.36
Annual (9.07) (2.17) (1.09) (1.32) (1.56) (0.42) (10.96)
7.92
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Table 12
The finite sample distribution of R2 of a given portfolio under the null hypothesis of no
predictability with six predictors. The distribution is tabulated for 526 i.i.d. Gaussian
observations for the monthly horizon, 175 observations for the quarterly horizon, 87 ob-
servations for the semi-annual horizon, and 43 observations for the annual horizon.
13.6.12
q 1% 5% 10% 50% 90% 95% 99%
1 -0.010 -0.008 -0.007 -0.001 0.009 0.013 0.021
3 -0.030 -0.026 -0.022 -0.004 0.027 0.038 0.062
6 -0.064 -0.054 -0.046 -0.007 0.056 0.078 0.124
12 -0.140 -0.117 -0.101 -0.013 0.119 0.163 0.251
7.92
Table 13
Comparison of passive and active investment strategies in the maximally predictable port-
folio for SBU, SIZE, and SECTOR asset groups, for monthly returns over the sample
period from 1967:3 to 1990:12. WT reports the total return over the entire sample period,
and the breakeven cost is the one-way transaction cost which equates the total returns of
the active and passive strategies.
13.6.13
Investment Mean Std. Dev. WT Number of Breakeven
Strategy Return of Return Switches Cost
SBU:
Passive 1.19% 4.54% $22.01
Active 1.37% 3.97% $39.07 47 1.21%
SIZE:
Passive 1.30% 7.95% $16.88
Active 1.89% 7.08% $103.52 57 3.13%
SECTOR:
Passive 1.18% 6.33% $16.33
Active 1.70% 4.96% $89.52 59 2.84%
7.92
