Abstract -For humans exposed to electromagnetic (EM) radiation, the resulting thermophysiologic response is not well understood. Because it is urdikely that this information will be determined from quantitative experimentation, it is necessary to develop theoretical models which predict the resultant thermat response after exposure to EM fields. Thesecalculations are difficult and involved because the human thermoregulatory system is very complex. In this paper, the important mmrericaf models are reviewed and possibilities for future development are discussed.
I. INTRODUCTION B ECAIJSE OF SOCIETY'S
increased usage of electromagnetic (EM) radiation for a variety of purposes, it is imperative to be able to quantify both the absorption of EM energy in the human body and the resulting thermal response. Such knowledge is indispensable if one is to either selectively apply EM fields for therapeutic purposes or determine if tfie EM fields emitted by a radiating device are harmful. Because ethical considerations make EM exposure of humans for experimental purposes difficult, it is convenient to develop realistic models through computer simulation.
Thermally harmful effects can occur if the total EM energy absorbed by the object is large enough to cause the body's temperature control system to fail, resulting in an unregulated rise in the deep body or "core" temperature (hyperthermia).
It is interesting to note that core temperature generally implies rectal temperature (also called colonic temperature in laboratory animals); however, no single internal temperature can be taken to be representative of the entire core. For humans, the oesophageal temperature probably is more indicative of a single core temperature, With the recent emergence of bioelectromagnetics as a distinct discipline, there has been a merging of the two areas. Each discipline is now more cognizant of the other, with the result that several rudimentary models are now described in the literature which predict the resultant thermoregulatory effect when the human body is exposed to EM radiation. This paper will discuss the state:of-the-art of the models, some unresolved problems relative to the models, and possible future development.
II. EM DOSIMETRIC MODELS Recent reviews [1]-[4] have summarized both experimen-
tal methodologies as well as computational models based on either analytical or numerical procedures. Consequently, the following material will not duplicate the information in these articles. Emphasis will be focused on the latest and most sophisticated numerical models, Experimental methodologies based, for example, on advanced phantom models of man or animals [5] , [6] will not be covered either, because interfacing EM models and heat transfer models with a high degree of spatial resolution requires a tremendous number of data points. The practicality of experimentally acquiring this huge data base is, at present, questionable.
The central issue concerning the dosimetric assessment of the absorption of EM energy by biological subjects is:
how much is absorbed and where is it deposited. This is usually quantified by the specific absorption rate (SAR), which is the mass-normalized rate of energy absorbed by the object, and is defined at a specific location by the expression
where E is the RMS value of the internal field strength, u is the tissue conductivity, and p is the tissue mass density. Thus, the localized SAR is directly related to the internal electric field and the numerical procedures all involve the determination of the electric-field distribution within the biological body.
Calculation
of the internal fields is, however, difficult to achieve because they are strongly dependent on a number of factors. For example, the nature (near-or far-zone) and frequency of the incident fields, the dimension and shape of the body, the dielectric properties of the body, and 
where [G~~] is the EM coupling between cells, [Ern] is the electric field induced within the object, and [EL] is the incident field. For an object divided into N blocks, m and n would range from 1 to N, but [Gwn ] is a 3N X 3N matrix because of the vector nature of the electric field. The unknown electric field at the center of each cell is obtained from (2) by employing a Gauss-Jordan elimination method. The localized SA Rs for each block can then be calculated from (l). [G] matrix of (2) approaclh requires large amounts of computer memory because it is necessary to store the entire interaction matrix in (3). Also, solving this large system of equations is very slow since the number of operations is proportional to the square of the number of elements in the matrix.
Therefore, finite-difference methods allow more realistic models to be constructed, which can be analyzed over higher frequency ranges. One disadvantage of this method, however, is that its implementation necessitates modeling a certain region of the space surrounding the object, as well a.s the object itself. Thus, the computer program input demands of this technique may be greater than the moment method, where only the object need be considered.
Finite-difference methods usually treat the ENl interaction with the body as a time domain problem in which the 
Naturally, five more similar equations can be determined for the other components (Hy, Hz, Ex, Ey, and E=) of the EM field. As seen from (6), the evaluation of the electric and magnetic fields occurs at alternate half-time steps. Further, the new value of any component of the field at each grid point only depends on its previous value and the previous values of adjacent components of the other field, Thus, a solution is achieved by time-stepping through the entire grid.
The space in which the field must be computed is, in theory, unbounded.
In reality, however, this is impossible because a computer can store and compute only a finite amount of data. To circumvent this problem, it is necessary to surround the object by a volume large enough to contain the object and impose some conditions which must be satisfied at the boundary walls. The idea is to create the numerical illusion of an infinite space, One approach is to impose the radiation boundary condition [21] on the exterior surfaces of the boundary.
Because the field radiated (scattered) by the object must behave as a far-zone field for this condition to be valid, the boundary volume must be significantly larger than the object to avoid excessive rex'" . To determine the body's true CW response from transformed data requires careful consideration.
From linear system theory, it is well known that the output of a system o(t) is related to the input i(t) by the system impulse response h(t) via with the Fourier transform given by
If 1(u) represents the incident field and O(a) the obse~ed response at a point in the body, then it is clear from (9) that H(Q) is the desired CW response because it contains no spectral components of the source. In theory, H(u) could be determined by simply using a unit impulse for the incident field. However, this type of waveform poses severe problems when evaluating the FFT of (7) It is seen that the incident field is propagating in the z-direction with its vector orientation in the x-direction.
This corresponds to the electric-field vector being parallel to the major length of the body and propagating from the front to the baclk of the object. Note that t@s damped field is turned on at t = O, and is oscillating at 915 MHz. The SAR response contained in Fig. 8 was calculated by employing (1) after the electric-field response was determined via the finite-difference method. It is interesting to observe that the complexity of the shape of the response indicates that a significant amount of internal reflections of the wave occur inside the body. Because tissue is a lossy material, the internal field oscillates only for a few cycles and then is rapidly damped out. one each for the head, trunk, and extremities. The trunk was divided into three concentric layers: skin, muscle, and core. The head tmd extremities were divided into only two concentric layers: skin and core. In this work, the concept of the body being composed of a controlled system and a controlling system was suggested. These investigators also did a rigorous review to determine accurate material properties of the human body. This model was then programmed for an analog computer and compared to experimentally developed parameters. To solve for the heat transfer within the body, it is divided into several finite segments and (11) is applied to each segment. The model consists of 15 cylindrical segments and a sphere for the head, with each segment divided into 4 concentric layers: core, muscle, fat, and skin.
As shown in Fig. 9, In the equation, the terms DILAT and STRIC are controller equations which will be discussed later, The weighted vasodilation command Ki. DILAT is added to the basal blood flow in order to increase skin blood flow in response to increased body temperatures.
The weighted vasoconstriction command /3, " STRIC acts to reduce blood flow in response to decreased body temperatures.
As will be shown later, the DILAT and STRIC commands are functions of both the integrated skin response and the difference between the instantaneous brain core temperature and its set-point temperature; however, it is also known that the local skin temperature affects the blood flow. Therefore, the exponential term in the expression accounts Note that the general form of this expression is very similar to (12). For a given value of the controller command SWEAT, it is evident that the skin sweats more at a higher local skin temperature than at a lower temperature. As will be explained later, SWEAT is a function of hypothalamus and mean skin temperatures; thus, the local sweating response is both an additive and multiplicative function of the local skin, core, and mean skin temperatures. by afferent pathways to a hypothalamic controller in the brain, which, in turn, produces alterations in vasoconstriction, vasodilation, sweat production, and shivering via effecter pathways.
Physical or engineering models of this controller system incorporate set-point or reference temperatures (see Table   I ), and a deviation between the set-point temperature and the actual temperature represents an error signal. The size of this error signal is directly related to the magnitude of the response. The relationship between the error signal and thermal response (vasoconstriction, vasodilation, and sweating) can be approximated by a general controller expression (14) A controller expression for the shivering mechanism can be put into a somewhat similar form, but will not be given (see [41] ). The term (Z'H -T~,.,) represents the difference between the instantaneous br'ain core temperature and its set-point temperature.
It accounts for the thermoreceptors in the hypothalamus.
The second quantity in the expression represents the total integrated difference between the skin temperature and the skin set-point temperature, where the summation is over all the skin nodes. The quantities al, az, and pi are empirical constants. Thus, the error signal is The subject was then transferred to a second chamber controlled at 37.5 "C and 33-percent relative humidity, and then returned to the first chamber at 28.5 "C and 41-percent relative humidity. It can be seen from these data that the rectal temperature TR and metabolic heat production Q~remain relatively constant, but the mean weighted skin temperature T~and sweating rate Q. were dramatically affected.
At colder temperatures, when shivering is activated, the agreement is not as good, especially when the subject has undergone exercise. The process of simulating thermoreguIation during exercise in the cold may require refinement in the model. A remedy recommended by Stolwijk is to simply add additional layers in the muscle segments to reduce the errors involved when the temperature gradients are large [41] . However, the Gordon et al, model [46] indicates that a heat flux control signal, which is not contained in the Stolwijk model, may additionally be required to achieve satisfactory prediction accuracy for cold environments.
IV.
COMBINED MODELS
Because the Stolwijk thermoregulatory model has demonstrated good agreement between the computer prediction and experimental data, especially at warmer ambient air temperatures, it is possible to proceed with the utilization of this model for the thermal analysis of man in an EM field. The thermal loading due to energy absorbed from an EM field can be accounted for by merely adding another heat input term QEM to (11) such that
and each node of Fig. 10 would now have Q~~, as well as Q~(metabolic heat production), for the heat input terms. When a human is subjected to an EM field, the heat generation produced by the field is not uniformly deposited throughout the body. The one-dimensional heat transfer models, which only consider the flow of heat from the core to the skin, are not adequate. Thus, the controlling system for the feedback controls of vasomotor activity (vasoconstriction and vasodilation), sweating, and shivering probably can be adopted without major changes, but the controlled system must be modified to reflect the Fig. 3 ). In another study, Guy et al. [54] To that end, one study has been initiated in which the squirrel monkey has been-chosen as a surrogate to study the accuracy of the combined models '[60] . The squirrel monkey is a sweating, nonpanting primate whose major route of heat loss is through the skin. Their thermoregulatory iystem is. similar to, man's, albeit they do not sweat over their entire ,~ody surface, but sweat primarily on the palms of the hfids and the soles of the feet, In addition, their tail is "a, very effective heat dissipator, a mechanism not available to man. The verification of a squirrel monkey model based on experimental data acquired from monkeys would provide a strong case for verification of the human model. The percentage of core, muscle, and skin was scaled volumetrically f~om human anatomical information.
Blood-flow rates were scaled from human data by comparing cardiac output, except for the tail blood flow, which was scaled from published rat tail blood-flow data. Metabolic rates were obtained from published literature and distributed proportionately as in the human model, except for the tail. For lack of better information, the metabolic rate for the tail was assumed to be similar to that of the arm. The vasomotor (skin vasodilation and vasoconstriction) and sweating responses were scaled from Stolwijk's human model.
The implementation of this thermal model on a computer required around 5000 conductors to account for the various modes of heat transfer (see Fig. 10 ). Fig. 17 shows ,2Y 0018-9480/84/0800-0746$01.00
