A logistical network is related with traffic networks, information networks, multiple goods networks in general. In the view of mathematics, a logistics is the compound result of three or more other networks. We design random multiple models by network operations based on stable transport networks, and measure dynamic differential equations, degree distribution, cumulative distribution of the models.
Introduction and Concepts
In study of logistics, we can apply network operations to build up some models to simulate real situations of the world. It seems to be difficult using simpler vertices and edges to form a model that can imitate the interflow of goods and materials, since most of logistical networks are very complex. Very often, a logistical network is related with weighted traffic networks, changed information networks, multiple goods networks, and so on. In other words, a logistics is the compound result of three or more other networks. We may be facing various connections between networks. In a stable period, a transport (road/railway/airlane) network is not changed, so we can use (diracted/weighted) graphs of graph theory to describe a transport network. But two cities are complex, there are many goods that will be transformed from one to another one. The information about these goods form networks, in detail, the factories and retailers as well as buyers on these goods construct some networks. So, the typical graphs of graph theory are not suitable to deal with such complicated situations.
Another example, a social network (Social Network Service, SNS) contains many small social groups/parties, and there are connections between these social groups. Network researchers want to study and imitate social networks, even measure their efficiency. Again, people make machine equipment, or in detail, many groups of particular men produce many groups of different machines. A biological network (gene network) very often contains many motifs.
We design random multiple models for dealing with the above problems in this article, and propose particular models by means of network operations based on stable transport networks. We measure dynamic differential equations, degree distribution, cumulative distribution to the models for the effectiveness of the models.
A. Introduction
In researching networks one have to consider two processes:Many-to-One, several models N 1 (t),N 2 (t), …, N m (t) can be composed into a large model N(t). Conversely, One-to-Many, one can decompose a large model N(t) into smaller models N 1 (t),N 2 (t), …, N m (t). We want to transfer some characteristics of the models N 1 (t),N 2 (t), …, N m (t) into N(t) in the process Many-to-One, and vice versa in the process One-to-Many (Ref. [7] , [10] , [13] , [14] ).
B. Concepts
We, first, introduce definitions, terminology and notation used in this article. A network model N(t) is a mathematical and dynamic model according to time t for the purpose of understanding and describing real networks. In the network model N(t) having vertex set V(t) and edge set E(t), an operation vertex-set is a subset V*(t) of V(t) (see Fig. 1 ), an operation edge-set is a subset E*(t) of E(t). For example, V*(t) is the set of dominating vertices of N(t), E*(t) is the set of some matching edges of N(t). In scale-free networks, one focus on those hub vertices or large-degree vertices of the networks. In the following discussion, let L i (t) be a network model having vertex set V i (t) and edge set E i (t) with integers i1 at time step t, V* i (t) and E* i (t) are the operation vertex-set and the operation edge-set of L i (t).
In [8] , the authors proposed: An m-dimension n-rank mixed-network model N(t) is defined as Fig.1 ) is a network operation on two generators, for example, the Cartesian product (see Fig.2 ) is a 2-operator, the join (see Fig.3 ) is a 2-operator too. Especially, "joining a vertex (or generator) with another vertex (or generator) by an edge" is regarded as a 2-operator on them. We write n v j (t) 2 and n e j (t) 1 be the numbers of vertices and edges of the jth generator L i (t) of L(t), respectively, and require that each generator of L(t) to be connected; any two generators of L(t) can be operated by a certain 2-operator O i,j of the 2-operator set O, here after. We are ready to present the concept of multiple network models that differs from one shown in [8] we define 
where coefficients cj with j=1,2,…, n are non-negative integers, and at least one 
Partial topological parameters of multiple models
One can compute the average degree of a network model by the degree spectrum of the model. However, it is not easy to realize such aim for the multiple network models of the base-model space S(L,O;H). Therefore, we consider some uniformly cases in the following discussion.
First, we write N(t)=H(L,O)(t)
as a multiple network model defined in Definition1, so N(t) has its own vertex number and edge number are n v (t)=|V(t)| and n e (t)=|E(t)|, respectively. Suppose that each vertex x i of H corresponds a generator 
We, by Eq. (2) N(t) .
B. Velocity
According to the definition of velocity of a network model introduced in [9] , the velocity of N(t) is defined as
It seems to be difficult to compute the exact value of the velocity Vel (N(t) ) by Eq. (2), even it regards that all of v i,j (t) and e i,j (t) in Eq. (2) are equal to zero. Notice that N(t) is assembled by the generators though 2-operators, but growing by itself, in other words, the each generator L j (t) is independent of other remainder generators in N(t). By the above reason of independence, we can define the mean-velocity Example1. The BA-model (ref. [2] ) has a constant velocity. Clearly, the mean-velocity )) ( ( t N Vel will be a constant if each velocity Vel(L j (t)) in the formula (6) is a constant with j=1,2,…, n. This is an example of the closeness of N(t). Obviously, the velocity of a model is not related with the topological structure of the model. 
C. Diameter Let D*, D(H) and D(L i (t)) be the diameters of the multiple network model N(t), the base H and the jth generator L j (t) with j=1,2,…,n, respectively. Then each shortest path P(x i,s ,x j,r ) of N(t) has the length less than D(L i (t))+D(H)+D(L j (t)), where the vertex x i,s  V(L i (t)) and x j,r  V(L j (t)) at time step t. So, we have

Theorem3. If each generator L j (t) in a multiple network model H(L,O)(t) is small-world, so is H(L,O)(t), and then the diameter D* of H(L,O)(t) holds D* D(H)+2max{D(L i (t)):1 i n}.
The above Theorem3 implies the base-model space S(L,O;H) is closed to the small-world property. Bolloba´s and Riordan [3] 
D. Partial dynamic differential equations and degree distributions
The dynamic differential equations
(also, continuum equations introduced in [5] , [6] ) and degree distributions P(k) are the important topological properties of scale-free networks in literature. However, it is not slight and easy to show the scale-free behavior of many networks, due to they are random and complex.
1) Partial degree distributions: Notice that N(t) is assembled by the generators L j (t) that are mutually independent of each other in N(t). Thereby, we can define the main degree distribution (10) where
is the degree distribution of L j (t), we call it the jth partial degree distribution of
N(t).
If each partial degree distribution 
where k i,j (t) is the degree of a randomly selected vertex i of L j (t). Furthermore, we define the mean-degree 
We can solve Eq. (12) in particular cases. Example4. Suppose that each generator L j (t) holds a "generalized dynamic BA-equation" (Ref. [11] , [12] ) of the form
with j=1,2,…,n, and
is the growing mean-value, then we have 
Theorem5. If each generator L j (t) is a linearized BA-model (Ref. [11] ), that is, L j (t) has its own partial dynamic differential equation in the form
In the exclusive sense, we call Eq.(16) a "dynamic BA-equation", and a "standard dynamic BA-equation" if A j =0.
By assuming that add a new vertex which produces m j new edges at each time step t, and take the initial value k i,j (t i )=m j , and L j (0) has m j,0 edges. Thereby, the complete solution of Eq. (16) is 
that has been proved in [5] and [6] . Clearly, the linearized BA-model having a j =1,A j =B j =0 and b j =2 is the famous BA-model shown in [2] . Now, we obtain the desired dynamic mean-equation of N(t) where N(k',t) is the number of vertices of degree k' in X(t).
3) Cumulative distribution The cumulative distribution of a network model X(t) is defined as
     1 ') , ' ( ) ( 1 ) ( k t k N t n k P k k v cum (Ref. [4]),
Amaral et al. used the cumulative distribution
for those models in which it is nearly impossible to obtain some functional form for the degree distribution directly because of strong fluctuations (Ref. 1). There are some proof of
for particular network models in literature, rather for all network models. We define the main cumulative distribution 
Conclusion and problems
In the ear of mass data, people are concerned about efficiency of a network rather than the exact values of various parameters of the network. What is the efficiency of a network model? Furthermore, what is an exact method (resp. an efficient method) of mathematics? Along with these two problems, we have designed several types of network models and hope to apply them in study of self-similar and nested complex networks. In fact, it is difficult to obtain the exact values of some parameters of networks, even impossible, since these networks have vast of vertices and edges, and very randomly.
We have not discuss many important parameters, such as the clustering coefficient to the models, even this parameter is very important for the models. More important topic is about the error and attack tolerance of the models. Our models are very far from reality, only stay on testing and exploring from the mathematical view. On the other hands, we are lack of empirical data and examples to explain the models introduced here. In a scale-free network, the degree distribution $P(k)$, very often, is not related with the numbers of vertices and edges of the network, however, we can ask for Problem1 below.
Problem1. If a model N(t) has its own degree distribution P(k) or cumulative distribution P cum (k) obtained in explicit functional forms, does N(t) have its own dynamic differential equation 
