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Abstract. We consider the Dirichlet problem{
Lu = 0 in D
u = g on ∂D
for two second order elliptic operators Lku =
∑n
i,j=1 a
i,j
k
(x) ∂iju(x), k = 0, 1,
in a bounded Lipschitz domain D ⊂ IRn. The coefficients ai,j
k
belong to the
space of bounded mean oscillation BMO with a suitable small BMO modulus.
We assume that L0 is regular in Lp(∂D, dσ) for some p, 1 < p < ∞, that
is, ‖Nu‖Lp ≤ C ‖g‖Lp for all continuous boundary data g. Here σ is the
surface measure on ∂D and Nu is the nontangential maximal operator. The
aim of this paper is to establish sufficient conditions on the difference of the
coefficients εi,j(x) = ai,j1 (x) − a
i,j
0 (x) that will assure the perturbed operator
L1 to be regular in Lq(∂D, dσ) for some q, 1 < q <∞.
1. Introduction
In the present note we consider linear elliptic second order differential operators
in nondivergence form L = ∑ni,j=1 ai,j(x) ∂ij , where A(x) = (ai,j(x))ni,j=1 is a
symmetric matrix verifying the uniform ellipticity and boundedness condition
λ |ξ|2 ≤ ξtA(x)ξ ≤ Λ |ξ|2, x, ξ ∈ IRn(1.1)
for some fixed 0 < λ ≤ Λ <∞ and n ≥ 2. We study the Dirichlet problem{ Lu = 0 in D
u = g on ∂D
(1.2)
on a bounded Lipschitz domain D ⊂ IRn. From [1] and a standard approximation
argument it follows that if the coefficients ai,j are in VMO (BMO̺ 0) and g ∈ C(∂D)
problem (1.2) has a unique solution u = ug ∈ C(D)
⋂
W 2,ploc (D) for all p, 1 < p <∞
(1 < p < p0(̺0)). We denote by σ be the surface measure on ∂D and we say that
the operator L is regular in Lp(∂D, dσ) or that Dp holds for L in D, 1 < p <∞, if
there exists a constant Cp which depends on n, λ, Λ, D, p and the BMO modulus
of the coefficients such that for all continuous boundary data g the solution u of
(1.2) verifies
‖Nu‖Lp(∂D,dσ) ≤ Cp ‖g‖Lp(∂D,dσ),(1.3)
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where Nu is the nontangential maximal operator
Nu(Q) = sup
Γα(Q)
|u(x)|
here and henceforth Γα(Q) denotes the interior truncated cone (of opening α)
Γα(Q) = {x ∈ D : |x−Q| ≤ (1 + α) δ(x)}
⋂
Br∗(Q),(1.4)
δ(x) = dist(x, ∂D), Br(x) denotes the ball in IR
n centered at x of radius r and
α ≥ α∗ = α∗(D) > 0, r∗ = r∗(D,λ,Λ, η) > 0 are fixed (here η is the BMO modulus
of the coefficients of L, see Section 2 and (2.10)). When necessary, we will write
Nαu for the nontangential maximal operator of opening α.
The purpose of this note is to give sufficient conditions for the preservation of the
regularity of the Lp Dirichlet problem under small perturbations on the coefficients.
Given two elliptic operators Lk =
∑n
i,j=1 a
i,j
k (x)∂xixj , where Ak(x) = (a
i,j
k (x))
n
i,j=1,
k = 0, 1, are symmetric matrices verifying (1.1), let ε(x) = (ai,j1 (x)−ai,j0 (x))ni,j=1 be
the difference between the coefficients and B(x) = Bδ(x)/2(x), x ∈ D, we consider
the quantity
a(x) = max
1≤i,j≤n
ess sup
y∈B(x)
|εi,j(y)|.(1.5)
For Q ∈ ∂D and r > 0 we denote the boundary ball of radius r at Q by △r(Q) =
Br(Q)
⋂
∂D, and the Carleson region at Q of radius r by Tr(Q) = Br(Q)
⋂
D. Our
main result is the following:
Theorem 1.1. Suppose that L0 verifies Dp for some p, 1 < p < ∞, then there
exists ̺0 = ̺0(n, λ,Λ, D,Cp) > 0 such that if a
i,j
k ∈ BMO̺ 0(IRn), 1 ≤ i, j ≤ n,
k = 0, 1, and
sup
Q∈∂D, r>0
1
σ(Tr(Q))
∫
Tr(Q)
a
2(x)
δ(x)
dx =M <∞,(1.6)
then L1 verifies Dq for some q, 1 < q <∞.
A similar result was established in [2] for divergence form operators with coeffi-
cients in L∞(IRn). We are able to adapt the divergence case techniques and obtain
the results in [3], [4] and [2] (under extra assumptions on the coefficients) for the
nondivergence case (see [5]). This gives a partial answer to the problem posed by
C. Kenig in [6] (Problem 3.3.9). Condition (1.6) says that the measure a2/δ dx is a
Carleson measure with respect to σ with Carleson norm bounded by M .
By the maximum principle the correspondence g 7→ ug(x) is a positive linear
functional on C(∂D) for each fixed x ∈ D . The Riesz representation theorem
implies that there exist a unique regular positive Borel measure ωx = ωxL,D such
that
u(x) =
∫
∂D
g(Q) dωx(Q).
The measure ωx is called the harmonic measure for L and D at x and constitutes
one of our main tools in the proof of Theorem 1.1. Also crucial for this task
is the concept of normalized adjoint solution (n.a.s.), first introduced in [7] (see
also [8], [9]). In [10] n.a.s. are used to define a proper area function for solutions of
nondivergence form operators with bounded coefficients. We also use the theory of
Muckenhoupt weights [11], [12] and in particular the result in [13] which establishes
that nonnegative adjoint solutions are Ap weights for all p, p0 ≤ p ≤ ∞, where p0
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depends on the BMO modulus of the coefficients. Other important elements in
our proofs are the a priori estimates for solutions [14], [1], basic properties of the
harmonic measure [8], [15], [9] and weighted Poincare´ inequalities [16].
Remark 1.2. It is known [17] [18] that the Laplacian operator ∆ =
∑n
i=1 ∂
2
x2i
is
regular in Lp for 2 − ε < p < ∞ where ε = ε(n,D). On the other hand, examples
in [19] show the existence of a nondivergence operator L1 with continuous coeffi-
cients A1 in the closure of the unit ball B in IR
n, such that L1 = ∆ on ∂B and the
harmonic measure ω1 = ωL1,B is singular with respect to the surface measure σ.
In particular, L1 is not regular in Lp(∂D, dσ) for any p (see Theorem 2.2). Setting
L0 = ∆, the modulus a(x) corresponding to this example violates condition (1.6).
This shows that the perturbation problem addressed in Theorem 1.1 is non trivial,
even for continuous coefficients.
2. Preliminaries
In general, we write X . Y when there exists a constant C > 0 which depends
at most on n, λ, Λ, η and D such that X ≤ C Y . Similarly, we define the expression
X & Y and write X ≈ Y when X . Y and X & Y .
If G ⊂ IRn is a Borel set we denote by C(G) the space of real valued continuous
functions on G. If µ is a σ-finite Borel measure on G, Lp(G, dµ), 1 ≤ p < ∞
denotes the Banach space of µ-measurable functions f onG such that ‖f‖Lp(G,dµ) =
(
∫
G |f |p dµ)
1
p <∞. We use dx to denote the Lebesgue measure in IRn, |E| = ∫E dx
for any Borel set E in IRn and we write Lp(G) = Lp(G, dx). The spaces L∞(G, dµ),
Lploc(G, dµ) are also defined in a standard way. If G ⊂ IRn is open, k is a nonnegative
integer and 1 ≤ p ≤ ∞ we set W k,p(G) to be the Sobolev space of functions f with
k weak derivatives in Lp(G) (see [20] Chapter 7).
Given f ∈ L1loc(IRn) we set
η(r, x) = ηf (r, x) = sup
s≤r
1
|Bs(x)|
∫
Bs(x)
|f(y)− fBs(x)| dy
where fE =
1
|E|
∫
E f(y) dy. We say that f has bounded mean oscillation or that
f ∈ BMO(IRn) if η ∈ L∞(IR+, IRn) and set ‖f‖BMO(IRn) = ‖ηf‖L∞((IR+,IRn)).
Definition 2.1. Given ̺ > 0 and ζ > 0, we let Φ(̺, ζ) be the set
Φ(̺, ζ) = {η : IR+ 7→ IR+, η non-decreasing, η(r) ≤ ̺ whenever r < ζ}.
We also set Φ(̺) =
⋃
ζ>0Φ(̺, ζ), and given η ∈ Φ(̺) we denote by ζ(η, ̺) = ζ(η) =
sup{ζ > 0 : η ∈ Φ(̺, ζ)}.
If ̺ > 0 we say that f ∈ BMO̺ (IRn) if η(r) = ‖η(r, ·)‖L∞(IRn) lies in Φ(̺).
If limr→0+ η(r) = 0 we say that f has vanishing mean oscillation or that f ∈
VMO(IRn) (see [21]). We also define BMO(G) and BMO(G, dµ) in a standard way
through the modulus
η(r, x,G, µ) = sup
s≤r
1
µ(Bs(x)
⋂
G)
∫
Bs(x)
⋂
G
|f(y)− fBs(x)⋂ G,dµ| dµ,
where fE,dµ =
1
µ(E)
∫
E f(y) dµ, G ⊂ IRn is a Borel set and µ is a Borel measure .
Given an non-decreasing function η : IR+ 7→ IR+, we denote by O(λ,Λ, η) the
class of operators L = ∑ni,j=1 ai,j(x) ∂xixj , w ith symmetric coefficients A(x) =
(ai,j(x))ni,j=1 verifying the ellipticity and boundedness conditions (1.1) and such
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that ai,j ∈ BMO(IRn), 1 ≤ i, j ≤ n, with BMO-modulus of continuity η in D. When
there is no restriction on the regularity of the coefficients of L, we say L ∈ O(λ,Λ).
We denote by D a bounded Lipschitz domain in IRn. That is, a bounded,
connected open set D such that its boundary ∂D can be covered by a finite number
of open right circular cylinders whose bases have positive distance from ∂D and
corresponding to each cylinder C there is a coordinate system (x′, xn) with x′ ∈
IRn−1, xn ∈ IR with xn axis parallel to the axis of C, and a function ψ : IRn−1 7→ IR
satisfying a Lipschitz condition (|ψ(x′)− ψ(y′)| ≤ m0 |x′ − y′|) such that C
⋂
D =
{(x′, xn) : xn > ψ(x′)}
⋂
C, and C
⋂
∂D = {(x′, xn) : xn = ψ(x′)}
⋂
C. Whenever
we say that a quantity depends onD, we mean it depends on the Lipschitz character
of D. In what follows we assume that D is contained in the unit ball and contains
the origin.
Let △ denote a generic boundary ball in ∂D, i.e. △ = △r(Q) for some r > 0,
Q ∈ ∂D. Given two Borel measures µ and ν on ∂D, we say that µ is in A∞ with
respect to ν on ∂D and we write µ ∈ A∞(dν) if there exist 0 < ζ < 1 and κ > 0
such that
ν(E)
ν(△) > ζ ⇒
µ(E)
µ(△) > κ,(2.1)
whenever E ⊂ △ and E is a Borel set. The theory of A∞ weights originates in [11]
and [22] where the results below can be found (see also [12] and [23]). We say that
µ is in the reverse Ho¨lder class Bp′(dν), 1 < p
′ < ∞, if µ is absolutely continuous
with respect to ν and k = dµdν verifies{
1
ν(△)
∫
△
kp
′
dν
} 1
p′
≤ C 1
ν(△)
∫
△
k dν,
for all boundary balls △ ⊂ ∂D. The weight k is in Ap(dν), 1 < p <∞ if{
1
ν(△)
∫
△
k dν
}{
1
ν(△)
∫
△
k−
1
p−1 dν
} 1
p−1
≤ C <∞.(2.2)
It is easy to see that A∞ is an equivalence relation, and that k ∈ Ap(dν) if and
only if k−1 ∈ Bp′(dµ), 1p + 1p′ = 1. The best constant C in (2.2) is called the
Ap(dν) “norm” of k and we denoted it by |[k]|Ap(dν) or |[µ]|Ap(dν). We will also
use the convention k ∈ Ap (resp.: Bp′ , A∞) whenever k ∈ Ap(dσ) (resp.: Bp′(dσ),
A∞(dσ)).
We say that a measure ν is a doubling measure, with doubling constant c = c(ν)
if ν(△2r(Q)) ≤ c ν(△r(Q)) for all r > 0 and Q ∈ ∂D. It is also well known that
if µ ∈ Ap(dν) then µ is a doubling measure if and only if ν is a doubling measure
and c(µ) = c(ν)p|[µ]|Ap(dν).
Given a Borel measure µ on ∂D, we denote by Mµg(Q) the Hardy-Littlewood
maximal operator at Q with respect to µ, that is:
Mµg(Q) = sup
Q∈△(Q)
1
µ(△(Q))
∫
△
g(P ) dµ(P )(2.3)
where △(Q) denotes a generic boundary ball in ∂D centered at Q. It is known that
if µ is a doubling measure, then
‖Mµf‖Lp(∂D,dν) ≤ Cp ‖f‖Lp(∂D,dν), 1 < p ≤ ∞,
with Cp > 0 independent of f , if and only if ν ∈ Ap(dµ) [22] (see also [12]).
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If u is the solution of (1.2) with boundary data g ∈ C(∂D) then Nu ≈Mωg ([7]
Theorem 7.3). Here and henceforth ω denotes the harmonic measure for L and D
at a fixed point x0 ∈ D. Since the harmonic measure is a doubling measure [7] (see
also [9]) we have that the maximal operator is bounded in Lp(∂D, dω), 1 < p ≤ ∞,
and then ‖Nu‖Lp(∂D,dω) . ‖g‖Lp(∂D,dω) for all p, 1 < p ≤ ∞. From the weighted
maximal theorem ([12]IV.2.1) we then have that L verifies Dp for some 1 < p <∞
if and only if ω is a weight in the reverse Ho¨lder class Bp′(dσ),
1
p +
1
p′ = 1.
Other basic fact of the theory of weights is that
A∞(dν) =
⋃
p>1
Ap(dν) =
⋃
p′>1
Bq′(dν),
hence, to prove Theorem 1.1 it is enough to show ω1 ∈ A∞(dσ). The following
theorem is a consequence of the weighted maximal theorem, the theory of weights,
and the inequalities Nu ≈Mωg.
Theorem 2.2. Let ω be the harmonic measure with respect to L in D and µ be a
Borel measure on ∂D. The following are equivalent:
(i) ω ∈ A∞(dµ).
(ii) There exist 1 < p <∞ such that Dp(dµ) holds, that is
‖Nu‖Lp(∂D,dµ) ≤ Cp ‖g‖Lp(∂D,dµ).
(iii) ω is absolutely continuous with respect to µ and k = dωdµ belongs to Bq(dµ),
( 1p +
1
q = 1).
2.1. A Priori Estimates and Properties of Solutions.
Theorem 2.3 (Maximum principle [20] 9.1.). Let L ∈ O(λ,Λ), D be a bounded
domain and u ∈ C(D)⋂W 2,nloc (D) verifies Lu ≥ f with f ∈ Ln(D), then there
exists C > 0 which depends only on n, diam(D), λ and Λ such that
sup
D
u ≤ sup
∂D
u+ + C ‖f‖Ln(D).
Theorem 2.4. Let w ∈ Ap, p ∈ (1,∞). There exist positive numbers c = c(n, p, λ,Λ, |[w]|Ap)
and ˜̺p = ˜̺p(n, c), such that if η ∈ Φ(˜̺p), and L ∈ O(λ,Λ, η), then for any open
set Ω ⊂ IRn, diam(Ω) ≤ ζ(η), and any u ∈W 2,p0 (Ω) we have
‖∂iju‖Lp(Ω,w) ≤ c ‖Lu‖Lp(Ω,w) ∀i, j = 1, · · · , n.
Proof. This theorem is an immediate consequence of the techniques in [14] and
weighted estimates for singular integral operators and commutators. We give a
sketch of the proof. Given u ∈ W 2,p0 (Ω), we have the following representation
formula [14]
∂iju(x) = Ki,j

 n∑
h,k=1
(ahk(x)− ahk(·)) ∂hku(·) + Lu(·)


+Lu(x)
∫
|t|=1
Γi(x, t)tjdσ(t).
(2.4)
where
Ki,jf(x) = lim
ε→0
∫
Ω\Bε(x)
Γi,j(x, x− y)f(y) dy
6 CRISTIAN RIOS
is a principal value operator and Γi(x, t) =
∂
∂ti
Γ(x, t), Γi,j(x, t) =
∂2
∂ti∂tj
Γ(x, t).
Here Γ(x, t), x ∈ Ω, is a fundamental solution of L0u(t) =
∑n
i,j=1 a
i,j(x) ∂iju(t)
(see [14] for details). For each pair (i, j), 1 ≤ i, j ≤ n, Ki,j is a singular integral
operator with a regular kernel and then Ki,j is bounded in Lp(dw) with operator
norm which depends on n, λ, Λ, p and |[w]|Ap (c.f. [12], Theorem IV3.1., see
also [14] Theorem 2.11). From the weighted estimates for commutators in [24],
we have that the commutators Ci,j,h,k, 1 ≤ i, j, h, k ≤ n, given by Ci,j,h,kf(x) =
ah,k(x)Ki,jf(x)−Ki,j(ai,jf)(x) are bounded in Lp(IRn, dw) with norm ‖Ci,j,h,k‖ ≤
c˜ ‖ai,j‖BMO(IRn,dw). Moreover, whenever f is supported in Ω we have the localized
estimate (see [14] Theorem 2.13)
‖Ci,j,h,kf‖Lp(Ω,dw) ≤ c ‖ai,j‖BMO(Ω) ‖f‖Lp(Ω,dw),
where we used that since w ∈ Ap we have c˜ ‖ai,j‖BMO(Ω,dw) ≤ c ‖ai,j‖BMO(Ω). Fi-
nally, it is not difficult to check that the factor multiplying Lu(x) in (2.4) is uni-
formly bounded, with bound depending only on n, λ and Λ. From (2.4) and the
mentioned estimates we have
‖∂iju‖Lp(Ω,dw) ≤ c ‖Lu‖Lp(Ω,dw) + c
n∑
h,k=1
‖ah,k‖BMO(Ω) ‖∂hku‖Lp(Ω,dw),
the theorem follows taking ˜̺p ≤ (2n2 c)−1.
The following theorem follows from the results in [1], the techniques just exposed
and standard arguments (see Theorem 8.1 in [7]).
Theorem 2.5. Let w ∈ Ap, p ∈ [n,∞) and D ⊂ IRn be a Lipschitz domain.
There exist a positive ̺p = ̺p(n, p, λ,Λ, |[w]|Ap), such that if η ∈ Φ(̺p), and L ∈
O(λ,Λ, η), then for any f ∈ Lp(D,w), there exists a unique u ∈ C(D)⋂W 2,ploc (D,w)
such that Lu = f in D and u = 0 on ∂D.
Moreover, if ∂D is of class C2, then u ∈ W 1,p0 (D,w)
⋂
W 2,p(D,w) and there
exists a positive c = c(n, p, λ,Λ, |[w]|Ap , χ, ∂D), with χ = diam(D)/ζ(η, ̺p), such
that
‖u‖W 2,p(D,w) ≤ c ‖f‖Lp(D,w).
For each x ∈ D and f , u as in Theorem 2.5, the maximum principle (Theo-
rem 2.3) implies that the positive linear functional f 7−→ −u(x) is bounded on
Lp(D). From Riesz’ representation theorem we have that there exist a unique
nonnegative function GL,D(x, ·) ∈ Lp′(D) with p′ = pp−1 such that
u(x) = −
∫
D
GL,D(x, y) f(y) dy.(2.5)
Definition 2.6 (Green’s function). The function GL,D(x, y) is called the Green’s
function for L in D. For simplicity we will often write G(x, y) = GL,D(x, y).
Corollary 2.7. For all ϕ ∈ C∞c (D) and x ∈ D we have
ϕ(x) = −
∫
D
Lϕ(y)G(x, y) dy.
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2.2. Properties of the Harmonic Measure.
Lemma 2.8 ( [7], [15]). Let △ = △r(Q), Q ∈ ∂D:
1. △′ = △s(Q0) ⊂ △, x ∈ D\T2r(Q). Then ωxr(Q)(△′) ≈ ω
x(△′)
ωx(△) .
2. ωxr(Q)(△) ≈ 1, xr(Q) verifies δ(xr(Q)) ≈ |xr(Q))−Q|.
3. (Doubling property) ωx(△) ≈ ωx(△2r(Q)), x ∈ D\T2r(Q). In particular, the
harmonic measure ω can not have atoms.
2.3. Adjoint Solutions and Area Functions.
Definition 2.9 (Adjoint solution). Given L ∈ O(λ,Λ), a locally integrable func-
tion v is an adjoint solution of L in a domain D and we write L∗v = 0 in D,
if ∫
D
vLϕdx = 0
for all ϕ ∈ C∞c (D). More generally, if f ∈ L1loc(D), we say that v is a solution to to
L∗v = f if ∫
D
vLϕdx =
∫
D
f ϕ dx
for all ϕ ∈ C∞c (D).
So v is an adjoint solution for L in D if ∂ij(aijv) = 0 in the sense of distributions.
Suppose now that η ∈ Φ(̺n), where ̺n is given by Theorem 2.5 for p = n and Φ(̺n)
is as in Definition 2.1. If L ∈ O(λ,Λ, η) and G is the Green’s function for L in D
(see Definition 2.6), then for each x ∈ D, G(x, ·) is an adjoint solution of L in
D\{x}. Indeed, from Corollary 2.7 we have∫
D
Lϕ(y)G(x, y) dy = −ϕ(x) = 0 ∀ϕ ∈ C∞c (D\{x}).
The following existence theorem for adjoint solutions is a consequence of the
classical theory for smooth operators [20], Theorem 2.5 and the maximum principle,
we omit the standard proof.
Theorem 2.10. Let η ∈ Φ(̺n), where ̺n is given by Theorem 2.5 for p = n and
Φ(̺n) is as in Definition 2.1. If L ∈ O(λ,Λ, η) and G is the Green’s function for L
in D then for any f ∈ L nn−1 (D), there exists a solution v ∈ L nn−1 (D) to the problem
L∗v = f in D.(2.6)
Examples in [25] show that even if the coefficients of L are continuous, adjoint
solutions could be not in L∞(D). Further “weight type” regularity exists in the
case of positive nonnegative solutions. In [9] it was shown that if w is a nonnegative
adjoint solution for L ∈ O(λ,Λ, η), then logw lies in BMO. Next theorem [13] is a
more precise version of this result, more suitable to our applications.
Theorem 2.11. Let 0 < ̺ ≤ ̺n where ̺n is as in Theorem 2.5, η ∈ Φ(̺) (see
Definition 2.1), L ∈ O(λ,Λ, η), and w be a nonnegative adjoint solution to L∗w =
∂ij(a
i,jw) = 0 on B10. Then there exists ̺0 = ̺0(n, λ,Λ, ̺) > 0, such that logw is
a function lying in BMO̺ 0 . Moreover, ̺0 . ̺
γ for some γ = γ(n, λ,Λ) > 0.
Recall that (the Lipschitz domain) D ⊂ B1, where Br = Br(0). We pick a point
x ∈ ∂B9 and we let ℘ = ℘(L) be given by
℘(y) = GL,B10(x¯, y) in B10(2.7)
