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ON APPROXIMATE CONTINUITY AND THE SUPPORT OF
REFLECTED STOCHASTIC DIFFERENTIAL EQUATIONS1
By Jiagang Ren and Jing Wu
Sun Yat-sen University
In this paper we prove an approximate continuity result for stochas-
tic differential equations with normal reflections in domains satis-
fying Saisho’s conditions, which together with the Wong–Zakai ap-
proximation result completes the support theorem for such diffusions
in the uniform convergence topology. Also by adapting Millet and
Sanz-Sole´’s idea, we characterize in Ho¨lder norm the support of dif-
fusions reflected in domains satisfying the Lions–Sznitman conditions
by proving limit theorems of adapted interpolations. Finally we ap-
ply the support theorem to establish a boundary-interior maximum
principle for subharmonic functions.
1. Introduction. The support theorem for diffusion processes defined by
stochastic differential equations has been a much studied topic for proba-
bilists and analysts since the seminal work of Stroock and Varadhan [13].
The typical approach to a support theorem in the norm of uniform con-
vergence consists of two steps. One step is to establish a limit theorem for
SDEs, meaning that the solution of an SDE can be approximated by a se-
quence of solutions of ODEs, obtained by regularizing the Brownian paths
[15]; the other is to prove a Denjoy-type approximate continuity theorem,
stating that the solution of an SDE is approximately continuous at points
in a dense set of the Cameron–Martin space. Millet and Sanz-Sole´ [7, 8] pro-
posed a simple approach to characterizing in Ho¨lder spaces the support of
diffusions described by general SDEs, obtained by approximating Brownian
motions with linear adapted interpolations, and proved the two inclusions
through approximation results.
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In this work we are concerned with the support problem of diffusions
constrained in a domain D with normal reflection boundary. Such diffusions
have been constructed by Anderson and Orey [2] if D has smooth boundary
and by Tanaka [14] if D is convex. Correspondingly the support theorem has
been established by Doss and Priouret [3] if D has smooth boundary, and a
limit theorem has been proved by Pettersson [9] when D is a convex domain
and the diffusion coefficient is constant. Recently in [10], a support theorem
was proved for stochastic variational inequalities; this means, in particular,
that the support theorem holds true for diffusions normally reflected in
convex domains.
However, normally reflected diffusions have been constructed for domains
much wider than convex domains and smooth domains (see Lions and Sznit-
man [6] and Saisho [12]), so a natural (and application-motivated) question
is whether or not the support theorem continues to hold true for such diffu-
sions. The first step in this respect was taken by Evans and Stroock [4] who
proved, under the set of conditions given by Lions and Sznitman, that a weak
limit theorem holds. Very recently this result was improved by Aida and
Sasaki [1], and independently by Zhang [16], who used an adapted version
of the Wong–Zakai approximations rather than the usual one, by removing
the admissibility condition from the set of conditions and proving that the
convergence takes place, in fact, in Lp (and they obtained the convergence
speed). Roughly speaking, they proved a strong limit theorem for the re-
flected diffusions studied by Saisho in [12]. To date, this was the widest,
well-studied situation.
On the other hand, however, approximate continuity has not yet been
touched in such situations. Our first result fills this gap, and it, together
with the Wong–Zakai convergence result in [1] and [16], will yield the sup-
port theorem in the locally uniform convergence topology for normally re-
flected SDEs in domains, satisfying the conditions of Lions and Sznitman [6],
except the admissibility. The second contribution of this paper is to present
a characterization of the support for reflected diffusions in Ho¨lder spaces in
domains satisfying the conditions in [4], by extending the idea of Millet and
Sanz-Sole´ [8] to SDEs with normal reflections.
We recall the Skorohod problem here. Let D be a domain in Rd and
w· ∈ C([0,+∞);Rd) such that w0 ∈ D¯. A pair of continuous functions (x,k)
is a solution of the Skorohod problem if:
• xt ∈ D¯ for all t≥ 0 and x0 =w0;
• for all t≥ 0, xt =wt + kt;
• k(0) = 0, and k is of bounded variation on each finite interval and satisfies
kt =
∫ t
0
ns d|k|s, |k|t =
∫ t
0
1∂D(xs)d|k|s,
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where ns ∈Nxs and Nx is the set of inward normal unit vectors at x∈ ∂D
defined by
Nx =
⋃
r>0
Nx,r,
Nx,r = {n ∈Rd; |n|= 1,B(x− rn, r)∩D =∅}.
Here and in what follows B(a, r) = {y ∈ Rd; |y − a| < r}, a ∈ Rd, r > 0 and
|k|t denotes the total variation of k on [0, t].
Let Ω = C0([0,∞),Rd1) be the space consisting of continuous functions
from [0,∞) to Rd1 vanishing at 0. Let F be the completion of the Borel σ-
algebra on Ω associated with the locally uniform convergence topology and
P the distribution of an d1-dimensional Brownian motion. Then (Ω,F ,P)
is a complete probability space, and the coordinate process
wt(ω) := ω(t), t≥ 0
is a d1-dimensional standard Brownian motion. The natural filtration gen-
erated by (wt)t≥0 is denoted by (Ft)t≥0.
We consider the following reflected SDE:

Xt =X0 +
∫ t
0
σ(Xs) ◦ dws +
∫ t
0
b(Xs)ds+Kt, X0 = x ∈ D¯,
|K|t =
∫ t
0
1∂D(Xs)d|K|s, Kt =
∫ t
0
ξs d|K|s,
(1.1)
where ξs ∈NXs . In Itoˆ’s notation, it takes the following form:

Xt =X0 +
∫ t
0
σ(Xs)dws +
∫ t
0
b˜(Xs)ds+Kt, X0 = x ∈ D¯,
|K|t =
∫ t
0
1∂D(Xs)d|K|s, Kt =
∫ t
0
ξs d|K|s
with
b˜i(x) := bi(x) +
1
2
d∑
j=1
d1∑
k=1
[σik(x)]jσ
j
k(x).
Throughout the paper we will assume that σ :Rd 7→Rd⊗Rd1 and b :Rd 7→Rd
are C2b and C1b functions, respectively. Then by Saisho [12] this equation has
a unique solution (X,K).
Let Wd (resp., Wd1) denote the space of all Rd (resp., Rd1)-valued con-
tinuous functions defined on [0,∞), and for each α ∈ (0, 12 ), Wdα denote the
subspace of Wd consisting of locally α-Ho¨lder continuous functions. Then
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for every α ∈ [0, 12), Wdα is a Fre´chet space with the topology defined by the
system of seminorms {‖ · ‖T,α, T > 0}, where for x ∈Wd,
‖x‖T := sup
0≤t≤T
|xt|, ‖x‖T,α := ‖x‖T + sup
0≤s,t≤T,s 6=t
|x(t)− x(s)|
|t− s|α .
Denote
H := {h :h ∈Wd1 ;h(0) = 0, h(·) is absolutely continuous and
h˙ ∈ L2([0,∞);Rd1),∀T > 0},
S := {h ∈Wd1 ;h(0) = 0, t→ h(t) is smooth},
Sp := {h ∈Wd1 ;h(0) = 0, t→ h(t) is piecewise smooth}.
H will be endowed with the topology given by the family of seminorms
{‖h‖HT := (
∫ T
0 |h˙t|2 dt)1/2, T > 0}. Given h ∈H, denote by (Z(h), ψ(h)) the
solution to the following deterministic Skorohod problem:
Zt = x+
∫ t
0
σ(Zs)h˙s ds+
∫ t
0
b(Zs)ds+ψt.(1.2)
Let
S (H) := {Z(h), h ∈H}; S := {Z(h), h ∈ S}; Sp := {Z(h), h ∈ Sp}.
Denote by S (H)α the closure of S (H) in Wdα, and S , Sp and S (H) the
closures of S , Sp and S (H) in Wd, respectively. We are going to prove
in Section 2 the approximate continuity theorem, which together with the
result in [1] and [16] yields that the support of P◦X−1 in Wd coincides with
S . We also prove in Section 3 an enhanced version of the support theorem
by showing that for every α ∈ (0, 12 ), the support of P◦X−1 in Wdα coincides
with S (H)α.
The paper is organized as follows: in Section 2 an approximate continuity
theorem for normally reflected diffusions is proved, and this result combined
with the main result in [1] and [16] implies, of course, the support theorem
for such diffusions. Next, we provide in Section 3 an alternate approach
to solving the support problem in Ho¨lder spaces. Finally in Section 4, we
give a first application of our support theorem to maximum principle for L-
subharmonic functions in domains having nonsmooth boundaries and with
possibly degenerate L.
Throughout the paper we use C to denote a generic constant which may be
different in different places, and we use summation convention for repeated
indices. Finally A.B means that there exists a C ≥ 0 such that A≤CB.
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2. Approximate continuity. In this section we will work in the setup
of [6]. But, as in [12], we will not need the admissibility condition on the
domain. Precisely, we assume that we are given a domain D ⊂Rd satisfying:
(H1) There exists c0 > 0 such that for any x ∈ ∂D, y ∈ D¯ and ξ ∈Nx,
(y− x, ξ) + c0|x− y|2 ≥ 0,
where Nx denotes the set of unit inward normals at x;
(H2) There exist a function ϕ ∈ C3b (Rd;R) and a constant α> 0 such that
Dϕ(x) · ξ ≥ αc0 ∀x∈ ∂D, ξ ∈Nx.
It is obvious that under the conditions(H1)–(H2), S = Sp = S (H). To
see this, we only need to show S ⊃S (H). In fact, for any h ∈ H, we can
take a sequence hn ∈ S such that hn → h in H. Denote by (Z,Ψ) and
(Zn,Ψn) the corresponding solutions of the Skorohod problem (1.2). Set
ρ(t) := e−(2/α)(ϕ(Zt)+ϕ(Z
n
t )). Then for any t ≥ 0, by (H2) and the assump-
tions b ∈ C1b and σ ∈ C2b , we have
|Znt −Zt|2e−(2/α)(ϕ(Zt)+ϕ(Z
n
t ))
≤C
∫ t
0
ρ(s)|Zns −Zs|2(1 + |h˙ns |+ |h˙s|)ds+C
∫ t
0
|h˙ns − h˙s|2 ds,
which implies by Gronwall’s lemma that sup0≤t≤T |Znt −Zt|2→ 0 as n→∞
and thus Z ∈S , yielding that S ⊃S (H).
Before we proceed, a few words about these conditions are in order. The
constant c0 appearing in condition (H1) is also allowed to equal to zero in [6].
Then the function ϕ in condition (H2) can be taken to be identically zero,
and it turns out that some arguments below will break down, and different
treatments will be needed. But in this case D is a convex domain, and thus
the equation is a special case of stochastic variational inequalities already
treated in [10]. Hence we simply assume c0 > 0 here.
For convenience we record here some basic facts which will be used below;
see [5]. Set for i, j = 1, . . . , d1,
κij(t) :=
1
2
∫ t
0
[wis dw
j
s −wjs dwis], ζ ij(t) :=
∫ t
0
wis ◦ dwjs.
Let T > 0 be arbitrarily fixed.
Lemma 2.1. (i) There exist two positive constants c1 and c2 such that
P(‖w‖T < δ)∼ c1 exp
(
− c2
δ2
)
as δ ↓ 0.
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(ii) For all i, j = 1, . . . , d1,
lim
M↑∞
sup
0<δ≤1
P(‖κij‖T >Mδ|‖w‖T < δ) = 0.
(iii) For all i, j = 1, . . . , d1, we have
lim
M↑∞
sup
0<δ≤1
P(‖ζ ij‖T >Mδ|‖w‖T < δ) = 0.
In particular, we deduce from this lemma that for every ε > 0 and α ∈
(0,1),
P(‖ζ ij‖T > εδα|‖w‖T < δ)→ 0 as δ ↓ 0.(2.1)
In fact, for arbitrary M > 0, take δ0 > 0 such that εδ
α−1
0 ≥M . Then for any
0< δ < δ0,
P(‖ζ ij‖T > εδα|‖w‖T < δ)≤P(‖ζ ij‖T >Mδ|‖w‖T < δ).
Thus
limsup
δ↓0
P(‖ζ ij‖T > εδα|‖w‖T < δ)
≤ sup
0<δ<1
P(‖ζ ij‖T >Mδ|‖w‖T < δ).
By letting M ↑∞ we arrive at (2.1) according to (iii) in the above lemma.
In the same way, we can also obtain
P(‖κij‖T > εδα|‖w‖T < δ)→ 0 as δ ↓ 0.(2.2)
We have the following exponential integrability result.
Proposition 2.1. There exists β > 0 such that
E[eβ(|K|T )
2
]<∞, E[eβ‖X‖2T ]<∞.
Proof. By Itoˆ’s formula and (H2) we have
αc0|K|t ≤ ϕ(Xt)−ϕ(X0)−
∫ t
0
(Dϕ)(Xs)σ(Xs)dws −
∫ t
0
Dϕ(Xs)b˜(Xs)ds
(2.3)
− 1
2
∫ t
0
tr[D2ϕ(Xs)(σσ
∗)(Xs)] ds.
Since ϕ ∈ C2b , there exists a β′ > 0 such that
E
[
exp
{
β′
∥∥∥∥
∫ ·
0
(Dϕ)(Xs)σ(Xs)dws
∥∥∥∥
2
T
}]
<∞.
From this the first inequality follows immediately, and the second follows
from the first together with equation (1.1). 
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Lemma 2.2. limδ↓0P(|K|T ≥ εδ−1/2|‖w‖T < δ) = 0.
Proof. We have by Lemma 2.1 and Proposition 2.1 that
lim
δ↓0
P(|K|T ≥ εδ−3/2|‖w‖T < δ). lim
δ↓0
exp{−ε2δ−3β}
exp{−Cδ−2} = 0.(2.4)
Next we prove that for f ∈ C2b (Rd;R) and 1≤ k ≤ d1 we have
lim
δ↓0
P
(∥∥∥∥
∫ ·
0
f(Xs) ◦ dwks
∥∥∥∥
T
≥ εδ−1/2
∣∣∣‖w‖T < δ
)
= 0.(2.5)
Set fi(x) :=
∂f
∂xi
(x). By Itoˆ’s formula we have∫ t
0
f(Xs) ◦ dwks = f(Xt)wkt −
∫ t
0
[fiσ
i
j ](Xs)w
k
s ◦ dwjs
−
∫ t
0
[fib
i](Xs)w
k ds−
∫ t
0
fi(Xs)w
k
s dK
i
s
=: I1(t)− I2(t)− I3(t) + I4(t).
We need to prove
lim
δ↓0
P(‖Ii‖T ≥ εδ−1/2|‖w‖T < δ) = 0, i= 1,2,3,4.
This is obvious for I1 and I3. To show this for I2 we notice that
I2(t) =
∫ t
0
[fiσ
i
j](Xs)w
k
s dw
j
s +
1
2
∫ t
0
[fiσ
i
j](Xs)δ
kj ds
+
1
2
∫ t
0
[fiσ
i
j]qσ
q
l (Xs)w
k
s δ
lj ds
:= I21(t) + I22(t) + I23(t).
Noticing that f and σ are bounded, the sets {‖I2i‖T > εδ−1/2} ∩
{‖w‖T < δ}, i= 2,3 will be empty for small δ and thus
lim
δ↓0
{P(‖I22‖T ≥ εδ−1/2|‖w‖T < δ) +P(‖I23‖T ≥ εδ−1/2|‖w‖T < δ)}= 0.
Since for t ∈ [0, T ],
〈I21, I21〉(t) =
d1∑
j=1
∫ t
0
[fiσ
i
j ]
2(Xs)(w
k
s )
2 ds. ‖w‖2t .
By the exponential inequality (cf. [11], Exercise IV.3.16) we have
lim
δ↓0
P(‖I21‖T ≥ εδ−1/2|‖w‖T < δ). lim
δ↓0
exp{−ε2δ−3}
exp{−Cδ−2} = 0.
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Hence
lim
δ↓0
P(‖I2‖T ≥ εδ−1/2|‖w‖T ≤ δ) = 0.
Finally, since
‖I4‖T . ‖w‖T |K|T ,
we have by using (2.4) that
lim
δ↓0
P(‖I4‖T ≥ εδ−1/2|‖w‖T < δ) = 0.
Thus (2.5) has been proved. Now the result follows from (2.3) and (2.5). 
Corollary 2.1. For every ε > 0,
lim
δ↓0
P(‖ζ ij‖T |K|T > ε|‖w‖T < δ) = 0,(2.6)
lim
δ↓0
P
(∥∥∥∥
∫ ·
0
ζ ij(s)dKs
∥∥∥∥
T
> ε
∣∣∣‖w‖T < δ
)
→ 0.(2.7)
Proof. It suffices to prove (2.6). Using (2.1) with α= 12 and the above
lemma we have
P(‖ζ ij‖T |K|T > ε|‖w‖T < δ)
≤P(‖ζ ij‖T > δ1/2|‖w‖T < δ) +P(|K|T > εδ−1/2|‖w‖T < δ)
→ 0, δ ↓ 0. 
Now we can prove the following:
Lemma 2.3. Suppose f ∈ Cb(Rd;R) is uniformly continuous. Then for
all ε > 0 and i, j = 1,2, . . . , d1,
lim
δ↓0
P
(∥∥∥∥
∫ ·
0
f(Xs)dζ
ij(s)
∥∥∥∥
T
> ε
∣∣∣‖w‖T < δ
)
→ 0.(2.8)
Proof. First we assume that f ∈ C2b (Rd;R). Itoˆ’s formula gives us∫ t
0
f(Xs)dζ
ij(s) = f(Xt)ζ
ij(t)−
∫ t
0
ζ ij(s)fl(Xs)σ
l
k(Xs)dw
k
s
−
∫ t
0
(Lf)(Xs)ζ
ij(s)ds−
∫ t
0
fl(Xs)σ
l
j(Xs)w
i
s ds
−
∫ t
0
fl(Xs)ζ
ij(s)dK ls
= :
5∑
q=1
I2q,
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where L := 12
∑
i,j aij∂i ∂j +
∑
i b˜i∂i.
It is easy to see that for q = 1,3,4,
lim
δ↓0
P(‖I2q‖T > ε|‖w‖T < δ) = 0.(2.9)
Since ∥∥∥∥
∫ ·
0
fl(Xs)ζ
ij
s dK
l
s
∥∥∥∥
T
. ‖ζ‖T |K|T ,
we have
P(‖I25‖T > ε|‖w‖T < δ)≤ P (‖ζ‖T |K|T > ε|‖w‖T < δ).
Consequently by (2.6),
lim
δ↓0
P(‖I25‖T > ε|‖w‖T < δ) = 0.
Now we deal with I22. Set gk(x) := −fl(x)σlk(x), gk,l := ∂∂xl gk(x). We have
by Itoˆ’s formula,
I22 =
∫ t
0
gk(Xs)ζ
ij(s)dwks
= gk(Xt)ζ
ij(t)wkt −
∫ t
0
gk,l(Xs)σ
l
q(Xs)ζ
ij(s)wks dw
q
s
−
∫ t
0
(Lgk)(Xs)ζ
ij(s)wks ds−
∫ t
0
gk(Xs)w
k
s dζ
ij(s)
−
∫ t
0
gj(Xs)w
i
s ds−
∫ t
0
ζ ij(s)gk,l(Xs)σ
l
q(Xs)δ
kq ds
−
∫ t
0
gk,l(Xs)σ
l
j(Xs)w
k(s)wis ds−
∫ t
0
gk,l(Xs)ζ
ij(s)wks dK
l
s
:=
8∑
i=1
I22i.
Obviously
lim
δ↓0
P(‖I22i‖T > ε|‖w‖< δ) = 0, i= 1,3,4,5,7,
and it is clear from Corollary 2.1 that it holds also for i = 8. For I222 we
notice
I222(t) =Mt,
where
Mt =
∫ t
0
gk,l(Xs)σ
l
q(Xs)ζ
ij(s)wks dw
q
s.
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It suffices to prove
lim
δ↓0
P(‖M‖T > ε|‖w‖T < δ) = 0.(2.10)
Since
〈M〉(t).
∫ t
0
‖ζ ij‖2s‖w‖2s ds,
we have by exponential inequality
P(‖M‖T > ε,‖ζ ij‖T <Aδ,‖w‖T < δ)
≤P(‖M‖T > ε, 〈M〉(T )≤ cA2δ4)≤ c exp{−cA−2δ−4}→ 0, δ ↓ 0.
Since
P(‖M‖T > ε|‖w‖T < δ) =P(‖M‖T > ε,‖ζ ij‖T >Aδ|‖w‖T < δ)
+P(‖M‖T > ε,‖ζ ij‖T ≤Aδ|‖w‖T < δ)
≤ sup
0≤δ≤1
P(‖M‖T > ε,‖ζ ij‖T >Aδ|‖w‖T < δ)
+P(‖M‖T > ε,‖ζ ij‖T ≤Aδ|‖w‖ < δ),
we have
lim
δ↓0
P(‖M‖T > ε|‖w‖T < δ)≤ sup
0≤δ≤1
P(‖M‖T > ε,‖ζ ij‖T >Aδ|‖w‖T < δ).
Hence by letting A→∞ we have
lim
δ↓0
P(‖M‖T > ε|‖w‖T < δ) = 0.
Now we extend the result to f ∈ Cb, which is uniformly continuous. Let
ε > 0 be given. For any ε′ > 0 choose an η ∈ (0, ε2T ) sufficiently small such
that
c2 − ε
2
32η2T
< 0,
4
c1
exp
{
c2 − ε
2
32η2T
}
< ε′,
where c1 and c2 are constants appearing in Lemma 2.1. Then choose a g ∈ C2b
such that ‖f − g‖T < η. Note that∫ t
0
f(Xs)dζ
ij(s)−
∫ t
0
g(Xs)dζ
ij(s)
=
∫ t
0
(f − g)(Xs)wis dwjs +
δij
2
∫ t
0
(f − g)(Xs)ds
=: Y1(t) + Y2(t).
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It is easy to see ‖Y2‖T < ε4 . Moreover, since 〈Y1〉(T ) ≤ η2‖w‖2TT , we have
by exponential inequality and with arguments similar to the proof of (2.10)
that if δ ∈ (0,1],
P
(
‖Y1‖T ≥ ε
4
∣∣∣‖w‖T < δ
)
≤P
(
‖Y1‖T ≥ ε
4
, 〈Y1〉(T )≤ η2δ2T
)
P (‖w‖T < δ)−1
≤ 4
c1
exp
{
1
δ2
(
c2 − ε
2
32η2T
)}
≤ ε′.
Thus for such δ,
P
(∥∥∥∥
∫ ·
0
f(Xs)dζ
ij(s)
∥∥∥∥
T
≥ ε
∣∣∣‖w‖T < δ
)
≤ ε′ +P
(∥∥∥∥
∫ ·
0
g(Xs)dζ
ij(s)
∥∥∥∥
T
≥ ε/2
∣∣∣‖w‖< δ).
Now we conclude by letting δ→ 0 and by the arbitrariness of ε′. 
Lemma 2.4. We have: (i) For all f ∈ C2b (Rd;R), ε > 0 and 1≤ k ≤ d1,
lim
δ↓0
P
(∥∥∥∥
∫ ·
0
f(Xs) ◦ dwks
∥∥∥∥
T
≥ ε
∣∣∣‖w‖T < δ
)
= 0.
(ii) There exists a constant c3 > 0 such that
lim
δ↓0
P(|K|T > c3|‖w‖T < δ) = 0.
Proof. It suffices to prove (i), since then (ii) follows from (i) and (2.3).
We have∫ t
0
f(Xs) ◦ dwks = f(Xt)wkt −
∫ t
0
[fiσ
i
j ](Xs)dζ
kj
−
∫ t
0
[fib
i](Xs)w
k
s ds−
∫ t
0
fi(Xs)w
k
s dK
i
s
:= I1(t)− I2(t)− I3(t)− I4(t).
Since
‖I4‖T . ‖w‖T |K|T ,
by Lemma 2.2 we have
lim
δ↓0
P(‖I4‖T ≥ ε|‖w‖T < δ)≤ lim
δ↓0
P(|K|T ≥ cεδ−1|‖w‖T < δ) = 0,
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while by Lemma 2.3 we have
lim
δ↓0
P(‖I2‖T ≥ ε|‖w‖T < δ) = 0.
Finally, it is trivial that
lim
δ↓0
P(‖Ii‖T ≥ ε|‖w‖T < δ) = 0, i= 1,3.
This completes the proof. 
Now are ready to state our main result. Let (Y, l) denote the solution of
the following deterministic Skorohod problem:

Yt = Y0 +
∫ t
0
σ(Ys)dhs +
∫ t
0
b(Ys)ds+ lt, Y0 = x,
|l|t =
∫ t
0
1∂D(Ys)d|l|s, lt =
∫ t
0
η(s)d|l|s,
(2.11)
where η(s) ∈NYs .
Theorem 2.1. For any h ∈ S and ε > 0,
P(‖X − Y ‖T + ‖K − l‖T < ε|‖w− h‖T < δ)→ 1 as δ ↓ 0.
Proof. We first assume h≡ 0. Since (X,K) and (Y, l) are solutions to
equations (1.1) and (2.11), respectively, we have
Xt − Yt =
∫ t
0
σ(Xs) ◦ dws +
∫ t
0
(b(Xs)− b(Ys))ds+
∫ t
0
(dKs − dls).
Set
Ψ(x) := 1− e−|x|2/2;
then
Ψi(x) :=
∂
∂xi
Ψ(x) = e−|x|
2/2xi;
Ψi,j(x) :=
∂2
∂xi ∂xj
Ψ(x) =−e−|x|2/2[xixj + δij ];
G(t) :=Xt − Yt, ϕi(x) := ∂
∂xi
ϕ(x).
By Itoˆ’s formula we have
exp
{
2
α
(ϕ(Xt) +ϕ(Yt))
}
d
[
exp
{
− 2
α
(ϕ(Xt) + ϕ(Yt))
}
Ψ(G(t))
]
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=Ψi(G(t))σ
i
k(Xt) ◦ dwkt +Ψi(G(t))(bi(Xt)− bi(Yt))dt
+Ψi(G(t))(dK
i
t − dlit)
− 2
α
Ψ(G(t))[ϕi(Xt)σ
i
k(Xt) ◦ dwkt +ϕi(Xt)bi(Xt)dt+ ϕi(Xt)dKit
+ ϕi(Yt)b
i(Yt)dt+ ϕi(Yt)dl
i
t]
− 2
α
Ψ(G(t))Ψi(G(t))ϕi(Xt)σ
i
kσ
i
k(Xt)dt.
Using the elementary inequality 1−e−t ≥ te−t for t≥ 0 and conditions (H1)–
(H2), we have
Ψi(G(t)) dK
i
t −
2
α
Ψ(G(t))ϕi(Xt)dK
i
t
=
[
e−|Xt−Yt|
2/2(Xt − Yt)∗ξt − 2
α
(1− e−|Xt−Yt|2/2)ϕi(Xt)ξit
]
d|K|t
≤ e−|Xt−Yt|2/2[(Xt − Yt)∗ξt − c0|Xt − Yt|2] d|K|t ≤ 0,
−Ψi(G(t)) dlit −
2
α
Ψ(G(t))ϕi(Yt)dl
i
t ≤ 0.
Combining these with the fact |Ψi(x)xi|.Ψ(x), we have
exp
{
− 2
α
(ϕ(Xt) +ϕ(Yt))
}
Ψ(G(t))≤
∫ t
0
ρk(s) ◦ dwks +C
∫ t
0
Ψ(G(s)) ds,
where
ρk(s) := exp
{
− 2
α
(ϕ(Xs) +ϕ(Ys))
}
×
[
Ψi(G(s))σ
i
k(Xs)−
2
α
Ψ(G(s))ϕi(Xs)σ
i
k(Xs)
]
.
By Itoˆ’s formula
exp
{
2
α
(ϕ(Xs) +ϕ(Ys))
}
◦ dρk(s)
=
[
Ψi(G(s))σ
i
kj(Xs) + σ
i
k(Xs)Ψij(G(s))−
2
α
(Ψ(G(s))ϕi(Xs)σ
i
kj(Xs)
+Ψ(G(s))ϕij(Xs)σ
i
k(Xs) +Ψj(G(s))ϕi(Xs)σ
i
k(Xs))
]
× [σjl (Xs) ◦ dwls + bj(Xs)ds+dKjs ]
+
[
2
α
Ψj(G(s))ϕi(Xs)σ
i
k(Xs)− σik(Xs)Ψij(G(s))
]
[bj(Ys)ds+dl
j
s]
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− 2
α
ρk(s) exp
{
2
α
(ϕ(Xs) +ϕ(Ys))
}
× [ϕj(Xs)(σjl (Xs) ◦ dwls + bj(Xs)ds+dKjs)
+ϕj(Ys)(b
j(Ys)ds+dl
j
s)],
where σikl(x) :=
∂
∂xl
σik(x). Rearranging, we write
dρk(s) = Fkl(Xs, Ys) ◦ dwls +Gkj(Xs, Ys)bj(Xs)ds+Gkj(Xs, Ys)dKjs
+Hkj(Xs, Ys)b
j(Ys)ds+Hkj(Xs, Ys)dl
j
s,
where
Gkj(x, y) : = exp
{
− 2
α
(ϕ(x) + ϕ(y))
}
×
[
Ψi(x− y)σikj(x) + σik(x)Ψij(x− y)
− 2
α
(Ψ(x− y)ϕi(x)σikj(x) +Ψ(x− y)ϕij(x)σik(x)
+Ψj(x− y)ϕi(x)σik(x))
]
− 2
α
exp
{
− 2
α
(ϕ(x) +ϕ(y))
}
×
[
Ψi(x− y)− 2
α
Ψ(x− y)ϕi(x)
]
σik(x)ϕj(x),
Fkl(x, y) : =Gkj(x, y)σ
j
l (x),
Hkj(x, y) : =
[
2
α
Ψj(x− y)ϕi(x)σik(x)− σik(x)Ψij(x− y)
]
× exp
{
− 2
α
(ϕ(x) + ϕ(y))
}
− 2
α
exp
{
− 2
α
(ϕ(x) +ϕ(y))
}
×
[
Ψi(x− y)− 2
α
Ψ(x− y)ϕi(x)
]
σik(x)ϕj(y).
Thus we have by Itoˆ’s formula,∫ t
0
ρk(s) ◦ dwks = ρk(t)wkt −
∫ t
0
Fkl(Xs, Ys)w
k
s ◦ dwls
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−
∫ t
0
Gkj(Xs, Ys)b
j(Xs)w
k
s ds−
∫ t
0
Gkj(Xs, Ys)w
k
s dK
j
s
−
∫ t
0
Hkj(Xs, Ys)b
j(Ys)w
k
s ds−
∫ t
0
Hkj(Xs, Ys)w
k
s dl
j
s
=: I1(t)− I2(t)− I3(t)− I4(t)− I5(t)− I6(t).
Obviously, ∑
i 6=2
‖Ii‖T . (1 + |K|T )‖w‖T .
Thus
lim
δ↓0
P
(∑
i 6=2
‖Ii‖T ≥ ε
∣∣∣‖w‖T < δ
)
≤ lim
δ↓0
P((1 + |K|T )‖w‖T & ε|‖w‖T < δ) = 0.
As for I2 we have
I2(t) =
∫ t
0
Fkl(Xs, Ys)dζ
kl
s +
1
2
∫ t
0
∂
∂xj
Fkl(Xs, Ys)σ
j
p(Xs)w
k
s δ
pl ds
=: I21 + I22.
It is easily seen that
lim
δ↓0
P(‖I22‖T ≥ ε|‖w‖T < δ) = 0,
and by applying Lemma 2.3 to the functions Fkl (in place of f there) and
the system satisfied by (X,Y ) (in place of X there), we have that
lim
δ↓0
P(‖I21‖T ≥ ε|‖w‖T < δ) = 0.
Consequently
lim
δ↓0
P(‖I2‖T ≥ ε|‖w‖T < δ) = 0.
Combining all the above and the fact that ϕ is bounded, we have
Ψ(G(t))≤C
∫ t
0
Ψ(G(s)) ds+A(t),
where A(t) satisfies that for every ε > 0,
lim
δ↓0
P(‖A‖T > ε|‖w‖T < δ) = 0.
On the set {ω;‖A‖T < ε}, we have
Ψ(G(t))≤ εeC ≤Cε,
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that is,
‖X − Y ‖T ≤
√
−2 ln(1−Cε).
Since ε is arbitrarily small,
P(‖X − Y ‖T > ε|‖w‖T < δ)→ 0 as δ ↓ 0.
Finally, to see
P(‖K − l‖T < ε|‖w‖T < δ)→ 1 as δ ↓ 0,
it suffices to notice that
Kt − lt =Xt − Yt −
∫ t
0
σ(Xs) ◦ dws −
∫ t
0
(b(Xs)− b(Ys)) ds
and use Lemma 2.4.
For general h ∈ S , just as in the proof of [5], Theorem 8.2, pages 527–528,
we set
M1(w) := exp
{∫ T
0
h˙s dws − 1
2
∫ T
0
|h˙s|2 ds
}
, dP′ =M1 dP.
Then w′t :=wt−ht is a Brownian motion under P′, and (X,K), (Y, l) satisfy
the following equations, respectively:
Xt = x+
∫ t
0
b′(s,Xs)ds+
∫ t
0
σ(Xt) ◦ dws +Kt,
Yt = x+
∫ t
0
b′(s,Ys)ds+ lt,
where b′(s,x) := b(x) + σ(x)h˙s.
Therefore according to the case of h≡ 0 we have for every ε > 0,
P
′(‖X − Y ‖T > ε|‖w′‖T < δ)→ 0 as δ ↓ 0,
P
′(‖K − l‖T > ε|‖w′‖T < δ)→ 0 as δ ↓ 0,
which, together with the fact that M1 is a continuous functional of w, yields
that
lim
δ↓0
P(‖X − Y ‖T < ε|‖w′‖T < δ)
= lim
δ↓0
P(‖X − Y ‖T < ε,‖w′‖T < δ)
E(M11{‖X−Y ‖T<ε,‖w−h‖T<δ})
× E(M11{‖w−h‖T<δ})
P(‖w − h‖T < δ) → 1. 
Remark 2.1. In the last step of the proof above, we encounter the
situation that the drift b′ depends also on time t. But as in [5], Theorem 8.2,
everything still works with trivial modifications.
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3. The support problem.
3.1. Conditions and useful estimates. The approximate continuity theo-
rem proved in the above section together with the Wong–Zakai approxima-
tion theorem proved in [1] gives, in a similar way paved in [13], the support
theorem for reflected diffusions under the conditions (H1)–(H2). In this sec-
tion we will prove the support theorem based upon the idea in [8] when the
domain D is supposed to satisfy the following conditions:
(A) There exists a constant r0 > 0 such that for any x ∈ ∂D,
Nx =Nx,r0 6=∅.
(B) There exist constants δ > 0 and β ≥ 1 satisfying that for any x ∈ ∂D,
there exists a unit vector lx such that
〈lx, n〉 ≥ 1/β for any n ∈
⋃
y∈B(x,δ)∩∂D
Ny,
where 〈·, ·〉 denotes the usual inner product in Rd.
(C) There exists a function ϕ ∈ C2b (Rd) and a positive constant γ such
that for any x ∈ ∂D, y ∈ D¯ and n ∈Nx,
〈y− x,n〉+ 1
γ
〈Dϕ(x), n〉|y − x|2 ≥ 0.
(D) There exist m≥ 1, λ > 0, R > 0, a1, . . . , am ∈ Sd−1 and x1, . . . , xm ∈
∂D such that ∂D ⊂⋃mi=1B(xi,R) and x∈ ∂D∩B(xi,2R)⇒ n ·ai ≥ λ, ∀n ∈
Nx.
We will need some results from [1].
Lemma 3.1 ([1], Lemma 2.3). Assume (A)–(B) hold, and (x,k) is the
solution to the Skorohod problem associated with a continuous function w
such that x0 = w0 ∈ D¯. Then for θ ∈ (0,1], there exist constants c1, c2,C
dependent on θ, δ, β, γ0 such that for all 0≤ s≤ t≤ T ,
|k|st ≤C(1 + ‖w‖c1[s,t],θ(t− s))ec2‖w‖[s,t]‖w‖[s,t],
where (and throughout) |k|st denotes the total variation of k on [s, t] and
‖w‖[s,t],θ := sup
u,v∈[s,t]
|wu −wv|
|u− v|θ , ‖w‖[s,t] := supu,v∈[s,t]
|wu −wv|.
Lemma 3.2 ([1], Lemma 2.4). Assume (A) holds, and (x,k) is the solu-
tion to the Skorohod problem associated with a function w having continuous
bounded variation path. Then
|x|st ≤ 2(
√
2 + 1)|w|st .
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Lemma 3.3 ([1], Lemma 2.8). Assume D satisfies conditions (A)–(B),
and b, σ are bounded, Lipschitz continuous functions. Then there exists a
unique solution (X,K) to equation (1.1). Moreover, for all 0≤ s < t <∞,
E(‖X‖[s,t])2p ≤Cp|t− s|p, E(|K|st )2p ≤Cp|t− s|p.
Let n ∈ N and ti = iT2−n (here we should have used tni instead of ti to
indicate the dependence on n, but in order to not surcharge the notation,
we omit the superscript n), ∆ = 2−nT , and for t ∈ [ti, ti+1) set
t¯n := ti−1 ∨ 0, tˆn := ti, ∆wi :=wti −wti−1∨0,
wnt := wt¯n +
wtˆn −wt¯n
∆
(t− tˆn).
Consider the following reflected equation:
Xn(t) = x+
∫ t
0
b(Xn(s)) ds+
∫ t
0
σ(Xn(s))dwns +K
n(t).
Denote the solution by (Xn,Kn).
3.2. Support theorem. We first state our main theorem.
Theorem 3.1. Suppose conditions (A)–(D) hold and σ ∈ C2b , b ∈ C1b .
Then for the solution X to equation (1.1) we have
the support of (P ◦X−1) in Wα =S (H)α ∀α ∈ [0, 12).
To prove the theorem, we will apply the following results; cf. [8].
Proposition 3.1. Let F be a measurable map from Ω to a Banach space
(X,‖ · ‖):
(1) Let ZX1 :H→ X be measurable and Hn :Ω→H be a sequence of ran-
dom variables such that for any ε > 0,
lim
n
P(‖ZX1 (Hn(ω))−F (ω)‖> ε) = 0.
Then supp(P ◦ F−1)⊂ZX1 (H).
(2) Let ZX2 :H→ X be measurable and for fixed h, T hn :Ω→ Ω be a se-
quence of measurable transformations such that P ◦ (T hn )−1 ≪ P, and for
any ε > 0,
lim sup
n
P(‖F (T hn (ω))−ZX2 (h)‖< ε)> 0.
Then supp(P ◦ F−1)⊃ZX2 (H).
ON APPROXIMATE CONTINUITY AND THE SUPPORT OF RSDES 19
Proposition 3.2. Suppose {Xnt } is a sequence of finite dimensional
processes satisfying that for every p≥ 1 and s, t ∈ [0, T ], there exists a con-
stant C > 0,
sup
n
E|Xnt −Xns |2p ≤C|t− s|p.(3.1)
Then for any ε > 0 and θ < 12 − 12p , there exists a constant C > 0 such that
sup
n
P(‖Xn‖T,θ > ε)≤Cε−2p.
Moreover, besides (3.1), if for any ε > 0,
lim
n
P
(
sup
1≤i≤2n
|Xnti |> ε
)
= 0
holds as well, then for any θ ∈ [0,1/2),
lim
n
P(‖Xn‖T,θ > ε) = 0,
where ‖ · ‖T,θ is defined in the Introduction.
Following the idea in [8], take
ZX1 = Z
X
2 = Z(·), Hn(ω) =wn(ω), T hn (ω) =w−wn + h.
Then by Girsanov’s theorem, P ◦ (T hn )−1≪P.
To prove Theorem 3.1, by Proposition 3.1, it suffices to prove that for
every ε > 0,
lim
n
P(‖X −Xn‖T,θ > ε) = 0(3.2)
and
lim
n
P(‖X(w−wn + h)−Z(h)‖T,θ > ε) = 0,(3.3)
where Z(h) solves the following deterministic Skorohod problem:
Z(h)t = x+
∫ t
0
σ(Z(h)s)h˙s ds+
∫ t
0
b(Z(h)s)ds+ψt.
In what follows we will use Z instead of Z(h) if no confusion is possible.
(3.2) is proved in [16], so we only need to prove (3.3).
Using the Riemannian sum approximation of stochastic integrals, it is
easy to see that Y n :=X(w−wn + h) solves the following RSDE:
Y nt = x+
∫ t
0
σ(Y ns )dws −
∫ t
0
σ(Y ns )w˙
n
s ds+
∫ t
0
σ(Y ns )h˙s ds+
∫ t
0
b˜(Y ns )ds+ φ
n
t ,
where b˜ := b+ 12(∇σ)σ and φn(w) =K(w−wn + h).
We first prepare some auxiliary results.
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Lemma 3.4. For 0≤ s≤ t≤ T , |Zt −Zs|2p ≤Cp|t− s|p.
Proof. By Lemma 3.2,
|Zt −Zs|2p ≤ [2(
√
2 + 1)]2p
(∫ t
s
|σ(Zu)h˙u + b˜(Zu)|du
)2p
≤ Cp|t− s|p. 
Proposition 3.3. Let p≥ 1. Then there exists a constant Cp > 0 inde-
pendent of n such that for all 0≤ s≤ t≤ T ,
E(|Y nt − Y ns |4p)≤Cp|t− s|p, E(|φnt − φns |4p)≤Cp|t− s|p.(3.4)
Moreover, for all 0≤ s≤ t≤ T and for any θ ∈ (0, 14),
E(‖Y n‖p[s,t],θ)≤Cp,θ, E(‖φn‖p[s,t],θ)≤Cp,θ.(3.5)
To prove this proposition, we need some lemmas, and without loss of
generality we take T = 1.
Lemma 3.5. Let λ, t > 0. Then there exists a constant C > 0 independent
of λ and t such that
E(eλ‖w‖t)≤ (1 +Cλ
√
t)d1Ceλ
2d1t/2.
Proof. Set ξ =max0≤s≤t |ws|. Note thatP(|wit| ∈ dx) =
√
2
pite
−x2/(2t) dx,
i= 1, . . . , d1 and thus
E(eλξ) =
∫ ∞
0
esP(λξ > s)ds+1≤ 2
∫ ∞
0
esP(λ|wt|> s)ds+ 1
= 2E(eλ|wt|)− 1≤ 2
d1∏
i=1
√
2
pit
∫ ∞
0
eλxe−x
2/(2t) dx
≤ (1 +Cλ√t)d1Ceλ2d1t/2. 
Lemma 3.6. Let Mt :=
∫ t
0 fs dws and |fs| ≤ c for some constant c. Then
there exists a constant C > 0 such that for any integer m,
E‖M‖m[s,t] ≤Cm(m/2)m/2(t− s)m/2.
Proof. It suffices to prove the result for s= 0. Then Mt =B〈M〉t where
B is the DDS-Brownian motion of M . Note that
〈M〉t ≤ c2t.
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The result follows from Doob’s maximal inequality and that
E(|Bt|2m)≤ (2d1)mmmtm.(3.6) 
Set
Lnt := x+
∫ t
0
σ(Y ns )dws −
∫ t
0
σ(Y ns )w˙
n
s ds+
∫ t
0
σ(Y ns )h˙s ds+
∫ t
0
b˜(Y ns )ds.
Lemma 3.7. There exists a constant Cp such that for any t ∈ [0,1] and
any p≥ 1,
E(‖Y n‖2p
[t¯n,t]
)≤Cp∆p, E(|φn|t¯nt )2p ≤Cp∆p.
Proof. By Lemma 3.1, for any θ ∈ (0,1],
|φn|t¯nt ≤C(1 + ‖Ln‖c1[t¯n,t],θ(t− t¯n))ec2‖L
n‖[t¯n,t]‖Ln‖[t¯n,t].
Note that for any p≥ 1,
E(‖Ln‖2p[t¯n,t])≤ Cp
[
E
(∫ t
t¯n
‖σ(Y nr )‖2 dr
)p
+E
(∫ t
t¯n
‖σ(Y nr )‖|w˙nr |dr
)2p
+E
(∫ t
t¯n
‖σ(Y nr )‖|h˙r|dr
)2p
+ (t− t¯n)2p
]
≤Cp(t− t¯n)p.
For any c, by Lemmas 3.5 and 3.6,
E(ecp‖L
n‖[t¯n,t])
≤E(ecpmaxu,v∈[t¯n,t] |
∫ v
u
σ(Y nr )dwr+cp
∫ v
u
σ(Y nr )w˙
n
r dr|
× ecp|
∫ t
t¯n
‖σ(Y nr )‖|h˙r|dr+cp
∫ t
t¯n
b˜(Y nr )dr|)
≤ (1 +Cp∆1/2)d1eCd1p2∆+Cp
∫ t
t¯n
(1+|h˙r |)dr ≤Cp <∞.
Now combining these two estimates gives
E(|φn|t¯nt )2p ≤Cp∆p.
The other result follows from Y nt = L
n
t + φ
n
t and the above estimate. 
Lemma 3.8. For any s, t ∈ [0,1],
E sup
u,v∈[s,t]
∣∣∣∣
∫ v
u
σ(Y nr )dw
n
r
∣∣∣∣
2p
≤Cp|t− s|p, E(‖Ln‖2p[s,t])≤Cp|t− s|p.
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Proof. When ti−1 ≤ s≤ ti ≤ t≤ ti+1 for some 1≤ i≤ 2n, the result is
trivial. For general s, t, choose 1≤ l < m− 1<m≤ 2n such that tl−1 ≤ s≤
tl < tm−1 ≤ t≤ tm. Note that∫ t
s
σ(Y nr )dw
n
r =
∫ t
s
(σ(Y nr )− σ(Y nr¯n))dwnr +
∫ t
s
σ(Y nr¯n)dw
n
r
and ∫ t
s
σ(Y nr¯n)dw
n
r
=
∫ tl
s
σ(Y nr¯n)dw
n
r +
m−1∑
j=l+1
∫ tj
tj−1
σ(Y nr¯n)dw
n
r +
∫ t
tm−1
σ(Y nr¯n)dw
n
r
= σ(Y ntl−2∨0)
wtl−1 −wtl−2∨0
∆
(tl − s)
+
m−1∑
j=l+1
σ(Y ntj−2∨0)(wtj−1 −wtj−2∨0)
+ σ(Y ntm−2∨0)
wtm−1 −wtm−2∨0
∆
(t− tm−1),∫ ·
0 σ(Y
n
r¯n)dw
n
r is the piecewise linear interpolation of
Mn· :=
∫ ·−∆
0
σ(Y n(pin(r)))dwr
with pin(r) := max{tk; tk ≤ r}, at {tk}k=0,1,...,2n−1. Thus
sup
u,v∈[s,t]
∣∣∣∣
∫ v
u
σ(Y nr¯n)dw
n
r
∣∣∣∣≤ sup
l−2≤k,k′≤m−1
|Mntk −Mntk′ |
≤ 2 sup
tl−2≤r≤tm−1
|Mnr −Mntl |.
Using Doob’s inequality we get
E sup
u,v∈[s,t]
∣∣∣∣
∫ v
u
σ(Y nr¯n)dw
n
r
∣∣∣∣
2p
≤ CpE sup
tl−2≤r≤tm−1
|Mnr −Mntl |2p
≤ CpE
(∫ tm−1
tl−2
‖σ(Y nr¯n)‖2 dr
)p
≤ Cp|tm−1 − tl−2|p
≤ Cp|t− s|p.
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By Ho¨lder’s inequalities and Lemma 3.7,
E sup
u,v∈[s,t]
∣∣∣∣
∫ v
u
(σ(Y nr )− σ(Y nr¯n))dwnr
∣∣∣∣
2p
≤E
∫ t
s
‖σ(Y nr )− σ(Y nr¯n)‖2p|w˙nr |2p dr(t− s)2p−1
≤ (t− s)2p−1
∫ t
s
(E‖σ(Y nr )− σ(Y nr¯n)‖4p)1/2(E|w˙nr |4p)1/2 dr
≤Cp(t− s)2p.
Now note that
Lnt −Lns =
∫ t
s
σ(Y nr )(dwr − dwnr ) +
∫ t
s
σ(Y nr )h˙r dr+
∫ t
s
b˜(Y nr )dr.
Trivially by the Burkholder and Ho¨lder inequalities we have
E sup
u,v∈[s,t]
∣∣∣∣
∫ v
u
σ(Y nr )dwr +
∫ v
u
σ(Y nr )h˙r dr+
∫ v
u
b˜(Y nr )dr
∣∣∣∣
2p
≤C|t− s|p.
From the estimates above we deduce
E sup
u,v∈[s,t]
|Lnu −Lnv |2p ≤C|t− s|p.(3.7)

Now we are ready to prove Proposition 3.3.
Proof of Proposition 3.3. For cases of s, t ∈ [ti−1, ti] and ti−1 ≤ s≤
ti < t≤ ti+1 for some 1≤ i≤ 2n, it follows from Lemmas 3.7–3.8 that
E‖Y n‖2p[s,t] ≤Cp|t− s|p, E[(|φn|st)2p]≤Cp|t− s|p.(3.8)
For general cases, choose 1≤ l < m− 1<m≤ 2n such that tl−1 ≤ s≤ tl <
tm−1 ≤ t≤ tm. We get by Itoˆ’s formula,
d(e−(2/γ)ϕ(Y
n
t )|Y nt − Y ns |2)
=: Uns (t)dwt +U
n
s (t)dw
n
t + V
n
s (t)dt+Z
n
s (t)dt+A
5
t ,
where according to (C),
A5t := e
−(2/γ)ϕ(Y nt )
[
2〈Y nt − Y ns ,dφnt 〉 −
2
γ
|Y nt − Y ns |2〈Dϕ(Y nt ),dφnt 〉
]
≤ 0
and
Uns (t) := e
−(2/γ)ϕ(Y nt )
(
2(Y nt − Y ns )−
2
γ
|Y nt − Y ns |2Dϕ(Y nt )
)
σ(Y nt ),
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V ns (t) := e
−(2/γ)ϕ(Y nt )
(
2(Y nt − Y ns )−
2
γ
|Y nt − Y ns |2Dϕ(Y nt )
)
(σ(Y nt )h˙t + b˜(Y
n
t )),
Zns (t) := e
−(2/γ)ϕ(Y nt )
[
tr(σσ∗)(Y nt )−
1
γ
|Y nt − Y ns |2 tr(Dϕσσ∗)(Y nt )
− 4
γ
(Y nt − Y ns )σ(Y nt )Dϕ(Y nt )σ(Y nt )
+
2
γ2
|Y nt − Y ns |2|Dϕ(Y nt )σ(Y nt )|2
]
.
By the conditions on σ, b,ϕ,
|Uns (t)| ≤ C(|Y nt − Y ns |+ |Y nt − Y ns |2),
|Uns (t)−Uns (t′)| ≤ C|Y nt − Y nt′ |(1 + |Y nt − Y ns |)
+C|Y nt − Y nt′ |(|Y nt − Y ns |+ |Y nt′ − Y ns |+ |Y nt′ − Y ns |2)
≤ C|Y nt − Y nt′ |(1 + |Y nt − Y ns |) +C|Y nt − Y nt′ |2(1 + |Y nt′ − Y ns |2),
|V ns (t)| ≤ C(|Y nt − Y ns |+ |Y nt − Y ns |2)(1 + |h˙t|),
|Zns (t)| ≤ C(1 + |Y nt − Y ns |+ |Y nt − Y ns |2).
Thus
E|Y nt − Y ns |4p
≤CpE
(∣∣∣∣
∫ t
s
Uns (r)dwr
∣∣∣∣+
∫ t
s
|Uns (r)||w˙nr |dr+
∣∣∣∣
∫ t
s
V ns (r)dr
∣∣∣∣
+
∫ t
s
|Zns (r)|dr
)2p
.
Using the BDG inequality we get
E
(∫ t
s
Uns (r)dwr
)2p
≤CpE
(∫ t
s
|Uns (r)|2 dr
)p
≤Cp(t− s)p−1E
(∫ t
s
(|Y nr − Y ns |2p + |Y nr − Y ns |4p)dr
)
≤Cp(t− s)p +CpE
(∫ t
s
|Y nr − Y ns |4p dr
)
,
E
(∫ t
s
Uns (r)dw
n
r
)2p
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≤CpE
[(∫ t
s
(Uns (r)−Uns (r¯n ∨ s))dwnr +
∫ t
s
Uns (r¯n ∨ s)dwnr
)2p]
.
Note that
∫ ·
0 U
n
s (r¯n)dw
n
r is the piecewise linear interpolation of M
n
· :=∫ ·−∆
0 U
n
s (pin(r))dwr with
pin(r) := max{tk; tk ≤ r}.
Thus by Doob’s inequality and Lemma 3.7 we get
E
∣∣∣∣
∫ t
s
Uns (r¯n ∨ s)dwnr
∣∣∣∣
2p
≤CpE
(∫ t
s
|Uns (r¯n ∨ s)|2 dr
)p
≤Cp|t− s|p−1E
(∫ t
s
(|Y nr¯n∨s − Y ns |2p + |Y nr¯n∨s − Y ns |4p)dr
)
≤Cp|t− s|p−1E
(∫ t
s
(|Y nr − Y nr¯n∨s|2p + |Y nr − Y ns |2p)dr
)
+Cp|t− s|p−1E
(∫ t
s
(|Y nr − Y nr¯n∨s|4p + |Y nr − Y ns |4p)dr
)
≤Cp|t− s|p +Cp|t− s|p−1
∫ t
s
E|Y nr − Y ns |4p dr
≤Cp|t− s|p +Cp
∫ t
s
E|Y nr − Y ns |4p dr,
E
[∣∣∣∣
∫ t
s
(Uns (r)−Uns (r¯n ∨ s))dwnr
∣∣∣∣
2p]
≤CpE
[(∫ t
s
|Y nr − Y nr¯n∨s|(1 + |Y nr − Y ns |)
|wrˆn −wr¯n∨s|
∆
dr
)2p]
+CpE
[(∫ t
s
|Y nr − Y nr¯n∨s|2(1 + |Y nr − Y ns |2)
|wrˆn −wr¯n∨s|
∆
dr
)2p]
≤CpE
[(∫ t
s
|Y nr − Y nr¯n∨s|
|wrˆn −wr¯n∨s|
∆
dr
)2p]
+CpE
[(∫ t
s
(
|Y nr − Y ns |2 + |Y nr − Y nr¯n∨s|2
|wrˆn −wr¯n∨s|2
∆2
)
dr
)2p]
+CpE
[(∫ t
s
|Y nr − Y nr¯n∨s|2(1 + |Y nr − Y ns |2)
|wrˆn −wr¯n∨s|
∆
dr
)2p]
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≤Cp|t− s|2p +Cp(t− s)2p−1
∫ t
s
E|Y nr − Y ns |4p dr
≤Cp|t− s|p +Cp
∫ t
s
E|Y nr − Y ns |4p dr.
Moreover,
E
(∣∣∣∣
∫ t
s
V ns (r)dr
∣∣∣∣
2p
+
∣∣∣∣
∫ t
s
Zns (r)dr
∣∣∣∣
2p)
≤E
[(∫ t
s
(|Y nr − Y ns |+ |Y nr − Y ns |2)(1 + |h˙r|)dr
)2p]
+ (t− s)2p
≤Cp|t− s|p
(
1 +
∫ t
s
|h˙r|2dr
)p
+Cp
∫ t
s
E|Y nr − Y ns |4p dr
(
1 +
∫ t
s
|h˙r|2 dr
)p
.
Summing up we have
E|Y nt − Y ns |4p ≤Cp|t− s|p +Cp
∫ t
s
E|Y nr − Y ns |4p dr
(
1 +
∫ t
s
|h˙r|2 dr
)p
,
which together with Gronwall’s lemma yields
E|Y nt − Y ns |4p ≤Cp|t− s|p.
It follows from this estimate and Lemma 3.8 that
E|φnt − φns |4p ≤Cp|t− s|p.
Now (3.5) holds due to Kolmogorov’s continuity criterion. 
Proposition 3.4.
E sup
t∈[0,1]
|Y nt |2p <Cp(1 + |x|2p), sup
n
E[(|φn|1)2p]<Cp.
Proof. Using Proposition 3.3, choose a θ ∈ [0, 14), and we get
E sup
t∈[0,1]
|Y nt |2p ≤ 22p−1E sup
t∈[0,1]
|Y nt − x|2p +22p−1|x|2p
≤ 22p−1E
(
sup
t∈[0,1]
|Y nt − x|
|t|θ |t|
θ
)2p
+22p−1|x|2p
≤ 22p−1E‖Y n‖2p[0,1],θ + 22p−1|x|2p
≤ Cp(1 + |x|2p).
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Similar to [4], Theorem 3.6, by (D) we get for all 0≤ s < t≤ 1,
|φn|st ≤C(|t− s|R−4‖Y n‖4[s,t],θ +1)‖φn‖[s,t].
From this and Proposition 3.3,
E[(|φn|1)2p]≤CpE[(R−4‖Y n‖4[0,1],θ +1)2p‖φn‖2p[0,1]]
≤CR,p <∞. 
Proposition 3.5.
sup
1≤k≤2n
E(|Y ntk −Ztk |
2)≤C
[
∆θ/2 + sup
2≤k≤2n
(∫ tk
tk−2
|h˙s|2 ds
)1/2]
, θ ∈ (0,1).
Proof. Set
µn(t) := e
−(2/γ)(ϕ(Y nt )+ϕ(Zt)), mn(t) := µn(t)|Y nt −Zt|2,
a(t) :=E(mn(t)).
Using the condition ϕ ∈ C2b , Lemma 3.4 and (3.8) it is trivial to prove the
following:
Lemma 3.9.
E
(
sup
t,t′∈[tk−2,tk ]
|µn(t)− µn(t′)|2
)
≤ C∆,
E
(
sup
t,t′∈[tk−2,tk]
|mn(t)−mn(t′)|
)
≤ C∆1/2.
For all tk−1 ≤ t≤ tk, 2≤ k ≤ 2n,
dµn(t)|Y nt −Zt|2 =
11∑
i=1
dIi(t) + 2µn(t)〈Y nt −Zt,dφnt − dψt〉
− 2
γ
µn(t)|Y nt −Zt|2(〈Dϕ(Y nt ),dφnt 〉+ 〈Dϕ(Zt),dψt〉),
where
I1(s) := 2
∫ s
tk−1
µn(t)〈Y nt −Zt, σ(Y nt )− σ(Zt)〉h˙t dt,
I2(s) := 2
∫ s
tk−1
µn(t)〈Y nt −Zt, b˜(Y nt )− b(Zt)〉dt,
I3(s) := 2
∫ s
tk−1
µn(t)〈Y nt −Zt, σ(Y nt )− σ(Yt¯n)〉dwt,
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I4(s) := 2
∫ s
tk−1
µn(t)(tr(σσ
∗)(Y nt )− tr(σσ∗)(Y nt¯n))dt
+
∫ s
tk−1
(µn(t)− µn(t¯n)) tr(σσ∗)(Y nt¯n)dt,
I5(s) := 2
∫ s
tk−1
µn(t)
(
〈Y nt −Zt, σ(Y nt¯n)(dwt − dwnt )〉
+
∫ s
tk−1
µn(t¯n) tr(σσ
∗)(Y nt¯n)
)
dt,
I6(s) :=−2
∫ s
tk−1
µn(t)〈Y nt −Zt, (σ(Y nt )− σ(Y nt¯n))w˙nt 〉dt,
I7(s) :=−2
γ
∫ s
tk−1
µn(t)|Y nt −Zt|2〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉,
I8(s) :=−2
γ
∫ s
tk−1
µn(t)|Y nt −Zt|2
× (〈Dϕ(Y nt ), σ(Y nt )h˙t〉+ 〈Dϕ(Zt), σ(Zt)h˙t〉)dt,
I9(s) :=−2
γ
∫ s
tk−1
µn(t)|Y nt −Zt|2
×
(
〈Dϕ(Y nt ), b˜(Y nt )〉+ 〈Dϕ(Zt), b(Zt)〉
+
1
2
tr(D2ϕ(Y nt )σσ
∗(Y nt ))
)
dt,
I10(s) :=−4
γ
∫ s
tk−1
µn(t)
(∑
i
〈Dϕ(Y nt ), σ(Y nt )ei〉〈Y nt −Zt, σ(Y nt )ei〉
)
dt,
I11(s) :=
2
γ2
∫ s
tk−1
µn(t)|Y nt −Zt|2|Dϕ(Y nt )σ(Y nt )|2 dt.
By (C),
〈Y nt −Zt, dφnt − dψt〉 −
1
γ
|Y nt −Zt|2(〈Dϕ(Y nt ),dφnt 〉+ 〈Dϕ(Zt),dψt〉)≤ 0.
Thus
µn(tk)|Y ntk −Ztk |
2 ≤ µn(tk−1)|Y ntk−1 −Ztk−1 |
2 +
11∑
i=1
Ii(tk).(3.9)
ON APPROXIMATE CONTINUITY AND THE SUPPORT OF RSDES 29
By the hypotheses σ ∈ C2b , ϕ ∈ C2b ,
|I1(tk) + I8(tk)|
≤
∣∣∣∣
∫ tk
tk−1
2µn(s)〈Y ns −Zs, σ(Y ns )− σ(Zs)〉h˙s ds
∣∣∣∣
+
∣∣∣∣ 2γ
∫ tk
tk−1
µn(s)|Y ns −Zs|2(〈Dϕ(Y ns ), σ(Y ns )〉
+ 〈Dϕ(Zs), σ(Zs)〉)h˙s ds
∣∣∣∣
≤C
∫ tk
tk−1
mn(s)|h˙s|ds.
For I3, E(I3(tk)) =E(
∫ tk
tk−1
2〈Y nt −Zt, σ(Y nt )− σ(Y nt¯n)〉dwt) = 0.
Throughout the proof we need several lemmas which will be proved af-
terward. Now we deal with the terms I2 and I6. Note that for I2,
I2 = 2
∫ tk
tk−1
µn(t)〈Y nt −Zt, b˜(Y nt )− b(Zt)〉dt
= 2
∫ tk
tk−1
µn(t)〈Y nt −Zt − (Y nt¯n −Zt¯n), b˜(Y nt )− b(Zt)〉dt
+ 2
∫ tk
tk−1
(µn(t)− µn(t¯n))〈Y nt¯n −Zt¯n , b˜(Y nt )− b(Zt)〉dt
+ 2
∫ tk
tk−1
µn(t¯n)〈Y nt¯n −Zt¯n , b˜(Y nt )− b˜(Y nt¯n)− b(Zt) + b(Zt¯n)〉dt
+ 2
∫ tk
tk−1
µn(t¯n)〈Y nt¯n −Zt¯n , b(Y nt¯n)− b(Zt¯n)〉dt
+ 2
∫ tk
tk−1
µn(tk−2)〈Y ntk−2 −Ztk−2 , b˜(Y ntk−2)− b(Y ntk−2)〉dt
=:
5∑
i=1
I2,i.
Taking expectations and applying Lemmas 3.4, 3.7 and 3.9, we get∣∣∣∣∣E
4∑
i=1
I2,i
∣∣∣∣∣
30 J. REN AND J. WU
≤C∆3/2 +
∣∣∣∣E
∫ tk
tk−1
(µn(t)− µn(t¯n))|Y nt¯n −Zt¯n ||b˜(Y nt )− b(Zt)|dt
∣∣∣∣
+C
∣∣∣∣E
∫ tk
tk−1
µn(t¯n)|Y nt¯n −Zt¯n ||Y nt −Zt − (Y nt¯n −Zt¯n)|dt
∣∣∣∣+Ca(tk−2)∆
≤C∆3/2 +Ca(tk−2)∆.
Note that
I6 =−2
∫ tk
tk−1
µn(t)〈Y nt −Zt − (Y nt¯n −Zt¯n), σ(Y nt )− σ(Y nt¯n)〉dwnt
− 2
∫ tk
tk−1
(µn(t)− µn(t¯n))〈Y nt¯n −Zt¯n , σ(Y nt )− σ(Y nt¯n)〉dwnt
− 2
∫ tk
tk−1
µn(t¯n)〈Y nt¯n −Zt¯n , σ(Y nt )− σ(Y nt¯n)〉dwnt =:
∑
i
I6,i
and
|E(I6,1 + I6,2)| ≤C∆3/2.
As for I6,3 + I2,5, note that I6,3 + I2,5 =−2Ank , where
Ank :=
∫ tk
tk−1
µn(t¯n)
〈
Y nt¯n −Zt¯n , (σ(Y nt )− σ(Y nt¯n))w˙nt −
1
2
(∇σ)σ(Y nt¯n)
〉
dt,
(3.10)
and by Lemma 3.10,∣∣∣∣∣E
(
2n∑
i=1
Ani
)∣∣∣∣∣≤C
[
∆1/2 + sup
2≤k≤2n
(∫ tk
tk−2
|h˙s|2 ds
)1/2]
.
By Lemmas 3.7 and 3.9,
|EI4(tk)|
≤
∣∣∣∣E
∫ tk
tk−1
µn(t)(tr(σσ
∗)(Y nt )− tr(σσ∗)(Y nt¯n))dt
∣∣∣∣
+
∣∣∣∣E
∫ tk
tk−1
(µn(t)− µn(t¯n)) tr(σσ∗)(Y nt¯n)dt
∣∣∣∣≤C∆3/2,
|E[I9(tk) + I11(tk)]|
≤ 2
γ
∣∣∣∣E
∫ tk
tk−1
(mn(s)−mn(s¯n) +mn(s¯n))
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×
(
|Dϕ(Y ns )|b˜(Y ns )|+|Dϕ(Zs)||b(Zs)|
+
1
2
tr(D2ϕσσ∗(Y ns ))
)
ds
∣∣∣∣
+
2
γ2
∣∣∣∣E
∫ tk
tk−1
(mn(s)−mn(s¯n) +mn(s¯n))|Dϕ(Y ns )σ(Y ns )|2 ds
∣∣∣∣
≤C∆3/2 +Ca(tk−2)∆.
For I5, we have
I5(tk) = 2
∫ tk
tk−1
µn(t¯n)〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
+
∫ tk
tk−1
µn(t¯n) tr(σσ
∗)(Y nt¯n)dt
+ 2
∫ tk
tk−1
(µn(t)− µn(t¯n))〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
=: I5,1 + I5,2.
However, by Lemma 3.11,∣∣∣∣∣E
(
2n∑
i=0
I5,1(ti)
)∣∣∣∣∣≤C∆θ/2 ∀θ ∈ (0,1).
With respect to I5,2,
I5,2 = −4
γ
∫ tk
tk−1
∫ t
t¯n
µn(s)〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
− 4
γ
∫ tk
tk−1
∫ t
t¯n
µn(s)(〈Dϕ(Y ns ), b˜(Y ns )〉ds+ 〈Dϕ(Zs), b(Zs)〉ds)
× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
− 4
γ
∫ tk
tk−1
∫ t
t¯n
µn(s)(〈Dϕ(Y ns ), σ(Y ns )〉h˙s ds+ 〈Dϕ(Zs), σ(Zs)〉h˙s ds)
× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
− 4
γ
∫ tk
tk−1
∫ t
t¯n
µn(s)(〈Dϕ(Y ns ),dφns 〉+ 〈Dϕ(Zs),dψs〉)
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× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
+
2
γ2
∫ tk
tk−1
∫ t
t¯n
µn(s)|Dϕ(Y ns )σ(Y ns )|2 ds
× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
− 1
γ
∫ tk
tk−1
∫ t
t¯n
µn(s) tr(D
2ϕ(Y ns )σ(Y
n
s ))ds
× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
=:
6∑
i=1
I5,2,i.
Applying the BDG inequality, the conditions σ ∈ C2b , b ∈ C1b , ϕ ∈ C2b , Lemmas
3.4, 3.7 and Proposition 3.4, we get
|EI5,2,2| ≤ CE
(∫ tk
tk−1
C∆2|Y nt −Zt|2‖σ(Y nt¯n)‖
2 dt
)1/2
+
∣∣∣∣E
∫ tk
tk−1
C∆|Y nt −Zt|‖σ(Y nt¯n)‖
∣∣∣dwnt
∣∣∣∣
≤ C∆3/2,
|EI5,2,3| ≤ CE
(∫ tk
tk−1
|Y nt −Zt|2‖σ(Y nt¯n)‖
2
∣∣∣∣
∫ t
t¯n
h˙s ds
∣∣∣∣
2
dt
)1/2
+CE
∫ tk
tk−1
|Y nt −Zt|‖σ(Y nt¯n)‖
∣∣∣∣
∫ t
t¯n
h˙s ds
∣∣∣∣|dwnt |
≤ C∆1/2
∫ tk
tk−2
|h˙s|ds,
|E(I5,2,5 + I5,2,6)| ≤ C∆3/2,
|EI5,2,4| ≤ 4
γ
∣∣∣∣E
(∫ tk
tk−1
∫ t
t¯n
µn(s)〈Dϕ(Y ns )−Dϕ(Y nt¯n),dφns 〉
× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt− dwnt )
)∣∣∣∣
+
∣∣∣∣E
(∫ tk
tk−1
∫ t
t¯n
µn(s)〈Dϕ(Zs)−Dϕ(Zt¯n),dψs〉
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× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
)∣∣∣∣
+
∣∣∣∣E
(∫ tk
tk−1
∫ t
t¯n
µn(s)(〈Dϕ(Y nt¯n),dφns 〉+ 〈Dϕ(Zt¯n),dψs〉)
× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt− dwnt )
)∣∣∣∣
≤ C∆3/2 +CEGk,
where
Gk := max
t∈[tk−1,tk]
|Y nt −Zt||∆wk−1| × (|φn|tk−2tk + |ψ|
tk−2
tk
).(3.11)
Again by Lemma 3.4 and Proposition 3.4,
2n∑
k=1
EGk ≤E
(
max
1≤k≤2n
max
t∈[tk−1,tk]
|Y nt −Zt||∆wk−1| × (|φn|1 + |ψ|1)
)
≤
[
E
(
sup
0≤t≤1
|Y nt −Zt|2p
)
E
(
sup
1≤k≤2n
|∆wk|2p
)]1/2p
× [E(|φn|1 + |ψ|1)q]1/q
≤ C∆(p−1)/2p, p, q > 1,1/p+ 1/q = 1
and
I5,2,1 = −4
γ
∫ tk
tk−1
∫ t
t¯n
(µn(s)− µn(t¯n))〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
× 〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt )
− 4
γ
∫ tk
tk−1
∫ t
t¯n
µn(t¯n)〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
× 〈Y nt −Zt − (Y nt¯n −Zt¯n), σ(Y nt¯n)〉(dwt − dwnt )
− 4
γ
∫ tk
tk−1
∫ t
t¯n
µn(t¯n)〈Dϕ(Y ns ), (σ(Y ns )− σ(Y nt¯n))(dws − dwns )〉
× 〈Y nt¯n −Zt¯n , σ(Y nt¯n)〉(dwt − dwnt )
− 4
γ
∫ tk
tk−1
∫ t
t¯n
µn(t¯n)〈Dϕ(Y ns )−Dϕ(Y nt¯n), σ(Y nt¯n)(dws − dwns )〉
× 〈Y nt¯n −Zt¯n , σ(Y nt¯n)〉(dwt − dwnt )
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− 4
γ
∫ tk
tk−1
µn(t¯n)〈Dϕ(Y nt¯n), σ(Y nt¯n)(wt −wt¯n − (wnt −wnt¯n)〉
× 〈Y nt¯n −Zt¯n , σ(Y nt¯n)〉(dwt − dwnt )
=:
5∑
j=1
Ij5,2,1.
Using the BDG inequality, the fact that σ ∈ C2b , ϕ ∈ C2b , Lemmas 3.4, 3.7, 3.9
and Proposition 3.4, we get
|EI15,2,1| ≤C∆(E|∆wk−1|2)1/2 ≤C∆3/2,
|EI25,2,1| ≤C∆1/2
(
E
(∫ tk
tk−1
|Y nt −Zt − (Y nt¯n −Zt¯n)|
2|∆wk−1|2∆−1 dt
))1/2
≤C∆3/2,
|EIj5,2,1| ≤C∆3/2, j = 3,4
and
E(I55,2,1|Ftk−2)
(3.12)
=
2∆
γ
µn(tk−2)
∑
i
〈Dϕ(Y ntk−2), σ(Y ntk−2)ei〉〈Y ntk−2 −Ztk−2 , σ(Y ntk−2)ei〉.
This estimate will be used in Lemma 3.12.
As for the term I7,
I7 = −2
γ
∫ tk
tk−1
µn(t)|Y nt −Zt|2〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
= −2
γ
∫ tk
tk−1
µn(t)|Y nt¯n −Zt¯n |
2〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
− 4
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
〈Y ns −Zs, σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
− 4
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
〈Y ns −Zs, (σ(Y ns )− σ(Zs))h˙s〉ds
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
− 4
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
〈Y ns −Zs, b˜(Y ns )− b(Zs)〉ds
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× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
− 4
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
〈Y ns −Zs,dφns − dψs〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
− 2
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
tr(σσ∗(Y ns ))ds× 〈Dϕ(Y nt ), σ(Y nt )(dwt− dwnt )〉
=:
6∑
i=1
I7,i.
Notice that
I7,1 = −2
γ
∫ tk
tk−1
(µn(t)− µn(t¯n))|Y nt¯n −Zt¯n |
2〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
− 2
γ
∫ tk
tk−1
mn(t¯n)〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
=
4
γ2
∫ tk
tk−1
|Y nt¯n −Zt¯n |
2
∫ t
t¯n
µn(s)〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
+
4
γ2
∫ tk
tk−1
|Y nt¯n −Zt¯n |
2
∫ t
t¯n
µn(s)(〈Dϕ(Y ns ), σ(Y ns )〉
+ 〈Dϕ(Zs), σ(Zs)〉)h˙s ds
× 〈Dϕ(Y nt ), σ(Y nt )(dwt− dwnt )〉
+
4
γ2
∫ tk
tk−1
|Y nt¯n −Zt¯n |
2
∫ t
t¯n
µn(s)(〈Dϕ(Y ns ), b˜(Y ns )〉+ 〈Dϕ(Zs), b(Zs)〉)ds
× 〈Dϕ(Y nt ), σ(Y nt )(dwt− dwnt )〉
+
4
γ2
∫ tk
tk−1
|Y nt¯n −Zt¯n |
2
∫ t
t¯n
µn(s)(〈Dϕ(Y ns ),dφns 〉+ 〈Dϕ(Zs),dψs〉)
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
+
4
γ2
∫ tk
tk−1
|Y nt¯n −Zt¯n |
2
∫ t
t¯n
µn(s)
(
1
2
tr(D2ϕσσ∗)(Y ns )−
1
γ
|Dϕσ(Y ns )|2
)
ds
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
− 2
γ
∫ tk
tk−1
mn(t¯n)〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
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=:
6∑
i=1
Ii7,1.
For the first term I17,1,
I17,1 =
4
γ2
∫ tk
tk−1
|Y nt¯n −Zt¯n |
2
∫ t
t¯n
(µn(s)− µn(t¯n))〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
+
4
γ2
∫ tk
tk−1
mn(t¯n)
∫ t
t¯n
〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉.
However, note that E supt∈[0,T ] |Y nt −Zt|4 <∞ by Lemma 3.4 and Proposi-
tion 3.3, and by Lemma 3.9,
E
∣∣∣∣
∫ tk
tk−1
∫ t
t¯n
(µn(s)− µn(t¯n))〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
∣∣∣∣
2
≤E
∣∣∣∣
∫ tk
tk−1
∫ t
t¯n
(µn(s)− µn(t¯n))〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )dwt〉
∣∣∣∣
2
+E
∣∣∣∣
∫ tk
tk−1
∫ t
t¯n
(µn(s)− µn(t¯n))〈Dϕ(Y ns ), σ(Y ns )dws〉
× 〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
∣∣∣∣
2
+E
∣∣∣∣
∫ tk
tk−1
∫ t
t¯n
(µn(s)− µn(t¯n))〈Dϕ(Y ns ), σ(Y ns )dwns 〉
× 〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
∣∣∣∣
2
≤C∆3+
[
E max
t∈[tk−1,tk]
(∫ t
t¯n
(µn(s)− µn(t¯n))〈Dϕ(Y ns ), σ(Y ns )dws〉
)4]1/2
×
[
E
(∫ tk
tk−1
〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
)4]1/2
,
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+
[
E max
t∈[tk−1,tk ]
(∫ t
t¯n
(µn(s)− µn(t¯n))〈Dϕ(Y ns ), σ(Y ns )dwns 〉
)4]1/2
×
[
E
(∫ tk
tk−1
〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
)4]1/2
≤C∆3.
Similar to the term I5,2,1,
4
γ2
∫ tk
tk−1
mn(t¯n)
∫ t
t¯n
〈Dϕ(Y ns ), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
=
4
γ2
∫ tk
tk−1
mn(t¯n)
∫ t
t¯n
〈Dϕ(Y ns )−Dϕ(Y nt¯n), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
+
4
γ2
∫ tk
tk−1
mn(t¯n)
∫ t
t¯n
〈Dϕ(Y nt¯n), (σ(Y ns )− σ(Y nt¯n))(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
+
4
γ2
∫ tk
tk−1
mn(t¯n)
∫ t
t¯n
〈Dϕ(Y nt¯n), σ(Y nt¯n)(dws − dwns )〉
× 〈Dϕ(Y nt )−Dϕ(Y nt¯n), σ(Y nt )dwnt 〉
− 4
γ2
∫ tk
tk−1
mn(t¯n)
∫ t
t¯n
〈Dϕ(Y nt¯n), σ(Y nt¯n)(dws − dwns )〉
× 〈Dϕ(Y nt¯n), σ(Y nt )− σ(Y nt¯n)〉dwnt
− 4
γ2
∫ tk
tk−1
mn(t¯n)
∫ t
t¯n
〈Dϕ(Y nt¯n), σ(Y nt¯n)(dws − dwns )〉
× 〈Dϕ(Y nt¯n), σ(Y nt¯n)〉dwnt
and ∣∣∣∣E
[∫ tk
tk−1
mn(t¯n)
∫ t
t¯n
〈Dϕ(Y nt¯n), σ(Y nt¯n)(dws − dwns )〉
× 〈Dϕ(Y nt¯n), σ(Y nt¯n)dwnt 〉
]∣∣∣∣
=
∣∣∣∣E
[
E
(∫ tk
tk−1
mn(t¯n)
∫ t
t¯n
〈Dϕ(Y nt¯n), σ(Y nt¯n)(dws − dwns )〉
38 J. REN AND J. WU
× 〈Dϕ(Y nt¯n), σ(Y nt¯n)dwnt 〉
∣∣∣Ftk−2
)]∣∣∣∣
≤Ca(tk−2)∆.
Summing up we get
|EI17,1| ≤Ca(tk−2)∆+C∆3/2.
Next, we have by Proposition 3.4 and Lemma 3.4,
|EI27,1| ≤ CE(|Y ntk−2 −Ztk−2 |
2|∆wk−1|)
∫ tk
tk−2
|h˙s|ds
≤ C∆1/2
∫ tk
tk−2
|h˙s|ds,
|EIi7,1| ≤ C∆3/2, i= 3,5
and
|EI47,1| ≤CE(G1k),
where
G1k := |Y ntk−2 −Ztk−2 |
2(|φn|tk−2∨0tk + |ψ|
tk−2∨0
tk
)|∆wk−1|,
(3.13)∣∣∣∣∣E
(
2n∑
k
G1k
)∣∣∣∣∣ ≤ C∆θ/2 ∀θ ∈ (0,1).
For the term I67,1,
I67,1 =−
2
γ
mn(tk−2)
∫ tk
tk−1
〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
=−2
γ
mn(tk−2)
∫ tk
tk−1
〈Dϕ(Y nt )−Dϕ(Y nt¯n), σ(Y nt )(dwt − dwnt )〉
− 2
γ
mn(tk−2)
∫ tk
tk−1
〈Dϕ(Y nt¯n), (σ(Y nt )− σ(Y nt¯n))(dwt − dwnt )〉
− 2
γ
mn(tk−2)
∫ tk
tk−1
〈Dϕ(Y nt¯n), σ(Y nt¯n)(dwt − dwnt )〉.
Moreover,∣∣∣∣E
[
mn(tk−2)
∫ tk
tk−1
〈Dϕ(Y nt )−Dϕ(Y nt¯n), σ(Y nt )dwnt 〉
]∣∣∣∣
ON APPROXIMATE CONTINUITY AND THE SUPPORT OF RSDES 39
≤CE
[
mn(tk−2)
∫ tk
tk−1
|Y nt − Y nt¯n ||dwnt |
]
=CE
[
mn(tk−2)
∫ tk
tk−1
∣∣∣∣
∫ t
t¯n
σ(Y ns )(dws − dwns )
+
∫ t
t¯n
σ(Y ns )h˙s ds+
∫ t
t¯n
b˜(Y ns )ds+ φ
n
t − φnt¯n
∣∣∣∣|dwnt |
]
≤E
[
mn(tk−2)
∫ tk
tk−1
∣∣∣∣
∫ t
t¯n
(σ(Y ns )− σ(Y ns¯n) + σ(Y ns¯n))(dws − dwns )
∣∣∣∣|dwnt |
]
+
∣∣∣∣E
[
mn(tk−2)
∫ tk
tk−1
∣∣∣∣
∫ t
t¯n
σ(Y ns )h˙s ds+
∫ t
t¯n
b˜(Y ns )ds+ φ
n
t¯n
− φnt
∣∣∣∣|dwnt |
]
≤E
[
mn(tk−2) max
t∈[tk−1,tk]
∣∣∣∣
∫ t
t¯n
(σ(Y ns )− σ(Y ns¯n))(dws − dwns )
∣∣∣∣
∫ tk
tk−1
|dwnt |
]
+E
[
mn(tk−2)
∫ tk
tk−1
∣∣∣∣
∫ t
t¯n
σ(Y ns¯n)(dws − dwns )
∣∣∣∣|dwnt |
]
+E
[
mn(tk−2)
∫ tk
tk−1
∣∣∣∣
∫ t
t¯n
σ(Y ns )h˙s ds+
∫ t
t¯n
b˜(Y ns )ds
∣∣∣∣|dwnt |
]
+E
[
mn(tk−2)
∫ tk
tk−1
max
t∈[tk−1,tk]
|φnt¯n − φnt ||dwnt |
]
≤ [E(mn(tk−2)|∆wk−1|)2]1/2
×
[
E
(
max
t∈[tk−1,tk]
∫ t
tk−2
(σ(Y ns )− σ(Y ns¯n))(dws − dwns )
)2]1/2
+E
[
mn(tk−2)
∫ tk
tk−1
∣∣∣∣
(∫ tk−1
tk−2
+
∫ t
tk−1
)
σ(Y ns¯n)(dws − dwns )
∣∣∣∣|∆wk−1|∆−1 dt
]
+E
[
mn(tk−2)
∫ tk
tk−1
∣∣∣∣
∫ t
t¯n
σ(Y ns )h˙s ds+
∫ t
t¯n
b˜(Y ns )ds
∣∣∣∣|dwnt |
]
+E
[
mn(tk−2)
∫ tk
tk−1
max
t∈[tk−1,tk]
|φnt¯n − φnt ||dwnt |
]
≤C∆3/2 +Ca(tk−2)∆+CE
[
|∆wk−1|
∫ tk
tk−2
|h˙s|ds
]
+CEG1k,
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where G1k is defined in (3.13) and
2n∑
k=2
CE
[∫ tk
tk−2
|h˙s|ds|∆wk−1|
]
≤C∆θ/2
∫ 1
0
|h˙s|ds ∀θ ∈ (0,1).
Similarly, ∣∣∣∣E
(
mn(tk−2)
∫ tk
tk−1
〈Dϕ(Y nt¯n), σ(Y nt )− σ(Y nt¯n)〉dwnt
)∣∣∣∣
≤Ca(tk−2)∆+C∆3/2 +CEG1k,
(3.14)
E
(
mn(tk−2)
∫ tk
tk−1
〈Dϕ(Y nt¯n), σ(Y nt¯n)〉(dwt − dwnt )
)
=:EG2k,
while∣∣∣∣∣
2n∑
k=2
EG2k
∣∣∣∣∣≤ C
(
E max
1≤k≤2n
m2n(tk)
)1/2
×
(
E max
1≤k≤2n
∣∣∣∣
∫ tk
0
〈Dϕ(Y nt¯n), σ(Y nt¯n)〉(dwt − dwnt )
∣∣∣∣
2)1/2
(3.15)
≤ C∆θ ∀θ ∈ (0,1).
Here the last inequality follows since
E max
1≤k≤2n
∣∣∣∣
∫ tk
0
〈Dϕ(Y nt¯n), σ(Y nt¯n)〉(dwt − dwnt )
∣∣∣∣
2
=E max
1≤k≤2n
∣∣∣∣∣
k−1∑
i=1
〈Dϕ(Y nti−1), σ(Y nti−1)〉(wti+1 −wti)
−
k−1∑
i=1
〈Dϕ(Y nti−1), σ(Y nti−1)〉(wti −wti−1)
∣∣∣∣∣
2
=E max
1≤k≤2n
∣∣∣∣∣
k−1∑
i=1
(〈Dϕ(Y nti−1), σ(Y nti−1)〉 − 〈Dϕ(Y nti ), σ(Y nti )〉)(wti+1 −wti)
− 〈Dϕ(x), σ(x)〉wt1 + 〈Dϕ(Y ntk−1), σ(Y ntk−1)〉(wtk −wtk−1)
∣∣∣∣∣
2
≤C
3∑
i=1
J6,i7,1,
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where by Lemma 3.7 and the conditions ϕ,σ ∈ C2b ,
J6,17,1 :=E
(
max
1≤k≤2n
∣∣∣∣
∫ tk
0
(〈Dϕ(Y nt¯n), σ(Y nt¯n)〉 − 〈Dϕ(Y ntˆn), σ(Y
n
tˆn
)〉)dwt
∣∣∣∣
2)
≤C∆,
J6,27,1 :=E(w
2
t1) = ∆,
J6,37,1 :=E
(
max
1≤k≤2n
|〈Dϕ(Y ntk−1), σ(Y ntk−1)〉|
2|∆wk|2
)
≤C∆θ θ ∈ (0,1).
We then consider I7,2.
I7,2 = −4
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
〈Y ns −Zs − (Y nt¯n −Zt¯n), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
− 4
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
〈Y nt¯n −Zt¯n , σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
=: I7,2,1 + I7,2,2
and
I7,2,1 = −4
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
〈Y ns −Zs − (Y nt¯n −Zt¯n), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )dwt〉
+
4
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
〈Y ns −Zs − (Y nt¯n −Zt¯n), σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
=: I
(1)
7,2,1 + I
(2)
7,2,1.
However, note that E(I
(1)
7,2,1) = 0, and by using the Schwartz and BDG in-
equalities, Lemmas 3.4 and 3.7,
|EI(2)7,2,1|
≤C(E|∆wk−1|2)1/2
×
(
E max
t∈[tk−1,tk ]
∣∣∣∣
∫ t
t¯n
〈Y ns −Zs − (Y nt¯n −Zt¯n), σ(Y ns )(dws − dwns )〉
∣∣∣∣
2)1/2
≤C∆3/2.
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Now according to Lemma 3.12,
E(I7,2,2(tk) + I
5
5,2,1(tk) + I10(tk))≤C∆3/2.
On the other hand, by the assumptions on f and σ, b, as well as Lemma 3.4
and Proposition 3.4,
|EI7,3| ≤CE
∫ tk
tk−1
µn(t)
∫ t
t¯n
|Y ns −Zs|2|h˙s|ds
× |Dϕ(Y nt )|‖σ(Y nt )‖|dwnt |
(3.16)
≤CE
(
sup
t∈[tk−2,tk]
|Y nt −Zt|2|∆wk−1|
)∫ tk
tk−2
|h˙s|ds
≤C∆1/2
∫ tk
tk−2
|h˙s|ds
and
|EI7,4| ≤ 4
γ
∣∣∣∣E
∫ tk
tk−1
µn(t)
∫ t
t¯n
|Y ns −Zs||b˜(Y ns )− b(Zs)|ds
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
∣∣∣∣
≤ C
∣∣∣∣E
∫ tk
tk−1
µn(t)
∫ t
t¯n
(|Y ns −Zs|2 +1)dsdwnt
∣∣∣∣
≤ CE
(∫ tk
tk−1
∫ t
t¯n
mn(s)ds|dwnt |
)
+C∆E
(∫ tk
tk−2
|dwnt |
)
≤ C∆3/2,
I7,5 = −4
γ
∫ tk
tk−1
µn(t)
∫ t
t¯n
〈Y ns −Zs − Y nt¯n +Zt¯n ,dφns − dψs〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt− dwnt )〉
− 4
γ
∫ tk
tk−1
µn(t)〈Y nt¯n −Zt¯n , φnt − φnt¯n − (ψt − ψt¯n)〉
× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
=: I7,5,1 + I7,5,2.
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By using (3.8),
|EI7,5,1|
≤CE
∫ tk
tk−1
µn(t) sup
s∈[tk−2,t]
|Y ns −Zs − Y ntk−2 +Ztk−2 |
× (|φn|tk−2t + |ψ|tk−2t )|dwnt |
≤CE
(
(‖Y n‖[tk−2,tk] + ‖Z‖[tk−2,tk])(|φn|
tk−2
tk
+ |ψ|tk−2tk )
∫ tk
tk−1
|dwnt |
)
≤C∆3/2,
|I7,5,2| ≤C|Y ntk−2 −Ztk−2 |
×
(
max
t∈[tk−1,tk]
∣∣∣∣
∫ t
tk−1
〈Dϕ(Y nt ), σ(Y nt )dwt〉
∣∣∣∣+ |∆wk−1|
)
(3.17)
× (|φn|tktk−2 + |ψ|
tk
tk−2
) =:G3k,
while according to Lemma 3.4 and Proposition 3.4,
2n∑
k=1
EG3k
≤C max
1≤k≤2n
(
E
[
|Y ntk−2 −Ztk−2 |2
×
(
max
t∈[tk−1,tk]
∣∣∣∣
∫ t
tk−1
〈Dϕ(Y nt ), σ(Y nt )dwt〉
∣∣∣∣
2
+ |∆wk−1|2
)])1/2
× (E(|φn|01 + |ψ|01)2)1/2
≤C∆1/2.
Also by the boundedness of σ we have
|EI7,6| ≤ γ
2
∣∣∣∣E
∫ tk
tk−1
µn(t)
∫ t
t¯n
tr(σσ∗)(Y ns )ds× 〈Dϕ(Y nt ), σ(Y nt )(dwt − dwnt )〉
∣∣∣∣
≤C∆3/2.
Hence by applying all the above estimates to (3.9),
a(tk)− a(tk−1)≤ Ca(tk−2)∆+C∆3/2 + bk +E
∫ tk
tk−1
mn(t)|h˙t|dt
≤ CE(mn(tk−2)−mn(tk−1) +mn(tk−1))∆+C∆3/2
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+Cbk +E
∫ tk
tk−1
mn(t)|h˙t|dt
≤ Ca(tk−1)∆+C∆3/2 +Cbk +E
∫ tk
tk−1
mn(t)|h˙t|dt,
where
bk :=Gk +G
1
k +G
2
k +G
3
k +A
n
k +C∆
1/2
∫ tk
tk−2
|h˙t|dt,
and hence
2n∑
k=1
bk =E
[
2n∑
k=1
(
Ank +Gk +G
1
k +G
2
k +G
3
k +C∆
1/2
∫ tk
tk−2
|h˙t|dt
)]
≤ C
[
∆θ/2 + sup
2≤k≤2n
(∫ tk
tk−2
|h˙s|2 ds
)1/2]
, θ ∈ (0,1),
and Ank ,Gk,G
1
k,G
2
k,G
3
k, are defined in (3.10), (3.11), (3.13), (3.14) and (3.17),
respectively.
Therefore according to Bihari’s inequality, by denoting hk := e
C
∫ tk
tk−1
|h˙s|ds
,
we have
a(tk)≤ [a(tk−1)(1 +C∆)+C∆3/2 + bk]hk
≤ a(tk−1)hk(1 +C∆)+C∆3/2hk + bkhk
≤ [(a(tk−2)(1 +C∆)+C∆3/2 + bk−1)hk−1]hk(1 +C∆)
+C∆3/2hk + bkhk
≤ · · ·
≤ (1 +C∆)khk · · ·h1a(t0) +
k−1∑
i=0
(1 +C∆)ihk · · ·hk−i(C∆3/2 + bk−i)
≤ eCT eC
∫ T
0
|h˙t|dtC
[
∆θ/2 + sup
1≤k≤2n
(∫ tk
tk−2
|h˙s|2 ds
)1/2]
, θ ∈ (0,1),
and we obtain the desired result. 
Lemma 3.10.∣∣∣∣∣E
(
2n∑
i=1
Ani
)∣∣∣∣∣≤C
[
∆1/2 + sup
2≤k≤2n
(∫ tk
tk−2
|h˙s|2 ds
)1/2]
.
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Proof. Set
ζnt :=
∫ t
t¯n
[(σ(Y ns )− σ(Y nt¯n))(dws − dwns ) + σ(Y ns )h˙s ds+ b˜(Y ns )ds].
We have for any 2≤ k ≤ 2n,
|E(Ank +Ank+1)|
=
∣∣∣∣E
(∫ tk+1
tk−1
µn(t¯n)
〈
Y nt¯n −Zt¯n , (σ(Y nt )− σ(Y nt¯n))w˙nt −
1
2
(∇σ)σ(Y nt¯n)
〉
dt
)∣∣∣∣
=
∣∣∣∣E
(∫ tk
tk−1
µn(tk−2)
〈
Y nt¯n −Zt¯n , (σ(Y nt )− σ(Y nt¯n))w˙nt −
1
2
(∇σ)σ(Y nt¯n)
〉
dt
)
+E
(∫ tk+1
tk
(µn(tk−1)− µn(tk−2))
〈
Y nt¯n −Zt¯n , (σ(Y nt )− σ(Y nt¯n))w˙nt
− 1
2
(∇σ)σ(Y nt¯n)
〉
dt
)
+E
(∫ tk+1
tk
µn(tk−2)
〈
Y nt¯n −Zt¯n , (σ(Y nt )− σ(Y nt¯n))w˙nt
− 1
2
(∇σ)σ(Y nt¯n)
〉
dt
)∣∣∣∣
≤
∣∣∣∣E
(∫ tk+1
tk−1
µn(tk−2)
〈
Y nt¯n −Zt¯n , (σ(Y nt )− σ(Y nt¯n))w˙nt
− 1
2
(∇σ)σ(Y nt¯n)
〉
dt
)∣∣∣∣+C∆3/2.
Thus by continuing this procedure we get∣∣∣∣∣E
(
2n∑
i=1
Ani
)∣∣∣∣∣
≤C2n∆3/2 +
∣∣∣∣E
(∫ 1
0
µn(t1)
〈
Y nt¯n −Zt¯n , (σ(Y nt )− σ(Y nt¯n))w˙nt
− 1
2
(∇σ)σ(Y nt¯n)
〉
dt
)∣∣∣∣
≤C∆1/2 +
[
E
(
µ2n(t1) sup
0≤t≤1
|Y nt −Zt|2
)]1/2
×
[
E
(∫ 1
0
(
(σ(Y nt )− σ(Y nt¯n))w˙nt −
1
2
(∇σ)σ(Y nt¯n)
)
dt
)2]1/2
.
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Note that σ ∈ C2b ,
|σ(Y nt )− σ(Y nt¯n)− (∇σ)(Y nt¯n)(Y nt − Y nt¯n)| ≤C|Y nt − Y nt¯n |
2,
Y nt − Y nt¯n =
∫ t
t¯n
σ(Y ns )(dws − dwns ) +
∫ t
t¯n
σ(Y ns )h˙s ds
+
∫ t
t¯n
b˜(Y ns )ds+ φ
n
t − φnt¯n .
Then
E
[
sup
2≤k≤2n
∣∣∣∣
∫ tk
0
(
(σ(Y nt )− σ(Y nt¯n))w˙nt −
1
2
(∇σ)σ(Y nt¯n)
)
dt
∣∣∣∣
2]
≤CE
[(∫ 1
0
|Y nt − Y nt¯n |
2|w˙nt |dt
)2]
+CE
[
sup
1≤k≤2n
(∫ tk
0
∇σ(Y nt¯n)(ζt + φnt − φnt¯n)w˙nt dt
)2]
+CE
[
sup
1≤k≤2n
(∫ tk
0
(
(∇σ)σ(Y nt¯n)
∫ t
t¯n
dwsw˙
n
t − (∇σ)σ(Y nt¯n)
)
dt
)2]
+CE
[
sup
1≤k≤2n
(∫ tk
0
(
(∇σ)σ(Y nt¯n)
∫ t
t¯n
dwns w˙
n
t −
1
2
(∇σ)σ(Y nt¯n)
)
dt
)2]
=:
4∑
α=1
Tα.
Note that by (3.8),
T1 =CE
[(∫ 1
0
|Y nt − Y nt¯n |
2|w˙nt |dt
)2]
≤CE
[(
2n∑
i=1
∫ ti
ti−1
|Y nt − Y nt¯n |
2|w˙nt |dt
)2]
≤C22n max
1≤i≤2n
E
(
sup
t∈[ti−1,ti]
|Y nt − Y nti−2∨0|4|∆wi−1|2
)
≤C∆.
By Lemma 3.7 and Proposition 3.4,
T2 = CE
[
sup
1≤k≤2n
(∫ tk
0
∇σ(Y nt¯n)(ζt + φnt − φnt¯n)w˙nt dt
)2]
≤ CE
[(∫ 1
0
|∇σ(Y nt¯n)ζtw˙nt |dt
)2]
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+CE
[
sup
1≤k≤2n
(∫ tk
0
∇σ(Y nt¯n)(φnt − φnt¯n)w˙nt dt
)2]
≤ C
{
E
∫ 1
0
|ζt|4 dt
}1/2{
E
∫ 1
0
|w˙nt |4 dt
}1/2
+CE
[
sup
1≤k≤2n
(
k∑
i=1
∫ ti
ti−1
∇σ(Y nt¯n)(φnt − φnt¯n)w˙nt dt
)2]
≤ C∆
(
∆+ sup
2≤k≤2n
(∫ tk
tk−2
|h˙s|2 ds
))
∆−1 +CE
[(
|φn|1 sup
1≤i≤2n
|∆wi|
)2]
≤ C
(
∆+ sup
1≤k≤2n
∫ tk
tk−2
|h˙s|2 ds
)
+
[
E
(
sup
1≤k≤2n
|∆wk|2p
)]1/p
[E(|φn|1)2q]1/q
≤ C
(
∆1−1/p + sup
1≤k≤2n
∫ tk
tk−2
|h˙s|2 ds
)
∀p, q > 1,1/p+ 1/q = 1.
Note that T3 = T
1
3 + T
2
3 , where
T 13 := CE sup
1≤k≤2n
(∫ tk
0
(
(∇σ)σ(Y nt¯n)
∫ tˆn
t¯n
dwsw˙
n
t − (∇σ)σ(Y nt¯n)
)
dt
)2
≤ CE
[
2n∑
i=1
((∇σ)σ(Y nti−1∨0))2(|∆wi|2 −∆)2
+2
∑
i<j
(∇σ)σ(Y nti−1∨0)(∇σ)σ(Y ntj−1∨0)(|∆wi|2 −∆)(|∆wj|2 −∆)
]
≤ CE
[
2n∑
i=1
((∇σ)σ(Y nti−1∨0))2(|∆wi|2 −∆)2
]
≤ C2n∆2 ≤C∆,
T 23 := CE sup
1≤k≤2n
(∫ tk
0
(∇σ)σ(Y nt¯n)
∫ t
tˆn
dwsw˙
n
t dt
)2
≤ CE
(∫ 1
0
(∇σ)σ(Y nt¯n)
tˆn +∆− t
∆
(wtˆn −wt¯n)dwt
)2
≤ CE
(∫ 1
0
|(∇σ)σ(Y nt¯n)|
2|wtˆn −wt¯n |2 dt
)
48 J. REN AND J. WU
≤ C∆.
Also, T4 = T
1
4 + T
2
4 , where
T 14 :=CE
[
sup
1≤k≤2n
(∫ tk
0
(∇σ)σ(Y nt¯n)
∫ tˆn
t¯n
dwns w˙
n
t dt
)2]
≤ CE
(∫ 1
0
(∇σ)σ(Y nt¯n)
(∫ tˆn
t¯n
dwns
)
dwt
)2
≤ CE
(∫ 1
0
∣∣∣∣
∫ tˆn
t¯n
dwns
∣∣∣∣
2
dt
)
= C
2n−1∑
i=0
E
(∫ ti+1
ti
∣∣∣∣
∫ tˆn
t¯n
dwns
∣∣∣∣
2
dt
)
≤ C∆,
T 24 :=CE sup
1≤k≤2n
(∫ tk
0
(
(∇σ)σ(Y nt¯n)
∫ t
tˆn
dwns w˙
n
t −
1
2
(∇σ)σ(Y nt¯n)
)
dt
)2
≤ CE sup
1≤k≤2n
(
k−2∑
i=0
(∇σ)σ(Y nti )
((
∆−2
∫ ti+2
ti+1
∫ t
ti+1
dsdt
)
(wti+1 −wti)2
− 1
2
∆
))2
≤ C∆.
Summing these estimates we get∣∣∣∣∣E sup1≤k≤2n
(
k∑
i=1
Ani
)∣∣∣∣∣≤C
[
∆1/2 + sup
1≤k≤2n
(∫ tk
tk−2
|h˙s|2 ds
)1/2]
.

Lemma 3.11. |E(∑2ni=0 I5,1(ti))| ≤C∆θ/2,∀θ ∈ (0,1).
Proof. Since
I5,1 = 2
∫ tk
tk−1
µn(t¯n)〈Y nt −Zt, σ(Y nt¯n)〉(dwt − dwnt ) +
∫ tk
tk−1
µn(t¯n) tr(σσ
∗)(Y nt¯n)dt,
it is trivial to see that E(I5,1 − I˜5,1) = 0, where
I˜5,1(tk) := 2
∫ tk
tk−1
µn(t¯n)〈Y nt −Zt − (Y nt¯n −Zt¯n), σ(Y nt¯n)(dwt − dwnt )〉
+
∫ tk
tk−1
µn(t¯n) tr(σσ
∗)(Y nt¯n)dt.
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Note that
|E(I˜5,1(ti) + I˜5,1(ti+1))|
≤C∆3/2
+
∣∣∣∣E
∫ ti+1
ti
µn(ti−2)(2〈Y nt −Zt − (Y nt¯n −Zt¯n), σ(Y nt¯n)(dwt − dwnt )〉
+ tr(σσ∗)(Y nt¯n)dt)
∣∣∣∣.
Continuing this process and using arguments similar to those used in (3.15)
above, we get∣∣∣∣∣E
(
2n∑
i=0
I˜5,1(ti)
)∣∣∣∣∣
≤C∆1/2
+
∣∣∣∣E
∫ 1
0
µn(0)(2〈Y nt −Zt − (Y nt¯n −Zt¯n), σ(Y nt¯n)(dwt − dwnt )〉
+ tr(σσ∗)(Y nt¯n)dt)
∣∣∣∣
≤C∆1/2
+
∣∣∣∣E
∫ 1
0
µn(0)
(
2
〈∫ t
0
σ(Y nt¯n)(dws − dwns ), σ(Y nt¯n)(dwt − dwnt )
〉
+ tr(σσ∗)(Y nt¯n)dt
)∣∣∣∣
+
∣∣∣∣E
∫ 1
0
µn(0)
(
2
〈∫ t¯n
0
σ(Y nt¯n)(dws − dwns ), σ(Y nt¯n)(dwt − dwnt )
〉)∣∣∣∣
+
∣∣∣∣E
∫ 1
0
µn(0)
(
2
〈∫ t
t¯n
(σ(Y ns )− σ(Y nt¯n))(dws − dwns ),
σ(Y nt¯n)(dwt− dwnt )
〉)∣∣∣∣
+
∣∣∣∣E
∫ 1
0
µn(0)
(
2
〈∫ t
t¯n
(σ(Y ns )− σ(Zs))h˙s ds,σ(Y nt¯n)(dwt − dwnt )
〉)∣∣∣∣
+
∣∣∣∣E
∫ 1
0
µn(0)
(
2
〈∫ t
t¯n
(b˜(Y ns )− b(Zs))ds,σ(Y nt¯n)(dwt − dwnt )
〉)∣∣∣∣
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+
∣∣∣∣E
∫ 1
0
µn(0)
(
2
〈∫ t
t¯n
(dφns − dψs), σ(Y nt¯n)(dwt − dwnt )
〉)∣∣∣∣
≤C∆1/2 +CE sup
1≤k≤2n
(∫ tk
0
σ(Y nt¯n)(dwt − dwnt )
)2
+C∆θ/2
≤C∆θ/2 ∀θ ∈ (0,1). 
Lemma 3.12. E(I7,2,2(tk) + I
5
5,2,1(tk) + I10(tk))≤C∆3/2.
Proof. Since I7,2,2 = I
(1)
7,2,2 + I
(2)
7,2,2, where
E[I
(1)
7,2,2] = −
4
γ
E
(∫ tk
tk−1
µn(t)
∫ t
tk−2
〈Y nt¯n −Zt¯n , σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )dwt〉
)
= 0,
I
(2)
7,2,2 =
4
γ
∫ tk
tk−1
(µn(t)− µn(t¯n))
∫ t
t¯n
〈Y nt¯n −Zt¯n , σ(Y ns )(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
+
4
γ
∫ tk
tk−1
µn(t¯n)
∫ t
t¯n
〈Y nt¯n −Zt¯n , (σ(Y ns )− σ(Y nt¯n))(dws − dwns )〉
× 〈Dϕ(Y nt ), σ(Y nt )dwnt 〉
+
4
γ
∫ tk
tk−1
µn(t¯n)
∫ t
t¯n
〈Y nt¯n −Zt¯n , σ(Y nt¯n)(dws − dwns )〉
× 〈Dϕ(Y nt )−Dϕ(Y nt¯n), σ(Y nt )dwnt 〉
+
4
γ
∫ tk
tk−1
µn(t¯n)
∫ t
t¯n
〈Y nt¯n −Zt¯n , σ(Y nt¯n)(dws − dwns )〉
× 〈Dϕ(Y ntk−2), σ(Y nt )− σ(Y nt¯n)〉dwnt
+
4
γ
∫ tk
tk−1
µn(tk−2)
∫ t
t¯n
〈Y ntk−2 −Ztk−2 , σ(Y ntk−2)(dws − dwns )〉
× 〈Dϕ(Y ntk−2), σ(Y ntk−2)〉dwnt
=:
5∑
i=1
J i7,2,2.
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By applying Lemmas 3.4, 3.7, 3.9 and Proposition 3.4, we can get
|E(J i7,2,2)| ≤C∆3/2, i= 1,2,3,4
and
E(J57,2,2|Ftk−2)
(3.18)
=
2∆
γ
µn(tk−2)
∑
i
〈Dϕ(Y ntk−2), σ(Y ntk−2)ei〉〈Y ntk−2 −Ztk−2 , σ(Y ntk−2)ei〉.
Moreover, since
I10 = −4
γ
∫ tk
tk−1
µn(t)
∑
i
〈Dϕ(Y nt ), σ(Y nt )ei〉〈Y nt −Zt, σ(Y nt )ei〉dt
= −4
γ
∫ tk
tk−1
(µn(t)− µn(t¯n))
∑
i
〈Dϕ(Y nt ), σ(Y nt )ei〉〈Y nt −Zt, σ(Y nt )ei〉dt
− 4
γ
∫ tk
tk−1
µn(t¯n)
∑
i
〈Dϕ(Y nt )−Dϕ(Y nt¯n), σ(Y nt )ei〉〈Y nt −Zt, σ(Y nt )ei〉dt
− 4
γ
∫ tk
tk−1
µn(t¯n)
∑
i
〈Dϕ(Y nt¯n), (σ(Y nt )− σ(Y nt¯n))ei〉〈Y nt −Zt, σ(Y nt )ei〉dt
− 4
γ
∫ tk
tk−1
µn(t¯n)
∑
i
〈Dϕ(Y nt¯n), σ(Y nt¯n)ei〉〈Y nt −Zt − (Y nt¯n −Zt¯n), σ(Y nt )ei〉dt
− 4
γ
∫ tk
tk−1
µn(t¯n)
∑
i
〈Dϕ(Y nt¯n), σ(Y nt¯n)ei〉〈Y nt¯n −Zt¯n , (σ(Y nt )− σ(Y nt¯n))ei〉dt
− 4∆
γ
µn(tk−2)
∑
i
〈Dϕ(Y ntk−2), σ(Y ntk−2)ei〉〈Y ntk−2 −Ztk−2 , σ(Y ntk−2)ei〉
=:
6∑
i=1
I10,i.
By Lemmas 3.4, 3.7 and 3.9 it is easy to get
|E(I10,i)| ≤C∆3/2, i= 1, . . . ,5,
and by using (3.12), (3.18),
E(I10,6 + J
5
7,2,2 + I
5
5,2,1) =E[E(I10,6 + J
5
7,2,2 + I
5
5,2,1|Ftk−2)] = 0.
Thus summing all the estimates above we have
|E(I7,2,2 + I55,2,1 + I10)| ≤C∆3/2. 
52 J. REN AND J. WU
Proposition 3.6. limnE supt∈[0,T ] |Y nt −Zt|2 = 0.
Proof. Take two arbitrary integers n > n0, and set sk = k2
−n0 , k =
0,1, . . . ,2n0 − 1. Then {sk}2n0k=1 ⊂ {tnk}2
n
k=1. Since for every t ∈ [sk, sk+1]
|Y nt −Zt| ≤ |Y nt − Y nsk |+ |Y nsk −Zsk |+ |Zsk −Zt|,
we have
|Y nt −Zt| ≤ sup
|s−t|≤2−n0
(|Y nt − Y ns |+ |Zt −Zs|) + sup
k=0,...,2n0−1
|Y nsk −Zsk |.
Consequently
sup
t∈[0,1]
|Y nt −Zt|2 ≤ 3 sup
t∈[0,1],|s−t|≤2−n0
(|Y nt − Y ns |2 + |Zt −Zs|2)
+ 3 sup
k=0,...,2n0−1
|Y nsk −Zsk |
2.
Thus by Lemma 3.4, Proposition 3.5 and (3.8), for any θ ∈ (0,1),
E
[
sup
t∈[0,1]
|Y nt −Zt|2
]
≤CE
[
sup
t∈[0,1],|s−t|≤2−n0
(|Y nt − Y ns |2 + |Zt −Zs|2)
]
+C
2n0−1∑
k=0
E[|Y nsk −Zsk |
2]
≤CE
[
sup
t∈[0,1],|s−t|≤2−n0
(|Y nt − Y ns |2 + |Zt −Zs|2)
]
+C2n0 sup
0≤k≤2n0
E[|Y nsk −Zsk |
2]
≤C2−n0θ/2 +C2n0
[
2−nθ/2 + sup
2≤k≤2n
(∫ k2−n
(k−2)2−n
|h˙s|2 ds
)1/2]
.
Letting first n→∞ and then n0→∞ gives the result. 
Proof of Theorem 3.1. As we have already noticed, we only need to
prove (3.3), and this follows from Proposition 3.2, Lemma 3.4, Propositions
3.3 and 3.6. We have completed the proof of Theorem 3.1. 
4. An elementary application. In this section we give an elementary ap-
plication of the support theorem to maximum principle. Recall that a typical
application of the support theorem for ordinary diffusions is the maximum
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principle for degenerate elliptic and parabolic operators of second order, so
it comes with no surprise that the support theorem for reflected diffusions
is applicable to obtain a boundary-interior maximum principle for the same
operators.
Definition 4.1. Let A be the generator of the Markov family {Xt(x)},
the solution to equation (1.1). A function u defined in D¯ is said to be A-
subharmonic in D¯ if:
(i) it is locally bounded and upper semicontinuous;
(ii) t→ u(Xt(x)) is a local submartingale for every x ∈ D¯.
For x ∈ D¯, set
P := {h ∈ C([0,+∞);Rd);h0 = 0, t→ ht is smooth},
D(x) := {y ∈ D¯,∃h ∈P, t0 > 0, s.t. y = Zt0(x,h)},
where Zt(x,h) solves the following deterministic Skorohod problem in D:
Zt(x,h) = x+
∫ t
0
σ(Zs(x,h))h˙s ds+
∫ t
0
b(Zs(x,h)) ds+ψt,
Z0(x,h) = x ∈ D¯.
We have the following theorem, the proof of which is a modification of
[5], Theorem 6.8.3.
Theorem 4.1. Let u be an A-harmonic function on D and x ∈ D¯. If
u(x) = maxy∈D(x) u(y), then u≡ u(x) on D(x).
Proof. Let y ∈D(x) and {τn} be a localization sequence of stopping
times for {u(Xt(x))}. For every m we set
ςm := inf{t : |Xt(x)− y| ≤ 2−m}.
Then for every m there exists an Nm such that ∀n>Nm,
P(ςm < τn)> 0.(4.1)
By the submartingale property we have
u(x)≤E[u(Xt∧ςm∧τn(x))].
Note that since
P(Xt∧ςm∧τn(x) ∈D(x)) = 1,
we have
P(u(Xt∧ςm∧τn(x)) = u(x)) = 1.
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Therefore for n >Nm,
u(Xt∧ςm(x))1{ςm<τn} = u(x)1{ςm<τn}.
This together with (4.1) implies that for every m there exists ym such that
|ym − y|= 2−m, u(ym) = u(x).
Hence by the upper semicontinuity property of u,
u(y)≥ lim sup
m→∞
u(ym) = u(x),
implying that u(y) = u(x). 
Example. Suppose u ∈ C2(D)∩ C(D¯), and let
Lu=
∑
i,j
aij(x)
∂2u
∂xi ∂xj
+
∑
i
bi(x)
∂u
∂xi
, x ∈D.
If
Lu(x)≥ 0 ∀x ∈D,
∂u(x)
∂n
≥ 0, x ∈ ∂D
holds in the viscosity sense, then u is A-subharmonic.
Acknowledgments. A part of this work was done when the first author
visited the Institute of Mathematics, Academia Sinica and National Central
University. He would like to express his hearty thanks to the two institu-
tions, in particular to Professors Tzuu-Shuh Chiang, Shuenn-Jyi Sheu and
Yunshyong Chow for their warm hospitality and helpful discussions. Both
authors are very grateful to the referees for their careful reading of the
manuscript and valuable suggestions.
REFERENCES
[1] Aida, S. and Sasaki, K. (2013). Wong–Zakai approximation of solutions to reflect-
ing stochastic differential equations on domains in Euclidean spaces. Stochastic
Process. Appl. 123 3800–3827. MR3084160
[2] Anderson, R. F. and Orey, S. (1976). Small random perturbation of dynamical
systems with reflecting boundary. Nagoya Math. J. 60 189–216. MR0397893
[3] Doss, H. and Priouret, P. (1982). Support d’un processus de re´flexion. Z. Wahrsch.
Verw. Gebiete 61 327–345. MR0679678
[4] Evans, L. C. and Stroock, D. W. (2011). An approximation scheme for re-
flected stochastic differential equations. Stochastic Process. Appl. 121 1464–1491.
MR2802461
ON APPROXIMATE CONTINUITY AND THE SUPPORT OF RSDES 55
[5] Ikeda, N. and Watanabe, S. (1989). Stochastic Differential Equations and Diffu-
sion Processes, 2nd ed. North-Holland Mathematical Library 24. North-Holland,
Amsterdam. MR1011252
[6] Lions, P.-L. and Sznitman, A.-S. (1984). Stochastic differential equations with re-
flecting boundary conditions. Comm. Pure Appl. Math. 37 511–537. MR0745330
[7] Millet, A. and Sanz-Sole´, M. (1994). The support of the solution to a hyperbolic
SPDE. Probab. Theory Related Fields 98 361–387. MR1262971
[8] Millet, A. and Sanz-Sole´, M. (1994). A simple proof of the support theorem
for diffusion processes. In Se´minaire de Probabilite´s, XXVIII. Lecture Notes in
Math. 1583 36–48. Springer, Berlin. MR1329099
[9] Pettersson, R. (1999). Wong–Zakai approximations for reflecting stochastic differ-
ential equations. Stoch. Anal. Appl. 17 609–617. MR1693543
[10] Ren, J. and Xu, S. (2010). Support theorem for stochastic variational inequalities.
Bull. Sci. Math. 134 826–856. MR2737355
[11] Revuz, D. and Yor, M. (1999). Continuous Martingales and Brownian Motion,
3rd ed. Grundlehren der Mathematischen Wissenschaften 293. Springer, Berlin.
MR1725357
[12] Saisho, Y. (1987). Stochastic differential equations for multidimensional domain with
reflecting boundary. Probab. Theory Related Fields 74 455–477. MR0873889
[13] Stroock, D. W. and Varadhan, S. R. S. (1972). On the support of diffusion
processes with applications to the strong maximum principle. In Proceedings of
the Sixth Berkeley Symposium on Mathematical Statistics and Probability (Univ.
California, Berkeley, Calif., 1970/1971), Vol. III: Probability Theory 333–359.
Univ. California Press, Berkeley, CA. MR0400425
[14] Tanaka, H. (1979). Stochastic differential equations with reflecting boundary con-
dition in convex regions. Hiroshima Math. J. 9 163–177. MR0529332
[15] Wong, E. and Zakai, M. (1965). On the relation between ordinary and stochastic
differential equations. Internat. J. Engrg. Sci. 3 213–229. MR0183023
[16] Zhang, T. (2014). Strong convergence of Wong–Zakai approximations of reflected
SDEs in a multidimensional general domain. Potential Anal. 41 783–815.
MR3264821
School of Mathematics and Computational Science
Sun Yat-sen University
510275 Guangzhou
P.R. China
E-mail: renjg@mail.sysu.edu.cn
wjjosie@hotmail.com
