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(Communicated at the meeting of March 30, 1957) 
Definition. Eine auf dem Segment [a, b] stetige Funktion f(x) hat 
in den Punkten (x) von [a, b] ein Differential n-ter Ordnung (n eine natii.r-
liche Zahl), falls es endlichwertige Funktionen f1(x), f2(x), ... , f,.(x) giht, 
welche, hei x+h in [a, b], die Darstellung 
(1) h ~ ~ ~ f(x+h) = f(x) + fi · II(x) + 2i · / 2(x) + 3 ! · /3(x) + ... + n! · [f,.(x) + e(x,h)] 
gestatten mit 
lim e(x,h)=O. 
Der Koeffizient /;(x) von~ (j = 1, ... , n) ist der j-te Difjerentialkoeffizient 1 • 
von I im Punkte X. Mit n (x)= {j~1)! ·/;(x) laBt sich (1) auch schreihen: 
(Ibis) f(x+h) = f(x) + ~ · mx) + ~ · fg(x) + ~3 • fg(x) + ... + ~ • [f~(x) + (:(~~{J. 
In einer Arheit von A. DEN JOY: ,Sur !'integration des coefficients 
differentiels d'ordre superieur", erschienen in Fund. math. 25 (1935), 
S. 273-326, wird u.a. ein Integrationsverfahren eingefiihrt, mittels dessen 
sich die Funktion f(x) zuriickfinden laBt, falls die in jedem Punkte von 
[a, b] endliche n-te Differential-Koeffizient f,.(x) gegehen ist. Bekanntlich 
ist f(x) durch f.,.(n) nur his auf ein Polynom von (n-1)-ter Ordnung 
festgelegt 1 ). 
Wir werden im folgenden mit den in (Ibis) auftretenden tf(x) arheiten, 
und nicht mit'den f;(x) der Forme! (1), da dies hier zu etwas einfacheren 
Formulierungen der Ahleitungen fiihrt. 
Das Integrationsverfahren liefert f(x) auch, his auf ein Polynom von 




f(x +h)- f(x) - (h/1) . mx)- (h2/2). /g(x) ..• - (h"- 1 Jn- 1) . ~~-1 (x) lim sup 
h-+0 
lim inf /(x +h) - f(x)- (h/1). f~(x)- (h2/2). tg(x) ... - w- 1 Jn- 1) . ~~-1 (x) 
h-+0 h"'/,. 
in den Punkten von [a, b] endlich sind (sie sind dann fast iiherall einander 
gleich), und eine fast iiherall in (a, b] mit den extremen Grenzwerten 
1) Siebe A. DENJOY, Fund. math. 25, Nr. 65 u. 56 (1935). 
365 
(2) und (3) zusammenfallende Funktion wn(x) gegeben ist (auf welche dann 
das DENJOYsche Integrationsverfahren anwendbar ist). 
Die im gleichen Jahre 1935 erschienene Arbeit ,The Cesaro-Perron 
scale of integration" von J. C. BuRKILL, Proc. London Math. Soc. (2) 39, 
S. 541-552, enthalteineganzeSkalavonC;.P-Integrationen (A= 0, 1, 2, 3, ... ); 
A=O Iiefert die bekannte Ferron-Integration; fiir A1 <A2 (beide ganz) ist 
jede tiber [a, b.] C;.,P-integrierbare Funktion auch C;.,P-integrierbar, 
wobei die Integralwerte einander gleich sind. Diese Integrationen wurdeJ;l 
von BuRKILL beim Problem der Cesaro-Summierbarkeit fiir Fourier-
Reihen (bei C;.P-integrierbaren Funktionen) angewandt 2). Miss W. L. C. 
SARGENT 3) fiihrte C;.D-Integrationen (A= 0, 1, 2, 3, ... ) ein, deren jede 
aequivalent mit der beim selben A gehorenden C;.P-Integration ist. 
Wahrend bei deri C;.P-Integrationen die Definition des Integrals auf die 
Anwendung von Majoranten und Minoranten beruht, ist die Definition 
des C;.D-Integrals deskriptiv und benutzt u.m. Totalstetigkeitseigen-
schaften fiir das unbestimmte Integral. 
Es laBt sich nun in einfacher Weise zeigen, daf3 das von DENJOY auf-
geworfene Problem f(x) aus wn(x) zuruckzuerhalten, auch durch n hinter-
einander ausgefuhrte C;.P- (oder C;.D-) Integrationen (bzw. mit A=n-1, 
n-2, ... , 1, 0) gelost werden kann 4), und daf3 daneben jeder Differential-
koeffizient fi(x) sich mittels (n- j) C;.P-Integrationen (mit A= n -1, n- 2, ... , j) 
aus wn(x) erhalten liif3t. 
Die Grenzwerte (2) und (3) seien also in [a, b] endlich, und wn(x) fast 
tiber all ihnen gleich. Dann ist in [a, b] 
lim /(x+h)-/(x)- (h/1) ·/~(x) =0, oder mx) = lim /(x+h)-/(x) =f'(x). 
h~O h h~O h 
Somit liefert Perron- oder CoP-Integration: 
"' (4) f(x)= f (C0 P) n (~<tl) d~<tl+Cv 
a 
wobei C1 eine unbestimmte Konstante. 
Ebenso ist in [a, b] : 
lim f(x+h)- /(x)- (h/1). mx)- (h2/2). /g(x) = 0 oder 
h~o h~2 ' 
x+h 
1/h f (00P) n(,;<tl)d,;nl-mx) 
to( )-I· /(x+h)-/(x)-(h/1)·n(x) _ 1. 2 X-lill - lill h~o h2f2 h~o "' h/2 
2 ) Siebe BuRKILL, Journal London Math. Soc. 10, 254--259 (1935). 
3 ) Siebe ihre Arbeit: ,A descriptive definition of Cesaro-Perron Integrals", 
Proc. London Math. Soc. (2) 47, 212-247 (1942). 
4) Vergl. schon eine Berner kung iiber OF-Integration [""' 0 1 P-Integration] und 
die DENJOYsche Integration fiir den Fall n = 2 auf den Seiten 126-128 meiner 
Arbeit ,Cesaro-Perron Integration", C. R. Soc. Sci et L. Varsovie, classe III, 29, 
126-152 (1936). 
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Nach Definition 5) ist jg(x) somit die 01-Ableitung von n: 
jg{x) = 0 1 D mx), 
somit 01P-integrierbar 5"'}, mit 
" (5) mx) = J (01 P) jg (~(2>) d ~(2> +02 
a 
(02 eine unbestimmte Konstante). 
Weiter ist: 
. j(x +h)- f(x)- (h/1) · f~(x)- (h2/2) · Jg(x)- (h3/3) · fg (x) 
hm h3/ 3 = 0, oder 
h-->0 
0 - • f(x +h)- f(x)- (h/1) . mx)- (h2/2) . Jg(x) = 
/a(x}- hm ha/3 
h-->0 
r 2/h2 [f(x +h)- f(x)- (h/1) • n (x)]- fg (x) 1 
= Im h/3 X 2• 
h-+0 
Die Eigenschaft iiber partielle Integration fiir das 01P-Integral 5b) liefert: 
x+h " f (01 P)fg(~(2>) · (x+ h-~(2>) d ~(2> = J (01 P) jg(~(2>). [~(2>- (x+h)] d~(2> = 
" x+h 
" 
= [m~(2>)-mx+h)] · [~(2>- (x+h)] I~+~>- J (00 P} [f~W2>)-mx+h)] ·1 d ~(2> 
x+h 
oder 
x+h J (01 P) jg(~(2>). (x + h- ~(2>) d ~(2> = 
" x+h 
= [f~(x)-mx+h)]. -h+ J (00 P)[m~(2>)-mx+h)] d~(2> 
" x+h 
= J (00 P)m~(2>)d~(2>-mx)·h 
" 
= f(x+h)- f(x)- (h/1). mx). 
Dadurch wird: 
x+h 
2fh2 f (01P)fgW2>). (x+h-~(2>)d~(2>-Jg(x) 
2 jg(x) = lim _....::"''----------:--:c~------
"-o h/3 
Nach Definition 5) ist nun 2jg(x) die 0 2-Ableitung von jg: 
2 jg(x) = 0 2 D jg(x), 
somit 02P-integrierbar 5 .. ), mit 
" (6) jg(x) = J (02 P) 2jg(~(a>) d~(3>+03 
a 
(03 unbestimmte Konstante). 
") Siebe J. C. BURRILL, Proc. London Math. Soc. (2) 39, 541-552 (1935), insbes. 
s. 542. 
""') Siebe loc. cit. 5), S. 548. 
&b) Siebe loc. cit. 5), S. 549 (Theorem 5, mit g ""' 1; die Voraussetzung a < b, 
loc. cit., ist uberflussig). 
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Die folgende Etappe liefert: 
li f(x+h)- f(x)- (h/1). f~(x)- (h2/2). Jg(x)- (h3/3). Jg(x)- (h4/4). n(x) -
m h4f4 - 0, 
h~o 
oder 
Die Eigenschaft iiber partielle Integration fiir das 0 2P-Integral 5b) liefert: 
~+h ~ I (02P) fg(~(3l) · (x+h-~(Sl) 2 d~(s) = - I (02P) jg(~(3l)· [~(3)- (x+ h)]2d~(3 l = 
~ ~+h 
~ 
= -{t[/g(~(Sl)-jg(x+h)] · [~(Sl_(x+h)]2 /:+h- I (01 P) [/g(~(3l)-jg(x+h)] · 
~+h 
oder 
~+h I (02P) jg(~(3l). (x+h- ~(3l)2d ~(3) = 
~ 
~+h 
=- f[fg(x)- jg(x+h)] · h2 - I (01 P) [fg(~(3l)- jg(x+h)] · [~(s)- (x+h] d~(3l 
~ 
~+h 
=I (01 P)jg(~(3l)·(x+h-~(3l)d~(3l-jg(x)·(h2f2)= 
~ 
= f(x+h)- f(x)- (h/1) · f~(x)- (h2 j2) · jg(x). 
Dadurch wird: 
x+h 
3fh3 I (02P) jg(~(3l)·(x+h-~(3))2d~(3l_jg(x) 
3n(x)= lim-~~'----------:--,.-------­
h/4 
Nach Definition 5) ist nun 3n(x) die 0 3-Ableitung von fg: 
3 n(x) =03 D fg(x), 
somit 0 3P-integrierbar Sa), mit 
"" (7) jg(x)= I(03 P) 3n(~(4))d~(4)+04 
a 
(04 unbestimmte Konstante). 
So fortfahrend liefert die letzte Etappe die endlichen extremen Grenz-
werte (2) und (3), bzw. gleich J~(x) und f~(x), mit wn(x) = J~(x) = fn(x) in 
fast allen Punkten von [a, b]. - -
In den Punkten von [a, b] ist 
(n-1) · J~(x) = 
lim·~ n-1/hn- 1 [/(x +h)- f(x)- (h/1). mx) ... -(hn- 2jn- 2). ~~-2(x)]- ~~-1 (x) 
h-o ~n 
x+h 
n -1/hn-1 I (On-2 P) ~~-1 (~(n-1)). (x + h- ~(n-1))n-2d ~(n-1)- ~~-1 (x) 
=lim "~f "" 
h-o hfn 
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(n-1). j~(x) sind 6) die endlichen extremen 0,._1-Derivierten von f~-v 
somit, ebenso wie (n-1). w,.(x), 0,._1P-integrierbar iiber [a, b] 5"), wobei 
"' (8) f~-1(x) = f (0,._ 1 P) (n -1) ·w,. (,;<nl) d ,;<nl +0,. 
a 
(0,. unbestimmte Konstante). 
a 
mit n eine natiirliche Zahl und Ki willkiirlich (j = 1, 2, ... , n). Dane ben ist 
{ 
ti<x) = (j -1)' f?<x) = J <oiP) d ,;<i+ 1fr(~i+1 P) d ,;<i+2) ... 
(10) ~+(n-1) a a 
... f (0,_ 1 P) d,;<nl(n-1)! w,.(,;<nl) + [£~l+£~lx+ ... +L~~ixn-i- 1], 
a 
mit 1 ~ j ~ n- 1, und willkiirliche Konstanten L~l 6). 
6 ) Setzt man den in fast allen Punkten von [a, b] gemeinsamen Wert von 
. f(x+h) -f(x) -(h/1!) ·/1(x) ... -h"-1/(n-1)! ·/,._1(x) hmsup und 
h->O h"fn! 
l . . ff(x+h) -f(x) -(h/1!) ·it(x) ... -h"-1/(n-1)!·/,._ 1 (x) lillill ~--~~~~~~~------~--~~~~ 
h->0 h"/n! 
gleich x,.(x), so konnen die Integranden (n - 1)! co,. (~lnl) in den Formehl (9) und 
(10) durch x,.(~lnl) ersetzt werden. 
