In this paper we review the definition of the monodromy of an angle valued map based on linear relations as proposed in [3]. This definition provides an alternative treatment of the Jordan cells, topological persistence invariants of a circle valued maps introduced in [2].
Introduction
Let X be a compact ANR 1 , ξ ∈ H 1 (X; Z) and κ a field with algebraic closure κ.
The r−monodromy, r ∈ Z ≥0 , is a similarity (= conjugacy) class of linear isomorphis T (X,ξ) (r) : V r (X, ξ) → V r (X; ξ), cf definition 2.1. The Jordan decomposition of a square matrix permits to assign to each T (X,ξ) (r) the collection J r (X; ξ) of pairs (λ, k), λ ∈ κ \ 0, k ∈ Z ≥1 ), referred to as Jordan cells in dimension r.
If f : X → S 1 is a tame map as in [2] and ξ f the cohomology class defined by f then the set J r (X; ξ f ) coincides with the set of Jordan cells J r (f ) considered in [2] in relation with the topological persistence of the circle valued map f.
Recall that topological persistence for a real or circle valued map f : X → R or f : X → S 1 (S 1 = R/2πZ) analyses the changes in the homology of the levels f −1 (θ), θ ∈ R or S 1 . It records the detectability and the death of homology of the levels in terms of bar codes cf. [2] , or [4] . In case of a circle valued map in addition to death and detectability there is an additional feature of interest to be recorded, the return of some homology classes of f −1 (θ), when the angle θ increases or decreases with 2π. This feature is recorded as Jordan cells which were introduced in [2] , and describe what the topologists refer to as the homological monodromy or simply the monodromy.
In [3] we have proposed an alternative definition for Jordan cells and for monodromy based on linear relations. For background on linear relations the reader can consult [11] or [3] section 8 .
In this paper we review this definition, provide a new geometric proof of its homotopy invariance (without any reference to Novikov homology used in [3] ) and propose a new algorithm for the calculation of J r (f ) = J r (X; ξ f ), for X a finite simplicial complex and f a simplicial map.
In the present approach the monodromy is first defined for a continuous map f : X → S 1 and a weakly regular angle θ ∈ S 1 (see the definitions in section 3). Note that not all compact ANR's admit enough many angle valued maps with weakly regular angles cf [10] . Note also that for a simplicial map all angles are weakly regular.
Proposition 3.4 shows that the monodromy proposed is independent of the weakly regular angle, remains the same for maps which have weakly regular angles and are homotopic and does not change when one replaces the map by its composition with the projection X × K → X when K is an acyclic compact ANR. These facts ultimately show that the monodromy can be associated to a pair (X, ξ ∈ H 1 (X; Z)), X any compact ANR, and the assignment is a homotopy invariant of the par (X, ξ). All these facts are established in section 3, based on elementary linear algebra of linear relations summarized in section 2. The algorithm for calculating J r (f ) for f a simplicial angle valued map is discussed in section 4. This algorithm can be also used for the calculation of the Alexander polynomial of a knot and of some type of Reidemeister torsions, useful topological invariants. These topological invariants can be regarded as particular cases of monodromy or derived from monodromy.
In section 3 we notice that a generalization of the homological the monodromy discussed in this paper can be obtained when the singular homology H r is replaced by a vector space valued homotopy functor F which is half exact in the sense of A. Dold cf [6] . This F − monodromy is not investigated in this paper but it might deserve attention.
Linear relations
Fix a field κ and letκ be its algebraic closure.
Generalities
Recall from [11] :
-A linear relation R : V 1 V 2 is a linear subspace R ⊆ V 1 × V 2 . One writes v 1 Rv 2 iff (v 1 , v 2 ) ∈ R, v i ∈ V i .
-Two liner relations R 1 : V 1 V 2 and R 2 : V 2 V 2 can be composed in an obvious way, (v 1 (R 2 ·R 1 )v 3 iff ∃v 2 such that v 1 R 1 v 2 and v 2 R 2 v 3 . The diagonal ∆ ⊂ V × V is playing the role of the identity.
-Given a linear relation R : V 1 V 2 denote by R † : V 2 V 1 the relation defined by the property
The familiar category of finite dimensional vector spaces and linear maps can be extended to incorporate all linear relations as morphisms. The linear map f : V 1 → V 2 can be interpreted as the relation " graph f ⊂ V 1 × V 2 " denoted by R(f ) , providing the embedding of the category of vector spaces and linear maps in the category of vector spaces and linear relations. This extended category remains abelian.
-The direct sums R ⊕ R :
One says that:
-The relation R : V W and R : V W are isomorphic or equivalent and one writes R ≡ R if there exists the linear isomorphisms α : V → V and β :
-The relation with the same source and target R : V V and R : V V are similar and one writes R ∼ R if there exists the linear isomorphisms α : There are two familiar ways to describe a linear relation R : V W. They are equivalent.
Two linear maps
In view of 1. the category of linear relation can be regarded as the category of K 2 − representations where K 2 denotes the Kronecker quiver with two vertices a and b and two oriented arrows from a to b, cf [1] .
A linear relation R : V W gives rise to the following subspaces:
Here pr V and pr W denote the projections of V × W on V and W. We have
It is immediate, in view of the above definitions and observations that :
Let R : V V be a linear relation. Define
Consider the composition of relations
and
1. There exists a linear isomorphism T R : V reg → V reg such that R reg = R(T R ).
2. If R : V V and R : V V are similar relations, i.e. there exists an isomorphism of vector spaces ω : V → V such that R = R(ω) · R · R(ω −1 ), then T R and T R are similar linear isomorphisms (precisely T R = ω · T R · ω −1 for some induced isomorphism ω ).
In view of the definition of R reg it is immediate that :
2. If f : V → V is a linear map and V 0 is the generalized eigen-space of the eigenvalue 0 then f
The following rather technical Proposition will be used in section 4.3, where an algorithm for the calculation of R(a, b) reg will be presented as a part of an algorithm for the calculation or r− monodromy. Proposition 2.5
Consider the diagram
and α and β the restriction of α and β. Then
with both α and β surjective. Define
β induced by passing to quotient from β.
For the reader's convenience the proofs of Propositions 2.3 and 2.5 are included in Appendix 1.
Jordan cells, characteristic polynomial and its characteristic divisors
Recall that a Jordan matrix is determined by a pair (λ, k), λ ∈ κ and k a positive integer and when λ = 0 is is called Jordan cell. It is defined by:
Any invertible square n × n− matrix is conjugated with a direct sum of Jordan cells (by Jordan decomposition theorem , cf [8] ) with λ eigenvalue of the matrix.In different words any conjugacy class of linear isomorphism T : V → V denoted by [T ] is determined by a unique collection of pairs = Jordan cells
). Any such collection determines and is determined by the collection of monic polynomials
where P T (z) = det(zI − T ) and P T i (z) is the greatest common divisor of all (n − i) × (n − i)− minors of zI − T cf [8] .
Note that the polynomials 
Monodromy
In this section the homology of a space X is the singular homology with coefficients in a field κ fixed once for all and is denoted by H r (X), r = 0, 1, 2, · · · . An angle is a complex number θ = e it ∈ C, t ∈ R and the set of all angles is denoted by S 1 = {θ = e it | t ∈ R}. The space of angles, S 1 , is equipped with the distance
In this paper all real valued or angle valued maps f : X → R or f : X → S 1 are proper continuous maps with X an ANR. The properness of f forces the space X to be locally compact in the first case and compact in the second.
-A value t ∈ R or θ ∈ S 1 is weakly regular if f −1 (t) or f −1 (θ) is an ANR, hence a compact ANR 2 -A map f whose set of weakly regular values is not empty is called good and a map with all values weakly regular is called weakly tame. If X is compact real valued map f is always good for trivial reasons .
-An ANR X whose set of good angle valued maps maps is dense in the space of all maps with the C 0 =compact open topology is called a good ANR.
-An ANR with the property that the set of all weakly tame maps is dense in the set of all maps with C 0 − fine topology is called very good. Clearly very good implies good. The tame maps considered in [2] are weakly tame with the domain= source a very good ANR.
There exist compact ANR's (actually compact homological n-manifolds, cf [10] ) with no co-dimension one subsets which are ANR's, hence compact ANR's which are not good ANR's.
-The spaces homeomorphic to simplicial complexes, or finite dimensional topological manifolds, or Hilbert cube manifolds (see Appendix 2 for definitions) are all very good ANR's. The first because any continuous map can be approximated by simplicial maps w.r. to a convenient subdivision, the last by the more subtle reasons explained in Appendix 2.
For this paper the concepts of good map, good ANR, very good ANR will be considered under the hypothesis that the space is compact.
As pointed out in introduction, the r−monodromy is first defined for good maps and involves an angle θ, a weakly regular value. It will be shown that the angle is irrelevant. It will be also shown that the r−monodromy depends only on the cohomology class ξ f associated with the map.
Once some elementary properties are established, it will be shown that the r−monodromies can be associated to any angle valued map and provide homotopy invariant of any pair (X, ξ ∈ H 1 (X; Z)) for X any compact ANR.
The following observations will be useful.
) < π are homotopic by a canonical homotopy, the convex combination homotopy.
2. Suppose X is a good ANR f, g : X → S 1 are two maps which are homotopic and > 0. There exists a finite collection of maps
Indeed if f and g are viewed as maps with values in C then the map h t (x) =
Item 2. follows from the local contractibility of the space of maps when equipped with the distance D.
Real valued maps
For f : X → R a real valued map and a ∈ R denote by:
is an ANR. For f : X → R and g : X → R maps as above and a < b
if b is a weakly regular value for g and a is weakly regular value for
a,b (r) the linear relation defined by inclusion induced linear maps i 1 (r) and i 2 (r).
Proposition 3.2 Let t 1 < t 2 < t 3 . Suppose that t 1 is weakly regular for f, t 2 is weakly regular for g and
Note that in 3 and 4, to lighten the writing, "r" was dropped off the notation. We will continue to do so when possible.
Indeed for x ∈ H r (f −1 (t 1 )) and y ∈ H r (f −1 (t 3 )) the commutativity of the diagram (4) implies that xR
By the exactness of the sequence (3) one has 
Angle valued maps
Let f : X → S 1 be an angle valued map. Let u ∈ H 1 (S 1 ; Z) ≡ Z be the generator defining the orientation of S 1 . Here S 1 is regarded as an oriented one dimensional manifold. Let f * :
It is well known fact in homotopy theory that the assignment f ξ f establishes a bijective correspondence between the set of homotopy classes of continuous maps from X to S 1 and H 1 (X; Z).
The cut at θ with respect to f For θ ∈ S 1 a weakly regular value for f define the cut at θ = e it , to be the space X f θ , the two sided compactification of X \ f −1 (θ) with sides f −1 (θ). Precisely as a set X f θ is a disjoint union three parts, X
The topology on X f θ is the only topology which makes X f θ compact and the map from X f θ to X defined by identity on each part continuous. The compact space X f θ is a compact ANR. We have f −1 (θ)
with i 1 , i 2 the obvious inclusions which induce in homology in dimension r the linear maps (between finite dimensional vector spaces)
These linear maps define the linear relation R(i 1 (r), i 2 (r)) := R f θ (r) and then the relation (R g θ 2 (r)].
Proof:
Proof of 1.: For X a compact ANR and ξ ∈ H 1 (X; Z) consider π :X → X an infinite cyclic cover 3 associated to ξ.
Any map f : X → S 1 such that f * (u) = ξ, u the canonical generator of H 1 (S 1 ), has liftsf :X → R, which make the diagram below a pull-back diagram
Here p(t) is given by p(t) = e it ∈ S 1 . Consider θ 1 = e it 1 , θ 2 = e it 2 ∈ S 1 two weakly regular values for f with t 2 − t 1 ≤ π hence t 1 < t 2 < t 1 + 2π < t 2 + 2π. We apply the discussion in the subsection 3.1 to the real valued mapf :X → R and note that
Using the linear isomorphisms induced by π, the linear relations Rf ,f t 1 ,t 2 (r) and Rf ,f t 1 +2π,t 2 +2π (r) can be identified to the linear relation R (r) :
Proof of 2.: Let f, g : X → S 1 be two continuous maps as in item 2. By Proposition 3.1 (1) they are homotopic hence ξ f = ξ g . For any infinite cyclic coverX → X associated with ξ = ξ f = ξ g both f and g have liftsf andg as indicated in the diagrams below
These lifts can be chosen to satisfy |f (x) −g(x)| < and therefore g −1 (t 2 ) ⊂f −1 (t 1 , t 1 + 2π) and f −1 (t 1 + 2π) ⊂g −1 (t 2 , t 2 + 2π). We apply the considerations in subsection 3.1 to the real valued maps f ,g :X → R and conclude that :
) reg .
Proof of 3.:
Recall that for a linear isomorphism T : V → V one denotes by J (T ) the set of Jordan cells which is a similarity invariant.
First observe that if
We apply this observation to
(r). Then (7) implies item 3.
Proof of 4.: In view of item 2. one has
Since ω induces a homeomorphism between X 
If X is a good ANR for a map f there exists good maps f with D(f, f ) < π/2 and in view of Proposition 3.4 (2) [T f (r)] provides an unambiguous definition of the r−monodromy for the map f. Indeed for two such f 1 and f 2 one has D(f 1 , f 2 )) < π which by Proposition 3.4 (2) 
. Then for X a good ANR and ξ ∈ H 1 (X; Z) one chooses f, with ξ f = ξ, and one defines
In order to show that [T (X,ξ) (r)] can be extended to any compact ANR X and that it is a homotopy invariant of the pair (X, ξ), 4 one uses Proposition 3.4 (3) and (4) and the Stabilization Theorem below. This theorem is a consequence remarkable topological results of Edwards and Chapman about Hilbert cube manifolds, cf [7] . An homological proof is also possible but requires more algebraic topology, cf [3] .
Theorem 3.5 Stabilization theorem (R. Edwards and T. Chapman)
1. For any compact ANR there exists K, a contractible compact ANR, such that X × K is a very good compact ANR.
2. Given ω : X → Y a homotopy equivalence of compact ANR's there exists a contractible compact
The statements above are rather straightforward consequences of Edwards and Chapman results however neither 1. nor 2., as formulated above, can be found in their work or in [7] . They can be derived from the mathematics presented in [7] as explained in Appendix 2. The compact ANR K claimed above is actually the Hilbert cube Q, the product of countable many copies of the segment [0, 1].
Extension of r−monodromy to all pairs (X, ξ) To any pair (X, ξ), X compact ANR, ξ ∈ H 1 (X; Z), for any r ∈ Z ≥0 , one defines the r−monodromy
with ξ is the pull back of ξ by the projection of X × K → X. In view of the equality (7) if X was already a good ANR then [T X,ξ (r)] = [T X×K,ξ (r)].
To verify the homotopy invariance consider f i : X i → S 1 representing the cohomology class ξ i . Since ω * (ξ 2 ) = ξ 1 the composition f 2 · ω and f 1 are homotopic and then in view of item 2. of Stabilization Theorem one has the homeomorphism ω homotopic to ω × id
As a summary of the considerations above one has the following Theorem.
Theorem 3.6 To any pair (X, ξ), and r = 0, 1, 2, · · · , X compact ANR, and ξ ∈ H 1 (X; Z) one can associate the similarity class of linear isomorphisms [T (X,ξ) (r)] which is a homotopy invariant of the pair. When f : X → S 1 is a good map with ξ f = ξ is the r−monodromy defined for a good map f and a weakly regular value.
The collection J r (X; ξ) consisting of the pairs with multiplicity, (λ, k), λ ∈ κ, k ∈ Z >0 , which determine the similarity class [T (X;ξ) (r)] as [⊕ (λ,k)∈Jr(ξ) T (λ, k)] is referred to as the Jordan cells of the r− monodromy. 
An example
φ 2π θ 4 θ 2 θ 1 0 circle 1 circle 3 circle 2 1 2 3 Y 0 Y 1 Y θ 6 θ 5 θ 3 map φ r-invariants circle 1: 3 times around circle 1 circle 2: 1 time around 2 and 3 times around 3 circle 3: the identity dimension bar codes Jordan cells 0 (1, 1) (θ 6 , θ 1 + 2π] (3, 1)1 [θ 2 , θ 3 ] (1, 2) (θ 4 , θ 5 )
Representation theory and r-invariants
The invariants for the circle valued map are derived from the representation theory of quivers. The quivers are directed graphs. The representation theory of simple quivers such as paths with directed edges was described by Gabriel [8] and is at the heart of the derivation of the invariants for zigzag and then level persistence in [4] . For circle valued maps, one needs representation theory for circle graphs with directed edges. This theory appears in the work of Nazarova [14] , and Donovan and Ruth-Freislich [10] . The reader can find a refined treatment in Kac [15] .
Let G 2m be a directed graph with 2m vertices, x 1 , x 1 , · · · x 2m . Its underlying undirected graph is a simple cycle. The directed edges in G 2m are of two types: forward a i :
We think of this graph as being residing on the unit circle centered at the origin o in the plane.
A representation ρ on G 2m is an assignment of a vector space V x to each vertex x and a linear map V e : V x → V y for each oriented edge e = {x, y}. Two representations ρ and ρ are isomorphic if for each vertex x there exists an isomorphism from the vector space V x of ρ to the vector space V x of ρ , and these isomorphisms intertwine the linear maps V x → V y and V x → V y . A non-trivial representation assigns at least one vector space which is not zero-dimensional. A representation is indecomposable if it is not isomorphic to the sum of two nontrivial representations. It is not hard to observe that each representation has a decomposition as a sum of indecomposable representations unique up to isomorphisms. The meaning of this matrix as a map is the following: Circle (1) is divided in 6 equal parts, circle (2) in 8 parts and and circle (3) in 4 parts ; the first three parts of circle (1) wrap clockwise around circle (1) to cover it three times, the next 2 wrap clockwise around circle (2) to cover it twice and around circle three to cover it three times. Similarly circle (2) and (3) wrap over circles (1)(2) and (3) as indicated by the matrix. The first part of circle (2) wraps counterclockwise on circle (2).
The map f : X → S 1 is induced by the projection of Y, on the interval [0, 2π] which becomes S 1 when 0 and 2π are identified. This map has all values weakly regular.
In this example it is not hard to see that J 0 (f ) = {(1, 1) J 1 (f ) = {(λ = 2, k = 2) and J 0 (f ) = ∅ However this will be obvious applying the algorithm described in Section 4.
F-monodromy
For a field κ, instead of the homology vector space H r (X), one can consider a more general functor F, a so called Dold half-exact functor cf [6] . Recall that this is a covariant functor defined from the category T op c of compact ANR's and continuous maps (or any subcategory with the same homotopy category) to the category κ − V ect of finite dimensional vector spaces and linear maps which satisfies the following properties:
1. F is a homotopy functor, i.e. F (f ) = F (g) for any two homotopic maps f and g, 2. F satisfies the Meyer Vietoris property, precisely, if A is a compact ANR with A 1 and A 2 closed subsets such that A 1 , A 2 and A 12 = A 1 ∩ A 2 all ANR's and A = A 1 ∪ A 2 then the sequence The same constructions with the same arguments work of define the F − monodromy and as the similarity class R (X,ξ) (F ). There are plenty of such functors and the F −monodromy might be a useful invariant.
Comments
Theorem 3.6 is Implicit in [3] (cf section 4 combined with with Theorem 8 .14) based on the interpretation of the monodromy as the similarity class of the linear isomorphism induced by the generator of the group of deck transformations, on the vector space ker(H rX ) → H N r (X, ξ). HereX denotes is the infinite cyclic cover of X defined by ξ and H N r (X; ξ) denotes the Novikov homology of (X, ξ).
In [3] it is shown that the Jordan cells J r (f ) defined in [2] as invariants for persistence of the circle valued map f are the same as the Jordan cell defined above. Since [3] is not yet in print, for the reader familiar with the notations in [2] section 5 we will provide a short explanations of this statement in Appendix 3.
The characteristic polynomial of [T (X,ξ) (1)] for the pair (X; ξ) with X = S 3 \ K, K an open tube around an embedded oriented circle (knot) and ξ the canonical generator of H 1 (S 3 \ K) = Z is exactly the Alexander polynomial of the knot.
The alternating product of the characteristic polynomials P r (z) of the monodromies [T X;ξ (r)]
calculates (essentially 5 ) the Reidemeister torsion of X equipped with the degree one representation of π 1 (X) defined by ξ, when interpreted as an homomorphism π 1 (X, x) → GL 1 (C), and the complex number z ∈ C, when z = 0. This was pointed out first by J. Milnor and refined by V. Turaev, cf [12] . A precise formulation of this identification will be discussed elsewhere.
The calculation of Jordan cells of an angle valued map 4.1 Generalities

Recall
• A convex k − cell σ in an affine space R n , n ≥ k, is the convex hull of a finite collection of points e 0 , e 1 , · · · e N called vertices, with the property that :
-there are subsets with (k + 1)−points linearly independent but no (k + 2)−points linearly independent,
-no vertex lies in the topological interior of the convex hull.
The topology of the cell is the one induced from the ambient affine space R n .
A k− simplex is a convex k− cell with exactly k + 1 vertices.
• A k −face σ of σ, k < k, is a convex k cell whose vertices is a subset of the set of vertices of σ. One indicates that σ is a face of σ by writing σ ≺ σ.
5 a precise formulation requires additional data which have to be explained A space homeomorphic to a convex k − cell is called simply a k − cell and the subset homeomorphic to a face continues to be called face.
• A finite cell complex Y is a space together with a collection Y of compact subsets σ ⊂ Y, each homeomorphic with a convex cell, with the following properties:
1. If a k− cell σ is a member of the collection Y then any of its faces ω ≺ σ is a member of the collection Y. • If a cell σ ∈ Y is equipped with an orientation o(σ) this orientation induces an orientation for any codimension one face σ described by the rule : first the induced orientation, next the normal vector pointing inside give the orientation o(σ).
If each cell σ of a cell complex is equipped with an orientation o(σ) one has the incidence function I : Y × Y → {0, +1, −1} defined as follows:
The incidence function determine the homology of Y with coefficients in any field.
• Suppose that a total order "≤ " of the set Y of all cells of Y is given and the total number of cells is N. The order is called good order if:
(1) σ ≺ τ implies σ < τ.
In this case the function I(· · · , · · · ) can be regarded as N × N upper triangular matrix (all entries on and below diagonal are 0 ) and is referred below as the incidence matrix of Y.
Suppose that inside Y one has two disjoint sub complexes, Y 1 , Y 2 ⊂ Y. In this case a good order for Y (compatible with Y 1 and Y 2 ) needs in addition to (1) above the following requirements satisfied:
Note that:
1. Given a total order of the cells in Y a simple algorithm permits to change this order into a good total order.
The algorithm the Ordering algorithm is based on the inspection of the n−th cell with respect with all previous cells. If the requirements (1)- (3) are not violated move to the (n + 1)−cell. If at least one of the three requirements is violated, change the position of this cell, and implicitly of the preceding ones if the case, by moving the cell to the left until (1), (2), or (3) are no more violated.
2. With the requirements 1, 2, 3 of good order satisfied the incidence matrix of Y, I(· · · , · · · ), should have the form
with A 1 = I 1 , A 2 = I 2 the incidence matrices for Y 1 and for Y 2 .
3. The persistence algorithm [5] , [9] permits to calculate from the incidence matrix :
(a) first, a base for H r (Y 1 ), then a base for H r (Y 2 ), then a base for H r (Y ), The cut of a simplex Let σ be a k−dimensional simplex with vertices e 0 , e 1 , · · · e k , i.e. a convex k−cell generated by (k + 1) linearly independent points located in some vector space. Let f : σ → R be a linear map determined by the values of f (e i ) by the formula f ( i t i e i ) = i t i f (e i ) t i ≥ 0, t i = 1 and let t ∈ R. Suppose that sup i f (e i ) > t and inf i f (e i ) < t.
The map f and the number t determine two k−convex cells σ + , σ − and a (k − 1)−convex cell σ :
An orientation o(σ) on σ provides orientations o(σ + ), o(σ − )on σ + , σ − and induces an orientation o (σ ) on σ , precisely the unique orientation which followed by gradf is consistent with the orientation of o(σ). Then I(σ ± , σ ) = ±1.
Recall that the map f : X → S 1 ⊂ C is simplicial if the restriction of ln f 6 to any simplex σ is linear as considered above.
The algorithm
The algorithm we propose inputs a simplicial complex X, a simplicial map f and an angle θ different from the values of f on vertices and outputs in STEP 1 two m×n matrices A r and B r with m, the number of rows, equal to the dimension of H r (X f θ ) and n, the number of columns, equal to the dimension of H r (f −1 (θ)). The matrices represent the linear maps induced in homology by the two inclusions of
In STEP 2 one obtains from the matrices A r and B r the invertible square matrices A r and B r such that (B r ) −1 A r represents the r−monodromy and in STEP 3 one derives from (B r ) −1 A r the Jordan cells J r (f ).
STEP 1.
The simplicial set X is recorded by : -the set of vertices with an arbitrary chosen total order, -a specification of the subsets which define the collection X of simplices. Implicit in this data is an orientation o(σ) of each simplex, orientation provided by the relative ordering of the vertices of each simplex, and therefore the incidence number I(σ , σ) of any two simplexes σ and σ.
(Implicit is also a total order of the simplexes of X provided by the lexicographic order induced from the order of the vertices.)
The simplicial map f is indicated by -the sequence of N 0 (the number of vertices) different angles, the values of f on vertices.
The map f and the angle θ provide a decomposition of the set X as X X with X := {σ ∈ X | σ ∩ f −1 (θ) = ∅} and X := X \ X ".
From these data we can derive : -first, the collections Y with the sub collections Y(1) and Y (2) 
Note that Y k+ and Y k− are two copies of the same set X k and Y k (1) and Y k (2) are in bijective correspondence with the set X k+1 .
Inside the cell complex Y we have two sub complexes Y 1 and Y 2 whose cells are :
Incidence of cells of Y : The incidence of two cells in the same group (one of the five types) are the same as the incidence of the corresponding simplexes. The incidence of two cells one in Y 1 the other in Y 2 or one in the group Y (i), i = 1, 2 the other in the group Y is always zero. The rest of incidences are provided by the formulae (12) .
The good order: Start with a good order of Y 1 followed by Y 2 with the same order (translated by the number of the elements of Y 1 ) followed by the remaining elements of Y. Without changing the order in the collection Y 1 Y 2 , since no violation of the requirements 1, 2, 3, appear, we can realize a good order for the entire collection Y with all remaining cells being preceded by the cells of Y 1 ∪ Y 2 . Simply we apply the ordering algorithm to obtain this good order.
As a result we have the incidence matrix I(Y ) which is of the form
with I the incidence matrix of Y 1 and Y 2 .
Running the persistence algorithm one obtains the matrices representing A r :
We run the persistence algorithm on the incidence matrix A to compute a base for of the homology of H r (Y 1 ) = H r (Y 2 ) . We continue the procedure by adding columns and rows to the matrix to obtain a base of H r (Y ). It is straightforward to compute a matrix representation for the the inclusion induced linear maps
STEP 2. One uses the algebraic algorithm to pass from A r , B r to the invertible matrices A r , B r and then to (B r ) −1 · (A ) r described in the next subsection. STEP 3. One uses the standard algorithms to put the matrix (B ) −1 r · A r in Jordan diagonal form(i.e. as block diagonal matrix with Jordan blocks on diagonal.
An algorithm for the calculation of R(A, B) reg
The algorithm presented below inputs two m × n matrices (A, B) defining a linear relation R(A, B) and outputs two k × k, k ≤ inf{m, n}, invertible matrices (A , B ) such that R(A, B) reg ∼ R(A , B ) reg . It is based on three modifications T 1 , T 2 , T 3 described below. The simplest way to perform these modification is to use familiar procedures of bringing a matrix to row or column echelon form (REF) or (CEF) explained below, but much less is actually needed as the reader will see. Here is how the algorithm works.
• (I) Inspect A if surjective move to (II) else:
-apply T 1 and obtain A and B .
-make A = A and B = B and -go to (I)
if surjective move to (III) else :
-apply T 2 and obtain A and B .
-make A = A and B = B and -go to (II) (Note that if A was surjective by applying T 2 , A remains surjective.)
else -apply T 3 and obtain A and B .
-make A = A and B = B and -go to (III)
(Note that if A and B were surjective by applying T 3 , A remains surjective.)
Echelon form for n × m matrices Let κ be a field. An m × n matrix with coefficient in the field κ is is a table with m rows and m columns
A row or column is zero-row or zero-column if all entries are zero and its leading entry is the first nonzero entry. The construction of C is based on "Gauss elimination" procedure consisting in operation of "permuting rows , multiplying rows with a nonzero element in κ and replacing a row by itself plus a multiple of an other row, each such operation is realizable by left multiplication by elementary matrix or permutation matrix cf [8] .
The construction of D is done by : transpose, then apply the construction of C, then transpose again.
Note All basic softwares which carry linear algebra packages contain sub packages which input a matrix and output its (reduced) row/column echelon form as well as the matrix C or D or outputs a Jordan form for a square matrix (at least in case κ = C.
An example
We illustrate Step 2 of the algorithm with A and B derived for r = 1 in the example in Section 3; In this case it is easy to see that for the cut at the angle θ = e 0 one has 
Both A and B are invertible, so consider
Appendices
Appendix 1
For the proof of Propositions 2.3 and 2.5 one needs the following observation.
ii). y ∈ K + + K − iff there exists -a nonnegative integer k,
−k all elements in V, such that:
Proof of Proposition 2.3 (cf [3] ) To establish item 1. one uses Lemma 2.2 (2) applied to the relation R reg . Clearly in view of the surjectivity of π : D → V reg and Observation 5.1 (i) one has domR reg = V reg , so it remains to check that ker(R reg ) = 0.
To verify this we start with x ∈ D s.t xRy, y ∈ (K + + K − ) and want to check that x ∈ D ∩ (K + + K − ).
One uses Observation 5.1 and one produces the elements x i ∈ V, i ∈ Z, x To check item 2. observe that the diagram (2) (in Section 2) induces the linear map π : D/D ∩ (K + + K − ) → D /D ∩ (K − + K + ). This map is obviously surjective since both pairs α, β and α , β being surjective make V = D and V = D . To check that is injective we will verify that p −1 (K ± ) ⊂ K ± .
For this purpose consider diagram (2) with α and β as described and note: 
Indeed suppose inductively that v 1 , v 2 , · · · v i , i ≤ r satisfying properties (19) are produced. Apply the remark to w = α(v i ), w = α (v i ) and v = v r+1 and construct v r+1 .
To conclude p −1 (K + ) ⊂ K + we choose the sequence {v i } to have α(v k ) = 0 which means that v 0 ∈ K + , then v k ∈ ker α which means that v 0 ∈ K + . To conclude p −1 (K − ) ⊂ K − choose a sequence {v i } have v = v k ∈∈ K − for some k and v 0 = 0 and v 0 = 0. Then v k ∈ K − , hence p −1 (K − ) ⊂ K − , which implies that π is also injective. q.e.d.
Appendix 2.
Recall that:
-The Hilbert cube Q is the infinite product Q = i∈Z ≥0 I i = I ∞ with I i = I = [0, 1]. The topology of Q is given by the metric d(u, v) = i |u i − v i |/2 i with u = {u i ∈ I, i ∈ Z ≥0 } and v = {v i ∈ I, i ∈ Z ≥0 }.
-The space Q is a compact ANR and so is X × Q for any X compact ANR.
For any n, positive integer, write Q = I n × Q n and denote by: π n : Q → I n the first factor projection and π X n : X × Q → X × I n the product π X n = id X × π x .
For F : X × Q → R let F n be the restriction of F to X × I n and F n := F n · π X n For f : X → R denote by f := f · π X where π X : X × Q → X is the canonical projection on X.
In view of the definition of the metric on Q observe that :
Observation 5.3
1. If f : X → R is a tame map so is f .
2. The sequence of maps F n is uniformly convergent to the map F.
