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Abstract. We develop and analyze P-optimal approximation algorithms for various generalized 
satisfiability problems and determine the corresponding P-optimal thresholds. The most novel 
aspect of the paper is that we develop new P-optimal algorithms for restricted generalized 
satisfiability problems which are defined by forbidden subformulas. All our algorithms run in 
linear time on a RAM. 
1. Generalized satisflability 
We continue the study of algorithmic extremal problems related to the generalized 
satisfiability problem. These problems have two aspects which are closely related: 
a mathematical nd an algorithmic point of view. The mathematical spects for 
some of these problems have previously been studied in [1, 2, 3]. The algorithmic 
aspects have been considered in [6, 7, 9]. 
We investigate combinatorial optimization problems of the following form: Given 
a sequence of constraints, find an assignment that satisfies as many of the constraints 
as possible. These constraint satisfaction problems appear in many practical applica- 
tions, such as VLSI design. 
Maximization problems of this type are naturally formulated as maximum 0 
satisfiability problems [13, 9]. Formally, a logical relation R of rank n is a mapping 
from {0, 1} n to {0, 1}. Let 0 be a finite set of logical relations R1,.. . ,  Rm which are 
used to express the constraints. A 0-formula S with n variables x~,..., x, is a finite 
sequence of clauses, each of the. form Ri(xb..., x,,), and x~,..., x,, are distinct 
variables. Therefore, a clause in a 0-formula S is determined by a relation in 0 and 
an ordered subset of the variables of S. The maximum 0-satisfiability problem 
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consists of finding, for any ~-formula S, an assignment to the variables of S that 
satisfies the maximum number of clauses. 
As shown in [9], each maximum ~b-satisfiability problem has an associated constant 
• ~, which has the following meaning: The fraction ~ of the clauses can be satisfied 
in polynomial time in any ~-formula S. However, if it can be decided in polynomial 
time whether at least the fraction ~'> 7, (7' rational) of the clauses can be satisfied, 
then the maximum ~-satisfiability problem can be solved in polynomial time. 
Therefore, if the maximum ~b-satisfiability problem is NP-equivalent, hen the set 
of ~-formulas which have an assignment satisfying the fraction ~"> 7, (7' rational) 
of the clauses is NP-complete. In this case, 7¢, is called a P-optimal threshold and 
an algorithm which is guaranteed to satisfy the fraction ~, of the clauses is called 
a P-optimal algorithm. 
In this paper we consider the d/-z-extremal problem, which is defined as follows: 
A ~-formula S is said to be z-satisfiable if any z clauses in S can be satisfied [7]. 
Let r~,.~ denote the maximum fraction of clauses that can be satisfied for all 
z-satisfiable ~b-formulas. The d/-z-extremalproblem consists of finding a polynomial 
algorithm Az which satisfies at least the fraction ~',,~ of clauses in any z-satisfiable 
formula. Notice that the condition of being 1-satisfiable is no condition at all if 
does not contain the relation Rf, which is always false. Therefore, the ~-l-extremal 
problem is completely solved in [9]. The situation becomes much more complicated 
for z equal to or greater than two because complexity arises out of interaction 
between clauses. The symmetrization technique developed in [9] cannot be applied 
directly because symmetrizing a z-satisfiable formula (z ~> 2) results in a symmetric 
formula which is not z-satisfiable in general. However, we have been able to solve 
the ~-2-extremal problem for all but two pairs of logical relations of rank two and 
for a special system of linear inequalities. 
There is a connection between the ~-z-extremal problem and the polynomial time 
approximation scheme [5]. Let ~b be a finite set of relations and assume that 
lim 7, , z  = 1. 
z- -~o0 
Then, the collection of algorithms Az for z ~> 1 which solve the ~,-z-extremal problems 
yields a polynomial approximation scheme for the O-satisfiability problem (consider 
only the satisfiable formulas). However, we will show that, in many cases, the above 
assumption does not hold. 
In this paper we adopt the following notation for describing relations. Let R~ 
(1 ~<j<~ m) be a boolean expression. A set of m relations is given in the form 
~b = {Rl (a l ,  a2 , . . . ,  an1) ,  R2(al, a2,  . . . , an2) , . . . ,  Rm(a l ,  a2 ,  . . . , an , , )} .  
Example. If ~, = {a = 0, a + b I> 1}, then ~ contains the two relations Rl(a)*+ a = 0 
and R2(a, b) ~ a -t- b ~> 1. 
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The remainder of this paper is organized as follows: In Section 2 we determine 
~',.2 for all but two pairs of relations of rank ~<2. We also give the corresponding 
polynomial algorithms which satisfy at least the fraction ~'~,,2. These algorithms turn 
out to be suitable, nontrivial extensions of algorithm 0-MAXMEAN* given in [9]. 
In Section 3 we prove similar results for special systems of linear inequalities. Some 
of the ~',,2, which are determined in Sections 3, 4, and 5, are shown to be P-optimal 
thresholds in Section 4. In Section 5, we discuss some implications of a result due 
to Erd6s and disprove a conjecture given in [7]. 
2. Pairs of logical relations of rank 2 
The numbers ~-,.~ for any 0 containing at most two logical relations of rank 2 
have been determined in [8] by using the method of [10]. 
In the following we determine ~',.2 for most 0 containing at most two logical 
relations of rank 2. Table A.1 shows our results and contrasts them with the 
1-satisfiability results (see Appendix A). 
For the proofs we group the sets 0 of relations according to the following 
properties: 
(I) ~',.2 = 1: satisfiable cases, 
(2) ~-,,~ = ~,,2: invariant cases, 
(3) reducible cases, 
(4) remaining cases, 
(5) unsolved cases. 
2.1. Satisfiable cases 
We first make a simple observation. 
Lemma 2.1. I f  both relations in O are uniquely satisfiable, then any 2-satisfiable 
O-formula is satisfiable. 
ProoL Let S be a 2-satisfiable O-formula. Let V~(S)= {xlvariable x of S appears 
in some clause c of S and x must be assigned i in order to satisfy clause c} (i = O, 1). 
Since S is 2-satisfiable, Vo(S) c~ VI(S) = f£ Therefore, S can be satisfed by assigning 
i to all variables in V~(S) (i = O, 1). [] 
Lemma 2.1. implies, e.g., that q'{a-bfl,a+b=2},2 - - ' -  1 and T{a_b~l,a+b=O}.2 - "  1.
2.2. Invariant cases 
In this section we analyze sets of relations 0 for which the 2-satisfiability require- 
ment does not exclude certain subformulas. Therefore, ~',.~=~',~. Let 0 = 
{a + b = 1, a - b # 1}. It is easy to see that any 1-satisfiable 0-formula is 2-satisfiable. 
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Therefore, 
" l '{a+b=l ,a -b~ l},2 - -  2. 
By the same argument, 
3 
" l '{a+b~l ,a+b~l},  2 -~- ~. 
2.3. Reducible cases 
In this section we discuss 2-satisfiability problems that can be reduced to 1- 
satisfiability problems in a novel way. For the ~b discussed in this section we show 
that ~'~,.2 = r~,,~ for some suitably chosen ~/,'. An assignment J '  which satisfies the 
fraction ~,,~ in a ~/,'-formula can easily be transformed to an assignment J which 
satisfies the fraction z~,.2 in a 2-satisfiable @-formula. 
In the following we will use the following terminology. Let @ contain the relation 
a -  b = 1 which has only one satisfying assignment. For a ~b-formula S we denote 
by Vo(S) the variables b which appear as second variable in a clause a-  b = 1. 
V~(S) contains all variables a which appear as first variable in a clause a -  b = 1. 
It is easy to see that Vo(S) and V~(S) are disjoint. 
Theorem 2.2 
7{a_b=l,a+b~l},2 ~- 7{a~l,a+b~l},l ~- ½(~- -  1). 
Proof. Note that a tp-formula is 2-satisfiable iff the subformula - b = 1, b - c = 1 
is forbidden. 
Let ~ = {a - b = 1, a + b ~< 1} and ~' = (a = 1, a + b <~ 1}. Given a 2-satisfiable 
~-formula S, we get a 1-satisfiable ~'-formula S' which is also 2-satisfiable by 
replacing each clause in S of the form a - b = 1 by a = 1. 
We now show that in formula S we can satisfy at least as many clauses as in S'. 
This is surprising since the relation {a-  b = 1} was replaced by the weaker elation 
{a = 1}. For any assignment J', let J be such that 
{~ '(x) i f x~ V~(S), 
J (x )= i fx~ Vo(S), 
where Vo(S), V~(S) are as given above. This modi fed assignment J satisfies at least 
as many clauses in S as J '  in S'. In S' we can satisfy at least the fraction 
• ,,., =½(45-  I) 
[7], and, therefore, 
• 1). 
On the other hand, any ~'-formula S' can be transformed to a ~-formula $, so that 
in both formulas the same fraction of clauses can be satisfied: Replace each clause 
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in S' of the form a = 1 by a - z,, = 1, where z~ is a new variable. Therefore, 
• [ ]  
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This proof actually contains a polynomial algorithm that is guaranteed to satisfy 
the fraction r,.2 of the clauses in any 2-satisfiable ~-formula. This algorithm first 
preprocesses the input formula (replace each clause of the form a-b = 1 by a = 1). 
Then it applies ~b-MAXMEAN* and 'fixes' the obtained assignment according to the 
above rule. 
Since 
T{a_b=l ,a+b~l} ,2  ~ T{a_b=l ,a+b~l} ,2   
we can rename all the variables and obtain 
~o-b=l,°+b~l),2 = ~t,=o,,+b~.l).l = ½(~/5-- 1). 
Note that, by using the same technique, one can also prove that, if ~ contains 
the relation a - b = 1 and all disjunctions containing at least p >t 2 positive literals, 
then 7,.1 =¼ and 7,.2 = 1 -  a p, where a is the solution of x p= 1-x  (0<x < 1) [10].  
2.4. Remaining cases 
Here we determine ~,2 for sets ~b of relations which have the following characteriz- 
ation: the set ~ contains two relations R~ and R2. R~ is uniquely satisfiable, and 
R2(x, y) can be satisfied when x (or y) is assigned 1 or 0, i.e., any two R2-clauses 
can be simultaneously satisfied. 
We start with the following observation: Let V~ and V2 be disjoint sets of variables. 
If S is a ~-formula with clauses of the forms: 
R~(x,y), xe  VI, ye  V2, or R2(x,x'), x,x 'e V~, or R2(y,y'), y,y'e I/2, 
then the characterization f ¢ ensures that S is 2-satisfiable. We say that S satisfies 
the partition condition if the variables in S have a partition with the property described 
above. We denote by SYM(~/,, 2) the subset of all such ~-formulas. 
Let V~, V2 be the partition associated with a formula S in SYM(~b, 2). Let/2i be 
the full permutation group on V~ (i = 1, 2) and/2 =/21 x/22 be the direct product 
of the two groups. So, 1"2 acts on the variable set of S by acting on V~ separately. 
For tre/2 we define tr(S) to be the formula obtained from S by permuting the 
variables with tr, that is, 
x . )  = #(x.)). 
Let/2(S) be the concatenation of all tr(S) with tr in/2. Briefly speaking, instead 
of symmetrizing S with respect o the whole set of variables, we symmetrize it with 
respect to the partition V~, V2. By construction,/2(S) satisfies the partition condition 
with respect o the same partition V~, V2. Therefore, it is still in SYM(O, 2) and, 
hence, is 2-satisfiable. We will present ageneral solution to the O-2-extremal problem 
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for formulas in SYM(~, 2), and then reduce the @-2-extremal problem for the whole 
set of formulas to this subset case by case. 
In the following, we let maxsat(S) denote the maximum fraction of clauses that 
can be satisfied in S, let mean~(S) denote the average number of clauses in S 
satisfied by all assignments hat assign 1 to i variables of V~ and j variables of V2, 
and let maxmean2(S) denote the maximum among mean~j(S) for all (i, j). We also 
define 
z~,,,2 = inf{maxsat(S) : S is a 2-satisfiable ~-formula with n variables}, 
~'n,SVM<,,2) = inf{maxsat(S) : S ~ SYM(~,, 2) is a formula with n variables}. 
Proposition 2.3. (i) For S in SYM(~b, 2), we have 
maxmean2(S) 
maxsat(D(S)) = <~ maxsat (S), 
el(S) 
where el(S) is the number of clauses in S. 
(ii) For SYM(tp, 2), the fraction ~'~,SYM<~,2) of the clauses can be satisfied in poly- 
nomial time. 
Proof. (i) Suppose that S e SYM(~b, 2) with the associated partition V~, V2. Then, 
D(S) contains all tr(S) where cr~/2 = ~xD2.  So, if, for instance, S contains a 
clause R~(x, y) with x e V1, y ~ V2, then O(S) contains all clauses R~(X, y), where 
x ~ V~, y e V2, each replicated the same number of times. Therefore, for fixed (i,j), 
every assignment that assigns 1 to i variables of I/1 and j variables of V2 satisfies 
the same fraction of clauses in ~(S),  which is exactly mcan~(S)/cl(S). Hence, 
maxmean2(S) 
maxsat(D(S)) = <~ maxsat(S). ¢1(s) 
(ii) Apply the partitioned version of t~-MAXMEAN* described in [9] with respect 
~o the partition I/1, V2; then at least maxmean2(S) clauses in S are satisfied. Now, 
maxmean2( S)/ el( S) = maxsat(D(S)), and maxsat(O(S))~> ~,~sv~<,,2), and, thus, (ii) 
follows immediately. [] 
The next step is to reduce the extremal problem for the whole set of ~-formulas 
to the subset SYM(~b, 2). Before going on, we remark that Proposition 2.3 has the 
following implication: To find a worst-case formula in SYM(~b, 2) that has the 
associated partition I/1, V2, where VI = {xl , . . . ,  x=}, V2 = {y,. . . ,  Yt}, it is enough to 
consider formulas of the following kind: 
w~:Rl(x~,yj) (l<~i<~m, lrj<~l), 
w2:R2(xi, xj) (l<~i<j<~m), 
w3:R2(y~,yj) (l<~i<j<~l), 
where the wi denote integer weights which are to be determined. (In general, 
w: R(x, y) stands for w copies of the clause R(x, y).) This will be done quite 
explicitly in the sequel. 
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2.4.1. ~b={a+b<~l,a+b=2} 
Note that a ~-formula is 2-satisfiable iff the subformulas a + b <~ 1, a + b = 2 and 
a + b <~ 1, b + a =2 are forbidden. 
Theorem 2.4. 7,.2=½. 
Proof. It is easy to show that ~¢,.2 ~½. 
Based on the previous remark and the fact that both R~, R 2 are  symmetric in the 
arguments, a worst-case sequence S~ in 2n variables in SYM(O, 2) can be constructed, 
where the nth element Sn is given by 
Wl:Xi+yj=2 (1 <~/,j<~ n), 
W2"Xi-kxj~l (l<~i<j<~n), 
wE:Yi+Yj<~l ( l<~i<j~n),  
where the w~ are to be determined. In fact we will simply choose w~ = 1 (i = 1, 2) 
=1 and show that inf{maxsat(S.)" n I> 1} =½. This will prove ¢¢,2~½, hence, ~'~.2 ~. [] 
Formula Sn is symmetric in the x- and y-variables. If kl of the x-variables and 
k2 of the y-variables are assigned 1, then the fraction 
klk2 + (~) = (~') + (~.)- (2 ~) 
sat(k,,k2, S . ) -  n2+2(~ ) 
of the clauses in S, is satisfied. Note that 
Since 
we have 
2(~) - [~((k~- k2) 2 - (k~ + k2)) ] 
sat(k1, ke, S. )  - n 2 + 2(~) 
- (k l  - k2)2+ k~ + k2<~ k~ + k2<~ 2n, 
max sat(k1, k2, " "-< 2(~) + n n 
O~'lkl.~2~rl J"~rl,~ 2(~) + n 2 = 2n -- 1' 
which decreases with n. Therefore, 
inf max sat(k1, k2, S. )6  l im n 1 2" 
n O~kt,k2~n n-~oo 2n  - 1 
Since q'{a-t-b~l, a+b..O},2 ~" T{a-#-b~l,a-t-b=2},2, by renaming each variable we obtain 
1 
T{a+b;~l.a+b=O}.2 ~- ~. 
2.4.2. O/={a+b=O,a+b=l} 
Note that a 0-formula is 2-satisfiable iff the subformulas a + b = 0, a + b --- 1 and 
a + b - 0, b + a = 1 are forbidden. 
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Theorem 2.S. ~.2  = 4. 
Proof. Again, a worst-case sequence Sn in 2n variables in SYM(0, 2) is given by 
wl:xi+yj=O (1<~/,j~< n), 
w2:xi+xj=l (l<~i<j<~n), 
v2"Yi+yi=l (l<<-i<j<~n), 
where wl and w2 are positive integer weights. Each clause xi + yj = 0 occurs wl times 
and each other clause occurs w2 times. We will choose wl and w2 such that the 
fraction of satisfiable clauses is minimal in S. We show that w~ and w2 can be chosen 
such that in the limit only the fraction 4 of the clauses can be satisfied in S~, $2, . . . .  
Let r = Wl/Wl + w2. If m~ of the x-variables and m2 of the y-variables are assigned 
0, then the fraction 
rml m2 + (1 - r)[ ml(n - ml)+ m2(n - m2)] 
sat(m1, m2, Sn) - rn2+ (1 - r)2(~) 
of the clauses in S~ is satisfied. Let 
f (ml ,  m2) = rmlm2 + (1 - r)]ml(n - ml) + m2(n - m2)] 
= ( r-1)(  m~ + m~) + rmlm2 + (1-  r)n( ml + m2). 
By elementary calculus, a necessary and sufficient condition for sat(m1, m2, S~) 
having a relative maximum, is as follows: 
(1) D~f= Dzf=0,  
(2) Af = (DH D22 - D 2)f > 0, 
(3) Dnf< 0. 
By straightforward computation, one sees that, for r < ~, m~ = m2 = ((1 - r)/(2 -3  r))n 
is the unique pair such that all these conditions hold. Hence, sat has a unique 
maximum at m~ = m2 = ( (1 -  r)/(2-3r))n. If we substitute in sat, we get 
((1-r)Z/(2-3r))n 2 ((1-r) : / (2-3r))n:  
maxsat($~) - - , 
rn2+ (1 -  r)2(~) n2- (1 - r )n  
lira maxsat(S,,) = (1 - r ) : / (2 -3r )  = g(r). 
TI-~.OD 
g(r) has a minimum for r ] and g(-~) 4. Therefore, ~,,2-~. Since ¢¢.1 =4, we have 
4 shown that ~ '~-  ~. [] 
S ince  T{a+bffi2,a+bfl},2=T{a+bffiO,a+bffi l},2s by renaming 
4 
"r{a+bffi2,a+bffi l},2 .~- ~. 
each variable we have 
2.4.3. O={a+b=l ,a -b=l}  
Note that a 0-formula is 2-satisfiable iff the subformula a -  b = 1, b -c  = 1 is 
forbidden. Recall that with every 2-satisfiable 0-formula S there is a partition of 
the variables into two sets Vo(S) and VI(S) with respect o the relation a -  b = 1 
in 0- 
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Theorem 2.6. (i) ~,~ -- ~.4 
(ii) There is a polynomial algorithm which satisfies the fraction ~',~,,2- 
Proof. First we prove (ii). Let S be a 2-satisfiable 0-formula. Consider the disjoint 
set Vo(S) and VI(S), which were defined earlier. Now replace all clauses of the 
form a+b = 1 (a e VI(S), be Vo(S)) by clauses of the form a -b  = 1. Then the 
resulting formula S' satisfies the partition condition, the associated partition being 
Vo, V~. Since a - b = 1~ a + b = 1, it is impossible to satisfy more clauses in S' than 
in S with any assignment. Since S and S' have the same number of variables, we 
conclude that ~,,~,2 = ~',,sY~(~.2). Therefore, by Proposition 2.3, this fraction can be 
satisfied in polynomial time by applying the partitioned version of 0-MAXMEAN*. 
The partitioning for a given formula S is given by Vo(S) and V~(S). This method 
has the following very desirable property: For any 2-satisfiable 0-formula with n 
variables it guarantees to satisfy at least the fraction ~'~,,2, which can be satisfied in 
any (even in the worst) 2-satisfiable 0-formula with n variables. Note that, for any 
finite n, r,,,,2> ~',.2. 
To prove (i), we first notice that S' can be transformed into a 2-satisfiable {a + b = 2, 
a + b = 1}-formula by renaming all the variables in Vo(S), so, **,2~>~. On the other 
hand, the sequence constructed in Section 2.4.2 can be transformed into a sequence 
4 of 2-satisfiable 0-formulas by renaming, so, **,2 ~< ~. We conclude that to,2 = ~. [] 
2.5. Unsolved cases 
For two of the pairs of relations of rank ~<2 we were not successful in computing 
the exact value of the constants ~'~,2- We have the following partial results (which 
we give without proofs): 
1 6 ~ T{a_b#l,a_bffil},2~2, 1~ T{a+b#l,a_bffil},2~]_6. 
The methods which we developed failed in these cases. 
3. Linear inequalities 
In this section we deal with the 2-satisfiability problem for special systems of 
linear inequalities. They are of the form 
FI 
a ix~ b, 
j--1 
where a t e {±1}, b an integer (xj = 0 or xj = 1). We call such an inequality a simple 
inequality. 
We consider the set ¢ of all simple inequalities with at most three variables. It 
follows from the results in [9] that ~-,.~ =~. We show here that ~,~ = ½ in two steps. 
~1 1 The step ~-,~-~: is proven by using a sequence argument of the last section. ~,.2 ~>: 
is shown by a sequence of polynomially constructive reductions. Our proof method 
breaks down for inequalities with more than three variables. 
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Theorem 3.1. Let O contain all simple linear inequalities of rank <<-3. Then, 
(i) ~',,2 = ½, 
(ii) there is a polynomial algorithm to satisfy half of the clauses in any 2-satisfiable 
O-formula. 
Proof. Since "l'{a+b=2,a+b<l}.2 : ½, we know that ~,,2 <~ ½. We give a sequence of reduc- 
tions to prove that %,,2 ~> ½. The reductions are polynomially constructive in the sense 
that they contain a polynomial algorithm which satisfies half of the clauses. 
Proposition 3.2. Let O' contain all linear inequalities of exactly rank 3. Then, 
7,,,2=½. 
Lemma 3.3. Proposition 3.20  Theorem 3.1(i). 
ProoL Let S be a 2-satisfiable 0-formula. We transform S to a 2-satisfiable 0'- 
formula T(S) that has the following property: If  T(S) has an assignment satisfying 
the fraction a of the inequalities in T(S), then S has an assignment satisfying at 
least the fraction a of the inequalities. 
T is defined as follows: 
(1) Any inequality ajx~ i> b is replaced by 
a~xj + y + z >>- b + 2, 
where y and z are new variables. 
(2) Any inequality Y~2= 1ajx~ i> b is replaced by 
2 
Y. aTxj+y >~ b+ 1, 
j= l  
where y is a new variable. It is obvious that T has the described property. [] 
Proposition 3.4. Let O" contain all linear inequalities of rank 3 that are not uniquely 
satisfiable (i.e., which have more than one satisfying assignment) and the uniquely 
satisfiabale inequality - x -  y -  z >I O. Then, 
TO,,,2 ~ ½. 
Lemma 3.5. Proposition 3.4=~Proposition 3.2. 
Proof. Since the considered formulas are 2-satisfiable, there must be a renaming 
for a given 0'-formula which removes all uniquely satisfiable inequalities, except 
at most one. This is a straightforward consequence of the definition of 2-satisfiabil- 
ity. [] 
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Proposition 3.6. Let 
O/*={x+y+z>~2, x+y-z~ 1, x-y-z>~O,-x-y-z>~O}. 
Then, 
1 ~'~,*,1 = ~. 
Lemma 3.7. Proposition 3.6~Proposition 3.4. 
Proof. ~" contains the following relations (excluding the relations which are always 
or never satisfied): 
(1) x+y+z>-2, (4) x+y-z~>0,  (7) -x-y-z>~O, 
(2) x+y+z~>l ,  (5) x-y-z>~O, (8) -x -y -z>~- l ,  
(3) x+y-z>~l, (6) x-y -z~- l ,  (9) . -x-y-z>~-2. 
Let S be a 2-satisfiable $'-formula. We transform S to a (1-satisfiable) O*-formula 
T(S) with the property that in S we can satisfy at least as many clauses as in T(S). 
T is defined by the following: 
(a) Replace relation (2) by relation (1). 
(b) Replace relation (4) by relation (3). 
(c) Replace relation (6) by relation (5). 
(d) Replace relations (8) and (9) by relation (7). 
It is obvious that T has the described property. [] 
Proof of Proposition 3.6. Let ql (q2) be the number of clauses which contain 
inequalities (1) or (3) ((5) or (7)). If ql > q2, then the assignment which assigns 1 to 
all variables atisfies at least half of the clauses. Otherwise, the assignment which 
assigns 0 to all variables atisfies at least half of the clauses. [] 
Proof of Theorem 3.1 (continued). Since the sequence of reductions i  polynomially 
constructive, we have proved(ii) of Theorem 3.1. [] 
4. P-optimal thresholds 
So far we have determined the mathematical constants ~,,2 for several sets of 
relations 0. In this section we will prove that some of these ~,,2 are actually P-optimal 
thresholds. For these proofs we will use a general result which is explained in the 
following. 
In [9] it is shown that if the 0-satisfiability problem is NP-complete, then the 
following set is NP-complete: the set of ~,-formulas which have an assignment 
satisfying the fraction ~' of the clauses, for any rational ~'> ~, (~"~< 1). Here we 
state a straightforward generalization of this result. We claim, essentially, that the 
above statement holds even if the 0-satisfiability problem is polynomial, provided 
that the maximum 0-satisfiability problem is NP-equivalent. The proof combines 
the binary search method with the proof idea given in [7]. 
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Theorem 4.1. Let F be a subset of O-formulas. I f  
(a) the maximum O-satisfiability problem for the formulas in F is NP-equivalent, and 
( b ) F is closed under concatenation of formulas with disjoint variables, then for any 
rational 7" > ~'r (C< 1) the following set is NP-complete: The @formulas in F which 
have an assignment satisfying at least the fraction ~" of the clauses. 
Proof. For the proof of this theorem we refer to [9]. [] 
Schaefer [13] has given an interesting characterization of the NP-complete 
satisfiability problems. Unfortunately, no analogous characterization is known for 
the maximum O-satisfiability problem. Therefore, we do not have an easy way of 
determining for a given d/ whether the corresponding maximum 0-satisfiability 
problem is NP-equivalent. 
Furthermore, if the maximum d/-satisfiability problem for z-satisfiable formulas 
is NP-equivalent, then it is usually not clear that the maximum 0-satisfiability 
problem for ( z+ 1)-satisfiable formulas is NP-equivalent. (An example of such an 
NP-equivalence proof for d/={a+b= 1}, z=3 is given in [11, p. 306]. The NP- 
equivalence for z = 1, 2 was shown in [4].) 
Now, we introduce the notion of embedding which will be used in this and the 
following sections. Let d/, 0'  be two sets of relations. We say that 0 is embedded in
d/' if there is a transformation i mapping a 0-formula S into a 0'-formula i(S) such 
that 
(1) for any z ~> 1, if S is z-satisfiable, then i(S) is z-satisfiable, 
(2) if an assignment T satisfies the maximum fraction of clauses in S, then T 
satisfies the maximum fraction of clauses in i(S). 
Let 
d/ l={x+y=l},  02={x+y>~l,x+y<~l}. 
Note that a graph G can be formulated as a Ol-formula S, where a + b = 1 is a 
clause in S iff (a, b) is an edge in G. A z-satisfiable d/l-formula then corresponds 
to a graph with no odd cycles of length less than or equal to z. 
Proposition 4.2. (i) d/l is embedded in d/2. 
(ii) The maximum satisfiability problems for d/l, d/2 are NP-equivaient. 
Proof. The maximum satisfiability problem for ¢1 is just the MAxCuT problem, 
which is well known to be NP-equivalent (see [4]). 
Now we construct an embedding of 01 into 02. For any 01-formula S, we form 
a 02-formula i(S) as follows: for a clause x+y = 1 in S, form a pair of clauses 
x+y<~l, x+y>~l in i(S). It is easy to see that if S is z-satisfiable, so is i(S) for 
any z. We also observe that any assignment T satisfies at least one clause of the 
pair x+y<~ 1, x+y>~ 1 in i(S), and it satisfies both iff it satisfies x+y = 1 in S. So, 
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the number of clauses in i(S) satisfied by T is exactly cl(S) plus the number of 
clauses in S satisfied by T. Therefore, i defines an embedding of 0~ into 02. Also, 
maxsat(i(S)) =½(maxsat(S) + 1). 
This proves (i). 
Part (ii) follows 
equivalent. [] 
immediately from (i) and the fact that MAxCUT is NP- 
We are now ready to prove the following theorem. 
Theorem 4.3. I f  O is a set of relations containing Ot or 02 as a subset, then the maximum 
satisfiability problem for z-satisfiable O-formulas is NP-equivalent for z = 1,2. And z,.z 
are P-optimal thresholds. 
Proof. Observe that a 1-satisfiable 0i-formula (i= 1, 2) is also 2-satisfiable. The 
theorem then follows from Theorem 4.1 and Proposition 4.2. [] 
As a consequence of Theorem 4.3, many ~'~,z (z = 1, 2) determined in previous 
sections arep-optimal thresholds. 
Example 4.4. In Section 2, all 0 containing relation x+y = 1 have ~',,z (z = 1, 2) as 
P-optimal thresholds. 
1 Example 4.5. (1) 0 contains all simple linear inequalities of rank ~2. Then ~',.1 =~, 
t z,.2 =~ are P-optimal thresholds. 
(2) 0 contains all simple linear inequalities of rank <~3. Then z,.t = i, ~',.2 = ½ are 
P-optimal thresholds. 
5. Some impl icat ions o f  Erdfs '  results 
Erd/Js determined the constants ~',.z (z ~ 1) for the MAxCtrr problem [1, 3]. He 
proved the following theorem. 
Theorem 5.1 (Erd6s [1]). For O = {a + b = 1}, 
1 
i l im , 2 
Z,-C.OD J 
By the probabilistic method, Erd~is showed the existence of a sequence of z- 
satisfiable 0-formulas, in which in the limit only one half of the clauses can be 
satisfied. This is surprising since the condition of being z-satisfiable rules out more 
and more graphs from the set of all graphs as z increases (odd cycles of length <~z 
are forbidden), yet the asymptotical limit of satisfaction stays the same! 
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Since lim~_.~ r,,: = ½, the polynomial time approximation scheme proposed in 
Section 1 does not work for ~. One might argue that there is no need for such an 
approximation scheme since the O-satisfiability problem in this case is in P. However, 
through embedding, we will see more problems that do not admit the proposed 
polynomial time approximation scheme. 
Observe the following simple fact. 
Fact. Let ~, O' be two sets of relations and let ~ be embedded in O' by mapping i. 
Then, 
r,,z <~ inf{maxsat(i(S)) : S is a z-satisfiable O-formula}. 
Let 
Ol={x+y=l} ,  O2={x+y<~l,x+y>>-l}, 
~3 = the set of relations representing 3CNF. 
(3CNF is the set of boolean formulas in conjunctive normal form which have at 
most 3 literals per clause.) 
Proposition 5.2. 01 is embedded in 02, 02 is embedded in d/3, and limz_.oo r,~,~ < ~, for 
i=2, 3. 
ProoL ~,t is embedded in O2 by Proposition 4.2. 02 is embedded in 03 by the natural 
inclusion map since x + y I> 1 and x + y ~< 1 can be written as a disjunction of x, y 
and a disjunction of ~, ~, respectively. 
For any ~'l-formula S, maxsat(i(S)) =½(1 + maxsat(S)), as was shown in Proposi- 
tion 4.2. So, 
inf{maxsat(i(S)):S is a z-satisfiable ~q-formula} 
= ½+½(inf{maxsat(S)" S is a z-satisfiable Orformula}) 
1+1 
By the above Fact, 
~<l_t_! 
Z-~OO Z-4*OD 
and 
lim T,~,z 6 lira r~,, ~< ~. [] 
Z--~O0 Z --1.00 
Theorem 5.3. Let 0/be a set of relations containing 01 or ~'2 or d/3 as a subset. Then, 
the O-satisfiability problem does not admit the proposed polynomial time approximation 
scheme. 
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Proof. The proof of this theorem is a direct consequence of Proposition 5.2. [] 
Example 5.4. For the sets of relations ~b mentioned in Examples 4.4 and 4.5, the 
proposed polynomial time approximation scheme does not work. 
Example 5.5. 3CNF does not admit the proposed polynomial time approximation 
scheme. Note that the satisfiability problem for 3CNF is NP-complete. This example 
disproves a conjecture in [7, p. 420]. 
We now see that the proposed polynomial time approximation scheme does not 
work for all 0 even if we require the @satisfiability problem to be NP-complete. 
The question is then: for what ~/, does it work? Unfortunately, we do not know the 
answer. 
6. Conclusions 
The ~b-l-extremaI problem allows an elegant solution: There is one uniform 
polynomial algorithm ~b-MAXMEAN*, which is guaranteed to satisfy at least the 
fraction 7,.i of the clauses of a ~-formula [9]. This paper suggests that the ~,-2- 
extremal problem does not allow such an elegant solution. We observed (for the 
~-2-extremal problems we have solved so far) that at least one of the following 
modifications of ~-MAXMEAN* is guaranteed to satisfy at least the fraction ~',~ in 
polynomial time (all our algorithms run in linear time on a RAM), although 
sometimes a simpler algorithm would suffice: 
(1) ~-MAXM~AN*, without modifications. 
(2) Rename the input formula properly before applying ~-MAXMEAN*. 
(3) Preprocess the input formula properly (not only by renamings), apply ~- 
MAXMEAN*, and then fix the computed assignment. 
(4) Use a partitioned version of @MAXM~AN*. 
The general @z-extremal problem (for any given positive integer z> 2) is far 
from being solved , even for the special case of the regular satisfiability problem. 
Appendix A 
Table A.1 shows the 1-satisfiability and 2-satisfiability constants ~'~,.1 and ~',,2 for 
pairs of relations of rank at most 2. (The second line of each row gives the 
2-satisfiability constants.) The starred entries required interesting new proof methods. 
The starred relations are uniquely satisfable. The two 2-satisfiability entries with a 
question mark are unknown, gr is the golden ratio ½(x/5-1). 
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T~IeA.1. 
a=O a=l  a-b=l  a -b#l  a+b=l  a+b#l  a+b~l  a+b=2 a+b~l  a+b=O 
*a=0 1 
1 
1 1 *a=l  
1 1 
1 1 1 *a -b=l  ~ ~ 
1 1 1 
1 1 a-b~l  1 1 
1 1 ? 1 
1 1 1 1 1 a+b=l  ~ ~ ~ ~ 
1 ! 3"  ! i 
2 2 
l 1 z 1 a+b~l  1 1 ~ 
1 1 ? 1 ½ 1 
1 1 a+b~l  1 gr ~ 1 ~ 1 
1 1 1 gr gr* 1 
1 4 *a+b=2 ½ 1 ~ 1 ~ 1 
4* ! 1 1 1 - 1 2 9 
t 1 1 1 a+b~l  gr 1 ~ 
l 1 gr 1 gr* 1 
1 I 1 4 *a+b=0 1 ~ ~ ~ 1 
4,  l 1 1 1 1 
1 
1 
1 
! .  1 2 
_3 1 
4 
3_ 1 4 
1 ½ 
1 1 
1 
1 
1 
!*  
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