ABSTRACT. We provide a-priori L ∞ bounds for positive solutions to a class of subcritical elliptic problems in bounded C 2 domains. Our arguments rely on the moving planes method applied on the Kelvin transform of solutions. We prove that locally the image through the inversion map of a neighborhood of the boundary contains a convex neighborhood; applying the moving planes method, we prove that the transformed functions have no extremal point in a neighborhood of the boundary of the inverted domain. Retrieving the original solution u, the maximum of any positive solution in the domain Ω, is bounded above by a constant multiplied by the maximum on an open subset strongly contained in Ω. The constant and the open subset depend only on geometric properties of Ω, and are independent of the non-linearity and on the solution u. Our analysis answers a longstanding open problem.
INTRODUCTION
We provide a-priori L ∞ (Ω) bounds for a classical positive solutions to the boundary-value problem:
(1.1)
where Ω ⊂ R N , N ≥ 2, is a bounded C 2 domain, and f is a subcritical nonlinearity. For simplicity we assume N > 2, but our techniques fits well to the case N = 2. Our main result is: This work was partially supported by a grant from the Simons Foundations (# 245966 to Alfonso Castro). The second author is supported Spanish Ministerio de Ciencia e Innovacion (MICINN) under Project MTM2012-31298. This work was started during a sabbatical visit of the second author to the Department of Mathematics, Harvey Mudd College, Claremont, USA, whose hospitality she thanks. Theorem 1.1 answers a longstanding open problem, raised for instance in [dFLN82] as well as in [GS81] . Our analysis substantially extends previous results. In [dFLN82] the nonlinearity f is assumed to satisfy lim sup s→+∞ (sf (s) − θF (s))/(s 2 f N/2 (s)) ≤ 0 for some θ ∈ [0, 2N/(N − 2)), where F (s) = t 0 f (s)ds. The results in [GS81] depend heavily on the blow up method which requires f to be essentially of the form f = f (x, s) = h(x)s p with p ∈ (1, N * ) and h(x) continuous and strictly positive. Functions such as f 1 (s) = s N * /(ln(s+2) satisfy our hypotheses but not those of [dFLN82] neither of [GS81] .
Next we provide an example of a nonlinearity f that satisfies our hypotheses but not those of [GS81] . Let 1 < p < q < N * . Let a 1 be any real number larger than 1. Inductively we define b j = a 
Thus f does not satisfy the hypotheses of GidasSpruck (see [GS81, Theorem 1.1]).
Our proof of the Theorem 1.1 uses moving plane arguments, as in [dFLN82] , as well as Kelvin transform. For the sake of completeness in the presentation, below we define the Kelvin transform, and in section 2 we recall results on moving plane arguments to be applied in section 3 in the proof of Theorem 1.1.
Applying the Kelvin transform to positive solutions of (1.1), the moving planes method determines regions where the transformed function has no critical point. Recovering then the solution u, one sees that its maximum in the entire domain Ω, is bounded above by a constant C multiplied by the maximum of the same solution on an open subset ω strongly contained in Ω. The constant C and the open subset ω ⊂⊂ Ω, depend only on geometric properties of Ω, and they are independent of f and u, see Theorem 2.8. This Theorem is a compactification process of a local version given earlier in Theorem 2.7.
The moving planes method was used earlier by Serrin in [Ser71] . For second order elliptic equations with spherical symmetry satisfying over-determined boundary conditions, he proved that positive solutions exists only when the domain is a ball and the solution is spherically symmetric. The proof is based on Maximum Principle and the moving planes method, which basically moves plains to a critical position, and then show that the solution is symmetric about this limiting plane.
Gidas-Ni and Nirenberg in [GNN79] , using this moving planes method and the Hopf Lemma, prove symmetry of positive solutions of elliptic equations vanishing on the boundary. See also Castro-Shivaji [CS89] , where symmetry of nonnegative solutions is established for f (0) < 0.
In [GNN79] the authors also characterized regions inside of Ω, next to the convex part of the boundary, where a positive solution cannot have critical points. Those regions depend only on the local convexity of Ω, and are independent of f and u. This non-existence of critical points in a whole region, is due to a strict monotonicity property of any positive solution in the normal direction. This is a key point to reach our results.
Gidas, Ni and Nirenberg in their classical paper pose the following problem 33 years ago which to the knowledge of the authors, is still open, see [GNN79, p. 223] .
Problem: Suppose u > 0 is a classical solution of (1.1). Is there some ε > 0 only dependent on the geometry of Ω (independent of f and u) such that u has no stationary points in a ε-neighborhood of ∂Ω?
This is true in convex domains, and for N = 2, see [GNN79, Corollary 3 and p. 223]. The question is now what about non-convex domains with N > 2.
Our contribution is the following one: there are some C and δ > 0 depending only on the geometry of Ω (independent of f and u) such that
where Ω δ := {x ∈ Ω : d(x, ∂Ω) > δ}, see Theorem 2.8.
To reach our answer in this situation, let us start by defining the Kelvin transform, see [GT83, proof of theorem 4.13, p. 66-67].
Let us recall that every C 2 domain Ω satisfy the following condition, known as the uniform exterior sphere condition, (P) there exists a ρ > 0 such that for every x ∈ ∂Ω there exists a ball
Let x 0 ∈ ∂Ω, and let B be the closure of a ball intersecting Ω only at the point x 0 . Let us suppose x 0 = (1, 0, · · · , 0), and B is the unit ball with center at the origin. The inversion mapping
is an homeomorphism from R N \ {0} into itself. We perform an inversion from Ω into the unit ball B, in terms of the inversion map h | Ω , see fig. 1 (a) .
Let u solve (1.1). The Kelvin transform of u at the point x 0 ∈ ∂Ω is defined in the transformed domain Ω := h(Ω) by
We first prove that, for each point x 0 ∈ ∂Ω, there exists some δ > 0 depending only on the geometry of Ω, (independent of f and u), such that its Kelvin transform has no stationary point in B δ (x 0 ) ∩ h(Ω), see Theorem 2.6. Retrieving the solution u of (1.1) we obtain that where C only depends on Ω and it is independent of f and u, see Theorem 2.7. Next, we move x 0 ∈ ∂Ω obtaining (1.2), see Theorem 2.8.
This paper is organized in the following way. In Section 2 we describe the moving planes method, and its consequences when applied to the Kelvin transform of the solution. In particular Theorem 2.6, Theorem 2.7, and Theorem 2.8 are included in this section. In Section 3 we prove our main results on a-priori bounds, see Theorem 1.1. We include an Appendix with geometrical results on the local convexity of the inverted image of the domain, see Lemma A.1.
THE MOVING PLANES METHOD AND THE KELVIN TRANSFORM
We first collect some well known results on the moving planes method: Theorem 2.1 and Theorem 2.4. Next, we state our main results in this section: Theorem 2.6, Theorem 2.7, and Theorem 2.8.
We next expose the moving planes method. We will be moving planes in the x 1 -direction to fix ideas. Let us first define some concepts and notations.
-The moving plane is defined in the following way: fig. 2 (a). -the minimum value for λ or starting value: λ 0 := min{x 1 : x ∈ Ω}, -the maximum value for λ:
The following Theorem is Theorem 2.1 in [GNN79] . 
Theorem 2.1. Assume that f is locally Lipschitz, that Ω is bounded and that
Furthermore, if
Proof. See [GNN79, Theorem 2.1 and Remark 1, p.219] for f ∈ C 1 and locally Lipschitzian respectively.
Remark 2.2. Set x 0 ∈ ∂Ω ∩ T λ 0 , see fig. 2 (a). Let us observe that by definition of λ 0 , T λ 0 is the tangent plane to the graph of the boundary at x 0 , and the inward normal at x 0 , is n i (x 0 ) = e 1 . The above Theorem says that the partial derivative following the direction given by the inward normal at the tangency point is strictly positive in the whole maximal cap. Consequently, there are no critical points in the maximal cap. Now, we apply the above Theorem in any direction. According to the above Theorem, any positive solution of (1.1) satisfying (H1) has no stationary point in any maximal cap moving planes in any direction. This is the statement of the following Corollary. First, let us fix the notation for a general ν ∈ R N with |ν| = 1. We set -the moving plane defined as:
Finally, let us also define the optimal cap set
Applying Theorem 2.1 in any direction, we can assert that there are not critical points in the union of all the maximal caps following any direction. The set Ω ⋆ is the union of the maximal caps in any direction, and in particular, the maximum of a positive solution is attained in the complement of Ω ⋆ . Thus we have:
Corollary 2.3. Assume that f is locally Lipschitzian, that Ω is bounded, and that Ω ⋆ is the optimal cap set defined as above.
If u ∈ C 2 (Ω) satisfies (1.1) and u > 0 in Ω then
If Ω ⋆ is a full boundary neighborhood of ∂Ω in Ω, as it happens in convex domains, then there is ε > 0 depending only on the geometry of Ω (independent of f and u) such that u has no stationary points in a ε-neighborhood of ∂Ω. Next we study the case in which Ω ⋆ is not a neighborhood of ∂Ω in Ω.
We prove that the maximum of u in the whole domain Ω can be bounded above by a constant multiplied by the maximum of u in some open set strongly contained in Ω, see Theorem 2.8 below.
To achieve this result, we will need the moving plane method for a nonlinearity f = f (x, u). Next we study this method on nonlinear equations in a more general setting. Let us consider the nonlinear equation
where
The operator F is assumed to be elliptic, i.e. for positive constants m, M
On the function F we will assume (F1) F is continuous and differentiable with respect to the variables s, p i , r i,j , for all values of its arguments
Theorem 2.4. Assume that Ω is bounded and that
As an immediate Corollary in the semilinear situation we have the following one.
Next, we state the first of our main results in this section, fixing regions where the Kelvin transform of the solution has no critical points. This is the statement of the following Theorem. Let us fix some notation. For any x 0 ∈ ∂Ω, letñ i (x 0 ) be the inward normal at x 0 in the transformed domainΩ = h(Ω), where h is defined in (1.3), and let Σ = Σ(ñ i (x 0 )) be its maximal cap, see fig. 1(b) .
Theorem 2.6. Assume that Ω ⊂ R
N is a bounded domain with C 2 boundary. Assume that the nonlinearity f satisfies (H1) and (H2).
If u ∈ C 2 (Ω) satisfies (1.1) and u > 0 in Ω, then for any x 0 ∈ ∂Ω its maximal cap in the transformed domain Σ is nonempty, and its Kelvin transform v, defined by (2.7), has no critical point in the maximal cap Σ.
Consequently, for any x 0 ∈ ∂Ω, there exists a δ > 0 only dependent of Ω and x 0 , and independent of f and u such that its Kelvin transform v has no critical point in the set B δ (x 0 ) ∩ h(Ω).
Proof.
Since Ω is a C 2 domain, it satisfies a uniform exterior sphere condition (P). Let x 0 ∈ ∂Ω, and let B be the closure of a ball intersecting Ω only at the point x 0 . For convenience, by scaling, translating and rotating the axes, we may assume that x 0 = (1, 0, · · · , 0), and B is the unit ball with center at the origin.
We perform an inversion h from Ω into the unit ball B, by using the inversion map x → h(x) = x |x| 2 . Due to B ∩ Ω = {x 0 }, and to the boundedness of Ω, there exists some R > 0, such that (2.5) 1 ≤ |x| ≤ R for any x ∈ Ω, and the image
Note that 0 ∈ h(Ω), see fig. 1(a) . Moreover Ω is strictly convex near x 0 and the maximal cap Σ = Σ(ñ i (x 0 )) contains a full neighborhood of x 0 in Ω, whereñ i (x 0 ) is the normal inward at x 0 , see lemma A.1 in the Appendix, see also fig. 1(b) . Observe that, by constructionñ i (x 0 ) = −e 1 .
Next, we consider the Kelvin transform of the solution defined by (1.4). The function v is well defined on h(Ω), and writing r = |x|, ω = x |x| and ∆ ω for the Laplace-Beltrami operator on ∂B 1 , the function v satisfies
From hypothesis (H2), we see that the function g(y, s) = 1 |y| N+2 f |y| N −2 s satisfies the hypothesis of Corollary 2.5. By construction, it is straightforward that |y λ | < |y| for all y ∈ Σ, see fig. 1 (a) and (b) , and remain that the origin is at the center of the ball B. By (H2),
where Σ is the maximal cap in the transformed domain, see fig. 1 (b) . Therefore, the hypotheses of Corollary 2.5 are fulfilled, and hence v has no critical point in the maximal cap Σ, which completes the proof choosing δ such that B δ (x 0 ) ∩ h(Ω) ⊂ Σ.
We are now ready to state our main result in this section. This result is composed of two theorems, the first one, Theorem 2.7 below is the local version in a neighborhood of a boundary point, the second one, Theorem 2.8 is the global version.
Theorem 2.7. Assume that Ω ⊂ R
N is a bounded domain with C 2 boundary. Assume that the nonlinearity f satisfies (H1) and (H2). If u ∈ C 2 (Ω) satisfies (1.1) and u > 0 in Ω, then for any x 0 ∈ ∂Ω there exists a δ > 0 only dependent of Ω and x 0 , and independent of f and u such that
The constant C depends on Ω but not on x 0 , f or u.
Proof. Let x 0 ∈ ∂Ω, if there exists a δ > 0 such that B δ (x 0 ) ∩ Ω ⊂ Ω ⋆ , (as it happens in convex sets), the proof follows from Theorem 2.6. We concentrate our attention in the complementary set.
Let x 0 ∈ ∂Ω, and let B be the closure of a ball intersecting Ω only at the point x 0 . Let v be as defined in (1.4) for y ∈ Ω = h(Ω). By a direct application of Theorem 2.6, v has no critical point in the maximal cap Σ, and therefore (2.10) max
From definition of v, see (1.4), we obtain that
where h −1 ( Σ) is the inverse image of the maximal cap, see fig 1(b) -(c). Due to the boundedness of Ω, see (2.5), we deduce max
which concludes the proof choosing C = R N −2 and δ such that B δ (x 0 ) ⊂ h −1 ( Σ) and therefore
The following Theorem is just a compactification process of the above result.
Theorem 2.8. Assume that Ω ⊂ R N is a bounded domain with C 2 boundary. Assume that the nonlinearity f satisfies (H1) and (H2). If u ∈ C 2 (Ω) satisfies (1.1) and u > 0 in Ω, then there exists two constants C and δ depending only on Ω and not on f or u such that
where Ω δ := {x ∈ Ω : d(x, ∂Ω) > δ}.
Proof.
Since Ω is a C 2 domain, it satisfies a uniform exterior sphere condition (P). Thanks to that property, we can choose a constant C = (R/ρ) N −2 satisfying the above inequality. Moreover, let us note that from Theorems 2.6 and 2.7, the constant δ only depends on geometric properties of the domain Ω.
PROOF OF THEOREM 1.1
Proof of Theorem 1.1. We shall argue by contradiction. Let {u k } k be a sequence of classical positive solutions to (1.1) and assume that
Let C, δ > 0 be as in Theorem 2.8. Let x k ∈ Ω δ be such that
by taking a subsequence if needed, we may assume that lim k→∞
there exists a constant C 2 independent of k such that (3.2)
Let us now define
Note also that
Let us fix q ∈ 1,
, for N ≥ 3. We observe that N ⋆ (1 − 1/q) < 1. Taking into account hypothesis (H2) on f, (3.2), and (3.1) we deduce
From interior elliptic regularity results, see [ADN59, ADN64] , we can write
From compact Sobolev imbeddings, at least for a subsequence,
and compact imbeddings, we obtain 
Obviously L ≤ |L − w(x)| + |w(x)|, and integrating on B d 0 /16 we obtain (3.8)
On the other hand, adding ±w(
|w(x 0 + y) − L| ≤ I 1 + I 2 + I 3 + I 4 , where
, and thus
and consequently, integrating on B d 0 /16 (0) and using Fubini's theorem we deduce
Moreover, due to (3.7)
Reasoning as we did to bound I 1 , we can write
Therefore, B d 0 /16 (0) |w(x 0 + y) − L| = 0, which contradicts (3.8) and completes the proof.
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APPENDIX A.
In this Appendix we prove that for any boundary point of a C 2 domain, the maximal cap in the transformed domain is nonempty. This could seem surprising in presence of highly oscillatory boundaries. For example, suppose the boundary of Ω includes fig. 3(b) . Let h(Γ 2 ) be the image through the inversion map into the unit ball B, and let Γ 3 be the arc of the boundary ∂B given by Γ 3 = {(x, g(x)) : fig. 3(c) . At this scale, the oscillations are not appreciable. We plot in 3(d) the derivative of the 'vertical' distance between the boundary Γ 2 and the ball, concretely we plot
We plot in 3(e) the second derivative of the 'vertical' distance between the boundary and the ball, which is f
]. Let us observe that this second derivative is strictly positive, and that f ′′ (0) − g ′′ (0) = 1. Consequently, the first derivative is strictly increasing, and therefore the 'vertical' distance f (x) − g(x) does not oscillate.
Moreover, let us consider the image through the inversion map of the straight line y = 1, i.e. h(x, 1) = h ({(x, 1), x ∈ [−0.01, 0.01]}) . In fig. 3 (f)-(g) we plot the second coordinate of the difference h(Γ 2 ) − h(x, 1). The oscillation phenomena is present here. In fig. 3(h) we plot the second coordinate of the difference h(Γ 2 ) − h(∂B). This difference does not oscillate.
In fig. 3(a) we draw the inversion of the boundary into the unit ball at an inflexion point; more precisely we set Γ 1 := (x, f (x)) : f (x) = Let h denote the inversion map defined in (1.3), and let Ω = h(Ω) denote the image through the inversion map into the ball B. For any x 0 ∈ ∂Ω, letñ i (x 0 ) be the normal inward at x 0 in the transformed domainΩ, and let Σ = Σ(ñ i (x 0 )) be its maximal cap, see fig. 1(b) .
N is a bounded domain with C 2 boundary, then for any x 0 ∈ ∂Ω, there exists a maximal cap Σ = Σ(ñ i (x 0 )) non empty.
Proof. For convenience, we assume x 0 = (0, · · · , 0, 1), and B is the unit ball with center at the origin such that ∂B ∩ ∂Ω = x 0 . Let {(x ′ , ψ(x ′ )); x < a}, a > 0, denote a parametrization of ∂Ω in a neighborhood of x 0 . Hence
Let h(Ω) stand for the image through the inversion map into the unit ball. From definition,
Set y = h(x ′ , ψ(x ′ )) for x ′ ∈ N and with y = (y ′ , y N ). Since 
Differentiating (A.3) with respect to y N we obtain
Substituting at (y ′ , y N ) = (0 ′ , 1) and taking into account (A.1)
Therefore, by the Implicit Function Theorem there exists an open neighborhood of 0
Differentiating (A.4) with respect to y j , j = 1, · · · , N −1, using the chain rule and substituting at the point (0 ′ , 1), we obtain
On the other hand, differentiating (A.3) with respect to y j and using the chain rule we obtain
Consequently, by (A.5)
Let us define
Let us see that there exists 0 < δ ′ ≤ δ such that 
and
. Substituting at y ′ = 0 ′ , and taking into account (A.1) we deduce
Taking second derivatives for k = 1, · · · N − 1, we obtain (1−γ)/2 (−e N ) are non empty sets contained in h(Ω). Hence the maximal cap Σ contains Σ (1−γ)/2 (−e N ), which in nonempty, which concludes that the maximal cap Σ is a nonempty.
