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Abstract
This study is concerned with the computation of seismic first-arrival traveltimes in
anisotropic media using finite difference eikonal methods. For this purpose, differ-
ent numerical schemes that directly solve the eikonal equation are implemented and
assessed numerically. Subsequently, they are used for pre-stack depth migration on syn-
thetic and field data. The thesis starts with a detailed examination of different finite
difference methods that have gained popularity in scientific literature for computing
seismic traveltimes in isotropic media. The most appropriate for an extension towards
anisotropic media are found to be the so-called Fast Marching/Sweeping methods.
Both schemes rely on different iteration strategies, but incorporate the same upwind
finite difference Godunov schemes that are implemented up to the second order. As
a result, the derived methods exhibit high numerical accuracy and perform robustly
even in highly contrasted velocity models. Subsequently, the methods are adapted
for transversely isotropic media with vertical (VTI) and tilted (TTI) symmetry axes,
respectively. Therefore, two different formulations for approximating the anisotropic
phase velocities are tested, which are the weakly-anisotropic and the pseudo-acoustic
approximation. As expected, the pseudo-acoustic formulation shows superior accu-
racy especially for strongly anisotropic media. Moreover, it turns out that the tested
eikonal schemes are generally more accurate than anisotropic ray tracing approaches,
since they do not require an approximation of the group velocity. Numerical exper-
iments are carried out on homogeneous models with varying strengths of anisotropy
and the industrial BP 2007 benchmark model. They show that the computed eikonal
traveltimes are in good agreement with independent results from finite difference mod-
elling of the isotropic and anisotropic elastic wave equations, and traveltimes estimated
by ray-based wavefront construction, respectively. The computational performance of
the TI eikonal schemes is largely increased compared to their original isotropic imple-
mentations, which is due to the algebraic complexity of the anisotropic phase velocity
formulations. At this point, the Fast Marching Method is found to be more efficient on
models containing up to 50 million grid points. For larger models, the anisotropic Fast
Sweeping implementation gradually becomes advantageous. Here, both techniques per-
form independently well of the structural complexity of the underlying velocity model.
The final step of this thesis is the application of the developed eikonal schemes in
pre-stack depth migration. A synthetic experiment over a VTI/TTI layer-cake model
demonstrates that the traveltime computation leads to accurate imaging results includ-
ing a tilted, strongly anisotropic shale layer. The experiment shows further that the
estimation of anisotropic velocity models solely from surface reflection data is highly
ambiguous. In a second example, the eikonal solvers are applied for depth imaging
of two-dimensional field data that were acquired for geothermal exploration in south-
ern Tuscany, Italy. The developed methods also produce clear imaging results in this
setting, which illustrates their general applicability for pre-stack depth imaging, par-
ticularly in challenging environments.
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1. Introduction
1.1. Anisotropy in seismic imaging
Seismic imaging sets out to determine the correct position of reflectors in the subsurface
from recorded seismic data. Those reflectors are caused by contrasts in the elastic
impedance and arise for instance at geological layer boundaries, faults or fluid traps.
The most important methods for the reflector positioning are migration techniques,
which seek to move the measured wavefield back to its true origin (the reflector) in the
earth.
To accomplish this, migration methods require an estimate of the underground seismic
velocities, the velocity model, which is needed to correctly propagate the wavefield
through the earth. In reality, the seismic velocities often not only depend on the
subsurface location (i.e. heterogeneity) but also on the propagation direction, which
is mainly due to geological processes such as crystal formation, bedding or fracturing.
This behaviour is referred to as seismic anisotropy, and must be taken into account for
the accurate positioning of subsurface reflectors during migration.
1.2. Traveltime computation for seismic imaging
The way in which the velocity model is incorporated varies among the different mi-
gration algorithms. Methods which belong to the class of Kirchhoff-type migrations
(Bleistein and Gray, 2001) do not directly use the velocity model, but instead require
first-arrival traveltimes from given source/receiver pairs to a target imaging point in
the subsurface. This approach is motivated by the governing principle that reflectors
exist in places where the up- and down-going wavefields are time-coincident (Claerbout,
1971).
The traveltimes are usually computed prior to migration and loaded into the memory
when they are requested by the imaging algorithm. Especially for three-dimensional
acquisition and large datasets, the estimation of traveltimes needs to be efficient in
terms of computation time and memory consumption.
In general, there are two different classes of methods that can be used to compute
seismic traveltimes for migration. The first group, which is most commonly used
throughout industrial applications, is represented by ray-tracing methods (Cervený,
2001) and their methodical advancements, so-called wavefront construction techniques
(Vinje et al., 1996). These methods determine the arrival times along characteristic
paths (rays) of the wavefield. They are capable of estimating multi-valued traveltimes
14 1. Introduction
which is important for particular purposes like subsalt imaging. However, ray-tracing
methods face stability problems in areas where the underlying velocity model is com-
plex.
The second class of traveltime computation methods is represented by algorithms that
directly solve the governing eikonal equation on a regular grid using finite differences
(e.g. Vidale, 1990). These so-called eikonal solvers only provide first arrival traveltimes,
however, they surpass ray-tracing methods in terms of robustness and computational
efficiency. Hence, they are the method of choice in structurally challenging areas and
for applications where later arrivals are not required. Those may include prospecting
surveys for complex fault systems (e.g. Zelt et al., 2006; Reshetnikov et al., 2010),
continental drilling (e.g. Lay et al., 2013), tunnel-ahead prediction (e.g. Lueth et al.,
2005; Buske et al., 2010) as well as mineral and geothermal exploration (e.g. Huang and
Bellefleur, 2012; Hloušek et al., 2015; Riedel et al., 2015). This thesis is devoted to the
anisotropic extension of selected eikonal solvers and their application in Kirchhoff-type
seismic imaging.
1.3. Scope and technical challenges of this study
Seismic traveltimes are governed by the eikonal equation, as it can be formulated in
its simplest form for isotropic media according to
|∇T (x, y, z)|2 = v(x, y, z)−2, (1.1)
where T denotes the first arrival time of the seismic wave at a given location in the
subsurface, which is most commonly expressed in terms of the Cartesian directions x, y,
and z in 3D space. The traveltime gradient has the physical meaning of the slowness
of a high-frequency seismic wave.
The eikonal equation now states that the slowness of the seismic wave has to equal
the slowness of the underlying geological model. This model slowness is the inverse of
the seismic velocities v(x, y, z) which characterize the elastic properties of the subsur-
face. For numerical convenience, the traveltime gradient as well as the model slowness
usually appear in squared form in the eikonal equation. In order to determine the
traveltimes numerically, there are two popular options. As already mentioned, the first
strategy is to solve the equation along its characteristics, which leads to the ray-tracing
equations. The second approach, which is the main focus in this study, is to directly
solve the eikonal equation. Most commonly, this is achieved using a finite difference
approximation of the partial derivatives of the traveltime field.
Due to the non-linearity of equation (1.1), classical finite difference stencils generally fail
and more specific differential schemes have to be utilized instead. Numerous scientific
works have been published on how to establish efficient and stable finite difference
methods for the eikonal equation from which the most important are summarized in
Chapter 3 of this thesis.
Furthermore, the development of a finite difference eikonal solver for anisotropic media
is an even more involved subject. The respective exact anisotropic eikonal equations
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(if they can be found at all) are at least of fourth order. Although there have been
several publications which extend existing isotropic solvers, most of them are built on
approximations that are only accurate for simple or weak degrees of anisotropy (e.g.
Dellinger, 1991; Lecomte, 1993; Kumar et al., 2004). The only known algorithm which
exceeds these limitations, was recently published by Waheed and Alkhalifah (2015)
and Waheed et al. (2015). Their technique incorporates transversely isotropic (TI) and
orthorhombic symmetries with a tilted axis, and is based on a fix-point formulation
which obtains the correct traveltimes in an iterative fashion. This makes the method
a very accurate but time-consuming approach.
The goal of this work is the development of a computationally efficient eikonal solver
for TI media, that is capable of handling strong degrees of anisotropy. For this pur-
pose, I start with introducing the governing principles of anisotropic wave propagation
and traveltime computation in Chapter 2. Subsequently, I revisit the key concepts of
efficiently solving the eikonal equation in isotropic media and assess the benefits and
drawbacks of three popular methods. In the fourth chapter, I discuss valid approxi-
mations for different strengths of anisotropy in TI media and propose how these can
be incorporated into existing eikonal solvers in a straightforward fashion. I assess the
accuracy of the approximations in TI media with a vertical and tilted symmetry axis.
Finally, I present two case studies where I used the developed eikonal solvers within
seismic imaging. The first example (Chapter 5) represents a synthetic experiment on
a simple multi-layer anisotropic model. The second one comprises a field dataset for
geothermal exploration in southern Tuscany (Chapter 6).
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2. Theoretical background
I start with a description of the theoretical principles that provide the foundation for
the methods which are developed and used throughout this study. For this purpose, I
proceed in four subsequent steps:
At first, I am going to briefly summarize the continuum mechanical principles that
lead to the elastic wave equation. From there, I will continue to derive the Christoffel
equation and outline how it is used for the computation of seismic traveltimes in aniso-
tropic media. Third, I am going to discuss selected types of anisotropic media which
are important for this study. Finally, I will give a brief overview of seismic imaging
and explain the governing principles of Kirchhoff-type pre-stack depth migration.
2.1. The elastic wave equation in anisotropic media
The derivation of the elastic and anisotropic wave equation is given in several standard
works covering this subject. A very practical and intuitive treatment is provided by
Grechka (2009) which is particularly concerned with the different types of anisotropy
that occur in hydrocarbon exploration. In addition to his work, more detailed and
comprehensive information on the subject can be obtained for instance from the works
of Aki and Richards (1980), Helbig (1994), Müller (2000), Carcione (2001), and Cervený
(2001).
2.1.1. The equation of motion
The starting point for our analysis is Newton’s second law of motion applied to a target
volume in a solid body:
∫
V
ρ
∂2u
∂t2
=
∫
V
fdV +
∮
S
T (n)dS. (2.1)
The left-hand side of equation (2.1) equals the accelerated mass of the body, which is
expressed as a volume integral over the density ρ multiplied with the second temporal
derivative of the displacement vector u. The triggering forces occur on the right-
hand side and can be divided into two groups, which are volume forces f (such as
gravitational and electric forces), and surface forces.
The latter ones are described by the traction vector T (n), which is defined as the
differential force ∆F applied to a surface element ∆S(n) according to
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T (n) ≡ lim
ΔS(n)→0
ΔF
ΔS(n)
. (2.2)
The traction vector is normalized by the area of the surface element and acts parallel
to the surface normal n. At this point, it is reasonable to examine the traction vector
for an inﬁnitesimal small volume. As the volume approaches zero, it is obvious that
the volume integrals in equation (2.1) converge faster to zero than the surface integral
(similar to the volume of a small cube, a3, which reduces faster than its surface a2 as
a → 0). This implies that
lim
V→0
∮
S
T (n)dS = 0. (2.3)
Figure 2.1.: Target volume, represented as a small tetrahedron in a Cartesian coordinate system
(after Grechka, 2009).
In a Cartesian system it is convenient to illustrate the inﬁnitesimal volume as a small
tetrahedron which is located at the centre of the coordinate axes xi (Figure 2.1). Three
faces of the tetrahedron, AOC, OBC and ABO coincide with the planes of the coordi-
nate system with their respective normal vectors pointing in the opposite direction of
the coordinate axes. We assign the fourth tetrahedral plane to an arbitrary direction
n. Hence, the inﬁnitesimal surface integral in equation (2.3) can be broken down into
T (n)SABC + T (−x1)SOBC + T (−x2)SAOC + T (−x3)SABO = 0. (2.4)
Applying Newton’s third law (T (xj) = −T (−xj)) along the coordinate axes, we ob-
tain:
T (n) =
SOBC
SABC
T (x1) +
SAOC
SABC
T (x2) +
SABO
SABC
T (x3) = T (xj)nj. (2.5)
In a component-wise notation this leads to the deﬁnition of the stress tensor τ˜ accord-
ing to
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Ti(n) = Ti(xj)nj ≡ τijnj, (i = 1, 2, 3). (2.6)
Throughout this work, I make use of Einstein’s notation which implies the summation of
quantities sharing the same index. Due to Newton’s law, the stress tensor is symmetric
(τij = τji). It is common to express the surface forces in terms of the stress tensor
rather than the traction vector. We can now substitute the tensor representation back
into our original equation (2.1) and apply the divergence theorem to transform the
resulting surface integral into a volume integral. As a result, we obtain the equation of
motion as it is stated in its differential form (i.e. without the volume integrals):
ρ
∂2ui
∂t2
=
∂τij
∂xj
+ fi, (i = 1, 2, 3). (2.7)
2.1.2. Hooke’s law and the elastic wave equation
Equation (2.7) relates the displacements in a volume to their triggering surface and
body forces. In the context of reflection seismology, the latter ones are usually omitted,
leaving only the the surface source term. At this point, the equation needs to be
supplemented by a constitutional law (similar to Ohm’s law in electromagnetics) which
provides a material relationship between the displacement u and the surface source
term.
For this purpose, we first express the elastic displacements ui in terms of the strain
tensor ε˜:
εij ≡ 1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
, (i, j = 1, 2, 3). (2.8)
At this point, the fundamental assumption of linear elasticity demands that the partial
derivatives ∂uk
∂xl
are very small, i.e.
∣∣∣∣∂uk∂xl
∣∣∣∣ 1, (k, l = 1, 2, 3), (2.9)
which neglects inelastic effects, such as absorption or memory of the material.
By definition, the strain tensor is also symmetric (ij = ji), which means that it
contains the deformation of the volume without any rigid body rotation. The main
diagonal of the tensor contains the normal deformations whereas the off-diagonal com-
ponents represent shear deformations.
The total relative volumetric change of the body is contained in the trace of the strain
tensor, which is an invariant. It is also known as the cubic dilatation θ:
θ ≡ εkk = ∂uk
∂xk
= ∇ · u. (2.10)
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Both, stress and strain tensor, are connected by a well-known constitutional relation,
which is Hooke’s law. In its most general form it is written as
τij = cijklεkl, (i, j, k, l = 1, 2, 3), (2.11)
where cijkl represents the fourth-rank elasticity or stiffness tensor. Due to the inherent
symmetry of the stress and strain tensors, the stiffness tensor also holds three symmetry
relations which are
cijkl = cjikl = cijlk and cijkl = cklij, (i, j, k, l = 1, 2, 3). (2.12)
Equalities (2.12) reduce the number of independent components of the tensor from
81 to a maximum of 21 elements. This most complicated case of 21 independents
represents the triclinic medium, which is the lowest possible symmetry class.
By substituting equation (2.11) into the equation of motion (2.7), we obtain the aniso-
tropic elastic wave equation
ρ
∂2ui
∂t2
=
∂
∂xj
(
cijkl
∂ul
∂xk
)
+ fi, (i = 1, 2, 3). (2.13)
Equation (2.13) represents the most general case within the frame of linear elasticity.
It describes the propagation of all different wave types such as surface and body waves,
shear and compressional waves in an inhomogeneous and anisotropic medium. Since
the role of body forces is mostly ignored, the term fi is either dropped or used as the
source term in the equation.
2.2. Seismic velocities and traveltimes
The general form of the elastic wave equation (2.13) is mainly used to model the full
seismic wave field. For the computation of seismic traveltimes, we need to extract the
velocity information of the seismic waves which is contained in the elastic parameters
of the stiffness tensor c˜.
2.2.1. Plane waves in homogeneous media
The standard way to obtain this information is by applying two simplifications to
equation (2.13). These are (i) the assumption of a homogeneous medium, and (ii)
the consideration of time-harmonic plane waves. Although both cases do not seem
representative for realistic measurements, they provide us with a general understanding
of the seismic velocities.
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Figure 2.2.: Illustration of a time-harmonic compressional plane wave which emanates from a vertical
line source (bold line) and propagates in the horizontal direction. Solid lines with plus (minus) symbols
denote positive (negative) peaks of the wave ﬁeld; dashed lines represent the zero-crossings.
The Christoﬀel equation and its properties
The case of time-harmonic plane waves represents the easiest solution of the elastic
wave equation and can be formulated as follows
u = U · exp
[
−iω
(
t− n · x
V
)]
. (2.14)
Here, U denotes the polarization vector which contains the amplitude of the seismic
wave; n is the wavefront normal and x denotes a location in the three-dimensional
space. The quantities ω and i are the angular frequency and the imaginary unit.
Finally, V represents the scalar phase velocity.
The plane wave solution represents a “one-dimensional” wave, in a sense that the wave-
fronts are non-curved, plane surfaces which propagate in one direction (Figure 2.2).
These emanate either from a line source or they are observed at large distances from
a (more realistic) point source. At those distances, the curvature of the wavefront is
negligible.
The argument n·x
V
of the exponential function in equation (2.14) represents the required
time for the wave to arrive at location x. Hence, it is called the ﬁrst arrival time
T (x) ≡ n · x
V
. (2.15)
The surfaces t − T (x) = const represent the wavefronts, which also holds for more
general solutions than plane waves.
In an isotropic medium, the wave propagates in the direction of the wavefront normal
n. The scalar length of the wave, Λ, is linked to the angular frequency and the phase
velocity. Often, these quantities are condensed in the so-called wave vector k as follows
k ≡ k · n = ω
V
· n = 2π
Λ
· n, (2.16)
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where k denotes the scalar wave number. According to the definition (2.16), the wave
vector k also points in the direction normal to the wavefront and the phase velocity
V describes the speed of the wave in that direction. In isotropic media, the wave
propagates parallel to k (or n) and V is the same for all directions. In anisotropic
media, however, both is not the case.
In order to determine the seismic velocities, we insert the standard plane wave solution
(2.14) in the homogeneous version of the elastic wave equation (2.13) without the source
term fi. This yields the so-called Christoffel equation
[
Γil(n)− V 2δil
]
Ul = 0, (i, l = 1, 2, 3), (2.17)
which represents a propagation condition for the solutions of the elastic wave equation.
Here, Γil(n) represents the symmetric and positive definite Christoffel matrix
Γil(n) ≡ 1
ρ
cijklnjnk (i, l = 1, 2, 3), (2.18)
and δij denotes the Kronecker symbol
δij =
{
1, for i = j,
0, for i 6= j. (2.19)
Equation (2.17) is the key formula for analysing seismic velocities in anisotropic media.
Its three generally independent solutions are the eigenvalues GK and their correspond-
ing eigenvectors UK for K = 1, 2, 3.
These pairs represent the three-fold plane wave solution of the elastic anisotropic wave
equation, describing the three different body waves types in which the wave field nat-
urally decomposes when propagating through a homogeneous medium.
The eigenvalues are all strictly positive due to the positive definiteness of the matrix Γil,
which in turn is a direct consequence of the symmetry and positive definiteness of the
stiffness tensor. Moreover, the eigenvalues represent the squared phase velocities of the
respective body waves, whereas the corresponding eigenvectors yield their polarization
directions.
Mathematically, the eigenvalues GK must satisfy the inequalities
G1 ≥ G2 ≥ G3, (2.20)
where in most naturally occurring media, G1 is significantly larger than the other two
values. Hence, this mode is called the primary wave, denoted P , whereas the other two
are conventionally named secondary waves, denoted S1 and S2. In general anisotropic
media, the eigenvalues all depend on the propagation direction. For these reasons,
equation 2.20 can be expressed more specifically as
VP (n) > VS1(n) ≥ VS2(n). (2.21)
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The phase velocities VS1 and VS2 usually differ slightly for arbitrary directions, which
is the physical cause for shear wave splitting. In some cases, however, they are exactly
equal. Those degenerated cases may appear in specific directions in an anisotropic
medium and are called shear wave singularities (Crampin and Yedlin, 1981; Grechka
and Obolentseva, 1993).
For isotropic media, VS1 and VS2 are completely equivalent to each other which means
that there is only one secondary (S-) wave. Generally, the phase velocities in isotropic
media are directionally independent. Since the isotropic P-wave is polarized in its
propagation direction, it is also termed compressional or longitudinal wave. In contrast,
the S-wave oscillates perpendicular to its propagation direction and hence it is called
shear or transversal wave.
For general anisotropic media these specific polarizations do not occur any more and
hence, the body waves strictly-speaking have to be termed quasi-compressional (qP -)
wave and quasi-shear (qS1-, qS2-) waves.
General representation of the phase velocities
In order to determine the phase velocities, the characteristic equation of the eigenvalue
problem has to be solved, which is
det
(
Γil − V 2δil
)
= 0, (i, l = 1, 2, 3). (2.22)
This leads to the equation (Cervený, 2001, p.23)
V 6 − PV 4 +QV 2 −R = 0, (2.23)
with the invariants
P ≡ trace Γ, R ≡ det Γ,
Q ≡ det
[
Γ11 Γ12
Γ12 Γ22
]
+ det
[
Γ22 Γ23
Γ23 Γ33
]
+ det
[
Γ11 Γ13
Γ13 Γ33
]
.
For the general anisotropic case, equation (2.23) represents a third-order polynomial for
the squared phase velocities. Hence, it can be solved analytically using Cardano’s for-
mula (e.g. Tsvankin, 1997a), or by applying a numerical decomposition method. Both
strategies are computationally expensive for practical applications (such as traveltime
computation) in discretized realistic models, where the problem needs to be solved
repeatedly for each grid node. Hence, they are usually avoided and instead, particular
solutions of the general eigenvalue problem are sought, which occur for higher types of
symmetry.
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The Christoffel matrix in terms of slowness
So far, the Christoffel matrix was defined in terms of the wavefront normal n with
its eigenvalues GK representing the squared phase velocities V 2K , (K = P, S1, S2). An
important alternative representation is obtained by dividing the original Christoffel
equation (2.17) by its eigenvalues V 2, which leads to the form
[Γil(p)− δil]Ul = 0, (2.24)
with
Γil(p) =
1
ρ
cijklpjpk. (2.25)
The quantity
pK ≡
1
VK(n)
n, (K = P, S1, S2) (2.26)
represents the slowness vector of the respective body wave type which is oriented
parallel to the wavefront normal n. Its magnitude equals the reciprocal phase velocity
and hence, from the definition of the arrival time (2.15) it follows that
p = ∇T (x). (2.27)
Moreover, the characteristic equation for the slowness-dependent Christoffel matrix
now reads
det
(
1
ρ
cijklpjpk − δil
)
= 0. (2.28)
Consequently, due to relation (2.27), the analytical expressions of the corresponding
eigenvalues GK(p) now represent partial differential equations for the first arrival time
T (x) for each body wave, which are
GK(p) = GK(∇T (x)) = 1, (K = P, S1, S2). (2.29)
These are the general fundamental equations for traveltime computation in anisotropic
media and represent the anisotropic extensions of the well-known isotropic eikonal
equation (1.1) as it will be further demonstrated in section 2.2.2. They provide the
foundation for finite-difference based traveltime computation and kinematic ray tracing
in general anisotropic media.
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2.2.2. The high-frequency approximation
Seeking a solution for inhomogeneous media
In the previous section, the fundamental equations for traveltime computation and
particular the estimation of the anisotropic phase velocities were derived based on the
assumption of plane waves propagating through a homogeneous medium. Obviously,
both simplifications are generally not valid if we consider real circumstances. Still, the
derived expressions represent the starting point of many practical applications such as
ray tracing, traveltime computation and migration.
One important feature of the derived equations is that the observed wave field can be
decomposed into three independent parts, which are the quasi-compressional and two
quasi-shear waves. This decomposition is generally not possible for inhomogeneous
media, which seems to contradict the practical experience of many recorded data in
exploration seismics and earthquake seismology where P- and S-arrivals can usually be
clearly distinguished in the wavefield.
The answer is provided by an important assumption called the high-frequency approxi-
mation which states that if the parameters in a medium are only smoothly-varying, the
high-frequency wave field can be approximately decomposed into its three independent
parts (Cervený, 2001).
Mathematically, the high-frequency approximation is derived by seeking an asymptotic
solution of the elastic wave equation which decomposes the wave field into a so-called
ray series of inverse powers of the frequency ω. The method was originally proposed
by Babich (1961). A comprehensive discussion is also found in the more recent works
of Kravtsov and Orlov (1990), Bleistein et al. (2001), and Cervený (2001). For this
work, I will present a summarized version of the derivation and illustrate how it relates
to the fundamental equations of the homogeneous case.
The asymptotic ray-series solution
In order to obtain the high-frequency approximation for the elastic and anisotropic
wave equation, we start with a generalization of the plane wave ansatz according to
u(x, t) = U(x) · F (t− T (x)), (2.30)
which separates the elastic wave field into an vectorial amplitude U and a time-
dependent signal F .
In contrast to the plane wave, F is now considered as an arbitrary analytic signal,
which can be decomposed into its time-harmonic portions by means of the Fourier
transform
F (t− T (x)) = 1
2pi
∞∫
−∞
F(ω) exp [−iω(t− T (x))] dω, (2.31)
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where F(ω) contains the spectrum of the signal. The Fourier transform infers that
temporal derivatives of the signal F (t− T (x)) can be expressed as
F˙ = −iω · F and F¨ = −ω2 · F. (2.32)
Furthermore, the high-frequency approximation relies on an expansion of the amplitude
U into a series of inverse powers of iω as follows:
Ul(x) ≡
∞∑
n=0
A
(n)
l (x)
(−iω)n (l = 1, 2, 3). (2.33)
Inserting formulation (2.33) into our general ansatz (2.30) yields the asymptotic ray-
series solution or also called the WKBJ1 series trial solution, which is rooted in geo-
metrical optics. A(n)l (x) are the frequency-independent amplitude coefficients.
Obviously, if we assume a high-frequency regime, the amplitude U will be dominated
by the leading terms of the power series, which is the motivation for this expansion.
To obtain the final solution for our problem in inhomogeneous anisotropic media, we
first require the following spatial and temporal derivatives of the trial solution, which
are
ul,k = Ul,k · F − Ul · T,k · F˙
= F ·
∞∑
n=0
(−iω)−n
[
A
(n)
l,k + iω · T,kA(n)l
]
ul,kj = Ul,kj · F − Ul,k · T,j · F˙ − Ul,j · T,k · F˙ − Ul · T,kj · F˙ + Ul · T,kT,j · F¨
= F ·
∞∑
n=0
(−iω)−n
[
A
(n)
l,kj + iω ·
(
T,jA
(n)
l,k + T,kA
(n)
l,j + T,kjA
(n)
l
)
− ω2 · T,kT,jA(n)l
]
u¨i = Ui · F¨
= F ·
∞∑
n=0
(−iω)−n
[
(−ω2)A(n)l
]
,
(2.34)
with A(n)l,k ≡
[
A
(n)
l
]
,k
.
Here, for the sake of clarity, I use the short notations [·],j to denote a spatial derivative
with respect to the jth Cartesian coordinate, and ˙[·] to denote a temporal derivative.
With these expressions, we obtain the following formula when substituting ansatz (2.30)
in the elastic wave equation equation (2.13) without the source term fi:
1WKBJ stands for the physicists Wentzel, Kramers, Brillouin, and Jeffreys.
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F ·
∞∑
n=0
(−iω)−n
[
−ω2 · {cijklT,kT,j − ρδij}A(n)l +
iω ·
{
cijklT,jA
(n)
l,k +
(
cijklT,kA
(n)
l
)
,j
}
+
{
cijklA
(n)
l,k
}
,j
]
= 0,
(2.35)
which we divide by the signal F 6= 0, and write more compactly as
∞∑
n=−2
1
(−iω)n
[
Nl(A
(n+2))−Ml(A(n+1)) + Ll(A(n))
]
= 0, (2.36)
with the functions
Nl(A
(n)) = (cijklT,kT,j − ρδij)A(n)l ,
Ml(A
(n)) = cijklT,jA
(n)
l,k +
(
cijklT,kA
(n)
l
)
,j
,
Ll(A
(n)) =
(
cijklA
(n)
l,k
)
,j
,
(2.37)
and
A
(−2)
l = A
(−1)
l ≡ 0. (2.38)
Equation (2.36) represents an asymptotic power series. In order to vanish, each coef-
ficient of the inverse powers (iω)−n needs to be equated to zero independently. This
yields the following infinite linear system of equations
Nl(A
(n))−Ml(A(n−1)) + Ll(A(n−2)) = 0, (n ≥ 0; l = 1, 2, 3). (2.39)
The eikonal and transport equations
The linear system (2.39) represents the so-called recurrence system of the ray method
for the general elastic and anisotropic case. It can be used to determine the first arrival
time T (x) and the amplitude coefficients A(0)l (x), A
(1)
l (x), ... in a subsequent manner
by iterating over the natural index n.
Since we are particularly interested in the high-frequency regime, the major information
of the series solution (2.36) is carried by the leading order terms ∼ ω2 and ∼ ω1 that
occur for indices n = 0, 1.
For n = 0, we get the first equation of the recurrence system which simply reads
Nl(A
(0)) = (cijklT,kT,j − ρδij)A(0)l = 0. (2.40)
This is the general form of the eikonal equation as it was already derived for the
homogeneous case from the slowness-dependent Christoffel equation (2.24). Once, this
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equation is solved, it remains valid also for higher orders n > 0 which contain the
amplitude information of the wave field. The next (n = 1) equation then reads
Nl(A
(1))−Ml(A(0)) = (cijklT,kT,j − ρδij)A(1)l −cijklT,jA(0)l,k−
(
cijklT,kA
(0)
l
)
,j
= 0, (2.41)
which can be further reduced, since the function Nl was already equated to zero. Hence,
we obtain
Ml(A
(0)) = cijklT,jA
(0)
l,k +
(
cijklT,kA
(0)
l
)
,j
= 0, (2.42)
which represents the anisotropic transport equation. It yields the leading order ampli-
tude coefficients A(0)l and therefore is also known as the zeroth-order approximation.
The eikonal and transport equations are the most important relations obtained by the
ray-series method. Higher-order terms are particularly relevant for the calculation of
ray amplitudes (Cervený, 2001, chapter 5).
Remark The eikonal and transport equations in their form (2.40) and (2.42) may
also be obtained without an expansion of the vectorial amplitude into the asymptotic
ray-series. This simplified approach results in the probably more familiar expression
−ω2Nl(U) + iωMl(U) + Ll(U ) = 0. (2.43)
Under the assumption of high frequencies, the two leading terms are equated to zero
separately in order to obtain the above representations of the eikonal and transport
equations.
The major problem with this simplified approach is the elimination of the third term
Ll(U). It can be included into one of previous two terms in order to yield frequency-
dependent versions of the eikonal or the transport equation (e.g. Zhu and Chun, 1994;
Buske, 2000). If it is not considered separately, it will cause errors especially for
moderate frequencies. Hence, the ray-series method is the more general and strictly
accurate approach.
Interpretation and validity of the high-frequency approximation
I demonstrated how the eikonal and transport equations are derived in an inhomoge-
neous medium using the WKBJ ray-series expansion. It appeared, that the derived
eikonal equation takes the same form as for a plane wave solution propagating through
a homogeneous medium.
This is due to the assumption of high frequencies which equivalently means short
wavelengths. As a consequence, the wave field only “sees” the medium locally within
the order of its wavelength Λ. Fluctuations of the medium, that might occur further
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away, are not reached by the short wavelengths. Hence, the medium appears to be
locally homogeneous, if there are no variations of smaller order than Λ.
The conclusion of this is that the high-frequency approximation requires a smoothly-
varying model, which does not exhibit small-scale fluctuations in its material para-
meters (ρ, cijkl). As a practical consequence, velocity models with high structural
complexity usually have to be smoothed before ray-based (Kirchhoff) depth migration
methods can be applied.
In a more general way, it can be stated that the considered wavelength Λ needs to be
significantly smaller than any characteristic scale length lj which reads
Λ lj, (j = 1, 2, ...). (2.44)
Those characteristic lengths include the scales of relative material fluctuations in the
medium, such as V/∆V , or similarly for the density. Moreover, lj represent curvature
radii of interfaces within the model. In addition to the medium parameters, also the
amplitude and slowness vectors are required to be slowly varying.
The most general and quantitative formulation of the validity conditions discussed
above, is described by Kravtsov and Orlov (1990). They state that the wave and
medium parameters must not vary significantly across the area which is resolved by
the high-frequency ray. This area describes the so-called Fresnel zone, and the corre-
sponding criterion can be formulated as follows:
rF
∣∣∣∣∇⊥VV
∣∣∣∣ 1, rF ∣∣∣∣∇⊥UiUi
∣∣∣∣ 1, rF ∣∣∣∣∇⊥pipi
∣∣∣∣ 1, (2.45)
where Ui denote the elements of the amplitude vector and pi are the slowness compo-
nents. The operator ∇⊥ describes the directional gradient perpendicular to the ray,
and rF denotes the radius of the Fresnel zone.
This validity criterion in terms of the Fresnel zone has particular importance in the
presence of caustic zones, where the high-frequency approximation normally breaks
down.
2.3. Symmetries of the stiffness tensor
In the previous section, I presented the mathematical principles which govern the
propagation of high-frequency waves through general anisotropic media. In particu-
lar, I derived the eikonal equation which lays the foundation for the computation of
anisotropic first arrival times.
Up to this point, I always considered the most general case, which is represented by
elastic waves in general anisotropic (i.e. triclinic) media. Although these equations
remain valid in special cases, they are usually avoided for practical applications. This
is mainly due to two reasons. First, the algebraic complexity of the general equations
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results in high computational effort. Second, due to the large number of unknowns (21
elastic parameters plus density), the inverse problem is largely under-determined.
For these reasons, it is usually practical to assume a simpler material behaviour, which
reduces the number of unkowns and hence simplifies the problem dramatically. These
special cases result from higher symmetries in the stiffness tensor, which I am going to
explain in the following. At this point, I will restrict the discussion to the most rep-
resentative cases which are relevant for this study. A more comprehensive description
can for instance be found in the works of Babuška and Cara (1991), and Helbig (1994).
2.3.1. Hooke’s law in Voigt notation
Before discussing some of the possible symmetries of the stiffness tensor, we address
an alternative notation, that is commonly used. For mathematical convenience, the
fourth-rank stiffness tensor is often replaced by 6× 6 matrix, which is obtained using
the Voigt recipe
[11 22 33 23 13 12]
l
[1 2 3 4 5 6] .
(2.46)
The Voigt recipe takes advantage of the symmetries of the stiffness tensor. Due to
those, there are only six distinct pairs of indices [·]ij (top row in equation 2.46), which
are mapped onto six linear indices. This mapping turns the stiffness tensor into a 6×6
matrix
c˜ =

c11 c12 c13 c14 c15 c16
c22 c23 c24 c25 c26
c33 c34 c35 c36
c44 c45 c46
c55 c56
c66
 , (2.47)
where the elements in the lower triangle are symmetric to the upper triangle. Due to
the symmetry, there is also a maximum of 21 independent elements in this representa-
tion of the stiffness tensor. The matrix notation of the stiffness tensor is wide-spread
and henceforth will be mainly used throughout this study. As a result of the Voigt
transformation, the components of the second-rank stress and strain tensors are also
mapped onto six-dimensional vectors according to

τ11
τ22
τ33
τ23
τ13
τ12
 7→

τ1
τ2
τ3
τ4
τ5
τ6
 and

ε11
ε22
ε33
2ε23
2ε13
2ε12
 7→

ε1
ε2
ε3
ε4
ε5
ε6
 . (2.48)
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Figure 2.3.: Schematics of the diﬀerent elastic deformation modes. Colours match the matrix blocks
in equation (2.50). Solid lines depict the volume before deformation, whereas dashed lines show the
volume after deformation. Arrows indicate the applied stress.
The Voigt transformations of the stress, strain and stiﬀness tensors lead to a reduced
form of Hooke’s law, which is
τI = cIJεJ , (I, J = 1, ..., 6), (2.49)
or in matrix-vector form
⎡
⎢⎢⎢⎢⎢⎢⎣
τ1
τ2
τ3
τ4
τ5
τ6
⎤
⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎣
c11 c12 c13 c14 c15 c16
c21 c22 c23 c24 c25 c26
c31 c32 c33 c34 c35 c26
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66
⎤
⎥⎥⎥⎥⎥⎥⎦
·
⎡
⎢⎢⎢⎢⎢⎢⎣
ε1
ε2
ε3
ε4
ε5
ε6
⎤
⎥⎥⎥⎥⎥⎥⎦
. (2.50)
As in the standard equation, the sum convention also applies to the upper-case indices.
The colouring in equation (2.50) demonstrates how the diﬀerent blocks of the stiﬀness
matrix relate the applied stress to resulting strain as it is also illustrated in Figure 2.3.
The ﬁrst three elements (blue) in the strain vector ε reﬂect normal deformation (i.e.
along the coordinate axes), whereas components four to six (red) denote the volume
shearing. The elements in the stress vector τ can also be divided into normal and shear
stress accordingly.
As a result, the connecting stiﬀness matrix can be subdivided into four 3×3 submatri-
ces. The upper left-hand block (blue) relates the normal stress to normal strain. This
corresponds to a homogeneous cube being squeezed and becoming shorter and wider
as a result (left-hand diagram in Figure 2.3).
The opposite behaviour is described by the lower right-hand submatrix (red), which
relates the applied shear stress to the resulting shear deformation (middle diagram in
Figure 2.3). Both material responses illustrate what we would intuitively expect from
an elastic medium.
The third group of elements (green) relates normal stress to shear strain and vice versa
(right-hand diagram in Figure 2.3). This somewhat less intuitive behaviour is observed
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in anisotropic media which have non-zero components in the lower left and upper right-
hand blocks of the stiffness matrix. Those media include monoclinic or triclinic crystal
symmetry.
Dipping sedimentary layers, which represent so-called tilted transversely isotropic (TTI)
media generally fall into the monoclinic class and hence also exhibit the discussed
behaviour.
As already mentioned, the use of the full triclinic stiffness tensor is often not feasible for
practical applications. Hence, the number of unknowns describing the elastic properties
of the earth is reduced a-priori by assuming higher symmetry types.
2.3.2. Isotropy
The highest possible symmetry class is represented by isotropic media which do not
exhibit any directional dependencies. Consequently, the stiffness tensor is invariant to
any rotation applied with respect to any arbitrary axis. These strong symmetry con-
straints impose that the isotropic tensor depends on only two instead of 21 independent
parameters.
Among others, the most common parametrization for isotropic media is in the form of
the Lamé parameters λ and µ. These lead to the following mathematical form of the
stiffness matrix:
c˜iso =

λ+ 2µ λ λ
λ λ+ 2µ λ
λ λ λ+ 2µ
µ
µ
µ
 , (2.51)
which is stated in tensor representation equivalently as
cijkl = λδijδkl + µ(δikδjl + δilδjk) (i, j, k, l = 1, 2, 3). (2.52)
The structure of the isotropic stiffness matrix shows that there are no couplings between
the normal stress and the shear strain components or vice versa. The components of
normal stress and normal strain are linked by a matrix-vector product indicating that
normal stress in one direction also causes normal strain in the other two dimensions
(i.e. a cube being squeezed along the vertical axis also becomes wider in the two
horizontal directions as a result). In the lower half of the matrix only the elements
on the main diagonal are non-zero, which means that Hooke’s law for these shear
components is exclusively characterized by the scalar µ. In condensed tensorial form,
it may be written as
τij = λ · θ · δij + 2µεij, (2.53)
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which is the well-known stress-strain relation for isotropic media.
The structure of the stiffness matrix (2.51) remains valid also for some of the lower sym-
metry types (i.e. down to orthorhombic media), however, only the isotropic medium
can be characterized by just two parameters.
Now, in order to obtain the phase velocities, we insert the isotropic tensor (2.52) into
the Christoffel equation (2.17), which yields the isotropic Christoffel matrix
Γiso(n) =
λ+ µ
ρ
n21 + µ n1n2 n1n3n1n2 n22 + µ n2n3
n1n3 n2n3 n
2
3 + µ
 , (2.54)
for which we find the eigenvalues
V 21 =
λ+ 2µ
ρ
and V 22,3 =
µ
ρ
. (2.55)
These are the expected expressions for the squared isotropic phase velocities where the
first eigenvalue denotes the P-wave and the second one equals the S-wave velocity.
Thus, the isotropic medium represents a completely degenerated case with only two
independent eigenvalues in general. Hence, there are only two types of body waves in an
isotropic medium. Moreover, the velocities are generally independent of the direction
of the wavefront normal, which is only true for this symmetry type. As a consequence,
wavefronts are circular in an isotropic medium.
Analogous to the approach above, we can also aim for the eigenvalues of the slowness-
dependent Christoffel matrix. Therefore, we supply (2.25) with the isotropic stiffness
tensor in order to obtain the two expressions
1 =
λ+ 2µ
ρ
p2 and 1 =
µ
ρ
p2, (2.56)
which are equivalent to
(∇T )2 = ρ
λ+ 2µ
(2.57)
(∇T )2 = ρ
µ
. (2.58)
Expressions (2.57) and (2.58) represent the isotropic eikonal equations for the P- and
S-wave.
As demonstrated, the general formulation for anisotropic media also provides the ex-
pected convenient expressions for the isotropic case. For all lower types of symmetry,
the expressions for the phase velocities as well as for the eikonal equations become
considerably more complicated.
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Another important feature of isotropic media, which has not been discussed so far,
is the property that the phase velocities are equal to the propagation velocity of the
wavefront, which is the group velocity. This is a direct consequence of the directional
independence of the phase velocities. The diﬀerence between group and phase velocity
will be discussed with more detail for the case of TI media in Chapter 4.
2.3.3. Transverse isotropy
The next lower symmetry type is represented by the class of transversely isotropic (TI)
media, which show the simplest type of rock anisotropy. This type has played a very
important role in the exploration industry for several years which was initiated by the
formulation of the so-called Thomsen parameters (Thomsen, 1986), that are discussed
in Chapter 4.
VTI media
In contrast to isotropic media, which are completely directionally independent, TI
media are invariant only to rotations with respect to one certain symmetry axis. If the
axis is vertical, the medium is called a vertically transversely isotropic (VTI) medium
(Figure 2.4).
Figure 2.4.: Sketch of a VTI medium with the symmetry axis pointing downward.
Practically all sediments which have been evenly deposited can be characterized as VTI
media, which points out the importance of this type. Due to the symmetry relations,
the VTI stiﬀness matrix takes the form
c˜V TI =
⎡
⎢⎢⎢⎢⎢⎢⎣
c11 c12 c13
c12 c11 c13
c13 c13 c33
c44
c44
c66
⎤
⎥⎥⎥⎥⎥⎥⎦
, (2.59)
with the additional relation
c11 = c12 + 2c66. (2.60)
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In comparison to the isotropic representation, the VTI stiffness matrix still has the same
non-zero components, but it contains five instead of only two independent coefficients.
Sometimes, it is also referred to as hexagonal symmetry.
The components c33 and c44 can be related to the isotropic Lamé parameters according
to
c33 = λ+ 2µ, and c44 = µ, (2.61)
which means that they are directly linked to the isotropic phase velocities.
To obtain the VTI phase velocities in general, we assemble the VTI Christoffel matrix
according to (2.18) 2. Here we take advantage of the rotational symmetry, which infers
that the phase velocities have to be equivalent for all x-z-planes. If we therefore select
the plane n2 = 0, we obtain the representation
ΓV TI(n) =
1
ρ
 c11n21 + c44n23 0 (c13 + c44)n1n30 c66n21 + c44n23 0
(c13 + c44)n1n3 0 c44n
2
1 + c33n
2
3
 . (2.62)
Equation (2.62) reveals that the VTI eigenvalue problem separates into two systems.
In contrast to the isotropic medium, there are now three solutions, however, one of
them can be treated separately. This mode is contained in the central line of equation
(2.62) and represents the horizontally polarized shear (SH-) wave. The other two lines
must be solved simultaneously. They contain the quasi-compressional (P-) and the
second, vertically polarized shear (SV-) wave. These polarizations and the separation
into two independent sub-problems are only true for VTI media.
Analytical representations for the eigenvalues of the Christoffel matrix are more com-
plex than for isotropic media. They read (Daley and Hron, 1977):
V 2P,SV =
1
2ρ
{
(c11 + c44)n
2
1 + (c33 + c44)n
2
3
±
√
[(c11 − c44)n21 − (c33 − c44)n23]2 + 4(c13 + c44)2n21n23
} , (2.63)
and
V 2SH =
1
ρ
(
c66n
2
1 + c44n
2
3
)
. (2.64)
In case of a strictly vertically propagating wave (n = [0, 0,±1]T ), we therefore obtain
V 2P,n3 =
c33
ρ
, and V 2SV,n3 = V
2
SH,n3
=
c44
ρ
, (2.65)
2Following Voigt’s recipe, the matrix elements have to be re-mapped as (without taking symmetry
into account): c11 → c1111, c22 → c2222, c12 → c1122, c13 → c1133, c23 → c2233, c33 → c3333, c44 →
c2323, c55 → c1313, c66 → c1212.
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which reveals that the vertical phase velocities in a VTI medium are equal to the isotro-
pic velocities. Generally speaking, all TI media exhibit this behaviour in the direction
of their respective symmetry axis. This also infers that one shear wave singularity
always lies in that direction.
Again, dividing these expressions by the squared phase velocities yields the correspond-
ing eikonal equations, which already are challenging to implement in an FD scheme
due to their signiﬁcant non-linearity.
Figure 2.5.: Phase velocities in a VTI medium3with green arrows pointing at the shear wave singu-
larities. The quantities vij =
√
cij/ρ denote the velocities in the directions of the coordinate axes.
In contrast to the isotropic case, the VTI phase velocities depend on the direction of
the wavefront normal. Hence, the wavefronts of the three modes are all non-circular
(Figure 2.5).
HTI and TTI media
Besides VTI media, there are also other cases of transverse isotropy where the symmetry
axes point in a diﬀerent direction than the vertical. A second group represents the so-
called horizontally transversely isotropic (HTI) media, which are invariant to rotations
with respect to one of the horizontal directions. Like VTI media, they can be described
by ﬁve independent elasticity coeﬃcients. HTI media are used to characterize vertically
fractured rocks (e.g. Berryman, 2009).
The most general form of TI symmetry is tilted transverse isotropy (TTI) which means
that the axis of rotational symmetry may point in an arbitrary direction. Historically,
3The displayed medium represents a Green River Shale with the elastic parameters c11 = 31.26, c12 =
13.62, c33 = 22.49, c44 = 6.49, c66 = 8.82 (all in GPa) and the density ρ = 2075 kg/m3. The medium
is used and discussed in further examples throughout Chapter 4.
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TTI symmetry was introduced as a generalization of VTI media in order to describe
dipping sedimentary layers (Tsvankin, 1997b).
The parameters of a TTI medium are obtained by rotating the VTI tensor into the
direction of the TTI symmetry. Hence, two additional quantities are needed to describe
the medium, which are the azimuth and inclination of the rotation axis. From a
mathematical point of view, the rotated tensor generally takes the shape of a monoclinic
medium.
2.3.4. Orthotropy
The next lower symmetry class is orthotropy (also orthorhombic symmetry) which by
definition exhibits mirror symmetry with respect to three mutually orthogonal planes,
that are aligned with the coordinate system. Due to that symmetry, orthorhombic
media are characterized by nine independent stiffness coefficients as follows:
c˜ort =

c11 c12 c13
c12 c22 c23
c13 c23 c33
c44
c55
c66
 . (2.66)
The estimation of the orthorhombic parameters from seismic data poses a significant
challenge. Hence, exploration practice usually assumes higher symmetries (mainly
TI). Nonetheless, it is known that the presence of vertical fractures in a VTI host
rock results in effective orthotropy of the medium (e.g. Schoenberg and Helbig, 1997;
Grechka, 2007).
The Christoffel matrix in orthorhombic media takes the following form (Tsvankin,
1997a):
Γort(n) =
1
ρ
c11n21 + c66n22 + c55n23 (c12 + c66)n1n2 (c13 + c55)n1n3(c12 + c66)n1n2 c66n21 + c22n22 + c44n23 (c23 + c44)n2n3
(c13 + c55)n1n3 (c23 + c44)n2n3 c55n
2
1 + c44n
2
2 + c33n
2
3
 .
(2.67)
Within the x1-x3 plane, equation (2.67) is exactly the same as for VTI media. Similar
results are obtained for the other two symmetry planes.
In general however, the P -S1 and the S2-mode can not be separated completely as
for the VTI case. Moreover, since c44 6= c55, orthorhombic media exhibit shear wave
splitting along the vertical (Figure 2.6).
The analytical estimation of the phase velocities in orthorhombic media out of the
symmetry planes is a complicated problem (Tsvankin, 1997a) which involves particular
variable substitution and the solution of trigonometric equations.
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(a) Phase velocity contours. Green arrows point
at the shear wave singularities. Quantities vij are
the same as in Figure 2.5.
(b) qP -wave velocity surface.
(c) qS2-wave velocity surface. (d) qS1-wave velocity surface.
Figure 2.6.: Phase velocities in an orthorhombic medium. Parameters are taken from (Grechka
et al., 1999, p.154).
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For this reason, the orthorhombic velocities are usually approximated by assuming
“weak” anisotropy (e.g. Mensch and Rasolofosaon, 1997; Tsvankin, 1997a) or utilizing
a pseudo-acoustic approach (Alkhalifah, 2003)
2.3.5. Monoclinic and triclinic media
The remaining two states of the stiffness tensor are represented by monoclinic and
triclinic media. Both play a very limited role for practical applications due to their
inherent complexity and hence, I just briefly mention them here.
As already mentioned triclinic media do not exhibit any further symmetries and hence,
they require the use of the full stiffness tensor with all 21 elastic parameters. In contrast
monoclinic media still have one plane of mirror symmetry and the corresponding tensor
takes the following form:
c˜mnc =

c11 c12 c13 c15
c12 c22 c23 c25
c13 c23 c33 c35
c44 c46
c15 c25 c35 c55
c46 c66
 . (2.68)
The monoclinic tensor can be further simplified by rotating it into the x1-x2-plane,
which reduces the number of independent coefficients to 12 (e.g. Carcione, 2001).
Monoclinic media are the first symmetry class that contain non-zero components in the
off-diagonal normal-to-shear blocks of the stiffness matrix. Practical cases of monoclinic
symmetry may occur in rocks with multiple fracture sets (Sayers, 2009).
The most complicated case of triclinic media may effectively occur if media with higher
symmetries have undergone rotation as a result of tectonic processes and hence, are
not aligned with the coordinate system. However, such tilted media (e.g. tilted or-
thorhombic) only require two additional parameters, which are the rotation angles.
The inversion for all 21 elastic coefficients is extremely challenging and only possible if
multi-component data with very good azimuthal and polar coverage is acquired. A case
study of an appropriate VSP survey is presented by Dewangan and Grechka (2003).
2.4. Pre-stack depth imaging in anisotropic media
2.4.1. Introduction
Seismic imaging and inversion
So far, this chapter was concerned with the the mathematical description (or modelling)
of seismic waves for a given set of medium parameters. In general terminology, this
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is referred to as the forward problem. At this point, I limited the discussion to high-
frequency seismic waves which allows a local separation of the wavefield into its distinct
body wave modes and enables the concept of seismic traveltimes.
The current section is based on the same methodology but is dedicated to seismic
imaging, which is part of the inverse problem. The inverse problem deals with the
estimation of a set of parameters from acquired seismic data. If we attempt to image a
certain structure in the subsurface (a reflector), we are only interested in its location.
On the other hand, the quantification of its reflectivity belongs to the more general
and more involved inverse problem.
The imaging of subsurface structures is performed by so-called migration techniques,
which literally attempt to move the recorded data back to the position they came from,
which is the reflector/diffractor. Approaches which set out to estimate the reflectivity
of the structure include Amplitude versus Offset/Angle (AVO/A) and impedance in-
version methods. For these techniques the amplitude information has to be preserved
during imaging, which can be challenging and requires so-called true-amplitude migra-
tion techniques. More powerful methods, particularly full waveform inversion (FWI),
ideally achieve both, the location and characterization of a reflective structure at once.
Pre-stack depth migrations
Pre-stack depth migration (PSDM) methods represent the most powerful, yet costly
form of migration. They operate directly on acquired pre-stack data gathers which
commonly are sorted after shot, offset or opening angle, and subsequently are migrated
individually. The sort order of the input gathers defines whether the migration has to
be implemented as a common-shot, common-offset or common-angle algorithm, respec-
tively. At this point, Kirchhoff methods are the most flexible migration techniques in
terms of the acquisition and data ordering.
In general, all pre-stack depth migration techniques operate in two steps: First, the
recorded data is back-propagated into the medium which requires an estimate of the
subsurface velocity model. Second, an imaging condition is applied which correlates
the back-propagated field to the seismic source at a certain time. The underlying
assumption is that “reflectors exist at points in the ground where the first arrival of
the downgoing wave is time coincident with an upgoing wave” (Claerbout, 1971).
If the assumed velocity model is correct, the imaging condition re-constructs the re-
flector at its true location by constructive interference of the recorded wavefield. This
process can also be regarded as focussing of the data into its true origin. Hence, fo-
cussing and locating of subsurface reflectors is carried out in one step and purely relies
on physical modelling of seismic waves. This property distinguishes PSDM from other
migration techniques such as post-stack migrations or pre-stack time migration which
separate the data focussing (moveout correction) from the reflector location (stretching
or time-to-depth conversion). As a consequence, PSDM methods are the most pow-
erful when it comes to complex geologies. However, they are also the most sensitive
techniques in terms of the correctness of the underlying velocity model, since both, the
data focussing and the reflector positioning, are entirely model-driven.
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In general, PSDM methods can be separated into two groups, depending on how they
model the propagation of seismic waves. The first group are the Kirchhoff or ray-based
methods (e.g. Schneider, 1978; Hubral et al., 1996; Bleistein et al., 2001). They rely on
the principles of geometrical optics which is equivalent to assuming a high-frequency
regime. Since they solve the wave equation by applying the Kirchhoff integral, they are
also referred to as integral methods. Due to the inherent high-frequency approxima-
tion, ray-based methods represent seismic waves by wavefronts which are equivalent to
traveltime isochrons. These are commonly computed a-priori by ray-tracing or eikonal
solvers.
The second group is represented by wave-based techniques (e.g. Whitmore, 1983; Claer-
bout, 1985; Bednar et al., 2003) which model the full wavefield using finite differences.
Therefore, they are also called differential or wave-extrapolation methods. The term
“wave-equation migration” also occurs in the literature, but it is misleading, since ray-
and wave-based methods both are based on the wave equation. Wave-extrapolation
methods are more costly and less flexible than Kirchhoff techniques. However, they
are superior particularly in complex geological environments, especially in areas where
multi-pathing occurs. The most powerful among these techniques is reverse time mi-
gration (RTM).
In between these two groups there also is the class of so-called beam migrations which
are built on the same geometrical principles like Kirchhoff methods but also incorporate
lower frequencies (e.g. Cervený and Pšenčík, 1983; Hill, 1990).
2.4.2. Kirchhoff pre-stack depth migration
Kirchhoff pre-stack depth migration (KPSDM) is computationally efficient and flexible
with respect to the acquisition geometry. Despite its simplicity, it is capable of correctly
imaging turning (diving) waves. Those features make it a valuable algorithm, especially
for velocity model building in areas where the overburden shows moderate complexity
(Jones, 2010). Even in areas where wave-extrapolation techniques are the method of
choice, KPSDM may be used to get a first insight into the predominant structures or
to estimate an initial model for more powerful techniques.
The mathematical foundation of KPSDM was laid in the pioneering work of Schneider
(1978) who derived the Kirchhoff migration formula as follows:
M(x) =
∫∫
Ω
W (x,x′)U(x′, t = TS(x) + TR(x))dx′, (2.69)
where x and x′ denote the subsurface and the acquisition coordinates in three-
dimensional space, respectively. In discretized form, the integral is replaced by a sum
over all source/receiver pairs. Hence, equation (2.69) states that the migrated image
M(x) at each point in the subsurface is composed by a weighted summation of the
recorded data U(x′, t). At this point, the summation paths Ω are represented by the
two-way traveltime iso-surfaces TS(x) +TR(x) for a certain data sample recorded by a
given source/receiver pair, which is the fulfilment of the imaging condition.
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The weighting function W (x,x′) takes into account the amplitude correction due to
geometrical spreading and may also contain a temporal derivative filtering operator.
Within the scope of this thesis, this function is set to one, which means that the
amplitude treatment is neglected throughout the applied migration techniques.
The high-frequency “wave propagation” from the source/receiver side to the imaging
point is carried out by computing the respective one-way traveltimes which represent
the wavefronts. These can also be regarded as the high-frequency Green’s functions
(impulse responses) of the source/receiver with respect to the acoustic wave equation or
its Fourier transform, the Helmholtz equation. Hence their sum, the two-way traveltime
contour, represents the Kirchhoff migration operator which is also termed the migration
aperture.
In a homogeneous medium without any topography effects, the two-way traveltime
surfaces are ellipsoids with the source and receiver positioned at the focal points. In
real environments where the underground velocity field is heterogeneous, the wavefronts
have more irregular shapes and have to be computed numerically via ray-tracing or
eikonal solvers.
(a) Dipping reflector model. (b) Synthetic shot.
Figure 2.7.: 2D synthetic measurement on a dipping reflector model. Associated ray-paths are
shown together with a two-way traveltime contour that corresponds to the reflection at 3 km distance
(red box).
Figure 2.7 shows a synthetic reflection seismic measurement above a dipping reflector
in 2D. Geophones are spaced in a distance of 10 m. Figure 2.7a displays the model with
the associated ray-paths from a single source to the reflector and back up to selected
receivers.
Figure 2.7b shows the corresponding synthetic shot that was modelled using a Ricker
wavelet with a dominant frequency of 15 Hz. The direct wave (first arrival) has to
be muted prior to migration. Each data sample on the reflection hyperbola (i.e. in
the data space) can be associated with a certain two-way traveltime isochron in the
model (imaging) space according to the imaging condition. Inversely, the TWT contour
represents all possible points that could have caused the reflected signal which was
recorded at a given time. Consequently during migration, this sample will be summed
into all points on the isochron which yields the migration operator in the imaging space.
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(a) One single migrated trace. (b) Stack of one migrated shot.
(c) Stack of five migrated shots. (d) Stack of ten migrated shots.
Figure 2.8.: Kirchhoff migration result of the dipping reflector model. The images show a single
migrated trace and the stacks of one, five and ten migrated shots, respectively.
The collective sum (stack) of all migration operators then produces the final result
(Figure 2.8). At this point, the actual reflector is built by constructive interference,
whereas the non-physical branches of the operator are supposed to stack out. Hence,
the image quality increases with better data coverage. Nonetheless, there might still
be remnants of non-physical energy in the image that act as migration noise.
2.4.3. Focusing pre-stack depth migration
In order to overcome the problem of migration noise, it is possible to limit the migration
operator manually by restricting the maximum dips to be imaged. This cuts down the
non-physical energy and reduces the quality of the image. However, a-priori knowledge
of the dips of the predominant geologic structures are required in order to avoid loosing
true reflective signal.
Therefore, a better way to deal with migration noise is to utilize a physical concept for
the limitation of the migration operator as suggested by various authors (Takahashi,
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1995; Sun and Schuster, 2003; Buske et al., 2009; Hloušek et al., 2015). These techniques
are referred to as Focusing migration methods. Within this thesis, I particularly utilize
the so-called Fresnel volume migration (Buske et al., 2009), which limits the migration
operator to its Fresnel zone (Figure 2.9).
Figure 2.9.: Basic principle of Fresnel volume migration (after Buske et al. (2009)).
This is accomplished in three steps. First, the emergent angle of a reflected ray has to
be estimated at the receiver position using a slant-stack scan along the neighbouring
traces. Subsequently, the ray is back-propagated along this direction together with its
corresponding Fresnel volume according to the technique of Cervený and Soares (1992).
Here, the volume width is determined by the dominant frequency of the recorded
wavefield. The third step is a restriction of the migration operator to the Fresnel zone,
where the ray reaches the specular reflection point.
Mathematically, this method can be expressed by a straightforward extension of the
Kirchhoff integral as follows:
M(x) =
∫∫
Ω
WF (x,x
′, TS + TR)W (x,x′)U(x′, TS + TR)dx′. (2.70)
In comparison to the Kirchhoff migration formula (2.69), equation (2.70) has only one
extra weighting function WF , which carries out the aperture limitation according to
WF =

1, if d ≤ rF
1− d−rF
rF
, if rF < d < 2rF
0, if d ≥ 2rF .
(2.71)
Here, d denotes the distance of a target imaging point to the central (paraxial) ray of
the Fresnel volume and rF is the radius of the first Fresnel zone. According to (2.71),
all energy within the first Fresnel volume is preserved, whereas the migration operator
is tapered down within the second volume. Outside of the second Fresnel zone, all
energy is zeroed.
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The consequence of this weighting approach is a limitation (or focusing) of the mi-
grated energy to the area that physically contributes to the reflection, which is the
Fresnel zone. All non-physically migrated energy is removed from the image during
the migration, which significantly reduces the migration noise. Moreover, the method
does not require any a-priori information about the geologic dips in the imaging do-
main, but automatically limits the migration operator based on this physical concept.
Its drawback is the increased computational effort, since it requires a Fresnel volume
ray-tracing for each recorded data sample. A comparison of the two methods on a real
dataset is provided in Chapter 6.
2.4.4. Anisotropic Kirchhoff-type migration
Kirchhoff-type migrations rely on a weighted summation of the recorded wavefield
along the two-way traveltime iso-surfaces, which are commonly computed in advance
by ray-tracing or eikonal methods. This implies that the (anisotropic) velocity model
does not explicitly enter the migration algorithm as it is done for wave-extrapolation
techniques. Instead, the model is used for the computation of two-way traveltime tables
in the imaging domain, which are then passed to the actual migration program.
In order to carry out anisotropic Kirchhoff migration, it is therefore sufficient to mod-
ify the respective traveltime computation method. If the anisotropic traveltimes are
known, they can be provided to the migration in the same way as for isotropic media.
For the more advanced Fresnel volume migration, the extension to anisotropic media
becomes more involved, since the estimation of the emergent angle as well as the Fresnel
volume ray-tracing have to be adapted for anisotropic media. Within this thesis, I
will only concentrate on the issue of efficient anisotropic traveltime computation using
eikonal methods, which is presented in the next two chapters.
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isotropic media
3.1. Introduction
In this chapter I first give a short historical review about the methods that have been
developed and used to compute traveltimes using a finite difference solution of the
eikonal equation. Subsequently, I describe three selected algorithms for the computa-
tion of first-arrival times which are extensively used throughout scientific literature. I
will briefly describe the key principles of the three individual algorithms and highlight
their methodical common points and differences. From there, I will compare their
numerical accuracy and computational performance based on two synthetic models.
Finally, I will select the preferred method which will be used for the extension towards
VTI and TTI media in the next chapter.
3.1.1. Historical development of eikonal solvers for isotropic
media
Methods for the computation of traveltimes by obtaining a finite difference solution of
the eikonal equation have already been studied for about 25 years. Among the first
important publications, the works of Vidale (1988, 1990) are commonly mentioned.
His algorithms, which provide the foundation for several more recent methods, track
the wavefront by concentric expanding squares from a point source location. The
method has some drawbacks in terms of performance and accuracy but it led to a
series of various other algorithms that were developed in the following years. Some of
them were slight modifications of Vidale’s algorithm, others were set up in an entirely
different way.
A very successful approach was proposed by Podvin and Lecomte (1991). This method
improved the algorithm of Vidale by supplementing a linear finite difference stencil by
separate modes for head waves and diffracted waves. In consequence, the algorithm
behaves very robustly even for highly contrasted velocity models and is hence called
the Enhanced Finite Difference method (EFD) throughout this study. It is extensively
used especially in academic applications and is one of the three selected methods that
I will examine in greater detail in the next section of this thesis.
A further method was presented by Qin et al. (1992) who improved Vidale’s method by
optimizing the strategy of wavefront tracking through the model. In contrast, Schnei-
der et al. (1992) developed an alternative method based on Fermat’s principle where
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he tested Vidale’s technique of expanding rectangles against a so-called “brute-force”
mapping of traveltimes which does not perform any wavefront tracking. According to
his numerical tests, both approaches provided stable and accurate results.
In addition to these methods, Van Trier and Symes (1991) proposed a completely
different approach which relates the eikonal equation to the laws of hyperbolic con-
servation. Following this methodology, the first-arrival traveltimes are treated as a
viscosity solution which is obtained by utilizing upwind finite difference stencils. The
algorithm lacks stability for highly contrasted models, however, the principle of hyper-
bolic conservation laws and the associated upwind schemes were adopted by subsequent
approaches. A few years later, Schneider (1995) extended this method for three dimen-
sions and employed spherical instead of Cartesian coordinates to improve the accuracy
close to the point source location. Another important method, which also applies the
methodology of hyperbolic conservation laws to the eikonal equation, was introduced
by Sethian (1996) as the Fast Marching Method (FMM). This approach was originally
developed for combustion processes but was also adapted for a variety of different appli-
cations including the computation of seismic traveltimes (Sethian and Popovici, 1999).
The upwind finite difference approximation of the FMM has proven to be stable for
highly contrasted models. In addition, the algorithm implements a very efficient way of
maintaining Huygens principle by organizing neighbouring grid points (potential new
Huygens sources) in a binary heap data structure. This increases the logical complexity
of the algorithm but optimizes the wavefront tracking. The speed and robustness of
the method made it very popular and therefore it is widely used in applications of the
oil and gas industry. During the last years, several modifications of the Fast March-
ing Method have been proposed, including its implementation in spherical coordinates
(Alkhalifah and Fomel, 2001) and some extensions towards anisotropic media which
will be mentioned in the next chapter. Due to its advantages and popularity, I will
also describe and test the algorithm in the subsequent section.
Another efficient scheme was presented by Kim and Cook (1999), and Kim (2002),
who modified the Fast Marching Method and combined it with a higher-order essential
non-oscillatory finite difference scheme (ENO). Further published approaches include
the one of Sava and Fomel (2001), who formulated the eikonal equation in ray-centred
coordinates, and Zhang et al. (2005), who re-parametrized the eikonal equation by
introducing an averaged velocity variable, the so-called celerity. Buske and Kaestner
(2004) solved the eikonal and transport equation using an ENO scheme of third order.
The third important method that I will analyse in detail in this work is called the
Fast Sweeping Method (FSM) which was proposed by Zhao (2005). In contrast to
the FMM, which follows a very optimized scheme to track the evolution of the wave-
front based on Huygens principle, this method simply loops through the model domain
from eight different directions (so-called Gauss-Seidel iterations). This makes the al-
gorithm extremely easy to code and results in a very good performance independently
of the complexity of the model. The method originally utilizes weighted essential non-
oscillatory interpolation schemes (WENO) which were extended towards higher order
by Zhang et al. (2006). In this study, however, I will employ simpler approximations
in order to enhance the computational performance of the algorithm.
3.1. Introduction 49
3.1.2. Common characteristics of eikonal solvers
Although there is a large variety of methods for solving the eikonal equation in order
to obtain seismic arrival times, all these algorithms have to consider two important
features which are inherent to the eikonal equation. Possibly the most critical issue for
all eikonal solvers is the way they iterate through the model domain. This aspect is due
to the non-linearity of the eikonal equation which imposes a certain causality on the
algorithms. Simply speaking, the algorithms have to honour the flow of information
through the model, which means that grid points with early arrival times should be
computed before (and from) grid points that are reached later by the seismic wave.
As a consequence, all algorithms can be sorted between two extremes. On one hand
there are methods which carry out an intelligent scheme to mimic Huygens principle.
This usually makes the algorithm logically more complex but minimizes the number of
iterations through the grid. The most intelligent (and hence complex) of such methods
is represented by the Fast Marching method, which sorts all potential next Huygens
sources in a separate data structure based on their computed first-arrival times.
At the other extreme are algorithms which simply iterate through the model domain
several times in a straightforward manner until convergence is reached, which infers
that the computed arrival times do not change for all nodes. This group includes the
Fast Sweeping method and Schneider’s brute-force mapping. In between these two
extremes, there are the various expanding box methods like the original method of
Vidale, Qin’s algorithm, or the technique proposed by Podvin and Lecomte.
It is important, however, that even the logically complex algorithms (such as the FMM)
usually have to compute the traveltimes on the grid nodes several times before the
correct solution is obtained. Therefore, all algorithms have implemented some sort of
minimum principle (Fermat’s principle) which states that if the traveltime on a target
grid node has to be recomputed, the minimum of the old and the new value will be
kept as the updated arrival time.
The second important characteristic of eikonal solvers is the used finite difference ap-
proximation. In order to honour the inherent causality, the traveltime of a target node
should always be computed from adjacent nodes which have been already computed.
Consequently, not all neighbours of a certain node are qualified to provide information
for the traveltime computation of this node at some stage in the algorithm. This means
that central Finite Difference stencils should not be used for the computation. Their
application results in oscillations at contrasted velocity structures (see e.g. Sethian,
2010). Rather than these classical FD stencils many authors proposed the use of up-
wind stencils which honour the direction of wave propagation. This class of methods
is mainly represented by ENO or WENO methods. Other algorithms that do not rely
on these techniques invoke several if-conditions within the stencil in order to maintain
the causality.
In the following section, I will describe the basic principles of the three selected methods
within this thesis. These are the Enhanced Finite Difference method (EFD) by Podvin
and Lecomte (1991), the Fast Marching Method (FMM Sethian, 1996) and the Fast
Sweeping Method (FSM Zhao, 2005).
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3.2. Principles of the EFD, FMM and FSM eikonal
solvers
In this section I will describe in detail the three methods that are used in this thesis. I
will discuss the applied ﬁnite diﬀerence stencils as well as their general philosophy and
the iteration process. Moreover, I will compare them in terms of their numerical errors
and computational eﬃciency based on a homogeneous and a complex synthetic model.
3.2.1. Iteration strategies
First, I will discuss the diﬀerent ways that the selected algorithms iterate through the
model domain. All three methods follow a very diﬀerent scheme and therefore have
their advantages and drawbacks which will be highlighted below.
The Enhanced Finite Diﬀerence method
The EFD method (Podvin and Lecomte, 1991) is based on the original method of Vidale
(1988, 1990) and expands the wavefront by concentric rectangles away from the point
source (Figure 3.1). Hence, the algorithm performs very well on homogeneous velocity
models where the wavefront is approximately circular. For complex velocity models, the
method requires more than one iteration through the model domain which increases
the computation time. To enhance the performance, the authors also implemented
a parallel version of the method. However, for the purpose of depth migration, a
decomposition and parallelization of the model domain is not reasonable since the
computation time for a single source is much less then the total computation time for
all sources and receivers. Hence, I only use the original sequential version of the code.
Figure 3.1.: Illustration of the scheme of expanding rectangles as it was originally used in the
algorithm of Vidale and adopted later on for the EFD method. The algorithm expands the wavefront
by concentric rectangles/rings away from the point source.
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The Fast Marching Method
The FMM (Sethian, 1996; Sethian and Popovici, 1999) advances the wavefront in a
strictly “downwind” fashion from the smallest to the largest traveltimes. In this way,
it is probably the most intelligent implementation of Huygens principle. Figure 3.2
depicts how the method is structured. It starts with initializing the point source with
zero time and subsequently computes the traveltimes at the direct grid neighbours.
All further direct neighbours, which have not been computed yet are treated as poten-
tial next Huygens sources. According to the method, they are added to the so-called
Narrow Band group of grid nodes. This data structure is set up as a binary heap where
the nodes are sorted by their arrival times in ascending order. Hence, the fastest node,
which is going to be chosen as the next Huygens source, always lies on top.
This heap structure reduces the maximum number of logical operations to N · logNNB
where N is the total number grid nodes and NNB denotes the maximum number of
nodes that are contained in the Narrow Band. Simple numerical tests revealed that
the heap sort scheme surpasses a standard list sorting when the grid contained about
10000 nodes (e.g. a two-dimensional 100 × 100 grid).
Figure 3.2.: Illustration of the Fast Marching Method in a homogeneous medium. The ﬁrst ﬁve
steps of the algorithm are depicted with the point source being located in the upper left-hand corner
of the grid. The scheme shows how the wavefront evolves during the algorithm (top row) and how the
next potential Huygens sources (Neighbours) are organized in the Narrow Band binary heap structure
(bottom row). Nodes within the Narrow Band are not ﬁxed yet and might be recomputed. Frozen
nodes are conﬁrmed and have already acted as Huygens sources. They will not be recomputed, whereas
Far nodes have not been computed at all.
Although the heap sort scheme of the FMM is very eﬃcient, it may be slower compared
to “brute force” algorithms that avoid a complex logical organization of the grid nodes,
if the underlying velocity model is rather homogeneous. However, the advantage of the
FMM is that its performance is independent of the complexity of the model. Detailed
performance tests are discussed in Section 3.3.
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The Fast Sweeping Method
The third method, which I will discuss in detail is the Fast Sweeping Method (FSM).
This method is the most recent one and probably follows the simplest iteration strategy
among the algorithms that are presented in this text. Figure 3.3 illustrates the philos-
ophy of this method which simply loops through the model grid from eight diﬀerent
directions (four in 2D). These directions correspond to a group of characteristics of the
eikonal equation and are termed Gauss-Seidel iterations.
Figure 3.3.: Iteration scheme of the Fast Sweeping Method. The model domain is swept from
eight (four in 2D) alternating directions regardless of the point source location. These Gauss-Seidel
iterations each correspond to a group of characteristics of the eikonal equation (Zhao, 2005).
The FSM scheme does not perform an intelligent wavefront tracking according to Huy-
gens principle and still performs independently from the complexity of the velocity
model. The absence of logical operations leads to a very good performance which is
demonstrated by the numerical tests in Section 3.3.
3.2.2. Finite Diﬀerence schemes in comparison
After discussing the iteration strategies of the three diﬀerent methods, I will explain
the employed ﬁnite diﬀerence approximations in this section. At this point, the FMM
and the FSM share the same non-oscillatory FD stencil which can be implemented as
a ﬁrst- and second-order approximation, respectively. The EFD method has a slightly
diﬀerent approach which is built on Fermat’s principle for diﬀerent modes of wave
propagation. Hence, it will be discussed separately.
All of the selected algorithms rely on the FD solution of the eikonal equation
(
∂T (x)
∂x
)2
+
(
∂T (x)
∂y
)2
+
(
∂T (x)
∂z
)2
= s(x)2, (3.1)
which arises from the high-frequency approximation of the wave equation. The solution
of this equation is the ﬁrst-arrival time T (x) which is sought in the three-dimensional
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space. s(x) denotes the model slowness (inverse phase velocity). I will now discuss the
different approximation which are utilized within the selected methods. Their different
FD stencils are shown in Figure 3.4.
(a) First order FD stencil. (b) Second order FD stencil. (c) EFD stencil.
Figure 3.4.: Finite Difference stencils in comparison. The central node, [·]ij , represents the target
node for traveltime computation. Concerning a wave arriving from the top left-hand corner, the
arrows connect the target node to its respective grid neighbours which provide useful traveltimes for
an upwind calculation.
FD stencils of first order
First, I describe the standard first-order FD stencil (Figure 3.4a) which is used in the
Fast Marching and the Fast Sweeping methods. The stencil can also be extended to
second order, which improves the accuracy of the method.
The first-order FD stencil appears similar to approximations that are commonly used
in finite difference modelling. The only exception is that the model values (which
represent the P-wave slowness) are also stored in the grid nodes rather than the cells in
between the nodes as it is done in staggered grid techniques. Moreover, for the purpose
of traveltime calculation, the partial derivatives are not approximated by central but
upwind finite differences which can be taken to either sides of the target node as follows
(e.g. Kim and Cook, 1999):
∂T±
∂x
∣∣∣∣
ijk
≡ D±xijkT ≈ ±
Ti±1jk − Tijk
h
. (3.2)
The superscript sign indicates the direction in which the derivative is taken, where
minus denotes the backward stencil and plus indicates the forward stencil. The indices
i, j, k denote the target grid node in three dimensions. The stencils are defined for
the y- and z-directions in an analogue way. For this purpose, all methods exclusively
operate on uniform grids characterized by the spacing h even though they could also be
defined in a more general way. In the following equations I seek a good approximation
for the first-arrival time at the target node Tijk.
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To construct an appropriate upwind scheme, the sum of all one-sided approximations
in the respective directions is taken, which yields the finite difference representation of
the eikonal equation as follows:
max
(
D−xijkT,−D+xijkT, 0
)2
+ max
(
D−yijkT,−D+yijkT, 0
)2
+ max
(
D−zijkT,−D+zijkT, 0
)2
= s2ijk.
(3.3)
This is a first-order Godunov scheme as it was suggested by Rouy and Tourin (1992)
in order to obtain the viscosity solution. It honours the causality of the method and
practically suppresses oscillations at corners where a central difference stencil becomes
unstable. The maximum values in equation (3.3) are the discretized versions of the
partial derivatives in equation (3.1).
The logic behind this scheme can be easily followed: Considering the first term in
equation (3.3), the algorithm would choose the forward (+x) instead of the backward
(−x) stencil, if
−D+xijkT > D−xijkT ⇐⇒ −
Ti+1jk − Tijk
h
>
Tijk − Ti−1jk
h
, (3.4)
which requires Ti+1jk < Ti−1jk. This simply means that between two adjacent grid
nodes the one with the minimum arrival time will be used in the upwind stencil. In
this way, the wavefront is always propagated in the fastest direction which maintains
the causality according to Fermat’s principle.
Hence, the respective upwind neighbours can be defined according to:
T xijk ≡ min(Ti−1jk, Ti+1jk), T yijk ≡ min(Tij−1k, Tij+1k), T zijk ≡ min(Tijk−1, Tijk+1). (3.5)
The special case in equation (3.3), with one difference being set equal to zero occurs,
if the forward and the backward difference both yield negative values, as it is for the
different directions:
∣∣T xijk − Tijk∣∣ < 0, ∣∣T yijk − Tijk∣∣ < 0, ∣∣T zijk − Tijk∣∣ < 0. (3.6)
The special case in 2D This occurs if the wave propagates strictly horizontally
(vertically) to the target node [·]ij by passing through point [·]i−1j ([·]ij−1), only (see
Figure 3.4a for comparison). In this case, the target node is reached before its other
neighbour [·]ij−1 ([·]i−1j) and the derivative in this direction (i.e. perpendicular to the
wave propagation) equals zero. As a consequence, the eikonal equation is reduced by
one dimension, providing the intuitive 1D solution:
Tij =
{
Ti−1j + hsij, for a horizontal incidence (Ti−1j < Tij−1)
Tij−1 + hsij, for a vertical incidence (Tij−1 < Ti−1j)
(3.7)
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The general solution in 2D Technically, it is not possible to know whether the
upwind difference in a certain dimension is negative before the actual arrival time Tij
at the target grid node has been computed. This makes direct evaluation of conditions
(3.6) difficult. However, if the 1D solution is inserted into these conditions, one obtains
the equivalent criterion
∣∣T xij − T yij∣∣ ≥ hsij. This is easy to check prior to the traveltime
computation at the target node and leads to the general solution of the 2D discretized
eikonal equation (i.e. equation (3.3) with the last term being zero):
Tij =
{
min(T xij, T
y
ij) + hsij,
∣∣T xij − T yij∣∣ ≥ hsij
1
2
[
T xij + T
y
ij +
√
2h2s2ij − (T xij − T yij)2
]
,
∣∣T xij − T yij∣∣ < hsij. (3.8)
Equation (3.8) is given by Zhao (2005) as the unique solution of the discretized 2D
eikonal equation using the Godunov upwind scheme. It can be easily extended into
three dimensions.
The general solution in 3D Zhao (2005) also provide an efficient strategy of checking
the effective dimensionality of the Godunov approximation at a local grid node avoiding
the validation of numerous if-conditions. According to this scheme, the general 3D
solution is obtained as follows:
1. After determining the fastest neighbours T xijk, T
y
ijk and T
z
ijk, bring these in as-
cending order, so that T1 ≡ min(T xijk, T yijk, T zijk), T3 ≡ max(T xijk, T yijk, T zijk),
T1 ≤ T2 ≤ T3.
2. Compute the 1D stencil as follows:
T trial = T1 + hsijk.
3. If T trial > T2, compute the 2D stencil as follows:
T trial = 1
2
·
[
T1 + T2 +
√
2h2s2ijk − (T1 − T2)2
]
.
4. If T trial > T3, compute the 3D stencil as follows:
T trial = 1
3
·
[
(T1 + T2 + T3) +
√
(T1 + T2 + T3)2 − 3(T 21 + T 22 + T 23 − h2s2ijk)
]
.
5. Keep the newly computed time, if it is faster than the previous value at the target
node:
Tijk = min(T
old
ijk , T
trial).
In this way, the effective dimensionality of the Godunov approximation is determined
in an efficient way. If the traveltime at a certain node has to be recomputed during the
algorithm, the fastest arrival is kept according to Fermat’s principle. Although this
scheme was proposed with the Fast Sweeping method, it can be used in the same way
in the Fast Marching method, since both algorithms rely on the same finite difference
approximation.
FD stencils of second order
The first-order Godunov finite difference stencils can easily be extended to second
order which significantly improves the accuracy (Sethian, 2010). Rickett and Fomel
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(1999) conducted a performance and accuracy test of the second-order versus the first-
order Fast Marching implementation. They found that the computational cost of the
algorithm increases by 11 %, however, its benefit in numerical accuracy is significant
which led to a preferred use of the second-order scheme for the FMM.
For the Fast Sweeping method Zhang et al. (2006) proposed a higher-order approxima-
tion based on the class of WENO schemes which are computationally expensive since
they require an initial guess of the traveltime field, which usually needs to be provided
by the first-order Godunov approximation. Hence, these schemes are not practical for
computation of traveltime tables for pre-stack depth migrations. However, since the
Fast Marching/Sweeping methods share the same first-order finite difference stencil, I
also use the second-order extension for both of them. In the following, I explain how
the second-order extension is set up and implemented.
The second-order Taylor approximation Like the first-order approximation, the
second-order stencil is also obtained from a Taylor-series expansion which is now eval-
uated up to its second term. In the x-direction, I therefore obtain
∂T±
∂x
∣∣∣∣
ijk
≈ D±xijkT ∓
h
2
(
D±xijk
)2
T
= ±Ti±1jk − Tijk
h
+
1
2
[
±Ti±1jk − Tijk
h
∓ Ti±2jk − Ti±1jk
h
]
(3.9)
= ± 1
2h
[−3Tijk + 4Ti±1jk − Ti±2jk] . (3.10)
As shown in Figure 3.4b, it incorporates horizontal (vertical) neighbours of the target
node, that are up to two grid segments away, whereas diagonal neighbours are not
used in this scheme. However, no initial guess of the first-arrival traveltimes is required
(except for the direct source vicinity) and the numerical effort of the approximation
seems comparable to the first-order scheme.
Causality of the second-order scheme The expensive part of the second order ap-
proximation lies in the verification of the causality. The upwind direction of the scheme
is still taken towards the minimum arrival time of the direct neighbours according to
equation (3.4). However, in order to guarantee that the finite differences in equation
(3.9) are positive it is additionally required that
Ti+2jk < Ti+1jk, for a forward difference, and
Ti−2jk < Ti−1jk, for a backward difference. (3.11)
This is demonstrated in Figure 3.5.
In cases where the causalities (3.11) in the upwind direction are not met, the first-
order stencil has to be chosen instead. This happens if the second neighbour (which
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Figure 3.5.: Causality condition for the second-order stencil in one dimension. The traveltime at the
target node Tij is going to be updated using either a forward (green) or a backward (blue) difference.
In order to maintain the causality, the indicated inequalities have to be met.
is located further away from the target node) is either reached later by the wavefront
due to the underlying slowness model or simply if there are not enough neighbours
(which happens close to the source or to the boundary). Another implication of this
matter is that in order to use the full second-order stencil from the beginning of the
algorithm (i.e. close to the source), the direct neighbours of the source node will have
to be initialized analytically in advance. This effect will be discussed in greater detail
in section 3.3.
To incorporate the extended causality conditions into the algorithm, Sethian (1996)
suggests the use of so-called switch functions which check if the full second-order stencil
can be applied or whether it has to be reduced to the first-order. These switch functions
in x-direction are:
switch−xijk =
[
1 if Ti−2jk and Ti−1jk are known and if Ti−2jk < Ti−1jk
0 otherwise
]
(3.12)
and
switch+xijk =
[
1 if Ti+2jk and Ti+1jk are known and if Ti+2jk < Ti+1jk
0 otherwise
]
. (3.13)
This yields the following second-order discretization of the 1D eikonal equation:
max
[[
D−xi T +
h
2
switch−xi
(
D−xi
)2
T
]
,−
[
D+xi T −
h
2
switch+xi
(
D+xi
)2
T
]
, 0
]
= s2i ,
(3.14)
which can be extended to the 3D case in a straightforward manner.
Implementation of the general second-order solution in 3D The above formula-
tion of the second-order stencils is very intuitive and convenient, however, for the sake
of computational efficiency and a clearly-structured implementation, I chose an alterna-
tive representation which does not use the switch functions but can be easier embedded
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into the 3D Godunov iteration scheme of Zhang et al. (2005). This formulation is also
closely related to the one described by Rickett and Fomel (1999).
First, I define the outer upwind neighbours that are used for the second-order approx-
imation:
T x,2ijk ≡
{
Ti−2jk , if Ti−1jk ≤ Ti+1jk
Ti+2jk , if Ti−1jk > Ti+1jk
T y,2ijk ≡
{
Tij−2k , if Tij−1k ≤ Tij+1k
Tij+2k , if Tij−1k > T1j+1k
T z,2ijk ≡
{
Tijk−2 , if Tijk−1 ≤ Tijk+1
Tijk+2 , if Tijk−1 > T1jk+1
(3.15)
These definitions simply ensure that the outer neighbours lie in the same direction
as the direct neighbours with minimum arrival time T xijk, T
y
ijk and T
z
ijk. Now, I start
from the second-order Taylor expansion (equation 3.10) to obtain the second-order 1D
solution as follows:
T 1Dijk =
1
3
(
4T xijk − T x,2ijk
)
+
2
3
hsijk
=
2
3
[
Kxijk + hsijk
]
, (3.16)
where Kxijk =
1
2
(
4T xijk − T x,2ijk
)
. It is obvious that this representation has a very similar
structure compared to the first-order solution (equation 3.7). Hence, I set up the
general 1D first-/second-order solution as follows:
T 1Dijk =
1
kx
(
Kxijk + hsijk
)
(3.17)
with
kx = 3/2 and Kxijk = (4T xijk − T x,2ijk )/2 , if T x,2ijk < T xijk (second order),
kx = 1 and Kxijk = T xijk , otherwise (first order).
(3.18)
Using this terminology, the 2D and 3D solutions can be obtained in a similar way. In
order to find the effective dimensionality of the Godunov stencil (i.e. which directions
contribute to the eikonal equation) and to obtain the appropriate solution, I adapt the
iterative scheme of Zhang et al. (2005) as follows:
1. Determine the fastest neighbours T xijk, T
y
ijk and T
z
ijk and bring them in ascending
order so that T1 ≤ T2 ≤ T3. Their corresponding outer neighbours are T ,21 , T ,22
and T ,23 .
2. Check whether first-order or second-order stencils can be used in every direction.
Determine the corresponding ki and Ki (i = 1, 2, 3) according to (3.18).
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3. Compute the 1D stencil as follows:
T trial = 1
k1
(K1 + hsijk).
4. If T trial > T2, compute the 2D stencil as follows:
T trial = 1
kiki
[
kiKi +
√
(kiKi)2 − (KiKi − h2s2ijk) · (kiki)
]
, where (i = 1, 2).
5. If T trial > T3, compute the 3D stencil as follows:
T trial = 1
kiki
[
kiKi +
√
(kiKi)2 − (KiKi − h2s2ijk) · (kiki)
]
, where (i = 1, 2, 3).
6. Keep the newly computed time, if it is faster than the previous value at the target
node:
Tijk = min(T
old
ijk , T
trial).
For brevity, I make use of Einstein’s sum convention at steps 4 and 5. The resulting
scheme provides the local finite difference approximation of the eikonal equation by
incorporating the highest possible difference order and the effective dimensionality at
the target node. In case that the second-order approximation is only available in one
or two dimensions, "mixed-order" stencils are applied. This happens practically for all
grid nodes which are located close to the boundary.
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Figure 3.6.: Errors of first (red) and second-order (blue) FD schemes in comparison to the analytical
solution (black).
Accuracy of the second-order approximation Figure 3.6 shows a comparison be-
tween the first and the second-order finite difference approximation for a homogeneous
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slowness model. In both FD schemes the direct neighbours of the source have been
computed analytically. The approximated traveltimes are also compared to the ana-
lytical solution. It shows that both schemes have their maximum errors in a direction
of 45◦ from the source location.
In comparison, it appears that the first-order approximation significantly underesti-
mates the traveltime whereas the second-order scheme slightly overestimates the first
arrivals. As expected, the second-order scheme exhibits a higher accuracy. The maxi-
mum relative errors of both schemes are 10.51% (first-order) and 3.42% (second-order).
The relative RMS errors are 1% and 0.1%, respectively. More detailed error analyses
will be presented in Section 3.3.
The EFD stencil
Figure 3.7.: The EFD stencil as already shown in Figure 3.4c. The assumed upwind direction is
up-left.
General aspects After discussing the principles behind the Godunov finite difference
stencils that are used by the Fast Marching/Sweeping methods, I am going to explain
the slightly different concept of the approximation that is implemented in Podvin and
Lecomte’s method. One major goal of the EFD method was to provide a more robust
approach for computing first arrivals in highly contrasted models. Besides its speed,
this might be the key aspect as to why this method is still so popular. In order to
increase the robustness in comparison to the original algorithm of Vidale, the EFD
method distinguishes between three types of arrivals at each grid node. According
to Figure 3.7 these are the so-called head wave mode (red), the diffracted wave mode
(green) and the transmission or plain wave mode (blue). Hence, in the 2D case, there
are 16 potential arrivals. On a three-dimensional grid, there is a total number or up to
170 possible arrivals including potential 1D and 2D arrivals (analogous to the effective
dimensionality in the Godunov stencils). While iterating over the grid, the algorithm
computes all of them for each grid node and keeps the minimum as the correct arrival
time. In this way, the causality is always maintained according to Fermat’s principle
and the stencil, which is selected for the correct arrival, always points in the upwind
direction. However, the computation of 170 distinct stencils is computationally costly
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even for isotropic media. Nevertheless, the algorithm still performs well in comparison
to ray-tracing approaches.
In comparison to the Godunov FD stencils, the EFD approximation shows two major
differences. The first one is about the representation of the slowness model. Whereas
in the Fast Marching/Sweeping methods the model parameters are stored directly at
the grid nodes, the EFD algorithm attributes them to the cells in between the nodes.
This second representation seems more physical and is also similar to the staggered
grid approach for elastic wavefield modelling (Virieux, 1986). However, in practice it
is often violated for the sake of simplicity. In seismic applications, input and output
arrays are usually stored and passed in the SEG-Y file format that attributes the stored
data to temporal or spatial samples rather than cells. This is a practical approach,
because in that way the input models and output traveltime tables are always kept to
the same size, which would not be the case if the model parameters were stored in grid
cells.
The second difference is that the EFD algorithm also uses diagonal nodes for the com-
putation whereas the Godunov stencils only take arrival times from strictly horizontal
or vertical neighbours. This difference produces different error patterns as is demon-
strated in Section 3.3.
EFD approximations in 2D The approximations for the different propagation modes
considered in the EFD approach are also very intuitive. Considering the elementary
2D grid cell, the head wave mode corresponds to the one-dimensional arrival of the
Godunov stencil and is implemented in the following way:
T vertij = Tij−1 + h ·min(si−1j−1, sij−1)
T horij = Ti−1j + h ·min(si−1j−1, si−1j). (3.19)
The diffracted wave mode is then computed in a similar fashion:
T diff,2Dij = Ti−1j−1 + h ·
√
2. (3.20)
These two propagation modes provide accurate traveltimes but are only used for a
small portion of the model. In a homogeneous medium, they are used to compute the
first arrivals for grid nodes that are located strictly 0◦, 90◦ (head wave mode) or 45◦
(diffracted wave mode) from the source. Hence, the propagation mode which is used
to compute most of the traveltimes throughout the grid is the transmission or plain
wave mode.
This third mode actually carries the finite difference approximation of the eikonal
equation but it is set up in a slightly different way then the Godunov stencils. For the
shown 2D case, one of two possible stencils is
T trans,horij = Tij−1 +
√
(hs)2 − (Tij−1 − Ti−1j−1)2. (3.21)
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This stencil assumes that the wave arrives at the target node [·]ij through the top
(horizontal) interface of the cell. In this case, the utilized FD approximations are
∂T
∂x
≈ Tij−1 − Ti−1j−1
h
and
∂T
∂z
≈ Tij − Tij−1
h
. (3.22)
In comparison to the Godunov stencil, the transmission mode therefore only uses one
difference (∂T/∂z), which is directly connected to the target node. The respective
other difference is taken over the interface across the cell. In order that this approxi-
mation works, two additional conditions have to be checked in advance to ensure that
the horizontal interface "connects" to the target node. These so-called illumination
conditions are
∂T
∂z
≥ 0 and
0 < (Tij−1 − Ti−1j−1) < hs/
√
2. (3.23)
The two conditions ensure that the wave is moving towards the target node. The
second condition is violated if the angle through which the wave enters the grid cell
exceeds 45◦ (measured downwards from the horizontal). In this case the second of the
two possible transmission stencils has to be used which is
T trans,vertij = Ti−1j +
√
(hs)2 − (Ti−1j − Ti−1j−1)2. (3.24)
In this stencil, the wave is assumed to enter the cell through the vertical interface and
the corresponding illumination conditions are
∂T
∂x
≥ 0 and
0 < (Ti−1j − Ti−1j−1) < hs/
√
2. (3.25)
In the special case of (Ti−1j − Ti−1j−1) = hs/
√
2, the wave enters strictly diagonal and
the diffracted wave mode will be chosen.
The plane-wave transmission stencils that are used by the EFD method also represent
linear finite difference approximations although they are set up in a slightly different
fashion than the Godunov schemes.
EFD approximations in 3D As just demonstrated, there are 16 potential arrival
modes that have to be computed in order to determine a target arrival for the 2D
case. These are 4 head waves, 4 diffracted waves and 8 transmitted waves possible,
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whereas the transmission modes are conditional. In the 3D case, the situation becomes
considerably more diﬃcult. In contrast to the Godunov stencils, the EFD method does
not determine the eﬀective dimensionality at a local grid node in an iterative way but
simply computes all possible arrivals for all dimensions. That means that in addition to
the propagation modes that have already been discussed, there are now two additional
types that also have to be taken into account. These are the 3D diﬀracted arrival and
the 3D transmission stencil. The dimensionality of the head wave arrivals does not
change.
Figure 3.8.: Four possible EFD transmission modes in a 3D cube (after Podvin and Lecomte (1991)).
Figure 3.8 illustrates the 3D case of four possible transmission modes towards the target
node [·]ijk within one of the neighbouring cubes. It shows that from one interface in a
cube adjacent to the target node, four possible transmission stencils can be emitted.
The arrival time for the upper left-hand case in Figure 3.8 can be computed as follows:
Tijk = TN + TP − TM +
√
(hsi−1jk)2 − (TN − TM)2 − (TP − TM)2. (3.26)
Before this stencil is computed, the following conditions have to be veriﬁed analogously
to the 2D case:
TN ≤ TQ, TP ≤ TQ,
(TQ − TN)2 + (TQ − TP )2 + (TQ − TN)(TQ − TP ) ≤ (hsi−1jk)2/2,
(3.27)
which is considerably more expensive than for the 2D case. Equation (3.26) gives
a representative example for one of the transmission stencils which is used for one
particular interface in one of the neighbouring cubes. The other modes are computed
in an analogue way. In total, there are 96 possible 3D transmission nodes that have to
be taken into account.
The last mode that has to be considered is the 3D diﬀraction mode. Here, the algorithm
discriminates between a diﬀracted body wave, which can be emitted from the eight
adjacent corners and which is computed directly as
Tijk = Ti+1j+1k+1 + hsijk
√
3, (3.28)
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and so-called edge diffraction. The latter case treats an entire edge (e.g. MN in
Figure 3.8) as a set of secondary sources from which the fastest arrival is picked. The
corresponding stencil is applied if the following condition is met:
0 ≤ (TN − TM) ≤ hs/
√
3. (3.29)
Equation (3.29) ensures that the point diffractor lies on the respective edge for which
the arrival is computed. If the condition is met, the first arrival at the target node is
determined as follows:
Tijk = TN +
√
2
√
(hs)2 − (TN − TM). (3.30)
The corresponding slowness would be chosen between the two cubes that are connected
by edge MN : s = min(si−1jk, si−1jk).
In summary, the following propagation modes have to be considered assuming that the
traveltimes of all neighbouring nodes are known (have already been computed): 6 1D
head waves, 12 2D diffractions, 24 2D transmission stencils, 32 3D diffractions (body
and edge diffractions) and 96 3D transmission stencils. Hence, the total amount of
propagation modes that have to be computed in order to estimate the target arrival
time in 3D sums up to 170 potential arrivals.
The individual treatment of the different modes makes the algorithm very robust also
for highly contrasted models. However, the computation of the various stencils in
combination with the associated illumination conditions is costly. Nevertheless, the
method shows good performance at least for simple models which will be demonstrated
in the following section.
3.3. Numerical accuracy and computational
performance
After the iteration strategies and the finite difference approximations for the three
different approaches have been examined, I present the test results concerning the nu-
merical accuracy and the computational performance of the methods. Therefore, I use
the original version of the EFD method which was developed by Podvin and Lecomte
(1991) and compare it to my own re-implementations of the Fast Marching/Sweeping
methods which are written in Fortran 90. Throughout the tests, I only examine the se-
quential versions of the algorithms. Aspects of parallel performance such as scalability
are not assessed in this study.
3.3.1. The testing models
Homogeneous model In order to conduct the numerical tests, I used two different
models. The first one is a homogeneous model with velocity vp = 1 m/s which is mainly
used for assessment of the numerical errors of the different finite difference schemes.
3.3. Numerical accuracy and computational performance 65
The model contains 501 x 101 x 501 grid nodes (i.e. 25.35 million nodes in total) and
has an equidistant grid spacing of h = 1 m. For the tests using this model, the source
is located in the centre.
BP 2007 benchmark model The second model is a complicated anisotropic bench-
mark from the oil and gas industry which was created by Hemang Shah from BP
Exploration Operation Company Limited in 2007. Hence, I will refer to this model
hereafter as the BP 2007 benchmark. This model is appropriate for this study because
besides the P-wave velocity vp it also contains layers for the VTI/TTI anisotropy para-
meters that will be used in the next chapter. Originally, this model is purely 2D with
a long lateral extension representing real geologic environments from different regions
that are typical for hydrocarbon exploration (Figure 3.9).
Figure 3.9.: P-wave velocity of the BP 2007 anisotropic benchmark model (courtesy of BP). The
black vertical lines outline the window to which the model is cropped for testing purposes.
For the purpose of this study, only a small lateral part from the original model was
selected and subsequently repeated in the third (y) direction to obtain a so-called 2.5D
model (Figure 3.10). Moreover, the model was resampled to an equidistant grid spacing
of h = 25 m (the original sampling is 6.25 m). This modified version of the model now
has 561 x 101 x 451 grid nodes (i.e. 25.55 million nodes in total). In contrast to the
homogeneous model, the source is located close to the surface as for a real seismic
survey. Table 3.1 summarizes the parameters of the two testing models.
Table 3.1.: Comparison of the parameters of the two testing models.
Model Grid dimension h (m) Vp (m/s) Source location (m)
Homogeneous 501 x 101 x 501 1 1 (250, 50, 250)
BP 2007 561 x 101 x 451 25 1492 to 4553.5 (7000, 1200, 25)
3.3.2. Numerical accuracy tests
First, I assess the numerical accuracy of the selected eikonal solvers. Here, we need
to distinguish between the particular approximation that is built in the EFD method
and the Fast Marching/Sweeping methods which can both operate using first- and
second-order FD stencils, respectively.
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Figure 3.10.: P-wave velocity of the cropped BP 2007 model as it was used for the numerical tests.
The 2D slice was repeated in the y-direction to create a 2.5D model.
For the quantification of the numerical errors, only the homogeneous model can be
used since there exists no analytical solution for generally heterogeneous media. At
this point, the introduction of a small inhomogeneity into the homogeneous model
was necessary in order to prevent the EFD method (in its original implementation) to
compute the traveltimes analytically throughout the entire model. The inhomogeneity
covers a box of 3 x 3 x 3 nodes/cells around the point source location and has a
relative amplitude of +0.3% in velocity. In the following, relative and absolute errors
are discussed for the different FD stencils.
Relative errors for a grid-coinciding source
First, I examine the relative error for a source which exactly coincides with a grid node
as indicated in Table 3.1 (homogeneous model).
Maximum relative errors in the source vicinity Figure 3.11 demonstrates that the
three stencils show distinct patterns in their relative errors. However, it is common
to all approximations that their highest relative errors are located close to the source.
This is due to the curvature of the wavefront, which has its maximum value at the
source location and decreases with increasing distance from the source. Hence, the
finite difference schemes which are based on a truncated Taylor series exhibit their
maximum relative errors close to the point source location.
In the context of depth migration, the occurrence of large relative errors in the source
vicinity does not seem too problematic since the imaging targets are usually at least
several hundred meters below the point sources (and receivers). Moreover, since the
absolute traveltimes are small in the source vicinity, the resulting depth errors can also
expected to be small.
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(a) First-order FD stencil. (b) Second-order FD stencil.
(c) EFD stencil.
Figure 3.11.: Comparison of the relative errors of the finite difference schemes using a grid-coinciding
source. The maximum values for the different methods are: (a) 10.51%, (b) 3.42%, and (c) 3.1% (see
also Table 3.2). The solution was obtained analytically for all methods within a neighbourhood of one
grid node (i.e. the source box).
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Nevertheless, various strategies have been proposed to compensate for the effect of large
errors close to the point source location. The first approach is simply the use of higher-
order finite difference stencils (Sethian, 1996; Rickett and Fomel, 1999) as it is also done
in this study. The comparison between Figures 3.11a and 3.11b reveals the significant
decrease of the relative error that is accomplished by using a higher-order stencil. The
first drawback of this approach is the increase in computation time, which is about
6.5% slower for the Fast Marching and 15.8% slower for the Fast Sweeping Method (see
Section 3.3.3). Secondly, a finite difference stencil of higher order technically requires
a smoother model, since more (distant) nodes are incorporated into the computation
of the target arrival time. For these two reasons, the accuracy should practically not
be increased beyond the second order.
The second approach of minimizing the error close to the source is to implement the
eikonal solver in spherical instead of Cartesian coordinates (Alkhalifah and Fomel,
2001). This approach reduces the relative error to almost zero for the homogeneous
case. However, it is not that practical for the computation of traveltime tables, since
the first arrivals have to be interpolated on a rectangular grid, which can be time-
consuming (especially in 3D) and introduces interpolation errors.
The third strategy to cope with the problem of high near-source errors is to simply
compute the solution analytically in a homogeneous part of the near-source region.
A practical approach that is used in the original EFD method is the definition of a
tolerance value (e.g. 0.1%) up to that the model is considered to be homogeneous.
The error caused by this deviation is negligible. Prior to the actual computation, the
algorithm begins from the source and while moving outwards, checks which nodes meet
the criterion
∣∣∣∣sijk − sSourcesSource
∣∣∣∣ ≤ tol. (3.31)
Subsequently, the traveltimes for these nodes are obtained analytically using the slow-
ness at the point source location. All other nodes are computed with the employed
finite difference scheme. This strategy may remove the large relative errors close to
the point source. Obviously, the tolerance value has to be chosen adequately. If it
is too high, the analytical representation might be inaccurate. If it is very low, the
approach will not be applied at all, especially if the near-surface is complex. This
strategy is not limited to the EFD method but can also be implemented for the Fast
Marching/Sweeping schemes.
For the numerical tests is this study, only the direct neighbours are computed ana-
lytically. These define the so-called source box which contains the point source inho-
mogeneity described above. In this study, this source box ensures the comparability
between the different methods. This is due to the nature of the second-order Godunov
stencil, which requires the analytical initialization of the direct neighbours, since their
traveltimes are needed in the stencil (Figure 3.12a). Therefore and throughout this
study, I assume that the above tolerance condition can be applied at least to the direct
neighbours of the point source.
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Error patterns The issue of high relative errors in the vicinity of the source location
is a feature that is common to all eikonal methods that operate on a Cartesian grid.
However, the error patterns of the described methods differ from one another through-
out the model. This is due to the directions in which the traveltimes are computed
analytically.
As discussed in the previous section, all methods obtain the exact values for strictly
horizontally or vertically travelling waves. Consequently, there are practically no errors
in these directions (Figures 3.11a and 3.11b). This infers that the maximum residues
for the Godunov stencils occur in between the horizontal and the vertical direction
which is on the 45◦ diagonal with respect to the source location.
In contrast, the EFD method also computes the analytical solution along the diagonal
(diffraction mode), which means that its maximum errors occur along directions of
22.5◦ with respect to the source. In addition, the errors are significantly smaller than
for the first-order Godunov stencil, although technically the EFD method also uses
only first-order finite differences (transmission mode). In comparison of all three ap-
proximations, the EFD method even shows a slightly smaller maximum relative error
then the second-order Godunov stencil. In terms of the average error, however, the
second-order Godunov stencil is the superior method (Table 3.2).
Relative errors for a generally positioned source
So far, I have examined the relative errors for a point source that exactly coincides with
a node of the finite difference grid. This case, however, is not representative within
the context of depth imaging in general, since real sources and receivers usually do
not coincide perfectly with a grid node. For this reason, I also examine the numerical
accuracy for a point source that is positioned in the cells of the finite difference grid at
xsource = (249.5, 49.5, 249.5) m.
The difference between the two cases is depicted in Figure 3.12. It illustrates first,
that a one-node source box has to be initialized in order to apply the second order
approximation. Moreover, the time at the target node Tij can only be obtained using
a mixed-order stencil. This is due to the fact that the causality condition is fulfilled by
its two horizontal neighbours but it is only met by the one direct vertical neighbour.
Hence, the second-order approximation applies only in the x-direction whereas the
first-order scheme has to be used along the vertical.
Moreover, it appears that if the source is not located exactly on a grid node, a larger
source box needs to be defined in order to guarantee that the second-order stencil
can be applied from the beginning. For the EFD method, this is not necessary, since
the incorporated approximation always works, even without analytical initialization.
However, for the purpose of testing, I always enforced analytical computation within
a source box including the direct neighbours.
Table 3.2 summarizes the results of the numerical accuracy test in the homogeneous
medium. It demonstrates that the EFD and the second-order Godunov stencil are
significantly more accurate than the first-order Godunov approximation in terms of
the RMS and the maximum errors. The best accuracy on average is obtained by the
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(a) Node-coinciding point source. (b) Cell-centred point source.
Figure 3.12.: Illustration of a second-order finite difference approximation for two different source
configurations. All nodes that correspond to the source box (green) are computed analytically, the
remaining nodes are timed by the FD scheme. Arrows indicate the natural information flow (downwind
direction) between the nodes, emanating from the point source. Traveltimes can only be computed in
the downwind direction (i.e. from upwind neighbours) due to causality. Hence, the target node [·]ij
needs to be updated by applying a mixed-order stencil (blue outline).
Table 3.2.: Relative errors for the different eikonal stencils in a homogeneous medium using a node-
coinciding and a cell-centred point source. For all results, the direct neighbourhood (source box) has
been initialized analytically.
Stencil
RMS Error (%) Max. Error (%) RMS Error (%) Max. Error (%)
Node-coinciding source Cell-centred source
FD 1st 1.01 10.51 0.97 8.72
FD 2nd 0.09 3.42 0.06 1.85
EFD 0.29 3.10 0.28 2.56
second-order Godunov stencil. For the maximum error, the EFD method is slightly
more accurate if the source is located exactly on a grid node.
In terms of the point source location, the results show that the maximum error de-
creases for a cell-centred configuration. This is mainly due to the larger sized source
box in these cases. The average error, on the other hand, shows almost no change
which is the expected behaviour. Moreover, it appears that the second-order Godunov
approximation surpasses the EFD stencil in terms of accuracy when the source does
not coincide with a grid node.
In the test examples, the point source was located in the centre with equal distance
to the surrounding nodes. This situation represents the optimum case in which the
maximum error is minimal. If the source location approaches a grid node in any
direction, the maximum error will increase. Hence, the unlikely situation of a node-
coinciding point source represents the worst case scenario in terms of the maximum
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relative error. In the following analyses of this study, I therefore use the worst case of
a grid-coinciding point source for all measurements.
Absolute traveltime and imaging errors
So far, I have examined relative errors in order to assess the accuracy of the methods.
These errors are independent of the underlying model and the grid spacing which makes
them a representative tool for characterizing the applied approximation. However, in
the context of depth imaging, it is usually more appropriate to quantify the absolute
errors in traveltime, since these provide a (model-dependent) estimate of the migration
depth error ∆z:
∆z = 2VP ·∆t = 2VP · |T ana − T num| , (3.32)
where ∆t denotes absolute error in one-way traveltime, which is the difference of the
analytical solution T ana and the numerical result T num. The factor of 2 appears because
the migration shifts the recorded energy according to the two-way traveltime (TWT).
Here, I simply assume that the source and the receiver of the seismic trace coincide
(i.e. a zero offset experiment) and thus can be represented by the same point source.
For this experiment, the velocity of the homogeneous testing model was set to the more
realistic value of VP = 3000 m/s which gives a reasonable depth error estimate. The
dimensions of the model and the source location were kept the same.
The resulting error patterns (Figure 3.13) show that the absolute errors are distributed
differently compared to the relative errors. In particular, the absolute traveltime differ-
ences increase towards the boundary of the model and consequently are more significant
for the depth imaging of geophysical targets.
The graphical displays (Figure 3.13) were created for a grid spacing of h = 1 m which is
very small within the context of traveltime calculation. Tables 3.3 and 3.4 summarize
the average and maximum absolute errors for one-way traveltime and depth for various
grid spacings. They show that the first-order Godunov approximation is significantly
less accurate then the other two stencils in terms of the average and the maximum depth
errors. The EFD stencil performs much better and exhibits an average error that is
below the model discretization. The best method in terms of accuracy, however, is the
second-order Godunov approximation which provides the least maximum and average
errors.
From these results, we conclude that the first-order Godunov stencil should not be
used in the context of depth imaging, since its average error is a multiple of the grid
spacing (depending on the underlying velocity model). Taking into account that the
vertical axis in depth migration is usually further refined in order to increase the depth
resolution, these errors make the first-order scheme inappropriate for the purpose of
depth imaging. The other two approximations show satisfying accuracy with an average
depth error below or close to the grid spacing, where the second-order Godunov scheme
is the superior method.
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(a) First-order FD stencil. (b) Second-order FD stencil.
(c) EFD stencil.
Figure 3.13.: Comparison of the absolute one-way traveltime errors of the finite difference schemes.
The grid-coinciding source was placed in a velocity model of VP = 3000 m/s.
Table 3.3.: Maximum absolute one-way traveltime and two-way depth imaging errors for various
grid spacings. The underlying model velocity is VP = 3000 m/s.
Stencil
Max. Errors Max. Errors Max. Errors Max. Errors
h = 1 m h = 10 m h = 25 m h = 100 m
∆t (ms) ∆z (m) ∆t (ms) ∆z (m) ∆t (ms) ∆z (m) ∆t (ms) ∆z (m)
FD 1st 0.71 4.24 7.06 42.37 17.65 105.92 70.61 423.67
FD 2nd 0.10 0.60 1.01 6.04 2.51 15.09 10.02 60.09
EFD 0.23 1.38 2.30 13.80 5.75 34.51 23.04 138.24
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Table 3.4.: Absolute one-way traveltime and two-way depth imaging RMS errors for various grid
spacings. The underlying model velocity is VP = 3000 m/s.
Stencil
RMS Errors RMS Errors RMS Errors RMS Errors
h = 1 m h = 10 m h = 25 m h = 100 m
∆t (ms) ∆z (m) ∆t (ms) ∆z (m) ∆t (ms) ∆z (m) ∆t (ms) ∆z (m)
FD 1st 0.48 2.85 4.75 28.4 11.87 71.23 47.50 284.99
FD 2nd 0.04 0.26 0.44 2.63 1.10 6.58 4.38 26.29
EFD 0.14 0.87 1.44 8.65 3.60 21.62 14.45 86.70
Wavefield comparison
The final evaluation regarding the numerical accuracy of the finite difference stencils
is the comparison of their computed first-arrival traveltimes with the pressure field
obtained by acoustic wavefield modelling1. This experiment is carried out on the more
complicated BP 2007 benchmark model and represents a rather qualitative assessment,
which also helps us to understand the limitiations of the high frequency approximation
that is inherent in the eikonal solvers.
In industrial practice, traveltime tables for pre-stack depth migration are usually com-
puted by ray tracing methods that also rely on the high-frequency approximation of
the wave equation. These methods require a smoothing of the velocity model prior to
the computation which is a significant disadvantage compared to wave-extrapolating
imaging techniques. Since finite difference eikonal solvers have the same physical limi-
tations as ray methods but aim for better performance and robustness particularly in
contrasted media, it is worth investigating their performance on such a complex model.
Figures 3.14 and 3.15 show a comparison of the acoustic wavefield and the high-
frequency traveltime isochrons on two selected snapshots. In these figures, I distinguish
between the eikonal solvers, which are the EFD method and the first and second-order
Godunov (FD) stencils, and the results of a ray-based wavefront construction program
(WFC) (Buske and Kaestner, 2004), which serves as another independent benchmark.
The acoustic wavefield was modelled using a Ricker wavelet with a dominant frequency
of 15 Hz. In the far field, the data is dominated by the first temporal derivative of the
source signal. In consequence, the traveltime contours have to be aligned with the
central zero-crossing of the wavelet (see Appendix C for a detailed explanation).
The optical assessment of the two wavefield snapshots and the corresponding isochrons
primarily shows the good agreement of the high-frequency traveltimes and the acous-
tic wavefield solution. In particular, the early snapshot at 1.6 s shows a very good
match. Here, it is hardly possible to distinguish the isochrons of the eikonal-solvers
and the wavefront construction contour, even in the zoomed-in sections. It should be
noted, however, that at this time, the wavefront has not passed any significant material
contrast that could cause problems for the ray tracer.
1All acoustic and elastic wavefield snapshots for isotropic and anisotropic media in this thesis were
provided by Olaf Hellwig using the finite difference modelling codes FD3D and FDBH. The codes
were mainly developed by him and Dr. Daniel Köhn (now at CAU Kiel) at the Institute of
Geophysics and Geoinformatics of the TU Bergakademie Freiberg.
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(a) Wavefield snapshot after 1.6 s modelling time.
(b) Zoomed-in wavefield snapshot after 1.6 s.
Figure 3.14.: Overlay of the modelled acoustic wavefield after 1.6 s and the corresponding traveltime
isochron from various methods. Those include the EFD and FD eikonal solvers as well as a ray-based
wavefront construction result. Figure 3.14b shows a zoomed-in section of the model.
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(a) Wavefield snapshot after 3.6 s modelling time.
(b) Zoomed-in wavefield snapshot after 3.6 s.
Figure 3.15.: Overlay of the modelled acoustic wavefield after 3.6 s and the corresponding high-
frequency traveltime isochrons. 3.15b shows another zoomed-in section of the model.
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In the second snapshot, the wavefield has reached into the deeper and highly-contrasted
parts of the model, which is shown by the irregularities and interference maxima in the
wavefront. Despite these effects, the isochrons still remain very well aligned with the
acoustic wavefield solution. Nevertheless, an accurate examination is difficult at this
point, since the wavefield is stretched due to the high impedance contrasts in the model.
This complicates the correlation between the contours and the wavelet’s zero-phase.
In general, the agreement between the methods appears to be very good. The differ-
ences between the contours of the individual high-frequency methods are slightly more
obvious than for the earlier snapshot. It appears that the first-order Godunov solution
underestimates the traveltime in comparison to the other methods. However, these
differences are very minor. The traveltimes of the second-order Godunov approxima-
tion and the wavefront construction method are practically identical. The result of the
EFD method is also situated very closely to the other contours.
For a more quantitative classification, I compute the RMS misfit between the WFC
result and the finite difference solutions. They are 1.62 ms for the EFD method, 3.40 ms
for the first-order and 0.28 ms for the second-order Godunov stencil, respectively. These
values are well below the RMS traveltime errors of the homogeneous models (Table 3.4,
h = 25 m).
In summary, the comparison between the full acoustic wavefield solution and the high-
frequency methods for the isotropic benchmark model leads to three major conclusions.
First, the traveltime solvers operate in good agreement with the modelled wavefield.
Hence, they seem to be applicable also for complicated models. Second, the differences
between the finite difference approximations are very small in general. For later times
(i.e. deeper layers), the first-order approximation differs visually from the other results.
Third, the grid-based eikonal solvers are in good agreement with the ray-based solution,
which holds in particular for the (presumably most accurate) second-order Godunov
scheme. This indicates that the high-frequency solution is sufficient, at least for the
displayed section of the BP 2007 benchmark model. At this point, no significant
deviation between the ray-based WFC algorithm and the FD methods can be observed.
3.3.3. Computational performance
After assessing the numerical accuracy, I compare the eikonal solvers in terms of their
computational performance. For this purpose, several test runs were computed on the
homogeneous and the BP 2007 testing models. The codes all operate sequentially.
The computations were carried out on a single Intel R© Xeon R© E5-2660 CPU with a
clock speed of 2.4 GHz, 20 MB cache, and 64 GB RAM. The execution times of ten
computations were averaged.
For this experiment, not only the employed finite difference approximations have to be
distinguished but also the different iteration strategies. Hence, there are five different
methods examined in this test: the EFD method, the first- and second-order Fast
Marching methods and the first- and second-order Fast Sweeping methods.
Table 3.5 summarizes the results for the homogeneous testing model and the BP 2007
benchmark, respectively. It first reveals that the Fast Marching/Sweeping methods
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Table 3.5.: Comparison of the computational performance (runtime) for the isotropic eikonal solvers
and various model complexities.
EFD FMM 1st ord. FMM 2nd ord. FSM 1st ord. FSM 2nd ord.
Homogeneous model 7.86 s 19.09 s 22.04 s 6.12 s 8.56 s
BP 2007 benchmark 41.69 s 18.02 s 20.49 s 6.40 s 9.53 s
operate independently of the complexity of the underlying model. At this point, the
FSM performs about two to three times faster than the FMM. The EFD method
operates very efficiently on the homogeneous testing model, with a computation time
similar to the second-order FSM. However, its performance decreases dramatically for
the complex benchmark model.
Figure 3.16.: Runtimes of the eikonal solvers on a homogeneous isotropic model. The CPU times
are shown for an increasing number of grid nodes. The point source was always located in the centre
of the respective model.
Furthermore, Table 3.6 and Figure 3.16 demonstrate the performance of the selected
methods for varying grid sizes on the homogeneous model. As expected, the measured
times of the EFD and Fast Sweeping methods increases approximately linearly with
the number of grid nodes. This is due to their straightforward iteration strategies. In
contrast, the runtime of the FMM increases non-linearly due to the advanced logic of
the algorithm. This slows down the method particularly for large models.
With respect to the accuracy order, it appears that the second-order Godunov imple-
mentations also slows down the performance. This effect seems to have less impact on
the Fast Marching (about 15 %) than on the Fast Sweeping method (30 % to 40 %).
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Table 3.6.: Comparison of the computational performance (runtime) for the isotropic eikonal solvers
on the homogeneous testing model in dependence of the model size.
Model dimensions EFD FMM 1st ord. FMM 2nd ord. FSM 1st ord. FSM 2nd ord.
100× 100× 100 0.33 s 0.53 s 0.61 s 0.20 s 0.28 s
500× 100× 100 1.59 s 2.80 s 3.18 s 1.15 s 1.59 s
1000× 100× 100 3.24 s 5.89 s 6.73 s 2.41 s 3.17 s
500× 100× 500 7.86 s 19.09 s 22.04 s 6.12 s 8.56 s
1000× 100× 500 18.31 s 44.63 s 51.58 s 12.88 s 17.15 s
The reason why higher finite difference orders have a larger effect on the FSM lies
in the greater number of recomputations for this algorithm. According to the Gauss-
Seidel iterations, the traveltimes are computed eight times on each grid node, with
the minimum value being retained as the correct first arrival. The FMM on the other
hand, minimizes the number of recomputations by organizing potential next Huygens
sources in the Narrow Band binary heap. Therefore, finite difference stencils of higher
order have less effect on the performance of this method.
3.4. Conclusion on isotropic eikonal solvers
The extensive studies in this chapter finally allow a profound conclusion about the
tested eikonal solvers. First, concerning the numerical accuracy, it was found that
the EFD approximation and the second-order Godunov stencil both provide very good
accuracy for the purpose of depth imaging, whereas the first-order Godunov stencil
should not be used at this point. Moreover, the second-order Godunov approximation
shows a slight advantage over the EFD implementation, especially with respect to the
average numerical error. The large relative errors in the vicinity of the point source
are less significant for depth imaging purposes but can be overcome by an analytical
initialization of a small source region.
In terms of computational performance, the Fast Sweeping method represents the most
efficient iteration algorithm for traveltime computation in isotropic media, especially
for large models. Furthermore, the performance of the Fast Marching and the Fast
Sweeping methods are independent of the complexity of the underlying model. In con-
trast, the EFD method of Podvin and Lecomte is very efficient for homogeneous models
but dramatically looses performance for complex geologies. This was demonstrated on
the BP 2007 benchmark model, where the EFD method operates significantly slower
than the Fast Marching/Sweeping algorithms.
In combination, I conclude that the second-order Fast Sweeping method stands out as
the most appropriate algorithm for the computation of traveltime tables for pre-stack
depth imaging in isotropic media. However, due to the large number of recomputa-
tions that are performed during that algorithm, one should expect a significant loss of
computational performance with regard to the computation of anisotropic traveltimes,
which exhibit a much higher algebraic complexity. At this point, the Fast March-
ing method might become another valid alternative, which will be examined in detail
within the next chapter.
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4. Traveltime computation in
transversely isotropic media
In this chapter, I present my results for extending the preferred eikonal solvers from the
previous chapter towards VTI and TTI media. After a brief overview of the previous
work that has been published in this field, I will explain my own attempts in three
steps:
First, I revisit the governing VTI equations in the light of the Thomsen notation
(Thomsen, 1986) and explain how they are incorporated in the second-order Godunov
finite difference scheme. Second, I compare Thomsen’s well-known weak anisotropy
approximation to the pseudo-acoustic approximation (Alkhalifah, 1998, 2000) and as-
sess their validity for different strengths of VTI anisotropy. Third, I will generalize the
formulations to the TTI case and present a numerical example using the anisotropic
BP 2007 benchmark model.
Within this study I will not cover the whole subject of estimating the anisotropy
parameters from seismic data which is a very complicated undertaking that poses
various challenges and requirements in terms of acquisition and inversion. Within this
study, I simply assume that the anisotropy parameters are known and explain how
they are used for traveltime computation and ray-based depth imaging.
4.1. Previous studies on the computation of
anisotropic traveltimes
Several works have been published concerning the computation of traveltimes in aniso-
tropic media using finite differences. They all represent extensions of isotropic eikonal
solvers, and hence, they inherit the different benefits and drawbacks from their re-
spective originals. Moreover, most of these methods are limited in terms of the de-
gree (strength) of anisotropy they can handle. Among the first published works is
the method of Dellinger (1991), who extended the technique of Van Trier and Symes
(1991). Another early approach was taken by Lecomte (1993) who proposed an aniso-
tropic version of their original EFD method (Podvin and Lecomte, 1991), which is
capable of handling elliptic or orthorhombic symmetry.
Several studies are built on the mapping technique of Schneider (1995) and provide
extensions for VTI (Faria and Stoffa, 1994; Schneider, 2003) and TTI media (Kumar
et al., 2004). These methods all assume weakly anisotropic media. This also holds
for the method of Ettrich and Gajewski (1998) who use Vidale’s technique to estimate
80 4. Traveltime computation in transversely isotropic media
anisotropic traveltimes by applying a perturbation algorithm from an isotropic refer-
ence medium. This approach was extended by Soukina et al. (2003) who use elliptic
reference media in order to improve the accuracy for stronger degrees of anisotropy.
A different approach was taken by Qian and Symes (2002) who computed traveltimes
in weakly anisotropic media based on the paraxial Hamiltonian method using second-
order ENO schemes. This is related to the more general subject of static Hamilton-
Jacobi problems which received a lot of attention particularly in mathematical liter-
ature (Sethian and Vladimirsky, 2003; Tsai et al., 2003; Qian et al., 2007; Cristiani,
2009). These works employ either Fast Sweeping or Fast Marching schemes, which
have become increasingly popular for seismic traveltime calculation during the recent
years (Lou, 2006; Tian et al., 2013).
Alkhalifah (2002) also applies the FMM in a fix-point iteration approach for VTI media
starting in an elliptical reference medium. In this technique, several subsequent com-
putations have to be carried out, which converge against the accurate traveltimes. This
approach was adapted by the recent works of Ma and Alkhalifah (2013), Waheed and
Alkhalifah (2015), and Waheed et al. (2015), who extend this iterative scheme towards
TTI and tilted orthorhombic media. These last techniques probably provide the high-
est accuracy among anisotropic eikonal methods, however, they are time-consuming
due to their iterative approach.
4.2. Kinematics in VTI media
VTI media occur mainly in sediments that have been deposited in thin perfectly hor-
izontal layers. Other cases are represented by metamorphic schists with a horizontal
foliation direction or horizontally oriented fractures in an isotropic host medium. In
all cases, the resulting medium is rotationally symmetric with a vertical axis of sym-
metry (Figure 2.4). Due to the fact that the scale of the layering/fracturing is usually
much smaller then the seismic wavelength, the medium appears as a homogeneous but
effectively anisotropic body rather than a heterogeneous medium in the seismic experi-
ment. In order to construct an accurate image from the acquired seismic data by using
pre-stack depth migration, the effective anisotropy parameters have to be determined
(i.e. inverted) and taken into account during traveltime computation.
4.2.1. VTI velocities in terms of the phase angle
The governing equation for the computation of traveltimes in VTI media is the VTI
Christoffel equation (2.62). In its standard representation, it is formulated in terms
of the wavefront normal n, which can be expressed in a spherical coordinate system
(Figure 4.1) with the two angles θ1 and θ2, that denote the inclination and azimuth of
the wavefront normal vector
n =
sin θ1 cos θ2sin θ1 sin θ2
cos θ1
 . (4.1)
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Figure 4.1.: Illustration of the wavefront normal vector n which is parametrized in terms of the
inclination θ1 and the azimuth θ2.
Since VTI media exhibit rotational symmetry with respect to the vertical direction, the
azimuth θ2 is not required for their characterization and the VTI Christoﬀel equation
can be expressed solely in terms of the inclination θ1 as follows:
ΓV TI =
⎡
⎣a11 sin2 θ1 + a44 cos2 θ1 0 (a13 + a44) sin θ1 cos θ10 a66 sin2 θ1 + a44 cos2 θ1 0
(a13 + a44) sin θ1 cos θ1 0 a44 sin
2 θ1 + a33 cos
2 θ1
⎤
⎦ ,
(4.2)
where aIJ denote the density-normalized stiﬀness coeﬃcients aIJ ≡ cIJ/ρ. As in the
previous discussion, the Christoﬀel matrix is only required in the x-z plane due to the
VTI symmetry.
The Christoﬀel matrix shows the discussed separation of the P-SV and the SH-case.
For this study, I am mainly concerned with the P-SV case and hence, I usually drop the
central line of matrix (4.2). The exact representation of the respective phase velocities
now reads
V 2P,SV =
1
2
{
(a11 + a44) sin
2 θ1 + (a33 + a44) cos
2 θ1
±
√[
(a11 − a44) sin2 θ1 − (a33 − a44) cos2 θ1
]2
+ 4(a13 + a44)2 sin
2 θ1 cos2 θ1
}
.
(4.3)
Since θ1 is suﬃcient to characterize the direction of the phase velocity, it is commonly
termed the phase angle.
Phase velocity versus group velocity
A general important aspect of anisotropic media is the discrimination between the
phase velocity v = V · n and the so-called group velocity g (Figure 4.2). The latter
describes the speed of the propagating wavefront, viewed from the point source. In
contrast, the phase velocity is always oriented perpendicular to the wavefront.
In the special case of isotropy, where the velocities are directionally independent, the
wavefronts are circular and consequently, the phase and the group velocity point in the
same direction (hence, they are equal). For anisotropic media, this is fundamentally
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Figure 4.2.: Diﬀerence between group velocity g (group angle φ1), and phase velocity v (phase angle
θ1) in a VTI medium. Both directions are equivalent at the isotropic circular wavefront (dashed line).
diﬀerent: the wavefronts are non-circular and hence, they do not propagate in their
normal direction n, which in turn results in a diﬀerence between the group velocity
and the phase velocity.
In the context of traveltime computation, I am mainly concerned with the phase ve-
locity since it is part of the eikonal equation. In other words, ﬁnite diﬀerence eikonal
solvers model the evolution of the wavefront based on Huygen’s principle. This process
requires the velocity at a local point of the wavefront, which is the phase velocity. In
contrast, ray tracing methods, which model the trajectory between two (source and
receiver) points, make use of the group velocity. This also holds for the computation of
the analytical solution in a homogeneous medium. Therefore, the group velocity can
also be referred to as the ray velocity and to the group angle as the ray angle. The
group velocity is known by its general deﬁnition (e.g. Berryman, 1979)
g =
∂ω
∂k
=
∂(kV )
∂k
, (4.4)
where ω denotes the angular frequency and k the wave vector with its magnitude k,
which represents the scalar wavenumber. In addition to that general deﬁnition, the
group velocity in VTI media can also be particularly expressed in terms of the phase
angle θ1 as (see Appendix B)
g = V n+
dV
dθ1
dn
dθ1
. (4.5)
To solve this relation in practice, an analytical representation is needed for the phase
velocity and its derivative with respect to the phase angle. This can be problematic,
especially for more complicated types of anisotropy. For this reason, it is common to
utilize approximations in order to obtain the phase and group velocities.
4.2.2. The Thomsen notation and approximation
So far, the VTI phase velocities have been derived using the components of the stiﬀness
tensor. This is a common way to describe the anisotropic character of a given medium
especially for modeling or applications in seismology or mineralogy. However, in the
context of exploration seismics and seismic depth imaging an alternative representation
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of the anisotropic parameters is widely used. This alternative approach was developed
by Thomsen (1986) in his classical paper about weakly anisotropic media.
The work of Thomsen can be summarized in two steps. First, he introduced a new
set of parameters to describe VTI media which is more intuitive and appropriate for
seismic processing, parameter estimation and imaging. Second, he developed first-order
approximations for the phase, group and NMO velocities in VTI media, which are
much simpler than the exact expressions. The resulting simplifications of the Thomsen
parametrization provide a better understanding on how the individual parameters are
constrained by acquired seismic data. This led to improvements in the parameter
inversion and enabled the use of anisotropic models for practical applications. However,
Thomsen’s first-order approximation is only valid for so-called weakly anisotropic media
and hence, it becomes inaccurate in some rocks which exhibit stronger degrees of
anisotropy. Those particularly include certain shales or fractured rocks.
In the following, I will introduce the Thomsen notation and approximation and explain
how it is incorporated in the finite difference eikonal solver. The validity of the weak
anisotropy approximation will be discussed in Section 4.2.3.
The Thomsen parameters
Thomsen defined his parameters as follows:
 =
a11 − a33
2a33
, γ =
a66 − a44
2a44
, δ =
(a13 + a44)
2 − (a33 − a44)2
2a33(a33 − a44) (4.6)
with the squared isotropic phase velocities being
V 2P0 = a33, V
2
S0 = a44.
These parameters can be divided into two groups: VP0,  and δ are used to describe
the kinematics for qP- and qSV-waves, and VS0 and γ characterize qSH-waves. This
means that in order to compute P-wave traveltime tables for prestack depth imaging in
VTI media, only three of the Thomsen parameters have to be known instead of the five
stiffness coefficients. Further implications of the Thomsen parameters are recognized by
examining the phase velocities in the horizontal and vertical directions. From equation
4.3, I obtain:
V 2P (θ1 = 0) = V
2
P0 (4.7)
and
V 2P (θ1 =
pi
2
) =
1
2
(a33 + a11)
=⇒ VP (θ1 = pi2 ) =
√
1 + 2 · VP0 1
storder≈ (1 + )VP0
. (4.8)
84 4. Traveltime computation in transversely isotropic media
Equation (4.7) again illustrates that the vertical P-velocity in VTI media is equal to
the isotropic one. For this reason, it can be referred to as the background velocity.
Second, it can be noted that the horizontal velocity is governed by the  parameter,
which gives a ratio between the horizontal and the vertical velocity in the following
way:
 =
V 2P,hor − V 2P0
2V 2P0
.
Whereas horizontally travelling waves are characterized by , the second parameter,
δ, becomes more influential for steeper dips. In fact, it governs the P-wave moveout,
which is expressed as follows for a horizontal reflector:
VNMO(0) =
√
1 + 2δ · VP0, (4.9)
where VNMO(0) denotes the NMO velocity of the zero-offset ray. This relationship
makes δ the most influential parameter for P-wave velocity analysis in VTI media.
In fact, from an inversion point of view it is generally not possible to estimate all five
parameters of a VTI medium from P-wave reflection data alone. However, assuming
sufficient quality and azimuthal coverage of the data, the parameters VP0,  and δ
may be determined and their parametrization has been proven to be appropriate for
P-wave velocity analysis (e.g. Tsvankin and Thomsen, 1994; Alkhalifah and Tsvankin,
1995; Alkhalifah, 1998). Moreover, the Thomsen notation can be further extended to
orthorhombic media (Tsvankin, 1997a).
The weak anisotropy approximation
Based on the re-parametrization of Thomsen, the exact P-wave phase velocity of a VTI
medium can be defined as (Tsvankin, 1996)
V 2(θ1) = V
2
P0
[
1 +  sin2 θ1 − f
2
±f
2
√
1 +
4 sin2 θ1
f
(2δ cos2 θ1 −  cos 2θ1) + 4
2 sin4 θ1
f 2
 (4.10)
with
f = 1−
(
VS0
VP0
)2
,
which is an equivalent formulation to the original solution (equation 4.3). Comparing
these two, the introduction of the Thomsen parameters does not seem to simplify the
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problem. However, laboratory measurements revealed that the dimensionless para-
meters , δ and γ are small in magnitude for many sedimentary rocks.
This justifies an expansion of the problem into a first-order Taylor series for fixed θ1,
which leads to the following approximation for weakly anisotropic media:
V (θ1) = VP0 · (1 + δ sin2 θ1 cos2 θ1 +  sin4 θ1)
≡ VP0 · λweak(δ, , θ1).
(4.11)
Equation (4.11) is much simpler than the exact solution and hence, it is widely used in
scientific literature and industrial applications. It appears that the phase velocity in a
VTI medium can be defined as a linear product of the isotropic background velocity VP0
and a so-called amplification factor λweak, which depends on the anisotropic parameters
 and δ and the phase angle θ1.
The major angular dependencies of VTI media are even easier to understand in terms
of the weak anisotropy approximation. For waves travelling strictly horizontally (θ1 =
90◦) the cosine term in equation (4.11) vanishes, which causes a linear dependence of
the velocity on  only. The linearity originates from the first-order approximation, as
already stated in equation (4.8).
For smaller phase angles (i.e. steeper dips), the sine functions dominate the expression
which makes δ the characteristic parameter for seismic reflections in layered media.
Finally, for strictly vertically travelling waves, both terms vanish and the VTI velocity
equals the isotropic (background) velocity.
Group velocity in weakly anisotropic media
An important application of Thomsen’s approximation is a simplified relation between
the group and the phase velocity. So far, the approximated phase velocity is expressed
in terms of the anisotropy parameters and the phase angle according to equation (4.11).
However, for ray-tracing applications and the computation of an analytical solution
in homogeneous media, the group velocity is required. Thus, the weak anisotropy
approximation needs to be incorporated into the group velocity estimation.
From equation (4.5), I obtain (Berryman, 1979):
g(φ1) = |g(φ1(θ1))| =
√
V 2(θ1) +
(
dV
dθ1
)2
, (4.12)
which can be expanded into the power series as
g(φ1) = V (θ1)
[
1 +
1
2V 2
(
dV
dθ1
)2
± ...
]
. (4.13)
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Under the assumption of weak anisotropy, which means that  and δ are small in mag-
nitude, the quadratic term (and all higher powers) in the expansion can be neglected
which finally yields
g(φ1(θ1)) = V (θ1). (4.14)
Relation (4.14) does not mean that group and phase velocity are equal, nor that the ray
and the phase angle are the same. Instead, it states that if a ray angle can be mapped
onto its corresponding phase angle (or vice versa), the approximated formulation of
the phase velocity (4.11) can also be used for computing the group velocity in that
direction. At angles θ1 = 0 and θ1 = pi2 , both velocities are exactly equal.
In order to carry out the angle mapping, the following linearized relation can be used
for the qP-wave
tanφ1 = tan θ1
[
1 +
1
sin θ1 cos θ1
1
V (θ1)
dV
dθ1
]
. (4.15)
For more accurate approximations or the exact formulation, equations (4.14) and (4.15)
do not hold any more but have to be generalized.
Finding the ray angle in weak VTI media
Equation (4.15) provides an explicit way to estimate the ray angle φ1 from the phase
angle θ1. In practical applications such as ray-tracing, one mostly requires the opposite
case, which is mathematically cumbersome to achieve. One strategy that is present
in literature is the approximation of the group slowness by a truncated Fourier series
(Byun et al., 1989).
1
g2(φ1)
≈ a1 + a2 cos2 φ1 − a3 cos4 φ1, (4.16)
where the coefficients a1, a2, and a3 depend on the anisotropic parameters. Such a
formulation is used for example in the approach of Faria and Stoffa (1994). In this
work, I follow a different strategy where an approximated phase angle is estimated for
a target ray angle φ∗1 by linear interpolation. This can be accomplished in the three
steps:
1. Given an anisotropic medium that is characterized by its parameters VP0,  and
δ, compute a set of possible group angles φi1 according to equation (4.15) on the
phase angle interval 0◦ ≤ θi1 ≤ 90◦.
2. Among these group angles, find the lower and upper bounds φi1 and φ
i+1
1 between
which the target ray angle φ∗1 is located, so that φi1 ≤ φ∗1 ≤ φi+11 .
3. These bounds were computed in step 1 from their corresponding phase angles θi1
and θi+11 , respectively. Now, a linear approximation of the sought phase angle θ∗1
can be found in this interval as θ∗1 ≈ θ
i+1
1 −θi1
φi+11 −φi1
φ∗1.
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Following this approach and according to relation (4.14), the group velocity in a certain
direction is obtained by
g(φ∗1) u λweak(δ, , θ∗1(φ∗1)) · VP0. (4.17)
The above scheme is an important tool for algorithms that are based on ray tracing.
In our traveltime computations which rely on finite differences, it is only necessary
to compute the analytical solution in the (homogeneous) vicinity of the point source.
In practice, the determination of the ray velocity in the above described manner for
a certain triple of , δ and φ∗1 can be costly if it has to be carried out for a large
number of different rays or grid nodes, especially in heterogeneous models. Therefore,
it is a reasonable strategy to use pre-computed look-up tables to store amplification
factors for selected triples. During the actual traveltime estimation, these values are
read from the table, which is usually faster then carrying out the whole phase-to-group
angle mapping scheme on every grid node.
Beyond weak anisotropy
Apart from the Thomsen approximation, there is also another group of methods that
utilize a first-order approach based on perturbation theory. This methodology was
originally developed by Jech and Pšenčík (1989) for ray tracing methods and has been
adapted for finite difference based eikonal solvers by Ettrich and Gajewski (1998).
Schneider (2003) also utilizes a first-order perturbation approach to develop a VTI
eikonal equation for weak anisotropy. Furthermore, he connects his work to the formu-
lations of Thomsen (1986) and Jech and Pšenčík (1989). In addition to these linearized
methods, Farra (2001) presented formulations for higher-order perturbations.
A common characteristic of all the first-order approaches is their inherent assumption
of weak anisotropy. This becomes increasingly inaccurate for Thomsen parameters
exceeding 10 % to 20 %. In these cases, the linearized methods begin to produce wrong
traveltimes. Therefore, an alternative approximation has been proposed to deal with
anisotropic P-wave seismic data, which is called the pseudo-acoustic approach.
4.2.3. The pseudo-acoustic approximation
The pseudo-acoustic approximation was introduced for VTI media by Tsvankin (1996),
and Alkhalifah (1998, 2000). It is based on the empirical observation that P-wave
kinematics are independent to a large degree of the S-wave velocity. Hence, it is
possible to set the shear wave speed to zero when processing P-wave data. What was
originally utilized for time-domain data processing can also be employed in traveltime
computation (e.g. Alkhalifah, 2002) or even used for advanced wave-based imaging in
VTI/TTI media (Fletcher et al., 2009; Zhang et al., 2011; Xu and Zhou, 2014).
In the following, I show how the pseudo-acoustic approximation can be implemented
in the Fast Marching/Sweeping eikonal solver. Unlike Alkhalifah (2002), who use a
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linearized iterative scheme to compute traveltimes in a VTI medium, I employ the ap-
proximation directly into the eikonal solver, so that the first-arrival times are obtained
after one iteration.
Pseudo-acoustic phase velocity
In order to incorporate the pseudo-acoustic approximation, I start with the Christoffel
matrix (4.2) where the (background) S-wave velocity VS0 =
√
a44 is set to zero. From
the definition of the Thomsen parameters (4.6), I also obtain
aac13 =
√
1 + 2δV 2P0, a
ac
66 = (1 + 2γ)V
2
S0 = 0, a11 = (1 + 2)V
2
P0, (4.18)
where the superscript ac indicates that the pseudo-acoustic assumption (VS0 = 0)
applies for the respective quantities. This leads to the following formulation of the
Christoffel matrix:
ΓV TI,acil = V
2
P0
[
(1 + 2) sin2 θ1
√
1 + 2δ sin θ1 cos θ1√
1 + 2δ sin θ1 cos θ1 cos
2 θ1
]
. (4.19)
By determining the eigenvalues of this matrix, I obtain the pseudo-acoustic P-wave
velocity as follows:
(V acP )
2 =
v2ell
2
+
√
v4ell
4
− 2(− δ)V 4P0 sin2 θ1 cos2 θ1, (4.20)
with vell being the (exact) P-wave phase velocity in elliptical VTI media (Appendix A)
vell =
√
1 + 2 sin2 θ1 · VP0 ≡ λell · VP0. (4.21)
Therefore, as for the weak-anisotropy approximation, the pseudo-acoustic VTI phase
velocity can also be related to the isotropic wave speed by a multiplication factor
λac(, δ, θ1):
V acP ≡ λac(, δ, θ1) · VP0 (4.22)
with
λac(, δ, θ1) =
√
λ2ell
2
+
√
λ4ell
4
− 2(− δ) sin2 θ1 cos2 θ1. (4.23)
The above formulation is equivalent to the one found in Tsvankin (1996).
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Pseudo-acoustic group velocity
As for weakly anisotropic media, a pseudo-acoustic representation of the group velocity
is also required. Here, the simple approximation (4.14) is no longer valid. Hence, I
use the derived expressions (4.22) and (4.23) together with the general definition (4.5).
From there, I obtain
dV
dθ1
= VP0 · sin(2θ1)
2λac
· Λ(θ1) (4.24)
with
Λ(θ1) =
+ (λ2ell− 2(− δ) cos(2θ1))
2λ2ac − λ2ell
.
This yields a pseudo-acoustic representation of the group velocity as follows:
gac =
VP0
λac
·
[
λ2ac sin θ1 + sin θ1 cos
2 θ1 · Λ(θ1)
λ2ac cos θ1 − sin2 θ1 cos θ1 · Λ(θ1)
]
(4.25)
Equation (4.25) relates the group velocity to the phase angle, which turns out to be
more complex than for the weak-anisotropy approximation (4.14).
Now, in order to find the phase angle from a given group angle, I simply exploit the
geometric relation
tanφ1 =
gacx
gacz
= tan θ1 · λ
2
ac + cos
2 θ1 · Λ(θ1)
λ2ac − sin2 θ1 · Λ(θ1)
. (4.26)
With this expression, a group-to-phase angle mapping scheme can be carried out as
for the weakly-anisotropic case. After the corresponding phase angle is determined, it
can be used to find the group velocity from Berryman’s exact relation (equation 4.12)
g(θ1(φ1)) =
√
V 2 +
(
dV
dθ1
)2
in combination with expressions (4.22) and (4.24). In contrast to the weakly-anisotropic
approximation, the quadratic term also has to be used here, since the linearized form
g(θ1(φ1)) = V (θ1) is not valid for stronger degrees of anisotropy. The above for-
mulations are needed for the computation of a pseudo-acoustic analytical solution in
the source vicinity. Due to the algebraic complexity, it seems reasonable to use pre-
computed look-up tables as it was already discussed.
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4.2.4. Weakly-anisotropic vs pseudo-acoustic approximation
Analytical traveltimes in homogeneous VTI media
After deriving the necessary equations for the weakly-anisotropic and the pseudo-
acoustic approximations, I assess their accuracy in terms of the analytical traveltimes
for two VTI media of different strength. For the case of a homogeneous medium, the
analytical traveltimes are obtained according to
T (x) =
1
gV TI
·
√
(x− xsrc)2, (4.27)
where gV TI denotes the respective expression for the group velocity and xsrc is the point
source location. The square root equals the Euclidean distance from the source to a
given location x in the medium. In contrast to the isotropic case, the computation of
analytical traveltimes in VTI media therefore is different compared to the FD eikonal
modelling. This is due to the fact that the analytical solution requires an estimate of
the group velocity, whereas the FD modelling only utilizes the phase velocities which
are easier to obtain. In the following, I assess the analytical traveltimes as well as
the relationship between the group and phase angle of the pseudo-acoustic and the
weakly-anisotropic approximation. I compare them with respect to the exact phase
velocity expression, which is based on equation (4.10). The exact formulation of the
group velocity is found in the Appendix B.
For the tests, I select two different VTI media, which are represented by the Mesa-
verde (4912) immature sandstone and the Green River shale (Table 4.1). For the first
medium, the Thomsen parameters are approximately 10 %, which lie well in the range
of weak anisotropy. In contrast, the second medium exceeds the weak anisotropy limit
with the parameters ranging up to about 20 % anisotropy.
Table 4.1.: Anisotropy parameters of two selected VTI testing media (from Thomsen, 1986).
Medium VP0 (m/s)  δ VS0 (m/s) γ
Mesaverde (4912) 4476 0.097 0.091 2814 0.051
Green River shale 3292 0.195 -0.22 1768 0.18
Figure 4.3 shows the P-wave group and phase velocities for the two testing media
in comparison to their respective isotropic P-wave velocities. The greater degree of
anisotropy in the Green River shale results in a stronger directional variation of the
velocities (i.e. a stronger curvature) in general. Furthermore, the difference between
group and phase velocity is more substantial than in the weakly-anisotropic Mesaverde
sandstone.
Group-phase angle relation
The different strength of anisotropy also affects the relation between the group and
the phase angle (Figure 4.4). For the weakly-anisotropic Mesaverde sandstone, the
4.2. Kinematics in VTI media 91
(a) Mesaverde (4912) sandstone. (b) Green River shale.
Figure 4.3.: Polar plots showing the angular dependence (with respect to θ1) of the P-wave group
(black) and phase (blue) velocities (m/s) for two VTI media with different strength of anisotropy. The
red dashed line shows the corresponding isotropic P-wave velocity.
two angles are almost identical, which in turn results in very similar group and phase
velocities (see Figure 4.3). Consequently, the two approximations also show no sig-
nificant difference and are also in good agreement with the exact solution. For the
stronger anisotropic Green River shale, however, the group-phase angle relation is
highly non-linear due to the larger magnitude of  and δ. Here, both approximations
show significant differences with respect to the exact solution and to one another.
Comparison of analytical traveltimes
Finally, I assess the analytical traveltimes of the two approximations in comparison
to the exact solution. Moreover, since the traveltime contours are the high-frequency
(ray-theoretic) representations of the wavefront, I also compare them to the complete
(wave-theoretic) solution of the elastic wave equation (Figure 4.5).
Table 4.2.: Relative and absolute errors of the approximated analytical VTI traveltimes with respect
to the exact solution for the Mesaverde sandstone and the Green River shale.
Rel. RMS (%) Rel. Max. Error (%) RMS (ms) Max. Error (ms)
weakly-
anisotropic
0.24 0.39 1.11 2.51
M
es
av
er
de
(4
91
2)
pseudo-
acoustic
0.01 0.01 0.03 0.07
weakly-
anisotropic
1.33 2.90 7.43 21.78
G
re
en
R
iv
er
sh
al
e
pseudo-
acoustic
0.36 0.66 2.15 4.94
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(a) Mesaverde (4912) sandstone. (b) Green River shale.
Figure 4.4.: Group-phase angle relation for the Mesaverde sandstone and the Green River shale.
The approximated relations after Thomsen (weakly-anisotropic) and Alkhalifah (pseudo-acoustic) are
compared to the exact formulation.
It can be observed that both the high-frequency and the wave-theoretic solution reflect
the different degrees of anisotropy of the two media, which results in a strongly-curved
wavefront for the Green River shale and an almost circular propagation pattern for the
Mesaverde sandstone.
Moreover, the traveltime contours, which are generally in good agreement with the
wave field snapshots, differ significantly from one another for the Green River shale.
However, the differences are smaller than for the group-phase angle relations. In fact,
the pseudo-acoustic approximation is in very good agreement with the exact solution,
whereas the weakly-anisotropic contour is slightly offset from the other two, especially
for strong curvatures in the wavefront. For a more quantitative comparison between
the high-frequency traveltimes, Table 4.2 summarizes the analytical errors of the two
approximations with respect to the exact formulation.
In comparison to isotropic media, where I examined the numerical accuracy of the
different FD schemes, the discrepancies in this test solely result from the analytical
approximations for the phase and group velocities. As a consequence, the maximum
relative errors, which mainly occurred in the vicinity of the point source due to a poor
FD approximation of the strongly-curved wavefront, are very small. In contrast, the
absolute errors are larger than the isotropic modelling misfits (Table 3.3). This is
especially true for the Green River shale, where the weakly-anisotropic approximation
produces very large RMS and maximum errors. The pseudo-acoustic approximation
provides a much better accuracy, however, the absolute traveltime errors are still greater
than the errors for the isotropic modelling tests.
I therefore conclude that the accuracy of the approximated traveltimes mainly depends
on the magnitude of the anisotropy parameters of the considered medium. Moreover,
the pseudo-acoustic approximation generally provides much more accurate results than
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(a) Mesaverde (4912) sandstone. (b) Green River shale.
(c) Mesaverde (4912) sandstone (zoomed-in). (d) Green River shale (zoomed-in).
Figure 4.5.: Overlay of the elastic wavefield and analytically computed traveltime contours at 0.6 s
in two selected homogeneous VTI media. Dashed lines show the traveltime contours, where red
denotes the exact solution, blue represents the pseudo-acoustic and green the weakly-anisotropic
approximation, respectively. To enable the comparison, the contours are aligned with the centre of
the source wavelet (i.e. the zero-crossing).
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the weakly-anisotropic formulation.
4.3. FD modelling of VTI traveltimes
In the previous section, I discussed the analytical formulations which describe the
kinematic relations in VTI media, based on the Thomsen notation. In particular,
I examined two different approximations of the VTI group and phase velocities. In
this section, these are combined with the finite difference modelling techniques from
Chapter 3 in order to compute VTI traveltimes numerically on models with arbitrary
structural complexity.
For this purpose, I will use the second-order Godunov stencils that are used within
the Fast Marching/Sweeping schemes. As for the isotropic case, I will first assess
the numerical accuracy of these schemes and the computational performance on a
homogeneous model. Subsequently, I will compute the VTI traveltimes for a complex
industrial benchmark and compare them with the full wave field solution.
4.3.1. Modelling the VTI eikonal equation
As already discussed, the numerical computation of traveltimes in VTI media is gener-
ally expressed by the respective eikonal equation, which is represented by the eigenval-
ues of the slowness-dependent Christoffel matrix (Chapter 2). However, due to their
strong non-linearity, these expressions are inappropriate for being implemented directly
in a finite difference scheme.
For this reason, I follow a different approach, which was also used by Lou (2006). It
consists of two subsequent steps: First, I compute the VTI phase velocity at a target
grid node using either the weakly-anisotropic or the pseudo-acoustic approximation.
Second, I insert it into a “general” form of the eikonal equation, which reads
|∇T |2 =
(
∂T
∂x
)2
+
(
∂T
∂y
)2
+
(
∂T
∂z
)2
=
1
V 2
. (4.28)
The velocity V may represent any type of isotropic or anisotropic phase velocity. For
general anisotropic media, V does not only depend on the (varying) model parameters
but also on the direction (i.e. the wavefront normal). For the computation of P -wave
traveltimes in VTI media, the velocity therefore is a function of the parameters VP0, ,
δ and the phase angle θ1, which yields the following form of the eikonal equation
|∇T |2 = 1
λ2(, δ, θ1)V 2P0
(4.29)
where the amplification factor λ has to be chosen according to the desired approxi-
mation (i.e. weakly-anisotropic or pseudo-acoustic). If the exact formulation is used,
equation (4.29) also depends on the vertical S-wave velocity VS0 (see equation B.6),
since the P - and SV - modes are coupled. The advantage of using equation (4.29) is
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Figure 4.6.: Approximation of the phase angle in the applied FD Godunov scheme. The finite
differences of the traveltimes have to be taken in the upwind direction from the target node [·]ij (here:
upper left-hand).
that I can apply exactly the same numerical techniques as for isotropic media, which
is convenient and robust.
FD approximation of the phase angle
The only additional requirement in comparison to the isotropic approach is a numerical
estimate of the phase angle θ1. Therefore, I use the discretized approximation of the
slowness vector, which reads on a uniform grid
p = p ·
sin θ1 cos θ2sin θ1 sin θ2
cos θ1
 ≈ 1
h
∆xT∆yT
∆zT
 . (4.30)
The components ∆xT , ∆yT and ∆zT denote the finite differences of previously com-
puted traveltimes on the grid in the x-, y- and z-directions, respectively. In agreement
with the causality, they always have to be taken in the upwind direction (Figure 4.6).
In general, the phase angle at a target node [·]ij can thus be approximated as
θ1 ≈ arccos
(
∆zT√
(∆xT )2 + (∆yT )2 + (∆zT )2
)
. (4.31)
For the computation of lower-dimensional FD stencils, simpler geometric relations can
be used. For instance, if a 1D stencil in x- or y-direction (modelling a purely horizontal
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arrival) has to be computed, the phase angle always equals 90◦.
In analogy, if the stencil is strictly vertical, the phase angle vanishes, which infers that
λ = 1 in equation (4.29).
4.3.2. Numerical accuracy and performance
Supplementing the isotropic eikonal solver with the above extensions yields a finite
difference method for the computation of P-wave traveltimes in VTI media. In agree-
ment with the conclusions from the computation in isotropic media, I perform all
further calculations using the second-order Godunov scheme.
In addition to the finite difference approximation, the first arrivals in a vicinity close
to the point source are initiated analytically, which requires an estimate for the group
velocity. For all other nodes throughout the model, only the phase velocities are re-
quired.
Numerical accuracy
Table 4.3.: Numerical errors of the FD traveltime computation in the Mesaverde (4912) sandstone
and the Green River shale. The spatial distribution of the absolute traveltime errors is displayed in
Figure 4.8.
Rel. RMS (%) Rel. Max. Error (%) RMS (ms) Max. Error (ms)
weakly-
anisotropic
0.22 3.31 0.81 2.07
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acoustic
0.09 3.38 0.28 0.65
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anisotropic
0.80 4.23 5.20 12.11
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pseudo-
acoustic
0.36 2.95 2.23 5.01
At first, I examine the numerical accuracy of the VTI eikonal solver on the two homo-
geneous testing models (Table 4.1). As for the isotropic tests, the models consist of
501 × 101 × 501 (25.35 million) grid nodes with a single point source that is located
on the central grid node. The grid is uniformly spaced with h = 10 m. The numerical
errors are summarized in Table 4.3.
In general, the traveltimes are computed more accurately in the less anisotropic Mesa-
verde sandstone as it was also observed in the analytical test. Here, the relative errors
are very small for both approximations. In terms of the absolute errors, the weakly-
anisotropic approximation is less accurate but still provides a good result. In the
stronger anisotropic Green River shale, the relative errors are still small for both ap-
proximations. In terms of the absolute error, however, both formulations perform less
accurately. Here, the pseudo-acoustic approximation is again more accurate than the
weakly-anisotropic approach.
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The major and remarkable difference between the numerical and the analytical results
is that the absolute traveltime errors of the weakly-anisotropic approximation are con-
siderably smaller for the numerical scheme than they are in the analytical test. This
is particularly true for the Green River shale, where the maximum analytical error for
the Thomsen approach is twice as high as the numerical one. This observation seems
to contradict the natural expectation that the inaccuracy of the anisotropic eikonal
solver should be composed of the analytical error (caused by the weakly-anisotropic or
pseudo-acoustic formulation) plus the truncation error of the finite difference approxi-
mation.
To solve this issue, it has to be noted that the analytical and FD approaches both
incorporate the same approximations for the P-wave phase velocity. However, since
the analytical calculation utilizes the group velocity, it additionally carries another
approximation, which is contained in the group-phase angle relation. This causes the
(approximated) analytical times to be generally less accurate than the numerical ones.
The conclusion is that both the weakly-anisotropic and the pseudo-acoustic approxi-
mations provide more accurate results when the group velocity is not required. From
a practical point of view, this also infers that within the investigated frame of VTI
media, FD eikonal methods will perform generally more accurately than ray tracing
methods, if both utilize the same analytic approximation.
The improved accuracy of the FD modelled traveltimes is further demonstrated by
the comparison of the individual wavefronts (Figure 4.7). As for the analytical results
(Figure 4.5), the contours which represent the different anisotropic approximations can
be barely distinguished from one another, nor from the exact solution in the weakly-
anisotropic Mesaverde sandstone.
In contrast, there are major discrepancies between the wavefronts that were computed
using the different anisotropy formulations in the Green River Shale. As expected, the
pseudo-acoustic contour follows the exact wavefront more accurately than the weakly-
anisotropic isochron. However, the differences are considerably smaller than for the
analytical comparison.
Finally, in addition to the wavefronts, I assess the error patterns of the absolute travel-
times (Figure 4.8). These reflect some differences in comparison to the isotropic results
(Figure 3.13), which are rooted in the directional dependence of the VTI phase veloc-
ities. In particular, the accuracy of the approximations in the vertical and horizontal
directions can be recognized. In the z-direction (i.e. along the symmetry axis), the
VTI phase velocity equals the isotropic velocity and both approximations are exactly
accurate. Hence, no errors occur in the vertical direction.
In the horizontal direction, the pseudo-acoustic formulation remains accurate, whereas
the weakly-anisotropic approach is linearized and is consequently prone to traveltime
errors. These observations are true for both testing media. In between the vertical and
horizontal direction (0 < θ1 < 90◦), the error pattern largely depends on the anisotropy
parameters. For the Green River shale, the negative δ causes characteristic directions,
where the approximated wavefronts cross the exact traveltime contour, and hence no
error is observed.
In the almost elliptical Mesaverde sandstone the absolute errors steadily increase away
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(a) Mesaverde (4912) sandstone. (b) Green River shale.
(c) Mesaverde (4912) sandstone (zoomed-in). (d) Green River shale (zoomed-in).
Figure 4.7.: Overlay of the elastic wavefield and FD modelled traveltime contours at 0.6 s in two
selected homogeneous VTI media. Dashed lines show the traveltime contours, where red denotes the
exact solution, blue represents the pseudo-acoustic and green the weakly-anisotropic approximation,
respectively. The FD results can be compared to the analytical contours (Figure 4.5).
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(a) Mesaverde (4912), weakly-anisotropic. (b) Mesaverde (4912), pseudo-acoustic.
(c) Green River shale, weakly-anisotropic. (d) Green River shale, pseudo-acoustic.
Figure 4.8.: Numerical traveltime errors in the homogeneous Mesaverde (4912) sandstone and the
Green River shale for the weakly-anisotropic and the pseudo-acoustic approximations. The maximum
and average errors are listed in Table 4.3.
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from the exact directions, and hence have their maximum at θ1 = 90◦ for the weakly-
anisotropic approach, and at θ1 = 45◦ for the pseudo-acoustic approximation.
Wavefield comparison on the BP 2007 benchmark
After the extensive testing on homogeneous models, I also assess the numerical results
on the complex BP 2007 benchmark model (Figure 3.10). In addition to the previous
chapter, I will also use the VTI layers of the model (Figure 4.9) for the traveltime
computation. Since there is no analytical solution available on such a complex model,
I compare the FD eikonal modelling results to the fully acoustic wave field and to
the solutions of an independent wavefront construction (WFC) algorithm (Buske and
Kaestner, 2004; Schulze, 2014), which is analogous to the isotropic benchmark tests.
The wavefront construction method relies on the weakly-anisotropic approximation
and furthermore, its built-in ray-tracing algorithm requires an estimate of the group
velocity, which distinguishes the program from the eikonal solvers.
(a) Epsilon model. (b) Delta model.
Figure 4.9.: VTI model parameters of the BP 2007 benchmark.
At first glance, the three high-frequency methods are all in very good agreement with
one another and with the full wave field solution (Figure 4.10). This holds even for late
modelling times and in areas where the anisotropy parameters are large. The zoomed-in
sections, however, reveal some differences, which mainly occur in areas with relatively
strong material contrasts, causing the seismic wavefield to be complex (especially sec-
tions Z1 and Z3). Here, the wavefront construction algorithm slightly underestimates
the first arrival times compared to the FD methods, although this is difficult to tell
from a purely visual comparison. In contrast, the two different anisotropy approxima-
tions, as they are implemented in the eikonal solvers, provide almost identical results
throughout the entire model.
The RMS misfit of the finite difference solutions with respect to the WFC result equal
11.03 ms for the weakly-anisotropic, and 7.75 ms for the pseudo-acoustic result. Those
values are much larger than the corresponding misfits in the isotropic benchmark test
(especially for the second-order scheme), which raises the question about the physical
cause of the observed differences.
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(a) Entire BP 2007 model (epsilon layer). (b) Zoomed-in section (Z1).
(c) Zoomed-in section (Z2). (d) Zoomed-in section (Z3).
Figure 4.10.: Overlay of the full acoustic wavefield solution and different high-frequency wavefronts
(traveltime contours) after 3.6 seconds. The blue and green lines denote the FD modelled solutions of
the pseudo-acoustic and the weakly-anisotropic approximation, respectively. The black contour repre-
sents an independent ray-based wavefront construction result, which also uses the weakly-anisotropic
approximation.
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There are at least three possible reasons for that. First, the discrepancies could be
due to the fact that the WFC program solves the ray-tracing system of equations,
whereas the eikonal solvers model the eikonal equation directly using finite differences.
Both approaches are rooted in the high-frequency assumption (ray theory) but their
mathematical implementations are highly different. Second, as mentioned earlier, ray-
tracing methods are more sensitive to strong contrasts in the model. In particular,
parameter fluctuations of small scale and high-velocity can cause complicated effects
in the wavefield such as shocks, rarefactions or wavefront healing that may not be
fully captured by a ray tracer. In those situations eikonal solvers are known to be
more robust (e.g. Cervený, 2001), which is especially true for methods employing the
entropy-satisfying Godunov schemes (Sethian, 1996).
In the snapshots of the VTI BP 2007 benchmark, those effects especially occur within
sections Z1 and Z3. Since these discrepancies were not so severe in the isotropic test, I
conclude that the anisotropy parameters contribute significantly to the complications
in the evolution of the wavefront, posing challenges to the WFC method in particular.
Hence, the third possible explanation for the differences between the tested methods
is that the WFC program utilizes the group velocity, which makes it more prone to
analytical errors as it was observed in the homogeneous tests. This is especially true
for areas with large anisotropy parameters (Z1 and Z2). Moreover, this methodical
difference also explains differences between the WFC program and the eikonal methods
in areas where there are no complicated affects in the wavefront although the anisotropy
parameters are large. This is the case for most parts of the model (e.g. Section Z2).
Computational performance
After examining the numerical accuracy of the VTI eikonal solvers, I assess their com-
putational performance for homogeneous models with varying grid sizes. The testing
medium is a Green River shale with a single point source located in the centre of the
model. In contrast to the isotropic tests, I only examine the second-order Godunov
scheme in this experiment as it is used for all FD eikonal computations throughout this
chapter. The characteristics that are assessed in this test are therefore (1) the com-
putational performance of the Fast Marching Method (FMM) versus the Fast Sweep-
ing Method (FSM) in their respective VTI implementation, and (2) the impact of the
weakly-anisotropic versus the pseudo-acoustic approximation on the computation time.
The results are summarized in Table 4.4 and Figure 4.11. They demonstrate that the
VTI eikonal solvers are significantly slower than their respective isotropic counterparts.
At this point, the Fast Marching methods exhibit an average performance drop of 33 %
for the weakly-anisotropic approximation, and 35 % for the pseudo-acoustic formulation
(both in comparison to the isotropic second-order FMM), respectively.
As expected, the computation times of the VTI Fast Sweeping algorithms increase even
stronger than for the FMM. Here, the weakly-anisotropic method takes 4 times longer
than the isotropic FSM. The pseudo-acoustic formulation exhibits a 4.4 times higher
computation time. As a consequence, the VTI formulations of the FMM perform faster
than the respective Fast Sweeping implementations for most of the models used in this
test. However, the methods approach each other for an increasing number of grid
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Figure 4.11.: Runtimes of the VTI eikonal solvers on a homogeneous Green River Shale for an
increasing model size. Red and blue lines denote the computation times for the Fast Marching and
Fast Sweeping methods, respectively. Green squares indicate the weakly-anisotropic approximation,
whereas blue diamond markers represent the pseudo-acoustic formulation. Dashed lines show the
isotropic computation times for comparison.
nodes and eventually are equal at about 50 million nodes in this test. In contrast, the
differences between the two anisotropic approximations have only a minor effect on the
total runtime, which is particularly true for the Fast Marching Method. For the Fast
Sweeping scheme, the effect becomes significant for large models (at about 50 million
grid nodes).
Table 4.4.: Comparison of the computational performance (runtime) for the VTI eikonal solvers in
dependence of the model size and the used anisotropy approximation.
Model dimensions
FMM FSM
weakly-anisotropic pseudo-acoustic weakly-anisotropic pseudo-acoustic
100× 100× 100 0.82 s 0.83 s 1.19 s 1.33 s
500× 100× 100 4.18 s 4.23 s 6.06 s 6.80 s
1000× 100× 100 8.81 s 9.11 s 12.20 s 13.73 s
500× 100× 500 29.58 s 30.06 s 34.46 s 36.96 s
1000× 100× 500 69.11 s 70.68 s 68.57 s 74.48 s
The largely increased computation times are caused by the increased algebraic complex-
ity of the anisotropic formulations. In comparison to the isotropic equations, the VTI
algorithms require the evaluation of several trigonometric and square root functions.
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This means that the more computations are carried out in total, the more dramatic the
effect on the method’s performance. For the Fast Sweeping Method this is particularly
severe, since each grid node is computed eight times during the algorithm. Moreover,
the iteration scheme of Zhao (2005) for determining the effective dimensionality is also
costly, since it requires the computation of the 1D, 2D, and 3D arrival for most of the
grid points in the model. At this point, a more efficient way of determining the effective
dimensionality is to iterate over the direct neighbours and to simply check the number
of traveltimes that were already computed.
4.4. Kinematics in TTI media
4.4.1. Generalizing VTI to TTI symmetry
In the above sections, I demonstrated how first-arrival traveltimes are computed an-
alytically and numerically in VTI media. Furthermore, the subsequent tests proved
that the extended numerical schemes, which have originally been designed for isotropic
media, also perform robustly and accurately for the VTI case.
The methodical problem of VTI symmetry, however, is its practical restriction. Al-
though it has been widely used due to its simplicity, it assumes a strictly horizontal
layering (or foliation) of the target geological structures. Such a setting is rarely found
in real environments, since many geological structures exhibit an inclined or tilted
symmetry axis.
This demands a generalization from VTI media to TTI (tilted transversely isotropic)
media (Figure 4.12), which are rotationally symmetric with respect to an inclined
axis. Consequently, the parametrization of a TTI medium requires two additional
parameters, which are the inclination Θ and the azimuth Φ of the symmetry axis Ψ.
It can be expressed as
Ψ ≡ [sin Θ cos Φ, sin Θ sin Φ, cos Θ]T . (4.32)
The stiffness tensor of a tilted TI medium is therefore obtained from its corresponding
VTI medium by rotating it with respect to the two symmetry angles. In matrix rep-
resentation, this requires the use of the Bond matrix (e.g. Carcione, 2001, p. 8), since
the components have been remapped according to Voigt’s recipe.
The rotation changes the structure of the stiffness matrix as follows:
c˜V TI =

• • •
• • •
• • •
•
•
•

Rot(Θ,Φ)7→ c˜TTI =

• • • •
• • • •
• • • •
• •
• • • •
• •
 ,
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Figure 4.12.: Illustration of a TTI medium in a Cartesian coordinate system. Φ and Θ denote the
azimuth and inclination of the symmetry axis Ψ, respectively. θ1 is the phase angle characterizing the
wavefront normal n. ψ describes the angle between the symmetry axis and the wavefront normal.
where the highlighted components vanish in case of acoustic modelling. Hence, the
TTI tensor exhibits the structure of a monoclinic medium, which can be characterized
by just ﬁve independent constants.
According to its relations to VTI media, modelling approaches in a TTI medium can
be carried out in two subsequent steps: First, the coordinate system has to be aligned
with the TTI symmetry axis by applying a rotation about the angles Θ and Φ. Second,
the computation can be performed by simply applying the formulations of VTI media.
Following this approach, the components of the wavefront normal in the rotated system
nˆi are obtained as
nˆx = nx cosΘ cosΦ + ny cosΘ sinΦ− nz sinΘ
nˆy = −nx sinΦ + ny cosΦ
nˆz = nx sinΘ cosΦ + ny sinΘ sinΦ + nz cosΘ
. (4.33)
Equation (4.33) is used in many works (e.g. Fletcher et al., 2009; Zhang et al., 2011;
Stovas and Alkhalifah, 2013), which particularly include the applications of traveltime
computation, acoustic modelling, and Reverse-time migration in TTI media.
However, for the purpose of FD eikonal modelling, an alternative and simpler formula-
tion might be used, which can be implemented more eﬃciently. This second approach
utilizes the angle ψ between the TTI symmetry axis Ψ and the wavefront normal
n. From Figure 4.12, it is noted that ψ is equivalent to the phase angle in the TTI
coordinate system (i.e. the z-direction being aligned with the symmetry axis Ψ).
Hence, I now obtain the TTI kinematic relations by simply replacing the phase angle
θ1 with the angle ψ in the respective VTI equations (4.29). This approach works
for both FD methods which require the phase velocity (Lou, 2006) and ray-tracing
methods using the group velocity (Schulze, 2014). The angle ψ is obtained using the
dot product as follows:
ψ = arccos (nxΨx + nyΨy + nzΨz) , (4.34)
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where Ψi denote the Cartesian components of the TTI symmetry axis. Equation (4.34)
also holds for VTI media (Θ = Φ = 0), where the first two terms of the dot product
vanish. In this case, ψ is identical with the phase angle θ1.
4.4.2. Analytical traveltimes in TTI media
(a) Tilted Mesaverde (4912) sandstone. (b) Tilted Green River shale.
(c) Tilted Mesaverde (4912) sandstone (zoomed-
in).
(d) Tilted Green River shale (zoomed-in).
Figure 4.13.: Overlay of the elastic wavefield and analytically computed traveltime contours at 0.6 s
in the tilted testing media (Θ = 45◦). Dashed lines show the traveltime contours, where red denotes the
exact solution, blue represents the pseudo-acoustic and green the weakly-anisotropic approximation,
respectively. To enable the comparison, the contours are aligned with the centre of the source wavelet
(i.e. the zero-crossing).
Analogous to the previous experiments in VTI media, I compute analytical traveltimes
for the TTI case. For this purpose, I use the same two testing media (Table 4.1), which
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represent different strengths of anisotropy. In addition to their VTI parameters, the
media are now inclined by 45◦. The azimuth is set to zero for the sake of clarity.
Table 4.5.: Relative and absolute errors of the approximated analytical TTI traveltimes with respect
to the exact solution for the tilted (Θ = 45◦) Mesaverde sandstone and the Green River shale.
Rel. RMS (%) Rel. Max. Error (%) RMS (ms) Max. Error (ms)
weakly-
anisotropic
0.23 0.39 0.9 2.59
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acoustic
0.0 0.01 0.01 0.03
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anisotropic
1.37 2.90 5.17 15.15
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en
R
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er
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e
pseudo-
acoustic
0.37 0.64 1.58 4.64
The comparison of the analytically computed traveltimes (Figure 4.13) gives a similar
picture as for VTI media. The three solutions, representing the exact formulation,
the weakly-anisotropic, and the pseudo-acoustic approximation, are all in very good
agreement for the Mesaverde (4912) sandstone, which exhibits only about ten per-
cent anisotropy. The pseudo-acoustic approximation is almost identical with the exact
solution.
In contrast, the Green River shale exhibits greater differences between the individual
solutions. Here, also the shape of the TTI wavefront is much more distinctive as for the
Mesaverde sandstone due to the high degree of anisotropy. Nevertheless, the pseudo-
acoustic and the exact traveltimes are still in very good agreement to each other and
also fit well with zero-crossing of the elastic wavefield snapshot. The weakly-anisotropic
approximation, on the other hand, differs significantly from the true wavefront.
The analytical errors are summarized in Table 4.5. They reflect the same trend as
the corresponding VTI errors. Hence, it can be concluded that the approximations
which were presented for VTI media can be extended to TTI symmetry without loss
of accuracy.
4.5. FD modelling of TTI traveltimes
For the FD modelling in TTI media, I also rely on the generic eikonal equation (4.29),
which now depends on the angle ψ as it reads
(∇T )2 = 1
λ2(, δ, ψ)V 2P0
. (4.35)
Here, the amplification factor λ contains either the weakly-anisotropic or the pseudo-
acoustic approximation.
As for the VTI case, the wavefront components ni are approximated by the finite
differences of already computed (upwind) traveltimes in the respective grid directions.
Hence, the angle ψ is obtained according to
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ψ = arccos ([∆xT ·Ψx + ∆yT ·Ψy + ∆zT ·Ψz]/∆T ) , (4.36)
with ∆T =
√
(∆xT )2 + (∆yT )2 + (∆zT )2 being the Euclidean length of the approxi-
mated wavefront normal. The components Ψi are defined by the TTI symmetry angles
for every grid node in the model domain according to equation (4.32). Hence, they can
be estimated conveniently prior to the traveltime computation, which saves computa-
tion time.
Numerical accuracy
In contrast to the analytical tests, which prove the high accuracy of the TTI exten-
sions, the numerical benchmarks reveal some artefacts that occur along the coordinate
directions (Figure 4.14).
The comparison between the FD solutions and the exact analytical contours shows
that the numerical traveltimes are overestimated in the direction of the coordinate
axes. Whereas this effect is very subtle in the Mesaverde (4912) sandstone, it becomes
significant for the Green River shale. In the latter case, the numerical wavefronts
exhibit sharp artificial bends in the described directions.
Table 4.6.: Numerical errors of the FD traveltime computation in the tilted Mesaverde (4912)
sandstone and the tilted Green River shale. The spatial distribution of the absolute traveltime errors
is displayed in Figure 4.15.
Rel. RMS (%) Rel. Max. Error (%) RMS (ms) Max. Error (ms)
weakly-
anisotropic
0.28 4.79 1.04 3.24
M
es
av
er
de
(4
91
2)
pseudo-
acoustic
0.11 4.27 0.33 1.9
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anisotropic
0.92 6.87 5.11 17.10
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e
pseudo-
acoustic
0.70 6.04 3.74 16.23
This issue becomes even more obvious in the respective error patterns (Figure 4.15),
where each coordinate direction exhibits a wedge-shaped area of high errors that grows
with increasing distance from the source. For the weakly-anisotropic approximation,
these errors have about the same magnitude as the “physical” inaccuracies that are
due to Thomsen’s linearization. For the pseudo-acoustic traveltimes, which are more
accurate in general, the artefacts along the coordinate axes dominate the error pattern.
Moreover, they are getting stronger with increasing anisotropy, which means that they
are almost negligible for the Mesaverde (4912) sandstone but significant for the Green
River shale.
Due to these artefacts, the numerical errors (Table 4.6) are generally higher than for
the analytical traveltimes (Table 4.5). This is especially true for the absolute errors.
Moreover, these values confirm that the effect is more severe on the pseudo-acoustic
errors, since they were very low in the analytical scheme.
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(a) Tilted Mesaverde (4912) sandstone. (b) Tilted Green River shale.
(c) Tilted Mesaverde (4912) sandstone (zoomed-
in).
(d) Tilted Green River shale (zoomed-in).
Figure 4.14.: Overlay of the elastic wavefield and FD modelled traveltime contours in selected TTI
media at 0.4 s (Mesaverde sandstone) and 0.6 s (Green River shale), respectively. Dashed lines show
the traveltime contours, where red denotes the exact solution, blue represents the pseudo-acoustic
and green the weakly-anisotropic approximation, respectively. The FD results can be compared to
the analytical contours (Figure 4.13).
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(a) Tilted Mesaverde (4912), weakly-anisotropic. (b) Tilted Mesaverde (4912), pseudo-acoustic.
(c) Tilted Green River shale, weakly-anisotropic. (d) Tilted Green River shale, pseudo-acoustic.
Figure 4.15.: Numerical traveltime errors in the tilted homogeneous Mesaverde (4912) sandstone
and the tilted Green River shale for the weakly-anisotropic and the pseudo-acoustic approximations.
The maximum and average errors are listed in Table 4.6.
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Figure 4.16.: FD approximation of the phase angle (top) and amplification factors (bottom) in a
tilted Green River shale (Θ = 45◦). The FD approximations were computed at the boundary nodes
of the homogeneous TTI testing model.
Comparing the TTI numerical errors to the ones in VTI media yields a similar pic-
ture. Here, also the absolute errors mainly increase, whereas the relative errors remain
more or less constant. Moreover, the pseudo-acoustic approximation is affected more
significantly by the artefacts.
Cause of the TTI artefacts
The reason for the occurrence of the numerical artefacts lies in the estimation of the
phase angle θ1 by using the finite differences of already computed traveltimes. Those
estimates become increasingly inaccurate if the propagation direction approaches 0 or
90 degrees.
Figure 4.16 (top) shows the TTI (rotated) phase angle ψ as a function of the propaga-
tion direction (i.e. the group angle φ1) for a tilted Green River shale with a symmetry
axis dipping to 45 degrees. As expected, the group and phase angle are equal in the
symmetry direction. In fact, the analytical curve equals the pseudo-acoustic one for
the corresponding VTI medium (Figure 4.4); it is just shifted by 45 degrees.
The FD curve shows the approximated phase angles as they were computed by the TTI
eikonal solver on the boundary nodes of the testing model. Hence, they represent the
maximum errors of the computation. It is clearly visible that the FD approximation
fails in the coordinate directions (i.e. 0, ±90, and ±180 degrees). As a result of the
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Figure 4.17.: FD approximation of the phase angle (top) and amplification factors (bottom) in
a (VTI) Green River shale. The FD approximations were computed at the boundary nodes of the
homogeneous VTI testing model.
inaccurate phase angle approximation, the amplification factors are also wrong, which
results in wrong phase velocities and produces erroneous traveltimes. In contrast, the
FD approximation works accurately in the corresponding VTI medium (Figure 4.17).
The technical problem behind the phase angle approximation is illustrated in Figure
4.18, which depicts the case of a strictly horizontal arrival in a (tilted) Green River
shale. Since there is no vertical component in the case of purely horizontal propagation,
the numerical estimate of the phase angle in the (unrotated) Cartesian system is always
90◦. For any arbitrary VTI medium, this is identical with the true phase angle θ1.
In contrast, if the symmetry axis is inclined, θ1 has to be rotated back into the TTI
system, which yields an FD estimate of the angle ψ. For a horizontal arrival, this
erroneously yields ψFD = 90◦ − Θ independently of the orientation of the underlying
medium. For strongly non-circular wavefronts, this error of the numerical estimate
may become very large and therefore a wrong phase velocity is used in the computa-
tion. To overcome this problem, a more stable FD approximation has to be found for
determining the phase angle, which remains accurate in the direction of the coordinate
axes.
Otherwise this problem can be only be circumvented by directly solving the anisotropic
eikonal equation, which is obtained from the slowness-dependent Christoffel matrix
(2.25). Such an approach is utilized in the method of Waheed and Alkhalifah (2015),
who iteratively solve the TTI eikonal equation based on a fix-point representation
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Figure 4.18.: FD approximation of the TTI phase angle in a (tilted) Green River shale. θ1 denotes
the phase angle in a Cartesian system, whereas ψ represents the angle with respect to the tilted
symmetry axis. The superscript FD indicates approximated quantities as they are obtained during
the FD traveltime computation.
starting with a tilted elliptical reference medium. This strategy is very accurate in all
directions with the drawback of high computation cost.
Although the numerical artefacts for TTI media are a signiﬁcant drawback of the
method, it can still be used within depth migration. For illustration, a case study
which examines the imaging accuracy is presented in Chapter 5.
BP 2007 benchmark test
The ﬁnal assessment is taking place on the TTI BP 2007 benchmark, which also includes
a fourth layer representing the inclination of the TTI symmetry axis (Figure 4.19). In
this case, there is no independent full waveﬁeld solution available, which means that
only the ray-based wavefront construction result and the FD eikonal solutions can be
examined in comparison.
Figure 4.20 shows the wavefronts after 3.6 s in the same way they were assessed in the
VTI benchmark test (Figure 4.10). At this time, the wavefronts have passed areas with
strongly inclined structures that particularly occur in the central part of the model.
Despite the numerical diﬃculties, which were discussed in the above section, the eikonal
solutions coincide very well with the ray-based wavefront construction result, especially
in the upper layers of the model. In fact, there is almost no visual diﬀerence compared
to the VTI benchmark test. The discrepancies in section Z1 are also almost identical as
those observed for the VTI study, where I related them to complexities in the wavefront
evolution.
For the deeper parts and more complex parts of the model, the zoomed-in sections Z2
and Z3 provide another comparison. Here, the TTI parameter Θ is non-zero, and the
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Figure 4.19.: Theta (inclination) layer of the TTI BP 2007 benchmark.
discrepancies appear to be slightly greater than for the VTI test. This is especially
true for the section Z3. Whether these effects are caused by the numerical instabilities
or whether they are just due to the additional TTI layer is difficult to determine within
this test.
The RMS misfits between the eikonal solutions and the WFC result are 13.01 ms and
13.70 ms for the weakly-anisotropic and the pseudo-acoustic approximation, respec-
tively. Compared to the VTI measurements, these numbers are increased, which is
especially true for the pseudo-acoustic approximation. However, the effect is not as
severe as for the transition from the isotropic to the VTI benchmark. Moreover, the
misfits still seem to be reasonable considering the degree of anisotropy that occurs
throughout the model.
The overall conclusion of this test is that the additional numerical errors of the TTI
eikonal solvers do not seem to have a dramatic effect on the traveltimes in this model.
However, a generalization of this statement is problematic, since there is no assess-
ment of other realistic models in this study. In general, the practical applicability of
the TTI eikonal methods depends on the desired accuracy that is requested for the
seismic imaging experiment. If the geology is known to be smooth than a ray-tracing
based approach (such as the WFC method) for traveltime computation might be a
better alternative. However, those methods tend to be more inaccurate for strong an-
isotropy, since they require the group velocity. This is especially true if they rely on
the assumption of weak anisotropy. In this case, the resulting errors can expected to
be within the same order of magnitude as the numerical artefacts of the TTI eikonal
solvers. The presumably best choice in such a case would be a ray-tracer that uses the
pseudo-acoustic formulation.
4.6. Conclusion on TI eikonal solvers
In this chapter, I extended the isotropic second-order eikonal solver towards VTI
and TTI media. Therefore, I tested two different approximations, which are the
4.6. Conclusion on TI eikonal solvers 115
(a) Entire TTI BP 2007 model (epsilon layer). (b) Zoomed-in section (Z1).
(c) Zoomed-in section (Z2). (d) Zoomed-in section (Z3).
Figure 4.20.: Comparison of the high-frequency wavefronts (traveltime contours) after 3.6 seconds
on the TTI BP 2007 benchmark. The blue and green lines denote the FD modelled solutions of the
pseudo-acoustic and the weakly-anisotropic approximation, respectively. The black contour repre-
sents an independent ray-based wavefront construction result, which also uses the weakly-anisotropic
approximation.
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weakly-anisotropic and the pseudo-acoustic formulation. Both rely on an anisotropic
parametrization using the Thomsen parameters. For all analytical and numerical tests,
the pseudo-acoustic formulation proved to be more accurate, particularly when the an-
isotropy parameters were larger than 10 %.
For the traveltime computation in TI media, the developed eikonal solver requires an
estimate of the phase angle, which is used to compute the corresponding phase velocity
and substitute it into the general eikonal equation. This approach works accurately
for general VTI media as it was confirmed for homogeneous media and the complex
BP 2007 benchmark model. At this point, the numerical errors were slightly increased
but comparable to the detected misfits in isotropic media. Moreover, a comparison
to ray-based solutions revealed that the eikonal formulation is more accurate for VTI
media, since it does not require an estimate of the group velocity.
The generalization towards TTI media bears some difficulties, since the numerical
scheme in its current form produces artefacts in the direction of the coordinate axes,
which are due to the FD approximation of the phase angle. These inaccuracies ap-
pear to be minor for weak anisotropy but become significant for media beyond the
weak-anisotropy limit. For this reason, the scheme for the phase angle approximation
should be extended in the future. Whether the method in its current implementation
can be used for depth imaging, largely depends on the strength of anisotropy in the
predominant rock units, and on the desired accuracy. A synthetic case study for a
detailed examination of these characteristics is conducted in Chapter 5.
In terms of computational performance, a significant increase in computation time was
observed for the VTI implementations of the second-order Fast Marching/Sweeping
schemes compared to their isotropic counterparts. The performance of the TTI solvers
was not examined in detail but can be expected slightly worse in comparison to the
VTI codes, since most of the mathematical operations are the same. In comparison,
the Fast Marching Method performs better than the Fast Sweeping Method due to its
advanced logic, which results in a reduced number of recomputations. This is especially
true for small to intermediate-sized models (up to about 50 million grid nodes in this
study). For larger grids, the brute force strategy of the FSM takes the advantage as it is
generally the case for isotropic computations. In contrast, the choice of the anisotropy
approximation has only a minor impact on the performance. Both formulations, the
weakly-anisotropic and the pseudo-acoustic approximation, perform similarly.
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5. Anisotropic Kirchhoff pre-stack
depth migration
In the previous chapters, the theoretical principles for the computation of first-arrival
traveltimes in isotropic and anisotropic media have been discussed and the numerical
performance and accuracy of these methods were examined. The next step is the
application of the developed algorithms in pre-stack depth migration. For this purpose,
I examine two different case studies within the scope of this work.
The first one represents a simple 2D anisotropic synthetic experiment over a layer-cake
VTI/TTI model. Therefore, the developed eikonal solvers from the fourth chapter are
embedded into Kirchhoff pre-stack depth migration algorithm as it was outlined in
Chapter 2. The second experiment (Chapter 6) comprises a real field data set, that
was acquired for geothermal exploration in southern Tuscany, Italy.
In the present chapter, I continue with describing the synthetic VTI/TTI imaging
experiment with a strong emphasis on the effect of the velocity models that are used
for migration.
Figure 5.1.: VTI/TTI layer-cake model used for a synthetic imaging study. Shots and receivers are
spaced along the surface at intervals of 100 m and 10 m, respectively.
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5.1. A synthetic VTI/TTI experiment
For the ﬁrst experiment, I consider a layer-cake model containing one TTI layer that
is posed in between two VTI layers (Figure 5.1). The anisotropy parameters of the
respective units are the same as in Chapter 4. The purpose of this exercise is to assess
the accuracy of the developed traveltime solvers in the context of depth imaging.
Therefore, 17 explosive shots were modelled, which are located at the surface with
an interval spacing of 100m starting at a distance of 200m. For the source signal, a
Ricker wavelet with a dominant frequency of 30Hz was used. Moreover, 181 receivers
are located along the surface of the model, ranging from 100m to 1900m distance with
a regular horizontal spacing of 10m. Along the edges of the model, absorbing boundary
conditions were used, in order to keep the data free from multiples.
5.1.1. The recorded waveﬁeld
Figure 5.2.: Modelled seismogram section on the VTI/TTI model (pressure ﬁeld). Diﬀerent wave
modes are highlighted in the synthetic data.
The data was generated by modelling the fully elastic wave equation. Figure 5.2 shows
the synthetic seismogram section of the modelled shot at 200m distance. Since elastic
waves are modelled, the data contains compressional and shear components, which are
coupled in anisotropic media. In most industrial applications, anisotropic migration
techniques do not honour the elastic wave propagation due to its high computational
cost. Hence, all wave types other than the quasi-compressional mode have to be treated
as noise and therefore should be eliminated during the data processing. In this study,
only the primary reﬂections (red) from the layer boundaries will be kept in the data.
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5.1.2. First QC: wavefield comparison
As a first quality check, I compare the first-arrival traveltimes to the elastic wavefield
as done in the previous numerical tests. The traveltimes equal the high-frequency
wavefronts and were computed by the finite difference TTI eikonal solver using the
pseudo-acoustic formulation as discussed in Chapter 4. The velocity model was not
smoothed before traveltime computation, which is a benefit in comparison to migration
approaches that purely rely on ray tracing.
(a) Shot at 200 m distance. (b) Shot at 1000 m distance.
Figure 5.3.: Modelled wavefield snapshots on the VTI/TTI model after 0.4 s. The pressure wavefield
is overlain by the corresponding traveltime contour from the finite difference TTI eikonal solver. The
numerical artefact occurs in vertical direction as described in Chapter 4.
The overlay of the wavefield snapshots with the computed traveltime contours shows
a very good agreement (Figure 5.3). The isochron coincides well with the centre of the
leading wave package in all layers of the model even close to the layer boundaries. Small
deviations can be observed in the direction of the coordinate axes especially along the
vertical, which are due to the TTI artefact as it was explained in Chapter 4. However,
these discrepancies are only small.
5.2. Kirchhoff imaging of the VTI/TTI dataset
After a short assessment of the modelled data, I proceed with imaging the whole
dataset. Therefore, we apply Kirchhoff pre-stack depth migration using TTI traveltime
tables as outlined in Chapter 2. Throughout this experiment, I always use the full
migration aperture.
5.2.1. Migrated images
Figure 5.4 shows two single migrated shots from the dataset. Both reveal an accurate
image of the geologic reflectors below their respective shot locations. Towards the
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(a) Shot position at 200 m distance. (b) Shot position at 1000 m distance.
Figure 5.4.: Two individually migrated shots for the VTI/TTI model. Blue lines indicate the true
depth of the layer boundaries within the model. The red arrows point at the respective depth errors
resulting from the TTI traveltime artefact in the vertical direction.
boundaries of the model, these partial images are dominated by artefacts (“migration
noise”) which originate from the unlimited migration operator. A close examination of
the reflector depths reveals that the lower one is positioned slightly too deep, which is
caused by the numerical artefact in the TTI traveltime computation.
In the final migration result (Figure 5.5), which is shown by a complete stack of all
17 shots, this shift is still present. The wiggle plot representation shows that the
(a) Stack of all 17 migrated shots. (b) Zoomed-in sections of the first (top) reflector
and the second (bottom) reflector.
Figure 5.5.: Full Kirchhoff pre-stack depth migration result of the VTI/TTI model. The location of
the reflectors in the migrated image is compared to their respective true depths (blue lines).
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upper reﬂector is accurately positioned at the zero-crossing of the signal. In contrast,
the wavelet is located about 5m below the true depth at the second layer boundary,
which is equivalent to a TWT error of 1.5ms for the Green River shale. This value is
signiﬁcantly smaller than what could be expected from the numerical tests in Chapter
4, where the examined one-way traveltime errors were much larger. Hence, it seems that
the Kirchhoﬀ summation mitigates the artefact. For a general veriﬁcation, however,
an assessment of dipping reﬂectors would be required as well.
5.2.2. Common image gathers
Another important tool for estimating the interval velocity model required by pre-
stack depth migration are common image gathers. In order to obtain these gathers,
the Kirchhoﬀ migration has to be carried out in a common-oﬀset fashion, which means
that the data is not migrated shot-wise but oﬀset-wise. Therefore, the total oﬀset
range of the survey is equally sampled into so-called oﬀset bins which in our case are
10 m wide (which produces 340 bins). During migration, the Kirchhoﬀ summation is
only applied to traces that belong to the same oﬀset bin, which results in one partially
stacked migrated image for each bin. In comparison, a common-shot migration would
yield one partial stack for each acquired shot (Figure 5.4).
Figure 5.6.: Common image gathers of the VTI/TTI model. Arrows point at imaging artefacts
caused by the unlimited migration operator. They repeat across all gathers.
To obtain the image gathers, the migrated data is resorted by the image point coordi-
nate (i.e. the common depth/image point), and the oﬀset bin. In this way, the depth
variation of the imaged reﬂectors can be analysed as a function of the oﬀset. In case
of an accurate velocity model, there is no depth variation and the gathers are all ﬂat.
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In this study, I used the correct model to migrate the data and hence, no depth variation
should occur on the gathers. Figure 5.6 shows five CIGs in the central part of the image.
They demonstrate the expected behaviour, which means that no depth variation is
displayed for the two migrated reflectors across the whole offset range. However, in
addition to that, they reveal significant manifestations of migration noise which are
not present to that degree in either the full stack (Figure 5.5) nor any of the single
migrated shots (Figure 5.4). In fact, there is almost no noise contamination present in
the full stack. Still, the migration artefacts have a great impact on the image gathers.
This effect is probably due to the small number of shots, which results in a low source-
receiver coverage throughout the model. As a consequence, the steep branches of the
migration operator do not stack out by destructive interference.
In a real survey, these artefacts would significantly bias the velocity estimation, espe-
cially for image points which are located close to the boundary of the survey. Hence,
they should be removed. This can be accomplished in two ways: The first possibility is
to apply an offset-dependent mute to the gathers. The second and more sophisticated
way would be to restrict the migration aperture already within the migration. Espe-
cially the application of a focussing technique such as the Fresnel volume migration
could significantly enhance the quality of the image gathers and therefore improve the
estimation of migration velocities.
5.3. Kirchhoff imaging using VTI and isotropic
models
Finally, I assess the influence of the anisotropy parameters on the migration result
and the estimation of migration velocities. In particular, I analyse what happens if
the VTI/TTI parameters are unknown or not taken into account during traveltime
computation.
5.3.1. Migration using VTI traveltimes
In the first exercise, I compute the traveltime tables with the VTI velocity model,
which means that the inclination of the Green River shale layer is not taken into ac-
count. The full stack is shown in Figure 5.7. As expected, the first reflector, which is
located below the top Mesaverde (4912) sandstone, is perfectly imaged. In contrast,
the second reflector appears very faint. This is particularly visible in the wiggle plot
representation, which also reveals that the reflector phases cannot be distinguished
clearly. Furthermore, the migrated image shows a strong migration artefact in the
central part above the second reflector. The discussed imaging errors result from im-
proper constructive/destructive interference, which is due to the wrong velocity model
and prevents accurate focussing of the data. This effect can be examined in more detail
on the respective common image gathers (Figure 5.8).
As for the correct velocity model, the top reflector is flat for all image points. On the
contrary, the gathers reveal a significant moveout. Apparently, the reflector is migrated
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(a) Stack of all 17 migrated shots. (b) Zoomed-in sections of the ﬁrst (top) reﬂector
and the second (bottom) reﬂector.
Figure 5.7.: Full migration result of the VTI/TTI data using only VTI traveltimes. The location of
the reﬂectors in the migrated image is compared to their respective true depths (blue lines).
Figure 5.8.: Common image gathers of the VTI/TTI benchmark using only VTI traveltimes. Con-
sequently, the gathers are ﬂat for the ﬁrst but not the second reﬂector.
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to its true position at zero offset. However, with increasing source-receiver distance,
there is an increasing depth error for the second reflector. When the gathers are stacked
across all offsets to produce the final image, this moveout blurs the appearance of the
geological boundary and produces the artefact in the centre of the image.
5.3.2. Migration using isotropic traveltimes
In the second exercise, I only use isotropic velocity information to migrate the data.
As a consequence, both reflectors are imaged incorrectly (Figure 5.9). For the top
reflector, the wrong velocity information results in a slight depth-shift of about 10 m
to the complete horizon. In addition, the phases are not as distinct as for the correct
model and a migration artefact is present above the centre of the reflector. The second
reflector appears slightly better defined than for the VTI model. However, the central
artefact is still present in the image.
(a) Stack of all 17 migrated shots. (b) Zoomed-in sections of the first (top) reflector
and the second (bottom) reflector.
Figure 5.9.: Full migration result of the VTI/TTI data using isotropic traveltimes. The location of
the reflectors in the migrated image is compared to their respective true depths (blue lines).
The common image gathers (Figure 5.10) now exhibit residual moveout for both reflec-
tors. However, the second reflector shows the velocity-induced depth-variations already
at intermediate offsets. In contrast, the velocity error in the first (VTI) layer manifests
at larger offsets only.
5.3.3. Determining the best-fitting isotropic model
In a third exercise, I “optimize” the layer velocities by flattening the CIGs under the
assumption of an isotropic velocity model. This would be a typical scenario for acquired
field data, where no prior knowledge about predominant anisotropic structures is at
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Figure 5.10.: Common image gathers of the VTI/TTI benchmark using only isotropic traveltimes.
Consequently, the gathers show residual moveout for both reﬂectors.
Figure 5.11.: Common image gathers of the VTI/TTI benchmark using best-ﬁtting isotropic layer
velocities. The gathers are ﬂat although no anisotropy was taken into account.
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(a) Stack of all 17 migrated shots. (b) Zoomed-in sections of the first (top) reflector
and the second (bottom) reflector.
Figure 5.12.: Full migration result of the VTI/TTI data using best-fitting isotropic layer velocities.
True reflector depths are indicated by blue lines.
hand. As a consequence, one would first attempt to focus and migrate the data using
isotropic velocities.
In the previous section, the use of isotropic velocities resulted in residual moveout for
both reflectors. Excluding anisotropy as the physical reason, the logical consequence
of this observation would be that the migration velocities of the above layers are too
low (since the reflector depth decreases with increasing offset, producing a “smile”).
Therefore, in order to flatten the image gathers, I manually determined the best-fitting
isotropic layer velocities as 4850 m/s and 4400 m/s for the top VTI layer and the TTI
formation, respectively.
The erroneously corrected gathers (Figure 5.11) are almost perfectly flat although an-
isotropy was not taken into account. Consequently, the determined velocities are sig-
nificantly greater than the true ones, which results in wrong reflector depths, especially
for the deeper layer boundary.
This problem is even further illustrated by the final migrated stack (Figure 5.12) which
shows a very clean but incorrect image of the subsurface. Due to the flattening of the
image gathers, the migrated reflections are stacked very coherently producing well-
defined representations of the far-field waveform. As a result, there are almost no
migration artefacts in the final image. Despite the clean appearance, the depth errors
which result from the wrong migration velocities are substantial, especially for the
second reflector.
This example demonstrates the difficulty in estimating the accurate anisotropic velocity
model: the problem is highly non-unique and poorly constrained by surface seismic
reflection data alone. For this reason, industrial workflows often put strong constraints
on the model which reduce the number of unknowns in order to stabilize the parameter
estimation. Those include models of so-called factorized anisotropy, which assume
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constant velocity gradients within the geological layers (e.g Sarkar and Tsvankin, 2004;
Behera and Tsvankin, 2009), or even layers of constant velocity (e.g. Grechka et al.,
2002).
However, even for the simplest case of constant-velocity VTI layers, additional infor-
mation is required which fixes either the background velocity VP0, or the layer thickness
(Bakulin et al., 2010a,b; Tsvankin et al., 2010). Such information is most commonly
provided from borehole, VSP, and/or very long offset data.
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geothermal exploration
At the final stage of this work, I present a real case study from the context of geothermal
exploration. The dataset represents a 2D land survey that was acquired in southern
Tuscany, Italy. The predominant geology and the survey layout makes this a challeng-
ing example for seismic imaging. For this survey, no anisotropy information can be
obtained. Hence, only isotropic traveltime computation was used.
In the following sections, I will give a general overview of the geologic setting and the
seismic survey. From there, I outline the processing strategy that was followed for this
data set and present the challenges and results that were obtained in the individual
imaging steps. The results that are presented in this work are also described in more
detail in Riedel et al. (2015).
6.1. Geothermal exploration in southern Tuscany
6.1.1. Motivation
The use of geothermal energy for electricity and hot water has a long history in Italy
and southern Tuscany in particular. In 1913, the world’s first geothermal powerplant
was commissioned in Larderello. Since then, the number of operating sites has steadily
increased, which led to 26 % of the region’s total energy consumption currently provided
by geothermal resources1.
Our research focuses on the so-called Mt. Amiata volcano-geothermal region, which is
located south-east of the Larderello field. The geothermal resources in that area provide
a heat flow of up to 600 mW/m2 at the surface, which led to successful geothermal power
generation since the 1960s (e.g. Batini et al., 2003).
For the exploitation of potential new geothermal resources, there is an increasing inter-
est in finding the optimal location for a future production well, which raises the demand
for exploration methods suitable for the characterization of potential geothermal reser-
voirs. This challenging issue is addressed within the scope of the “MeProRisk-II” project
- a joint research project of several German academic institutions in collaboration with
Enel Green Power S.p.A. that operates the geothermal sites in southern Tuscany. The
goal of the project is to develop a workflow which minimizes the economic risk of fu-
ture production by an integrated geological and geophysical examination. As a starting
1www.enelgreenpower.com/en-GB/doc/plants/geotermia.pdf - Last access in September, 2015
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point, a plausible geological model needs to be developed, which represents the layers,
faults and rock parameters of the target region. For this purpose, reﬂection seismics
the most appropriate method.
6.1.2. Geologic setting and previous studies
Due to the economical importance of the region in terms of geothermal activity, mining
and fresh water supply, the Mt. Amiata area has been subject to numerous geological
and geophysical studies over the last decades. A comprehensive description is provided
by Brogi (2008), and references therein. These studies outline ﬁve distinct stratigraphic
units in this area which are depicted in Figure 6.1 and described below.
Figure 6.1.: Geological sketch of the Mt. Amiata volcano-geothermal region (modiﬁed after Dini
et al., 2010).
1. The top unit represents an unconformable coverage of deposits from the Neogene
and Quaternary ages that ﬁll in tectonic depressions.
2. Next are the Ligurian Units (LUs), which originate from the oceanic basement
(Jurassic) and its sedimentary cover. They start from about 200 m below the
topography and have a velocity of about 3 km/s.
3. Subsequent to the Ligurian complex, there are the Tuscan Nappe formations
(TN), which represent three diﬀerent rock types. These are (from top to bottom)
the pelagic-turbiditic (TN3), carbonate (TN2), and the Triassic evaporitic units
(TN1). The former two were detached from the evaporitic horizon during the
compressional phase, which also resulted in a stacking of these units. The evap-
orites are also referred to as the Burano Formation and exhibit seismic velocities
of about 6 km/s, which is known from well log data. After the original com-
pression, an extensional phase accompanied with low-angle normal faulting took
place causing an unconformable thinning of the rocks and produced large isolated
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geobodies (extensional horses) in the near-surface that are often referred to as
megaboudinages (e.g. Brogi, 2004). As a consequence of this two-stage tectonic
process, the near-surface geology in that area is not characterized by continuous
layers but contains numerous faults and isolated bodies of high seismic velocity.
4. Below the sedimentary rocks is the so-called Monticiano-Roccastrada unit or
Farma Formation which represents the metamorphic basement in this area. Its
velocities are expected to range between 4.5 km/s and 5 km/s causing a decrease
of seismic velocity below the Tuscan Nappes. This geologic layer is known to con-
tain large fracture zones which may host hydrothermal systems. This has led to
successful power generation in the Mt. Amiata and Larderello-Travale geothermal
ﬁelds (Batini et al., 2003).
5. The last geologic unit is represented by a gneiss complex that is known from the
presence of xenoliths in deep drillings (van Bergen, 1983).
Based on the surface geology and seismic brute stacks, Brogi (2004) published a geologic
interpretation for a survey that was acquired in that region (Figure 6.2).
Figure 6.2.: Previous geologic interpretation based on a brute stack of Proﬁle 1 (after Brogi, 2004).
The brute stack already highlights a few characteristics which are key to a structural
evaluation of the reservoir. At ﬁrst, it appears that the near-surface geology along the
proﬁle is cut by a listric low-angle normal fault, that dips towards the south-west. This
fault results from the extensional phase and separates the proﬁle into a southern part
where the Ligurian units directly overlay the Burano Formation, and a northern part
where the Ligurian Units and the full Tuscan Nappe sequence are encountered. This
is documented by stratigraphic borehole logs in that area.
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The two parts can be well distinguished from a reflection-seismic point of view, since the
top of the Burano Formation (i.e. the detachment horizon) causes a strong reflector in
the southern part. In contrast, there are almost no visible reflections from the interfaces
of the Ligurian-Tuscan Nappe series in the north. Furthermore, the interface between
the Burano and the Farma Formations is only visible in the southern part of the image.
Within the metamorphic basement (Farma Fm.), several reflections are visible. The
strongest and most continuous one represents the so-called K-horizon which is a very
significant regional seismic marker that was already encountered in other fields of the
Larderello-Travale and the Mt. Amiata area and also in deep crustal reflection profiles
(Batini et al., 1978, 1985; Cameli et al., 1993; Cameli, 1994; Cameli et al., 1998; Brogi
et al., 2003; Tinivella et al., 2005; Casini et al., 2010; Giustiniani et al., 2015).
The origin of this reflector and the cause of its reflectivity has been subject of discussion
for at least two decades, where different explanations have been proposed (Batini et al.,
1985; Gianelli et al., 1997; Liotta and Ranalli, 1999; Marini and Manzella, 2005). The
majority of studies agree that the horizon is closely related to the heat sources in these
areas and can be associated with the brittle/ductile transition zone. Its reflectivity
is possibly due to the presence of over-pressured fluids and/or mineralizations that
occur within fractures that formed due to the material change (brittle to ductile).
Furthermore, it is known from borehole data that the reflector corresponds to the
450 ◦C isotherm at the Larderello field.
These characteristics make the K-horizon a very important feature for the character-
ization of the reservoir, which can be detected by reflection seismics. In particular,
its temperature can be used as a lower boundary condition in hydrothermal modelling
of the heat and fluid transport within the reservoir (Ebigbo et al., 2015). For those
reasons, the goal in terms of seismic imaging is to determine the lateral position and
depth of this horizon as accurately as possible.
6.2. Pre-stack depth imaging of the Tuscany data
As outlined in the previous section, the method of reflection seismics is capable of
imaging the key features of the target region and hence, is an appropriate starting
point for the characterization of the reservoir. Moreover, I emphasized the tectonic
complexities in the area which pose various challenges to conventional seismic imaging.
At this point, most of the seismic investigations were restricted to time-domain pro-
cessing and imaging. In contrast, we use a depth imaging methodology, which requires
an interval velocity model for both the near-surface and the deeper layers. These goals
are achieved by applying Kirchhoff-type pre-stack depth migration techniques which
utilize traveltime computation by an isotropic eikonal solver developed as part of this
work (Chapter 3).
To obtain reflection images in depth from the surface seismic data, we apply a four-
stage imaging workflow which consists of the following steps:
1. Data preparation (pre-processing) in the time-domain
2. Near-surface velocity model building using first-arrival tomography
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3. Migration velocity analysis for deep structures
4. Focusing pre-stack depth migration.
At this point, steps one and two can be considered as conditioning of the data prior to
the actual depth imaging. Steps three and four are concerned with imaging the deeper
structures using Kirchhoff-type integral methods. The kernel of those techniques is the
isotropic traveltime solver. The data processing and near-surface modelling of Profile
1 was carried out as part of a Master thesis (Dutsch, 2014).
6.2.1. Reflection seismic data and pre-processing
Table 6.1.: Acquisition parameters for the reflection seismic survey.
Parameters Profile 1 Profile 2
Number of channels 120 (split-spread) 240 (split-spread)
Recording length 6000 ms 6000 ms
Sampling rate 2 ms 2 ms
Source type Vibroseis (16 s) Vibroseis (16 s)
Shot interval 80 m 60 m
Group interval 30 m 20 m
Maximum offset 3570 m 2470 m
The data for our study stems from reflection seismic surveys that were acquired close to
Mt. Amiata. For this work, I present the results of two selected profiles, where the first
profile corresponds to the published line in Figure 6.2. The acquisition parameters for
both profiles are summarized in Table 6.1. Due to confidentiality reasons, no detailed
spatial reference can be provided.
In order to prepare the data for depth imaging, standard time-domain processing steps
were applied. First, noisy traces were removed and the data was sorted into bins of 15
m width. Subsequently, a first-arrival mute and a bandpass filter (8 Hz - 12.5 Hz - 40
Hz - 65 Hz) were applied to remove the direct, refracted and surface waves. The pre-
processing was concluded with an automatic gain control and a trace balancing. The
effect of this processing sequence on the raw data is shown by means of one example
shot in Figure 6.3.
6.2.2. Near-surface velocity model building
The second important step in the workflow is the construction of a near-surface velocity
model, which is accomplished by using first-arrival turning-ray tomography (Zhang
and Toksöz, 1998). As described above, the target area is characterized by complex
tectonics that particularly affect the near-surface region resulting in faults and isolated
bodies of high velocity. These cause distortions of the seismic wavefield, that need to be
taken into account if the deeper structures shall be imaged properly. One strategy to
account for the near-surface effects is the estimation of an appropriate statics solution
based on the shallow velocities (e.g. Zhang and Yilmaz, 2006). This is the standard way
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Figure 6.3.: Raw and pre-processed shot on Proﬁle 1.
in the exploration industry but it may fail for complex geologies where the seismic waves
do not travel strictly vertically through the near surface. More advanced techniques
are represented by so-called wave-equation datuming approaches (Bevc, 1997), which
are rooted in Kirchhoﬀ theory.
In this study, we follow a slightly diﬀerent and perhaps more straightforward way in
which we embed the near-surface structures directly into the depth imaging velocity
model. Subsequently, we carry out all further processing steps from topography, in-
cluding pre-stack depth migration. In comparison to techniques that utilize statics, our
approach has the advantage that there is no a-priori assumption about the wavepaths
within the near-surface. On the other hand, small-scale distortions such as cavities or
weathered zones, which are not recovered by the traveltime tomography, might not be
well represented in our approach.
The result of the near-surface velocity model building for Proﬁle 1 is summarized in
Figure 6.4. The picture in the top row shows the starting model which was derived
by selecting refraction branches from the ﬁrst-break picks. This model, which is one-
dimensional but contains the topography, was then iteratively updated during the
tomography. We applied gradual smoothing starting with a high regularization weight
which was steadily lowered within the inversion until the RMS misﬁt stabilized.
The result of the tomography is displayed in Figure 6.4b. It shows a reasonable velocity
distribution whereas the inverted parameters are well in the range of what is expected
from the surface geology. The dashed line represents the maximum penetration depth of
the turning rays during the last tomography iteration. Below this depth, the resulting
model remains unchanged and exhibits the starting velocity. Subtle changes below the
dashed line are due to the smoothness operator.
A more detailed picture of the ray penetration is shown in Figure 6.4c. It illustrates that
the ray density is suﬃcient in the upper 200 m to 400 m below the topography which
in return are well-resolved by the inversion. The area below is not reached by almost
any rays, which implies that no velocity variations are resolved by the tomography at
this point.
6.2. Pre-stack depth imaging of the Tuscany data 135
(a) Starting model.
(b) Final tomography result.
(c) Ray density for last iteration.
Figure 6.4.: Near-surface velocity model from ﬁrst-arrival tomography on Proﬁle 1. The dashed line
in the bottom picture represents the deepest ray penetration for the last iteration.
6.2.3. Migration velocity analysis
After building the near-surface velocity model, we proceed with imaging of the deeper
structures. For this purpose, we carried out an iterative scheme where we applied
Kirchhoﬀ pre-stack depth migration for imaging the uppermost reﬂectors ﬁrst, and
subsequently continued towards deeper levels.
At each reﬂector, we performed several trial migrations for varying layer velocities
and determined the best velocity based on the quality of the migrated image and the
ﬂatness of selected common-image gathers (CIGs). We followed this approach in a
layer-stripping fashion starting with the tomography result. We subsequently moved
down until we reached the deepest reﬂector in our model (i.e. the K-horizon). In the
following, this procedure is explained in more detail on Proﬁle 1.
Fixing the velocity of the ﬁrst layer
We started our migration velocity analysis for the ﬁrst pronounced reﬂector on Proﬁle
1 which is the top of the Burano Fm. Therefore, we needed to determine the interval
velocity for the layer between this reﬂector and the tomography model (deﬁning the
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Figure 6.5.: Initial model for migration velocity analysis. The upper 200 m to 400 m below the
topography are characterized by the tomography result. The layer between the ﬁrst reﬂector (i.e. the
top of the Burano Fm.) and the near surface needs to be updated.
near surface). For this purpose, we created a set of models for the pre-stack depth
migration by varying the velocity of the target layer. Subsequently, we migrated the
data with these models using KPSDM.
Figure 6.6.: KPSDM result for the uppermost layer with a wrong velocity model.
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Figure 6.6 shows the result with a migration velocity of 3500 m/s. The poorly-focussed
reflector indicates a wrong velocity. Moreover, two selected common-image gathers
show a significant residual moveout indicating that the layer velocity is in fact two low
(Figure 6.7).
(a) CIG for wrong
velocity at 1811 m.
(b) CIG for wrong
velocity at 7691 m.
(c) CIG for opti-
mized velocity at
1811 m.
(d) CIG for op-
timized velocity at
7691 m.
Figure 6.7.: Common-image gathers at two selected location on Profile 1. The two left-hand panels
show the gathers using the wrong migration velocity. Here, the upward-pointing residual moveout
indicates that the migration velocity is too low for the first layer. The panels on the right-hand side
result from the optimized velocity. As a consequence, the gathers are flat.
From these observations, it can be concluded that a model with higher layer velocity
should be used for migration. The corresponding result for an optimized layer velocity,
represented by a linear gradient from 4000 m/s to 4500 m/s within the layer, is shown
in Figure 6.8.
The optimized velocity model not only improves the focussing of the reflector signif-
icantly, but also results in the flatness of the associated common-image gathers. At
this point, it is important to note that the offset coverage of the data is generally very
low. Most parts along the profile only contain offsets up to about 1500 m as is also
evident in the CIGs. For the top Burano reflector, this is enough coverage to detect
the reflector moveout on the gather and to update the corresponding layer velocity
accordingly. For deeper structures, however, the analysis became more difficult.
Resolving the deeper layers
After determining the velocity for the first layer, we continued with the analysis of
migration velocities for the deeper structures. The final model which resulted from
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Figure 6.8.: KPSDM result for the uppermost layer with an optimized velocity model.
this procedure is shown in Figure 6.9. The model contains the main characteristics of
the area such as the low-angle normal fault (LANF), which intersects the proﬁle, the
Burano Fm. and the metamorphic basement.
During the MVA process, the borehole in the northern part of the line was used as a
constraint to the velocity modelling. Unfortunately, the migrated images show very
little reﬂectivity in this area, which complicates a direct correlation between the mi-
Figure 6.9.: Final velocity model after the last MVA iteration.
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Figure 6.10.: KPSDM result for Proﬁle 1 using the ﬁnal velocity model from MVA.
gration results and the units from the borehole log.
The K-horizon (denoted as a dashed line in Figure 6.9) is not directly visible in the
model which can be explained by two characteristics. First, it represents the lowermost
reﬂector in the data, which means that any change in velocity below this horizon could
not be detected by means of MVA. Second, the reﬂector is probably related to ﬂuids
or mineralizations at the brittle/ductile transition zone. Hence, it most likely does not
represent a lithological boundary between diﬀerent rock layers and therefore it is not
included in the velocity model.
The Kirchhoﬀ pre-stack depth migration result using the ﬁnal velocity model (Figure
6.10) shows three strong reﬂectors in the area, which are the top and bottom of the
Burano Fm. as well as the K-horizon. In particular the ﬁrst reﬂector is well-imaged.
Also, the LANF can be tracked almost up to the surface. Unfortunately, the northern
part of the line still shows little reﬂectivity. Whereas the top boundary of the Burano
seems to cause a weak signal close to the borehole, the contact to the metamorphic
basement is not imaged at all.
In the southern part, the boundary between the Burano and the Farma formations
is clearly visible and seems to connect to the normal fault. The K-horizon is also
imaged and can be approximately located in a depth of 6 km to 8 km. Its shape is
diﬀerent from the other reﬂectors in that does not appear as a continuous horizon, but
is rather represented by individual localized bright spots which seems to support its
non-lithological origin and is in agreement with other observations in literature. In
general, it can be observed that the focussing of the reﬂectors degrades from the top
to the bottom of the image. This feature can be mostly attributed to the increasing
140 6. Pre-stack depth imaging for geothermal exploration
uncertainty in estimating the layer velocities with increasing depth. This circumstance
is due to the lack of large offsets in the data and particularly affects the imaging of the
K-horizon.
(a) CIG for wrong veloc-
ity at 1811 m.
(b) CIG for wrong veloc-
ity at 7691 m.
Figure 6.11.: CIGs from KPSDM after the final MVA iteration.
An illustration of this problem is shown by the associated common-image gathers from
the final KPSDM run (Figure 6.11). They show that especially the K-horizon does
not appear as a sharp reflector on the gathers, which in combination with the limited
offsets range prevents the quantification of any possible residual moveout. As a result,
the migration velocity for the metamorphic basement is not well constrained.
The only criterion that can be used for assessing the accuracy of the velocity model
is therefore the focussing or coherency of the reflector. This can be evaluated on both
the final stacked image and the unstacked gathers. A selection of gathers that exhibit
a sufficient focussing of the K-horizon provides an estimated range of 6 km/s to 7 km/s
for the migration velocity at the target depth.
This significant uncertainty of the migration velocity, translates into a depth uncer-
tainty of the K-horizon in the final image. By migrating the data for all velocity models
within that given range, we observed that the depth of the K-horizon varied in an inter-
val of ± 300 m which is denoted by blue dashed lines in Figure 6.10 and other migrated
profile images. This gives the depth uncertainty interval of the target reflector that is
caused by the ambiguity of the migration velocities.
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6.2.4. Application of focussing depth migration
The last step in our four-stage imaging workﬂow is the application of a focussing
pre-stack depth migration algorithm, the Fresnel volume migration (FVM). As shown
in Figure 6.10, the KPSDM method is well capable of imaging the main horizons
of the reservoir. The major problem of the KPSDM result, however, is the strong
presence of migration noise throughout the image. This noise can be ascribed to two
things: First, it is caused from recorded signals that are not primary reﬂections. Those
mainly include refractions, surface waves, multiples and internal reﬂections (prismatic
reﬂections) which are still partially present in the data after the pre-processing. Those
wave types cannot be handled correctly by the Kirchhoﬀ method and therefore end up
as mispositioned noise in the ﬁnal image.
Figure 6.12.: FVM result for Proﬁle 1 using the ﬁnal velocity model from MVA.
The second cause is related to the migration operator. In Kirchhoﬀ migration, no
additional information is used to constrain the location of the reﬂection point. Instead,
the energy of a recorded sample is distributed over the whole two-way traveltime surface
that represents the full-aperture migration operator. This produces strong artefacts in
the migrated image, which is usually reduced by a manual limitation of the aperture.
However, the manual limitation may damage real signal in the case of steeply dipping
structures.
In our case study, there are mostly gently dipping structures which enabled us to limit
the migration operator to a cone of 27◦. Still, there is a signiﬁcant noise level in
the ﬁnal KPDSM image. In order to cope with this problem, we applied the FVM
technique which is based on the Kirchhoﬀ integral but utilizes an intelligent limitation
of the migration operator to the Fresnel zone (see Section 2.4.3). As a consequence,
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primary reflections are correctly focussed around the actual imaging point. Figure 6.12
shows the FVM result on Profile 1 which reveals a significant improvement of the image
quality in comparison to the KPSDM result. The general benefit is an overall increase
of the signal-to-noise ratio, which also results in a sharper reflector image.
Figure 6.13.: Comparison of synthetic VSP data to a nearby depth-migrated trace. Subfigures from
left to right: The blocked velocity model was obtained from a linear fit of the VSP first-arrival times
and used together with a density log from the same borehole to obtain the associated reflectivity
series. This was convolved with the sweep signal used in the survey to produce the synthetic VSP
which is now compared to a nearby depth-migrated trace from the FVM result of Profile 1.
In particular, there is an improvement in the near-surface area, where additional re-
flective structures appear close to the low-angle normal fault. Moreover, the top of
the Burano Fm. causes a weak signal close to the borehole. The question as to why
there is almost no reflectivity visible in this area remains at least partially unanswered.
Figure 6.13 gives a comparison between a synthetic VSP trace, which was obtained
from the reflectivity series convolved with the sweep signal of the survey, and a nearby
depth-migrated trace from the FVM result. The comparison shows that the impedance
contrasts within the Ligurian and the Tuscan Nappe units (i.e. above 890 m) are prob-
ably to weak to be detected individually. On the other hand, the top and the bottom
of the Burano Fm. should be strong enough to be measured by reflection seismics. Al-
though the depth-migrated trace shows an arrival which matches the synthetic response
of the top of the Burano Fm., the overall signal is blurred due to the low signal-to-noise
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ratio in that area.
6.2.5. Joint results of proﬁles 1 and 2
Figure 6.14.: Three-dimensional joint visualization of the depth-migrated seismic proﬁles 1 and 2.
Note that the proﬁles do not intersect, but Proﬁle 2 starts 427m apart from Proﬁle 1. Hence, their
topographies and the geologic horizons do not match perfectly.
After demonstrating the depth imaging workﬂow on Proﬁle 1, Figure 6.14 shows the
joint results from Proﬁles 1 and 2, that were both processed in the same way. The
results show that the reﬂectors match across the proﬁles and give a three-dimensional
representation of the geological layers. In particular, the top and bottom reﬂectors
of the Burano Fm. are well imaged. Furthermore, the structure and depth of the
K-horizon are clearly visible and hence provides information about the temperature
trend in the area. In combination with other depth-migrated proﬁles, which are not
presented in this work, these results were used as a starting point for geological model
building, hydrothermal simulation and eventually geothermal characterization in the
target area.
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6.3. Discussion and conclusion
We successfully applied a processing and imaging workflow to seismic data which was
acquired for the purpose of geothermal characterization. The data stems from a chal-
lenging geologic environment which contains volcanic, sedimentary, and metamorphic
rocks. The area shows high-velocity sedimentary and metamorphic rocks and poses var-
ious challenges to seismic imaging due to strong topography and its complex tectonic
settings that particularly affect the wave propagation through in near-surface.
We approached these challenges with our velocity model building and imaging workflow
that was exclusively carried out in the depth domain. This methodology is advanta-
geous due to the fact that all processing steps can be carried out from topography
rather than a datum layer. Hence, no long-wavelength static shifting is required which
would probably be incorrect in such a complex and high-velocity overburden. The
velocity variations in the near-surface can be resolved in detail by using non-linear
turning-ray traveltime tomography.
At this point, the workflow might still be improved by supplementing it with a residual
statics approach that would account for very fine heterogeneities which cannot be
resolved by the tomography. Those may include cavities and weathered zones as well as
geophone coupling effects. Taking these effects into account may improve the coherency
of reflections in the data and on the migrated gathers, which in return should stabilize
the estimation of migration velocities.
For imaging the deeper structures, we utilize a manual migration velocity analysis that
uses images from Kirchhoff pre-stack depth migration. Here, we did not rely on sem-
blance scans, which were found to be ambiguous in this complex setting and especially
because of the decrease in velocity at deeper levels (i.e. within the metamorphic base-
ment). Our velocity modelling approach in the depth domain appears more robust and
yields a more physically consistent model than standard time-domain approaches.
The challenge for this type of modelling is the large number of degrees of freedom
with respect to the interval velocity model. Within this study, we modelled all layers
with a constant velocity or a linear velocity gradient which is a feasible and robust
approach but lacks spatial resolution. Hence, small variations within the geologic
layers cannot be detected with this method. In order to cope with that, the method
should be embedded in an automatic inversion scheme which would be equivalent to
post-migration reflection tomography (e.g. Stork, 1992; Woodward et al., 2008). Of
course, this would still require a sufficient offset coverage which was not provided by
the data used in this study.
I conclude that the developed workflow, proved to be a useful and promising approach
for imaging in a complex hard-rock environment where the tectonic setting and the
data quality pose challenges to conventional processing techniques. In particular, the
application of the focussing Fresnel volume migration led to major improvements of
the structural images. The methodical extensions I suggested here will further increase
the accuracy and robustness of this workflow making it very well suited for the purpose
of hard-rock seismic imaging.
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7. Conclusions
The subject of this thesis is the study and development of anisotropic traveltime solvers
and their application in pre-stack seismic imaging. This was accomplished by three
steps: First, three popular techniques for the computation of isotropic traveltimes were
examined in terms of their numerical accuracy and computational efficiency. Second,
two of them were extended towards transverse isotropy with vertical (VTI) and inclined
(TTI) symmetry axes. At this point, particular emphasis was put on different numerical
approximations and their accuracy. The third step was the application of the developed
solvers in Kirchhoff-type pre-stack depth imaging on a synthetic VTI/TTI experiment
and a real isotropic dataset. Here, the study was especially concerned with the influence
and estimation of the migration velocities.
Isotropic traveltime computation
The assessment of methods for computing isotropic traveltimes was conducted for three
methods, which include the so-called Enhanced Finite Difference (EFD) technique of
Podvin and Lecomte (1991), the Fast Marching Method (FMM) (Sethian, 1996; Sethian
and Popovici, 1999), and the Fast Sweeping Method (FSM) (Zhao, 2005). All three
techniques are widely used within academic and industrial applications. For the first
method, the original code was used, whereas the latter two were re-implemented in
Fortran 90.
In terms of numerical accuracy, the EFD method utilizes a first-order finite differ-
ence stencil (transmission mode) which is supplemented by a separate consideration
of diffracted and head waves. This differentiation makes the algorithm very robust
and accurate also for complex velocity models. In contrast, the FMM/FSM techniques
employ so-called “entropy-satisfying” upwind Godunov finite difference stencils, which
can be implemented in various orders. It turned out that the first-order approximation
is not sufficient for depth imaging purposes, since it shows large average and maximum
errors. The second-order implementation shows the best accuracy among the three
tested algorithms with a maximum relative error of 3.42 % and a relative RMS misfit
of 0.09 %.
These values were obtained in comparison to the analytical solution on a homogeneous
testing model. Furthermore, the algorithms were also tested on the complex BP 2007
benchmark (isotropic), which is commonly used in the hydrocarbon industry. All
methods proved to be robust and in very good agreement with both a finite difference
solution of the elastic wavefield and an independent wavefront construction algorithm.
In terms of computational efficiency, the Fast Sweeping method is also the superior
technique with a very good performance, independent from the complexity of the used
velocity model.
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TI traveltime computation
The development of eikonal solvers for transversely isotropic (TI) media was built
on the second-order Godunov schemes that were used in the isotropic Fast Sweep-
ing/Marching methods due to their high accuracy. Therefore, these were extended
towards transverse isotropy using two different approximations. These are the weakly
anisotropic (Thomsen, 1986) and the pseudo-acoustic (Alkhalifah, 1998, 2000) approx-
imation. Both formulations make use of the Thomsen parametrization (VP0, , δ) and
can be implemented for P-wave traveltime computation in a straightforward manner.
Their accuracy was assessed on models with varying strength of anisotropy. The tests
demonstrated that the weakly anisotropic approximation becomes inaccurate for  and
δ values exceeding about 10 % of magnitude. In contrast, the pseudo-acoustic formu-
lation remains accurate for stronger anisotropies.
Computational tests of the developed VTI Godunov schemes further revealed that
the numerical errors mainly depend on the anisotropy parameters of the underlying
medium. The finite difference approximations still work accurately for VTI symmetry.
Moreover, it was found that the VTI eikonal solvers are generally more accurate than
methods based on ray tracing (like wavefront construction). This is because the latter
need an estimate of the anisotropic group velocity which is not required for eikonal
methods. TI approximations of the group velocity introduce additional errors, which
is particularly significant if the weakly anisotropic formulation is used, or for media
exhibiting strong anisotropy.
In terms of computation time, the anisotropic Godunov methods suffer significantly
from the increased algebraic complexity of the anisotropic formulations. Due to that,
the runtime of the VTI implementations increased by a factor of 4.4 and 1.3 for the
FMM and the FSM compared to their isotropic counterparts, respectively. As a con-
sequence, the Fast Marching Method was found to be more efficient for models with
grid sizes of up to 50 million grid nodes in this study.
Despite the increased runtime, the codes are still appropriate for pre-stack depth mi-
gration, particularly because they only require one iteration to obtain the correct trav-
eltimes. This is achieved by substituting the respective TI phase velocity relations
into a “general” eikonal formulation (Lou, 2006) instead of using an anisotropic eikonal
equation which is difficult to solve directly (e.g. Waheed and Alkhalifah, 2015). The
downside of the direct approach taken in this study is the presence of artefacts along
the coordinate axes for the TTI solver in its current implementation. Whether these are
critical for the purpose of depth imaging largely depends on the strength of anisotropy
in the model and also on the desired accuracy.
Pre-stack depth imaging using eikonal traveltimes
After developing and assessing the numerical schemes for traveltime computation in
isotropic and TI media, they were utilized for Kirchhoff-type pre-stack depth migration.
A first synthetic experiment using a multi-layered VTI/TTI model revealed that the
codes work accurately for this purpose. In particular, it was observed that Kirchhoff
migration mitigates the numerical artefacts of the TTI solver to an almost negligible
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error even though the underlying anisotropy ranged at about 20 % in the TTI layer.
Moreover, the VTI implementation of Kirchhoff migration was found to position the
reflectors at their exact depths.
For the purpose of migration velocity analysis, offset-dependent common image gathers
were computed by the anisotropic Kirchhoff codes. These demonstrated that neglect-
ing anisotropy in the velocity models results in significant residual moveout on the
gathers. However, analysing the moveout alone was found to be ambiguous and not
sufficient for recovering the anisotropy parameters from the reflection data. Hence,
additional information such as well-data is required to constrain the model, even for
simple geologies (e.g. Bakulin et al., 2010b).
In a second experiment, an isotropic eikonal method was used in the depth imaging of
a 2D field dataset that was acquired in southern Tuscany for the purpose of geothermal
exploration (Riedel et al., 2015). Due to the survey design, no anisotropy information
could be used in this case. The target area poses various challenges to conventional
seismic imaging methods, which is due to the significant topography and the predom-
inant geology that includes volcanic, sedimentary and metamorphic rocks. In spite
of these difficulties, the depth imaging was carried out successfully and the geological
structures of the target region were revealed.
Both case studies demonstrated the value of the developed eikonal methods for depth
imaging. The strong methodical benefits are the robustness, computational efficiency
and numerical accuracy, which make them particularly suited for large datasets and
highly contrasted isotropic or TI models.
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A. Elliptical anisotropy
Elliptical anisotropy is a special case within the class of VTI media, where the quasi-
compressional wavefront has the shape of an ellipsoid. This occurs only for the para-
metrizations (Helbig, 1983)
(a11 − a44)(a33 − a44) = (a13 + a44)2, (A.1)
or equivalently in Thomsen notation:
 = δ. (A.2)
This parameter relation results in the following simplified form of the P-SV Christoffel
matrix
Γell =
[
a11n
2
1 + a44n
2
3
√
(a11 − a44)(a33 − a44)n1n3√
(a11 − a44)(a33 − a44)n1n3 a44n21 + a33n23
]
, (A.3)
which has the eigenvalues
V 2P = a11n
2
1 + a33n
2
3 and V
2
SV = a44. (A.4)
In Thomsen notation, these may be expressed as
V 2P = (1 + 2 sin
2 θ1)V
2
P0, and V
2
SV = V
2
S0. (A.5)
Hence, the P-wave phase velocity in elliptical media can also be related to the isotropic
velocity by a multiplication factor λell as follows:
VP =
√
1 + 2 sin2 θ1VP0 ≡ λell · VP0. (A.6)
From the above relations, it appears that in elliptical media the SV-wave phase veloc-
ity is directionally independent (i.e. equal to the isotropic velocity) and the pseudo-
acoustic P-wave velocity (for a44 = 0) equals the exact phase velocity.
Elliptical anisotropy has practical significance in the understanding of anisotropic P-
wave moveout analysis (Tsvankin, 1996), and moreover it can be used as an initial
reference model for VTI traveltime computation (e.g. Ettrich and Gajewski, 1998).
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B. Group velocity in VTI media
This section is concerned with the group velocity expressions for VTI media.
B.1. Group velocity in terms of the phase angle
Generally, the group velocity is defined by the following partial derivatives as also
stated in equation (4.4)
gi =
∂ω
∂ki
=
∂(kV )
∂ki
(i = 1, 2, 3), (B.1)
where ki denote the components of the wave vector k which is parallel to the wavefront
normal n. Its magnitude k, the scalar wavenumber, is equal to the angular frequency
ω divided by the phase velocity V (equation 2.16) for general media. In the VTI case,
these quantities may all be parametrized in terms of the phase angle θ1, which leads
to the following expression
k = k · n = ω
V (θ1)
[
sin θ1
cos θ1
]
. (B.2)
Here, it is possible to simply restrict our discussion to the x1 − x3 plane (which infers
n2 ≡ 0), due to the rotational symmetry of VTI media.
In order to find the group velocity, we require the partial derivatives of the wave number
k and the phase velocity V with respect to the wave vector components ki (chain rule
needs to be applied in equation B.1).
From (B.2), we get the simple geometrical relations
k =
√
k2x + k
2
z and θ1 = arctan
(
kx
kz
)
, (B.3)
which are used to find the group velocity as
g =
[
V sin θ1 +
dV
dθ1
cos θ1
V cos θ1 − dVdθ1 sin θ1
]
= V n+
dV
dθ1
dn
dθ1
. (B.4)
Equation (B.4) is the VTI expression for the group velocity vector in dependence on
the phase angle, which is also stated in (4.5). For the magnitude of g, we therefore
obtain
g =
√
V 2 +
(
dV
dθ1
)2
, (B.5)
which was originally found by Berryman (1979) but is also used in the works of Thomsen
(1986) and Tsvankin (1996).
B.2. Exact group velocity in VTI media
Relations (B.4) and (B.5) provide the necessary equations for determining the group
velocity and the group angle from the phase velocity and the phase angle.
In their linearized form, they yield the weak-anisotropy approximations of the group
velocities (Thomsen, 1986). These are quite simple, since the quadratic term in equa-
tion (B.5) is neglected. In this study, I further used them to find the group velocity and
group angle for the pseudo-acoustic approximation (equations 4.25 and 4.26 ), which
honour the quadratic term and hence are more accurate but also more complicated.
In the following, I derive the exact formulations of the group velocity and group angle in
VTI media, starting with the exact expression for the P-wave phase velocity (equation
4.10), which is expressed in a slightly different form, following Tsvankin (1996)
V 2P
V 2P0
≡ λ2V TI = 1 +  sin2 θ1 −
f
2
+
f
2
√(
1 +
2
f
sin2 θ1
)2
− 2
f
(− δ) sin2(2θ1), (B.6)
with
f = 1−
(
VS0
VP0
)2
.
In comparison to the weakly-anisotropic and the pseudo-acoustic expressions, the exact
VTI phase velocity is not independent of the vertical (isotropic) S-wave velocity VS0.
This is due to the fact that the P - and SV -mode are coupled in VTI media. However,
if we set VS0 to zero, which infers f = 1, equation (B.6) becomes identical with the
pseudo-acoustic formulation.
In that case, the first term in the argument of the square root contains the elliptical
amplification factor λell (A.6). Hence, we can introduce the generalized quantity λ∗ell
for the sake of brevity
λ∗ell ≡
√
1 +
2
f
sin2 θ1.
The second term in the root argument describes the “anellipticity” of the velocity and
consequently vanishes for elliptical media ( = δ).
The first step for finding the VTI group velocity is to obtain the derivative dV
dθ1
, which
is
dV
dθ1
=
VP0
2λV TI
sin(2θ1) · Λ(θ1), (B.7)
with the auxiliary function
Λ(θ1) ≡ +
[
(λ∗ell)
2 − 2
f
(− δ) cos(2θ1)
]
/
√
(λ∗ell)4 −
2
f
(− δ) sin2(2θ1). (B.8)
Inserting this expression into the definition of the VTI group velocity (B.4) yields
g =
VP0
λV TI
·
[
λ2V TI sin θ1 + sin θ1 cos
2 θ1 · Λ(θ1)
λ2V TI cos θ1 − sin2 θ1 cos θ1 · Λ(θ1)
]
, (B.9)
which in turn provides the following relation between group angle φ1 and phase angle
θ1
tanφ1 =
gx
gz
= tan θ1 · λ
2
V TI + cos
2 θ1 · Λ(θ1)
λ2V TI − sin2 θ1 · Λ(θ1)
. (B.10)
With this relation, it is possible to relate a given group angle (which is defined by the
source-receiver distance vector) into its corresponding phase angle. If the latter one is
determined, the group velocity is finally obtained using the general expression (B.5) in
combination with the exact formulations for the phase velocity (B.6) and its derivative
with respect to the phase angle (B.7).

155
C. Comparing traveltimes to
wavelets
The comparison of high-frequency traveltimes with the full wavefield solution is not
straightforward due to the spatial extension of the wavelet. The question for an ac-
curate comparison simply is, which wiggle of the modelled (or measured) waveform
should correspond with the high-frequency wavefront or an imaged reflector?
Therefore, an important step in processing real data is the application of an appro-
priate deconvolution which seeks to compress the recorded wavelet and to reduce this
ambiguity. At this point, the shape of the source wavelet (i.e. which cycle carries the
maximum amplitude) also has to be considered.
Figure C.1.: Ricker wavelet with a dominant frequency of 30 Hz (top) and its temporal derivative
(bottom). The central peak of the wavelet coincides with the zero-crossing of its derivative.
When dealing with synthetic data, the correlation is a lot easier, since the source
wavelet is always known. Hence, we are able to calibrate how the high-frequency
solution coincides with the source wavelet.
For the wavefield simulations in this thesis, I used a Ricker signal (Figure C.1) which
is mathematically described as
F (t) = (1− 2pi2f 2c t2) · exp(−pi2f 2c t2), (C.1)
where t denotes time and fc specifies the peak frequency. The best way to compare a
high-frequency wavefront to snapshots of the full wavefield is to align the first-arrival
time with the central peak of the wavelet at t = 0. At this point, however, we have to
consider that the wavelet changes while propagating through the model - a character-
istic which is commonly ignored in the deconvolution of real data.
The change of the wavelet is expressed in the radial displacement U of a compressional
wave that expands from an explosive source (point source). It reads (Müller, 2000,
p.47)
U(r, t) = − 1
r2
F (t− r/V )− 1
rV
F ′(t− r/V ), (C.2)
where r denotes the radial distance, V represents the P-wave velocity, and F (t − r
V
)
denotes an analytic signal which moves away from the source location. The two terms in
equation C.2 describe the near-field and the far-field zone. Within short distances from
the source location, the first term is superior. However, the majority of seismological
applications are concerned with the far-field zone, where the wavefield is governed by
the first temporal derivative of the signal.
For this study, this means that the high-frequency wavefronts have to be correlated
with the zero-crossing of the full wavefield snapshots. The same holds for computed
Kirchhoff images, where the true reflector should coincide with the zero-crossing of the
migrated wavelet.
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