A family of singular limits of reaction-diffusion systems of activator-inhibitor type in which stable stationary sharp-interface patterns may form is investigated. For concreteness, the analysis is performed for the FitzHugh-Nagumo model on a suitably rescaled bounded domain in R N , with N ≥ 2. It is proved that when the system is sufficiently close to the limit the dynamics starting from the appropriate smooth initial data breaks down into five distinct stages on well-separated time scales, each of which can be approximated by a suitable reduced problem. The analysis allows to follow fully the progressive refinement of spatiotemporal patterns forming in the systems under consideration and provides a framework for understanding the pattern formation scenarios in a large class of physical, chemical, and biological systems modeled by the considered class of reaction-diffusion equations.
Introduction
It is now well established that nonlinear systems of coupled reaction-diffusion equations may be capable of rich dynamical behaviors that give rise to the emergence of spatio-temporal patterns [3, 8, 12] . Mathematical studies of patterns are complicated by the fact that even relatively "simple" systems of reaction-diffusion equations may possess solutions that can be extraordinarily complex [5, 19, 20, 23, 24] . At the same time, these complex solutions may arise generically in the situations that mimic physically relevant conditions and hence are important to the physical systems these equations model [8, 10, 19, 29] .
Perhaps the most well-known class of pattern-forming systems exhibiting complex nonlinear behaviors are reaction-diffusion systems of activator-inhibitor type [8, 12] : Here, u = u(y, t) ∈ R is the activator variable, v = v(y, t) ∈ R is the inhibitor variable, f and g are the nonlinearities, ε and α are positive parameters denoting the ratios of the length and time scales of the activator and the inhibitor, respectively, y ∈ Ω ε ⊂ R N is the spatial coordinate, and t is time. Equations (1.1) and (1.2) arise when modeling many applications in physics, chemistry, and biology, from combustion to autocatalytic chemical reactions and biological tissues undergoing morphogenesis [7, 8, 21] . The fact that u is the activator implies that there exists a positive feedback for u in (1.1), which in mathematical terms means that the nonlinearity f obeys the relation [8] ∂f (u, v) ∂u > 0 (1. 3) in some range of values of u and v. Similarly, the fact that v is the inhibitor means that there is no positive feedback for v in (1.2), and that there is a negative feedback in the response of v to variations of u. Again, for (1.1) and (1.2) this can be expressed as [8] ∂g(u, v) ∂v < 0, ∂g(u, v) ∂u ∂f (u, v) ∂v < 0, (1.4) for all u and v. In particular, if (1.3) holds on an open interval of u for any fixed v, while ∂f (u, v)/∂u < 0 outside the closure of this interval, then f is a cubic-like function. A canonical example is the FitzHugh-Nagumo system, a version of which has the following nonlinearities [19] :
In view of the great complexity of the observed spatio-temporal dynamics, various types of reductions are usually employed to better understand these nonlinear phenomena. An especially fruitful approach which has been successfully used to study pattern formation, relies on the strong separation of spatial scales between the activator and the inhibitor. These studies are also motivated by the fact that strong time and length scale separation is routinely observed in applications [8] . In the case of (1.1) and (1.2) the length scale separation is expressed in the smallness of the parameter ε in (1.1) [4, 5, 13-15, 18, 23, 25] . One can get insights into the pattern formation scenarios by investigating the limit ε ↓ 0 under various assumptions on the scaling of other parameters with ε [2, 28] . Nevertheless, the main difficulty in such an approach lies in the fact that the problem under consideration is intrinsically multiscale. Thus, it is not generally possible to analyze the events leading to the formation of a particular pattern using a single limit procedure. For reaction-diffusion systems of activator-inhibitor type with cubic-like nonlinearity f this point was already recognised in [14-16, 18, 19, 22] .
To our knowledge, the first rigorous attempt to analyze the sequence of pattern formation events arising at different time scales in ε in the class of systems (1.1)-(1.3) was made by Sakamoto [26] . More precisely, Sakamoto considered (1.1) and (1.2) under the assumptions that the domain Ω ε is obtained from a fixed bounded domain Ω via rescaling by a factor of ε 1/3 , consistent with the expected length scale of stable stationary sharp interface patterns [11, 14, 17, 18, 22] , as well as assuming that α = O(ε 2/3 ). He was able to prove, under suitable assumptions on the nonlinearities, that the solutions of the initial-value problem for (1.1) and (1.2) with the initial data varying on the spatial scale of Ω ε evolve in several stages on wellseparated time scales when ε 1. These stages can be summarized as follows:
1. The distribution of u approaches sharp interfaces on O(ε 2/3 ) time scale;
2. The interfaces move with normal velocity being a function of the average value of v, while the latter solves an ordinary differential equation, on the O(1) time scale.
Note that in [26] the generation of interface result is proved only under the restrictive assumption that the initial data of v is a constant. It is also conjectured that after the completion of stage 2 above the interface will follow a different motion law on a slower O(ε −2/3 ) time scale. One question that naturally arises following the analysis of [26] is whether the formation and evolution of the spatio-temporal pattern can, in fact, be characterized across all time scales for a generic set of initial data, when ε is sufficiently small. Perhaps even more importantly, one should be interested in what are all possible phenomena that can be observed in the limit ε ↓ 0 under different assumptions on the scaling of other quantities in the problem, such as α or the domain size. It is clear that the case studied in [26] is only one such scenario. What one needs to do is to systematically explore different scaling regimes to search for distinct reduced problems signifying qualitatively different pattern formation scenarios in the class of systems, which we consider. This paper provides a full study (across all time scales) of one family of scalings which leads to the same pattern formation scenario for ε 1. We are going to consider systems of reaction-diffusion equations of activator-inhibitor type under extra assumptions that Ω ε = ε 1/3 Ω, i.e. that Ω ε is obtained by rescaling a fixed bounded domain Ω with ε 1/3 , and
The first scaling assumption is the same as in [26] and is motivated by the expected scale of stable interfacial patterns [11, 14, 17, 18, 22] . The second scaling assumption is chosen so that it results in the same qualitative limit behavior as ε ↓ 0 for all systems of activator-inhibitor type. Thus, the considered limit process generates a universality class of pattern-forming systems governed by (1.1) and (1.2) [3] . Let us briefly summarize here the conclusions of our analysis about the sequence of progressively longer evolution stages that will occur starting from the initial data varying on the scale of the domain Ω ε for ε 1 under a number of assumptions (for technical details, see the following sections):
1. u is frozen, v reaches its spatial average on the O(ε 2/3 ) time scale; 2. v is frozen, u forms sharp interfaces on the O(ε p ) time scale; since p < 2/3 it follows that ε p ε 2/3 ;
3. The interfaces do not move, the spatial average of v evolves by an ordinary differential equation on the O(1) time scale, where 1 ε p ;
4. The interfaces move on the O(ε p−2/3 ) time scale with normal velocity depending on the average of v which is slaved to the interface; note that ε p−2/3 1;
5. We also consider the O(ε p−4/3 ) time scale and formally show that interfaces move by nonlocal mean-curvature, recalling that ε p−4/3 ε p−2/3 .
This permits to characterize the evolution of patterns from the beginning to the end in the class of systems (1.1)-(1.3) with ε 1. We illustrate this progression of stages in Fig. 1 .
Our paper is organized as follows. In Section 2 we present the main results of this paper. In Section 4 we prove some preliminary estimates on u ε and v ε , which in particular imply that u ε and v ε are bounded. In Section 5 we deduce from the previous estimates that on the time interval [0, τ 1 ε 2/3 | ln ε|], u ε is close to its initial condition u 0 and that v ε is close to the spatial average of v 0 . As it is done by Xinfu Chen [2] we obtain in Section 6 that at the time τ ε 2 := τ 2 ε p | ln ε|, the solution u ε develops an interface Γ and that v ε stays close to the average of v 0 . In Section 7 we prove that there exists a time τ ε 3 of order | ln ε| such that the interface Γ already formed does not move on the interval [τ ε 2 , τ ε 2 + τ ε 3 ]. Moreover in each region of Ω separated by Γ, we deduce that v ε is approximated by the solution, t →ṽ 3 (t), of an ordinary differential equation. In Section 8, we prove that on the time interval [τ ε 2 + τ ε 3 , τ ε 4 ], where τ ε 4 is of order ε p−2/3 , (u ε , v ε ) tends to the solution of a free boundary problem where the motion equation connects the velocity of Γ to the limitṽ 4 of v ε and thatṽ 4 is a solution of an algebraic equation. This leads us to consider in Section 9 a larger time interval and we formally obtain that the interface moves by a nonlocal mean-curvature flow. The proofs are based on the comparison principle and on a non classical construction of sub-and supersolutions of (1.1), which depend on v ε and hence on h ± (v ε ) and h 0 (v ε ). This leads us to smoothly extend the functions h ± , h 0 and in consequence the function f (u,
. We then introduce an extended problem of Problem (1.1)-(1.2) and prove that its unique solution coincides with (u ε , v ε ). We consider the following system
and we suppose that
As it has been described in the introduction, Problem (P ε ) can be obtained from (1.1) and (1.2) by setting α = ε p (cf. (1.6)) and x = ε −1/3 y, so that y → x maps Ω ε into Ω. Moreover in what follows we use the notation − Ω h(x, t)dx = 1 |Ω| Ω h(x, t)dx for all function h and we first prove that Theorem 2.1. Assume that u 0 and v 0 are in C 2 (Ω) and satisfy the compatibility condition
Let (u ε , v ε ) be the solution of (P ε ) then there exist positive constants τ 1 , M 1 and ε 1 > 0 such that for all ε ∈ (0, ε 1 ]
where τ ε 1 = τ 1 ε 2/3 | ln ε|. Assuming that
where σ > 0 is small enough such that Lemma B.1 is valid, then we have the following result
then there exist positive constants ε 2 , M 2 and τ 2 such that for all ε ∈ [0, ε 2 ) the solution (u ε , v ε ) of Problem (P ε ) satisfy that
where
Moreover there exists a positive constant K > 0 such that
(2.14)
Third stage : time evolution with a fixed interface
The goal of this section is the study of Problem (P ε ) on a time interval [τ ε 2 , τ ε 3 ], where 16) and m ≥ 2 is a constant to be chosen later. Setting
we assume that Γ 0 is a smooth hypersurface. Moreover we also suppose that u 0 and −
where dist(x, Γ 0 ) denotes the distance function from x to Γ 0 . In this stage we prove that in the time interval [τ ε 2 , τ ε 3 ] the interface, already formed in stage 2, does not move and moreover that as ε ↓ 0 v ε tends to a function which only depends on t.
where α ± are defined by (B.14) then the initial value problem
for all t ∈ [0, +∞). Letṽ 3,∞ := lim t→∞ṽ3 (t) then we have
and moreover there exists a positive constant C such that
and denoting byd(x, Γ 0 ) the signed distance to Γ 0 such that
we then obtain the convergence theorem Theorem 2.4. Assuming (2.19) and (H4) there exist positive constants M 3 and ε 3 > 0 such that for all ε ∈ (0, ε 3 ] the solution (u ε , v ε ) of Problem (P ε ) satisfies that
. Moreover we also have
for all x ∈ Ω and t ∈ [0, τ ε 3 ].
Fourth stage : propagation of interface for large time
The goal of this stage is to study Problem (P ε ) for t ≥ τ ε 2 + τ ε 3 . We first consider the limit problem,
We note thatṽ 4 (0) =ṽ 3,∞ and that the velocity V n,4 only depends on s and we state that (Q 4 ) is well posed locally in time.
Theorem 2.5. Assume that (2.19) holds. There existsT 4 > 0 such that the free boundary Problem (Q 4 ) has a unique smooth solution
we then obtain the following convergence result Theorem 2.6. Assume that (2.19) and (H4) hold. There exists a positive constant T 4 such that for all ε * > 0 we have
and ε small enough.
Fifth stage : propagation with non local mean curvature
In this stage we assume that there exists a solution of the free boundary problem
and Ω − 5 (t) denote respectively the velocity, the mean curvature, the interior and the exterior of Γ 5 (t). We remark that (Q 5 ) only makes sense if Ω u 5 (x, t) dx = 0, for all t ∈ (0, T 5 ). We formally show that u ε converges to u 5 as ε tends to zero.
Preliminary estimates
Lemma 4.1. Assume that u 0 and v 0 are in C 2 (Ω) and satisfy the homogeneous Neumman boundary conditions (2.5); then there exists a unique solution of the system (P ε ) for all 0 < T ≤ ∞. Moreover there exists a positive constant C 0 such that for all ε > 0
Proof: From standard theory for parabolic systems we deduce the existence of a unique solution (u ε , v ε ) of (P ε ). Moreover applying the Corollary 14.8 of [27] we obtain the estimate (4.1).
Next we state some estimates, which will be useful in what follows, namely
ε (x, t)dx; then there exist positive constantsC 0 and τ 1 such
Proof: Integrating (2.2) on Ω and on [0, t] for all t ≥ 0 and using (4.1) we obtain that
which coincides with (4.2). Next we prove a preliminary estimate, which will be useful to obtain (4.3), namely
Multiplying (2.2) by ∆v ε and integrating the result on Ω we obtain
This together with the inequality ∆v ε 2
which by Gronwall Lemma implies
This together with the Poincaré inequality gives (4.4). We now prove that there exists a constant K 0 independent of ε such that
Setting s := t ε 2/3 we deduce from (2.2) that v ε is the solution of
where Av = −∆v + v. As it is done in [26] , one can check that there exists a constant C α,p such that
we obtain choosing α = 15 16 and p > 8N that
which gives (4.5) and (4.6). Applying (4.4) for all τ ≥ τ ε 1 := τ 1 ε 2/3 | ln ε| where τ 1 = 4 3λ we obtain that
Furthermore in view of (4.5)-(4.7), we deduce from Lemma 3.2 of [26] that for all τ ≥ τ ε 1 : 
This together with (4.3) gives
which implies (2.6). Next we prove (2.7). We set U ± (x, t) := u 0 (x) ± C 1 ε p t where C 1 is a constant such that C 1 ≥ 2C 0 + 2 + (C 0 + 1) 3 with C 0 defined in lemma 4. Denoting by L ε the parabolic operators associated to (2.1) one can check that
on Ω × [0, τ ε 1 ] and then deduce from the the comparison principle that
Applying this with t = τ ε 1 we obtain (2.7), which completes the proof of Theorem 2.1.
6 Proof of the second stage : generation of interface in a time of order ε p | ln ε|
Proof of Theorem 2.2 : Since the details of the computations are given in [2] we only give the main steps of the proof. First we remark that for all v ∈ I R such that |v| ≤ 2
As it is done in [2] , we now introduce an approximation of the function f . To begin with let s → ρ(s) ∈ C ∞ (I R) be a cut-off function satisfying
Thus following the proof of estimate (3.8) in [2] one can check that
We next show that the solution u ε can be approximated by the solution of the following ordinary differential equation There exist positive constants τ 2 and ε 0 such that for all ε ∈ (0, ε 0 ] and s ≥ τ 2 , we have
Moreover, there exists a positive constant C 1 such that for all ε ∈ (0, ε 0 ] and s ∈ [0, τ 0 | ln ε|], we have
We are now in a position to prove the generation interface. Let τ ε 2 = τ 2 ε p | ln ε|, where τ 2 is defined in Lemma 6.1. Using (4.2)we have
and then by (4.3) and the definition of L ε ,(2.10), we obtain
, which coincides with (2.14). Setting
and
where l is a constant to be chosen later. We next prove
To that purpose, we first compute the derivatives of u − , namely 13) and by (6.7)
14)
whereÃ 0 is a positive constant. Thus by (6.13), (6.14) and (6.10), (6.9), (6.2), (6.3) we have that
2/3−p we deduce from (2.7) and (6.10) that
for l > M 1 . By ∂u ± ∂n = ω ζ ∂u 0 ∂n = 0 = ∂u ε ∂n and the comparison principle we obtain (6.12). Let us apply (6.12) at t = τ ε 2 − τ ε 1 ; then we deduce from (6.6), (A.11) and (2.9) that
Similarly one can check that 
This last condition is satisfied if
. This together with (6.15) implies (2.12). In the same way, one can prove (2.13) and concludes the proof of Theorem 2.2.
Proof of the third stage : time evolution with a fixed interface
Proof of Theorem 2.3 : We set
and K(v) := K( |Ω 0,+ | |Ω| , v), so that the ODE of the Problem (E) coincides with
By the Cauchy theorem (E) admits a unique solution on a maximal time interval I = [0,T 3 ).
Since v → K(v) is strictly decreasing and since by (2.19)
we deduce that there exists a unique ω ∈ (− 2 √ 3 9 , 2 √ 3 9 ) such that K(ω) = 0. Moreover we suppose that σ is small enough to ensure that ω ∈ (− 2 2/ If − Ω v 0 > ω then sinceṽ 3 (t) and ω are two different solutions of (E) we havẽ v 3 (t) > ω, for all t ∈ I and then K(ṽ 3 (t)) < K(ω) = 0, for all t ∈ I. Thus by the ODEṽ 3 is non increasing and we have
Further by classical argument, one can prove thatT 3 = +∞, lim t→∞ṽ3 (t) = ω and that lim t→∞ (ṽ 3 ) t = 0. Thus ω =ṽ 3,∞ (7.3) and (2.20), (2.21) are satisfied. We now prove (2.22). Let w(t) = e t (ṽ 3 (t) − ω) then using (7.2) and the fact that h ± are non increasing we have
. In what follows we introduce preliminary notations, which will be useful in the sequel. Letĥ ± andĥ 0 be the perturbations of h ± and h 0 defined in Appendix A. Settinĝ
we denote by (α ε , β ε ) the solution of the following system
with the initial conditions
By standard theory for parabolic systems there exists a unique solution (α ε , β ε ) of (P ε ) such that |α ε (x, t)| + |β ε (x, t)| ≤Ĉ 0 , for all x ∈ Ω and t ≥ 0. (7.9)
We now claim that there exists a positive constantC 0 such that
and max
Since (P ε ) and (P ε ) have the same second parabolic equation the proof of (7.10) and (7.11) are exactly the same as the one of (4.2) and (4.3) respectively. Moreover we denote by (α ε 3 , β ε 3 ) the solution of system (P ε ) with the initial condition
, for x ∈ Ω. (7.12)
We now consider the interface Γ ε 3 defined by the interface motion equation . We then deduce from (7.13) and the definition ofĥ 0 that |V ε n,3 | ≤ Cε 2/3−p , where C is a constant independent on ε andt ε 3 . We now set
there exists δ 0 such that for all 0 < δ ≤ δ 0 , φ is a C ∞ diffeomorphism from Γ 0 × (−δ, δ) to its range, Γ 0 (δ). (7.14) This yields setting Next we introduce a smooth truncated approximation of the signed distance function to the interface Γ ε 3 ; more precisely let 0 < r 0
and extend it smoothly for x ∈ {r 0 /2 < dist(x, Γ ε 3 (t)) < r 0 }. Moreover we assume that ε is small enough so that ∂d ε
Further let (U (z, V, δ), C(V, δ)) be the solution of the following system
The basic properties of (U (z, V, δ), C(V, δ)) are recalled in Lemma A.1. We now define for all
and S 1 , S 2 are positive constants to be determined later. Note that by the definitions of L ε and c p,N (see (2.10) and (2.16)) we have
We next state four lemmas, which will be useful to prove Theorem 2.4.
and ∂U
Proof: It follows from (7.16) that
with
and (7.25) where the derivatives of U are evaluated at the point
Since the estimates of I 1 , I 2 and I 3 are standard (see [2] , [6] , [26] , [11] ) we only give the main steps of the computations. We have by the definition of d ε 3 and the property (A.6) of U that
so that
where we have used the fact that S ε ε −c p,N tends to 0, as ε ↓ 0. Noting that ∆d ε 3 is bounded and also using (A.5), (7.26) and the fact that |(β ε ) τ | ≤ C (see (7.6 ) and (7.9)) we deduce from (7.23) that
To estimate I 2 , we first note that the motion equation (7.13) together with the mean value theorem and the smoothness of the function d ε 3 implies
Substituting this into (7.25) and using (A.10) we obtain
Moreover we have that
Substituting this into (7.28) we obtain
Noting that the second term is positive for m > D and using (A.6) combinated with the fact that sup z∈R |ze −K 2 z | is bounded we obtain
for ε small enough. Next we estimate I 3 . Using (A.13) and (7.11) with t ≥ τ ε 2 we obtain that
Substituting (7.27),(7.29) and (7.30) into (7.22) we deduce that
Thus for
, which coincides with (7.20) . One can prove the inequality (7.21) in a similar way.
Next we prove the following inequalities on the initial functions, namely
Proof: In view of (7.12) and (4.2) we first note that
so that x ∈ Ω ε,− . Thus we deduce from (7.12), (7.19) and (2.13) that
Moreover since U is strictly increasing we have
Further since by (7.12) β
− S 2 S ε we deduce from (7.32) and (2.9) that β
Then by (A.12), (A.10) and (7.32) we obtain
and ε small enough we obtain by (7.33) that
we have by (A.5) and (A.7) successively that
By (A.12), (A.10) and (7.32) we obtain as previously that
and then by (2.11) one has for
This together with (7.34) implies that α ε 3 (x, 0) ≤ U 
and |α
Proof: Applying the comparison principle to the equation (2.1) with the functions U ± 3 we deduce from (7.16), the lemmas 7.1 and 7.2 that
(7.37)
This in view of (A.5), (A.7), (A.10) and the fact that lim ε↓0
for L 1 ≥ K 4 S 2 + K 1 and ε small enough. Moreover we have by (A.10) that
This together with (7.38) implies (7.35) . Similarly one can check (7.36).
and |β
Proof: By (7.15) we have |l ε
, which implies (7.39). We now show (7.40). Indeed, integrating (7.6) on Ω we first note that
By (7.35) we have that
) and α ε 3 are bounded, we obtain
Similarly, one can prove that |J ε,− 3 | + |J ε,− 4 | ≤C2S 1 ε 2c p,N | ln ε|, which we substitute into (7.41) to deduce also in view of (7.42), (7.43) 
. Thus settinĝ
we obtain
Thus also using (7.45) we deduce for all t ∈ [0, τ ε 3 ] that
By (A.9) we have that Further by (7.39) one gets |Ω 0,+ | − |Ω ε,+ 3 | ≤ C(Γ 0 )ε 2/3−p | ln ε|, which in view of (7.48) implies
This with (7.32), (7.46) and (7.47) gives that
. Thus by Gronwall's Lemma we deduce
. Now recalling that τ ε 3 =
c p,N m | ln ε| and choosing m ≥ 1 + K 4 we obtain (7.40), which ends the proof of Lemma 7.4.
We are now in a position to prove Theorem 2.4. Proof of Theorem 2.4.
, we have by (7.11) and (7.40) that
2 ) we deduce that
and ε small enough. Thus by (A.2)ĥ ± (β ε 3 ) = h ± (β ε 3 ) andĥ 0 (β ε 3 ) = h 0 (β ε 3 ), so that both problems (P ε ) and (P ε ) coincides. This gives in view of (7.8) that
. Then (2.24) follows directly from (7.49) and we also deduce from (7.40) and (7.51) that
. We first assume thatd(x, Γ 0 ) ≥ ε c p,N then we obtain from (7.39) that
for ε small enough. Thus by Lemma 7.3, (A.11) and (7.40) we deduce
This together with (7.51) gives (2.23) This yields in view of the assumption (2.19) that
for all s in a time interval, still denoted by [0,T 4 ]. Thus by (2.26) and Lemma B.1 below, we obtainṽ
so that in view of (8.3) for ε small enough. As it is done in the proof of (7.30) we obtain from (A.13) and (7.11) that We present in this section a formal derivation of the singular limit of Problem (P ε 5 ) as ε ↓ 0. More precisely we show heuristically how to obtain the motion equation (t) denote respectively the velocity, the mean curvature, the interior and the exterior of Γ 5 (t). We remark that (Q 5 ) only makes sense if Ω u 5 (x, t) dx = 0, for all t ∈ (0, T 5 ). We define the operator 5 , which we substitute into (9.11) to conclude that
on Γ 5 (t). (9.12) This completes the formal derivation of the singular limit Problem (9.5) − (Q 5 ).
B Appendix. The equation K(α, v) = 0
We set
