Our problem of interest is to cluster vertices of a graph by identifying its underlying community structure. Among various vertex clustering approaches, spectral clustering is one of the most popular methods, because it is easy to implement while often outperforming traditional clustering algorithms. However, there are two inherent model selection problems in spectral clustering, namely estimating the embedding dimension and number of clusters. This paper attempts to address the issue by establishing a novel model selection framework specifically for vertex clustering on graphs under a stochastic block model. The first contribution is a probabilistic model which approximates the distribution of the extended spectral embedding of a graph. The model is constructed based on a theoretical result of asymptotic normality of the informative part of the embedding, and on a simulation result of limiting behavior of the redundant part of the embedding. The second contribution is a simultaneous model selection framework. In contrast with the traditional approaches, our model selection procedure estimates embedding dimension and number of clusters simultaneously. Based on our proposed distributional model, a theorem on the consistency of the estimates of model parameters is stated and proven. The theorem provides a statistical support for the validity of our method. Heuristic algorithms via the simultaneous model selection framework for vertex clustering are proposed, with good performance shown in the experiment on synthetic data and on the real application of connectome analysis.
Introduction
A mathematical graph encodes the complex relationships between objects in a network as edges between vertices. The analysis of such a network is of ubiquity and importance in many fields ranging from sociology [24] and ecology [33] to political science [47] and neuroscience [6] . One of the most important tasks in the analysis of a complex graph is to identify its community structure. This is essentially a vertex clustering problem, in which the set of vertices is to be partitioned into nonoverlapping groups (called clusters) according to their similarities in the underlying communities. Numerous heuristic methodologies have been proposed for vertex clustering, including divisive approaches by iteratively removing edges based on number of shortest paths [14, 30] , methods of optimizing a function called "modularity" which evaluates the quality of a partition [3, 5, 29] , algorithms employing a random walk to infer structural properties of networks [31, 38] , to name a few. Among various vertex clustering approaches, we are most interested in the so-called spectral clustering methods, for their easy implementation, theoretical consistency and good empirical performance.
Spectral clustering makes use of the spectral decomposition of some kind of similarity matrix that measures the similarities between vertices. Numerous spectral clustering algorithms based on decomposing the adjacency matrix, one natural similarity matrix of the graph, have been proposed to solve the vertex clustering problem [25, 34, 37, 43] . Basically, the so-called adjacency spectral embedding (ASE) is first derived by factorizing the adjacency matrix, then a traditional Gaussian mixture model (GMM) clustering approach is applied on the ASE. Although the GMM • ASE methods exhibiting good performance, there are two inherent model selection problems need to be addressed before the clustering procedure. The first is determining the number of top eigenvectors whose rows are the low-dimensional points on which the GMM method is applied. Since these top eigenvectors comprise the adjacency spectral embedding, we call such number the embedding dimension.
The second is determining the number of clusters, which is usually required in the method of GMM.
The first model selection problem of determining the embedding dimension has received a lot attention over the years. In more general scenarios we call the corresponding eigenvectors variables, thus the problem is called variable selection. A comprehensive review of the variable selection approaches in the model-based clustering framework has been provided in [12] . The necessity of variable selection is based on the fact that only a part of the variables of the high-dimensional data are informative and important to the subsequent statistical inference. Using all the variables may not only lead to unnecessary computational cost, but may also decrease the performance of the clustering owing to the irrelevance or noise of some variables. Therefore, the selection of variables which optimize the clustering structure is of great importance. Considering the overwhelming amount of methods on the topic of variable selection, we do not attempt to give a concise review of the literature. However, among various techniques of variable selection arguably the best-known methodology of principal component analysis (PCA) [21] is worth mentioning. In PCA, singular values of the data matrix are used to measure the importance of the variables, and the variables corresponding to relatively small singular values are discarded. For a broad review of the many stopping rules of PCA, we refer the readers to [19] . Unfortunately, there are no best rules in the task of dimension reduction in general due to the bias-variance tradeoff.
Roughly speaking, heuristic approaches are usually not theoretically reliable because they all need to determine a threshold which is highly subjective, while statistical approaches usually rely on an overly strong distributional assumption that the data does not often satisfy in many applications [19] .
The second model selection problem, namely determining the number of clusters, is also a widely studied problem. As numerous approaches have been proposed on this topic, we refer the readers to the detailed reviews in [15, 28] . One substantial category of the methods is the information criterion approach. These methods evaluate and compare the so-called information criterion, usually some kind of penalized likelihood, on finite mixture models with different number of mixture complexity to perform model selection. Various information criteria are proposed, to list a few, such as Akaike information criterion (AIC) [1] , Bayesian information criterion (BIC) [40] , an entropy criterion (NEC) [8] , integrated completed likelihood (ICL) [4] and cross-validated likelihood [41] . Of these, we are mostly interested in BIC since it is a well-studied and easily implemented approach. Moreover, the consistency of estimation in number of components using BIC is theoretically supported in [22] . The practical performance of BIC approaches in model selection have also been highly rated by a large number of works [7, 10, 36, 42] .
The traditional way to address both of the model selection problems in spectral clustering is to execute corresponding approaches successively. That is, applying spectral embedding with the dimension given by dimension reduction technique in the first step, then applying the model selection technique on the embedded data to estimate the number of clusters in the second step. This consecutive procedure of model selection suffers from three drawbacks. First, there are no best methods for estimating the embedding dimension. Even if we choose one of the modern and commonly used scree plot methods [50] , in comparison the result is still not robust for limited data size. Second, the latter model selection procedure, namely estimating the number of clusters, completely depends on the result of the former one, because no information of the discarded variables will pass through. This may cause an accumulation of errors when the former procedure performs poorly, even if the latter procedure is reliable. Third, the original data is truncated before applying the clustering algorithm, which means it may not be possible to take advantage of any useful information contained in the discarded dimensions to improve the clustering result. Therefore, jointly addressing these two model selection problems is desirable.
In this paper, we propose a novel simultaneous dimensionality and complexity model selection framework for spectral graph clustering. This is inspired by a breakthrough work of model selection in the framework of model-based clustering proposed in [35] . In this work, all of the variables are taken into consideration in a family of finite mixture models, which describes the distributional behavior of the raw data. The model selection procedure is conducted by comparing different models in the same family via Bayes factor, the ratio of the posterior probability of the model given the observations. A remarkable highlight of this framework is the simultaneity of selecting variables and number of clusters, which overcomes the drawbacks of the consecutive model selection procedure. However, the method is not applicable to the current spectral vertex clustering task in the sense that neither the distributional model nor the greedy variable selection algorithm is appropriate with respect to graph context. This calls for the development of a reliable model for the spectral embedding with both signal and noise dimensions and a novel methodology for vertex clustering on the graphs with heterogeneous community structure.
The paper is organized as follows. In Section 2, we review the existing methodology of GMM • ASE. In Section 3, we define the extended ASE and provide a specific GMM model to characterize the potential distribution of extended ASE based on our simulation results. In Section 4, we propose the simultaneous model selection framework, as well as two heuristic algorithms specifically tailored for graphs under a stochastic block model. In Section 5, the results of simulation and real data application on connectomes are presented.
We conclude the paper by remarking on some extensions of our approach in Section 6.
Background
In this section, we review the ubiquitous approach for spectral graph clustering with sequential model selection. We first introduce the models of random graphs, then we summarize the existing methodology.
Random dot product graph and stochastic block model
One of the simplest generative models for random graph is the inhomogeneous Erdős-Rényi (IER) graph [11] , where the edges are independent with a given probability. Those probabilities comprise of an n × n matrix P called the edge probability matrix. To more effectively depict the heterogeneous attributes of the vertices in the graph, we consider the so-called random dot product graph (RDPG) [49] , one well-studied latent position graph.
The definition of RDPG is as follows:
for all x, y ∈ X . Let X 1 , . . . , X n ∈ X be n latent vectors, and X ∈ R n×d be the latent position matrix such that the ith row of X is X i . If the edges of an undirected graph G are generated according to an edge probability matrix P = XX T , then we say G is a random dot product graph (RDPG) with latent position matrix X, denoted by G ∼ RDPG(X). That is, A ij , the entry of the adjacency matrix A, is independently
Bernoulli distributed with parameter P ij = X T i X j , i.e.
In RDPG, the probability of the connection between vertex i and j, namely the i, j-th entry of the edge probability matrix P , depends on the inner product of the corresponding latent positions. In the context of vertex clustering, vertices from the same group are supposed to share common connection attributes. Therefore, we may assume vertices from the same group have the same latent position. This leads to the stochastic block model [16] , in which the set of vertices is partitioned into K groups, called blocks. The connection of the graph is parameterized by the block connectivity probability matrix B, which determines solely the edge probability within and between blocks. The formal definition of SBM is given below:
Definition 2 (Stochastic block model (SBM)). Let G be the graph of interest with n vertices, B ∈ [0, 1] K×K be the block connectivity probability matrix, and π = (π 1 , . . . , π K ) ∈ (0, 1) K be the vector of prior block probability such that
. . , τ n ), called the block memberships, that assigns vertex i to block k with probability π k . Mathematically, τ 1 , . . . , τ n are i.i.d. random variables with categorical distribution with parameter π, i.e.
for all i ∈ [n] and k ∈ [K]. Furthermore, the edges are generated according to an edge probability matrix P , whose i, j-th entry is B τ i ,τ j . Equivalently, A ij , the entry of the adjacency matrix A, is independently Bernoulli distributed with parameter P ij = B τ i ,τ j , i.e.
In addition, it is convenient to consider that the block memberships vector τ is not random but fixed in some cases. We call such graph a SBM conditioned on block memberships, denoted by SBM(B, τ ). If an undirected graph G ∼ SBM(B, τ ) and B is positive semidefinite, then G can be represented by a RDPG with at most K distinct latent positions. In this case, all vertices in the same block have the same latent vectors. This builds an connection between the SBM with positive semidefinite block connectivity probability matrix and the RDPG. For the relationship between a SBM with non-positive semi-definite block connectivity probability matrix and a generalized RDPG, we refer the readers to [39] .
Spectral graph clustering via adjacency spectral embedding
Given an observed SBM graph, our inference task is to identify the underlying memberships of the vertices corresponding to the blocks that they belong to. That is, if G ∼ SBM(B, τ ), our goal is to infer the graph parameter τ from the observed adjacency matrix A. Among various techniques, spectral clustering methods [46] are effective, well-studied and computationally feasible approaches through which the vertices of a graph are mapped to points in the Euclidean space. These Euclidean points are the data on which the traditional clustering methods can be applied to finalize the clustering procedure. Spectral clustering performs spectral decomposition on some "similarity" matrix that represents the graph.
There are two natural similarity matrices, namely the adjacency matrix and the Laplacian matrix of the graph. While the choice between adjacency matrix and Laplacian matrix is always debatable, it has been shown that neither of them dominates the other in all cases [45] . In this paper, we focus on the spectral method using adjacency matrix for ease of analysis. The reason is that some properties of the top eigenvectors of adjacency matrix, known as the adjacency spectral embedding (ASE), have been revealed in the literature [26, 43, 44] , where it has been proven that the rows of ASE converges to corresponding underlying latent positions. (for example, an effective method to locate the "elbow" in the scree plot is proposed in [50] )
to estimate the embedding dimension, then apply the BIC approach [22] on the spectral embedding to select the number of clusters for the subsequent GMM clustering method.
We denote such CMS approach BIC • ZG for the purpose of comparison.
3 Models for Extended Adjacency Spectral Embedding
Extended adjacency spectral embedding
In real data applications, the rank of the edge probability matrix P , namely the ideal embedding dimension d, is unknown, because P is unobserved and the only observation
A is a noisy version of P . To avoid the uncertainty of estimating d, we hereby define the extended adjacency spectral embedding (extended ASE) with an constant embedding dimension D as follows:
Definition 3 (Extended adjacency spectral embedding (extended ASE)). Let G be an undirected graph of interest with n vertices, and A ∈ R n×n be its symmetric adjacency matrix. Let the spectral decomposition of A be
Here,Λ ∈ R n×n is a diagonal matrix with eigenvalues of A on its diagonal in descending order. That is,Λ = diag(λ 1 , . . . ,λ n ) withλ 1 ≥ · · · ≥λ n .Û is an orthogonal matrix whose columns are corresponding eigenvectors of A. For a given integer D satisfying 1 ≤ D ≤ n, called embedding dimension, the extended adjacency spectral embedding (extended ASE) of G with dimension D is given byẐ
(5)
n×D is the submatrix ofÛ with its first D columns, andΛ [D] ∈ R D×D is the submatrix ofΛ with its first D rows and columns.
In practice, D can be taken as a loose upper bound of d. Such upper bound is usually trivial, either from first principles assumptions about the problem, a requirement for a minimal number of vertices in a cluster, or other external information. The number of blocks is upper bounded by the rank of P , but since this is unavailable, we must rely on other methods. So in this paper, we assume D is always given without estimation.
From the formula, it is trivial that the first d columns ofẐ is the regular ASEX. Then the extended ASEẐ ∈ R n×D can be partitioned into two parts byẐ = X |Ŷ , whereX ∈ R n×d andŶ ∈ R n×(D−d) . We call the first d dimensionsX informative part, while we call the remaining dimensionsŶ redundant part. If we consider the spectral decomposition of P , the unperturbed version of A, then all of the latent position information is contained in the first d dimensions. This gives the reason for the names. We notice that all existing methods using ASE can be applied on extended ASE simply by truncating it up to an estimated embedding dimensiond. Moreover, as our main result in the paper, the extended ASE can be used to perform simultaneous model selection and vertex clustering without estimating the embedding dimension d in the first place.
Distributional results for extended ASE
We seek a model-based clustering approach to perform vertex clustering directly on the extended ASE. In the framework of model-based clustering, both of the informative part and the redundant part need to be parameterized so as to make the models comparable.
For this purpose, we need to provide a model for the entire extended ASE. A remarkable distributional result for the informative part of extended ASE has been proposed [2, 45] .
In [2] , a central limit theorem for the rows of ASE for RDPG is presented and proven.
This result makes it theoretically possible that model-based clustering can be applied for identifying the block memberships in SBM via ASE. In [45] , the central limit theorem of ASE is restated in a stronger version, in the sense that its proof does not need an assumption that has been made in [2] . Basically, the theorem states that any row of the ASE of a for 3-block graph. We apply the extended ASE to the adjacency matrix A according to definition 3. As defined, the extended ASEẐ ∈ R n×D is partitioned into informative part
row ofŶ , which corresponds to the i-th vertex with block membership τ i . The observations of the distributional behavior ofŶ are as follows.
Observation 1: The within-block sample mean ofŶ i tends to a zero vector as n increases. Figure 1 shows the results about the sample mean. Denoted byŶ
the sample mean of the redundant partŶ i in dimension d+j for all i in block 1 is calculated
where n 1 is the number of vertices assigned to block 1, and (Ŷ i ) j is the j-th entry ofŶ i .
We plot the sample mean valuesŶ (1) for each dimension on 1 Monte Carlo trial in figure   1a . As n goes large, the points are closer to zero in general. For each dimension, we also plot the mean square errors ofŶ (1) from 0 on 100 Monte Carlo replica in figure 1b. By observing the results on n = 200 and 500, we see that the sample mean gets smaller on larger dimension. It has also been shown thatŶ (1) is approaching to a zero vector as n goes large. We conclude that the within-block sample mean ofŶ i tends to a zero vector as n increases. Observation 2: The within-block sample variance of each dimension ofŶ i tends to a constant for large n. Figure 2 shows the results about the sample variance. For each dimension j, the sample variance of (Ŷ i ) j for all i in block-1 is calculated by
where n 1 is the number of vertices assigned to block 1 andŶ . We observe that the within-block sample variance tends to get smaller for larger dimensions. Moreover, the decreasing rate of the values over different dimension tends to be smaller as n increases. When n = 2000, the sample variances are almost equal. So we conclude that the within-block sample variance of each dimension ofŶ i tends to a constant for large n.
Observation 3: The within-block sample covariance matrix ofŶ i tends to be diagonal, and the covariance between informative and redundant dimensions tend to be zero, for large n. Figure 3 shows the results about the sample covariance matrix. The sample covariance matrix ofẐ i for all i in block-1 is calculated by
where n 1 is the number of vertices assigned to block 1,Ẑ i ∈ R D×1 is the i-th row of extended ASE (but regarded as a column vector), andẐ
∈ R D×1 is corresponding sample mean in block 1. We plot the sample covariance matrix Σ (1) for n = 200 in figure 2a and n = 2000 in figure 2b. The matrix contains both informative dimensions and redundant dimensions.
We observe that the diagonal values in the matrix of redundant dimensions concentrates on a constant for n = 2000, which is consistent with the result shown in figure 2 . The off-diagonal values in the matrix of redundant dimensions tend to be zero as n increases.
For n = 2000, the covariance matrix presents a block diagonal structure, partitioned by the true embedding dimension d. So we conclude that the within-block sample covariance matrix ofŶ i tends to be diagonal for large n. Moreover, the covariance between informative and redundant dimensions tend to be zero, for large n. Figure 4 shows the results about the sample variance for different blocks. For each dimension j, we calculate the sample variance of (Ŷ i ) j respectively for i in the different blocks. So for a SBM with K blocks, we have K sample variances. We plot the sample variance values s 2 j for each dimension. Curves are fitted by LOWESS smoother. We observe that the sample variance from different blocks are different, both for the 2-block graph and the 3-block graph. So we conclude that the within-block sample variances are distinct for different blocks. 
Probability models for extended ASE
For the extended ASE of a SBM graph, the theoretical result for its informative part and the limiting behavior of its redundant part is shown above. There are few theoretical results about the redundant part nor the whole extended ASE in the literature. However, a distributional model is important and necessary for model-based clustering. So we provide a finite mixture model for the extended ASE. Although it hasn't been proven analytically at this point, we believe the model is asymptotically close to the truth, both by our observations on the limiting behavior of redundant part, and by the performance of the subsequent inference task based on this model.
We first states our conjectures on the distribution which the redundant partŶ of the extended ASE follows. We consider a K-block SBM(n, B, π) graph. Any row ofŶ is asymptotically multivariate Gaussian distributed conditioned on its block membership. That is, for any i ∈ [n],Ŷ
approximately if n is sufficiently large. If we consider the sample statistics in the simulation to be a good estimation of the Gaussian parameters, we can further specify the model. By observation 1, we may assume µ k = 0 for all k ∈ [K]; by observation 2 and 3, we assume Σ k = α k I, where I is the identity matrix; by observation 4, we assume different α k if the conditioned block membership is different. So now our conjecture becomeŝ
By combining this conjecture with the theoretical results for the informative dimensions,
we propose a Gaussian mixture model (GMM) for the extended ASEẐ as follows.
Model 1 (GMM for extended ASE of undirected graphs). Let
be a family of density functions for a D dimensional GMM random vector, where
are the mixing probabilities, {µ (k) } K k=1 are the mean vectors, and
are the covariance matrices. Furthermore, they satisfies
and
whereΣ (k) is a d×d positive semidefinite matrix, and
In this notation, θ(d, K) denotes the parameters {ρ
, which belongs to the parameter space Θ(d, K). To avoid trivialities, we assume that π (k) > 0 and that if
We establish our probability model for the extended ASE of G ∼ SBM(n, B, π). Let the extended ASE beẐ ∈ R n×D , then our conjecture states, for any i ∈ [n],
approximately for sufficiently large n, where f (·; θ(d, K)) is the density function defined in Model 1, d 0 is the true dimension of latent position, K 0 is the true number of blocks, and
is the true underlying parameters of the GMM. This conjecture states that the rows of extended ASE are identically distributed as the our GMM, but we haven't assumed that they are independent. In fact, it has been shown that the rows of ASE are not independent [2, 45] . However, for ease of analysis we will proceed in the consistency theorem and in the calculation of BICs by ignoring dependency, because the later experimental results show that the independent assumption is tractable and acceptable. Also in [2] ,
Simultaneous Model Selection

Simultaneous model selection framework
The idea of simultaneous model selection is inspired by the basis of model comparison in [35] . Assume M 1 and M 2 are models that both describe the same random vector. By
Bayes' theorem, the posterior probability of the model is proportional to the product of the prior and the integrated likelihood, i.e. for i = 1, 2
where we call P (X|M i ) the integrated likelihood because it can be obtained by integrating over all the unknown parameters in the model, i.e.
Since usually we assume no preference on the two models, we can ignore the prior prob- 
Consistency of model parameter estimates
We first define some notations. Let
be a family of GMM density functions for a D dimensional random vector, as defined in Model 1, where (d, K) are the model parameters which determine a specific density function. For given constants d 0 and K 0 , let θ * (d 0 , K 0 ) be a set of given parameters in the density function (18) . We define
for all d, K. Here, D KL [g||h] is the Kullback-Leibler divergence of density h from density g, defined as
Notice that this definition is self-consistent on θ (18) is identifiable on the density f (·; θ 
BIC(Ẑ
where η(d, K) is the number of parameters in the model, n is the number of observations inẐ, andθ(Ẑ; d, K) is the maximum likelihood estimator (MLE) of the parameters by optimizing the loglikelihood
where Θ(d, K) is the parameter space of the model with given (d, K).
Using the notation we defined above, we here state our theoretical result as follows.
Theorem 1 (Consistency of model parameter estimates). Let {Ẑ (n) } ∞ n=1 be a sequence of random matrices, where each elementẐ (n) ∈ R n×D is a matrix with n rows of Ddimensional random vectors. If a) Every row inẐ (n) are independently identically distributed according to (18) , with parameter θ * (d 0 , K 0 ), i.e. for an arbitrary n,
then the estimates of model parameters given by
(with a constant K max ≥ K 0 ) will converge to the truth, i.e.
as n → ∞.
We leave the proof of the theorem in the appendix. This strong theoretical support in addition to the advantages of SMS motivates us to conduct vertex clustering via SMS.
Algorithms based on SMS
We present a model-based clustering algorithm via simultaneous model selection with Gaussian mixture model. We call our method MCG. The entire procedure of MCG algorithm consists of three phases. First, "parameter fitting" phase. We compute the maximum 3:
end loop 6:
The clustering label (τ 1 , . . . ,τ n ).
Although we believe simultaneous model selection has its advantage compared to consec-utive model selection, it is unsure that whether including redundant dimensions of extended ASE in the clustering procedure is in favor or not. The reason can be explained by two aspects. First, the redundant dimensions may contain little information for the clustering.
Second, choosing a smaller dimension in clustering task may lead to better performance, especially for small number of observations, due to the bias-variance tradeoff [20] . This mo- 3:
end loop
Truncate the ASE:
9: end function Output: The clustering label (τ 1 , . . . ,τ n ).
Experimental Results
We evaluate the performance of MCG and MCEG algorithms by experiments on both synthetic and real data. We compare our methods with the BIC • ZG methods, the combination of an ubiquitous GMM approach via consecutive model based clustering. Since a constant l is required as an input in the ZG algorithm in order to determine which elbow of the scree plot is taken, we refer ZGl and BIC • ZGl to the algorithms for given l. The job of deciding the ordinal number of the elbow is always subjective in practice, so we will consider ZG1, ZG2 and ZG3, the ZG algorithm which takes the 1st, 2nd and 3rd elbows respectively, at the same time in competition. Notice that even if one ZGl (or corresponding BIC • ZGl) method outperforms our proposed SMS method in a specific setting, it does not mean that the ZG algorithm is superior to ours because the optimal l may be changed in a different setting. We will see this in the simulation. We apply the Mclust R package [13] to perform the BIC algorithm. Additionally, we also perform two well-known heuristic vertex clustering methods for comparison. One is the Louvain algorithm proposed in [5] ; the other is the Walktrap algorithm proposed in [31] .
There are numerous criteria to evaluate the performance of a clustering result, including Jaccard [18] , rand index [17] , normalized mutual information [9] and variation of information [27] . Of these, we choose the well known adjusted rand index (ARI) as the measure of the similarity between the clustering result and the ground truth labels. As a correctedfor-chance version of the rand index, ARI normalizes the rand index so that the expected value of that between a random cluster and the ground truth is zero. The maximum value of ARI is 1, which indicates perfect agreement of two partitions. So a larger ARI means the clustering is performing better.
Numerical results on synthetic data
Now we generate a graph G from a stochastic block model SBM(n, B, π) by specifying the block probability matrix B, prior block probability π and number of vertices n. The adjacency matrix A ∈ R n×n represents G. Then we apply the extended adjacency spectral embedding on the graph, denoted byẐ ∈ R n×D . For simplicity, we fix D = 8. Let n = 500, well for large p, so we may conclude that these two heuristic vertex clustering algorithms are not suitable for specific SBM graphs. To have a detailed look, Figure 7 shows the mean of ARI for MCEG and ZGs. In figure 7 (a), all methods have decreasing ARI as p going up. This is because the angle between two latent vectors become smaller, so the clustering centers get closer. Out of all the methods, our proposed MCEG performs well in all p's.
In figure 7 (b), the mean ofd − d is plotted. We can see that MCEG is the closest one to zero, which means it estimatesd better than the other methods.
Demonstration on connectomes
We demonstrate the performance of MCG and MCEG algorithms via the SMS procedure on analogous "two-truths" phenomenon has been discovered in the work of [32] , where the authors find that Laplacian spectral embedding (LSE) better captures the hemisphere affinity structure while ASE better captures the tissue core-periphery structure. So in this manner Louvain is good at detecting the hemisphere affinity structure but is bad at detecting the tissue core-periphery structure. This is similar to the behavior of LSE on connectome clustering [32] .
Conclusion
This paper attempts to address the issue by establishing a novel model selection framework specifically for vertex clustering on graphs with stochastic block model.
In the first part of the paper, we propose the extended adjacency spectral embedding (extended ASE), in which the embedding is performed with a fixed dimension. Under the framework of model-based clustering, we propose a family of specific Gaussian mixture models (GMM) to parameterize the entire extended ASE. The basis of the model comprises of a state-of-the-art distributional result for the informative dimensions, as well as a strong evidence of principled simulations for redundant dimensions.
In the second part of the paper, we propose a simultaneous model selection (SMS) framework to address the issue occurring in the consecutive model selection. The framework is specifically tailored for vertex clustering task on the graph with stochastic block model.
In contrast with consecutive model selection, our SMS identifies the embedding dimension, mixture complexity and membership of each vertex simultaneously. Moreover, we state and prove a theorem on the consistency of model parameter estimates. The theorem claims that the estimates in the model selection procedure given by our SMS method converge to the underlying truth for large size of the graph, provided the extended ASE follows the distribution in our proposed model. Based on SMS, we also develop two heuristic algorithms to solve the vertex clustering problems. The effectiveness of the algorithms are verified in the simulations and real data experiments.
We have focused on the so called "hard clustering" procedure in which each vertex is assigned to a unique cluster. However, the use of Gaussian mixture model clustering allows for "soft clustering" whereby the likelihood ratio is used as the assignment probability, rather taking the arg max to provide a hard threshold.
Appendix
To proof of Theorem 1, we begin with the following lemma.
Proof. By the definition of Kullback-Leibler divergence in (20) ,
So we can prove the lemma by showing
as n → ∞. (28) is the direct result of the law of large number. (29) is the result of theorem 2.2 in [48] then followed by Slutsky's theorem. Now we show the proof of theorem 1 as follows.
Proof of theorem 1. Sinced (n) andK (n) are both integer random variables, to show
By the definition ofd
Thus in order to show (30) , it is sufficient to show
as n → ∞ for all (d, K) = (d 0 , K 0 ). By the notation in (21) and (22), we notice
Now in order to show (32) , by (37) , it suffices to show
For (34), by lemma 1,
For (35), also by lemma 1,
So −→ 0 as n −→ ∞. Combining (44), (46) and (48), we have
as n −→ ∞ for all d ∈ [D] and K ∈ K max . So we have shown (32) , which finishes the proof
as n −→ ∞. 
