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A SIMPLE RECURSION FOR THE MIRZAKHANI VOLUME
AND ITS SUPERSYMMETRIC EXTENSION
YUKUN DU
1. Introduction
In this paper we derived a simple recursion formula for Mirzakhani’s Volume
Vg,n, namely:
(L1 + 2πi)Vg,n(L1 + 2πi, L2, . . . , Ln)− (L1 − 2πi)Vg,n(L1 − 2πi, L2, . . . , Ln)
4πi
=
1
2
∫ L1
0
∫ L1−y
0
Vg−1,n+1(x, y, L2, . . . , Ln)xydxdy
+
1
2
∑
g1+g2=g
I⊔J={2,...,n}
∫ L1
0
∫ L1−y
0
Vg1,n1(x, LI)Vg2,n2(y, LJ)xydxdy
+
1
2
n∑
j=2
(∫ L1+Lj
0
+
∫ L1−Lj
0
)
Vg,n−1(x, L2, . . . , Lˆj , . . . , Ln)xdx.
(1.1)
Here, by Mirzakhani’s definition, Vg,n(L1, . . . , Ln) is the volume of a moduli
space Mg,n(L1, . . . , Ln), which consists of hyperbolic surfaces of genus g and with
n geodesic boundary components of length L1, . . . , Ln. Our definition for Vg,n is
followed by Mirzakhani’s definition, except for V1,1. For the sake of briefness, we
define V1,1 as half of the volume for spaceM1,1, or half of Mirzakhani’s definition.
The recursive relation for the volume Vg,n’s is discovered by Mirzakhani[7]. She
illustrated the division of β1 - the boundary component of a hyperbolic surface
X ∈Mg,n(L1, . . . , Ln), namely:
(1.2) βi = Ei ⊔ (⊔h∈H(ah, bh)) ,
where Ei consists of points x ∈ βi such that the geodesic γx start from x and
perpendicular to βi will neither reach other boundary components nor intersect
with itself. It is shown that Ei has zero measurement. Moreover, ah’s and bh’s are
the points such that the geodesics γah or γbh start from them and perpendicular
to βi spirally approach some simple closed geodesic Ω(γah) or Ω(γbh) inside the
hyperbolic surface X .
Moreover, an one-to-one relationship between the interval (ah, bh) and pair of
pants with β1 as one of its boundaries in X was shown. More specifically,
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(i) If Ω(γah) = Ω(γbh), then 2 ≤ j ≤ n exists uniquely such that β1, βj and
Ω(γah) bounds a pair of pants inside X .
(ii) If Ω(γah) 6= Ω(γbh), then β1,Ω(γah) and Ω(γbh) bounds a pair of pants inside
X .
Consider the length for each interval (ah, bh), a McShane-like[6] identity was
proved:
(1.3) L1 =
∑
{γ1,γ2}∈F1
D(L1, l(γ1), l(γ2)) +
n∑
j=2
∑
γ∈F1,j
R(L1, Li, l(γ)),
where the function D and R satisfies a differential relation:
∂
∂x
D(x, y, z) = H(y + z, x),
∂
∂x
R(x, y, z) =
1
2
(H(z, x+ y) +H(z, x− y)),
(1.4)
and H(x, L) := 1
1+exp x+L
2
+ 1
1+exp x−L
2
.
Fenchel-Nielsen coordinate suggests that the moduli space Tg,n(L1, . . . , Ln) is
isomorphic to R3g−3+n+ × R
3g−3+n by
(1.5) X 7→ (lαi(X), ταi(X)),
where lαi and ταi denotes the length as well as twisting parameter for the simple
closed geodesic αi, 1 ≤ i ≤ 3g − 3 + n. The volume form under this isomorphism
reads dlα1 ∧ dτα1 ∧ · · · ∧ dlα3g−3+n ∧ dτα3g−3+n .
Using Fenchel-Nielsen coordinate[13] and integrate (1.3) overMg,n(L1, . . . , Ln),
Mirzakhani got the following recursion formula for Vg,n:
∂
∂L1
(L1Vg,n(L1, . . . , Ln)) =
1
2
∫ ∞
0
∫ ∞
0
Vg−1,n+1(x, y, L2, . . . , Ln)H(x+ y, L1)xydxdy
+
∑
g1+g2=g
I⊔J={2,...,n}
1
2
∫ ∞
0
∫ ∞
0
Vg1,|I|+1(x, LI)Vg2,|J|+1(x, LJ )H(x+ y, L1)xydxdy
+
1
2
n∑
j=2
∫ ∞
0
Vg,n−1(x, L2, . . . , Lˆj , . . . , Ln)(H(x, L1 + Lj) +H(x, L1 − Lj))xdx.
(1.6)
Recursion formula in a similar form has been found in various researches, such
as Catalan numbers[12] as well as Hurwitz numbers[5].
The appearance of a integral kernel H(x, L) here is natural, since it is closely
related to the length for interval (ah, bh) ⊂ β1. However, in Mirzakhani’s another
paper[8], the volume Vg,n was realized in another way.
In fact, for a symplectic manifold (M,ω) with moment map µ : M → Rn+ of
Hamilton action T n, [8] shown that for any a ∈ Rn+,
(1.7) V (Ma) := V (µ
−1(a)/T n) =
∑
|α|≤m
C(α) · aα,
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where m = dim(Ma)/2, and C(α) is some generalization of top intersection num-
ber. Since Fenchel-Nielsen coordinate implies that Tg,n has a symplectic manifold
structure, it follows naturally that Vg,n is a polynomial of L1, . . . , Ln.
Although the polynomiality for Vg,n can be proved using the first realization,
it was not reflected on the recursion formula (1.6) due to the existence of kernel
H(x, L). The kernel function also makes the calculation for Vg,n much more com-
plicated. On the other hand, the second way of understanding Vg,n reflects the
polynomiality clearly, while it is unable to give a way to calculate Vg,n recursively.
The simple recursion formula (1.1) we derived, however, consists only integrals
over polygonal region, hence it reflects the polynomiality directly. Moreover, based
on this formula, we can also show that all Vg,n’s are polynomials over L1, . . . , Ln
directly and without using intersection numbers.
Indeed we have the following main result:
Theorem 1.1. (i) The simple recursion formula (1.1) for L1, . . . , Ln ∈ C is
equivalent to the original formula (1.6).
(ii) Formula (1.1) directly implies that Vg,n’s are polynomials.
Although Li should be real number for moduli spaceMg,n(L1, . . . , Ln), Vg,n can
be evaluated at complex points as a polynomial. Other relationships for Vg,n at
L1 = 2πi were also noticed by Norbury and Do[10, 2].
Our result can be generalized to a simple formula for the volumes of moduli
spaces of super hyperbolic surfaces, namely,
(L1 + 2πi)V
susy
g,n (L1 + 2πi, L2, . . . , Ln) + (L1 − 2πi)V
susy
g,n (L1 − 2πi, L2, . . . , Ln)
=−
1
2
∫ L1
0
V susyg−1,n+1(x, L1 − x, L2, . . . , Ln)x(L1 − x)dx
−
1
2
∑
g1+g2=g
I⊔J={2,...,n}
∫ L1
0
V susyg1,|I|+1(x, LI)V
susy
g2,|J|+1
(L1 − x, LJ)x(L1 − x)dx
−
n∑
j=2
(
(L1 + Lj)V
susy
g,n−1(L1 + Lj , L2, . . . , Lˆj , . . . , Ln)
+ (L1 − Lj)V
susy
g,n−1(L1 − Lj, L2, . . . , Lˆj , . . . , Ln)
)
.
(1.8)
The moduli spaces of super (or, supersymmetric) hyperbolic surfaces are con-
sidered by Standford and Witten[11]. Instead of the normal upper half plane
H = {z ∈ C|Imz > 0}, a super hyperbolic surface is a quotient of the following
super upper half plane:
(1.9) Hˆ = {(z, θ)|z ∈ ⊕i evenΛi(C), θ ∈ ⊕i oddΛi(C)|Im(z
#) > 0},
where Λi(C) is the Grassman algebra over C generated by 1, e1, . . . , ei, and z
# is
the Λ0(C) = C part of z. Metrics on Hˆ is determined by embedding H →֒ Hˆ,
z 7→ (z, 0), and conformal transformations generated by OSp(1|2)[10]:
(1.10) (z, θ) 7→ (
az + b
cz + d
+ θ
αz + β
(cz + d)2
,
αz + β
cz + d
+
(1− 12αβ)θ
cz + d
).
The moduli space Mˆg,n(L1, . . . , Ln) is defined as the moduli space of super
hyperbolic surfaces with genus g, n boundary components of length L1, . . . , Ln and
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Neveu-Schwarz spin structure. Mˆ0,3(x, y, z) is spanned by two odd moduli α, β,
has measure
(1.11) dµ =
1
2π
cosh(
y
4
) exp(−
x+ z
4
)[dαdβ].
Standford and Witten derived a recursion formula, which involves a integral
kernel function
(1.12) Hsusy(x, L) =
1
2
(
1
cosh x+L4
−
1
cosh x−L4
).
Similar to (1.1), one can see the simple recursion formula (1.8) reflects the poly-
nomiality of V susyg,n directly. We have another part of main result:
Theorem 1.2. (i) The simple recursion formula (1.8) for L1, . . . , Ln ∈ C is
equivalent to the original formula (3.1).
(ii) Formula (1.8) directly implies that V susyg,n ’s are polynomials.
The paper is organized as follows. In section 2, we will show that Mirzakhani’s
recursion formula implies a simple recursion formula. In order to show the other
side, we will consider the Laplace transform for there two formulas, and these two
Laplace transformed formulas agree in a simple way. In section 3, we will consider
similar issues on Standford-Witten’s recursion formula for supersymmetric moduli
space.
2. Simple recursion formula and Laplace Transform for usual
Mirzakhani Volume
2.1. A Simple recursion formula for Vg,n. First, we will give a proof for The-
orem 1.1 with L1, . . . , Ln ∈ R.
Proof. We extend the domain for Vg,n to L1 ∈ S := {z ∈ C| − 2π < Imz <
2π}. From Mirzakhani’s formula (1.6), one sees that all Vg,n’s are holomorphic
functions in the region L1 ∈ S, if regards Li ∈ R as constants. In addition, they are
even functions in each variable. Moreover, for L ∈ R, the limit limb→2π−
∂
∂L((L +
bi)Vg,n(L + bi)) equals to the principal value of the right hand side of (1.6) with
half of some residue at x = L1 − y as well as x = L1 ± Lj . The limit exists,
hence L1Vg,n(L1) as well as its derivative by L1 are finite when ImL1 → 2π−, and
ImL1 → −2π+ for the same reason.
For L,L2, . . . , Ln ∈ R, integrate (1.6) by L1 from L−2πi to L+2πi. Notice that
H(x, L) has only simple poles, thus the double integral over L and x is finite. By
Fubini’s theorem, we can swap the integrals:
(L+ 2πi)Vg,n(L+ 2πi, L2, . . . , Ln)− (L − 2πi)Vg,n(L− 2πi, L2, . . . , Ln)
=
1
2
∫ ∞
0
∫ ∞
0
Vg−1,n+1(x, y, L2, . . . , Ln)h(x+ y, L)xydxdy
+
∑
g1+g2=g
I⊔J={2,...,n}
1
2
∫ ∞
0
∫ ∞
0
Vg1,|I|+1(x, LI)Vg2,|J|+1(x, LJ )h(x+ y, L)xydxdy
+
1
2
n∑
j=2
∫ ∞
0
Vg,n−1(x, L2, . . . , Lˆj, . . . , Ln)(h(x, L + Lj) + h(x, L − Lj))xdx,
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where I(x, L) :=
∫ L+2πi
L−2πi
H(x, L1)dL1. What we need to show is that I(x, L) =
4πiθ(|L| − x) in the considered domain, where θ is the heaviside function.
Indeed,
I(x, L) =
∫ L+2πi
L−2πi
H(x, L1)dL1
z=eL1/2
==
∫
CL
(
1
1 + ex/2z
+
z
z + ex/2
)
2dz
z
= 2
∫
CL
(
1
z + ex/2
−
1
z + e−x/2
+
1
z
)
dz
=


4πi, |x| < |L|,
0, x > |L|,
8πi, x < −|L|,
where CL is a circle in complex plane |z| = |L|.
Then I(x, L) = 4πiθ(|L| − x) under the restriction x > 0. Thus we obtain
(L1 + 2πi)Vg,n(L1 + 2πi, L2, . . . , Ln)− (L1 − 2πi)Vg,n(L1 − 2πi, L2, . . . , Ln)
4πi
=
1
2
∫∫
x,y≥0
x+y≤|L1|
Vg−1,n+1(x, y, L2, . . . , Ln)xydxdy
+
1
2
∑
g1+g2=g
I⊔J={2,...,n}
∑∫∫
x,y≥0
x+y≤|L1|
Vg1,n1(x, LI)Vg2,n2(y, LJ)xydxdy
+
1
2
n∑
j=2
(∫ |L1+Lj |
0
+
∫ |L1−Lj|
0
)
Vg,n−1(x, L2, . . . , Lˆj , . . . , Ln)xdx.
(2.1)
Since Vg,n’s are even functions, we can eliminate all the absolute value symbols,
which means (1.1) holds for all real Li’s. 
The following statement shows the polynomiality for Vg,n, and extend the domain
for formula (1.1) to Li ∈ C.
Proposition 2.1. We have the following:
(i) L1Vg,n(L1) is holomorphic for L1 ∈ C.
(ii) Vg,n is a polynomial.
(iii) Equation (1.1) holds for any Li ∈ C.
Proof. Use induction by 2g + n. Suppose the conclusions holds for all (g′, n′) such
that 2g′ + n′ < 2g + n, we want to show them for (g, n).
From (1.6) as well as the initial conditions V1,1, V0,3, one concludes that all
Vg,n’s have polynomial growth along Li ∈ R. We also know that L1Vg,n(L1) is
holomorphic for L1 ∈ S, has finite limit as L1 → ∂S, and the limit for its derivative
is also finite. We can then extend the domain for L1Vg,n(L1) to S¯.
The right hand side of (1.1) is a polynomial, hence there exists a polynomial
function which is a solution for Vg,n in (1.1), denoted by V¯g,n. Define V˜ (L1) :=
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L1(V¯g,n − Vg,n). It is holomorphic for L1 ∈ S, and also satisfies:
(2.2) V˜ (L1 + 2πi) = V˜ (L1 − 2πi),
for L1 ∈ R.
Thus by defining V˜ (L1+4πi) = V˜ (L1), we can extend its domain to L1 ∈ C. It is
continuous, and holomorphic for each stripe (4k−2)π < ImL1 < (4k+2)π. Morera’s
theorem shows that V˜ is holomorphic for the entire complex plane. Moreover, it
has polynomial growth along L1 ∈ R, thus one can prove that L1(V¯g,n−Vg,n) could
only be zero function, i.e., Vg,n = V¯g,n is a polynomial.
Since the formula (1.1) - which consists only polynomials and integrals over
polygonal regions - holds for Li ∈ R, it holds for any Li ∈ C. 
Remark 2.2. Under the proposition 2.1, all Vg,n’s are uniquely determined.
The following relationship found by Do and Norbury[2] is indeed a special case
of formula (1.1) ar L1 = 0.
Corollary 2.3. Vg,n satisfies the following relationship:
(2.3) Vg,n(2πi, L2, . . . , Ln) =
n∑
j=2
∫ Lj
0
LkVg,n−1(L2, . . . , Ln)dLk.
2.2. Laplace transform for Mirzakhani Volume. It is a known idea to apply
discrete Laplace transform to the Catalan recursion[3] or the Hurwitz recursion[9].
In this section, we will consider the Laplace transform for Vg,n case, while instead
of a discrete Laplace transform, a continuous one will be considered.
Definition 2.4. We define the Laplace transform for Mirzakhani’s Volume
Vg,n(L1, . . . , Ln):
(2.4) FVg,n(t1, . . . , tn) =
∫ ∞
0
· · ·
∫ ∞
0
Vg,n(L1, . . . , Ln)e
−L1t1 . . . e−LntndL1 . . . dLn.
Since Vg,n’s are even polynomials, by property of Laplace transform, one has:
Proposition 2.5. The volume function’s Laplace transform FVg,n(t1, . . . , tn) is an
odd polynomial over t−11 , . . . , t
−1
n .
The following theorem suggests that the Laplace transform indeed satisfies a
recursion formula.
Theorem 2.6. The Laplace transform FVg,n satisfies the following recursion for-
mula:
− t1
∂
∂t1
FVg,n(t1, . . . , tn)
= Prt1

π ∂2∂u∂v FVg−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
sin 2πt1
−
n∑
j=2
(
2πtj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
(t2j − t
2
1) sin 2πt1
)
+
∑
g1+g2=g
I⊔J={2,...,n}
π ∂∂t1Fg1,|I|+1(t1, tI)
∂
∂t1
Fg2,|J|+1(t1, tJ)
sin 2πt1

 ,
(2.5)
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where Prt1 denotes the principal part of its Laurent series at t1 = 0.
Remark 2.7. We have initial conditions:
FV1,1(t1) =
1
24t31
+
π2
12t1
,
FV0,3(t1, t2, t3) =
1
t1t2t3
.
(2.6)
The fact that FVg,n’s are odd functions implies that F
V
g,n’s as polynomials over t
−1
i
have zero constant terms. Thus, our recursion formula can uniquely determine all
FVg,n’s. Polynomiality for F
V
g,n’s are guaranteed by the operation of taking principal
part.
Before proving the theorem, we need some facts in analysis:
Lemma 2.8. For x, t in the region Re(x),Re(t) ∈ R≥0, the following integrals can
expand into series:∫ ∞
0
e−ltdl
1 + e(x+l)/2
= −
∞∑
k=1
(−1)ke−xk/2
t+ k2
,(2.7a)
∫ ∞
0
e−ltdl
1 + e(x−l)/2
=
2πe−tx
sin 2πt
−
∞∑
k=1
(−1)ke−xk/2
t− k2
, t /∈
1
2
Z.(2.7b)
Proof. Formula (2.7a) can be verified in a straightforward way:∫ ∞
0
e−ltdl
1 + e(x+l)/2
= −
∫ ∞
0
e−lt
∞∑
k=1
(−1)k
(
e−(x+l)/2
)k
dl
=−
∞∑
k=1
(−1)ke−xk/2
∫ ∞
0
e−(t+k/2)ldl = −
∞∑
k=1
(−1)ke−xk/2
t+ k2
.
The summations as well as the integrals appeared above converge absolutely,
so they are interchangeable. In the following steps, when we swap the order of
summations/integrals, one can always verify the absolute convergence.
For formula (2.7b), suppose n2 ≤ Re(t) <
n+1
2 , we will using induction by n.
First, for the case n = 0, i.e., 0 ≤ Re(t) < 12 , we split the integral into two parts:
(2.8)
∫ ∞
0
e−ltdl
1 + e(x−l)/2
=
∫ ∞
−∞
e−ltdl
1 + e(x−l)/2
−
∫ 0
−∞
e−ltdl
1 + e(x−l)/2
.
For the first part,∫ ∞
−∞
e−ltdl
1 + e(x−l)/2
z= x−l
2== 2e−tx
∫ ∞
−∞
e2tz
1 + ez
dz
=2e−tx lim
r→+∞
1
1− e4πit
∫
Cr
e2tz
1 + ez
dz
=2e−tx
−2πiResz=πi
e2tz
1+ez
1− e4πit
= 2e−tx
−2πie2πit
1− e4πit
=
2πe−tx
sin 2πt
,
where Cr denotes a rectangular path −r → r → r + 2πi→ −r + 2πi→ −r.
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Figure 1. The graph for path Cr when r = 5.
For the second part,∫ 0
−∞
e−ltdl
1 + e(x−l)/2
=
∫ ∞
0
eltdl
1 + e(x+l)/2
= −
∫ ∞
0
elt
∞∑
k=1
(−1)k
(
e−(x+l)/2
)k
dl
=−
∞∑
k=1
(−1)ke−xk/2
∫ ∞
0
e−(k/2−t)ldl =
∞∑
k=1
(−1)ke−xk/2
t− k2
.
If the formula (2.7b) holds for the case n − 1, the case n will also hold due to
the following steps:∫ ∞
0
e−ltdl
1 + e(x−l)/2
= e−x/2
∫ ∞
0
e−l(t−
1
2
)e
x−l
2 dl
1 + e(x−l)/2
= e−x/2
(∫ ∞
0
e−l(t−
1
2
)dl −
∫ ∞
0
e−l(t−
1
2
)dl
1 + e(x−l)/2
)
= e−x/2
(
1
t− 12
−
2πe−(t−
1
2
)x
sin 2π(t− 12 )
+
∞∑
k=1
(−1)ke−xk/2
t− k+12
)
=
2πe−tx
sin 2πt
−
∞∑
k=1
(−1)ke−xk/2
t− k2
.
Therefore, by mathematical induction, formula (2.7b) holds for all Re(t) ≥ 0, t /∈
1
2Z. 
The following lemma is a generalization of Lemma 2.8.
Lemma 2.9. For x, t1, t2 in the region Re(x),Re(t1),Re(t2) ∈ R≥0, the following
expansions for integrals hold:∫ ∞
0
∫ ∞
0
e−l1t1e−l2t2dl1dl2
1 + e(x+l1+l2)/2
= −
∞∑
k=1
(−1)ke−xk/2
(t1 +
k
2 )(t2 +
k
2 )
,(2.9a)
∫ ∞
0
∫ ∞
0
e−l1t1e−l2t2dl1dl2
1 + e(x−l1+l2)/2
=
2πe−xt1
(t1 + t2) sin 2πt1
−
∞∑
k=1
(−1)ke−xk/2
(t1 −
k
2 )(t2 +
k
2 )
,(2.9b)
∫ ∞
0
∫ ∞
0
e−l1t1e−l2t2dl1dl2
1 + e(x+l1−l2)/2
=
2πe−xt2
(t1 + t2) sin 2πt2
−
∞∑
k=1
(−1)ke−xk/2
(t1 +
k
2 )(t2 −
k
2 )
,(2.9c)
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(2.9d)
∫ ∞
0
∫ ∞
0
e−l1t1e−l2t2dl1dl2
1 + e(x−l1−l2)/2
=
2π
t1 − t2
(
e−xt2
sin 2πt2
−
e−xt1
sin 2πt1
)
−
∞∑
k=1
(−1)ke−xk/2
(t1 −
k
2 )(t2 −
k
2 )
.
The proof is similar to the previous one.
The next lemma aims at dealing with infinite sums from the previous lemmas
that will occur in our proof for Theorem 2.6.
Lemma 2.10. (i) For any p ∈ N,
(2.10)
∞∑
k=−∞
k 6=0
(−1)k
t− k2
·
(
2
k
)p
= Holt
(
2π
tp sin 2πt
)
,
where Holt denotes the holomorphic part of its Laurent series at t = 0.
(ii) If f(x) is an even polynomial, then
(2.11)
∞∑
k=1
(−1)k2t
t2 − (k/2)2
f
(
2
k
)
= Holt
(
2π
sin 2πt
f
(
1
t
))
.
Proof. It is a well-known formula that
(2.12)
∞∑
k=−∞
1
t+ k
= π cotπt.
Therefore,
∞∑
k=−∞
(−1)k
t− k2
= 2
∞∑
k=−∞
1
t+ k
−
∞∑
k=−∞
2
2t+ k
=2π(cotπt− cot 2πt) =
2π
sin 2πt
.
(2.13)
By equation (2.13),
∑
k 6=0
(−1)k
t− k2
·
(
2
k
)p
=
∑
k 6=0
(−1)k
t− k2
·
(
1
t
)p
+
∑
k 6=0
(−1)k
t− k2
·
((
2
k
)p
−
(
1
t
)p)
=
∑
k 6=0
(−1)k
t− k2
·
(
1
t
)p
+
∑
k 6=0
(−1)k
tp −
(
k
2
)p
t− k2
·
(
2
kt
)p
=
1
tp
(
2π
sin 2πt
−
1
t
)
+
p−1∑
i=0
1
ti
∑
k 6=0
(−1)k
(
2
k
)p−i
=
1
tp
(
2π
sin 2πt
−
1
t
)
+
p∑
i=2
i even
−4(2i−1 − 1)ζ(i)
tp−i
.
(2.14)
The left hand side of equation (2.14) is holomorphic at t = 0. Moreover, the
second term in the right hand side of equation (2.14) contains only the principal
part. Therefore, the left hand side of equation (2.14) is indeed the holomorphic
part of 2πtp sin 2πt .
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For part (ii) of the lemma, just notice that if p is even, part (i) implies
(2.15)
∞∑
k=1
(−1)k2t
t2 − (k/2)2
(
2
k
)p
= Holt
(
2π
tp sin 2πt
)
.

Using these lemmas, we will now prove Theorem 2.6.
Proof. Multiply both sides of Mirzakhani’s recursion formula (1.6) with
e−L1t1 . . . e−Lntn
and integrate by L1, . . . , Ln from 0 to ∞, then the left hand side equals to∫ ∞
0
· · ·
∫ ∞
0
(∫ ∞
0
∂
∂L1
(L1Vg,n(L1, . . . , Ln)) e
−L1t1 . . . e−LntndL1
)
dL2 . . . dLn
=
∫ ∞
0
· · ·
∫ ∞
0
(
−t1
∂
∂t1
∫ ∞
0
Vg,n(L1, . . . , Ln)e
−L1t1 . . . e−LntndL1
)
dL2 . . . dLn
=− t1
∂
∂t1
FVg,n(t1, . . . , tn).
The right hand side consists of three terms. We will calculate them separately.
For the first term:
1
2
∫ ∞
0
· · ·
∫ ∞
0
(∫ ∞
0
e−L1t1H(x+ y, L1)dL1
)
Vg−1,n+1(x, y, L2, . . . , Ln)xye
−L2t2 . . . e−LntndxdydL2 . . . dLn
=
1
2
∫ ∞
0
· · ·
∫ ∞
0
(
2πe−t1(x+y)
sin 2πt1
−
∞∑
k=1
2(−1)kt1e
−(x+y)k/2
t21 − (k/2)
2
)
Vg−1,n+1(x, y, L2, . . . , Ln)xye
−L2t2 . . . e−LntndxdydL2 . . . dLn
=
π ∂
2
∂u∂v F
V
g−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
sin 2πt1
−
∞∑
k=1
(−1)kt1
t21 − (k/2)
2
∂2
∂u∂v
FVg−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v= k
2
=
π ∂
2
∂u∂v F
V
g−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
sin 2πt1
−Holt1

π ∂2∂u∂v FVg−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
sin 2πt1


=Prt1

π ∂2∂u∂v FVg−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
sin 2πt1

 .
For the second term:
1
2
∫ ∞
0
· · ·
∫ ∞
0
(∫ ∞
0
e−L1t1H(x+ y, L1)dL1
)
Vg1,|I|+1(x, LI)
Vg2,|J|+1(y, LJ)xye
−L2t2 . . . e−LntndxdydL2 . . . dLn
SIMPLE RECURSION FOR MIRZAKHANI & SUPER EXTENSION 11
=
1
2
∫ ∞
0
· · ·
∫ ∞
0
(
2πe−t1(x+y)
sin 2πt1
−
∞∑
k=1
2(−1)kt1e
−(x+y)k/2
t21 − (k/2)
2
)
Vg1,|I|+1(x, LI)xe
−LI ·tI
Vg2,|J|+1(y, LJ)ye
−LJ ·tJdxdLIdydLJ
=
π ∂∂t1Fg1,|I|+1(t1, tI)
∂
∂t1
Fg2,|J|+1(t1, tJ )
sin 2πt1
−
∞∑
k=1
(−1)kt1
t21 − (k/2)
2
∂
∂t
Fg1,|I|+1(t, tI)
∂
∂t
Fg2,|J|+1(t, tJ)
∣∣∣∣
t=
k
2
=
π ∂∂t1Fg1,|I|+1(t1, tI)
∂
∂t1
Fg2,|J|+1(t1, tJ )
sin 2πt1
−Holt1
(
π ∂∂t1Fg1,|I|+1(t1, tI)
∂
∂t1
Fg2,|J|+1(t1, tJ)
sin 2πt1
)
=Prt1
(
π ∂∂t1Fg1,|I|+1(t1, tI)
∂
∂t1
Fg2,|J|+1(t1, tJ)
sin 2πt1
)
.
For the third term:
1
2
∫ ∞
0
· · ·
∫ ∞
0
(∫ ∞
0
∫ ∞
0
e−L1t1−Ljtj (H(x, L1 + Lj) +H(x, L1 − Lj))dL1dLj
)
Vg,n−1(x, L2, . . . , Lˆj, . . . , Ln)xe
−L2t2 . . . ˆe−Ljtj . . . e−LntndxdL2 . . . dˆLj . . . dLn
=
1
2
∫ ∞
0
· · ·
∫ ∞
0
(
4πtje
−xt1
(t2j − t
2
1) sin 2πt1
+
4πt1e
−xtj
(t21 − t
2
j) sin 2πtj
−
∞∑
k=1
4(−1)kt1tje
−xk/2
(t21 − (k/2)
2)(t2j − (k/2)
2)
)
Vg,n−1(x, L2, . . . , Lˆj, . . . , Ln)xe
−L2t2 . . . ˆe−Ljtj . . . e−LntndxdL2 . . . dˆLj . . . dLn
=
1
2
∫ ∞
0
· · ·
∫ ∞
0
(
4πtje
−xt1
(t2j − t
2
1) sin 2πt1
+
4πt1e
−xtj
(t21 − t
2
j) sin 2πtj
−
∞∑
k=1
(
4(−1)kt1tje
−xk/2
(t2j − t
2
1)(t
2
1 − (k/2)
2)
+
4(−1)kt1tje
−xk/2
(t21 − t
2
j)(t
2
j − (k/2)
2)
))
Vg,n−1(x, L2, . . . , Lˆj, . . . , Ln)xe
−L2t2 . . . ˆe−Ljtj . . . e−LntndxdL2 . . . dˆLj . . . dLn
=−
2πtj
∂
∂t1
FVg,n−1(t1, . . . , tˆj, . . . , tn)
(t2j − t
2
1) sin 2πt1
−
2πt1
∂
∂tj
FVg,n−1(t2, . . . , tn)
(t21 − t
2
j) sin 2πtj
+
∞∑
k=1
4(−1)kt1tj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
∣∣∣
t1=
k
2
(t2j − t
2
1)(t
2
1 − (k/2)
2)
+
∞∑
k=1
4(−1)kt1tj
∂
∂tj
FVg,n−1(t2, . . . , tn)
∣∣∣
tj=
k
2
(t21 − t
2
j )(t
2
j − (k/2)
2)
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=
2πtj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
(t21 − t
2
j ) sin 2πt1
−
2πt1
∂
∂tj
FVg,n−1(t2, . . . , tn)
(t21 − t
2
j ) sin 2πtj
−
1
(t21 − t
2
j)
(
Holt1
(
2πtj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
sin 2πt1
)
−Holtj
(
2πt1
∂
∂tj
FVg,n−1(t2, . . . , tn)
sin 2πtj
))
=
1
(t21 − t
2
j)
(
Prt1
(
2πtj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
sin 2πt1
)
−Prtj
(
2πt1
∂
∂tj
FVg,n−1(t2, . . . , tn)
sin 2πtj
))
=Prt1
(
2πtj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
(t21 − t
2
j) sin 2πt1
)
,
where the last step is due to
(2.16) Prt
(
st−2k
s2 − t2
)
=
st−2k − ts−2k
s2 − t2
.
The summations and integrals above are commutable, since Vg,n’s are polynomi-
als, while the series in summations vanish exponentially, thus the summations and
integrals converge absolutely. 
Another type of transform WVg,n is known in previous researches by Eynard and
Orantin[4]. WVg,n and F
V
g,n satisfies the following relationship:
(2.17) WVg,n(t1, . . . , tn) =
(−1)n∂n
∂t1 . . . ∂tn
FVg,n(t1, . . . , tn).
Moreover, for (g, n) = (0, 2), one defines additionally
(2.18) W0,2(t1, t2) =
1
(t1 − t2)2
.
Function Wg,n’s are known for topological recursion. From Theorem 2.6, the
topological recursion formula can be verified directly.
Corollary 2.11. The alternative Laplace transform WVg,n satisfies the topological
recursion formula:
WVg,n(t1, . . . , tn) = Ress=0
π
(t21 − s
2) sin 2πs
(
WVg−1,n+1(s,−s, t2, . . . , tn)
+
∑
g1+g2=g
I⊔J={2,...,n}
WVg1,|I|+1(s, tI)W
V
g2,|J|+1
(−s, tJ)

 .
(2.19)
Proof. Notice that:
(2.20) Ress=0
f(s)
t2 − s2
=
1
t
Prtf(t),
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for any even-order Laurent series f(t).
Therefore, we just need to prove that
Wg,n(t1, . . . , tn) =
1
t1
Prt1
(
πWg−1,n+1(t1,−t1, t2, . . . , tn)
sin 2πt1
+
∑
I⊔J={2,...,n}
g1+g2=g
πWg1,n1(t1, tI)Wg2,n2(−t1, tJ)
sin 2πt1

 .
(2.21)
In fact,
Wg,n(t1, . . . , tn)
= (−1)n−1
∂n−1
∂t2 . . . ∂tn

 1
t1
Prt1

π ∂2∂u∂v FVg−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
sin 2πt1
−
n∑
j=2
(
2πtj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
(t2j − t
2
1) sin 2πt1
)
+
∑
g1+g2=g
I⊔J={2,...,n}
π ∂∂t1Fg1,|I|+1(t1, tI)
∂
∂t1
Fg2,|J|+1(t1, tJ)
sin 2πt1



 .
(2.22)
One can see easily
(−1)n−1∂n−1
∂t2 . . . ∂tn
Prt1

π ∂2∂u∂v FVg−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
sin 2πt1


=Prt1
(
πWg−1,n+1(t1,−t1, t2, . . . , tn)
sin 2πt1
)
,
(2.23)
and
(−1)n−1∂n−1
∂t2 . . . ∂tn
Prt1
(∑ π ∂∂t1Fg1,n1(t1, tI) ∂∂t1Fg2,n2(t1, tJ)
sin 2πt1
)
=Prt1

 ∑
(gi,ni) 6=(0,2)
πWg1,n1(t1, tI)Wg2,n2(−t1, tJ )
sin 2πt1

 .
(2.24)
For the rest terms, one have
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−
(−1)n−1∂n−1
∂t2 . . . ∂tn
n∑
j=2
Prt1
(
2πtj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
(t2j − t
2
1) sin 2πt1
)
=
n∑
j=2
Prt1

π
(
∂
∂tj
−2tj
t2j−t
2
1
)(
(−1)n−1∂n−1
∂t1...∂tˆj ...∂tn
FVg,n−1(t1, . . . , tˆj , . . . , tn)
)
sin 2πt1


=
n∑
j=2
Prt1
(
π (W0,2(t1, tj) +W0,2(−t1, tj))Wg,n−1(t1, . . . , tˆj , . . . , tn)
sin 2πt1
)
= Prt1

 ∑
(g1,n1)=(0,2)or
(g2,n2)=(0,2)
πWg1,n1(t1, tI)Wg2,n2(−t1, tJ)
sin 2πt1

 .
(2.25)

2.3. Laplace Transform for simple Recursion Formula. Our goal for this
section is giving the Laplace transform for our alternative recursion formula (1.1).
Moreover, we will see that this formula is indeed equivalent to the recursion formula
obtained in section 2.2.
Theorem 2.12. The Laplace transform for recursion formula (1.1) is
− Prt1
sin 2πt1
2π
∂
∂t1
FVg,n(t1, . . . , tn)
=
∂2
∂u∂v F
V
g−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
2t1
−
n∑
j=2
1
t2j − t
2
1
(
tj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
t1
−
t1
∂
∂tj
FVg,n−1(t2, . . . , tn)
tj
)
+
∑
g1+g2=g
I⊔J={2,...,n}
∂
∂t1
Fg1,|I|+1(t1, tI)
∂
∂t1
Fg2,|J|+1(t1, tJ)
2t1
.
(2.26)
The following lemma is necessary for proving Theorem 2.26.
Lemma 2.13. We have the following Laplace transform formula:
(2.27)
∫ ∞
0
(
(L+ ǫi)2k−1 − (L− ǫi)2k−1
2ǫi
)
e−tLdL = Prt
(
(2k − 1)!
sin ǫt
ǫ
t−2k
)
.
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Proof. We expand both sides:
∫ ∞
0
(
(L+ ǫi)2k−1 − (L− ǫi)2k−1
2ǫi
)
e−tLdL
=
∫ ∞
0

k−1∑
j=0
(
2k − 1
2j
)
L2j(ǫi)2(k−j−1)

 e−tLdL
=
k−1∑
j=0
(
2k − 1
2j
)
(2j)!(ǫi)2(k−j−1)t−2j−1 = (2k − 1)!t−2k
k−1∑
j=0
(ǫi)2(k−j−1)t2k−2j−1
(2k − 2j − 1)!
=(2k − 1)!t−2k
k−1∑
j=0
(−1)j(ǫt)2j+1
ǫ(2j + 1)!
= Prt
(
(2k − 1)!
sin ǫt
ǫ
t−2k
)
.
(2.28)

Remark 2.14. If one takes the limit ǫ→ 0, the formula (2.27) converges to
(2.29)
∫ ∞
0
∂
∂L
(
L2k−1
)
e−tLdL = (2k − 1)!t · t−2k,
which is an instant corollary of derivative rule for Laplace transform.
Now we will prove Theorem 2.12.
Proof. We multiply both sides of (1.1) with e−L1t1−···−Lntn and integrate from 0
to ∞ by L1, . . . , Ln. Using Lemma 2.13 for ǫ = 2π, the left hand side will be
∫ ∞
0
· · ·
∫ ∞
0


(L1 + 2πi)Vg,n(L1 + 2πi, L2, . . . , Ln)
− (L1 − 2πi)Vg,n(L1 − 2πi, L2, . . . , Ln)
4πi


· e−L1t1−···−LntndL1 . . . dLn
=Prt1
(
sin 2πt1
2π
∫ ∞
0
· · ·
∫ ∞
0
(L1Vg,n(L1, . . . , Ln)) e
−L1t1−···−LntndL1 . . . dLn
)
=− Prt1
sin 2πt1
2π
∂
∂t1
FVg,n(t1, . . . , tn).
(2.30)
The first term of the right hand side will be∫ ∞
0
· · ·
∫ ∞
0
(
1
2
∫∫
x,y≥0
x+y≤L1
Vg−1,n+1(x, y, L2, . . . , Ln)xydxdy
)
· e−L1t1−···−LntndL1 . . . dLn
=
1
2
∫ ∞
0
· · ·
∫ ∞
0
(∫ ∞
x+y
e−t1L1dL1
)
Vg−1,n+1(x, y, L2, . . . , Ln)
e−t2L2−···−tnLnxydxdydL2 . . . dLn
=
1
2
∫ ∞
0
· · ·
∫ ∞
0
e−t1(x+y)
t1
Vg−1,n+1(x, y, L2, . . . , Ln)
e−t2L2−···−tnLnxydxdydL2 . . . dLn
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=
∂2
∂u∂v F
V
g−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
2t1
.
The second term will work due to a similar reason.
Move on to the third term. We notice that L1−Lj can be replace by |L1 −Lj|,
since xVg,n−1(x) has only odd-order terms. Denote
S+ := { (L1, Lj, x) ∈ R
3
+
∣∣ x < L1 + Lj},
S− := { (L1, Lj, x) ∈ R
3
+
∣∣ x < |L1 − Lj |}.(2.31)
Then for any x > 0,
Sx+ := { (L1, Lj)| (L1, Lj, x) ∈ S+} = { (L1, Lj) ∈ R
2
+
∣∣L1 + Lj > x},
Sx− := { (L1, Lj)| (L1, Lj, x) ∈ S−}
={ (L1, Lj) ∈ R
2
+
∣∣L1 > Lj + x} ∪ { (L1, Lj) ∈ R2+∣∣Lj > L1 + x}.
(2.32)
Followed by a direct calculation:
(∫∫
Sx
+
+
∫∫
Sx−
)
e−L1t1−LjtjdL1dLj =
t1e
−tjx − tje
−t1x
t1tj(t1 − tj)
+
t1e
−tjx + tje
−t1x
t1tj(t1 + tj)
=
2t1e
−tjx
tj(t21 − t
2
j)
−
2tje
−t1x
t1(t21 − t
2
j)
.
(2.33)
Therefore∫ ∞
0
· · ·
∫ ∞
0
(
1
2
(∫ L1+Lj
0
+
∫ L1−Lj
0
)
Vg,n−1(x, L2, . . . , Lˆj , . . . , Ln)xdx
)
· e−L1t1−···−LntndL1 . . . dLn
=
∫ ∞
0
· · ·
∫ ∞
0
(
1
2
(∫∫
S+
+
∫∫
S−
)
e−
∑n
l=1 tlLl
· Vg,n−1(x, L2, . . . , Lˆj , . . . , Ln)xdxdL1dLj
)
dL2 . . . dˆLj . . . dLn
=
∫ ∞
0
· · ·
∫ ∞
0
(
1
2
(∫∫
Sx
+
+
∫∫
Sx−
)
e−L1t1−LjtjdL1dLj
)
· Vg,n−1(x, L2, . . . , Lˆj , . . . , Ln)e
−
∑
l 6=1,j tlLlxdxdL2 . . . dˆLj . . . dLn
=
∫ ∞
0
· · ·
∫ ∞
0
(
t1e
−tjx
tj(t21 − t
2
j )
−
tje
−t1x
t1(t21 − t
2
j )
)
Vg,n−1(x, L2, . . . , Lˆj , . . . , Ln)
· e−
∑
l 6=1,j tlLlxdxdL2 . . . dˆLj . . . dLn
=
1
t21 − t
2
j
(
tj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
t1
−
t1
∂
∂tj
FVg,n−1(t2, . . . , tn)
tj
)
.

We proved that equation (1.6) implies equation (1.1) in section 2.1. It seems
difficult to give a straightforward prove in the opposite direction. However, if we
looking at their Laplace transform (2.5) and (2.26), we can prove the following
result directly.
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Theorem 2.15. Recursion formula (2.5) and (2.26) are equivalent.
Proof. We will only give the proof from (2.26) to (2.5). The other direction is much
the same.
Consider the region T = {|t1| < |tj |, j ≥ 2; |t1| < 2π}. In this region, equation
(2.26), along with the fact
(2.34) Prt
st−(2k+1)
s2 − t2
=
st−(2k+1) − ts−(2k+1)
s2 − t2
,
implies that the function of t1 below
sin 2πt1
∂
∂t1
FVg,n(t1, . . . , tn)
+
π ∂
2
∂u∂v F
V
g−1,n+1(u, v, t2, . . . , tn)
∣∣
u=v=t1
t1
−
n∑
j=2
(
2πtj
∂
∂t1
FVg,n−1(t1, . . . , tˆj , . . . , tn)
(t2j − t
2
1)t1
)
+
∑
g1+g2=g
I⊔J={2,...,n}
π ∂∂t1Fg1,|I|+1(t1, tI)
∂
∂t1
Fg2,|J|+1(t1, tJ)
t1
(2.35)
has only terms of non-negative degree as a Laurent series around t1 = 0. That
is, t1 = 0 has a Taylor series at the origin, hence it is holomorphic at the origin.
Moreover, any point t1 ∈ T \{0} is a holomorphic point too. Hence it is holomorphic
in this region.
Since 2πt1sin 2πt1 is also holomorphic in this region, its product with (2.35) has the
same property. This implies (2.5) holds for all t1 ∈ T . However, each side of (2.26)
is a polynomial with finite may terms over t−11 ,. . . , t
−1
n , hence (2.5) holds for all
t1, . . . , tn ∈ C. 
Theorem 2.15 completes the proof for Theorem 1.1.
The leading terms of the volume function Vg,n’s, as we will see, satisfy an even
simpler formula.
Corollary 2.16. Denote VMg,n as the highest order term for Vg,n. Then V
M
g,n satisfies
the following recursion formula:
∂
∂L1
(L1V
M
g,n(L1, L2, . . . , Ln))
=
1
2
∫∫
x,y≥0
x+y≤L1
VMg−1,n+1(x, y, L2, . . . , Ln)xydxdy
+
1
2
∑
g1+g2=g
I⊔J={2,...,n}
∑∫∫
x,y≥0
x+y≤L1
VMg1,n1(x, LI)V
M
g2,n2(y, LJ)xydxdy
+
1
2
n∑
j=2
(∫ L1+Lj
0
+
∫ L1−Lj
0
)
VMg,n−1(x, L2, . . . , Lˆj, . . . , Ln)xdx.
(2.36)
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Proof. For a polynomial P (x), The highest order term for P (x+a)−P (x−a)2a is P
′(x),
thus the highest order term for the left hand side of (1.1) is
∂
∂L1
(L1V
M
g,n(L1, L2, . . . , Ln)).
Moreover, a straightforward calculation suggests that∫∫
x,y>0
x+y≤t
xaybdxdy =
a!b!
(a+ b+ 2)!
ta+b+2,
∫ s+t
0
+
∫ s−t
0
xadx =
(s+ t)a+1 + (s− t)a+1
a+ 1
.
Therefore, the highest order terms for the right hand side of (1.1) are contributed
only by the highest order terms for Vg−1,n+1, Vg1,n1 , Vg2,n2 and Vg,n−1 that appear
in the integral; On the other hand, these terms contribute to only the highest order
terms as well.
It is easy to see that all the terms in (2.36) have order 6g + 2n − 6, therefore
the highest order part for each term is indeed the highest order part for the entire
formula. 
Remark 2.17. Mirzakhani’s article mentions that the leading term of∫∫
x,y>0
H(x+ y, t)xaybdxdy
equals to
a!b!
(a+ b+ 2)!
ta+b+2,
which agrees with our result. It implies that the same result will appear if we take
the leading terms of original formula (1.6).
The following corollary is for top intersection numbers of ψ classes. Recall that
the volume function Vg,n and the intersection number 〈τα1 , . . . , ταn〉g are related
by[8]
(2.37) VMg,n(L1, . . . , Ln) =
∑
∑
αi=3g−3+n
〈τα1 , . . . , ταn〉g
2
∑
αi
∏
αi!
∏
L2αii .
From this relationship, equation (2.36) implies a familiar result - the DVV
identity[1]:
Corollary 2.18. The top intersection numbers of ψ classes satisfy a Virasoro
equation, namely,
(2α1 + 1)!!〈τα1 , . . . , ταn〉g
=
1
2
∑
ν+µ=α1−2
(2ν + 1)!!(2µ+ 1)!!(〈τµ, τν , τα2 , . . . , ταn〉g−1
+
∑
I⊂{2,...,n}
〈τν , τI〉g1〈τµ, τIC 〉g2)
+
n∑
j=2
(2(α1 + αj)− 1)!!
(2αj − 1)!!
〈τα1+αj−1, τα2 , . . . , τˆαj , . . . , ταn〉g.
(2.38)
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Proof. Consider the coefficients for L2α11 . . . L
2αn
n in equation (2.36). The left hand
side reads
(2.39)
(2α1 + 1)〈τα1 , . . . , ταn〉g
2
∑
αi
∏
αi!
= (2α1 + 1)!!〈τα1 , . . . , ταn〉g
1
(2α1 − 1)!!23g−3+n
∏
αi
.
The first term for the right hand side:
1
2
∑
ν+µ=α1−2
(2ν + 1)!(2µ+ 1)!
(2α1)!
〈τν , τµ, τα2 , . . . , ταn〉g−1
2
∑
αi−2
∏
αi!
α1!
ν!µ!
=
1
2
∑
ν+µ=α1−2
(2ν + 1)!(2µ+ 1)!
(2α1)!
〈τν , τµ, τα2 , . . . , ταn〉g−1
2
∑
αi
∏
αi!
(2α1)!!
(2ν)!!(2µ)!!
=
(
1
2
∑
ν+µ=α1−2
(2ν + 1)!!(2µ+ 1)!!〈τµ, τν , τα2 , . . . , ταn〉g−1
)
·
1
(2α1 − 1)!!23g−3+n
∏
αi
.
The second term for the right hand side:
1
2
∑
ν+µ=α1−2
(2ν + 1)!(2µ+ 1)!
(2α1)!
∑
I⊂{2,...,n}〈τν , τI〉g1〈τµ, τIC 〉g2
2
∑
αi−2
∏
αi!
α1!
ν!µ!
=
1
2
∑
ν+µ=α1−2
(2ν + 1)!(2µ+ 1)!
(2α1)!
∑
I⊂{2,...,n}〈τν , τI〉g1〈τµ, τIC 〉g2
2
∑
αi
∏
αi!
(2α1)!!
(2ν)!!(2µ)!!
=

1
2
∑
ν+µ=α1−2
(2ν + 1)!!(2µ+ 1)!!

 ∑
I⊂{2,...,n}
〈τν , τI〉g1〈τµ, τIC 〉g2




·
1
(2α1 − 1)!!23g−3+n
∏
αi
.
The last term for the right hand side:
n∑
j=2
〈τα1+αj−1, τα2 , . . . , τˆαj , . . . , ταn〉g
2
∑
αi−1
∏
αi!
α1!αj !
(α1 + αj − 1)!
(
2(α1 + αj)
2α1
)
1
2(α1 + αj)
=
n∑
j=2
〈τα1+αj−1, τα2 , . . . , τˆαj , . . . , ταn〉g
2
∑
αi
∏
αi!
(2α1)!!(2αj)!!
(2(α1 + αj − 1))!!
(2(α1 + αj)− 1)!
(2α1)!(2αj)!
=

 n∑
j=2
(2(α1 + αj)− 1)!!
(2αj − 1)!!
〈τα1+αj−1, τα2 , . . . , τˆαj , . . . , ταn〉g


·
1
(2α1 − 1)!!23g−3+n
∏
αi
.

3. Simple recursion formula and Laplace Transform for
Supersymmetric Mirzakhani Volume
3.1. A Simple recursion formula for V susyg,n . Recall the original recursion for-
mula given by Stanford and Witten[11]:
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4πL1V
susy
g,n (L1, . . . , Ln) =
1
2
∫ ∞
0
∫ ∞
0
V susyg−1,n+1(x, y, L2, . . . , Ln)H
susy(x+ y, L1)xydxdy
+
1
2
∑
g1+g2=g
I⊔J={2,...,n}
∫ ∞
0
∫ ∞
0
V susyg1,|I|+1(x, LI)V
susy
g2,|J|+1
(y, LJ)H
susy(x+ y, L1)xydxdy
+
n∑
j=2
∫ ∞
0
V susyg,n−1(x, L2, . . . , Lˆj, . . . , Ln)
· (Hsusy(x, L1 + Lj) +H
susy(x, L1 − Lj))xdx,
(3.1)
where Hsusy(x, l) = 12
(
1
cosh x+l
4
− 1
cosh x−l
4
)
is the integral kernel.
Now we will prove that (3.1) implies (1.8) for Li ∈ C.
Proof. First we extend the domain for L1 to S := {z ∈ C| − 2π < Imz < 2π}, and
prove (1.8) for L1, . . . , Ln ∈ R, where left hand side is in the limit sense.
Indeed, the kernel function Hsusy(x + y, L1) and H
susy(x, L1 ± Lj) are holo-
morphic for L1 ∈ S when regarding x, y, Lj ∈ R as constants. Therefore, V
susy
g,n ’s
can be extended to L1 ∈ S holomorphically. Moreover, the limit limb→2π−(L1 +
bi)V susyg,n (L1 + bi, L2, . . . , Ln) equals to the principal value of the right hand side of
(1.8) with half of some residue at x = L1 − y (correspond to the first and second
term) as well as x = L1 ± Lj (correspond to the third term). The p.v. integral is
finite, since the singular point is of order 1. Therefore, the limit is finite, and we
have (
(L1 + 2πi)V
susy
g,n (L1 + 2πi, L2, . . . , Ln)
+(L1 − 2πi)V
susy
g,n (L1 − 2πi, L2, . . . , Ln)
)
=
1
8π
lim
b→2π−
∫ ∞
0
∫ ∞
0
V susyg−1,n+1(x, y, L2, . . . , Ln)
· (Hsusy(x+ y, L1 + bi) +H
susy(x+ y, L1 − bi))xydxdy
+
1
8π
lim
b→2π−
∑
g1+g2=g
I⊔J={2,...,n}
∫ ∞
0
∫ ∞
0
V susyg1,|I|+1(x, LI)V
susy
g2,|J|+1
(y, LJ)
·(Hsusy(x+ y, L1 + bi) +H
susy(x+ y, L1 − bi))xydxdy
+
1
4π
lim
b→2π−
n∑
j=2
∫ ∞
0
V susyg,n−1(x, L2, . . . , Lˆj , . . . , Ln)
·(Hsusy(x, L1 + Lj + bi) +H
susy(x, L1 − Lj + bi)
+Hsusy(x, L1 + Lj − bi) +H
susy(x, L1 − Lj − bi))xdx.
(3.2)
Volume function V susyg,n ’s have polynomial growths on the real line, while
Hsusy(x, l) vanishes exponentially as x→∞, hence the integrals on the right hand
side are absolute convergent. Using the fact cosh(z+ πi2 ) = − cosh(z−
πi
2 ) = i sinh(z)
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and residue theorem to calculate the first term on the right hand side:
1
8π
lim
b→2π−
∫ ∞
0
∫ ∞
0
V susyg−1,n+1(x, y, L2, . . . , Ln)
· (Hsusy(x+ y, L1 + bi) +H
susy(x+ y, L1 − bi))xydxdy
=
1
16πi
lim
ǫ→0+
∫ ∞
0
∫ ∞
0
V susyg−1,n+1(x, y, L2, . . . , Ln)(
1
sinh x+y+L1−ǫi4
−
1
sinh x+y−L1−ǫi4
−
1
sinh x+y+L1+ǫi4
+
1
sinh x+y−L1+ǫi4
)xydxdy
=
1
16πi
∫ ∞
0
xdx lim
ǫ→0+
N→+∞
∫
Cǫ,N
V susyg−1,n+1(x, y, L2, . . . , Ln)
· (
1
sinh x+y+L14
−
1
sinh x+y−L14
)ydy,
(3.3)
where Cǫ,N is a rectangular path −ǫi→ N − ǫi→ N + ǫi→ ǫi→ −ǫi.
1 2 3 4 5
Re z
-0.2
-0.1
0.1
0.2
Im z
Figure 2. The graph for path Cǫ,N when ǫ = 0.2 and N = 5.
For sufficiently small ǫ and sufficiently large N , the only singular point inside
Cǫ,N is y = |L1| − x. When x > |L1|, there are no singular points. Therefore, for
L1 ≥ 0,
1
16πi
∫ ∞
0
xdx lim
ǫ→0+
N→+∞
∫
Cǫ,N
V susyg−1,n+1(x, y, L2, . . . , Ln)
· (
1
sinh x+y+L14
−
1
sinh x+y−L14
)ydy
=−
1
8
∫ L1
0
(
Resy→L1−xV
susy
g−1,n+1(x, y, L2, . . . , Ln)
y
sinh x+y−L14
)
xdx
=−
1
2
∫ L1
0
V susyg−1,n+1(x, L1 − x, L2, . . . , Ln)x(L1 − x)dx.
(3.4)
The case L1 ≤ 0 can be similarly proved, by using that V
susy
g,n ’s are even functions.
Verification for the second term in the right hand side of (1.8) is much the same.
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For the third term,
1
4π
lim
b→2π−
∫ ∞
0
V susyg,n−1(x, L2, . . . , Lˆj, . . . , Ln)(H
susy(x, L1 + Lj + bi)
+Hsusy(x, L1 − Lj + bi) +H
susy(x, L1 + Lj − bi) +H
susy(x, L1 − Lj − bi))xdx
=
1
8πi
lim
ǫ→0+
N→+∞
∫
Cǫ,N
V susyg,n−1(x, L2, . . . , Lˆj, . . . , Ln)
· (
1
sinh
x+L1+Lj
4
+
1
sinh
x+L1−Lj
4
−
1
sinh
x−L1+Lj
4
−
1
sinh
x−L1−Lj
4
)xdx
=
1
4
Resx→|L1+Lj|V
susy
g,n−1(x, L2, . . . , Lˆj, . . . , Ln)
−x · sgn(L1 + Lj)
sinh
x−|L1+Lj |
4
+
1
4
Resx→|L1−Lj|V
susy
g,n−1(x, L2, . . . , Lˆj, . . . , Ln)
−x · sgn(L1 − Lj)
sinh
x−|L1−Lj|
4
=−
(
(L1 + Lj)V
susy
g,n−1(|L1 + Lj|, L2, . . . , Lˆj , . . . , Ln)
+(L1 − Lj)V
susy
g,n−1(|L1 − Lj|, L2, . . . , Lˆj, . . . , Ln)
)
=−
(
(L1 + Lj)V
susy
g,n−1(L1 + Lj , L2, . . . , Lˆj , . . . , Ln)
+(L1 − Lj)V
susy
g,n−1(L1 − Lj, L2, . . . , Lˆj , . . . , Ln)
)
.
(3.5)

In order to extend the formula (1.8) to complex Li’s, we need to prove the
following:
Corollary 3.1. For any g, n > 0, the following properties holds:
(i) L1V
susy
g,n (L1) is holomorphic for L1 ∈ C.
(ii) V susyg,n is a polynomial.
(iii) Equation (1.8) holds for any Li ∈ C.
Proof. We will use mathematical induction by 2g + n. Suppose the conclusion is
true for g′, n′ such that 2g′ + n′ < 2g + n.
From (3.1), we know that V susyg,n is a holomorphic function of L1 ∈ S = {−2π <
Imz < 2π}. Now we will show that it can be extended to a holomorphic function
of L1 ∈ C, while other variables in R.
Indeed, for L1 such that 2π < ImL1 < 6π, define Ug,n(L1) := Vg,n(L1 − 4πi).
From the proof above we conclude that
limL1→a+2πi+ L1U(L1)− limL1→a+2πi− L1V (L1) is a polynomial P (a, L2, . . . , Ln).
Now we extend the domain of L1Vg,n(L1), namely, L1Vg,n(L1) = L1U(L1) −
P (L1 − 2πi) for 2π < Im < 6π, and the definition for L1 on the line ImL1 = 2π
is the (double-sided) limit. Then L1Vg,n(L1) is continuous for −2π < ImL1 < 6π,
and is holomorphic for −2π < ImL1 < 2π and 2π < ImL1 < 6π separately. By
Morera’s theorem, it is holomorphic for −2π < ImL1 < 6π.
Similarly, by “gluing” infinite many stripe domains together, we conclude that
L1Vg,n can be extended to a holomorphic function for L1 ∈ C. Easy to see that
this function satisfies (1.8) for any complex L1.
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By (1.8) and induction assumption, it has a polynomial solution V¯g,n over Li ∈ C.
Define V˜ = L1Vg,n − L1V¯g,n, then V˜ has a polynomial growth along real axis, be
holomorphic for L1 ∈ C, and has period 8πi. One can prove that the only function
with such properties is V˜ ≡ 0. Therefore, V susyg,n = V¯g,n is a polynomial, thus (1.8)
holds for any Li ∈ C. 
3.2. Laplace Transform for Supersymmetric Mirzakhani Volume. The
Laplace transform for the supersymmetric case FV,susyg,n is defined as follow.
Definition 3.2. We define the Laplace transform for supersymmetric Mirzakhani’s
volume V susyg,n (L1, . . . , Ln):
(3.6)
FV,susyg,n (t1, . . . , tn) =
∫ ∞
0
· · ·
∫ ∞
0
V susyg,n (L1, . . . , Ln)e
−L1t1 . . . e−LntndL1 . . . dLn.
Similar to section 2.2, we will derive the Laplace transform for equation (3.1),
the supersymmetric version of recursion formula.
Theorem 3.3. Equation (3.1) implies that the Laplace transform FV,susyg,n satisfies
the following recursion formula:
∂
∂t1
FV,susyg,n (t1, . . . , tn)
=−
1
4
Prt1
(
∂2
∂u∂vF
V,susy
g−1,n+1(u, v, t2, . . . , tn)|u=v=t1
cos 2πt1
+
∑
g1+g2=g
I⊔J={2,...,n}
∂
∂t1
FV,susyg1,|I|+1(t1, tI)
∂
∂t1
FV,susyg2,|J|+1(t1, tJ)
cos 2πt1
− 4
n∑
j=2
tj
∂
∂t1
FV,susyg,n−1 (t1, . . . , tˆj , . . . , tn)
(t2j − t
2
1) cos 2πt1

 .
(3.7)
Proof. A direct corollary of Lemma 2.8 reads, for x, t ∈ {z|Rez ≥ 0},∫ ∞
0
e−tLdL
cosh x+L4
= −2
∞∑
k=1
(−1)ke−(k/2−1/4)x
t+
(
k
2 −
1
4
) ,
∫ ∞
0
e−tLdL
cosh x−L4
=
4πe−tx
cos 2πt
− 2
∞∑
k=1
(−1)ke−(k/2−1/4)x
t−
(
k
2 −
1
4
) .
(3.8)
For the second identity, cos 2πt 6= 0 should be satisfied.
The followings are corollary of Lemma 2.9. For x, t1, t2 ∈ {z|Rez ≥ 0},
∫ ∞
0
∫ ∞
0
e−t1L1−t2L2dL
cosh x+L1+L24
= −2
∞∑
k=1
(−1)ke−(k/2−1/4)x
(t1 +
(
k
2 −
1
4
)
)(t2 +
(
k
2 −
1
4
)
)
,
(3.9a)
∫ ∞
0
∫ ∞
0
e−t1L1−t2L2dL
cosh x−L1+L24
=
4πe−t1x
(t1 + t2) cos 2πt1
− 2
∞∑
k=1
(−1)ke−(k/2−1/4)x
(t1 −
(
k
2 −
1
4
)
)(t2 +
(
k
2 −
1
4
)
)
,
(3.9b)
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∫ ∞
0
∫ ∞
0
e−t1L1−t2L2dL
cosh x+L1−L24
=
4πe−t2x
(t1 + t2) cos 2πt2
− 2
∞∑
k=1
(−1)ke−(k/2−1/4)x
(t1 +
(
k
2 −
1
4
)
)(t2 −
(
k
2 −
1
4
)
)
,
(3.9c)
(3.9d)
∫ ∞
0
∫ ∞
0
e−t1L1−t2L2dL
cosh x−L1−L24
=
4π
t1 − t2
(
e−t2x
cos 2πt2
−
e−t1x
cos 2πt1
)
− 2
∞∑
k=1
(−1)ke−(k/2−1/4)x
(t1 −
(
k
2 −
1
4
)
)(t2 −
(
k
2 −
1
4
)
)
.
Similar to Lemma 2.10, we have the following:
(3.10)
∞∑
k=−∞
(−1)k
(t+
(
k
2 −
1
4
)
)
(
k
2 −
1
4
)p = Holt
(
−
2π
tp cos 2πt
)
,
for any p ∈ N.
Using the conclusions above, one can prove the theorem with same procedures
as the proof of Theorem 2.6. 
3.3. Laplace Transform for simple supersymmetric Recursion Formula.
In this section we will derive an alternative recursion formula for FV,susyg,n from (1.8),
and demonstrate that these two recursion formulas are equivalent.
Theorem 3.4. Equation (1.8) implies that the Laplace transform FV,susyg,n satisfies
the following recursion formula:
Prt1
(
cos 2πt1
∂
∂t1
FV,susyg,n (t1, . . . , tn)
)
=−
1
4
∂2
∂u∂v
FV,susyg−1,n+1(u, v, t2, . . . , tn)|u=v=t1
−
1
4
∑
g1+g2=g
I⊔J={2,...,n}
∂
∂t1
FV,susyg1,|I|+1(t1, tI)
∂
∂t1
FV,susyg2,|J|+1(t1, tJ )
+
n∑
j=2
(
tj
∂
∂t1
FV,susyg,n−1 (t1, . . . , tˆj , . . . , tn)
(t2j − t
2
1)
+
t1
∂
∂tj
FV,susyg,n−1 (t2, . . . , tn)
(t21 − t
2
j)
)
.
(3.11)
Proof. First we will notice that, for any ǫ 6= 0 and k ∈ N+,
(3.12)
∫ ∞
0
(L+ ǫi)2k−1 + (L − ǫi)2k−1
2
e−tLdL = Prt
(
(2k − 1)! (cos ǫt) t−2k
)
.
This is much the same as Lemma 2.13.
Then take Laplace transform to the left hand side of (1.8), i.e., multiply by
e−t1L1−···−tnLn and integrate by L1, . . . , Ln from 0 to ∞. Using formula (3.12) for
ǫ = 2π, the result is
(3.13) Prt1
(
2 cos 2πt1
∂
∂t1
FV,susyg,n (t1, . . . , tn)
)
.
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Now apply the same transform to the right hand side of (1.8). The first term
reads
−
1
2
∫ ∞
0
· · ·
∫ ∞
0
∫ L1
0
V susyg−1,n+1(x, L1 − x, L2, . . . , Ln)x(L1 − x)
· e−L1t1−···−LntndxdL1 . . . dLn
y=L1−x
== −
1
2
∫ ∞
0
· · ·
∫ ∞
0
V susyg−1,n+1(x, y, L2, . . . , Ln)xy
· e−(x+y)t1−L2t2−···−LntndxdydL2 . . . dLn
=−
1
2
∂2
∂u∂v
FV,susyg−1,n+1(u, v, t2, . . . , tn)|u=v=t1 .
(3.14)
The proof for the second term can be regarded as either an analog of the first
one, or an application for the involution rule.
For one part of the third term,
−
∫ ∞
0
· · ·
∫ ∞
0
(L1 + Lj)V
susy
g,n−1(L1 + Lj , L2, . . . , L˜j, . . . , Ln)
· e−L1t1−···−LntndL1 . . . dLn
L1+Lj=x
== −
∫ ∞
0
· · ·
∫ ∞
0
xV susyg,n−1(x, L2, . . . , L˜j, . . . , Ln)
(∫ x
0
e(t1−tj)LjdLj
)
· e−xt1−
∑
k 6=1,j LktkdxdL2 . . . dLˆj . . . dLn
=−
∫ ∞
0
· · ·
∫ ∞
0
xV susyg,n−1(x, L2, . . . , L˜j, . . . , Ln)
e(t1−tj)x − 1
t1 − tj
· e−xt1−
∑
k 6=1,j LktkdxdL2 . . . dLˆj . . . dLn
=
1
tj − t1
(
FV,susyg,n
∂
∂t1
(t1, t2, . . . , tˆj , . . . , tn)− F
V,susy
g,n
∂
∂tj
(t2, . . . , tn)
)
.
(3.15)
Similarly,
−
∫ ∞
0
· · ·
∫ ∞
0
(L1 − Lj)V
susy
g,n−1(L1 − Lj, L2, . . . , L˜j , . . . , Ln)
· e−L1t1−···−LntndL1 . . . dLn
L1−Lj=x
== −
∫ ∞
0
· · ·
∫ ∞
0
∫ ∞
−∞
xV susyg,n−1(x, L2, . . . , L˜j , . . . , Ln)
·
(∫ ∞
max{0,−x}
e−(t1+tj)LjdLj
)
e−xt1−
∑
k 6=1,j LktkdxdL2 . . . dLˆj . . . dLn
=−
∫ ∞
0
· · ·
∫ ∞
0
∫ ∞
−∞
xV susyg,n−1(x, L2, . . . , L˜j , . . . , Ln)
·
emin{0,x}(t1+tj)
t1 + tj
e−xt1−
∑
k 6=1,j LktkdxdL2 . . . dLˆj . . . dLn
=
1
t1 + tj
(
FV,susyg,n
∂
∂t1
(t1, t2, . . . , tˆj , . . . , tn) + F
V,susy
g,n
∂
∂tj
(t2, . . . , tn)
)
.
(3.16)
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Combine (3.15) and (3.16) together, we get the proof for the third term. 
Much the same as Theorem 2.15, we have the following:
Theorem 3.5. Recursion formula (3.7) and (3.11) are equivalent.
Theorem 3.5 completes the proof for Theorem 1.2.
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these formulas are equivalent in a direct way. Same thing was considered for
super hyperbolic surfaces as well.
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