Abstract-The architecture for the Beyond 3rd Generation (B3G) or 4th Generation (4G) wireless networks aims at integrating various heterogeneous wireless access networks. One of the major design issues is the support of vertical handoff. Vertical handoff occurs when a mobile terminal switches from one network to another (e.g., from wireless local area network to code-division multiple-access 1x radio transmission technology). The objective of this paper is to determine the conditions under which vertical handoff should be performed. The problem is formulated as a Markov decision process with the objective of maximizing the total expected reward per connection. The network resources that are utilized by the connection are captured by a link reward function. A signaling cost is used to model the signaling and processing load incurred on the network when vertical handoff is performed. The value iteration algorithm is used to compute a stationary deterministic policy. For performance evaluation, voice and data applications are considered. The numerical results show that our proposed scheme performs better than other vertical handoff decision algorithms, namely, simple additive weighting, the technique for order preference by similarity to ideal solution, and Grey relational analysis.
I. INTRODUCTION
T HE ARCHITECTURE for the Beyond 3rd Generation (B3G) or 4th Generation (4G) wireless networks aims at integrating various heterogeneous wireless access networks over an Internet Protocol (IP) backbone. Currently, there are various standardization bodies that work toward this vision. Examples include the 3rd Generation Partnership Project (3GPP) [1], 3GPP2 [2] , and the IEEE 802. 21 Media Independent Handover (MIH) Working Group [3] . The 3GPP and 3GPP2 projects have standardized the interconnection requirements between 3G wireless cellular systems and wireless local area networks (WLANs) to provide mobility support to users that roam between both systems. Several levels of integration have been proposed, ranging from simple common billing and customer care to seamless mobility and session continuity [4] , [5] .
To provide seamless mobility, one of the design issues is the vertical handoff support. Vertical handoff occurs when connections switch from one network to another (e.g., from WLAN to code-division multiple-access 1x radio transmission technology). It is different from conventional horizontal handoff in which the mobile terminals just move from one base station to another within the same access network. In the literature, vertical handoff is also referred to as intersystem handoff, whereas horizontal handoff is referred to as intrasystem handoff [6] . In B3G/4G wireless networks, mobile terminals are envisioned to be equipped with multiple interfaces to establish connections with different types of wireless access networks. Thus, seamless vertical handoff is an important network operation.
The vertical handoff process involves three main phases [7] , [8] : 1) system discovery; 2) vertical handoff decision; and 3) vertical handoff execution. Different access networks can be collocated within the same coverage area. During the system discovery phase, the mobile terminal determines which networks can be used and what services are available in each network. These networks may also advertise the supported data rates and quality-of-service (QoS) parameters for different services. Because the users are mobile, the available collocated networks depend on the location of the user. The traffic load in each network may also change with time. Thus, this phase may be periodically invoked.
In the vertical handoff decision phase, the mobile terminal determines whether the connections should continue using the existing selected network or be switched to another network. The decision may depend on various parameters including the type of the application (e.g., conversational, streaming, interactive, background), minimum bandwidth, and delay required by the application, access cost, transmit power, current battery status of the mobile terminal, and the user's preferences.
During the vertical handoff execution phase, the connections are rerouted from the existing network to another one in a seamless manner. This phase also includes the authentication, authorization, and the transfer of context information. Because the mobile terminal may still be communicating via the existing network while handoff execution is taking place, this provides enough time for the network to perform the necessary functions while minimizing any service disruptions.
In this paper, the focus of our work is in the vertical handoff decision phase. To this end, we propose a vertical handoff decision algorithm for heterogeneous wireless networks. The problem is formulated as a Markov decision process (MDP).
There is a link reward function associated with the QoS received by the mobile connection. There is also a signaling cost function associated with the signaling overhead and processing load incurred when vertical handoff execution is performed. The objective is to determine the policy that maximizes the expected total reward per connection. A stationary policy is obtained when the connection termination time is geometrically distributed. The contributions of this paper are as follows.
1) The proposed model is adaptive and applicable to a wide range of conditions. Different link reward functions can be assigned to various applications and networks with different QoS requirements. Different signaling cost functions can be used based on the complexity of the rerouting operation and the signaling load incurred on the network. 2) We provide guidelines for the implementation of our proposed vertical handoff algorithm. All the parameters in our proposed algorithm can be obtained via the services provided by the handoff-enabling functions in the IEEE 802.21 standard.
3) The performance of our proposed algorithm is evaluated under two types of traffic: a) voice and b) data. Numerical results show good performance improvement of our proposed scheme over several vertical handoff decision algorithms, including simple additive weighting (SAW) [9] , technique for order preference by similarity to ideal solution (TOPSIS) [9] , Grey relational analysis (GRA) [10] , and two other heuristic policies. The rest of this paper is organized as follows. The related work is summarized in Section II. The MDP model formulation is presented in Section III. The vertical handoff decision algorithm, the optimality equations, and the value iteration algorithm are described in Section IV. Implementation issues are discussed in Section V. Extensions of the vertical handoff algorithm to include other QoS parameters, user's preferences, and horizontal handoffs are described in Section VI. Numerical results, sensitivity analysis, and the structure of the policy are presented in Section VII. Conclusions and future work are given in Section VIII.
II. RELATED WORK
In this section, we provide an overview of recent work on vertical handoff decision in heterogeneous wireless networks.
A policy-enabled vertical handoff model is proposed in [11] . The model considers the preference of the user and the tradeoff between the different characteristics of the networks (e.g., bandwidth, access cost, and power consumption). In [9] , the vertical handoff decision is formulated as a fuzzy multiple attribute decision-making (MADM) problem. Fuzzy logic is used to represent the imprecise information of some attributes of the networks and the preferences of the user. The fuzzy MADM method consists of two steps. The first step converts the fuzzy data into a real number. The second step uses classical MADM methods [12] to determine the ranking of the candidate networks. The following two MADM ranking methods are proposed in [9] : 1) SAW and 2) TOPSIS.
In [10] , the network selection for vertical handoff is modeled by the analytic hierarchy process (AHP) and the GRA. The AHP decomposes the network selection problem into several subproblems and assigns a weight value to each subproblem. Then, the GRA is used to rank the candidate networks and selects the one with the highest ranking. The AHP and GRA are also used for network selection in [13] , where a mobilecontrolled three-step vertical handoff prediction algorithm is proposed.
In [14] , we investigate the performance among SAW, TOPSIS, and GRA regarding the vertical handoff decision. Another MADM ranking algorithm called the multiplicative weighting exponent (MEW) is also studied. The performance comparison considers the different types of traffic and network parameters such as bandwidth, packet delay, jitter, and bit error rate. In [15] , the handoff decision mechanism is formulated as an optimization problem. Each candidate network is associated with a cost function, which depends on the bandwidth, delay, and power consumption. An appropriate weight factor is assigned to each parameter to account for its importance on the vertical handoff decision. An application-oriented vertical handoff decision mechanism is proposed in [16] . Each candidate network is associated with a utility function. The selected network is the one that provides the highest utility value calculated from a weighted sum of the QoS parameters. Such parameters are provided by a location service server.
In [17] , a framework is proposed to compare different vertical handoff algorithms. The framework includes a path loss channel model between the mobile terminal and the access point and a Markov chain that models the user's movement between different access networks. A multilayer framework for vertical handoff is proposed in [18] . A rules engine, combined with several threshold parameters, is used to monitor the decision parameters while the handoff policies are stored in a database. The framework allows the trigger of the vertical handoff by either changes in applications, variations of the network's conditions, or preferences of the users.
In [19] , a proactive end-to-end mobility management system is proposed for IEEE 802.11 WLANs and wireless wide area networks. The system relies on various components to support transparent mobility management and continuity of the connection among access networks. In [20] , a utility-based strategy for network selection is proposed. Several utility functions are evaluated based on the economic concepts of consumer surplus and risk. In [21] , the vertical handoff decision is evaluated via a handoff cost function and a handoff threshold function, which can be dynamically adapted to the changes in the network environment. In [22] , a vertical handoff decision algorithm based on dynamic programming is introduced. It considers the movement and location information, which is provided by the location service server.
Although there have been various vertical handoff algorithms proposed in the literature, our work is motivated by two particular aspects. First, the connection duration needs to be taken into account during the vertical handoff decision. Second, the processing and signaling load during the vertical handoff execution also needs to be taken into consideration. Our work aims at incorporating these two aspects in the model formulation of vertical handoff decision. 
III. MODEL FORMULATION
Each mobile connection may experience a number of vertical handoffs during its connection lifetime. The envisioned heterogeneous wireless environment considered is shown in Fig. 1 , where WLANs are collocated inside the coverage of a wireless cellular system. These specific areas are referred to as the collocated coverage areas. The mobile terminal is assumed to periodically receive information from the collocated networks within its receiving range. The advertised information from each network may include, among other parameters, the available bandwidth and the average delay. Details about how the information is obtained and the system discovery phase will be discussed in Section V. In each time period, the mobile terminal decides whether the connection should use the current selected network or be rerouted to another network, which can provide better performance (e.g., lower cost, higher throughput). The rerouting of the connection during the vertical handoff execution phase is a complex process. It increases the processing and signaling load of the network. Thus, there is an important tradeoff between the QoS of the mobile connection and the processing and signaling load incurred on the network.
We now describe how to formulate the aforementioned vertical handoff decision problem as an MDP. The notations that we use follow those described in [23] . An MDP model consists of the following five elements: 1) decision epochs; 2) states; 3) actions; 4) transition probabilities; and 5) rewards. The mobile terminal has to make a decision whenever a certain time period has elapsed. Referring to Fig. 2 , the sequence T = {1, 2, . . . , N} represents the times of successive decision epochs. The random variable N denotes the time that the connection terminates.
At each decision epoch, the mobile terminal has to decide whether the connection should use the current chosen network or be rerouted to another network (i.e., execute a vertical handoff). Let M denote the total number of collocated networks in the coverage area of interest. The action set A = {1,2,. . . ,M}, and the random variable Y t denotes the action chosen at decision epoch t.
The mobile terminal chooses an action based on its current state information. The state space is denoted by S. For each state s ∈ S, the state information includes the address or identification number of the network to which the mobile terminal is currently connected, the available bandwidth, and the average delay provided by all the available collocated networks in the area. The random variable X t denotes the state at decision epoch t. Given that the current state is s and the chosen action is a, the state transition probability function for the next state s is denoted by P [s |s, a]. This function is Markovian because the state transition depends on the current state and action but not on the previous states.
The link reward function f (X t , Y t ) reflects the QoS provided by the chosen network to the mobile connection within the time interval (t, t + 1). The signaling cost function g(X t , Y t ) captures the processing and signaling load incurred when the connection switches from one network to another. If the connection remains, using the same network during the interval (t, t + 1), then g(X t , Y t ) is equal to zero. For convenience, we define the reward function as r(
A decision rule prescribes a procedure for action selection in each state at a specified decision epoch. Deterministic Markovian decision rules are functions δ t : S → A, which specify the action choice when the system occupies state s at decision epoch t. A policy π = (δ 1 , δ 2 , . . . , δ N ) is a sequence of decision rules to be used at all decision epochs.
Let v π (s) denote the expected total reward between the first decision epoch until the connection termination, given that the policy π is used with an initial state s. We have
where E π s denotes the expectation with respect to policy π and initial state s, and E N denotes the expectation with respect to random variable N . Note that a different policy π and initial state s will change the chosen action a. This will also cause a different state transition probability function P [s |s, a] to be used in the expectation E π s . The random variable N , which denotes the connection termination time, is assumed to be geometrically distributed with mean 1/(1 − λ). As shown in the Appendix, (1) can be written as
where λ can also be interpreted as the discount factor of the model, and 0 ≤ λ < 1. Because our optimization problem is to maximize the expected total discounted reward, we define a policy π * to be
A policy is said to be stationary if δ t = δ for all t. A stationary policy has the form π = (δ, δ, . . .). For convenience, we simply denote π by δ. Our objective is to determine an optimal stationary deterministic policy δ * , which maximizes the expected total discounted reward given by (2). For the rest of this paper, we refer to (2) as the expected total reward. We refer to δ * as the MDP optimal policy. Note that δ * is optimal under the expected total discounted reward optimality criterion [23] .
IV. VERTICAL HANDOFF DECISION ALGORITHM
In this section, we begin by describing how the MDP model formulated in Section III can be used to analyze the vertical handoff decision algorithm. Then, the optimality equations and the value iteration algorithm are introduced.
A. State, Reward Function, and Transition Probability
In our proposed vertical handoff decision algorithm, the state space S is defined as
where M denotes the number of available collocated networks, and B m and D m denote the set of the available bandwidth and delay from network m (with m = 1, 2, . . . , M), respectively.
To reduce the number elements in the state space, we assume that the bandwidth information is provided in a multiple of units of bandwidth. Specifically, we define
where b m max denotes the maximum available bandwidth provided to a connection by network m. As an example, each unit of bandwidth in a WLAN and in a wireless cellular system can be 500 and 16 kb/s, respectively.
Similarly, the delay information is also provided in a multiple of units of delay. That is
where d m max denotes the maximum delay provided to a connection by network m. As an example, each unit of delay in a WLAN and in a wireless cellular system can be 50 and 20 ms, respectively.
Given the current state s and the chosen action a, the link reward function f (s, a) is defined as
where f b (s, a) denotes the bandwidth reward function, f d (s, a) denotes the delay reward function, and ω is the weight (or importance factor) given to the available bandwidth with
denote the current state vector, where i denotes the current network used by the connection. The bandwidth and delay reward functions are defined as follows: where the constants L B and U B in (4) denote the minimum and maximum bandwidth required by the connection, respectively. On the other hand, the constants L D and U D in (5) denote the minimum and maximum delay required by the connection, respectively. The bandwidth reward function f b (s, a) is shown in Fig. 3(a) , and the delay reward function f d (s, a) is shown in Fig. 3(b) . Note that the available bandwidth is a utility parameter, whereas the delay is a cost parameter. The signaling cost function g(s, a) is defined as
where K i,a is the switching cost from the current network i to the new network a. Between two successive vertical handoff decision epochs, the reward function r(s, a) can be defined as
Finally, given that the current state s
and the chosen action is a, the probability function that the next state s = [j,
In (8), we assume that the joint bandwidth and delay probability function of each network is independent. This is due to the fact that although the networks are collocated in the same service area, they are managed by different network operators and use different wireless access technologies.
B. Optimality Equations and the Value Iteration Algorithm
Let v(s) denote the maximum expected total reward, given the initial state s. That is
From [23] , the optimality equations are given by
The solutions of the optimality equations correspond to the maximum expected total reward v(s) and the MDP optimal policy δ * (s). Note that the MDP optimal policy δ * (s) indicates the decision as to which network to choose from, given that the current state is s.
There are various algorithms that are available to solve the optimization problem given by (10) . Examples include the value iteration, policy iteration, and action elimination algorithms [23] . The following value iteration algorithm (VIA) determines a stationary deterministic optimal policy and the corresponding expected total reward.
VIA:
1) Set v 0 (s) = 0 for each state s. Specify ε > 0, and
and stop.
There are a number of definitions for the norm function · . In this paper, the norm function is defined as v = max |v(s)| for s ∈ S. The convergence of the VIA is ensured because the operation in step 2 corresponds to a contraction mapping. Thus, the function v k (s) converges in norm to v(s). Note that the convergence rate of the VIA is linear. Additional details about the VIA are discussed in the following sections.
V. VERTICAL HANDOFF IMPLEMENTATION ISSUES
In this section, we first summarize the system discovery phase standardized within the IEEE 802.21 MIH Working Group. We then describe how the information provided by the 802.21 standard can be used to implement our proposed vertical handoff decision algorithm.
A. System Discovery Phase
To estimate the network conditions in heterogeneous wireless networks, the IEEE 802.21 MIH Working Group [3] is currently developing standards to enable efficient handoff operations and to provide interoperability between heterogeneous access networks. This includes both 802 and non-802 networks (e.g., 3GPP and 3GPP2). The proposed draft for the IEEE 802.21 standard [24] relies on a set of handoff-enabling functions within the mobility management protocol and on a new network entity called the MIH function (MIHF). The MIHF provides the following three services: 1) media independent event service (MIES); 2) media independent command service (MICS); and 3) media independent information service (MIIS).
The MIES provides event classification, event filtering, and event reporting, corresponding to dynamic changes in link characteristics, status, and quality. One event may indicate changes in the state and transmission behavior of the physical, data link, and logical link layers. The MICS provides a set of commands that enables MIH users to issue commands for handoff control and mobility. Finally, the MIIS provides the capability for obtaining the necessary information to make effective handoff decisions. Such information includes details on the characteristics and services provided by the serving and collocated networks in the area. The mobile terminal can access the relevant information via its current active network interface. Because the other interfaces do not need to be simultaneously turned on, the battery lifetime can be preserved.
The MIIS defines a set of information elements (IEs) to provide access to static/dynamic information and higher layer services supported by the networks. The IEs are classified into three specific groups. The first group gives an overview of the collocated networks within a coverage area. Such information can include the list of available networks and operators, roaming agreements, access costs, and security capabilities. The second group provides information about base stations and/or access points for each collocated network. The IE includes addressing information, location of the base stations and/or access points, supported data rates, and an extended set of link and QoS parameters (e.g., data rate, delay, and jitter). It also includes higher layer services offered by the networks (e.g., IP multimedia such as voice over IP). Finally, the last group includes other relevant information that is vendor specific.
B. Implementation Details
Based on the IEEE 802.21 standard [24] , a mobile terminal that implements our proposed vertical handoff decision algorithm is able to periodically obtain information about the collocated networks in its receiving range by using its current network interface. The information provided by the MIIS of the MIHF is used to estimate the parameters of the link reward function in (3) and the signaling cost function in (6) . The information about the available bandwidth and average delay in the networks can be estimated by following the standardized procedures for performance metrics for Internet services defined by the Internet Engineering Task Force IP Performance Metrics Working Group [25] . These procedures are designed in such a way that they can be implemented by network operators to provide accurate and unbiased quantitative measures of such metrics. Examples of such standardized metrics are connectivity, packet delay and loss, packet delay variation, and link bandwidth capacity.
For the link reward function in (3), the mobile terminal can map the values of bandwidth and delay offered by network m into the bandwidth and delay units defined by B m and D m , respectively. Additionally, the maximum and minimum values required by (4) and (5), as well as the value of ω, can be defined beforehand for each application. For the signaling cost function in (6), the value of K i,a is provided by the network operators and can be included within one of the IE fields. The value of K i,a can be set according to the agreements between two network operators. Suppose the current network is i and the chosen network a is j, where i = j. A small value of K i,j will give an incentive to switch from network i to network j, whereas a large value of K i,j can indicate that there is no agreement between these two networks. Finally, the probability function in (8) can be estimated by the network operator based on its own network traffic statistics.
Given the values of the reward function and distributions of the networks, the VIA can be used to determine the MDP optimal policy δ * (s). The VIA operates by calculating successive approximation to the value function ν(s). Each iteration of the VIA is performed in O(|A S| 2 ), where A is the action set, and S is the state space. Several variants of the VIA have been proposed to enhance the speed of convergence [23] . The VIA is widely used due to its conceptual simplicity and to its ease in coding and implementation. Once the optimal policy is calculated, it can be stored in a matrix format. Each entry of the matrix specifies the optimal network to be used, given the current state (i.e., bandwidth, delay) and switching cost of all collocated networks. The calculation of the optimal policy is performed by the operator offline and is periodically updated whenever spare processing capacity is available at the network access controller.
VI. MODEL EXTENSIONS
In this section, we extend the MDP model to include additional QoS parameters and also explain how the proposed vertical handoff scheme can handle user's preferences and be integrated into a complete handoff management framework for heterogeneous wireless networks.
A. Extension to Additional QoS Parameters
Suppose that the jitter information needs to be included as one of the QoS parameters. From Section IV-A, the state space S can be extended as
where N m represents the set of QoS parameters offered from network m for the connection, and
where B m and D m are the same, as introduced in Section IV-A, and J m denotes the set of jitter information from network m in a multiple of units of jitter. That is
where j m max denotes the maximum jitter provided to a connection by network m. As an example, each unit of jitter in a WLAN and in a wireless cellular system can be 10 and 5 ms, respectively.
Given the current state s and the chosen action a, the link reward function f (s, a) in (3) can be extended as
where k={b,d,j} ω k = 1, and f j (s, a) is the jitter reward function. The weight of the QoS parameters ω k can be defined beforehand, according to the specific requirements of the application. In general, N m can be extended to include other relevant QoS parameters.
B. Extension to User's Preferences and Horizontal Handoff
Here, we propose a framework to integrate both horizontal and vertical handoffs with the user's preferences. First, we classify B m , D m , and J m from network m as network-based QoS parameters and parameters such as access cost, power consumption, and security, which are denoted by C m , Ψ m , and Φ m , respectively, as user-based QoS parameters.
Let us now consider a mobile terminal that is connected to network i. We assume that horizontal handoff has priority over vertical handoff. The mobile terminal uses a conventional horizontal handoff scheme based on the received signal strength (RSS) from network i (e.g., [26] ). Hence, if the horizontal handoff algorithm detects that the RSS is below a certain threshold, then the horizontal handoff is executed. On the other hand, if the mobile terminal discovers that it is within a collocated coverage area because of the information provided by the IEEE 802.21 MIIS, then a screening phase is invoked. This phase is capable of filtering networks not suitable for performing vertical handoff based on user-based QoS parameters such as C m , Ψ m , and Φ m . This set of values may be specified by the user or stored in a user profile beforehand in the mobile terminal. Only suitable candidate networks will be considered for the vertical handoff decision. Toward the end, the vertical handoff decision is based on the MDP optimal policy δ * (s) considering the network-based QoS parameters B m , D m , and J m . Finally, the handoff management framework can be summarized in algorithmic form as follows.
Horizontal and Vertical Handoff Decision Algorithm: 1) While connecting to network i 2)
If RSS of network i is below a certain threshold, 3) Perform horizontal handoff.
4)
If the mobile terminal is within the collocated coverage area, 5)
Invoke screening phase based on C m , Ψ m , and Φ m .
6)
Determine vertical handoff decision policy δ
Perform vertical handoff to network a. 9) else 10)
Remain connected to network i.
VII. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we compare the performance between our proposed MDP-based vertical handoff decision algorithm, SAW [9] , TOPSIS [9] , and GRA [10] . We denote these policies as δ * , δ SAW , δ TOP , and δ GRA , respectively. In addition, two other heuristic policies are included. For the first heuristic, the network to be selected in each decision epoch is the one that TABLE I  PARAMETERS OF THE WIRELESS NETWORKS   TABLE II  PARAMETERS OF THE REWARD FUNCTIONS has the highest available bandwidth. We denote this policy as δ BAN . For the second heuristic, no vertical handoff is performed during the connection lifetime. We denote this policy as δ NEV . The performance metrics are the expected total reward per connection and the expected number of vertical handoffs per connection. The expected total reward is defined in Section III. By following the notation introduced in Sections III and IV-A, let the state at time t be denoted as
The expected number of vertical handoffs per connection, given the policy δ with the initial state s, is given by
where 1[·] denotes the indicator function (i.e., 1[a t = i(t)] is equal to 1 if a t is not equal to i(t) at time t, and is equal to 0 otherwise). The average time between successive decision epochs is assumed to be 15 s. We consider a scenario where there are two collocated networks (i.e., M = 2), as in the heterogeneous system depicted in Fig. 1 . Network 1 is a WLAN, and network 2 is a wireless cellular system. The parameters of the networks used in the numerical results are summarized in Table I . For simplicity, the switching costs in the signaling cost function in (6) are the same (i.e., K 1,2 = K 2,1 ).
Two applications are considered. The first one is constant bit rate (CBR) voice traffic using the user data gram protocol (UDP) as the transport protocol. The second one is file transfer protocol (FTP) data traffic using the transmission control protocol (TCP). For these applications, the parameters of the link reward function in (3), as well as the bandwidth and delay reward functions in (4) and (5), are summarized in Table II. The unit of bandwidth is equal to 16 kb/s, and the unit of delay is equal to 60 ms. For the connections with CBR traffic, L B and U B are set to match voice coders and protocol overheads of IP multimedia services [27] , and L D and U D are set to match the target delay lower than 150 ms. The connection is still acceptable if the delay is between 150 and 400 ms. The quality of the connection is not acceptable if the delay exceeds 400 ms. These ranges are defined according to ITU Recommendation G.114 [28] . For the connections with FTP traffic, L B , U B , L D , and U D are set to match an elastic application without stringent delay requirements. Note that the importance factor ω in the link reward function in (3) is also accordingly set to each of the application's bandwidth requirements. Unless stated otherwise, the initial state at the beginning of the connections with CBR traffic is assumed to be 48 kb/s of bandwidth and 60 ms of delay and 160 kb/s and 60 ms for the connections with FTP traffic.
For the state transition probability function of the wireless cellular system (i.e., network 2) in (8), we assume that the values of bandwidth and delay are guaranteed for the duration of the connection. Thus
For the state transition probability function of the WLAN, however, we cannot make the same assumption as in the wireless cellular system. Instead, we follow a simulationbased approach to estimate such probabilities. A typical IEEE 802.11b WLAN is simulated by using the network simulator ns-2 (v2.29) [29] , where users arrive and depart from the network according to a Poisson process with an average rate of 0.2 users per second. The user's connections are either 64 kb/s CBR traffic using UDP or FTP traffic using TCP. The basic rate and data rate of the WLAN are 1 and 11 Mb/s, respectively. The available bandwidth is calculated from the WLAN's capacity, which is approximated to be the achievable throughput by the WLAN under saturation, minus the aggregated traffic of the users. The values of the available bandwidth and delay are rounded according to the units defined in Section IV-A. The counting of transitions among states is performed to estimate the state transition probabilities.
For the VIA, ε is chosen to be equal to 10 −3 . From the MDP optimal policy, the VIA is again used to determine the expected number of vertical handoffs by solving (11) . For the other vertical handoff decision algorithms SAW, TOPSIS, and GRA, the ranking of each network is used to determine the policies δ SAW , δ TOP , and δ GRA . Given the reward functions and the state transition probabilities, the corresponding expected total reward and the expected number of vertical handoffs can be determined from (2) and (11), respectively. For the two heuristics policies δ BAN and δ NEV , the expected total reward and expected number of vertical handoffs can also be determined using the VIA. Fig. 4 shows the expected total reward and the expected number of vertical handoffs versus the switching cost K i,a for connections with CBR traffic. The average connection duration is 10 min (i.e., λ = 0.975). Fig. 4(a) shows that when K i,a increases, the policy δ * obtained from the MDP algorithm gives the highest expected total reward per connection compared to the other algorithms. Fig. 4(b) shows that when K i,a increases, there is less incentive to perform vertical handoff, and the MDP algorithm chooses not to switch more often. On the other hand, δ SAW , δ TOP , and δ GRA select the network based on the current available bandwidth and delay and do not take the switching cost into consideration. δ BAN only considers the available bandwidth, and δ NEV , by definition, never performs a vertical handoff. Thus, the expected number of vertical handoffs is constant for those algorithms. Recall that an increase in the number of vertical handoffs is directly related to an increase in the signaling load incurred in the networks to reroute the connections from one network to another.
A. Results for CBR Voice Traffic
The switching costs K i,a in the signaling cost function in (6) provide flexibility for the network operators. The values of K i,a can be selected to reflect the complexity of the rerouting operations and the signaling load incurred on the network when vertical handoffs are performed at the network layer and above. As examples of such flexibility, small values of K i,a can be set among networks with roaming or interworking agreements that may facilitate or simplify the vertical handoffs, such as in the 3GPP/3GPP2-WLAN standardized architectures [4] , [5] . Large values of K i,a can be temporarily set for overloaded networks as a load-balancing technique to deter roaming users to connect to them and decrease the traffic load in the network. Fig. 5 shows the expected total reward and the expected number of vertical handoffs versus the discount factor λ. Recall that in the discrete-time MDP model, we assume that the time unit (i.e., the time between successive decision epochs) is 1/4 min. The average connection duration is equal to 1/(1 − λ) time unit. When λ is varied from 0.9 to 0.983, it corresponds to the variation of the average connection duration from 2.5 to 15 min. Fig. 5(a) shows that the policy δ * from the MDP gives the highest expected total reward per connection for all values of λ.
As an example, when the average connection duration is 15 min, the MDP algorithm gives 4.4% more total expected reward than policies δ SAW , δ TOP , and δ GRA , 4.7% more than δ BAN , and 5% more than δ NEV . Finally, when the average connection duration increases, the number of decision epochs and the difference in the total expected reward also increase. Thus, the expected number of vertical handoffs increases for all algorithms. Fig. 6 shows the expected total reward and the expected number of vertical handoffs versus the weight factor ω for connections with CBR traffic. The policy δ * from the MDP gives the highest expected total reward per connection for all different values of ω. From (3), when ω increases, the bandwidth reward function (4) becomes more important than the delay reward function (5). As we can see, when ω ≥ 0.25, the total expected reward and the expected number of vertical handoffs of δ SAW , δ TOP , and δ SAW converge to δ BAN . This is because more than 25% of the importance is placed on the available bandwidth. Fig. 7 shows the expected total reward and the expected number of vertical handoffs versus the switching cost K i,a for connections with FTP traffic. Fig. 7(a) shows that when K i,a increases, the policy δ * obtained from the MDP algorithm gives the highest expected total reward per connection compared to the other algorithms. Note that in this case, the policy δ * coincides with the heuristic policy δ BAN . Recall that we set the parameters of the reward functions to match an elastic application, and this kind of application is suitable for the heuristic policy of selecting the network that offers the highest available bandwidth. A similar behavior of δ * and δ BAN is shown in Fig. 7(b) when K i,a increases. Fig. 8 shows the expected total reward and the expected number of vertical handoffs versus the discount factor λ. Fig. 8(a) shows that the MDP policy δ * gives the highest expected total reward per connection when the average connection duration is increased from 2.5 to 15 min and coincides with the heuristic policy δ BAN . Finally, when the average connection duration increases, the number of decision epochs and the difference in the total expected reward increase as well. Note that the expected number of vertical handoffs slowly increases for all algorithms compared to the connections with CBR traffic. The reason is that the connections with FTP traffic tend to remain connected to network 1 whenever it is possible.
B. Results for FTP Data Traffic

C. Sensitivity Analysis
To calculate the maximum expected total reward of a connection, the MDP optimal policy δ * needs to be determined. The optimal policy depends on different parameters. Although the parameters such as K i,a can be determined by the network, and parameters such as ω, L b , L d , U b , and U d can be assigned by the user or set beforehand according to the application's requirements, the value of λ (i.e., average connection duration) may not always be correctly estimated by the mobile terminal during the connection setup. In that case, the policy may not indeed be the optimal one. In this section, we determine the percentage change of the expected total reward to the variation of the average connection duration. The procedures for the sensitivity analysis are given in the following steps.
1) Given the actual average connection duration c = (1 − λ) −1 time units and other parameters, we first determine the maximum expected total reward, which is denoted Reward (optimal). 2) Letĉ denote the estimated average connection duration and ∆ c denote the percentage change of the average connection duration. These parameters are related bŷ c = (1 + ∆ c )c. Based on the estimated average connection durationĉ and other parameters, the suboptimal policy is determined. The suboptimal expected total reward, which is denoted Reward (suboptimal), is calculated. 3) The change in the expected total reward with respect to the variation of the average connection duration is characterized by the reward ratio, which is defined as Reward (suboptimal)/Reward (optimal). The results for different λ are shown in Fig. 9 for CBR and FTP traffic. Within the (−95, −40) percentage range, there is a small decrease in the reward ratio for both applications, being more noticeable for the FTP traffic with shorter connections. To overcome this decrease, the results imply that if there is uncertainty in the estimation of the connection duration, it may be better to overestimate the connection duration to maintain the reward ratio to be close to 1.
D. Structure of the Optimal Policy
The MDP optimal policy δ * (s) is numerically computed by implementing the VIA. Here, we provide relevant examples of the impact of the switching costs K i,a of the signaling cost function in (6) on the structure of the policy. We focus on the MDP policy δ * (s) for connections with CBR traffic because the impact of the K i,a is more noticeable. To plot the MDP policy, two parameters are fixed to a specific value. We choose the current network in use (i) to be network 2 and the current delay in network 2 (d 2 ) to be 4 units. The average connection duration is 10 min (e.g., λ = 0.975), and the time between successive decision epochs is 15 s. The cubes (bars) represent action a = 1 (i.e., perform vertical handoff to network 1), whereas the absence of cubes (bars) represents action a = 2 (i.e., remain using network 2). Note that when the switching costs change from 0 to 1, there are fewer states in which the action is to perform the vertical handoff. This decrease in the number of states is expected because, as shown in Fig. 4(b) , the expected number of vertical handoffs per connection is reduced from 2.75 to 0.5 when the switching cost K i,a increases from 0 to 1.
E. Number of Iterations
The performance metrics, which are the expected total reward and the expected number of vertical handoffs per connection, and the MDP policy δ * previously presented in this paper were computed by using the VIA. The VIA proves to be a very efficient and stable iteration algorithm. The number of iterations required to converge from point to point is predictable. In general, the number of iterations depends neither on the switching costs K i,a of the signaling cost function (6) nor on the weight factor ω in the link reward function (3); it depends on the value of the discount factor λ (e.g., average connection duration). As an example, in Fig. 5(a) , the VIA requires 45 iterations to converge when the average connection duration is 2.5 min (e.g., λ = 0.9), but it requires 183 iterations when the average connection duration is 10 min (e.g., λ = 0.975). As mentioned in Section V, variants of the VIA have been proposed to enhance convergence [23] .
VIII. CONCLUSION
In this paper, a decision algorithm has been proposed for the vertical handoff decision phase in heterogeneous wireless networks. The algorithm is based on the MDP formulation with the objective of maximizing the expected total reward of a connection. A link reward function is used to model the QoS of the mobile connection. A signaling cost function is used to model the switching and rerouting operations when a vertical handoff occurs. Our work aims at illustrating the tradeoff between these two important aspects in the vertical handoff decision. A stationary deterministic policy is obtained when the connection termination time is geometrically distributed. The model extensions and the implementation guidelines have been described, which are compatible with the IEEE 802.21 standard. For performance evaluation, we considered CBR voice traffic and FTP data traffic. Results show that our proposed MDP algorithm gives a higher expected total reward and a lower expected number of vertical handoffs per connection than SAW, TOPSIS, GRA, and the two heuristic policies under a wide range of conditions.
For future work, we plan to extend the proposed model to a continuous-time model formulation and consider general connection duration. In the discrete-time formulation, the connection duration is considered to be geometrically distributed. In addition, the current MDP model assumes that the vertical handoff decision is periodically performed. A more realistic model will allow the decision to be performed whenever there is a state change in the networks. Other techniques to solve MDPs, such as reinforcement learning, will also be considered.
APPENDIX
In this section, we derive the expression v π (s), which is the expected total reward of the connection, given a policy π and an initial state s. Assume that the random variable N follows a geometric distribution with mean 1/(1 − λ). That is P (N = n) = λ n−1 (1 − λ), n= 1, 2, 3, . . . . 
