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Consider p independent distributions each belonging to the one parameter 
exponential family with distribution functions absolutely continuous with respect to 
Lebesgue measure. For estimating the natural parameter vector with p ) pO (pO is 
typically 2 or 3), a general class of estimators dominating the minimum variance 
unbiased estimator (MVUE) or an estimator which is a known constant multiple of 
the MVUE is produced under different weighted squared error losses. Included as 
special cases are some results of Hudson [ 131 and Berger [5]. Also, for a subfamily 
of the general exponential family, a class of estimators dominating the MVUE of 
the mean vector or an estimator which is a known constant multiple of the MVUE 
is produced. The major tool is to obtain a general solution to a basic differential 
inequality. 
1. INTRODUCTION 
In estimating the p (> 3) variate normal mean, Stein [ 171 first proved the 
inadmissibility of the sample mean under the squared norm loss. Later, for 
such a situation, an explicit estimator dominating the sample mean was 
produced by James and Stein [ 151. For a general location family of 
distributions, the inadmissibility of the best invariant estimator in three or 
higher dimensions was proved in Brown [8] for a general class of losses. 
Since the appearance of the James-Stein paper [ 151, there has been 
growing interest in exhibiting a class of minimax estimators dominating the 
sample mean in the multinormal case. One such minimax class was produced 
by Baranchik [2], and later was slightly extended by Strawderman [ 191 and 
Alam [ 11. Efron and Morris [ 121 characterized the class of minimax 
estimators in the above situation. Also, Strawderman [20] and Berger [3] 
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produced a class of minimax estimators dominating the sample mean for 
certain symmetric densities inclusive of but not limited to the multinormal 
density. 
Recently Stein [ 181 obtained a simple identity in the multinormal case 
based on an integration by parts technique which led to an unbiased 
estimator of the improvement over the risk of the usual estimator by the 
James-Stein estimator. Hudson [ 13, 141 extended the Stein identity to the 
general exponential family of distributions separately for the “discrete” and 
the “absolutely continuous (a.c.) with respect to Lebesgue measure” cases. In 
both these cases he used the identity in deriving explicitly .a James-Stein-type 
estimator dominating the usual minimum variance unbiased estimator of the 
natural parameter vector in three or higher dimensions under the squared 
norm loss. Also, developing a similar identity, he obtained a James-Stein- 
type estimator dominating the minimum variance unbiased estimator 
(MVUE) of the mean vector in a subclass of the general exponential family 
a.c. with respect to Lebesgue measure. 
It is well known though that in certain non-normal situations, the 
minimum variance unbiased estimators of the natural parameter vector or 
the mean are inadmissible even in one dimension. For example, in the one- 
dimensional gamma case with unknown scale but know location and shape 
parameters, the best invariant estimator of the scale parameter or its 
reciprocal is not the MVUE, but some constant multiple of such an 
estimator. Berger [5] has shown that in a multiparameter gamma case, either 
for estimating the natural parameter or the mean, the best multiple of the 
MVUE can be improved typically in dimensions of order greater than or 
equal to two under different weighted squared error losses. 
In deriving the improved estimates, Berger [5] used a Stein-type identity in 
setting up a differential inequality. Following a very powerful idea of Brown 
[lo] his next step was to find a solution to a simpler differential inequality 
retaining only a smaller number of terms. Finally, Berger showed that the 
solution obtained for the simpler inequality worked also for the more general 
differential inequality. One key feature in Berger’s [5] proofs is that in 
almost all his problems the simpler differential inequality can be reduced to 
the form d(x) < 0, where 
d(X) = v(x) 2 Vi(Xi) #j(‘)(X) + i WI(X) #f(X), 
1 1 
(1.1) 
where v(x) (> 0, for all x), vi(xi), wi(x), #i(x) are functions satisfying some 
conditions and #j(‘)(x) = a#i(X)/axi (1 < i < p). He then obtained solutions 
of the type -c(b + z=i dj ] gj(X,)]“)-’ gi(Xi) to (1.1) and applied these to 
obtain improved estimates over the usual ones in a number of interesting 
examples. 
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The object of the present note is to generalize and extend some of the 
results of Hudson [ 13, 141 and Berger [5] in the spirit of the work of 
Baranchik [2] and others. The loss considered is squared norm or weighted 
squared error. The level of generality attained in our solutions is comparable 
to that of Efron and Morris [ 121. We find it convenient to work with 
/I, = ... = /I, in the Berger-type solutions to (l.l), but in this framework, 
obtain a broader class of solutions to (1.1) than Berger’s. 
The general class of solutions to d(x) ( 0 is developed in the early part of 
Section 2. It is then followed by several applications related to the estimation 
of the natural parameter and the mean in the general exponential family of 
distributions where the distribution function is absolutely continuous with 
respect to Lebesgue measure. Some special cases are then considered 
including the important normal and gamma situations. 
Next, in Section 3, we have mentioned generalizations of our results to 
certain types of weighted losses. The method was originally developed by 
Bhattacharya [7], and later was more fully exploited by Berger [4]. Also, 
some concluding remarks are made in this section. 
2. IMPROVEMENT ON THE USUAL ESTIMATORS OF THE NATURAL 
PARAMETERS AND THE MEAN IN EXPONENTIAL FAMILIES 
Our first task is to obtain a general solution to the differential inequality 
(1.1). It is assumed that 
v(x) > 0 for all x, and v;‘(xi) is integrable with respect to xi. 
(2-l) 
Let gi(xi) = V; ‘(xi). Define 
S = 5 dj 1 gj(Xj)l’, a > 0, (2.2) 
j=l 
where the dis are certain positive constants. Let g,(x) = -(r(S)/S) gi(xi) 
(1 <i<P). 
THEOREM 1. Suppose (2.1) holds and in (2.2) z is absolutely continuous 
with respect to Lebesgue measure having derivative z’. Then ly 
(2.3) 
holds for some constant K > 0, sufficient conditions for the existence of a 
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solution #(x) = (9*(x),..., 4,(x)) of the type (2.2) to the differential inequality 
(1.1) are 
O<?(S)<K’(p-B), P >P; (2.4) 
U(S) = r(s) s@-~‘/~/[K-~(P -/I?) - S(S)] is strict/y T in S. P-5) 
Proof. From (2.2), 
gjcyx) = - Jig &(Xi) - 
I 
f(S) 
‘r’ s - 2 1 Ddi I gi(xi)l”- ’ 
I di gi(xi) Igi(xi)14* (2.6) 
Substituting (2.1), (2.2), and (2.6) in (l.l), and using (2.4), 
&(x) = v(x) - I 
’ wi(x) dCxi) r2C9 LE!jZL -/jr’(s) + ‘l!l + )J 
1 S2 
4s) < -Ky(x) (K-‘Pr’(S) + 7 (K-‘( P -PI - r(S)) 
I 
. (2.7) 
Next note that 
U’(S) = 9 S’p-4”4 1 K-‘/3r’(S) + + (.1u-‘(p -/?) - r(S))/ 
x w-‘(P-L9-@)r2, (2.8) 
so that from (2.7), (2.8), and (2.5), 
d(x) < --Kv(x)[K-‘(p -b) - r(S)]‘p(p -8)-l S-(p-4)/4u’(S) < 0. (2.9) 
Remark 1. Note that if r(S) is strictly f in S and satisfies (2.4), then 
(2.5) is automatically satisfied. Also, solutions always do exist for (2.4) and 
(2.5). Take for example r(S) = c (constant) ~(0, K-‘(p - 8)). 
Our first application of the theorem lies in the estimation of the natural 
parameter in multiparameter exponential families. Consider p independent 
m’s x , ,..., Xp, where Xi has pdf (with respect to Lebesgue measure on 
(ai, bi), ai and b, being possibly infinite) 
ft3,txi) = Pte*) Pitxi) exPt--Bir&i>17 (2.10) 
pi(x,) and ri(xi) being both differentiable in xi (1 < i < p). Then, for any 
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estimate 6(x) = (6,(x),..., 6,(x)) of 19 = (0, ,..., S,), consider the estimate 
d*(x) = (ST(x),..., 6,*(x)) with 
(2.11) 
where 4dx) = Gtxi) exP(si(x))/pi(xi), Sl”‘(X) = aSi(X)/aXi = 6i(X) T:(Xi), 
1 < i < p. The following regularity assumptions are made. (For comparable 
regularity conditions, see Lemma 1 of Berger [5].) 
(I) Ee[siQ - oil* < co for all i = l,..., p; 
(II) &(l)(x) = +(x)/ax, i = l,..., p exist for almost all x. 
(III) lim XtPCli[#i(x) exP(si(x) - ei ri(xi)) 1 
= lim,i,,,[#i(x) eXp(Si(X) - 8iri(xi))] = 0, 1 < i < p; 
(IV) Ee[l (j”‘(x)1 exP(~i(x~)/~i(Xi)l < 009 1 < i < P- 
Then, (as Berger [5] has shown) one can write 
5 {E[d:(X) - Bi]’ - E[di(X) - Bi12} = Ed(X), (2.12) 
where d(x) = 2 CT (ql(x)/r;(xi)) #i”‘(x) + cf qf(x) #i(x). Consider the 
special case when q,(x) has the form q(x) hi(x,), 1 < i < p, where it is 
assumed that q(x) > 0 for all x. Then one can write 
d(x) = 2@) $J (hi(Xi)/r;(Xi)) #f”‘<x> + V’(x) i hf(xi) $f(x)* (2.13) 
1 1 
This is of the form (1.1) with v(x) = 211(x), v,(x,) = h,(xi)/r;(xi), and wi(x) = 
q’(x) hT(Xi), 1 < i < p. Define gi(xi) by g{(xJ = r’,(x,)/h,(xJ. Writing 
s = CT ] gi(Xi)14 for some j? > 0, if the regularity assumptions (I)-(III) and 
condition (2.3) are satisfied, then for any r(S) satisfying (2.4) and (2.5), one 
gets a solution of the form (2.2) to the differential inequality (2.13). 
Hudson [ 131 considered improvement over the estimator S(X) of 8 where 
Si(X) = Si(Xi) is the MVUE of ei (1 Q i < p). He considered the case 
ri(xi) = -xi, but this argument can be modified to incorporate more general 
ri. However, as already pointed out, the MVUE is not necessarily an 
admissible estimator of its expectation even in one dimension for some 
distributions belonging to the exponential family. In some of these cases, the 
MVUE is dominated by some known positive fractional multiple of it, while 
the latter estimate itself is admissible in one dimension. 
We have, therefore, decided to provide first a general methodology of how 
to improve on a constant multiple of the MVUE in p or higher dimensions 
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under certain conditions. This is interesting only when each component is 
admissible in one dimension. Consider once again the model (2.10) with 
ri(xi) strictly monotone (increasing or decreasing) twice differentiable with 
respect to xi. In this case the MVUE of I!?~ is given by Si(X,) where 
6i(xi) = (r:(xi))-’ (Pz) + & (&) * 
I II 
(2.14) 
Consider now the case where ri(xi) is strictly T in xi. In this case for 
estimating 19~ by ci6,(xi) were ci E (0, 1 ] is a known constant, one has 
p(x) = Ci6,(Xi) QXi) = ci 
[ 
P:Cxi) 
-- $lOg r{(Xi) 
PAxi) t 1 . (2.15) 
Hence, 
Si(X) = Si(Xi) = ci log@i(xi)/l:(xi)), l<i<p. (2.16) 
(The constant of integration is of no consequence to us, and can very well be 
assumed to be zero.) Hence, 
4dx) = r:(xi) exP(si(xi>>/Pi(xi> = [r~(xi)/P(xi>l’-C’~ (2.17) 
which is of the form q(x) hi(xi) with q(x) = 1, and h,(x,) = [r{(x,)/p,(~~)]~-~‘. 
In this case (2.13) reduces to the form (1.1) with t&x) = 2, Vi(Xi) = 
hi(xi)/ri(xi), and wi(x) = #(xi). If now v;‘(xi) is integrable, write 
gi(Xi) = 
I 
V; ‘(Xi) dXi = 
I 
[T:(Xi)/hi(Xi)] dXi. 
Then if the regularity condition (I)-(III) are satisfied with c,S,(x,) replacing 
6i(X) (1 < i < p), and (2.3) holds, then for any r(S) satisfying (2.4) and 
(2.5), w,(~ ) i ,..., c,~,(x,)) is improved by 
(c,w%) -4*(x) b*(xL c&x,) - 4p@) $$J(X))Y (2.18) 
where #i(X) = -(t(s)/s) g,(xi), 1 < i < P, S = C’; ( gi(Xi)l’. 
In the case when ri(xi) is strictly decreasing in xi, noting that 
r;(xi)/r;(xi) = -r;(xi)/(-r;(xi)), one can express (2.15) alternately as 
p(x) = cj [% - -& log(--r;(x,))] ) l<i<p. (2.19) 
Hence, 
si(x) = ci l”g@i(xi)/(-r;(xi>)>, l<igp. (2.20) 
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Then, 
q,(X) = r:(Xj) eXp(Sj(X))/Pi(Xi) = -(-r:(xi)/pj(xi))l-ci, (2.2 1) 
which is of the form V(X) h,(x,) with V(X) E 1, and hi(Xi) = 
-(-r;(xi)/pi(xi))‘-c’. 0 rice again, an estimate of the type (2.18) will improve 
on tc, J,(q),..., c,~,(x,)) with modifications in the definitions of qi)s and #i)s 
provided appropriate regularity conditions hold. 
Remark 2. Note that any ci6,(Xi) with Ci > 1 is inadmissible in the one- 
dimensional case, it being dominated by Si(Xi). 
Next we consider several applications of the above general result. 
EXAMPLE 1. Let X, ,..., XP be p independent gamma variables, Xi having 
pdf 
fei(Xj) = eXp(-OiXj) FiXpi- '/r(CZj), (2.22) 
xi > 0, Bi > 0, ai > 2, 1 < i < p. Then, the MVUE of 8, is @(xi) = (ai - 1)/x, 
and the best (in the sense of minimum mean squared error) constant multiple 
of 6:(x,) is (ai - 2)/(a, - 1). It is known that (oi - 2)/Xi is an admissible 
extimator of 19~ is one dimension (1 < i < p). In this case ri(xi) = xi and 
pi(xi) = xF’-’ so that qi(xJ =x; (ai-l)(l-((II-Z)/(ai-1)) =x;1 m NOW gi(Xi) = 
SXidXi=fXf. Taking j?= 1, one has S = Ct gi(Xi)‘= 4 CT of. Then 
comparing (2.13) with (1.1) one gets v(x) = 2, and w!(x) = x;*. Hence, 
2: PV~(X) gf(xJv(x) = fS. Thus for any r(S) which satisfies (2.4) and (2.5) 
with p = 1, and K = 3, and, also E Ir'(S)l < co, the estimator ((a, - 2)/X, ,..., 
(a, - 2)/X,) is dominated by 
(2.23) 
for p > 2. One can check in this case that the regularity conditions (I)-(IV) 
are satisfied with ai = (ai - 2)/xi (1 < i < p) and oi(x) = -(r(S)/2S) xj!. 
This result includes in particular the corresponding result of Berger [S]. 
EXAMPLE 2. We consider Hudson’s [ 131 case of improving on the 
MVUE S(X) of 8. Admittedly, such a situation is of interest only when each 
Si(Xi) is an admissible estimator of Bi (as in the normal case) in one 
dimension. Hudson [IS] considered the case ri(xi) = -xi, but one can as 
well handle any strictly monotone twice differentiable ri(xi). For the sake of 
definiteness, assume ri(xi) is 1 in Xi. Since ci = 1 for all i in this case, from 
(2.22), qi(x) = -1 for all i = l,..., p. Hence, h i(xi) = - 1 for all i, and gi(xi) = 
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( [r:(X,)/hi(Xi)] dxi = -ri(xi). Al so, wI(x) = hf(x,) = 1 for all i. Hence, taking 
/I = 2, one gets S = Cy gf(x,) = Cy rf(x,). Hence, since w(x) = 2, 
i WI(X) g:(Xi)/y/(X) = f s rf(Xi) = +S, (2.24) 
so that (2.3) is satisfied with K = $. Hence, if E(S’) < co, for any 7 
satisfying (2.4) and (2.5) with p=2, K=f, and El7’(S)I < co, 6(x) is 
dominated by 
4(x,) + 2Fr,(x,),..., 6,(x,) + for p > 3. (2.25) 
In this case regularity conditions (I)-(IV) are satisfied with #i(X) = 
(r(S)/S) ri(xi), and S,(x) = ai (1 < i < p) given in (2.14). 
EXAMPLE 2a. In the normal case with unit variances r,(xi) = -Xi, and a 
class of improved estimates of the type (2.25) is given in Efron and Morris 
[121* 
EXAMPLE 2b. Suppose X, ,..., X, are independent, X, having pdf 
fei(Xi) = eXp(-Xi) Xy'-'/T(Bi), Xi > 0, 8i > 0, 1 < i < pe (2.26) 
The above class of pdfs is of the form (2.10) with ri(xi) = - log Xi, 
pi(x,) = x;’ exp(-xi). The MVUE of Bi is Xi, (1 < i < p). Using (2.2$), x is 
improved by 
7(S) x1 --slogx,,..., ) S = ~ (log Xi)*, (2.27) 
1 
provided E 1 z'(S)/ < 03. The special case 7(S) = p - 2 is given in Hudson 
[141. 
EXAMPLE 3. Let X1,..., X,, be independent gamma variables, Xi having 
pdf 
fe,(X,) = eXp(-8,X,) @'Xpli-'/r(Cli), 
Xi > 09 ei > 0, Cfi > 0, l<i<p, (2.28) 
where q’s are known, but 0(‘s are unknown. In this case the “best” (in the 
sense of best multiple of xi under any loss of the form 
Cf= i g(Q(a, - 8; I)‘)) estimator for 0-i = (8; I,..., 8; ‘), where the ais are 
constants, is given by (X,/(a, + l),..., X,l(a, + 1)). 
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Berger [5 ] provided Stein-type improvement on the estimation of 8-l 
typically in dimensions of order greater than or equal to 2 under various 
weighted squared error losses. One interesting feature in Berger’s results is 
that the critical dimension for inadmissibility is typically two rather than 
three. This fact was later elaborated more with the aid of examples by 
Brown [ 111. 
First consider the loss 
L(8, U) = Cf (Ui - #[‘)2 Bi * (2.29) 
Berger [5] has shown that in order to improve on the usual estimate 6(x) = 
(x&al + 1L ~,/(a, + 1)) by (h/h + 1)X1 + h(x)L <x,I(a, + 1)) 
(1 + #Jx))), the differential inequality to solve is of the form d(x) < 0 with 
d(x) = 2 5J (ai + 1))’ xf@l)(x) + 2 (ai + 1))’ xi&(x) 
I 1 
+ 2 5 (a, + l)-’ xf#f”‘(x) #i(x). (2.30) 
Retaining only the first two terms, the simpler differential inequality to solve 
is A*(x) < 0 with 
d*(x) = 2 i (ai + 1))’ x~#f”‘(x) + 5 (ai + 1)-l x,&(x). (2.3 1) 
1 1 
This is of the form (1.1) with W(X) s 2, Vi(Xl) = (oi + l)-’ xf, Wi(X) = 
(a,+ 1))‘xi, 1 <i<p. Hence, 
gi(xl) = 
c 
v; ‘(xi) dxr = -(a, + 1)2 X;l, l<iiQp. (2.32) 
Hence, 
i Wi(Xi) gf(Xi)/Y(X) = $2 (ai + 1)3 X;’ < &a + 1) S, (2.33) 
1 1 
where a = max 1 <iGP a, and S = cf ) g,(x,)J = Cf (ai + 1)’ x; ‘. Thus (2.3) 
is satisfied with K = j(a + 1). From (2.4) and (2.5) it follows that if 
O<s(S)<2(p-l)/(a+l), P> 2, (2.34) 
and 
u(S) = s(S) Sp-‘/[2( p - l)(a + 1))’ - r(S)] (2.35) 
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is strictly T in S, then #i(x) = -(7(s)/s) giCxi) = (7(S>ls>(ai + lJ21xi 
(1 < i < p) is a solution to d*(x) ( 0. Next note that 
@“(X) = - 
t’(S)(ai + 1)” + 7(S)(Cti + l)’ 
sxj -__- sx; 
(2.36) 
if t(,S) is T in S. Hence, if in addition to (2.34) and (2.35), r(S) is T in S 
with Es’(S) < co, then it follows from (2.30) and (2.36) that (i(X) = 
-(r(S)/S) gi(Xi) is a solution to d(X) < 0. 
Using the Cramer-Rao inequality it can be shown that the supremum of 
the risk of any estimator of 8-i is +co, and so every estimator of 0-l is 
minimax. 
We have also considered estimation of 19-i under the losses L(0, a) = 
2; @(q - 8; 1)” and L(8, a) = Cf (ai - &T’)~. The results are slight 
extensions of Berger [5] and are not as general as the one given earlier. The 
details appear in Parsian [ 16). 
Finally, we consider the following subfamily of the general exponential 
family of distributions with pdf given by 
so(x) = exp[,u(B) b(x) -x(e)] a- l(x) exp - 1 xu-l(x) dx , 1 (2.37) 
with p(B) =E(X) and b’(x) = a-‘(x). This particular subfamily was 
considered by Hudson [ 141. If now X, ,..., Xp are independent, Xi having pdf 
f@,(x) with support (w,, w2) (w, and w2 being possibly infinite), and the 
problem is the estimation of the mean vector @(e,),...,~(f?,)), the MVUE X 
can be improved as follows. 
The following regularity assumptions are made. 
(I) lim $i(X) exp [p(e) b(Xi) - J XiU-‘(Xi) dX,l 
xi-w, 
l<i<p; 
= lim di(X)exp [p(e)6(Xi)-J XiU-'(Xi)dXi] =O, 
xrr+w2 
(II) E 1 U(Xi) #i”‘(X)l < Co, l<i<p. 
Then if (I) and (II) hold, from Hudson [14] it is known that 
E[(xi -lu(4)) 4itx>l =E[u(Xi) @i”‘(X)19 l,<i<p. (2.38) 
Hence if 6*(x) = (ST(x),..., S,*(x)) with SF(x) = xi + tii(x), then 
i E(@(X) - ,U(eJ]’ - 2 E[Xi -p(eJ]’ = Ed(X), (2.39) 
1 I 
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with d(x) = 2 C{ u(x,) #I”’ + Cy #T(X). Here, g,(Xi) = J a-‘(~/) dxi = 
&xi). Since u/(x) G 2, wI(x) = 1, CT wi(x) g:(x,)/w(x) = $ with S = 
C{ gf(x,). Thus if E(S-‘) < co and t satisfies (2.4) and (2.5) with K = 4 and 
/3 = 2 and E ] t’(S)] < co, for p > 3, S is improved (coordinatewise) by 
xi - (r(sYs) Wi)* (2.40) 
EXAMPLE 4. This example appears in Hudson [ 141. Let X1,...,XP be p 
independent TV’S, Xi having pdf 
f&(X) cc x;“‘*-l exp[-f(n - 2)P(Bi)X;‘], Xi > 09 Bi > 0, Fl > 2. 
In this case Xi is the MVUE of 8, (1 < i < p). Also note that b(Xi) = 
-j(n-2)x;‘=g,(xi) (l<i<p), so that x is improved coordinatewise by 
(2.4 1) 
provided E 1 t’(S)1 < co. 
We repeat that improving on the MVUE of the mean in the muitidimen- 
sional case is not interesting unless the corresponding one-dimensional 
estimators are admissible. For instance, in Example 4, 
Xi - {(n - 2)~(8,)} xi* so that E(X,) =,u(O,). Also, if n > 4, E(Xf) = 
Cn - 2)/(n - 4, P2Cei> so that Xi is dominated by {(n - 4)/(n - 2)} Xi 
(1 GiGpI. 
We next show that in certain special cases (which include Example 4) it is 
possible to improve on an estimator of the form (cix,,..., cpXP) of 
@(e,),...,p(B,)) (0 < ci < 1, 1 Q i < p) by an estimator similar to the one 
given in (2.40). TO this end, first note that if S?(X) = CiXi + pi, 1 < i < p, 
using (2.38) it follows that 
5 E[@(X) -p(ei)]’ - E[ciXi-P(ei)I* 
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Now, if di(x) > 0 for almost all x (as is the case in Example 4), from (2.39) 
it follows that 
lhs of (2.42) <Ed,(X). (2.44) 
NOW in this case gi(xi) = c;‘b(xi), 1 < i < p. Hence, (c,X1,..,, c,x,) is 
improved by 
s = c’; gi’(X,). 
(c,X, - c;‘W)/s) WA,..., cpxI, - c;‘(r(S)/S) b&J), 
3. CONCLUDING REMARKS 
Bhattacharya [7], in the context of simultaneous estimation of normal 
means suggested a method for improvement on the usual estimator with the 
loss of the type 
L(8, a) = 2 ni(ui - eiy, where J,>...>L,,>O are known. 
The method consists in decomposition of the original problem into similar 
subproblems. This method was generalized by Berger [4] to losses of the 
form 
L(eT a) = i Iz-i W(Bi)(U[ - 8i)*, where 1, > ... >, I, > 0, (3.1) 
1 
are known. Without going into the details for all the problems, consider for 
example the estimation of the natural parameter in the general multidimen- 
sional exponential family with ~(0~) = 1 for all i = l,,.., p. If X, ,..., XP are 
independent, and Xi has pdf given in (2.10), then the minimum variance 
unbiased estimator of 8, is given by (2.14). Define 
s$(xi> = di(xi) + t5Csj)Isj) ri(xi), sj = i x;, 1 (i< j<p; (3.2) 
py' = (~j -  Aj+ l)//li if j>i, py’=o if j < i. (3.3) 
Then an estimator dominating S(X) is given (coordinatewise) by 
j=i 
(3.4) 
An important open question in all these problems is to find an admissible 
class of estimates dominating the usual one. One way is to find a class of 
proper Bayes estimates dominating the usual one. Sometimes generalized 
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Bayes (possibly with respect to some improper prior) estimates dominating 
the usual one might also be obtained, but then a separate proof of 
admissibility of such generalized Bayes estimates is needed. Berger and 
Srinivasan [6] ( see also Brown [9] in the multinormal case) have shown that 
a necessary condition for admissibility is essentially Bayesness of the 
estimator with respect to some (possibly improper) prior. But, explicit 
admissible estimates dominating the usual one even in some special cases 
(for example the gamma case) do not seem to be known at this stage. A 
characterization of the class of generalized Bayes estimates in the 
multinormal case has been done by Strawderman and Cohen [2 11, and for 
estimating the parameter in the general exponential family by Berger and 
Srinivasan (61. 
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