Diffuse transmission and diffusing-wave spectroscopy (DWS) can be used to probe the structure and dynamics of opaque materials such as colloids, foams, and sand. A crucial step is to model photon transport as a diffusion process. This approach is acceptable for optically thick samples, far into the limit of strong multiple scattering; however, it becomes increasingly inaccurate for thinner samples for several reasons. Here, we correct for two of these defects. By modeling photon propagation by a telegrapher equation with suitable boundary conditions, we can account for the ballistic transport of photons at finite speed between successive scattering events. By introducing a discontinuity in the photon concentration at the source point, and then averaging over a range of penetration depths, we can account for the fact that photons usually scatter anisotropically into the forward direction, rather than being completely randomized at each event. The accuracy of our approach is tested by comparison both with random walk computer simulations and with experiments on specially designed suspensions of polystyrene spheres. We find that our predictions extend the utility of diffuse transmission to slabs of all thicknesses and of DWS to slabs down to about two transport mean free paths.
I. INTRODUCTION
One of the hallmark features of soft-condensed matter is the presence of structure at length scales that are intermediate between the molecular and the macroscopic. Diverse examples include the arrangement of colloidal particles into liquid, glassy, or crystalline structures in paint, ink, and dairy products; the packing of gas or liquid bubbles inside foams and emulsions; the arrangement of grains in a pile of sand; or the configuration of cells in a tissue ͓1͔. These mesoscopic structures are interesting both in terms of the microscopic physics underlying their formation, and in terms of the macroscopic properties they impart to the material. Since the individual components typically have different refractive indices, they can strongly scatter visible light and hence cause bulk samples to have an opaque, white appearance. Physically, photons travel ballistically between successive scattering events whose cumulative effect is to produce a random walk. This can preclude characterization by traditional means such as video microscopy or angle-resolved static and quasielastic light scattering. Fortunately, experimental techniques that exploit multiple light scattering have been developed for probing the structure and dynamics of such materials ͓2͔. In diffuse-transmission spectroscopy ͑DTS͒, the transmission probability T for incident light to be transmitted through an opaque slab is measured as a function of wavelength and analyzed in terms of the transport mean free path, l*, or step size in the random walk, of the photons ͓3͔. Structural details are then deduced from the value and wavelength dependence of l*. In diffusing-wave spectroscopy ͑DWS͒, fluctuations in the intensity of a portion of the multiply scattered light are measured and expressed in terms of a normalized electric field autocorrelation function, g 1 () ϭ͗E(0)E*()͘/͉͗E͉ 2 ͘, as a function of the delay time ͓4-6͔. Results are then analyzed in terms of ͗⌬r 2 ()͘, the mean-squared change in position of the scattering sites due to thermal motion, flow, or time evolution.
For analysis of both DTS and DWS data, most widely used theories approximate the propagation of multiply scattered photons as a diffusion process. This yields convenient analytic expressions that are reasonably accurate if the sample thickness is much greater than l*, where the number of scattering events is large. Unfortunately, however, experiments cannot be performed on arbitrarily thick samples due to finite absorption and coherence lengths, and also due to considerations of the signal-to-noise ratio. Consequently, sample thickness is most often chosen in the range 5 ϽL/l*Ͻ20, where the diffusion approximations are on the verge of being unacceptably inaccurate. For smaller thicknesses, the failure of diffusion theory predictions has been observed experimentally ͓7,8͔. Furthermore, the effects of scattering anisotropy, where photons are not completely randomized at each scattering event ͑see Fig. 1͒ , and ballistic propagation, where photons travel at a finite speed between events, can be important for thin samples. Because of the difficulty in accounting for such phenomena in theories of FIG. 1 . Transverse coordinates of random walks across a threedimensional slab of thickness 101*, for isotropic and anisotropic scattering. In both cases, the walks start inward at the left and exit at the right. photon transport, multiple light scattering techniques have not yet achieved the same degree of quantitative accuracy as the traditional, single-scattering, techniques ͓9,10͔.
Several methods have been proposed to improve upon the diffusion approximations for DWS. MacKintosh and John ͓11͔ described an integral formalism for dealing with correlations between scattering sites located closer than one transport mean free path, where the propagation of light is not diffusive and where wave effects are important. Their approach is also capable of dealing with the polarization effects observed in backscattering experiments ͓12͔. In analogy with radiative transfer, a correlation transfer formalism has been proposed by Ackerson, Dougherty, and co-workers ͓13,14͔ for extending the theory of DWS to thinner slabs. Both of these approaches, however, require either numerical solution or systematic expansion with the assumption that the diffusion approximation is nearly correct. An alternative approach by Middleton and Fisher ͓15͔ employs random-walk simulations, and hence avoids transport approximations altogether. Simulation results that demonstrate the limitations of diffusion approximations have been reported for both backscattering ͓15͔ and transmission ͓10͔ geometries. This approach is computationally intensive and does not yield closed-form predictions that can readily be used for data analysis.
Recently we have developed an exactly soluble theory of DTS and DWS that does not rely on diffusion approximations but instead models photon transport in terms of two counter-propagating streams ͓16͔. This approach follows established procedures from the astrophysics literature for approximating transport in three dimensions from exact results for transport in a truly one-dimensional space. It provides a straightforward means of incorporating boundary reflectivity, scattering anisotropy, and ballistic propagation. The resulting predictions are more accurate, and have a greater range of validity, than those from diffusion theory. Unfortunately, however, the two-stream theory applies only to sample and illumination geometries that have a one-dimensional symmetry, has the wrong photon diffusion coefficient, and cannot account for the effects of angle-dependent wall reflectivity ͓16͔. To address these problems, we have proposed an alternative means of generalizing upon the exact one-dimensional theory ͓17͔. This yields a telegrapher equation for the total photon concentration, complete with specifications for the boundary conditions and the emerging flux. This theory reduces to standard diffusion theory for long times and distances, and in cases of weak absorption, where ballistic propagation is unimportant, and significantly improves upon it otherwise. Since the fundamental quantity is the total number of photons per volume, rather than per unit direction or per stream, it cannot account explicitly for scattering anisotropy.
In this paper, we report on how to incorporate scattering anisotropy into telegrapher and diffusion theories of photon transport. Physical arguments, and exact results from onedimensional transport, are used to demonstrate that a discontinuity in the total photon concentration at the source point is opened up in proportion to the degree of scattering anisotropy. Averaging such results over a continuous range of source points, to mimic an incident laser beam, leads to improved predictions for DTS and DWS. We begin in Secs. II and III, respectively, by reviewing the diffusion and telegrapher theories of photon transport. In Sec. IV, where new material starts, we argue that anisotropy is accounted for by a discontinuity at the source, and we develop diffusing-light spectroscopy predictions for slablike geometries. In Secs. V and VI, respectively, we test these predictions by randomwalk computer simulations and by experiment on dilute suspensions of colloidal particles.
II. DIFFUSION APPROACH TO TRANSPORT
The diffusion theory predictions for photon transport through a slab of thickness L are summarized here, both for later comparison and to introduce notation. Throughout, the illumination and detection optics are taken such that there is no discrimination on the basis of the net lateral motion of photons within the sample, thus ensuring an effectively onedimensional symmetry. Ignoring absorption, three transport parameters enter into the theory: the photon transport mean free path l*, defined such that the photon diffusion constant is cl*/3, the penetration depth z p l*, defined as the distance into the slab at which diffusing photons are assumed to be created, and the extrapolation length z e l*, defined as the distance outside the slab at which the diffuse photon concentration is assumed to extrapolate to zero. These definitions for the penetration depth and extrapolation length ratios are depicted graphically in the top plot of Fig. 2 . The value of FIG. 2 . Photon concentration vs distance into the sample for slabs of thickness Lϭ10 for photons that begin their random walks at z p ϭ1, where all lengths are measured in units of l*, the photon transport mean free path. The top plot shows graphically the definitions of the penetration depth and extrapolation length ratios. In the bottom three plots, solid curves represent histogram data from random-walk simulations for different values of the average cosine of the scattering angle g, and boundary reflectivity R, as labeled. The dashed curves represent the predictions of Eq. ͑4.1͒, which has a discontinuity at z p and vanishes at zϭϪz e and zϭLϩz e . The size of the discontinuity is fixed by the value of the transmission probability, and seen here to be given by D 0 ⌬Хg. the transport mean free path is given by
where l s is the scattering length, equal to the average distance between scattering events and also by which the intensity in a ballistic beam is exponentially attenuated, and g ϭ͗cos ͘ is the average cosine of the scattering angle ͓18,19͔. The values of the penetration depth and extrapolation length ratios, z p and z e , respectively specify the treatment of the source and boundary conditions, and are both of order one. In reality, diffusing photons are introduced into the sample over a continuous range of depths as photons scatter out of an incident beam; however, the penetration depth is usually set to its average value assuming the scattering to be isotropic: z p ϭ1. The extrapolation length ratio, on the other hand, is much better specified. It is set by the angle-dependent reflectivity R w () of the sample wall according to
where the angle cos Ϫ1 is measured with respect to the interior normal ͓20,21͔. Numerical results for many cases of experimental interest are given in Ref. ͓21͔ and confirmed by their connection to the angular dependence with which diffusely transmitted photons emerge from a slab.
For diffuse transmission spectroscopy, the average transmitted intensity is measured and analyzed in terms of the photon transport mean free path. Since the value of l* is determined by the nature and spatial arrangement of scattering sites, this gives a measure of the structure of the material. Given the above ingredients, the transmission probability for diffuse photons created at z p l* is predicted by diffusion theory to be
where LϭL/l* is the dimensionless optical thickness of the slab. This can be shown either by solution of the diffusion equation for a steady, time-independent source or by use of Green's function techniques. This result with z p ϭ1 is widely used to analyze experimental data. Random-walk simulations show that it describes the total diffuse transmission probability to within a few percent, for arbitrary scattering anisotropy and boundary reflectivity, as long as the sample thickness exceeds about 5l* and z e is taken according to Eq. ͑2.2͒ ͓9͔.
In diffusing-wave spectroscopy, fluctuations in the detected intensity are measured and then analyzed in terms of the time dependence of the dimensionless mean-squared displacement of the scattering sites, xϵk 2 ͗⌬r 2 ()͘ where k is the wave vector of light inside the material. The normalized electric field autocorrelation function that describes these fluctuations is given by a weighted average of the single-path correlation function, exp(ϪxY/3), according to the probability density P(Y ) for the total dimensionless square wave vector transfer of the photon path to be
where q i is the change in wave vector for scattering at site i by angle i , for any total number n of scattering events in the path ͓4,15͔. This assumes that scattering events and particle motions are uncorrelated, and that l* is larger than the wavelength of light. The benchmark for predicting the detected correlation function is thus given by
dY .
͑2.5͒
Unfortunately, since the number of scattering events in a given path is discrete, this expression can only be evaluated by computer via random-walk simulations ͓15,10͔. To make analytic progress, the so-called continuum approximation must be invoked to relate total square wave vector transfer to path length. If the number n of scattering events in a path is large, then Y may be approximated accurately by averaging over the scattering form factor:
where sϭSl* is the total length of the light path. The approximate expression used to compute the normalized electric field autocorrelation function is thus
where P(S) is the probability density for a detected photon to have a total path length of Sl* inside the sample. Since the speed of light is constant, this expression is a Laplace transform with respect to time of the detected pulse resulting from an instantaneous source, and can thus be evaluated using Green's function techniques ͓5,2͔. For the slab geometry with one-dimensional incident-collection optics, the correlation function in transmission is found to be
͑2.8͒
This result with z p ϭ1 is widely used to analyze experimental data. It reasonably reproduces simulation results of the benchmark g 1Y (x) of Eq. ͑2.5͒, for arbitrary scattering anisotropy and boundary reflectivity, as long as the sample is sufficiently thick and the value z e is taken according to Eq. ͑2.2͒ ͓10͔.
For the same geometry, but for backscattered light, the correlation function is obtained simply by replacing z p by LϪz p in Eq. ͑2.8͒. In the semi-infinite limit, L→ϱ, and for small x, this prediction is close to the experimental ͓12͔ and simulation ͓15,16͔ result of
where ␥ is a number close to 2 that depends on boundary reflectivity and scattering anisotropy. This result is widely used to analyze experimental data. The central predictions of diffusion theory, Eqs. ͑2.3͒ and ͑2.8͒ with z p ϭ1 for DTS and DWS, respectively, rely upon several approximations that are valid only for thick slabs. Besides ignoring any direction dependence in the photon concentration field, they do not account for ballistic propagation or scattering anisotropy, and hence become increasingly inaccurate, and eventually fail altogether, for slabs of decreasing thickness. This is unfortunate because most data are obtained for rather thin slabs, 5ϽL/l*Ͻ20, where the effects of absorption and laser coherence can be neglected, and where better correlation function statistics can be obtained due to higher count rates and slower decay times.
III. TELEGRAPHER APPROACH TO TRANSPORT
This section reviews a recently reported theory of photon transport that we have developed to account for the ballistic nature of photon propagation between successive scattering events ͓17͔. Solutions relevant to diffusing light spectroscopies are developed in the following section, explicitly including the influence of scattering anisotropy.
A. Telegrapher equation
A complete description of photon transport, neglecting polarization and interference effects, requires that the number density of photons be tracked as a function of time, position, and direction. It is straightforward to develop such a theory of radiative transfer simply by considering all the possible ways for this density to change by the ballistic flow of photons, by the scatter of photons in and out from different directions, and by absorption ͓22,18,19͔. However, the resulting Boltzmann equation is difficult to solve, even numerically, and this difficulty ultimately originates in the fact that there is a continuum of directions in three-dimensional space. Diffusion theory, by contrast, is much simpler since it neglects the direction dependence and thus deals only with the total photon density and how it changes by scattering and absorption. As a comparably simple alternative to the full transport theory, we have recently proposed a telegrapher equation for the photon density that improves upon diffusion theory by incorporating ballistic propagation effects for isotropic and anisotropic scattering alike. The physical motivation comes from the exact model of transport in a truly onedimensional space, which can be written down and solved without approximation ͓23,16͔. The following telegrapher equation for the total photon density (r,t) in three dimensions was proposed by assuming only that it be identical in form to the exact telegrapher equation for one-dimensional transport, but with numerical coefficients guaranteeing the correct ballistic and diffusive limits for three dimensions:
where c is the speed of light in the medium, l*ϭl s /(1 Ϫg) is the photon transport mean free path, l s is the scattering length, g is the average cosine of the scattering angle, and l a is the absorption length. Note that the wave equation with the correct speed c is recovered at short times and that, ignoring absorption, the standard diffusion equation with the correct diffusion coefficient Dϭcl*/3 is recovered at long times. Furthermore, the treatment of absorption is selfconsistent since (r,t)ϭexp(Ϫz/l a ) is a solution in the case of negligible scattering, l*ӷl a , and since (r,t)ϭexp (Ϫct/l a ) is a solution in general. The accuracy of Eq. ͑3.1͒ in describing transport in three dimensions was verified by comparison of its Green's function with random-walk simulation results for the spreading of an instantaneous pulse in an infinite three-dimensional medium with varying degrees of scattering anisotropy and absorption ͓17͔. It should be emphasized that Eq. ͑3.1͒ describes photon concentration away from a source, independent of the degree of scattering anisotropy; as will be shown in Sec. IV, anisotropy plays an important role only in the treatment of the source.
Since the values of c and l* set the scales for ballistic and diffusive behavior, it is convenient to work in a dimensionless system of units where all lengths are measured in units of l* and all times are measured in units of l*/c. The resulting dimensionless telegrapher equation is thus
where a ϭl*/l a is the dimensionless absorption coefficient and D 0 ϭ1/3 is the dimensionless diffusion coefficient.
B. Boundary conditions and observable flux
To complement the telegrapher equation for predicting photon transport within and out of a finite medium, it is necessary to specify boundary conditions for (r,t) and a prescription for deducing the observable flux of exiting photons. We obtained these ͓17͔ again by considering the results of the exact description of the one-dimensional problem. In the same dimensionless system of units as for Eq. ͑3.2͒, the result for the boundary conditions is
͑3.3͒
where n points normal to the boundary away from the medium and where z e is given by the boundary reflectivity according to Eq. ͑2.2͒. This is similar to the usual extrapolation length boundary conditions of diffusion theory, except for the a and ‫‪t‬ץ/ץ‬ terms that arise from absorption and ballistic transport, respectively. Note, also, that for time-independent problems the extrapolation length decreases with increasing absorption. The result for the exiting flux at some point on the boundary is found similarly as
͑3.4͒
which would be identical to Fick's law if the absorption and ballistic terms in the boundary conditions were dropped. The complete telegrapher theory of three-dimensional photon transport, except for the specification of the source, consists of Eqs. ͑3.2͒-͑3.4͒. It is of comparable simplicity to diffusion theory, but is much more accurate at short times and distances and in cases of strong absorption. This was verified by comparison of analytic solutions for a plane source with the results of random-walk simulations for slabs of varying optical thickness and absorption ͓17͔. The telegrapher theory is also superior to the 2-stream theory of Ref.
͓16͔ because the latter applies only to geometries that have a one-dimensional symmetry, has the wrong diffusion coefficient, and cannot incorporate the effects of angle-dependent wall reflectivity.
IV. PREDICTIONS
We now begin presenting new material. In this section, solutions to the telegrapher theory are found for the geometry of greatest experimental interest for diffusing light spectroscopies: a three-dimensional slab with illumination and detection optics arranged such that there is no discrimination against photons according to their lateral motion within the sample. Absorption is not explicitly considered, but can be incorporated easily based on the results presented.
A. Steady plane source
The solution for the concentration profile when a steady source of strength 0 is located at the plane z p l* in from the edge of a nonabsorbing slab of thickness LϭLl* is given by
where the transverse coordinate z is measured in units of l*, and T z p is the transmission probability. This obviously satisfies the time-independent telegrapher equation with no absorption, ٌ 2 ϭ0. It also satisfies the boundary conditions, Eq. ͑3.3͒, by vanishing at distance z e l* outside the sample. Furthermore, it correctly gives the diffusely backscattered and transmitted fluxes according to Eq. ͑3.4͒ as
Curiously, however, the value of the transmission probability has not yet been specified even though all the ingredients of the theory have been used. To determine the value of T z p requires physical arguments outside of the standard telegrapher model, just as was required to specify the value of z e . To begin, first note that the size of the discontinuity per unit incident flux at the source point, ⌬ϵ͓(z p ϩ ) Ϫ(z p Ϫ )͔/ 0 , has also not been specified, and that fixing the value of either T z p or ⌬ determines the value of the other. Evaluating the discontinuity at z p according to the profile of Eq. ͑4.1͒ and then solving for the transmission probability gives the key result:
͑4.3͒
Accordingly, the usual diffusion theory prediction for the transmission probability, Eq. ͑2.3͒, is recovered by forcing the profile to be continuous at z p , while an increase in ⌬ leads to an increase in transmission probability. A nonzero value of the discontinuity can be understood physically as arising from anisotropic scattering. First, if the scattering is anisotropic, then photons first scattered away from an incident beam at z p will be preferentially directed deeper into the sample; therefore, the concentration for zϾz p should be greater than for zϽz p in proportion to the extent of the anisotropy. Second, the transmission probability should increase as photons begin scattering from deeper within the sample, again in proportion to the extent of the anisotropy. This intuitive connection between the concentration discontinuity at the source point and the extent of scattering anisotropy can also be seen mathematically from the exact 2-stream theory of transport in a truly one-dimensional medium. There, Eq. ͑13͒ of Ref.
͓16͔ shows that the transmission probability has the form of Eq. ͑4.3͒ but with D 0 ⌬ replaced by 2p f Ϫ1, where p f is the probability for scattering forward without changing streams. For one dimension, the D 0 ⌬ term appearing in Eq. ͑4.3͒ is thus given by the average cosine of the scattering angle, gϭ(ϩ1
As shown next, the relation D 0 ⌬ϭg also turns out to be obeyed for thick samples in higher dimensions.
In general, the size of the discontinuity can be deduced in terms of the scattering anisotropy by requiring sensible behavior of the transmission probability in the diffusive and single-scattering limits. For very thick slabs, the total diffuse transmission probability should depend only on the transport mean free path, independent of scattering anisotropy. Averaging T z p over an exponential distribution of penetration depths according to the scattering length gives the total diffuse transmission probability as
͑4.4͒
assuming that the discontinuity is independent of penetration depth. This averaging procedure will be discussed more fully in Sec. IV C. Since the scattering and transport lengths are related by l s /l*ϭ(1Ϫg), the diffuse transmission is independent of anisotropy only if the discontinuity is given by D 0 ⌬ϭg for Lӷl*.
͑4.5͒
As the scattering anisotropy increases, the average penetration depth decreases and the discontinuity increases in such a way that their sum, (l s /l*ϩD 0 ⌬)ϭ1, remains a constant equal to one. Therefore, the total diffuse transmission probability for thick slabs is simply T d ϭ(1ϩz e )/(Lϩ2z e ) independent of anisotropy. This solves the old puzzle as to why the ad hoc procedure of setting z p ϭ1 in Eq. ͑2.3͒ yields good results for any degree of scattering anisotropy.
In the opposite limit of very thin slabs, where photons scatter not more than once, the diffuse transmission probability can be calculated directly and used to deduce the discon-tinuity. Summing all the probabilities for a singly scattered photon to reflect any number of times, and then be transmitted, gives
after averaging over forward scattering angles; F() is the scattering form factor and R() is the boundary reflectivity. To agree with the L→0 limit of Eq. ͑4.3͒, the discontinuity must be taken as
ϵgЈ for LӶl*.
͑4.7͒
If the scattering is isotropic, F()ϭF(Ϫ), this reduces to zero. If the boundary reflectivity is independent of angle, this reduces to gЈϭ 2 3 (2p f Ϫ1) where p f is the probability of scattering into the forward direction with a deflection angle of less than 90°. In general, however, it must be evaluated numerically.
In summary, the discontinuity in diffuse photon concentration at the source plane for a three-dimensional slab is fixed by requiring that sensible limits be obtained for very thick and very thin samples. In both the diffusive and single scattering limits, the discontinuity is zero for isotropic scattering and increases as the scattering becomes more anisotropic according to Eqs. ͑4.5͒ and ͑4.7͒. In Sec. V A we will demonstrate explicitly by simulation that a discontinuity in the concentration profile exists and is consistent with these expectations.
B. Instantaneous plane source
For many problems of interest, including DWS, it is necessary to consider the time-dependent response to an instantaneous pulse. Boundary conditions are most easily implemented using Laplace transform methods. In the telegraphers model, the Laplace transform with respect to time of a pulse of strength 0 introduced at depth z p l* into a slab is predicted to have the general form
͑4.8͒
where is the transform variable conjugate to time, ␣ ϭ(ϩ1/D 0 ), z is the transverse coordinate, and the plus and minus signs are for z greater and less than z p , respectively. As before, lengths are measured in units of l* and times in units l*/c. It is straightforward to verify that this satisfies the telegrapher equation, Eq. ͑3.2͒, and that the discontinuity per unit source is of size ⌬. The first term represents the source, while the amplitudes c 1 and c 2 of the subsidiary terms are chosen in order to satisfy the boundary conditions, Eq. ͑3.3͒. Using the prescription of Eq. ͑3.4͒ for the exiting flux, the Laplace transform with respect to time of the transmitted pulse is found to be
͑4.9͒
The Laplace transform of the backscattered pulse can be found similarly; it can also be obtained from the transmission result simply by replacing z p by LϪz p and ⌬ by Ϫ⌬. As a check, note that the transmission probability is equal to the integral of the transmitted pulse over all time, and is hence given by (L,0)D 0 /z e ϭ 0 T z p . The value thus obtained from the →0 limit of Eq. ͑4.9͒ is clearly equal to the previous result, Eq. ͑4.3͒, found for the steady source. The backscattering probability can be shown, similarly, to be 1ϪT z p . This provides an important, nontrivial, check on the internal consistency of the telegrapher equation, boundary conditions, and treatment of the discontinuity at the source. As an aside, note that the influence of absorption on both the pulse shape and transmission probability is found by taking →ϩ a . Besides giving transmission probabilities with and without absorption, the Laplace transform results are useful for analysis of other experimental data as well. For instance, they can be inverted for the time dependence of emerging pulses ͓17͔. And, according to Eq. ͑2.7͒ for the theory of DWS, they can be evaluated at ϭD 0 x, and hence ␣ϭx(1ϩD 0 2 x), then normalized, to approximate the electric field autocorrelation function. For transmission, the result is
͑4.10͒
For backscattering, the result can be generated from this as before. Since the failure of the continuum approximation prevents application to very thin samples, we have set the discontinuity to the thick-sample limit of D 0 ⌬ϭg. Note that Eq. ͑4.10͒ bears similarity to the diffusion theory prediction, Eq. ͑2.8͒, which indeed is recovered by setting both D 0 2 and g to zero. The differences due to the D 0 2 terms indicate the influence of ballistic propagation, while the differences due to the g terms indicate the influence of scattering anisotropy. 57 4503 DIFFUSING-LIGHT SPECTROSCOPIES BEYOND THE . . .
C. Collimated beam
The expressions found above for the transmission probability and DWS correlation functions are not quite ready for use in data analysis. First, they must be averaged over a distribution of penetration depths according to the scattering length and wall reflectivity. Considering all multiple reflections of the collimated incident beam from the sample boundaries, the total diffuse transmission probability is found as
where FϵR b e ϪL/l s ϭR b e ϪL/(1Ϫg) is the probability for an incident to cross the sample without scattering and then reflect. The T z p and F(1ϪT z p ) terms in the integral represent the contribution from photons that reflect an even and odd number of times, respectively, before being scattered out of the incident beam at z p ͑see Fig. 3͒ . The result, Eq. ͑4.11͒, is the central new prediction intended for analysis of diffuse transmission data. For thick samples, it reduces to the usual diffusion prediction, Eq. ͑2.3͒ with z p set to one. For thinner samples, its behavior and accuracy will be considered in Secs. V and VI; there, we will also recommend an empirical interpolation scheme between the two limits of Eqs. ͑4.5͒ and ͑4.7͒ for the magnitude of the discontinuity.
Similar averages must be performed for DWS. In backscattering, taking the L→ϱ limit and then averaging over an exponential distribution of z p according to the scattering length gives
͑4.12͒
where, recall, xϭk
, and g is the average cosine of the scattering angle. For DWS in transmission, the result for a plane source must be averaged over z p as well as summed over multiple reflections of the unscattered beam:
Note that diffusely transmitted photons that remain in the incident beam for an odd number of reflections all contribute according to g 1B,z p (x), since they are traveling away from the transmission boundary when first scattered ͑see Fig. 3͒ . This integral is straightforward to evaluate, but the answer is rather cumbersome. To obtain a reasonably convenient expression, we set Fϭ0 and thus restrict our attention to thicknesses well outside the single-scattering regime. This is not an unnecessarily severe restriction since, by contrast with the diffuse transmission probability, the DWS prediction must fail in the thin slab limit because of the continuum approximation. Evaluating Eq. ͑4.13͒ without the multiple reflections and with the discontinuity set to D 0 ⌬ϭg then gives the central prediction intended for use in analysis of actual data:
where the coefficients are defined as This result includes the effects of boundary reflectivity through z e , scattering anisotropy through gϭ1Ϫ(l s /l*), and ballistic propagation through D 0 2 , all of which are important for typical slabs of thickness LϽ15l*. For thick slabs, it reduces to the usual diffusion theory prediction, Eq. ͑2.8͒
with z p set to one. The effects of absorption on both the transmission probability and the DWS signal can be obtained by taking x→xϩ a /D 0 and then normalizing.
To examine the influence of anisotropic scattering and ballistic propagation, we investigate the approach of the prediction, Eq. ͑4.14͒, to the thick-sample limit g 1 (x) ϭLͱx/sinh(Lͱx). We thus define an expansion by
, where ⌫ 1 is the first cumulant controlling the decay rate, and A is a shape parameter specifying the initial curvature on a semilogarithmic plot. Straightforward manipulation gives
The leading thick-slab behaviors are ⌫ 1 ХL 2 /6, since transmitted photons typically take this number of completely random steps of size l* in crossing a slab, and AХ1, by definition. According to Eq. ͑4.16͒, the first correction to the cumulant scales as L Ϫ1 and depends only on boundary reflectivity; anisotropy and ballistic effects are relatively unimportant even for rather thin slabs. The leading correction to the shape, by contrast, scales as L Ϫ2 and depends crucially on all these quantities. In particular, the degree of upward curvature increases for larger z e and for smaller g. Physically, according to the fundamental DWS equation ͑2.7͒, this can be understood in terms of an increase in the width of the photon path length distribution P(S). If the scattering is highly anisotropic, then all photons scatter out of the ballistic incident beam very close to the boundary and hence begin diffusing at the same location. If the scattering is isotropic, by contrast, then photons scatter out of the incident beam over a broader range of distances and this leads to a broader distribution of diffusive path lengths. The influence of ballistic transport can be similarly understood. The telegrapher theory obeys causality by forcing P(S)ϭ0 for SϽLϪz p ͓17͔. The standard diffusion theory, recovered by taking D 0 2 ϭ0, does not exclude these short paths and hence gives a broader distribution of diffusive path lengths and more upward curvature.
V. SIMULATIONS
The remainder of the paper presents various tests of the above predictions, in this section by random-walk simulation and in the next by experiment. Here, random walkers are launched in from the edge of a slab and allowed to wander until exiting from either the transmission or backscattering sides. Following the methods of Refs. ͓9,10͔, steps are generated with an exponential distribution of sizes according to the scattering length, l s , and a distribution of directions given by the Henyey-Greenstein scattering form factor,
, where g ϭ͐ Ϫ1
1 F()d is the average cosine of the scattering angle ͓24͔. When a walker encounters the boundary at either edge of the slab, it either exits or is reflected specularly back into the sample according to an angle-independent reflection probability, R. Isotropic and anisotropic random walks generated by this procedure are compared in Fig. 1 .
A. Concentration profile
The treatment of scattering anisotropy by a discontinuity in photon concentration at the source point is the key theoretical idea in this paper, and the size of the discontinuity, Eq. ͑4.5͒ or ͑4.7͒, is a crucial input to DTS and DWS predictions. Therefore, we first use random-walk simulations to study the existence and magnitude of the discontinuity in relation to scattering anisotropy. We proceed by collecting statistics for the diffuse transmission probability and the profile of photon concentration versus distance. To mimic scattering away from a normally incident beam at a distance z p l* in from the edge of the sample, as in the predictions to be tested, the very first step starts at z p l* and is directed away from the ϩz direction according to the form factor. Altogether, then, four inputs must be specified: the value of the slab thickness, L/l*, the boundary reflectivity R, the scattering anisotropy g, and the penetration depth ratio z p . For each choice, results for the transmission probability T z p are obtained by tallying the number of transmitted walkers. Results for the steady, time-averaged concentration profile are obtained by binning up the amount of time each walker spends at a given depth in the sample. Example data are shown in Fig. 2 for a penetration depth of z p ϭ1 into slabs of thickness L/l*ϭ10 for six different combinations of scattering anisotropy, g͕0, 0.5, 0.9͖, and boundary reflectivity, R͕0,1/2͖. For comparison, the prediction of Eq. ͑4.1͒ is also plotted in Fig. 2 , where T z p is taken from the simulation value, z e is taken from Eq. ͑2.2͒, and 0 is the total time spent by all walkers inside the slab; there are no free parameters in the comparison. In all cases, the predicted and simulated profiles agree very well throughout the entire slab, except very close to the source. In particular, the profiles are all nearly linear on each side of the source plane and extrapolate to zero at z e ϭ2/3 and 2 outside the sample for Rϭ0 and 1/2, respectively. But more importantly, it also shows how the profiles are not necessarily continuous at z p . The size of the discontinuity can be read straight off the plots to be D 0 ⌬ Х0, 0.5, and 0.9 for the three cases gϭ0, 0.5, and 0.9, respectively, independent of wall reflectivity. This provides strong confirmation of the expectation D 0 ⌬ϭg of Eq. ͑4.5͒ for thick samples.
Next, the behavior of the discontinuity at the source is examined as a function of slab thickness. It is also important to examine the behavior of the discontinuity as a function of z p , since in a real experiment diffusing photons are introduced over an exponential range of penetration depths as photons are scattered out of the incident beam. Thus Fig. 4 displays statistics for the average and rms deviation of the discontinuity as a function of slab thickness, for two different values of wall reflectivity and several degrees of scattering anisotropy. The averages shown are defined as follows by exponential weighting according to the scattering length, as would occur in experiment:
where D 0 ⌬ z p is the discontinuity at z p as deduced from the simulation result for T z p using Eq. ͑4.3͒. The simulation results for the rms deviation, defined similarly as
show that the discontinuity is independent of z p to a good approximation, more so for stronger anisotropy. So it is enough to consider the average discontinuity as a function of slab thickness and anisotropy, without regard to z p . The results for ͗D 0 ⌬͘ versus L/l* displayed in the top plot of Fig. 4 also conform very well to the expectations of Eqs. ͑4.5͒ and ͑4.7͒ independent of wall reflectivity. This is illustrated by close agreement of the simulation data with the solid curves that interpolate exponentially between the expected small and thick slab limits according to ͗D 0 ⌬͘ϭgϩ͑gЈϪg ͒exp͑ ϪL/l*͒.
͑5.2͒
This empirical relationship works well for all reflectivities and anisotropies examined. As long as the slab thickness is greater than Lϭ2l*, the discontinuity can therefore be taken as ͗D 0 ⌬͘ϭg. And as long as the thickness is less than L ϭ0.1l*, the discontinuity can be taken as ͗D 0 ⌬͘ϭgЈ. It is curious that the thin slab limit, and the crossover between the two regimes, is set by the value of l* rather than by the scattering length.
In the cases of constant reflectivity simulated above, the discontinuity in the single scattering regime is simply gЈ ϭ 2 3 (2p f Ϫ1). In many experiments, the scattering medium is a liquid suspension held in a glass cell and measured in air or an index-matching bath. In these cases, the discontinuity must be calculated numerically using the angle-dependent Fresnel reflectivity of both interior-wall and wall-exterior interfaces. Results for a variety of liquid refractive indices are shown in Fig. 5 for a glass index of 1.5 and the HenyeyGreenstein form factor. For any set of refractive indices at the boundary, note that the discontinuity approaches the constant-reflectivity value gЈ→ 2 3 (2p f Ϫ1)ϭgϪO(g 3 ) for small g. Thus, for weak anisotropy, gϽ0.4, excellent results should be obtained by treating the discontinuity as a constant independent of thickness; this can be seen in Fig. 4. 
B. Diffuse transmission
With the foundation now established, we may begin testing the predictions for diffusing-light spectroscopies. The only difference in simulation procedure is that now the location of the first scattering event away from the incident beam is not specified, but is rather taken at random for each walker FIG. 4 . Average size and rms deviation of the discontinuity, as defined by the weighting over z p in Eq. ͑5.1͒ vs slab thickness for several degrees of anisotropy as labeled. Results are seen to be independent of boundary reflectivity, open circles for Rϭ0 and crosses for Rϭ1/2, and to agree well with the limiting values of Eqs. ͑4.5͒ and ͑4.7͒; the solid curves represent the empirical interpolation of Eq. ͑5.2͒.
FIG. 5.
Required discontinuity in diffuse-photon concentration in the single-scattering limit, Eq. ͑4.7͒, vs scattering anisotropy for samples held on glass cells and measured in air ͑top͒ or water ͑bottom͒. In both cases, the dashed curve is the constant reflectivity limit and the solid curves are for interior indices of 1.0 through 1.6 from bottom to top. The open points represent values for the isotropic and anisotropic samples described in Sec. VI.
according to the scattering length and wall reflectivity. Results for the total diffuse transmission probability as a function of optical thickness are shown as symbols in Fig. 6 for four different combinations of boundary reflectivity, R ͕0,1/2͖, and scattering anisotropy, g͕0,0.9͖; the corresponding predictions from Eq. ͑4.11͒ are shown as curves. In the single scattering regime, LӶl s , the diffuse transmission increases linearly with thickness and depends on both the reflectivity and the anisotropy. Throughout this regime, the simulation data and the telegrapher predictions are in perfect agreement, as expected by the choice of discontinuity. In the diffuse regime, Lӷl*, the transmission decreases with thickness in proportion to L Ϫ1 and depends strongly on reflectivity, but not on anisotropy. This is seen in both the simulation data and in the predictions of Eq. ͑4.11͒, which are indistinguishable to within about Ϯ1% for L/l*у2. The deviation of simulation from prediction is greatest in between the two limiting regimes, but, as seen in Fig. 6 , is never more than a few percent. Thus, by properly including boundary reflectivity through an extrapolation length and scattering anisotropy through a discontinuity at a source that is exponentially distributed according to the scattering length, the transmission probability can be predicted from one simple theory with great accuracy in both the single-and multiple-scattering limits as well as in the difficult region in between.
C. Diffusing-wave spectroscopy
The accuracy of the DWS correlation function predictions, Eq. ͑4.12͒ for backscattering and Eq. ͑4.14͒ for transmission, can be also be gauged by comparison with randomwalk simulations. As walkers wander through the slab, both their total square wave-vector transfer and their total path length are measured, and the results are used respectively to compute the correlation function according to the benchmark, g 1Y (x) of Eq. ͑2.5͒, and the continuum approximation, g 1S (x) of Eq. ͑2.7͒.
Backscattering
Simulation results of the DWS correlation function in the backscattering geometry are shown in Fig. 7 for four different combinations of boundary reflectivity, R͕0,1/2͖, and scattering anisotropy, g͕0,0.9͖, along with the telegrapher prediction of Eq. ͑4.12͒. As observed previously ͓15,10͔, the benchmark g 1Y (x) and the approximation g 1S (x) agree very well for small x ͑early times͒, where the signal is dominated by photons with long paths, but disagree for large x ͑late times͒, where the signal is dominated by photons that have short paths. This is because the continuum approximation is valid only for long paths consisting of many scattering events. For small x, where g 1Y (x) and g 1S (x) are in agreement, the telegrapher prediction is also quite accurate. Namely, the initial decay is nearly exponential in ͱx and depends on reflectivity but not on anisotropy, while for slightly larger x the decay rate increases slightly with increasing g. This can be seen both in Fig. 7 and in the smallx expansion of the backscattering prediction, Eq. ͑4.12͒:
For even larger x, beyond about xϭ1 where g 1Y (x) has decayed to about 0.2, the continuum approximation fails altogether since, as seen in Fig. 7 , there is no longer any quantitative similarity of g 1S (x) to g 1Y (x). In this regime, neither diffusion theory nor telegrapher theory approximations of g 1S (x) can hope to capture the true behavior of g 1Y (x); and indeed, the telegrapher predictions shown in Fig. 7 break down, especially for strong anisotropy. In short, there are as yet no truly satisfactory predictions for the backscattering correlation function based on Eq. ͑2.7͒ for g 1S (x), since the continuum approximation breaks down for short paths and since short paths dominate the signal for g 1 (x)Ͻ0.2. The best means of analyzing data may still be the empirical form FIG. 6 . Total diffuse transmission vs slab thickness for four combinations of boundary reflectivity and scattering anisotropy, as labeled. Symbols represent results of random-walk simulations and curves represent the prediction of Eq. ͑4.11͒ using the average discontinuity given by Eq. ͑5.2͒.
FIG. 7.
Normalized electric field correlation function for backscattering from a semi-infinite slab for four combinations of boundary reflectivity and scattering anisotropy, as labeled. The top plot shows simulation results for the benchmark, g 1Y (x) of Eq. ͑2.5͒, based on momentum transfer; the middle plot shows simulation results for g 1S (x) of Eq. ͑2.7͒, based on path length; and the bottom plot shows the telegrapher predictions of Eq. ͑4.12͒. The empirical result g 1 (x)ϭexp͓Ϫ(1ϩz e )ͱx͔, based on the small x expansion in Eq. ͑5.3͒, is shown in all plots by symbols, open squares for R ϭ0 and plusses for Rϭ1/2, independent of scattering anisotropy. g 1 (x)ϭexp(Ϫ␥ͱx) where ␥ is an unknown, adjustable parameter close to 1ϩz e . This form is shown by symbols in Fig. 7 for the two cases ␥ϭ5/3 and 3, corresponding through the first term in Eq. ͑5.3͒ to z e ϭ2/3 and 2, respectively. This, of course, fails to capture the anisotropy dependence of the decay; it also does not provide good agreement with g 1Y (x) beyond about xϭ1. Since the second term in the expansion in Eq. ͑5.3͒ seems reliable, it may be possible to concoct an even better empirical form using this as a guide.
Transmission
In the transmission geometry, there is a well-defined typical photon path consisting of roughly (L/l*) 2 completely random steps of average size l*. This implies that the decay of the correlation function is nearly exponential in (L/l*) 2 x. It also implies that failure of the continuum approximation is a concern only for thin slabs, and can never be as severe as in backscattering. As found previously ͓10͔ the difference between the average dimensionless path length ͗S͘ and the average dimensionless momentum transfer ͗Y ͘, whose values determine the initial decay rates of g 1S (x) and g 1Y (x), respectively, vanishes for thick slabs and is never greater than about 7% even for slabs as thin as Lϭ2l*. Therefore, the prediction of Eq. ͑4.14͒ is tested in Fig. 8 by comparison  with g 1Y (x) , only, as a function of (L/l*) 2 x. Simulation results and telegrapher predictions for the transmission correlation function are displayed for three different slab thicknesses, L/l*ϭ5, 10, and 20, with four different combinations of boundary reflectivity, R͕0,1/2͖, and scattering anisotropy, g͕0,0.9͖. For small (L/l*) 2 x, the initial decay is nearly exponential in (L/l*) 2 x with a rate that depends significantly on reflectivity, but not much on anisotropy, such that the sensitivity to a change in reflectivity increases for thinner slabs. This can be seen both by careful inspection of the figure and of the small-x cumulant expansion of the transmission prediction in Eq. ͑4.16͒. For larger (L/l*) 2 x, the correlation functions all exhibit upward curvature by an amount that depends on thickness, reflectivity, and anisotropy, such that the sensitivity to a change in anisotropy increases for thinner slabs. For very thick slabs, Lӷl*, the behavior reduces to the limiting form g 1 (x) ϭLͱx/sinh(Lͱx) independent of reflectivity and anisotropy. For slabs of intermediate thickness, 20ϽL/l*Ͻ100, the behavior depends noticeably on reflectivity but not on anisotropy. For thinner slabs, L/l*Ͻ15, where most experiments are performed, the behavior depends significantly on both reflectivity and anisotropy. As evident in Fig. 8 , the telegrapher prediction of Eq. ͑4.14͒ captures this entire range of behavior and is quantitatively accurate to a remarkably high degree. By contrast, the diffusion theory prediction of Eq. ͑2.8͒, also shown in Fig. 8 , fails to distinguish the crucial differences due to scattering anisotropy, and thus becomes only qualitatively correct for thinner slabs. Curiously, as noticed earlier in Ref. ͓8͔, it works best for strong anisotropy, the very case for which its transport approximations are most inaccurate.
The differences between the simulated and predicted correlation functions observed in Fig. 8 are difficult to fully quantify. Two reasonable means are shown in Fig. 9 that may be useful to experimentalists for knowing and minimizing the systematic error introduced by analysis of data with the telegrapher prediction. The top plot shows the fractional cumulant difference, ⌬⌫ 1 /⌫ 1 ϵ(⌫ 1 Ϫ⌫ 1Y )/⌫ 1Y , between the initial decay rates of Eq. ͑4.14͒ and the benchmark, g 1Y (x), for the usual four combinations of boundary reflectivity and scattering anisotropy. The differences all decrease with increasing thickness, as expected, and even in the worst cases are less than 10% for thicknesses greater than L ϭ4l*. In the case of moderate reflectivity and anisotropy, as in a typical experiment, the difference is less than a few percent even in slabs as thin as Lϭ2l*. While the cumulant difference serves to quantify the accuracy of the decay rate, the following absolute difference serves to quantify the accuracy of the shape:
͑5.4͒
Since the predicted and benchmark correlations functions both decay nearly exponentially from one to zero, their difference is greatest over about one decade in x; therefore, Eq. ͑5.4͒ is an indicator of the average difference ͓10͔. Furthermore, since the decay rates have been matched, this quantity solely reflects differences in shape. Simulation results for Eq. ͑5.4͒ are shown in the bottom plot of Fig. 9 . As expected, all decrease with thickness, and even in the worst cases are below 0.1 for thickness greater than Lϭ3l*. Since the error in the prediction becomes comparable to the benchmark when the correlation function decays below ͉͗⌬g 1 ͉͘, a simple rule for avoiding undue systematic error would be to restrict analysis to the portion of the decay satisfying g 1 () Ͼ͉͗⌬g 1 ͉͘. Since it is routine to measure g 1 () down to 0.03, the results in Fig. 9 show that even in the worst case no data need be discarded if the thickness is greater than about Lϭ7l*. For moderate reflectivity and anisotropy, as in a typical experiment, no data need be discarded if the thickness is greater than about Lϭ4l*, and more than a full decade of decay is available even for slabs as thin as L ϭ2l*.
VI. EXPERIMENTS
While the above random-walk simulations are useful for cleanly isolating and testing the influence of scattering anisotropy, they fail to account for potentially important phenomena that occur in real experiments. This includes the field properties of light, i.e., polarization and interference, as well as angle-dependent behavior in the boundary reflectivity and scattering form factor that are not accounted for by the average quantities z e and g, respectively. Therefore, we have performed a series of diffuse transmission and DWS experiments on colloidal suspensions of polystyrene spheres ͑poly-balls͒. The heart of our approach is to design two suspensions such that, except for scattering anisotropy, their optical and dynamical properties are as much alike as possible.
A. Sample design
Polystyrene spheres were chosen because the details of their light scattering behavior and their thermal motion are both well known, and can thus be suitably tailored. For the low concentrations employed here, the former are given by Mie theory in terms of the dielectric constants of the materials and the ratio of the wavelength of light to sphere size ͓25,26͔. We use stock polystyrene spheres with diameters of 93 and 653 nm, each with less than 10% polydispersity ͑Duke Scientific, Palo Alto CA͒, and coherent light from an Ar ϩ laser with a wavelength of ϭ514.5 nm in air. Since the 93-nm spheres are much smaller than the wavelength of light, they scatter photons with approximately equal probability into the forward and backward directions according to a simple Rayleigh form factor. Even though the scattering is polarization dependent, especially near 90°, we will refer to these as our ''isotropic'' samples. By contrast, since the 653 nm spheres are larger than the wavelength of light, they scatter photons preferentially into the forward direction according to a complicated Mie scattering form factor, we call these our ''anisotropic'' samples. In both cases, the important length scales are the scattering and transport mean free paths, given, respectively, by
where N is the number density of spheres, is the scattering cross section, and, as usual, g is the average cosine of the scattering angle that parametrizes the degree of scattering anisotropy.
The thermal Brownian motion of the spheres in suspension is approximately diffusive, so the dynamical variable appearing in DWS predictions is where k is the wave vector of light in the medium, ͗⌬r 2 ()͘ is the average mean-squared displacement of the spheres in time , D is the sphere self-diffusion coefficient, and 0 is the characteristic time scale required for the spheres to diffuse across one wavelength. Because of hydrodynamic interactions that depend on the volume fraction occupied by spheres, the diffusion coefficient is smaller than the StokesEinstein value according to DϭD 0 (1Ϫ1.83) ͓27-29͔. And because of the hydrodynamic self-interaction, there is a long-time tail in the decay of the velocity autocorrelation function. The detailed functional form of x() is found ͓30͔ to be given by Hinch's prediction ͓31,8͔ with the above diffusion coefficient and with a self-interaction time of ϭ(1 Ϫ2.5)a 2 / where a is the sphere radius, is the liquid density, and is the liquid viscosity. The limit of truly diffusion motion described by 0 in Eq. ͑6.2͒ is attained only for ӷ .
With these well-established ingredients, we may now engineer our samples. First, stock solutions of the 653 nm spheres are diluted with sufficient water that the transport mean free path is predicted to have a convenient value of l*ϭ0.52 mm. As recorded in Table I , this produces samples with a large anisotropy parameter of gϭ0.90 and a characteristic diffusion time of 0 ϭ5.7 ms. Next, stock solutions of the 93 nm spheres are mixed with carefully chosen volumes of water and glycerol so that the resulting suspensions are predicted to have the same values of both l* and 0 . This produces samples with a small anisotropy parameter of g ϭ0.11, but with optical and dynamical properties that are otherwise very similar to the anisotropic samples. While the two samples have the same l*, note that their scattering lengths l s ϭ(1Ϫg)l* differ by a factor of ten.
After mixing, the suspensions are sealed into two sets of sample cells. The first set consists 10 borosilicate cells ͑Corning 7740, nϭ1.474͒ with rectangular cross section and with nominal thicknesses ranging from 1 to 10 mm. These were made by extrusion and the actual thickness was taken as the average found along the cell width. The second set consists of 5 cylindrical spectrophotometer-type cells ͑NSG Precision Cells, Farmingdale, NY͒ with accurately constructed thicknesses of 0.1, 0.2, 0.5, 1, and 2 mm. In all cases, the width of the cells is sufficiently great that essentially no photons escape from the sides.
Because of uncertainties in the concentrations and in the liquid and sphere properties, the values of l* and 0 may not be precisely matched for our actual isotropic and anisotropic samples. Reasonable estimates for the errors are given in Table I , and were obtained as follows. First, the polyball diameters are reported by the manufacturer, and their refractive indices are taken from the literature ͓32͔. The mass and volume fractions are obtained by weighing. As a check, the liquid refractive indices are measured with an Abbe refractometer and compared to Ref. ͓33͔; liquid viscosities and densities are taken from the same source. These uncertainties combine to give the expected errors for g, l*, and 0 reported in Table I . In addition, two other aspects of the isotropic and anisotropic samples are not identical. First, the hydrodynamic self-interaction times quoted in Table I are different. This is unavoidable since the 93 nm spheres are smaller and since their solution has a higher viscosity; therefore, their is much smaller and their motion is more nearly diffusive over the time scales of our experiments. Second, the extrapolation length ratios that describe the diffuse photon boundary conditions are different. This is unavoidable since the two suspensions have different refractive indices, and hence different angle-dependent photon reflectivities at the suspension-wall interface. Values for z e are quoted in Table I for cases that the glass sample cells are held in air and in a water bath, where reflections at the wall-exterior interface are reduced. In spite of uncertainties in l* and 0 , and of differences in and z e , the largest and most important difference between the 93 nm and 653 nm suspensions is their degree of scattering anisotropy. In analyzing data, our approach will be to treat only l* as an adjustable parameter, assuming that all other parameters in Table I are exact.
B. Ballistic transmission
Before examining the influence of scattering anisotropy on diffusing light spectroscopies, we further characterize the optical properties of the suspensions by measurements of the ballistic transmission probability. For this, we gently focus the collimated laser beam through samples contained in the precision spectrophotometer cells. A pinhole is placed at the focus so that scattered light is blocked and only the unscattered, ballistic component may reach the detector. The ballistic transmission probability is then obtained by normalizing to the signal from a cell containing pure water. The results displayed on semilogarithmic axes in Fig. 10͑a͒ exhibit a clear exponential dependence on thickness, T b ϭexp(ϪL/l s ); this form neglects the contribution of ballistic photons, which reflect an even number of times before being transmitted since they are down by more than the square of boundary reflectivity at normal incidence, which is insignificant here. The fits shown in Fig. 10͑a͒ give scattering lengths for the isotropic and anisotropic samples that differ by a TABLE I. Sample characteristics at a temperature of 21°C for light at an incident wavelength of 514.5 nm in air. The polyball and glycerol fractions are chosen so that the values of l* and 0 are the same for both the isotropic and anisotropic samples. The manufacturer's reported error in the polyball diameter is Ϯ1 nm; the reported polydispersities are much larger, as quoted below. Ballistic ͑top͒ and diffuse ͑bottom͒ transmission probability as a function of cell thickness. Triangles and circles respectively denote data for 93 nm spheres, which scatter light almost isotropically with gϭ0.11, and for 653 nm spheres, which scatter light very anisotropically with gϭ0.90. Open symbols are for relative measurements with an integrating sphere, and solid symbols for absolute; for all, the sample cells are held in air. The lines through the data in the upper plot represent fits to an exponential for the scattering length, l S , while the curves through the data in the lower plot represent the prediction, Eq. ͑4.11͒. The small symbols are for random walk simulations with appropriate form factor and angledependent boundary reflectivity.
factor of nearly ten, as expected by design. Using the calculated value of g, the transport mean free path may then be estimated as l*ϭl s /(1Ϫg); the results quoted in Table II are approximately equal and are close to the design values.
C. Diffuse transmission
We now consider the total diffusion transmission probability that a photon scattered out of the incident beam will exit, after any number of scattering events, from the opposite face of the sample. This can be measured absolutely, without reference to a control sample. Following our previous work ͓21͔, the illumination and collection optics are arranged so that the detection probability is independent of where on the sample face the transmitted or backscattered photons happen to emerge, as assumed in our predictions for the slab geometry. The measured light intensity is then recorded at finely spaced angles around the entire sample; the total transmitted and backscattered intensities, I T and I B , may thus be found by integrating the resulting angular distributions. The final result for the diffuse transmission probability, T d ϭI T /(I T ϩI B ), is displayed as solid symbols for both isotropic and anisotropic samples in Fig. 10͑b͒ . For thick samples, it decreases with increasing thickness in accord with the prediction T d Ϸ(1ϩz e )/(L/l*ϩ2z e ). Inverting this expression for l* using data from the five thickest samples, Lу6 mm, and averaging, gives an alternative characterization of the transport mean free path. The resulting values of l* shown in Table II are slightly smaller than those obtained from ballistic transmission, but are consistent with expectations.
To examine the thin samples contained in spectrophotometer cells, where anisotropy effects dominate the behavior of the diffuse transmission probability, we must employ a relative measuring scheme because the cell design prevents simultaneous observation of both transmitted and backscattered distributions. This is accomplished using a large diameter integrating sphere ͑Labsphere, North Sutton, NH͒. Samples are mounted at the input port, and the illuminating beam is gently focused so that unscattered light exits the sphere through a pinhole on the opposite side. The measured intensity at a photocell mounted on a third port is thus proportional to the diffuse transmission probability. The normalization constant is found by comparing results for Lϭ1 and 2 mm cells with the absolute diffuse transmission probabilities obtained for rectangular cells of the same thickness.
The experimental results for T d are shown as open symbols in Fig. 10͑b͒ . For thick slabs, the isotropic and anisotropic samples exhibit nearly identical behavior, T d Ϸ(1 ϩz e )/(L/l*ϩ2z e ), since their values of l* and of z e are so similar. For thin slabs, LϽ2 mm, by contrast, they have very different diffuse transmission probabilities, reaching a maximum near Lϭ2l s and decreasing for thinner slabs. This is similar to what was seen previously in the simulation test of Fig. 6 , and is due to the great difference in their degrees of scattering anisotropy. In particular, thin anisotropic samples have a significantly larger T d both because their scattering length is ten times smaller, so that more photons scatter out of the incident beam, and because scattered photons are preferentially directed into the forward direction. For thin isotropic samples, by contrast, fewer photons scatter away from the incident beam, and those that do are as likely to be backscattered as transmitted. This behavior is captured very well by the prediction of Eq. ͑4.11͒, based on the treatment of scattering anisotropy by a discontinuity in diffuse photon concentration at the penetration point. These predictions are shown as curves in Fig. 10͑b͒ , using thick-sample inversion results for l* and numerically calculated values for g, gЈ, R b , and z e using the sample design parameters in Table I . None of these parameters is adjusted to fit the data. Simulation results using the appropriate Henyey-Greenstein form factor and angle-dependent boundary reflectivity are also included. For anisotropic samples, the prediction, simulation, and experiment are nearly indistinguishable as the slab thickness is varied widely from the single-scattering regime into the diffusive regime. For isotropic samples, similar agreement is found except that the experimental data are too low for the two thinnest slabs. This discrepancy is highly reproducible; given the close agreement between theory and simulation, we speculate that there remains an unknown source of systematic experimental error.
D. Diffusing-wave spectroscopy
We now turn to the main experiments for which our samples were designed: diffusing-wave spectroscopy study of intensity fluctuations caused by motion of the scattering sites. As for the diffuse transmission experiments, we will first analyze data from thick samples using traditional diffusion theory and then proceed to thin samples to observe the influence of scattering anisotropy. These measurements are performed using standard methods for samples contained in the extruded rectangular glass cells. Samples are illuminated with coherent light from the Ar ϩ ion laser at near-normal incidence with no focusing. The diffusely transmitted or backscattered light is detected without imaging by a photomultiplier tube placed behind a 50 m diameter pinhole approximately 1 m from the sample. These scales were chosen so that the speckle and pinhole sizes are comparable; relative motion of the scattering sites then produces large fluctuations in the detected intensity. Our experimental geometry is equivalent to the traditional case of illuminating with a plane wave and imaging light, which emerges from a point ͓5͔, but it is much simpler and wastes far fewer photons ͓34͔. Since neither geometry discriminates against photons according to lateral motion within the sample, they are both equivalent to the one-dimensional ''plane-wave-in-everything-out'' geometry assumed in our analysis. The PMT signal is amplified and discriminated so that each detected photon produces a where B is the baseline, which equals one if there are no drifts in the incident laser intensity, and ␤ is the intercept, which is less than one but increases with decreasing pinhole size and laser coherence. It is common practice to test theories of DWS by nonlinear least-square fits to data in which both l* as well as the baseline and intercept are simultaneously adjusted ͓5,8,34͔. This leads to outstanding fits but with results that vary with fitting interval ͓34͔, suggesting that errors in the predicted rate or shape of the correlation function are being masked by compensating errors in choice of fitting parameters. Here, we adopt a conservative approach in which the intercept and baseline are chosen once and for all without bias by predictions. In particular, the intercept ␤ is estimated by fitting the early-time data to a second degree polynomial. The baseline B is estimated by averaging slightly less than one decade of data after the correlation disappears into the noise. The normalized field correlation function, and the corresponding statistical errors arising from uncertainties in baseline and intercept, are then found using the Siegert relation Eq. ͑6.3͒. To improve the signal-to-noise ratio, and to keep the baseline as close to one as possible, a line filter and polarizer oriented 90°out of phase with respect to the incident beam are placed in front of the pinhole.
As a final experimental note, our DWS measurements were performed for samples either submerged in a temperature-controlled water bath, Tϭ21Ϯ0.2°C, or held in air at room temperature, Tϭ21Ϯ1°C. Besides stabilizing the particle dynamics, the water bath serves to reduce boundary reflections so that z e for the isotropic and anisotropic samples becomes smaller and more nearly equal. This will be important since, according to Eq. ͑4.16͒, both the rate of decay and the curvature of the correlation function depend on the value of z e .
After subtracting the baseline and dividing by the intercept, essentially raw correlation data are displayed in Fig.  11͑a͒ for both transmission and backscattering geometries. As expected, by design, the results for isotropic and anisotropic samples exhibit nearly the same shapes and nearly the same time scales for decay. Also as expected, due to the DWS equation ͑2.7͒ and differences in path length distributions, only one decade in delay time is required for the primary decay of transmission data, while more than two decades are required for backscattering. Over these time scales, the particle motion is nearly diffusive, more so for the small spheres. This is seen in Fig. 11͑b͒ by comparing the full Hinch prediction described above for xϭk 2 ͗⌬r 2 ()͘ with its diffusive limit, 6/ 0 , using the calculated values for 0 and in Table I . All further analysis of the correlation data will be done in terms of behavior as a function of x, rather than of , using the Hinch prescription shown in Fig. 11͑b͒ . In other words, we assume that the designed polyball diameters and liquid viscosities, and hence the calculated values for 0 and , are all correct. This assumption can be tested two ways, first by fitting the correlation function in backscattering from the Lϭ10 mm samples, in air, to the approximate empirical form g 1 (x)ϰexp(Ϫ␥ͱxϩx 0 ); the x 0 term accounts for rounding at small x due to loss of very long paths from either the finite size of the sample, absorption, or imperfect laser coherence. Since we have xХ6/ 0 , any error in our assumption for 0 would appear as an error in the fitted value of ␥. Reasonable fits are found with ␥ϭ1.40Ϯ0.02 for the isotropic samples, ␥ϭ1.80Ϯ0.05 for the anisotropic samples, and x 0 ϭ0.015 for both. These values for ␥ are smaller than the expectation ␥ϭ1ϩz e of Eq. ͑5.3͒, but are in good agreement with published experimental results on aqueous suspensions ͓12͔. They are also in accord with the simulations results in Fig. 7 , where anisotropic scattering leads to a faster decay.
We can further test the basic assumptions in our analysis by examining the early-time behavior in the transmission correlation functions, Ϫln͓g 1 (x)͔ϭ⌫ 1 xϩO(x 2 ). Experimental values of the first cumulant, ⌫ 1 , with respect to x, are thus deduced from asymptotic fits of ln͓g 1 (x)͔ to a second degree polynomial with an intercept of zero. These are displayed in Fig. 12͑a͒ as ͱ⌫ 1 Ϫ1 L 2 /6, because according to Eq. ͑5.2͒ this combination converges to l* in the limit of very thick slabs. Making this extrapolation with the predicted form of ⌫ 1 versus L gives the l* values quoted in Table II . The results are independent of whether the diffusion or telegraphers predictions are used, since these theories agree for very thick samples. More significantly, the results are the same for data obtained for samples held in air and water baths, are consistent with the designed values, and happen to be in very close accord with the ballistic transmission measurements. Since we have xХ6/ 0 and ⌫ 1 ХL 2 /6, giving Ϫln͓g 1 (x)͔ FIG. 11 . DWS correlation function data vs delay time ͑upper plot͒ for isotropic and anisotropic samples. Note that the two transmission and the two backscattering correlation functions respectively decay with roughly the same shapes and time scales, as designed. The lower plot illustrates how the particle dynamics, x ϭk 2 ͗⌬r 2 ()͘, exhibit a size-dependent long-time tail in the crossover to purely diffusive motion, 6/ 0 , at long times.
, any error in our assumption for 0 would appear as an error in the extrapolated values of l*. Together with the backscattering and static transmission tests, this gives confidence in our analysis procedures and sample characterization.
Now that the samples are fully characterized, we may begin testing the telegrapher theory of DWS for thin samples. First consider again the cumulant data in Fig. 12͑a͒ . Both the telegrapher and diffusion predictions provide a good description for Lу5 mm, or L/l*у8. For thinner samples, the data and the two predictions progressively diverge. Note that our telegrapher theory more successfully captures the monotonic trend, and that the agreement is especially good for the anisotropic sample. This same comparison can be seen equivalently in the other two plots of Fig.  12 , where we also include data for samples held in air. In the middle plot, we show an effective l* obtained by inverting the cumulant data using the telegrapher prediction. This display is most similar in spirit to previous experimental tests of DWS, e.g., Ref. ͓8͔ where an effective l* was obtained by fitting Eq. ͑2.8͒ to the entire decay. Here, we see that inversion results converge to a constant value of l* for thick samples. For thin samples, the results develop a systematic L dependence as the theory becomes less accurate. This L dependence is noticeably greater for the isotropic samples, whether or not submerged in a water bath. Lastly, the bottom plot in Fig. 12 shows the fractional deviation of the predicted cumulant from the measured one. Since the telegrapher predictions are evaluated using the average values of l* extracted from the upper and middle plots, the deviations in Fig. 12͑c͒ all vanish, to within a systematic error of about Ϯ0.03, for very thick samples. For thin slabs, the isotropic samples develop a significant deviation as the theory becomes less accurate. Note that this display is most similar in spirit to the simulation test of Fig. 9 . Furthermore, in fact, it is nearly identical in quantitative detail, except for the isotropic sample measured in air. This suggests that polarization and interference effects are negligible, and that the continuum approximation is therefore the dominant source of error in the telegrapher theory of DWS.
The final test of the telegrapher prediction concerns the shape, rather than the initial decay rate, of the correlation function. In Fig. 13 , we display g 1 (x) data versus ⌫ 1 x for isotropic and anisotropic samples submerged in a water bath, along with predictions from telegrapher and diffusion theory. This is done on semilogarithmic axes for three different thicknesses. For small x, the data and predictions all match by construction, ln͓g 1 (x)͔ХϪ⌫ 1 x. For larger x, the correlation functions all deviate from a simple exponential with some degree of upward curvature that is the actual quantity FIG. 12 . First cumulant ⌫ 1 and corresponding inversion results for l* as a function of cell thickness; symbols denote data for different sphere size and bath conditions, as labeled by extrapolation length ratio. The value of ⌫ 1 is deduced from fits to Ϫln͓g 1 (x)͔ ϭ⌫ 1 xϩO(x 2 ) for small x, while the value of l* displayed in the middle plot is deduced from ⌫ 1 using the telegrapher prediction of Eq. ͑4.14͒; error bars represent uncertainties from the cumulant fits. The dotted lines represent the average values of l* for LϾ4 mm, while the solid and dashed curves give the corresponding predictions for ͱ⌫ 1 Ϫ1 L 2 /6 based on the telegrapher and diffusion models;
note that ͱ⌫ 1 Ϫ1 L 2 /6 converges to l* for very thick samples (L ӷl*). The bottom plot shows the fractional deviation of the predicted and measured cumulants.
FIG. 13. DWS correlation function in transmission vs
⌫ 1 x for three slab thicknesses; error bars arise from uncertainty in the baseline. Plotted in this manner, the data ͑symbols͒ and predictions ͑curves͒ all exhibit the same small-x behavior, ln͓g 1 (x)͔ϭϪ⌫ 1 x ϩO(x 2 ). For larger x, the upward curvature is greater for isotropic than for anisotropic samples. This distinction vanishes with increasing slab thickness in accord with the telegrapher model. Note that the curvature is slightly affected by the extrapolation length ratio, but opposite to the observed trends.
being tested in these plots. First observe that with increasing thickness, the data and predictions all converge to a shape with the same degree of curvature, as expected. We emphasize that the near-perfect agreement in Fig. 13 between theoretical and experimental shapes for thick samples, and also between telegrapher theory and experiment for thin samples, is not by fit: we have only matched the initial decay rates.
For thinner samples, the correlation function shapes in Fig. 13 depend increasingly both on the value of the boundary reflectivity, or equivalently on the extrapolation length ratio, z e , and on the degree of scattering anisotropy, g. Note that the boundary reflectivities of the isotropic and anisotropic samples are close, but not equal; however, this cannot account for the observation that the isotropic samples have greater upward curvature. This is because the isotropic sample has the larger value of z e , but according to both diffusion and telegrapher predictions with everything else being equal, this should lead to less curvature. The difference in degrees of scattering anisotropy is the real reason that the correlation functions for isotropic and anisotropic samples exhibit different curvatures; the difference in boundary reflectivity merely reduces this effect. We therefore believe that the shape differences apparent in Fig. 13 are the first experimental demonstration of the influence of scattering anisotropy. The observed trend is, of course, not accounted for, or correctly predicted by, standard diffusion theory. It is, however, captured quantitatively to a high degree by our telegrapher theory. As seen in Fig. 13 , the predicted curvature is systematically not quite as great as measured. A similar deviation was also seen in the simulation results of Fig. 8 , and is thus attributed to the continuum approximation.
VII. CONCLUSIONS
It is now straightforward to estimate the influence of ballistic transport and of anisotropic scattering within an analytically tractable transport theory. As argued earlier ͓17͔, the former is accomplished for scattered photons by a telegrapher equation with suitable prescriptions for boundary conditions and the emerging flux. As argued here, it is accomplished for unscattered photons within the incident beam by integrating over source planes and summing over reflections. Also as argued here, the influence of scattering anisotropy is estimated by introducing a discontinuity in photon concentration at the source plane in proportion to the degree of scattering anisotropy. We have demonstrated the validity of this approach by random walk simulations, and the accuracy of the resulting DTS and DWS predictions by both simulation and experiment.
The bottom line for DTS is that we can now predict the diffuse transmission probability through a slab to an accuracy of better than a few percent. This is true for any degree of scattering anisotropy, i.e., for any angle-dependent scattering form factor, and for any angle-dependent boundary reflectivity. Furthermore, it is true for any slab thickness, from single scattering, through intermediate, and into the diffusive regimes. To our knowledge, this is unprecedented in an exactly solvable theory. Here we have considered only the case of normal incidence with no absorption, but these variations are straightforward to include within our approach; other geometries can also be handled. This should be useful for analyzing transmission data in terms of the three fundamental optical length scales, l*, l s , and l a , set by the structure of the medium.
The bottom line for DWS is that we can now predict the influence of scattering anisotropy on the shape of the correlation function. This extends the utility of DWS to thinner samples and to deeper decays of g 1 (x), and should thus be useful for more accurately analyzing data in terms of the time-dependent dynamics ͗⌬r 2 ()͘ of the scattering sites. While our photon transport theory may be accurate, for very thin slabs the continuum approximation Y ХS of Eq. ͑2.6͒ fails altogether because of the presence of snakelike photon paths crossing the slab with SХL but with Y Х0 ͓10͔. Therefore, by contrast with DTS, our predictions for DWS cannot be applied for thicknesses below LХ2l*. The primary symptom is a greater upward curvature in the shape of g 1 (x) than predicted, because P(Y ) is broader than P(S). To artificially introduce more small paths into the theoretical path length distribution, we propose simply to set D 0 2 ϭ0 in Eq. ͑4.14͒. This means purposely neglecting causality and the influence of ballistic propagation in order to compensate for error in the continuum approximation. The DWS predictions are then simpler and, as seen in Fig. 9 , even more accurate. Until the continuum approximation can be improved upon, we therefore recommend Eq. ͑4.14͒ with D 0 2 ϭ0 as the best analytic means of analyzing DWS data.
