Background {#Sec1}
==========

Noninformative priors, which make the Bayesian analysis is a distinct field in some sense, have received a lot of attention in the past decades (see references Berger et al. [@CR6], [@CR7]; Guan et al. [@CR13]; Jeffreys [@CR16]). Among important noninformative priors are Jeffreys priors because of invariant and good frequentist properties.
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In the uniparametric case, for any smooth prior $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi ^{*}({\theta })$$\end{document}$ under regularity conditions, Welch and Peers ([@CR26]) show that the frequentist coverage probability is$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} P\left( {\theta }\le {\theta }_{n}^{\pi }({\alpha }|{\mathbf y} )|{\theta }\right) ={\alpha }+O(n^{-\frac{1}{2}}). \end{aligned}$$\end{document}$$That is $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi ^{*}({\theta })$$\end{document}$ is the first-order matching prior. However, using the Jeffreys prior $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi ({\theta })$$\end{document}$, then$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} P\left( {\theta }\le {\theta }_{n}^{\pi }({\alpha }|{\mathbf y} )|{\theta }\right) ={\alpha }+O(n^{-1}), \end{aligned}$$\end{document}$$that is Jeffreys prior $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi ({\theta })$$\end{document}$ is the second-order matching prior. Moreover, Welch and Peers ([@CR26]) also show that Jeffreys prior is the unique second-order matching prior under certain regularity conditions.

In the survival analysis, there are exist two most popularly methods to save the experiment cost, one is accelerated life test, the another is censored data. As products become highly reliable with substantially long life-spans, time-consuming and expensive tests are often required to collect a sufficient amount of failure data for analysis. This problem has been solved by use of accelerated life tests (ALT), in which the units are subjected to higher than normal stress levels, like pressure, voltage, vibration and temperature, etc., to induce rapid failures. The test is said to be SSPALT (see references Dharmadhikari and Rahman [@CR10]; Han [@CR14]; Ismail [@CR15]; Wu et al. [@CR27]; Abd-Elfattah et al. [@CR1]), if a test unit is first run at normal condition and, if it does not fail for a specified time, then it is run at accelerated stress until failure occurs or the observation is censored.

In reliability experiments, the another way to to save time and reduce cost is censored data (see references Voltermana et al. [@CR25]; Wu et al. [@CR27]; Balakrishnan and Kundu [@CR5]; Park et al. [@CR19]. If the experimental time is fixed, we called the scheme is Type-I censoring scheme, in this case the number of observed failures is a random variable. Otherwise, if the number of observed failures is fixed, we called the scheme is Type-II censoring scheme, in this case the experimental time is a random variable.

In this paper, we investigate the Jeffreys priors for SSPALT with Type-II APHCS, this censoring scheme will be illustrated in the next section. The main results of this paper can be briefly described as follows.Given a model $\documentclass[12pt]{minimal}
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Progressive hybrid Type-II censoring schemes {#Sec2}
============================================

In order to overcome the drawbacks of Type-I and Type-II censoring schemes, the mixture of Type-I and Type-II censoring schemes, which known as hybrid censoring scheme, was originally introduced by Epstein ([@CR11]). If each of the failure times, there are some surviving units are randomly removed from the experiment, and all the remaining surviving units are removed from the experiment at the time when the conditions of the terminate experiment are satisfied, we said this scheme is progressive censoring scheme (see Balakrishnan and Aggarwala [@CR3]; Balakrishnan and Kundu [@CR5]). In this paper, we consider the Type-II APHCS (see Ng et al. [@CR18]) which can be defined as follows: 1.Suppose *n* items are placed on a life-test, the effective sample size $\documentclass[12pt]{minimal}
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Likelihood function and special sub-likelihood functions {#Sec3}
========================================================
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Based on the transformation variable technique proposed by DeGroot and Goel ([@CR9]):$$\documentclass[12pt]{minimal}
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*Remark 1* {#FPar1}
----------

Consider some special cases, we have the following results.If $\documentclass[12pt]{minimal}
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Jeffreys priors for survival models {#Sec4}
===================================

In fact, much work has been done to study the Jeffreys priors for life test with censored data. This goes to the early works of Santis et al. ([@CR21]) and Fu et al. ([@CR12]).
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In the life test with Type-II APHCS, notice that the number of removed units at the *i*th $\documentclass[12pt]{minimal}
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**Theorem 1** {#FPar2}
-------------
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*Proof* {#FPar3}
-------

See "Appendix [1](#Sec11){ref-type="sec"}". $\documentclass[12pt]{minimal}
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**Theorem 2** {#FPar4}
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**Theorem 3** {#FPar6}
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-------
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Based on the Theorem [3](#FPar6){ref-type="sec"}, we get the following results.

**Corollary 1** {#FPar8}
---------------
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Jeffreys priors for the Weibull distribution {#Sec5}
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### **Lemma 1** {#FPar10}

*From the density function* ([11](#Equ11){ref-type=""}) *and the likelihood function* ([13](#Equ13){ref-type=""}), *we have*$$\documentclass[12pt]{minimal}
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### *Proof* {#FPar11}
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### **Theorem 4** {#FPar12}
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### **Theorem 5** {#FPar13}
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The following results are obtained directly.

### **Theorem 6** {#FPar14}
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### **Corollary 3** {#FPar15}
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Posterior analysis {#Sec6}
------------------
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### **Theorem 7** {#FPar16}
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Under this theorem conditions, the following results can be arrived via a standard computation.

### **Theorem 8** {#FPar17}
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Permissible Jeffreys priors {#Sec7}
===========================

Permissible priors, as pointed by Berger et al. ([@CR7]), can be viewed as some objective priors to those that satisfy the expected logarithmic convergence condition. We first recall the following definitions, for more details, we refer to Kullback and Leibler ([@CR17]), and Berger et al. ([@CR6]).

**Definition 1** {#FPar18}
----------------
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**Definition 2** {#FPar19}
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**Definition 3** {#FPar20}
----------------
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As suggested Berger et al. ([@CR6]), a prior might be permissible for a larger sample size, even if it is not permissible for a minimal sample size. But if a prior permissible for the minimal sample size, can we obtain it is permissible for the larger sample size? The answer is positive. In fact, there exists a relationship between single observation and multi observations concerning with the permissibility of a prior. This relationship first illustrated by Berger et al. ([@CR6]), and based on which, we have the following theorem.

**Theorem 9** {#FPar21}
-------------
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*Proof* {#FPar22}
-------
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Theorem [9](#FPar21){ref-type="sec"} guarantees that the Jeffreys prior $\documentclass[12pt]{minimal}
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**Corollary 4** {#FPar23}
---------------
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Simulation studies and frequency analysis {#Sec8}
=========================================

Coverage probabilities are used to value a prior good or bad. The idea, as suggested by Ye ([@CR28]), is that if prior $\documentclass[12pt]{minimal}
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Tables [1](#Tab1){ref-type="table"}, [2](#Tab2){ref-type="table"} and [3](#Tab3){ref-type="table"} can be obtained according to the above algorithm. Some of the points are quite clear from the numerical results.As expected, from Table [1](#Tab1){ref-type="table"}, it is observed that the performances of all frequentist coverage probabilities become better when the sample size increases and censored sample size decreases, and they are sensitive to the stress levels *k*.The results are reported in Table [2](#Tab2){ref-type="table"} show that as the proportion of censored observations increase, the frequentist coverage probabilities decrease.However, as Table [3](#Tab3){ref-type="table"} presents that the frequentist coverage probabilities do not much sensitive to the parameter true values $\documentclass[12pt]{minimal}
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Concluding remarks {#Sec9}
==================

Jeffreys prior, as one of the most important noninformative priors, is discussed under the SSPALT setting with Type-II adaptive progressive hybrid censored data. The likelihood function, which contains two cases of the adaptive progressive hybrid censoring data, is unified. Let $\documentclass[12pt]{minimal}
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Taking Weibull distribution as an example, the Jeffreys priors based on the SSPALT with Type-II APHCS data are discussed, the other special cases also obtained. Besides, the posterior analyses based on these priors are studied. Employing Kullback--Leibler divergence as a measurement for the distance between two distributions, the permissibility of the priors is presented.

For one thing, given a prior, we can predict a future observation based on the observations by using the Bayesian predictive density function. However, there are few references study the prediction based on the noninformative priors. Work in these directions are currently under progress and we hope to report these findings in our future work. For another, note that an alternative generalisation of Kullback--Leibler divergence is $\documentclass[12pt]{minimal}
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Appendix 1: Proof of Theorem [1](#FPar2){ref-type="sec"} {#Sec11}
========================================================

*Proof* {#FPar25}
-------
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Appendix 2: Proof of Theorem [2](#FPar4){ref-type="sec"} {#Sec12}
========================================================

*Proof* {#FPar26}
-------
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Appendix 3: Proof of Lemma [1](#FPar10){ref-type="sec"} {#Sec13}
=======================================================

*Proof* {#FPar27}
-------
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Appendix 4: Proof of Theorem [9](#FPar21){ref-type="sec"} {#Sec14}
=========================================================
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-------
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