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Abstract 
 In  this paper necessary and sufficient conditions were obtained to insure that  every solution of neutral 
integro-differential equations oscillates these  results improve and generalized Lemma 2.1, Theorem 2.2,  
Theorem 2.3 in Olach(2005). 
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1.  Introduction  
     Consider neutral integro-differential equations of the form:     
[𝑥(𝑡) − 𝑝(𝑡)𝑥(𝜏(𝑡))]
′
+ 𝛿 ∫ 𝑥(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠) = 0 
𝑡
0
    𝑡 ≥ 0,   𝛿 = ±1                    (1.1) 
where 𝑝(𝑡)  is continuous real-valued functions on the interval [0, ∞), and the integral is in the sense of 
Riemann-Stieltjes, under the standing hypotheses: 
(H1) 𝑟(𝑡; 𝑠)  is increasing with respect to 𝑠 for  𝑠 ∈ [0, 𝑡]. 
(H2) 𝑟(𝑡; 𝑡): [0, ∞) → 𝑅   is continuous;  𝑔(𝑡) = 𝑟(𝑡, 𝑡) − 𝑟(𝑡, 0) 
(H3) 𝜎(𝑡): [0, ∞) → (0, ∞) is continuous such that 0 < 𝜎(𝑡) < 𝑡,   
          𝑡 − 𝜎(𝑡) is nondecreasing, lim𝑡→∞ 𝑡 − 𝜎(𝑡) = ∞. 
 
     A continuous real-valued function 𝑥(𝑡) defined on the real line 𝑅 will be called a solution of the neutral 
integro-differential equation (1.1) if the function 
𝑥(𝑡) − 𝑝(𝑡)𝑥(𝜏(𝑡)) is a continuously differentiable real-valued function for  𝑡 ≥ 0  and 𝑥(𝑡) satisfies (1.1) for 
all 𝑡 ≥ 0. The purpose of this paper is to obtain some necessary and sufficient conditions for all solution of 
equation (1.1) to oscillates. Olach(2005) study the integro-differential equations  
𝑥′(𝑡) + ∫ 𝑥(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠) = 0
𝑡
0
 , 𝑡 ≥ 0                                    (1.2) 
and established some necessary and sufficient conditions to insure the oscillation of all solutions of eq.(1.2). 
When 𝑝(𝑡) ≡ 0 then eq.(1.1) reduce to eq.(1.2), so the results in this paper  generalized Lemma 2.1, Theorem 
2.2 and Theorem 2.3 in Olach(2005).  
 
Lemma 1.1 ( Ladde et al. (1987) )        
   Assume that   𝜏(𝑡) > 𝑡,  and   
lim inf
𝑡→∞
∫ 𝑝(𝑠)𝑑𝑠 >
1
𝑒
𝜏(𝑡)
𝑡
  
where  𝑝(𝑡), 𝜏(𝑡) ∈ 𝐶([𝑡0, ∞); [0, ∞)) Then 
Mathematical Theory and Modeling                                                                                                                                                  www.iiste.org 
ISSN 2224-5804 (Paper)    ISSN 2225-0522 (Online) 
Vol.6, No.3, 2016 
 
170 
     (i)  The differential inequality     𝑦′(𝑡) − 𝑝(𝑡)𝑦(𝜏(𝑡)) ≥ 0, 𝑡 ≥ 𝑡0  
           has no eventually positive solution. 
     (ii) The differential inequality    𝑦′(𝑡) − 𝑝(𝑡)𝑦(𝜏(𝑡)) ≤ 0, 𝑡 ≥ 𝑡0 
            has no eventually negative solution. 
 
2.  Main Results   
    Before start in establishing the results, we  give some of lemmas which are useful for extracting results. Let 
𝛿 = 1, and  
 𝑧(𝑡) = 𝑥(𝑡) − 𝑝(𝑡)𝑥(𝜏(𝑡))                                             (2.1) 
then eq.(1.1) reduce to  
𝑧′(𝑡) + ∫ 𝑥(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠)
𝑡
0
= 0,    𝑡 ≥ 0,                      (2.2) 
Lemma 2.1 Suppose that  H1 − H3,  hold and 
lim inf
𝑡→∞
∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑𝑠 > 0     
𝑡
𝑡−𝜎(𝑡)
             (2.3) 
and let 𝑥(𝑡) be a positive (or negative) solution of equation (2.2) on [0, ∞) then there exist 𝑇 > 0 such that  
𝑧(𝑡 − 𝜎(𝑡))
𝑧(𝑡)
 
is bounded on [𝑇, ∞). 
Proof.  Assume that 𝑥(𝑡) is positive for  𝑡 ∈ [0, ∞) then from eq.(2.2) we get  
𝑧′(𝑡) = − ∫ 𝑥(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠) ≤ 0,
𝑡
0
         𝑡 ≥ 0  
hence  𝑧(𝑡) must be eventually monotonically decreasing,  and we have two cases to consider for  𝑧(𝑡): 
1.  𝑧(𝑡) < 0,     𝑡 ≥ 𝑡0 ≥ 0;     2.   𝑧(𝑡) > 0,    𝑡 ≥ 𝑡0 ≥ 0 
Case 1.   𝑧(𝑡) < 0, 𝑧′(𝑡) ≤ 0,        𝑡 ≥ 𝑡0 > 0 
𝑧(𝑡 − 𝜎(𝑡)) > 𝑧(𝑡) 
then    
0 <
𝑧(𝑡 − 𝜎(𝑡))
𝑧(𝑡)
< 1 
Case 2.    𝑧(𝑡) > 0, 𝑧′(𝑡) ≤ 0,        𝑡 ≥ 𝑡0 ≥ 0. 
Since  𝑥(𝑡) ≥ 𝑧(𝑡) 
−𝑧′(𝑡) ≥ ∫ 𝑧(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠)
𝑡
0
≥ ∫ 𝑧(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠)
𝑡
𝜎(𝑡)
, 𝑡 ≥ 𝑡0            (2.4) 
−𝑧′(𝑡) ≥ [𝑟(𝑡, 𝑡) − 𝑟(𝑡, 𝜎(𝑡))]𝑧(𝑡 − 𝜎(𝑡))                             (2.5) 
from (2.3),  there exist  𝑐 > 0  and  𝑇 > 0  such that  
∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑𝑠 ≥ 𝑐 > 0     
𝑡
𝑡−𝜎(𝑡)
 
for 𝑡 ∈ [𝑇, ∞) we can find  𝑡∗ ∈ [𝑡 − 𝜎(𝑡), 𝑡] such that 
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∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑 𝑠
𝑡∗
𝑡−𝜎(𝑡)
≥
𝑐
2
 
and 
        ∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑𝑠 ≥
𝑐
2
 
𝑡
𝑡∗
 
By integrating (2.5) from  𝑡 − 𝜎(𝑡)  to   𝑡∗ yields 
− ∫ 𝑧′(𝑠)𝑑𝑠
 𝑡∗
𝑡−𝜎(𝑡)
≥ ∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑧(𝑠 − 𝜎(𝑠))
𝑡∗
𝑡−𝜎(𝑡)
𝑑𝑠 
𝑧(𝑡 − 𝜎(𝑡)) − 𝑧(𝑡∗) ≥
𝑐
2
𝑧(𝑡∗ − 𝜎(𝑡∗))                                                      
  𝑧(𝑡 − 𝜎(𝑡)) ≥
𝑐
2
𝑧(𝑡∗ − 𝜎(𝑡∗))                                             (2.6) 
Similarly integrating (2.5) from  𝑡∗  to   𝑡  we get 
           − ∫ 𝑧′(𝑠)𝑑𝑠
𝑡
𝑡∗
  ≥ ∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑧(𝑠 − 𝜎(𝑠))
𝑡
𝑡∗
𝑑𝑠 
            −𝑧(𝑡) + 𝑧(𝑡∗) ≥ 𝑧(𝑡 − 𝜎(𝑡))
𝑐
2
                                                     
           𝑧(𝑡∗) − 𝑧(𝑡)  ≥
𝑐
2
𝑧(𝑡 − 𝜎(𝑡))                                                  
  𝑧(𝑡∗)  ≥
𝑐
2
𝑧(𝑡 − 𝜎(𝑡))                                              (2.7) 
Combining the inequalities (2.6) and (2.7) we obtain 
              𝑧(𝑡∗)  ≥
𝑐
2
𝑧(𝑡 − 𝜎(𝑡)) ≥
𝑐2
4
𝑧(𝑡∗ − 𝜎(𝑡∗)) 
𝑧(𝑡∗ − 𝜎(𝑡∗))
𝑧(𝑡∗)
≤
4
𝑐2
 . 
The proof is complete. 
 
Theorem 2.2 Assume that   H1 − H3,  hold, 0 < 𝑝(𝑡) ≤  𝑝,    𝜏(𝑡) < 𝑡, and (2.3) holds,  if  
        lim inf
𝑡→∞
∫ ∫
𝑑𝑟(𝑣, 𝑠)
𝑝(𝜏−1(𝑣 − 𝑠))
𝑑𝑣 >
1
𝑒
𝑣
0
𝜏−1(𝑡)
𝑡
                                     (2.8) 
lim inf
𝑡→∞
∫ exp (𝜆 ∫ 𝑔(𝜌)𝑑𝜌)𝑑𝑟(𝑡, 𝑠)
𝑡
𝑡−𝜎(𝑡)
𝑡
0
𝑔(𝑡)
> 𝜆                              (2.9) 
for all 𝜆 > 0. Then every solution of equation (2.2) oscillates  on [0, ∞). 
Proof. For the sake of contradiction assume that  𝑥(𝑡) is an eventually positive solution of eq.(2.2), (the proof of 
the case when   𝑥(𝑡)  is an eventually negative is similar and will be omitted). Hence for  𝑡 ≥ 𝑡0 ≥ 0 , let 
 𝑥(𝜏(𝑡)) > 0, 𝑥(𝑡 − 𝑠) > 0. 
From (2.2) it follows that  𝑧(𝑡) is nonincreasing function. 
We have two cases to consider for  𝑧(𝑡) : 
1.     𝑧(𝑡) > 0,    𝑡 ≥ 𝑡1 ≥ 𝑡0     ;          2.    𝑧(𝑡) < 0,   𝑡 ≥ 𝑡1 ≥ 𝑡0 
Case 1.    𝑧(𝑡) > 0,    𝑧′(𝑡) ≤ 0,    𝑡 ≥ 𝑡1 ≥ 𝑡0 
 Since   𝑥(𝑡) ≥ 𝑧(𝑡)  then from eq.(2.2) and using the decreasing nature of 𝑧(𝑡) we obtain        
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      𝑧′(𝑡) + 𝑧(𝑡)[𝑟(𝑡, 𝑡) − 𝑟(𝑡, 0)] ≤ 0,          𝑡 ≥ 𝑡1 ≥ 0 
and by (H2) we get   
𝑧′(𝑡) + 𝑧(𝑡)𝑔(𝑡) ≤ 0                                                               (2.10) 
Set     Ω = {𝜆 > 0: 𝑧′(𝑡) + 𝜆𝑧(𝑡)𝑔(𝑡) ≤ 0}. 
It is obvious that  1 ∈ Ω,  so  Ω is non-empty set.  By Lemma 2.1, it follows that  
        
𝑧(𝑡 − 𝜎(𝑡))
𝑧(𝑡)
≤ 𝛼    for   𝑡 ≥ 𝑇.                                               (2.11) 
Where  𝛼 > 0 is a constant. 
From H1, H2 we get 
𝑟(𝑡, 𝑡) − 𝑟(𝑡, 𝜎(𝑡)) ≤ 𝑟(𝑡, 𝑡) − 𝑟(𝑡, 0),       𝑡 ≥ 𝑡1  
So (2.3) implies that  
lim inf
𝑡→∞
∫ 𝑔(𝑠)𝑑𝑠 > 0.
𝑡
𝑡−𝜎(𝑡)
 
We can choose  𝑘  large enough such that   𝑒𝑘𝛼 > 𝛼, 
0 < 𝑘 ≤ ∫ 𝑔(𝑠)𝑑𝑠
𝑡
𝑡−𝜎(𝑡)
    for  𝑡 ≥ 𝑡2 ≥ 𝑡1.    
Now we claim that sup Ω ≤ 𝛼 < ∞. Otherwise  sup Ω > 𝛼 which means that   𝛼 ∈  Ω, then it follows from  
𝑑
𝑑𝑡
[𝑧(𝑡)e
𝛼 ∫ 𝑔(𝑠)𝑑𝑠
𝑡
𝑡1 ] = [𝑧′(𝑡) + 𝛼 𝑟(𝑡, 𝑡)𝑧(𝑡)] e
𝛼 ∫ 𝑔(𝑠)𝑑𝑠
𝑡
𝑡2 ≤ 0 
which means that the function   
𝑧(𝑡)e
𝛼 ∫ 𝑟(𝑠,𝑠)𝑑𝑠
𝑡
𝑡2   
is nonincreasing on [𝑡1, ∞).  Hence 
       𝑧(𝑡 − 𝜎(𝑡))e
𝛼 ∫ 𝑔(𝑠)𝑑𝑠
𝑡−𝜎(𝑡)
𝑡2 ≥ 𝑧(𝑡)e
𝛼 ∫ 𝑔(𝑠)𝑑𝑠
𝑡
𝑡2  
𝑧(𝑡 − 𝜎(𝑡)) ≥ 𝑧(𝑡)e
𝛼 ∫ 𝑔(𝑠)𝑑𝑠
𝑡
𝑡−𝜎(𝑡) ≥ 𝑧(𝑡)𝑒𝑘𝛼 > 𝛼𝑧(𝑡), 𝑡 ≥ 𝑡2 
Then 
𝑧(𝑡 − 𝜎(𝑡))
𝑧(𝑡)
> 𝛼 
  for  𝑡 ≥ 𝑡2, which contradicts (2.11). Thus 
sup Ω ≤ 𝛼. 
Suppose 𝜆∗ = sup Ω  and let  𝜇 ∈ (0, 𝜆∗) then  𝜇 ∈ Ω, moreover  
                                    𝜆∗ − 𝜇 = 𝛽 ∈ Ω. 
Hence there exists 𝑡3 ≥ 𝑡2  such that 
         𝑧´(𝑡) + 𝛽𝑔(𝑡)𝑧(𝑡) ≤ 0    for   𝑡 ≥ 𝑡3.    
Then for any  𝑡, 𝑠  with  𝑡 ≥ 𝑡3  ,  0 ≤ 𝑠 ≤ 𝑡, and by using the last inequality we get 
 
 𝑧(𝑡 − 𝑠)
𝑧(𝑡)
= exp (− ln
𝑧(𝑡)
𝑧(𝑡 − 𝑠)
) = exp (− ∫
𝑧´(𝜌)
𝑧(𝜌)
𝑑𝜌) 
𝑡
𝑡−𝑠
  
                    ≥ exp (𝛽 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝑠
) ≥ exp (𝛽 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
) 
Where 𝜎(𝑡) < 𝑡, that is 
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𝑧(𝑡 − 𝑠) ≥ 𝑧(𝑡)exp (𝛽 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
) 
Substituting the last inequality in (2.4) yields  
0 ≥ 𝑧′(𝑡) + ∫ exp (𝛽 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
)
𝑡
0
𝑑𝑟(𝑡, 𝑠)𝑧(𝑡) 
 = 𝑧′(𝑡) +
∫ exp (𝛽 ∫ 𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
𝑔(𝜌)) 𝑑𝑟(𝑡, 𝑠)
𝑡
0
𝑔(𝑡)
𝑔(𝑡)𝑧(𝑡).        (2.12) 
According to (2.12) we claim that 
lim inf
𝑡→∞
∫ exp (𝛽 ∫ 𝑔(𝜌)𝑑𝜌)𝑑𝑟(𝑡, 𝑠)
𝑡
𝑡−𝜎(𝑠)
𝑡
0
𝑔(𝑡)
≤ 𝜆∗                           (2.13) 
otherwise there exist   𝜆1
∗ > 𝜆∗ and    𝑇 ≥ 𝑡3 such that 
            
∫ exp (𝛽 ∫ 𝑔(𝜌)𝑑𝜌)𝑑𝑟(𝑡, 𝑠)
𝑡
𝑡−𝜎(𝑠)
𝑡
0
𝑔(𝑡)
≥ 𝜆1
∗  
for all  𝑡 ≥ 𝑇 and therefore (2.12) reduce to 
                           0 ≥ 𝑧′(𝑡) + 𝜆1
∗ 𝑔(𝑡)𝑧(𝑡)     for      𝑡 ≥ 𝑇   
hence  𝜆1
∗ ∈ Ω, which contradicts the hypothesis that  𝜆1
∗ > 𝜆∗.  Thus (2.13) has been established. Finally (2.13) 
implies that  
−𝜆∗ + lim inf
𝑡→∞
∫ exp [(𝜆∗ − 𝜇) ∫ 𝑔(𝜌)𝑑𝜌]𝑑𝑟(𝑡, 𝑠)
𝑡
𝑡−𝜎(𝑠)
𝑡
0
𝑔(𝑡)
 ≤ 0 
as  𝜇 ∈ (0, 𝜆∗) is arbitrary we obtain 
           −𝜆∗ + lim inf
𝑡→∞
∫ exp (𝜆∗ ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
) 𝑑𝑟(𝑡, 𝑠)
𝑡
0
𝑔(𝑡)
≤ 0 
which contradicts (2.9).  
 
Case 2.   𝑧(𝑡) < 0,    𝑧′(𝑡) ≤ 0,    𝑡 ≥ 𝑡0 > 0 
From (2.1) we get  
𝑥(𝜏(𝑡)) ≥
−𝑧(𝑡)
𝑝(𝑡)
, then     𝑥(𝑡)  ≥
−𝑧(𝜏−1(𝑡))
𝑝(𝜏−1(𝑡))
 
from eq.(2.2) we obtain  
𝑧′(𝑡) − ∫
𝑧(𝜏−1(𝑡 − 𝑠))
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠) ≤ 0
𝑡
0
 
𝑧′(𝑡) − 𝑧(𝜏−1(𝑡)) ∫
𝑑𝑟(𝑡, 𝑠)
𝑝(𝜏−1(𝑡 − 𝑠))
≤ 0
𝑡
0
 
By Lemma 2.1-ii and condition (2.11) it follows that the last inequality cannot have eventually negative solution 
which a contradiction.  
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Example 2.3  Consider neutral integro-differential equation  
[𝑥(𝑡) −
1
2
𝑥(𝑡 − 2𝜋)]
′
+ ∫ 𝑥(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠) = 0
𝑡
0
                            (2.14) 
Where  𝑝(𝑡) =
1
2
, 𝑟(𝑡, 𝑠) =
1
2
(𝑡 + 𝑠), 𝜏(𝑡) = 𝑡 − 2𝜋, 𝜎(𝑡) =
𝑡
3
, 𝜆 = 2. 
One can see that all conditions of Theorem 2.2  met as follows 
lim inf
𝑡→∞
∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑𝑠 =
𝑡
𝑡−𝜎(𝑡)
lim
𝑡→∞
∫
𝑠
3
𝑑𝑠
𝑡
2𝑡
3
=
5
54
lim
𝑡→∞
(𝑡2) = ∞ 
lim inf
𝑡→∞
∫ ∫
𝑑𝑟(𝑡, 𝑠)
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑣 =
𝑣
0
𝜏−1(𝑡)
𝑡
 lim
𝑡→∞
∫ ∫ 𝑑𝑠 𝑑𝑣 =
𝑣
0
𝑡+2𝜋
𝑡
∞  
lim inf
𝑡→∞
∫ exp (𝜆 ∫ 𝑔(𝜌)𝑑𝜌)𝑑𝑟(𝑡, 𝑠)
𝑠
𝑠−𝜎(𝑠)
𝑡
0
𝑔(𝑡)
= lim
𝑡→∞
∫ e
𝜆
2 ∫
𝜌𝑑𝜌
𝑠
2𝑠
3 𝑑𝑠 
𝑡
0
𝑡
= ∞ 
So according to Theorem 2.2 every solution of (2.14) oscillates. For instance  𝑥(𝑡) = cos 𝑡  is such a solution. 
 
Now,  Set  𝛿 = −1  then eq.(1.1) reduce to 
𝑧′(𝑡) − ∫ 𝑥(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠) = 0,
𝑡
0
         𝑡 ≥ 0                 (2.15) 
Lemma 2.4 Suppose that H1 − H3  hold,  0 < 𝑝(𝑡) ≤ 𝑝,   and 
lim sup
𝑡→∞
∫ (𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠)))𝑑𝑠
𝑡
𝑡−𝜎(𝑡)
< ∞                          (2.16) 
 Let  𝑥(𝑡) be an eventually positive (or eventually negative) solution of equation (2.15) on [0, ∞). Then there 
exist  𝑇 > 0 such that  
𝑧(𝑡 − 𝜎(𝑡))
𝑧(𝑡)
 
is bounded on [𝑇, ∞). 
Proof.  Assume that  𝑥(𝑡)  is positive for  𝑡 ∈ [0, ∞), then from eq.(2.15) we get    
𝑧′(𝑡) = ∫ 𝑥(𝑡 − 𝑠)
𝑡
0
𝑑𝑟(𝑡, 𝑠) ≥ 0,        𝑡 ≥ 0 
hence  𝑧(𝑡) is an  eventually monotonically increasing function. we  have two cases to consider  for  𝑧(𝑡): 
1.  𝑧(𝑡) > 0,      𝑡 ≥ 𝑡0 ≥ 0         2.   𝑧(𝑡) < 0,      𝑡 ≥ 𝑡0 ≥ 0 
Case 1.    𝑧(𝑡) > 0,   𝑧′(𝑡) ≥ 0,     𝑡 ≥ 𝑡0 ≥ 0 
𝑧(𝑡 − 𝜎(𝑡)) ≤ 𝑧(𝑡) 
then    
0 <
𝑧(𝑡 − 𝜎(𝑡))
𝑧(𝑡)
< 1 
Case 2.    𝑧(𝑡) < 0,   𝑧′(𝑡) ≥ 0,     𝑡 ≥ 𝑡0 ≥ 0 
then 
 𝑧(𝑡) ≥ −𝑝(𝑡)𝑥(𝜏(𝑡)) 
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𝑥(𝑡 − 𝑠) ≥ −
𝑧(𝜏−1(𝑡 − 𝑠))
𝑝(𝜏−1(𝑡 − 𝑠))
 
from eq.(2.15) we get  
𝑧′(𝑡) = ∫ 𝑥(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠)
𝑡
0
≥ − ∫
𝑧(𝜏−1(𝑡 − 𝑠))
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
𝜎(𝑡)
  
−𝑧′(𝑡) ≤ ∫
𝑧(𝜏−1(𝑡 − 𝑠))
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠) 
𝑡
𝜎(𝑡)
 
then  
−𝑧′(𝑡) ≤
𝑧(𝜏−1(0))
𝑝
[𝑟(𝑡, 𝑡) − 𝑟(𝑡, 𝜎(𝑡))]                           
then there exists 𝑡1 such that   𝑡 − 𝜎(𝑡) ≥ 𝑡1, 𝑡1 = max{𝑡0, 𝜏
−1(0)} the last inequality leads to 
−𝑧′(𝑡) ≤
𝑧(𝑡 − 𝜎(𝑡))
𝑝
[𝑟(𝑡, 𝑡) − 𝑟(𝑡, 𝜎(𝑡))] , 𝑡 ≥  𝑡1            (2.17) 
from (2.16) there exist  𝑐 > 0  and  𝑇 > 0  such that  
∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑𝑠
𝑡
𝑡−𝜎(𝑡)
≤ 𝑐                                               
for 𝑡 ∈ [𝑇, ∞) we can find  𝑡∗ ∈ [𝑡 − 𝜎(𝑡), 𝑡] such that 
∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑𝑠
𝑡∗
𝑡−𝜎(𝑡)
≤
𝑐
2
 
and  
∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑𝑠
𝑡
𝑡∗
≤
𝑐
2
   
By integrating (2.17) from  𝑡 − 𝜎(𝑡)  to   𝑡∗  we find 
      − ∫ 𝑧′(𝑠)𝑑𝑠
 𝑡∗
𝑡−𝜎(𝑡)
  ≤
1
𝑝
∫ 𝑧(𝑠 − 𝜎(𝑠))[𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]
𝑡∗
𝑡−𝜎(𝑡)
𝑑𝑠 
−𝑧(𝑡∗) + 𝑧(𝑡 − 𝜎(𝑡)) ≤
𝑧(𝑡∗ − 𝜎(𝑡∗))
𝑝
∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑𝑠
𝑡∗
𝑡−𝜎(𝑡)
 
−𝑧(𝑡∗) + 𝑧(𝑡 − 𝜎(𝑡)) ≤
𝑐
2𝑝
𝑧(𝑡∗ − 𝜎(𝑡∗))                                                      
    𝑧(𝑡 − 𝜎(𝑡)) ≤
𝑐
2𝑝
𝑧(𝑡∗ − 𝜎(𝑡∗))                                        (2.18) 
Similarly by integrating (2.17) from  𝑡∗  to  𝑡  we find  
             − ∫ 𝑧′(𝑠)𝑑𝑠
 𝑡
𝑡∗
  ≤
1
𝑝
∫ 𝑧(𝑠 − 𝜎(𝑠))[𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]
𝑡
𝑡∗
𝑑𝑠 
         −𝑧(𝑡) + 𝑧(𝑡∗) ≤
𝑐
2𝑝
𝑧(𝑡 − 𝜎(𝑡))                                              
                𝑧(𝑡∗) ≤
𝑐
2𝑝
𝑧(𝑡 − 𝜎(𝑡))                                          (2.19) 
Combining the inequalities  (2.18) and (2.19) we obtain 
𝑧(𝑡∗) ≤
𝑐2
2𝑝2
𝑧(𝑡∗ − 𝜎(𝑡∗))            
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𝑧(𝑡∗ − 𝜎(𝑡∗))
𝑧(𝑡∗)
≤
2𝑝2
𝑐2
 .                                                  
The proof is complete. 
  
Theorem 2.5 Assume that   H1 − H3  hold and  0 < 𝑝(𝑡) ≤ 𝑝 ,    𝜏(𝑡) < 𝑡,  and (2.16) holds, if  
        lim inf
𝑡→∞
∫ ∫
𝑑𝑟(𝑡, 𝑠)
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑣 >
1
𝑒
𝑣
0
𝜏−1(𝑡)
𝑡
                                   (2.20) 
lim sup
𝑡→∞
∫ 𝑔(𝑠)𝑑𝑠
𝑡
0
= ∞                                                             (2.21) 
 lim inf
𝑡→∞
1
𝑔(𝑡)
∫  
exp (
𝜆
𝑝 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
)  
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
>
𝜆
𝑝
                              (2.22) 
for all 𝜆 > 0. Then every solution  𝑥(𝑡) of equation (2.15) either oscillates or  |𝑥(𝑡)| → ∞   as  𝑡 → ∞. 
Proof.  For the sake of contradiction assume that  𝑥(𝑡) is bounded eventually positive solution of eq.(2.15), (the 
proof of the case when  𝑥(𝑡) is an eventually negative is similar and will be omitted). Hence for  𝑡 ≥ 𝑡0 ≥ 0, let 
 𝑥(𝜏(𝑡)) > 0, 𝑥(𝑡 − 𝑠) > 0. 
From (2.15) it follows that  𝑧(𝑡) is nondecreasing function. 
We have two cases to consider for  𝑧(𝑡) : 
1.     𝑧(𝑡) > 0,    𝑡 ≥ 𝑡1 ≥ 𝑡0     ;          2.    𝑧(𝑡) < 0,   𝑡 ≥ 𝑡1 ≥ 𝑡0 
Case 1.    𝑧(𝑡) > 0,    𝑧′(𝑡) ≥ 0,    𝑡 ≥ 𝑡1 ≥ 𝑡0 
Let  lim𝑡→∞ 𝑧(𝑡) = 𝐿, 0 < 𝐿 ≤ ∞ 
if  𝐿 = ∞, then  lim𝑡→∞ 𝑥(𝑡) = ∞, since   𝑥(𝑡) ≥ 𝑧(𝑡), which is a contradiction. 
if  0 < 𝐿 < ∞,  from (2.5) we get  
  𝑥(𝑡) ≥ 𝑧(𝑡) 
substituting in eq.(2.15) we obtain  
𝑧′(𝑡) − ∫ 𝑧(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠)
𝑡
0
≥ 0 
               𝑧′(𝑡) − 𝑧(𝑡)𝑔(𝑡) ≥ 0  
By integrating the last inequality from 0  to  𝑡  we find 
𝑧(𝑡) − 𝑧(0) ≥ 𝑧(0) ∫ 𝑔(𝑠)𝑑𝑠
𝑡
0
. 
as  𝑡 → ∞ then the last inequality implies that  
lim sup
𝑡→∞
∫ 𝑔(𝑠)𝑑𝑠
𝑡
0
< ∞, 
which is a contradiction.   
 
Case 2.   𝑧(𝑡) < 0,    𝑧′(𝑡) ≥ 0,    𝑡 ≥ 𝑡1 ≥ 𝑡0 
from (2.5) we get  𝑧(𝑡) ≥ −𝑝(𝑡)𝑥(𝜏(𝑡))  then   
𝑥(𝜏(𝑡)) ≥ −
𝑧(𝑡)
𝑝(𝑡)
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                 𝑥(𝑡 − 𝑠) ≥ −
𝑧(𝜏−1(𝑡 − 𝑠))
𝑝(𝜏−1(𝑡 − 𝑠))
 
Substituting in eq.(2.15) we obtain  
 𝑧′(𝑡) + ∫
𝑧(𝜏−1(𝑡 − 𝑠))
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
≥ 0  
𝑧′(𝑡) + ∫
𝑧(𝑡 − 𝑠)
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
≥ 0, 𝜏(𝑡) > 𝑡, (2.23) 
𝑧′(𝑡) + 𝑧(0) ∫
1
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
≥ 0.   
Since  𝑝(𝑡) ≤ 𝑝,  then by using the increasing nature of  𝑧(𝑡) and  (H2) we get from the last inequality  
𝑧′(𝑡) +
1
𝑝
𝑧(𝑡)𝑔(𝑡) ≥ 0, 𝑡 ≥ 𝑡1 ≥ 0,  
Set  Ω = {𝜆 > 0: 𝑧′(𝑡) +
𝜆
𝑝
𝑧(𝑡)𝑔(𝑡) ≥ 0}. 
   It is obvious that 1 ∈ Ω,  and so  Ω is non-empty set. By Lemma 2.4, it follows that  
        
𝑧(𝑡 − 𝜎(𝑡))
𝑧(𝑡)
≤ 𝛼    for   𝑡 ≥ 𝑇.                                               (2.24) 
Where  𝛼 > 0 is a constant, we can choose 𝑘  large enough such that   𝑒
𝑘𝛼
𝑝 > 𝛼,  and 
 0 < 𝑘 ≤ ∫ 𝑔(𝑠)𝑑𝑠
𝑡
𝑡−𝜎(𝑡)
 for  𝑡 ≥ 𝑡2 ≥ 𝑡1.    
 Now we claim that sup Ω ≤ 𝛼 < ∞. Otherwise  sup Ω > 𝛼 which means that   𝛼 ∈ Ω  and we obtain  
𝑑
𝑑𝑡
[𝑧(𝑡)e
𝛼
𝑝 ∫
𝑔(𝑠)𝑑𝑠
𝑡
𝑡2 ] = [𝑧′(𝑡) +
𝛼
𝑝
 𝑟(𝑡, 𝑡)𝑧(𝑡)] e
𝛼
𝑝 ∫
𝑔(𝑠)𝑑𝑠
𝑡
𝑡2 ≥ 0 
since 𝛼 ∈ Ω, hence the function  
𝑧(𝑡)e
𝛼
𝑝 ∫
𝑔(𝑠)𝑑𝑠
𝑡
𝑡2   
is nondecreasing on [𝑡2, ∞).  Hence 
             𝑧(𝑡 − 𝜎(𝑡))e
𝛼
𝑝 ∫
𝑔(𝑠)𝑑𝑠
𝑡−𝜎(𝑡)
𝑡2 ≤ 𝑧(𝑡)e
𝛼
𝑝 ∫
𝑔(𝑠)𝑑𝑠
𝑡
𝑡2  
𝑧(𝑡 − 𝜎(𝑡)) ≤ 𝑧(𝑡)e
𝛼
𝑝 ∫
𝑔(𝑠)𝑑𝑠
𝑡
𝑡−𝜎(𝑡) ≤ 𝑧(𝑡)𝑒
𝑘𝛼
𝑝 < 𝛼𝑧(𝑡), 𝑡 ≥ 𝑡2 
Then 
𝑧(𝑡 − 𝜎(𝑡))
𝑧(𝑡)
> 𝛼 
  for  𝑡 ≥ 𝑡2, which contradicts with (2.24). Thus 
sup Ω ≤ 𝛼. 
Suppose 𝜆∗ = sup Ω,  then for any   𝜇 ∈ (0, 𝜆∗) imply  𝜇 ∈ Ω, let   
     𝜆∗ − 𝜇 = 𝛽 ∈ Ω. 
Hence there exists 𝑡3 ≥ 𝑡2  such that 
         𝑧´(𝑡) +
𝛽
𝑝
𝑔(𝑡)𝑧(𝑡) ≥ 0    for   𝑡 ≥ 𝑡3.    
Then for any  𝑡, 𝑠  with  𝑡 ≥ 𝑡3  ,  0 ≤ 𝑠 ≤ 𝑡, and using the last inequality we get 
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 𝑧(𝑡 − 𝑠)
𝑧(𝑡)
= exp (− ln
𝑧(𝑡)
𝑧(𝑡 − 𝑠)
) = exp (− ∫
𝑧´(𝜌)
𝑧(𝜌)
𝑑𝜌) 
𝑡
𝑡−𝑠
  
                    ≥ exp (
𝛽
𝑝
∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝑠
) ≥ exp (
𝛽
𝑝
∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
) 
where  𝜎(𝑡) < 𝑡, that is 
𝑧(𝑡 − 𝑠) ≤ 𝑧(𝑡)exp (
𝛽
𝑝
∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
) 
Substituting the last inequality in (2.23) yields  
0 ≤ 𝑧′(𝑡) + ∫
1
𝑝(𝜏−1(𝑡 − 𝑠))
exp (
𝛽
𝑝
∫ 𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
𝑔(𝜌))
𝑡
0
𝑑𝑟(𝑡, 𝑠)𝑧(𝑡) 
𝑧′(𝑡) +
1
𝑔(𝑡)
∫  
exp (
𝛽
𝑝 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
)
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
𝑔(𝑡)𝑧(𝑡) ≥ 0.     (2.25) 
According to (2.25) we claim that 
lim inf
𝑡→∞
1
𝑔(𝑡)
∫  
exp (
𝛽
𝑝 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
)
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
≤
𝜆∗
𝑝
    (2.26) 
otherwise there exist a  𝜆1
∗ > 𝜆∗ and a   𝑇 ≥ 𝑡3 such that 
 
1
𝑔(𝑡)
∫  
exp (
𝛽
𝑝 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
)
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
≥
𝜆1
∗
𝑝
 
for all  𝑡 ≥ 𝑇 and therefore (2.25) leads to  
𝑧′(𝑡) +
𝜆1
∗
𝑝
𝑔(𝑡)𝑧(𝑡) ≥ 0     for      𝑡 ≥ 𝑇   
hence  𝜆1
∗ ∈ Ω, which contradicts the hypothesis that  𝜆1
∗ > 𝜆∗.  Thus (2.26) has been established. Finally (2.26) 
implies that  
−
𝜆∗
𝑝
+ lim inf
𝑡→∞
 
1
𝑔(𝑡)
∫  
exp (
𝜆∗ − 𝜇
𝑝 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
)
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
 ≤ 0 
as  𝜇 ∈ (0, 𝜆∗) is arbitrary, we obtain 
           −
𝜆∗
𝑝
+ lim inf
𝑡→∞
1
𝑔(𝑡)
∫  
exp (
𝜆∗
𝑝 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
)
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
 ≤ 0 
which contradicts  (2.22) and complete the proof. 
 
Example 2.6  Consider neutral integro-differential equation  
[𝑥(𝑡) −
5
2
𝑥(𝑡 − 2𝜋)]
′
− ∫ 𝑥(𝑡 − 𝑠)𝑑𝑟(𝑡, 𝑠) = 0
𝑡
0
                                      (2.27) 
Where  𝑝(𝑡) =
5
2
, 𝑟(𝑡, 𝑠) = 𝑡 − 𝑒−𝑠, 𝜏(𝑡) = 𝑡 − 2𝜋, 𝜎(𝑡) =
𝑡
2
, 𝜆 = 2. 
One can see that all conditions of Theorem 2.5  met as follows 
lim inf
𝑡→∞
∫ [𝑟(𝑠, 𝑠) − 𝑟(𝑠, 𝜎(𝑠))]𝑑𝑠 =
𝑡
𝑡−𝜎(𝑡)
lim
𝑡→∞
∫ 𝑒−
𝑠
2 − 𝑒−𝑠𝑑𝑠
𝑡
𝑡
2
= 0 
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lim inf
𝑡→∞
∫ ∫
𝑑𝑟(𝑡, 𝑠)
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑣 =
𝑣
0
𝜏−1(𝑡)
𝑡
 
2
5
lim
𝑡→∞
∫ ∫ 𝑒−𝑠
𝑣
0
𝑡+2𝜋
𝑡
𝑑𝑠 𝑑𝑣 =
4𝜋
5
>
1
𝑒
 
lim sup
𝑡→∞
∫ 𝑔(𝑠)𝑑𝑠
𝑡
0
= lim
𝑡→∞
∫ (1 − 𝑒−𝑠)𝑑𝑠
𝑡
0
= ∞ 
lim inf
𝑡→∞
1
𝑔(𝑡)
∫  
exp (
𝜆
𝑝 ∫ 𝑔(𝜌)𝑑𝜌
𝑡
𝑡−𝜎(𝑠)
)  
𝑝(𝜏−1(𝑡 − 𝑠))
𝑑𝑟(𝑡, 𝑠)
𝑡
0
=
2
5
lim
𝑡→∞
∫ e
2
5
𝜆 ∫ (1−𝑒−𝜌)𝑑𝜌
𝑠
𝑠
2 𝑑𝑠 
𝑡
0
1 − 𝑒−𝑡
= ∞ 
So according to Theorem 2.5 every solution of (2.27) oscillates on [0, ∞).  
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