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Abstract
For $nite groups G(◦) and G(∗) de$ne d(◦; ∗) as the number of pairs (u; v)∈G × G with
u ◦ v = u ∗ v. If |G|= n is a power of two and d(◦; ∗)¡n2=4, then there exists an isomorphism
	 :G(◦) ∼= G(∗) that $xes more than 7n=8 points of G.
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0. Introduction
Suppose that ◦ and ∗ are two group operations on a set G, and denote the number
of pairs (u; v)∈G × G with u ◦ v = u ∗ v by d(◦; ∗). The number d(◦; ∗) is called the
Hamming distance of ◦ and ∗. Suppose that G is $nite of order n. It was proved in
[2] that G(◦) ∼= G(∗), if d(◦; ∗)6 n2=9. In such a case there exists an isomorphism
	 :G(◦) ∼= G(∗) that $xes more than 15n=16 points of G [2, Proposition 4.5]. In case
of 2-groups it was proved [4] that G(◦) ∼= G(∗) follows already from d(◦; ∗)¡n2=4.
However, [4] contains no estimate of the number of points $xed by an isomorphism
G(◦) ∼= G(∗). Such an estimate is necessary, if we wish to have an e@ective method
that constructs, for a given G(◦), all groups G(∗) with d(◦; ∗)¡n2=4. The goal of this
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paper is to show that there always exists an isomorphism with many $xed points. We
shall prove:
Main Theorem. Let G(◦) and G(∗) be 2-groups of 4nite order n. If d(◦; ∗)¡n2=4,
then there exists an isomorphism 	 :G(◦) ∼= G(∗) that 4xes more than (3+1=
√
3)n=4 ≈
0:89n elements of G.
The estimate of the Main Theorem is probably not the best possible, but to $nd
better estimates does not seem to be structurally important. The main point is to show
that 2-groups with similar multiplication tables can be produced only by permuting a
small amount of group elements.
Accidentally, our theorem yields a corollary which can be used to $ll one of the
few missing cases in the problem of $nding minimal d(◦; ∗) for groups of order n.
Corollary. Let G(◦) and G(∗) be distinct 2-groups of 4nite order n6 16. Then
d(◦; ∗)¿ n2=4.
The minimal d(◦; ∗) is known [2] to equal 6n−24 or 6n−20 or 6n−18, if n¿ 51.
Minimal values for some n6 50 are determined in [3,5], but the case n = 16 is not
covered by any of these papers. Since there are many examples [1,2] of 16-element
groups G(◦) and G(∗) with d(◦; ∗)=64, we see that for n=16 this is the least positive
distance that can be attained.
The above results are proved and restated in Section 4 (Theorem 4.4 and Corol-
lary 4.5). Section 4 contains another main result (Theorem 4.3), which shows that
conjugations by ◦ and ∗ commute with the isomorphism 	 on a large subset of G.
Section 1 introduces the concepts of the 	-normal element and the 	-normal block,
where 	 : S ∼= T for some S E G(◦) and T6G(∗). Sections 2 and 3 are concerned
with estimates of d(; ) that are based on properties of 	-normal blocks, where
; ∈G(◦)=S. (If U ⊆ G and V ⊆ G, then d(U; V ) denotes the number of pairs
(u; v)∈U × V with u ◦ v = u ∗ v.)
All results needed in this paper come from [4]. Note that the bound d(◦; ∗)¡n2=4
is the best possible, since there exist many cases of non-isomorphic groups G(◦) and
G(∗) with d(◦; ∗) = n2=4 (see [1,2,4]).
1. Normal blocks and elements
Let ◦ and ∗ be two group operations on G. Denote by 1◦ and 1∗ the unit elements
of G(◦) and G(∗), and by x◦ and x∗ the inverse elements, respectively. Thus x◦ ◦ x=
x ◦ x◦ = 1◦ and x∗ ∗ x = x ∗ x∗ = 1∗ for all x∈G.
Let S6G(◦) and T6G(∗) be subgroups, and 	 : S ∼= T their isomorphism. For
u; v∈G write u ≡	 v if there exists h∈ S with v= u ◦ h= u ∗	(h), and u 	≡ v if there
exists h∈ S with v= h ◦ u= 	(h) ∗ u.
It is not diMcult to verify that both 	≡ and ≡	 are equivalences; details can be
found in Section 4 of [4]. Each block of 	≡ rests within a left coset of S, and within
A. Drapal / Discrete Mathematics 266 (2003) 217–228 219
a left coset of T . The sets of all left cosets will be denoted by L◦(S) and L∗(T ),
respectively. For every block A of 	≡ there therefore exist ∈L◦(S) and ′ ∈L∗(T )
with A ⊆  ∩ ′. Similarly, for every block B of ≡	 one can $nd ∈R◦(S) and
′ ∈R∗(T ) with B ⊆  ∩ ′.
In this paper, we shall pay a special attention to the case S E G(◦). Let us assume
S E G(◦) for the rest of this section.
Say that u∈G is a 	-normal element, if
	(u ◦ h ◦ u◦) = u ∗ 	(h) ∗ u∗
holds for all h∈ S.
Lemma 1.1. An element u∈G is 	-normal if and only if all h∈ S satisfy 	(u◦ ◦ h ◦
u) = u∗ ∗ 	(h) ∗ u.
Proof. The element u is 	-normal if and only if u∗ ∗ 	(u ◦ h ◦ u◦) ∗ u = 	(h), for all
h∈ S. One can replace h by u◦ ◦ h ◦ u, and then the latter equality yields the required
one.
From Lemma 1.1 we see that the de$nition of the 	-normal element is left–right
symmetric.
Lemma 1.2. Let u; v∈G be such elements that u ≡	 v or u 	≡ v, and that u is
	-normal. Then v is 	-normal as well.
Proof. Assume, for example, u ≡	 v. Then there exists k ∈ S with v=u◦ k=u∗	(k),
and for every h∈ S we have 	(v ◦ h ◦ v◦) = 	(u ◦ (k ◦ h ◦ k◦) ◦ u◦) = u ∗ 	(k ◦ h ◦ k◦) ∗
u∗ = (u ∗ 	(k)) ∗ h ∗ (u ∗ 	(k))∗ = v ∗ h ∗ v∗.
Lemma 1.3. Let us have u; v∈G, and suppose that u is 	-normal. Then u ≡	 v if
and only if u 	≡ v.
Proof. Assume, for example, u ≡	 v. Then there exists k ∈ S with v=u◦ k=u∗	(k),
and v equals both u ∗ 	(k) ∗ u∗ ∗ u= 	(u ◦ k ◦ u◦) ∗ u and (u ◦ k ◦ u◦) ◦ u.
A block of ≡	 that contains a 	-normal element, consists solely of 	-normal ele-
ments, by Lemma 1.2, and is also a block of 	≡, by Lemma 1.3. Similarly, a block
of ≡	 with a 	-normal element is a block of ≡	, and all its elements are 	-normal.
Such blocks will be called 	-normal blocks.
Lemma 1.4. Suppose that u; v; w∈G satisfy u◦ v=w=u∗ v. If any of the sets {u; v},
{v; w} and {u; w} is formed by 	-normal elements, than all elements u, v and w are
	-normal.
Proof. Suppose $rst that u and v are 	-normal. Then 	(w ◦h◦w◦)=	(u◦ (v ◦h◦ v◦)◦
u◦) = u ∗ 	(v ◦ h ◦ v◦) ∗ u∗ = u ∗ v ∗ 	(h) ∗ v∗ ∗ u∗ =w ∗ 	(h) ∗w∗ for all h∈ S. Suppose
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now that u and w are 	-normal. Then u ∗ 	(v ◦ h ◦ v◦) ∗ u∗ = 	(u ◦ v ◦ h ◦ v◦ ◦ u◦) =
w ∗ 	(h) ∗ w∗ = u ∗ (v ∗ 	(h) ∗ v∗) ∗ u∗, and 	(v ◦ h ◦ v◦) = v ∗ 	(h) ∗ v∗ follows, for all
h∈ S. The third case is similar.
Lemma 1.5. Let ui; vi; wi ∈G be such that wi = ui ◦ vi = ui ∗ vi, i∈{1; 2}.
(i) If u1 is 	-normal and u1 ≡	 u2, then v1 	≡v2 if and only if w1 	≡w2.
(ii) If v1 is 	-normal and v1 	≡v2, then u1 ≡	 u2 if and only if w1 ≡	 w2.
Proof. The assertions (i) and (ii) are left–right symmetric, and hence we shall prove
just (i). We thus assume that u1 is 	-normal and that u2 =u1 ◦h1 =u1 ∗	(h1) for some
h1 ∈ S.
Suppose $rst v2 = h2 ◦ v1 = 	(h2) ∗ v1 for some h2 ∈ S. Put h = h1 ◦ h2 and k =
u1 ◦h◦u◦1 . Then k ◦w1 =u1 ◦h◦ v1 =(u1 ◦h1)◦ (h2 ◦ v1)=u2 ◦ v2 =u2 ∗ v2 =(u1 ∗	(h1))∗
(	(h2) ∗ v1) = u1 ∗ 	(h) ∗ v1 = u1 ∗ 	(h) ∗ u∗1 ∗ w1 = 	(k) ∗ w1.
Suppose now w2=k ◦w1=	(k)∗w1 for some k ∈ S. Put h=u◦1 ◦k ◦u1 and h2=h◦1 ◦h.
Then u2 ◦ v2 = w2 = k ◦ w1 = u1 ◦ h ◦ v1 = (u1 ◦ h1) ◦ (h2 ◦ v1) = u2 ◦ (h2 ◦ v1) gives
v2 = h2 ◦ v1, and u2 ∗ v2 = w2 = 	(k) ∗ w1 = u1 ∗ 	(h) ∗ u∗1 ∗ w1 = u1 ∗ 	(h) ∗ v1 = (u1 ∗
	(h1)) ∗ (	(h2) ∗ v1) = u2 ∗ (	(h2) ∗ v1) yields v2 = 	(h2) ∗ v1.
Corollary 1.6. Let ui and vi, 16 i6 3, be such elements of G that u1 ◦ u2 = u3 and
v1 ◦ v2 = v3. Suppose that there exist such i, j and k that 16 i¡ j6 3, 16 k6 3,
{ui; vi} ⊆ i and {uj; vj} ⊆ j, where i and j are 	-normal blocks, while {uk ; vk} is
not contained in any 	-normal block. Then u1 ∗ u2 = u3 implies v1 ∗ v2 = v3.
Proof. If i = 1 and j = 2, use Lemma 1.5(i). If i = 1 and j = 3, use it again, but in
the converse direction. If i = 2 and j = 3, consider the converse direction of Lemma
1.5(ii).
Remark 1.7. In Section 2 we shall derive various estimates of d(; ), where ; ∈
G(◦)=S. These estimates will be based on Corollary 1.6 and Lemma 1.4, or, more
exactly, on Propositions 1.8 and 1.9, which are their consequences. All these statements
are concerned only with the structure of 	-normal blocks within ;  and  =  ◦ .
The structure of 	-normal blocks encompasses the knowledge of the set of 	-normal
elements, and the knowledge of the equivalence on this set that is determined by
	-normal blocks. No other instances of u ◦ v = u ∗ v will be considered, but those that
follow from Corollary 1.6 and Lemma 1.4, i.e., those instances that can be derived
from the structure of 	-normal blocks.
The task to estimate d(; ) just by means of Corollary 1.6 and Lemma 1.4 can be
thus reformulated in the following way: Let us have a Latin square with rows 1 = ,
columns 2 =  and values 3 = . Let ′i ⊆ i be (possibly empty) subsets and i
equivalences on ′i , 16 i6 3. (The equivalences i express the structure of 	-normal
blocks.) Put Q= {(u1; u2; u3)∈ 1× 2× 3; u1 ◦ u2 = u3} and consider a subset R ⊆ Q
that ful$ls the following conditions for all (u1; u2; u3)∈Q and for all triples (i; j; k) that
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permute (1; 2; 3).
(1) If ui ∈ ′i , uj ∈ ′j and uk ∈ ′k , then (u1; u2; u3)∈R.
(2) Suppose that (v1; v2; v3)∈Q satis$es (ui; vi)∈ i and (uj; vj)∈ j. If (uk ; vk) ∈ k
and (u1; u2; u3) ∈ R, then (v1; v2; v3)∈R.
Lemma 1.4 and Corollary 1.6 state that conditions (1) and (2) are satis$ed, if one
sets R = {(u1; u2; u3)∈Q; u1 ◦ u2 = u1 ∗ u2}. The estimates of d(; ) that will be
made in Section 2 are, in fact, just estimates of the size of R that ful$ls (1) and (2).
The latter two conditions are completely symmetric with respect to the role of rows,
columns and values, and hence any estimate that involves quanti$cations with respect
to some of the directions (i.e., rows, columns and values) automatically gives rise to
estimates that are obtained by permuting the roles of the respective directions.
It were possible, of course, to derive estimates of Section 2 just within the frame-
work of conditions (1) and (2). However, that would hardly make the proof more
transparent. We shall thus continue to work within the framework of two group oper-
ations, while being aware that an estimate automatically produces the symmetric ones,
if its derivation is based only on Lemma 1.4 and Corollary 1.6, and if it uses only
Latin square properties of ◦ operating on × .
Proposition 1.8. Let G(◦) and G(∗) be groups, S E G(◦) and T6G(∗) subgroups,
and 	 : S ∼= T an isomorphism. Let ; ; ∈G(◦)=S be cosets of S,  ◦  = , and
suppose that A ⊆  and B ⊆  are 	-normal blocks. Put C′ = {w∈ ; there exists
(u; v)∈A × B with u ◦ v = u ∗ v = w}. If C′ is non-empty, then C′ is contained in a
unique 	-normal block. This block will be denoted by C. Set C = ∅, if C′ is empty.
Put M0 = {(u; v)∈A × B; u ◦ v ∈ C}, M1 = {(u; v)∈A × (\B); u ◦ v∈C}, M2 =
{(u; v)∈ (\A) × B; u ◦ v∈C} and M = M0 ∪ M1 ∪ M2. Then u ◦ v = u ∗ v for all
(u; v)∈M .
Proof. Assume $rst C=∅. Then M=M0=A×B ful$ls our conclusion by the de$nition
of C′. Suppose C′ = ∅. All elements of C′ are 	-normal, by Lemma 1.4, and are
contained in a single 	-normal block, by Corollary 1.6. This corollary also immediately
implies u ◦ v = u ∗ v for all (u; v)∈M .
Proposition 1.9. Let G(◦) and G(∗) be groups, S E G(◦) and T6G(∗) subgroups,
and 	 : S ∼= T an isomorphism. Let ; ; ∈G(◦)=S be cosets of S,  ◦  = , and
suppose that C ⊆  is either a 	-normal block or an empty set.
Put P = {A ⊆ ; A is a 	-normal block, and there exists (u; v)∈A ×  with
u◦v=u∗v∈C} and Q={B ⊆ ; B is a 	-normal block, and there exists (u; v)∈ ×B
with u ◦ v= u ∗ v∈C}. Then for each A∈P there exists exactly one B∈Q, for which
one can 4nd (u; v)∈A×B with u ◦ v= u ∗ v∈C. Denote this B by  (A). The mapping
 : P→ Q is a bijection.
Put N=
⋃
(A× (A); A∈P), P=⋃(A; A∈P), Q=⋃(B; B∈Q), M0={(u; v)∈P×
; (u; v) ∈ N and u ◦ v∈C}, M1 = {(u; v)∈ (\P)×Q; u ◦ v∈C} and M =M0 ∪M1.
Then u ◦ v = u ∗ v for all (u; v)∈M .
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Proof. If C is empty, then P, Q and M are empty as well, and there is nothing to
prove. Assume that C is a 	-normal block. For every A∈P there exists B∈Q with
u◦v=u∗v∈C for some (u; v)∈A×B, by the very de$nition of P and Q. By Corollary
1.6, A∈P determines B∈Q uniquely. Similarly, B∈Q determines a unique A∈P with
u ◦ v= u ∗ v∈C for some (u; v)∈A× B, and hence  is really a bijection.
If (u; v)∈M0, then u∈A for some A∈P and v ∈ B =  (A). However, there exists
(u′; v′)∈A×B with u′ ◦v′=u′ ∗v′ ∈C, by the de$nition of P and Q, and hence u∗v =
u ◦ v∈C, again by Corollary 1.6. Similarly, u ◦ v = u ∗ v∈C for all (u; v)∈M1.
2. Estimates based on Latin squares
Throughout this section, 	 : S ∼= T is again an isomorphism of subgroups S E G(◦)
and T6G(∗). We shall assume that S is $nite of order s.
For ∈G(◦)=S de$ne $	() in such a way that $	() + s=2 gives the greatest pos-
sible size of a 	-normal block contained in . Clearly, −s=26 $	()6 s=2 for all
∈G(◦)=S.
Lemma 2.1. Let ; ; ∈G(◦)=S be cosets of S, ◦=, and suppose that A ⊆  and
B ⊆  are 	-normal blocks. If C′ = {w; w = u ◦ v= u ∗ v for some (u; v)∈A× B} is
empty, put C = ∅. If it is non-empty, de4ne C as the 	-normal block which contains
C′. Put a= |A| − s=2, b= |B| − s=2 and c = |C| − s=2. Then
d(; )¿ s(a+ b+ c)− 2(ab+ ac + bc):
Proof. De$ne M as in Proposition 1.8. In any Latin square with rows , A ⊆ ,
columns , B ⊆ , and values , C ⊆ , one has |M |¿F1(c + s=2; a; b), where
F1(x; y; z) = −s2=2 + sx + 2sy + 2sz − 2xy − 2xz − 2yz. This is easy to compute; a
proof can be found, for example, in [4, Proposition 3.4]. Since F1(x+ s=2; y; z) equals
s(x + y + z)− 2(xy + xz + yz), the result follows from Proposition 1.8.
Lemma 2.2. Let ; ; ∈G(◦)=S be cosets of S, ◦=, and put a=$	(), b=$	()
and c = $	(). If a6 0 or b6 0, then d(; )¿ sc − 2ab.
Proof. We can assume b6 0, with no loss of generality. If c = −s=2, put C = ∅,
otherwise choose C ⊆  to be a 	-normal block of size c + s=2.
De$ne M = M0 ∪ M1, N , P, and Q as in Proposition 1.9, and put p = |P| − s=2
and q = |Q| − s=2. In every row of P there are c + s=2 elements of C, of which at
most b + s=2 can fall into N . Hence |M0|¿ (p + s=2)(c − b). There are (s=2 − p)
(s=2+ c) pairs (u; v)∈ (\P)× with u ◦ v∈C, and hence |M1|¿ (s=2−p)(s=2+ c)−
(s=2 − p)(s=2 − q) = (s=2 − p)(c + q). Therefore |M |¿ cs + (q − b)s=2 − p(b + q).
We shall show (q − b)s=2 − p(b + q)¿ − 2ab. There is p¿ a and −2pb¿ − 2ba,
and thus it suMces to prove (q − b)s=2 − p(b + q)¿ − 2bp, which is equivalent to
(s=2 − p)(q − b)¿ 0. The latter inequality clearly holds. Hence |M |¿ cs − 2ab, and
we are done, by Proposition 1.9.
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By Remark 1.7, Lemma 2.2 allows us to state:
Proposition 2.3. Let G(◦) and G(∗) be groups, S E G(◦) and T6G(∗) subgroups
of order s, and 	 : S ∼= T an isomorphism. Let ; ; ∈G(◦)=S be cosets of S, ◦=,
and put a = $	(), b = $	() and c = $	(). If a6 0, then d(; )¿ sc − 2ab and
d(; )¿ sb− 2ac. If b6 0, then d(; )¿ sc− 2ab and d(; )¿ sa− 2bc. Finally,
if c6 0, then d(; )¿ sa− 2bc and d(; )¿ sb− 2ac.
In Section 3 we shall show that d(; )¿ s(a + b + c) − 2(ab + ac + bc) always
holds when s is a power of two (and a = $	(), b = $	() and c = $	( ◦ )). This
needs not be true in general, but it is always true in certain important situations that
will be now described.
Proposition 2.4. Let G(◦) and G(∗) be groups, S E G(◦) and T6G(∗) subgroups
of order s, and 	 : S ∼= T an isomorphism. Let ; ; ∈G(◦)=S be cosets of S, ◦=,
and put a= $	(), b= $	() and c = $	(). If a+ b6 0 or a+ c6 0 or b+ c6 0
or a+ b¿ s=2 or a+ c¿ s=2 or b+ c¿ s=2, then
d(; )¿ s(a+ b+ c)− 2(ab+ ac + bc):
Proof. We shall prove the inequality on the basis of Lemma 2.1 and Proposition 2.3,
and hence it suMces, by Remark 1.7, to consider just the cases a+ b6 0 and a+ b¿
s=2.
Assume $rst a + b6 0. Then a6 0 or b6 0, and hence d(; )¿ sc − 2ab¿
(sc − 2ab) + (a+ b)(s− 2c) = s(a+ b+ c)− 2(ab+ ac + bc).
Assume now a+ b¿ s=2. Then neither a nor b equals −s=2, and hence there exist
	-normal blocks A ⊆  and B ⊆  of sizes a+s=2 and b+s=2, respectively. By Lemma
2.1, there also exists c′6 c with d(; )¿ s(a+ b+ c′)− 2(ab+ ac′+ bc′). However,
this is ¿ s(a+ b+ c)− 2(ab+ ac + bc), as we assume s− 2(a+ b)6 0.
Corollary 2.5. If s = 2, then d(; )¿ s(a + b + c) − 2(ab + ac + bc) holds in all
cases.
Proof. There is s=2 = 1, and hence always a+ b6 0 or a+ b¿ s=2.
3. Estimates based on induction
Throughout this section S E G(◦) and T6G(∗) are again subgroups of order s,
and 	 : S ∼= T an isomorphism. We shall assume that d(0; 0)¿ s(a0 + b0 + c0) −
2(a0b0 + a0c0 + b0c0) holds for all 0; 0 ∈G(◦)=S, where a0 = $	(0), b0 = $	(0)
and c0 = $	(0 ◦ 0). We shall also assume that H E G(◦) and K6G(∗) are such
subgroups that S ¡H , T ¡K , |H : S|=2=|K :T |, and that there exists an isomorphism
/ :H ∼= K which extends 	.
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Our goal is to show that d(; )¿ 2s(a + b + c) − 2(ab + ac + bc) holds for all
; ∈G(◦)=H , where a= $/(), b= $/() and c= $/( ◦ ). We shall start by an easy
auxiliary statement.
Lemma 3.1. Assume e + a6 0, f + b6 0, a¿ e and b¿f. Then ef¿ ab.
Proof. We have −e¿−a and −e¿ a. Hence |e|¿ |a|, and, similarly, |f|¿ |b|. Thus
|ef|¿ |ab|, and the rest is clear, since e6 0 and f6 0.
Fix now ; ∈G(◦)=H , put =  ◦ , and express them as = 1 ∪ 2, = 1 ∪ 2
and  = 1 ∪ 2, where i; i; i ∈G(◦)=S, i∈{1; 2}. Set ai = $	(i), bi = $	(i) and
ci = $	(i), i∈{1; 2}. Set also a= a1 + a2, b= b1 + b2 and c = c1 + c2.
Put now e = $/(), f = $/() and g = $/(). Let A ⊆ , B ⊆  and C ⊆  be
/-normal blocks of the respective sizes e + s, f + s and g + s (an empty set is used
in the place of A, B or C, if e, f or g equals −s, respectively). For i∈{1; 2} put
ei = |A∩ i|− s=2, fi = |B∩i|− s=2 and gi = |C ∩ i|− s=2. The sets A∩ i, B∩i and
C ∩ i are 	-normal blocks, and hence we have ai¿ ei, bi¿fi and ci¿ gi. If ai ¿ei,
then ai and ei are derived from di@erent blocks, and ai + ei6 0 follows. Hence for
both i∈{1; 2} the implications
(1) ai ¿ei ⇒ ai + ei6 0,
(2) bi ¿fi ⇒ bi + fi6 0 and
(3) ci ¿gi ⇒ ci + gi6 0 take place.
By the introductory assumptions of this section, d(i; j)¿ s(ai + bj + ck) −
2(aibj+aick+bjck), whenever i; j; k ∈{1; 2} and i◦j=k . Hence d(; )=
∑
d(i; j)¿
2s(a + b + c) − 2(ab + ac + bc). We wish to prove d(; )¿ 2s(e + f + g) −
2(ef + eg+ fg). Our strategy is as follows.
We shall show that if
s(a+ b+ c)− (ab+ ac + bc)¿ s(e + f + g)− (ef + eg+ fg); (∗)
does not hold, then at least one of inequalities e + f6 0, e + g6 0, f + g6 0,
e + f¿ s, e + g¿ s and f + g¿ s takes place. If any of them is ful$lled, then the
required inequality follows from Proposition 2.4.
We shall proceed by the number of inequalities ai = ei, bi = fi, ci = gi. If there is
none, then a= e, b= f, c = g, and there is nothing to prove.
Let us have exactly one inequality, say c2 = g2. Then (∗) is equivalent to sc2 −
c2(e + f)¿ sg2 − g2(e + f), and thus to (s − e − f)(c2 − g2)¿ 0. Hence either (∗)
holds, or e + f¿s.
Let us now have two inequalities. Suppose $rst that they concern the same direction,
say c1 = g1 and c2 = g2. Then (∗) is equivalent to sc − c(e + f)¿ sg − g(e + f),
and we can proceed like in the preceding case. Suppose now that the inequalities are
in two di@erent directions, say a2 = e2 and b2 = f2. Then (∗) turns to
s(a2 + b2)− (a2 + b2)g− a2b2¿ s(e2 + f2)− (e2 + f2)g− e2f2
A. Drapal / Discrete Mathematics 266 (2003) 217–228 225
which can be expressed as (s− g)(a2 + b2− e2−f2) + (e2f2− a2b2)¿ 0. The former
summand is clearly non-negative, and the same is true for the latter summand, by
Lemma 3.1.
Let us turn our attention to the case of three inequalities, and let us start with the
situation when two of them occur within the same direction, say a1 = e1, a2 = e2 and
b2 = f2. Then (∗) simpli$es to
s(a+ b2)− (a+ b2)g− ab¿ s(e + f2)− (e + f2)g− ef;
which can be converted to (s−g)(a+b2−e−f2)+(ef−ab)¿ 0, and we see that we
can proceed like in the preceding case. In the other situation we can assume a2 = e2,
b2 = f2 and c2 = g2. Then (∗) turns to
s(a2 + b2 + c2)− (a2 + b2)g1 − (a2 + c2)f1
−(b2 + c2)e1 − a2b2 − a2c2 − b2c2
¿ s(e2 + f2 + g2)− (e2 + f2)g1 − (e2 + g2)f1
−(f2 + g2)e1 − e2f2 − e2g2 − f2g2
which can be expressed as
(s=2− g1)(a2 + b2 − e2 − f2) + (s=2− f1)(a2 + c2 − e2 − g2)
+ (s=2− e1)(b2 + c2 − f2 − g2) + (e2f2 − a2b2) + (e2g2 − a2c2)
+ (f2g2 − b2c2)¿ 0:
Each of the summands is non-negative (use Lemma 3.1), and hence the inequality
holds.
If there are two directions, in which there are two inequalities, say ai = ei and
bi = fi, i∈{1; 2}, then e6 0 and f6 0, and so e+f6 0 as well. This solves most
of our remaining cases—the only case that still requires our attention is the case of
four inequalities, where at least one inequality occurs in each direction, say a2 = e2,
b2 = f2, c1 = g1 and c2 = g2. Then (∗) appears as
s(a2 + b2 + c)− (a2 + c)f1 − (b2 + c)e1 − a2b2 − a2c − b2c
¿ s(e2 + f2 + g)− (e2 + g)f1 − (f2 + g)e1 − e2f2 − e2g− f2g
and this can be rewritten as
s(a2 + b2 − e2 − f2)=2 + (s=2− e1)(b2 + c − f2 − g) + (s=2− f1)
×(a2 + c − e2 − g) + (e2g− a2c) + (f2g− b2c) + (e2f2 − a2b2)¿ 0:
This inequality holds, since each of the summands is non-negative.
We can thus state:
Proposition 3.2. Let G(◦) and G(∗) be groups, S ¡H6G(◦) and T ¡K6G(∗)
4nite subgroups, |H : S| = 2 = |K :T |, |S| = s = |T |, and let 	 : S ∼= T and / :H ∼=
K be isomorphisms, 	(u) = /(u) for all u∈ S. Assume S / G(◦) and H E G(◦). If
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d(0; 0)¿ s($	(0)+$	(0)+$	(0))−2($	(0)$	(0)+$	(0)$	(0)+$	(0)$	(0))
holds for all 0; 0 ∈G(◦)=S, 0 = 0 ◦ 0, then d(; )¿ 2s($/() + $/() + $/())−
2($/()$/() + $/()$/() + $/()$/()) holds for all ; ∈G(◦)=H , =  ◦ .
From Proposition 3.2 and Corollary 2.5 we immediately obtain:
Corollary 3.3. Let G(◦) and G(∗) be groups, S E G(◦) and T6G(∗) subgroups of
order s, s a power of two, and 	 : S ∼= T an isomorphism. Then d(; )¿ s($	() +
$	()+$	())−2($	()$	()+$	()$	()+$	()$	()) for all ; ∈G(◦)=S, =◦.
Lemma 3.4. Let G(◦) and G(∗) be groups, S E G(◦) and T6G(∗) subgroups of
order s, and 	 : S ∼= T an isomorphism. Suppose that for a coset ∈G(◦)=S there
exist A ⊆  and B ⊆  such that A is a block of ≡	, B is a block of 	≡, and
|A|+ |B|¿ 3s=2. Then A= B, and it is a 	-normal block.
Proof. Choose u∈A∩B and put C= {h∈ S; u ◦ h= u ∗	(h)} and D= {h∈ S; (u ◦ h ◦
u◦)◦u=	(u◦h◦u◦)∗u}. Then |C|+|D|=|A|+|B|¿ 3s=2, and hence |C∩D|¿s=2. For
every h∈C∩D one has (u∗	(h)∗u∗)∗u=u∗	(h)=u◦h=(u◦h◦u◦)◦u=	(u◦h◦u◦)∗u,
and u ∗ 	(h) ∗ u∗ = 	(u ◦ h ◦ u◦) follows. Note that the mappings k → u ∗ 	(k) ∗ u∗
and k → 	(u ◦ k ◦ u◦) can be regarded as two homomorphisms S(◦) → G(∗). We
have observed that these homomorphisms agree on more than a half of elements of S,
and hence they agree everywhere. The element u is therefore a 	-normal element, and
Lemmas 1.2 and 1.3 provide the rest.
If S is a subgroup of G(◦) (not necessary normal) and 	 : S ∼= T an isomorphism,
T6G(∗) and s = |S|, then for every ∈L◦(S) and every ∈R◦(S) one de$nes [4]
values ’	() and  	() in such a way that ’	()+s=2 (or  	()+s=2) gives the greatest
possible size of a block of ≡	 (or 	≡) that is contained in  (or ), respectively.
Assume again S E G(◦). Then Lemma 3.4 can be reformulated as
Corollary 3.5. If ∈G(◦)=S satis4es ’	()+ 	()¿s=2, than $	()=’	()= 	().
4. Properties of the isomorphism
We start with two auxiliary statements.
Lemma 4.1. Quadratic equation 6y2−3y+1=4=0 has roots y1=(1−1=
√
3)=4 ≈ 0:11
and y2 = (1 + 1=
√
3)=4 ≈ 0:39.
Lemma 4.2. Let G(◦) be a group of order n, and 	 :G → G a bijection. De4ne group
G(∗) by u ∗ v= 	−1(	(u) ◦ 	(v)). De4ne x in such a way that x+ n=2 is equal to the
size of {u∈G; 	(u) = u}. Then d(◦; ∗)¿ 3x(n− 2x).
Proof. Put U = {u∈G; 	(u) = u} and M = {(u; v)∈U × U ; u ◦ v∈U}. Denote by
m the size of M . If u; v∈G are such that in the triple (u; v; u ◦ v) exactly one position
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corresponds to an element of U , then 	(u)◦	(v) = 	(u◦v), and thus u∗v = u◦v. When
one requires u∈U (or v∈U , or u ◦ v∈U ), then the number of the above mentioned
triples equals (n=2− x)(n=2+ x)− ((n=2− x)(n=2− x)−m)= x(n−2x)+m¿ x(n−2x),
and the rest is clear (cf. [2, Section 5] for a more detailed proof).
Theorem 4.3. Let G(◦) and G(∗) be 2-groups of 4nite order n. If d(◦; ∗)¡n2=4, then
there exists an isomorphism 	 :G(◦) ∼= G(∗) and a set U ⊆ G such that U has more
than (3 + 1=
√
3)n=4 ≈ 0:89n elements, and for every u∈U and every h∈G there
is 	(u ◦ h ◦ u◦) = u ∗ 	(h) ∗ u∗, and, furthermore, u ◦ h = u ∗ 	(h) if u ◦ h∈U , and
h ◦ u= 	(h) ∗ u if h ◦ u∈U .
Proof. The main result of Dr(apal [4] states that from d(◦; ∗)¡n2=4, n a power
of two, one can deduce the existence of 	 :G(◦) ∼= G(∗), with ’	(G)¿n=4 and
 	(G)¿n=4 (the isomorphism 	 is determined uniquely, in fact). Corollary 3.5 hence
yields $	(G)¿n=4. Put r=$	(G), and use Corollary 3.3 for the case ===G. One
obtains d(◦; ∗)¿ 3nr−6r2, and hence n2=4¿ 3nr−6r2. Set :=r=n. From $	(G)¿n=4
we have :¿ 1=4, and from Lemma 4.1 we see that either :¡y1, or :¿y2. The latter
has to take place, and we are done.
Theorem 4.4. Let G(◦) and G(∗) be 2-groups of 4nite order n. If d(◦; ∗)¡n2=4, then
there exists an isomorphism 	 :G(◦) ∼= G(∗) that 4xes more than (3 + 1=
√
3)n=4 ≈
0:89n elements of G.
Proof. Let 	 and U be the same as in Theorem 4.3, and denote by m the size of
U . For every u∈G put P(u) = {v∈G; u ◦ v = u ∗ v} and p(u) = |P(u)|. There
is n2=4¿d(◦; ∗)¿d(U;G) = mn −∑u∈U p(u), and hence there exists u∈U with
p(u)¿n(1 − n=(4m)). Consider such a u and note that the set U ∩ P(u) has more
than n(1 − n=(4m)) − (n − m) = m − n2=(4m) elements. Every v∈U ∩ P(u) satis$es
both u ◦ v = u ∗ v and u ◦ v = u ∗ 	(v), and hence 	(v) = v for all v∈U ∩ P(u). This
means m − n2=(4m)6 x + n=2, where x is de$ned as in Lemma 4.2. By that lemma,
n2=4¿ 3xn− 6x2, and Lemma 4.1 implies that either ;= x=n¡y1, or ;¿y2. The in-
equality m− n2=(4m)6 x+ n=2 turns to :− 1=(4:+2)¡;, if we set, like in Theorem
4.3, r=m−n=2 and :=r=n. Theorem 4.3 states :¿y2, and hence ;¿y2−1=(4y2+2).
We have to exclude the case ;¡y1, and therefore the only remaining step is to verify
y2 − 1=(4y2 + 2)¿y1, which is easy.
In the introductory section we have remarked that the estimate of the proceeding
theorem is probably not the best possible. We can namely expect that there will be
always cases of (u; v)∈G ×G with 	(u ◦ v) = 	(u) ◦ 	(v), in which 	 moves at least
two of u, v and u◦v. The detailed analysis of such cases is possible, but presently there
seems to be no reason to perform it since there are many open problems concerning
Hamming distances of groups which are structurally more important. This can change,
if there will appear a need to know more about the actual values d(◦; ∗)¡n2=4. The
aim of this paper has been to show that to calculate such values one can consider only
those operations ∗ that can be obtained from ◦ by a permutation of G that moves just
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a fraction of points; a fact that does not seem to follow in any direct way from the
isomorphism of G(◦) and G(∗).
Corollary 4.5. Let G(◦) and G(∗) be distinct 2-groups of 4nite order n6 16. Then
d(◦; ∗)¿ n2=4.
Proof. Assume d(◦; ∗)¡n2=4. Then there exists, by Theorem 4.3, an isomorphism
that $xes more than 7n=8¿ n− 2 elements. Hence it $xes at least n− 1 elements, and
thus it is the identity.
For every n = 2k¿ 4 there exist [1,2,4] non-isomorphic groups of distance n2=4.
Corollary 4.5 thus implies that if such n is 6 16, then the minimum of all positive
d(◦; ∗) is equal to n2=4.
If d(◦; ∗)¡n2=4, and G(◦) is of a $nite order that is not a power of two, then there
still exists a one-to-one correspondence between 2-subgroups of G(◦) and G(∗) (cf.
[4, Theorem 7.4]). The ideas developed in this paper might be generalized to show
that this correspondence is respected by many inner automorphisms that are induced in
G(◦) and G(∗) by the same element. Such a generalization could turn to be important
when one starts to investigate distances of non-soluble groups.
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