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Abstract
In this paper we present an overview of the achievements accomplished to date in the field of computer aided relief
generation. We delineate the problem, classify the different solutions, analyze similarities, investigate the develop-
ment and review the approaches according to their particular relative strengths and weaknesses. In consequence
this survey is likewise addressed to researchers and artists through providing valuable insights into the theory
behind the different concepts in this field and augmenting the options available among the methods presented with
regard to practical application.
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Categories and Subject Descriptors (according to ACM CCS):
I.3.5 [Computing Methodologies]: Computer Graphics—Computational Geometry and Object Modeling
I.3.8 [Computing Methodologies]: Computer Graphics—Applications
J.5 [Computer Applications]: Arts and Humanities—Fine arts
1. Introduction
Reliefs belong to a category of art that bridges the gap
between two dimensional painting and three dimensional
sculpting. We distinguish four main forms:
• high-reliefs:
plastics that elevate perceptibly from a surface
• bas-reliefs:
only raise to a minimal extent from a background
• mid-reliefs:
occupy a position in between bas- and high-relief
• sunken reliefs:
are carved into the upper layers of a material
Reliefs have a long history as they occur in varying nature
and scales on diverse materials and for numerous intentions
through almost all epochs of mankind. Starting in primitive
times, reliefs were carved in stone as a type of cave art. Later
on, they were used as an adornment of religious sites and
monuments throughout all cultures and served as decora-
tions for furniture and pottery in the ancient world. During
the last centuries until today they occur e.g. in form of en-
gravings on metal and glass and find application in the em-
bossment of coins or medals. In the digital era we find them
applied in adorning virtual shapes or characters [POC05]
and assisting in designing jewelery, industrial packaging or
modern pieces of art e.g. with the help of 3D printers and
milling devices. Figure 1 shows a variety of examples.
Crafting reliefs is a laborious, challenging and time consum-
ing process that has the drawbacks of lacking a preview op-
tion and being hard to correct or replicate with regard to
large-scale manufacturing. There are numerous ways on how
to reach the same goals more easily with the help of comput-
ers, e.g by providing simple editing operations to save the
designers effort. We classify the approaches in three differ-
ent categories with respect to their input:
• Modeling: interactive and from scratch
• Image based: using a 2D image as template
• Shape based: taking 3D geometry as input
In all of these cases, the task for generating a relief is to dupe
the human eye by creating a complanate representation of a
three dimensional scene and, at the same time, conveying to
look at fully extended objects. This effect can be achieved by
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inducing shadowing and shading in a way that a difference
is hard to discover from a certain perspective [BKY99].
We describe the phenomenon of human perception which
leads to this artificial depth impression in Section 2 before
we outline several modeling tools and image based methods
in Section 3 and 4. We keep these sections brief because
all of the presented methods can be used but only a few of
them are intentionally designed for generating reliefs. The
main emphasis of this survey is placed upon the latter, shape
based approaches explained in Section 5 as they belong to
the most recent ones which deal with the specific problem of
relief generation.
Multiple modern image processing tools contain plug-ins
to add pseudo-relief effects to images. The same holds for
bump mapping which can achieve a false impression in the
rendering of surfaces. We restrict ourselves to present meth-
ods which yield proper shape information as output and
hence do not cover those well understood methods here.
(a) (b)
(c) (d) (e)
(f) (g)
Figure 1: Examples of different types of reliefs: marmo-
real Greek high-relief (a), large scale relief on a mountain
(27 x 58 m) (b), wood carving (c), bas-relief on a Roman
silver plate (d), bas-relief of Cologne cathedral on a recent
coin (e), sunken relief in granite on an Egyptian temple (f),
mid-relief on a Byzantine ivory casket (g). (Images openly
available on Wikipedia)
2. Human visual perception
When an object is contemplated from a certain view point
under unknown lighting conditions, there exists a deformed
modification of the model whose appearance is indistin-
guishable from that of the initial shape. This phenomenon
of human perception is known as the bas-relief ambiguity
and was investigated in [BKY99]. To be exact, there ex-
ists a 3 parameter family of transformations under which the
shadowing and shading caused by inter-reflections remain
unchanged although the shape is distorted. In other words,
multiple differently formed shapes can cause the same im-
pression to the human eye. Little motions of the viewer or
slight tilting of the object keep up the suggestion, but if an
off-axis vantage point is taken, the illusion is revealed.
The advantage of this ambiguity is that it allows to ar-
tificially create planar variations of 3D objects for which
the depth impression does not suffer. This fact has been
known and exploited by artists for a long period. The down-
side of this phenomenon is that algorithm as they are ex-
plained in Section 4, which try to reconstruct shapes from
a given image, encounter the drawback that their solutions
are not unique in general, unless assumptions about the cam-
era setup, illumination conditions, the type of model, surface
albedo or even depth information can be included to resolve
the ambiguity.
Edges along silhouettes and occlusion boundaries as well as
large jumps on a surface are hardly visible from an orthogo-
nal vantage point and only suggest distinct parts. Neverthe-
less they occupy a lot of unused depth range. These areas
are characterized as local gradient extrema of the shape. The
visually important information about the constitution of a
surface is contained in its ridges and valleys [OBS04]. The
specular reflection along those crease lines is remarkable as
they correspond to curvature extrema.
The goal is therefore to derive a flat representation which
mimics a fully extended scene and visibly preserves salient
details. The problem of transforming a shape into a more
planar representation can be regarded as a geometric analo-
gon to the tasks in high dynamic range imaging (HDR). In
HDR a very large luminance interval has to be compressed
without compromising visually significant features like con-
trast and small details, this act is also known as tone map-
ping. For relief generation, this corresponds to squeezing the
depth interval range of a scene and preserving the percepti-
bility of ridges, valleys and high frequent structures on sur-
faces at the same time. Since image and shape features are
of very different nature, a straightforward adaption of HDR
methods is not possible, nevertheless most algorithms pre-
sented in Section 5 are variants of, or at least inspired by
solutions from tone mapping. For deeper insight in this re-
lated research topic we refer to [DR06].
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3. Modeling tools
One way to achieve a relief is direct modeling. Common 3D
modeling software like 3DS Max, Maya, Catia, or SketchUp,
just to name a few, allow a user to create, combine, manipu-
late and edit surfaces. Normally this modeling is a laborious
and time consuming process with multiple steps and it re-
quires an experienced user who to achieve visually pleasing
results. This is because the above mentioned tools belong to
the category of computer-aided design software which serve
more general needs rather than being especially developed
for artistic purposes.
By way of comparison, computer-aided manufacturing soft-
ware like ArtCAM, JDPaint, Type3 or 3Design provide spe-
cial tools or templates which tend to assist the construction
of a relief like geometry. Most programs allow to use hints
from an additional picture or a hand drawn sketch to guide an
artist during the interactive design. This lets the entire pro-
cess slide into the area of image based modeling [OCDD01]
where different regions of a 2D input are manually assigned
a depth order to reconstruct the underlying geometry.
Interactive virtual sculpting is a discipline in computer art
which models a variety of tools like hammers, pricker, carv-
ing knives or differently shaped gouges and their impact on
virtual surfaces in multiple different ways.
The work of [Coq90] proposes to use free form defor-
mations of lattices to manipulate an underlying shape. In
[WK95] a solid material block and multiple tools are rep-
resented on a discrete voxel grid and the deformations are
considered as boolean operations. In the real-time system
presented in [MOT98], the initial material is a wooden
block described as a constructive solid geometry. The tools
are represented as ellipsoids and an artist can individually
steer their elongation. The carving takes place at intersec-
tions of material and tool in 3D space. As an application the
authors demonstrate how a wood cut can be used as a print-
ing block to achieve a virtual imprint of the afore designed
carving. Besides from carving all sculpting methods above
can attach material as well by using each operation inversely
which marks a drastic improvement with regard to manual
crafting.
A sculpting framework which introduces digital clay was
developed in [PF01]. The key ingredient to model the
behaviour is the concept of adaptively sampled distance
fields [FPRJ00]. This efficient representation is a scalar field
which contains information about signed distances between
points and a shape. Many samples are taken in detailed re-
gions and a coarser sampling is applied in smooth areas.
Hence, the necessary memory usage is reduced without com-
promising the precision. An additional organization in an oc-
tree data structure further accelerates operations and render-
ing. The system also accepts 3D models and range scanner
data as input. In this case, an adaptively sampled distance
field is derived first before manipulations can be applied.
In [Sou01a] and [Sou01b] the surface and the tools are both
described by mathematical functions [PASS95]. Modifica-
tions like undercuts or bulges and their transitions are repre-
sented as off-set or set-theoretic operations. In contrast to the
above mentioned sculpting systems which start with a solid
block of material, the author focus on flat sheets of metal
or wood to produce virtual pieces of art by free form carving
and embossment. Two results of these interactive approaches
are shown in figure 2.
(a) (b)
Figure 2: Results of interactive embossment on a metal-
lic sheet (a) and carving on a wooden surface (b). (Images
courteously of Alexei Sourin)
3.1. Gist
All results are manually designed directly in 3D space. The
advantage over manual crafting is that the virtual tools allow
to undo modifications that were already made and that it is
easy to edit and combine intermediate result or replicate a
final outcome. In addition, most of the presented tools allow
a user to influence the rendering of a prototype by changing
textures, colours and reflectance properties in different areas
individually.
The drawback that all methods mentioned in this section
have in common is that the entire production process is time-
consuming and needs close user intervention. The quality of
the outcomes heavily depend on the skills, experience, cre-
ativity and imaginativeness of the artist.
4. Image based algorithms
Reconstructing a surface given a 2D image is an ill posed
problem in general. One reason is the bas-relief ambiguity
as explained above. In some cases, researchers have to re-
sort to human observation and knowledge to guide the gen-
eration of a suitable surface. In order to overcome the ambi-
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guities, additional information is required and some assump-
tions have to be made by providing visual cues. One scien-
tific discipline has intensively studied the problem is called
shape from shading. [HB89] were among the first to propose
the brightness equation to formulate an early and simple so-
lution for shape from shading problems.
Since traditional shape from shading without user inter-
vention is not sufficient for relief generation purposes,
[ZMQS05] proposed an interactive approach that efficiently
resolves the bas-relief ambiguity adopting human knowl-
edge. Their method requires a user to set a reasonable sur-
face normal first, shape from shading is then applied locally
to reconstruct each surface patch and the local solutions are
then combined to form a smooth global surface.
[WSTS08] presented an interactive system for reconstruct-
ing surface normals from a single image. They firstly im-
prove the previous shape-from-shading algorithms by recon-
structing a faithful normal for local image regions. Then they
correct low frequency errors using a simple mark up proce-
dure. The results shown in figure 3 demonstrate that shape
from shading can in general be used for bas-relief genera-
tion. However, there is a high requirement for user interven-
tion to achieve results of reasonable quality. In the case of
high-reliefs, the effort rises drastically. Furthermore, there
are some other limitations as it only works well for sim-
ple materials but manifests problems when using coloured
images as input or those which contain a complex texture.
Moreover, the luminance entry in an image usually does not
correspond to geometric shape properties. For more detailed
information about shape from shading methods in general
we refer to [ZTCS99].
(a) (b) (c)
Figure 3: Automatically extracted Normal map (a), normal
map after user editing (b) and the reconstructed surface (c)
The automatic approach presented in [AM10] follows a
somehow converse idea. Instead of making sure that an im-
age looks faithful under one constant lighting, they investi-
gate how to design a reliefs whose appearance differs when
illuminated from different directional light sources (which
are known in advance). They achieve this goal by placing
small pyramids at the center of each image pixel and deform-
ing them according to the desired reflectance properties. The
algorithm is capable of producing bas-reliefs which contain
information about a pair of input images in one single piece
of art. Moreover it can also transfer the color information of
a given image to the relief representation if directional color
light sources are applied. This method is the first one which
exploits the nature of reliefs and their ambiguity to use them
as a type of display.
Another related, traditional type of art known as Choshi is
presented in [TMH10]. Given a coloured input image, it is
segment in same-colour patches first and then the algorithm
yields templates for cutting several differently coloured lay-
ers of paper and explains how to overlay them in order to
create a representation with a stylized yet similar impression
as long as the vantage point is almost orthogonal. Although
this method produces very coarse cartoons which omit de-
tails, it can be very useful for relief generation purposes,
since the different layers can be regarded as a counterpart to
discrete iso-height-levels. Arranging multiple materials with
differing colours and reflectance properties according to this
algorithm could lead to interesting results especially since
the small steps at transitions between scene segments further
emphasize their discrepancy.
Recently, a very interesting reverse engineering problem
for the purpose of cultural heritage was investigated in
[LWYM11]. Given a single imprint, called rubber image,
the goal is to reconstruct the chiselled relief that was used
as stamp. To achieve the rough structure the authors detect
object contours first, and the extract their skeleton. Then the
height at these locations is estimated by taking into account
the local extension and the values are mapped to a mesh rep-
resentation. A diffusion between the values at the skeleton
and the background concludes the low frequent base layer.
The high frequent details are directly contained in the initial
image and are added to the low frequent part to assemble the
final relief. Besides from rubber images the method derives
virtual stamps from arbitrary photographs.
4.1. Gist
All algorithms in this section aim to reverse-engineer a 3D
surface that has caused a given two dimensional input. Since
the scene is already given, no further artistic skills and imag-
inativeness of the result is necessary.
Image based relief generation techniques are either semi or
fully automatic but a user assistance can sometimes be nec-
essary to increase the quality of the outcomes. Shape from
shading is not intended but can be used for this purpose.
The variety of applications and the novelty of the publica-
tions in the presented selection is remarkably high.
5. Shape based algorithms
In this section we present techniques unexceptionally de-
signed for relief generation whereas most of them are specif-
ically devoted to bas-reliefs. The concepts mainly differ in
their domain. One class manipulates the behaviour of differ-
ential properties (gradient domain), others operate directly
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on the shape (range domain) and a third category uses both
information (hybrid) to achieve the desired goal. Before dis-
cussing the compression techniques in detail, let us briefly
introduce some basic concepts that most methods for relief
generation have in common.
5.1. Fundamentals
Height field - The input to almost all methods presented in
this section is a height field, also called range image or depth
map. It encodes shape information by distance entries based
on a regular two dimensional grid: h = I(x,y); this is why it
is also denoted as a 2.5D representation. Although address-
ing an inherently three dimensional problem, the fact that a
range image is used, allows to exploit achievements from 2D
image processing techniques which need to be adapted to the
particular needs.
Height fields can be achieved in multiple ways. One method
is the rendering of a virtual scene and after that reading the
entries of the depth buffer which stores for every pixel the
distances between the viewing plane and the first obstacle
wrt. a certain perspective. An alternative is casting occlu-
sion rays for every pixel and measuring the length to the first
intersection with a surface. Finally, a 3D range scanner can
directly yield a depth map from one single viewpoint on a
real world scene.
The representation of all results we show in this section are
renderings of 3D triangular meshes for which the x- and y-
position of each vertex directly corresponds to pixels loca-
tions in the height field. The displacement in z-direction is
affected by the according entries in the depth map.
Unsharp masking - A well known feature enhancement
technique in image processing, which is also applied by sev-
eral methods in this section, is unsharp masking. It aims to
split a given signal into low frequent and high frequent parts
and change their relation. Therefore, an input image I is con-
volved with a low pass kernel K resulting in a smooth ver-
sion L of I. Subtracting L from I leads to a high frequent
image H containing peaks at small scale details. Adding a
multiple of H back to L, (or a fragment of L to H) leads to
a relative emphasis of fine structures in the newly reassem-
bled image I¯. The intention of this boosting is to keep up the
visual presence of features even after a strong compression
was applied.
L = I⊗K
H = I−L
I¯ = L+λ ·H
Poisson reconstruction - If algorithms modify the gradient
field of a given depth map, then in general the new deriva-
tives are not integrable anymore. Let g denote the obtained
gradient map. To get back to the range domain it is therefore
necessary to compute a height field f for which the devia-
tions of its gradient to g are minimal in a least-square sense.
argmin
f
∫
Ω
(∇ f −g)
Using the above mentioned energy functional in the Euler-
Lagrange equation leads us to the well known partial differ-
ential Poisson equation:
∆ f = ∇g
Please note that this is in fact an equalization of second
derivatives. The solution to describe this diffusion is well
studied and requires to solve a sparse system of linear equa-
tions wrt. to the boundary conditions in g.
5.2. Compression techniques
5.2.1. Naïve approaches
Given a height field, the first intuitive approach to compress
its depth interval size would be a uniform linear rescaling of
all entries. This only works as long as the compression ratio
is not high. As soon as a significant shrinking is required,
the visibility of fine features suffers considerably. For bas-
reliefs, where a compression to only a small fraction of the
initial spatial extent is necessary, the naive approach fails
since apart from the contours and some extreme discontinu-
ities on the surface everything appears to be flat because fine
details are not visible anymore.
The pioneering work of [CMS97] came up with the idea of
using a height field by projecting the geometry of a scene
to the viewing plane. The authors distinguish the depth map
pixels according to their saliency wrt. the current vantage
point. They apply a linear compression inversely propor-
tional to the height value. This results in a higher compres-
sion for scene elements which are far away from an observer
and has less effect on the more salient parts. In other words,
regions at a similar depth level are treated the same way, re-
gardless what type of feature they belong to. Although this
idea works well for high-reliefs, in terms of the visibility of
details, this method does hardly better than linear rescaling
in the case of bas-reliefs. The authors note that such perspec-
tive foreshortening even relatively enlarges edges on a sur-
face, and so a significant amount of the depth range remains
wasted if these regions are not specifically treated. This ob-
servation marks a significant contribution for the following
research in this field.
5.2.2. Gradient domain techniques
Instead of projecting the shape to the viewing plane (for cap-
turing a height field), the approach by [SBS07] first mea-
sures the saliency on the surface of a given mesh [LVJ05]
under a certain viewpoint and then describes the obtained
and projected saliency values in differential coordinates.
They subsequently use unsharp masking with a Gaussian
submitted to COMPUTER GRAPHICS Forum (8/2011).
6 J. Kerber & M. Wang & J. Chang & J. J. Zhang & A. Belyaev & H.-P. Seidel / Computer Assisted Relief Generation - a Survey
kernel to enhance fine features followed by a Poisson re-
construction to get the result. A linear rescaling is applied to
achieve desired depth range. [SBS07] were the first who in-
vestigated the derivatives for bas-relief generation in order to
distinguish between large and small surface features. Never-
theless, on balance their method in general appears slightly
complicated and their results do not look lifelike enough to
justify this effort.
The work of [KBS07] adapts the idea to operate in the gra-
dient domain. They perform a thresholding to eliminate ex-
traordinarily large gradients as they appear on silhouettes
and along occlusion boundaries. This results in flat but obvi-
ous transitions that encircle and emphasize different areas in
the scene but do no longer occupy unnecessary depth range.
Unsharp masking with a Gaussian filter is applied to enhance
fine and visually important features contained in the high
frequent parts of the partial derivatives. After such strength-
ening, their perceptibility is preserved even for very high
compression ratios. This approach is very simple, fast and
produces results of reasonable quality for bas-reliefs. Nev-
ertheless the results tend to appear unnaturally exaggerated.
Therefore, an improved version with an additional attenua-
tion (explained below) and a detailed analysis is presented in
[Ker07].
The method described in [WCPZ10] occupies an interme-
diate position between image based and shape based tech-
niques. Given an input image, the authors convert it to grey
scale and regard the pixel luminance as entries of a height
field. After that they proceed like [Ker07] to produce a fea-
ture preserving three dimensional bas-relief. Instead of a fi-
nal linear rescaling they propose to apply gamma correction
to further equalize the visibility of features in areas of dif-
ferent depth levels. The method is limited to images with a
low texture complexity because varying colours can lead to
undesired distortions in the outcome.
Gaussian blurring in the unsharp masking process, as ap-
plied above, leads to a smearing along sharp edge-like fea-
tures and so causes false responses in the high frequent
image which then produce slightly exaggerated reliefs be-
cause these undesired peaks are overemphasized. This prob-
lem can be solved if a more elaborated filtering is applied.
[WDB∗07] make use of a silhouette preserving diffusion fil-
ter which ensures to preserve the sharpness at gradient dis-
continuities. The authors propose a multi scale approach that
enables an artist to steer the relative importance of features at
different frequency bands. Besides from offering more artis-
tic freedom this allows to selectively suppress noise. They
also analyze the interplay between the material properties
and the compression ratio with respect to the perceptibil-
ity of features in a bas-relief. To date, this approach pro-
duces the most successful high quality results in terms of
sharpness, precision, richness of detail and naturalness. The
quality and flexibility of this method are attained at the cost
of user-friendliness and performance. It requires much in-
tervention as there are many (sometimes non-intuitive and
model dependent) parameters to be set. In addition, it ac-
tually requires several minutes to compute a result. This
can make the production of satisfying reliefs a very time-
consuming process, unless a familiar user is involved.
In their subsequent work [KTZ∗09] focus on simplicity and
user-friendliness. They restrict themselves to a single scale
approach for unsharp masking during which a bilateral fil-
ter is used to smooth the gradient signal. A bilateral filter is
known for its edge preserving nature. When being applied to
a gradient field, it ensures sharpness of curvature extrema as
they appear at ridges and valleys. This consequently marks
an improvement of their earlier work and it turns out to be
a good compromise in comparison to the more complex fil-
ter used by [WDB∗07]. Regarding the application aspect
they demonstrate how another local smoothing can be used
to produce seamless reliefs when stitching together multiple
height fields for example to generate a collage or a cubism-
like piece of art which merges multiple perspectives on the
same shape. The small compromises in this approach lead
to a noticeable reduction of user defined parameters and it is
much simpler and faster without sacrificing the quality and
variety of features in the outcome too much. Thus, the time
required to generate a visually pleasing and faithful relief
drops significantly even for an untrained user.
Later on, they exploited the highly parallel nature of the un-
derlying problem by implementing the algorithm on graph-
ics hardware and added a graphical user interface to fur-
ther improve the ease of use [KTZ∗10]. This results in a
real-time application which allows to witness the effects of
changing parameters on the fly. It is the first approach that
permits generation of dynamic reliefs e.g. given animated
models or a moving camera.
The afore mentioned techniques in Section 5.2.2 can be re-
garded as geometric variants of the HDR compression meth-
ods presented in [FLW02] and [DD02] which are adapted
to the nature of surface features on height fields.
5.2.3. Range domain methods
Besides from their gradient domain approach, [KTZ∗10]
also describe a variant which directly operates on the depth
map. Therefore the signal is split into three different layers.
A rough and piecewise almost constant base layer which de-
scribes the overall shape is extracted using a bilateral filter.
The remaining detail layer is further decomposed into coarse
and fine features on the surface using a modified edge-
respecting Laplacian diffusion. In unsharp masking manner,
the result is reassembled by changing the relative importance
of these three parts. This range domain technique produces
reasonable results for high- and mid-reliefs in real-time but,
unlike its gradient domain counterpart, in terms of feature
preservation it becomes less effective if the compression ra-
tio is too high.
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The work of [WKCZ11] focuses on the generation of
sunken reliefs. Motivated by ancient chiselled exemplars the
authors generate a suggestive stylization of a scene. First,
they derive a binary line drawing from a given 3D model
[RDF05]. Repeated morphological operations are proposed
to clear the image from small undesired edges. Smoothing
the initial mesh is used as an alternative preprocessing to get
rid of too high frequent responses. After producing a tidy
line image they project it on a planar mesh by setting under-
cuts at the appropriate locations. The method is intuitive and
demonstrates that, for a not too complex scene, a reduction
to just a few coarse feature strokes is sufficient for produc-
ing suggestive sunken reliefs. This approach is opposed to
the other techniques because it does not aim at achieving
highly detailed results. Although a restriction to a binary re-
lief leads to satisfying results this concept could easily be
extended by yielding lines on multiple different discrete iso-
levels according to their connectivity or saliency wrt. the cur-
rent perspective.
5.2.4. Hybrid algorithms
The method presented in [SRML09] operates directly on
the height field but uses gradient information for additional
re-weighting during the compression. It allows to distinguish
features on multiple scales and relies on the concept of adap-
tive histogram equalization (AHE) [PAA∗87] primarily used
for local contrast enhancement in images. The algorithm is
suitable for bas-relief generation and produces very natu-
ral and detailed results competitive to other methods. Un-
fortunately AHE is computationally expensive and their ini-
tial implementation is very time consuming. Additionally, a
user can influence the outcome by adjusting up to six pa-
rameters, whereas almost each of them requires an entire re-
computation. The authors suggest several optimizations and
accelerations which could help to overcome this issue and
make this hybrid technique a practical and useful alternative
to its gradient domain counterparts.
The algorithm presented in [BH11] uses both domains as
well. It triangulates the height field first and then applies a
smoothing on the derived mesh to extract the details by sub-
tracting both surfaces [KCVS98]. These details are then de-
scribed in Laplacian coordinates and stored for later reuse
[SCOL∗04]. Afterwards, the gradient field of the smoothed
surface is computed and compressed using a non-linear map-
ping. This function is explained and compared in more detail
in the subsequent paragraph. Using Poisson reconstruction,
the manipulated gradients lead to a new thin height field. The
afore extracted small and high-frequent features can then be
transfered back to the surface. The motivation for this hy-
brid approach is to ensure that details remain completely un-
changed, rather being boosted to visually survive the gra-
dient compression as it was done by other approaches. On
the other hand it makes the method more vulnerable to noise
in the initial height field. Finally, the authors describe how
Laplacian sharpening, as an optional post-processing, can be
used to further emphasize details in the generated relief.
5.2.5. Attenuation functions
The approaches by the groups of Kerber, Weyrich and Bian
apply an additional non-linear attenuation function to the
gradient field. This achieves a higher compression for large
entries than for small values and hence leads to a relative
enhancement of fine details. Among others, the described
methods differ a lot in this crucial step which reflects in the
various appearances of the outcomes.
Kerber et al. opted for a polynomial attenuation function like
it was used in [FLW02]:
f1(x) = x ·
(
a
x
·
( x
a
)b)
=
xb
ab−1
∂ f1
∂x
=
b
ab−1
· xb−1
where a marks the value which remains unchanged. It is de-
rived adaptively as a fragment of the gradient mean value.
Entries below a are slightly enhanced and those above are
compressed according to 0 < b < 1. It has the advantage
that small scale details are boosted even further (if noise is
present this can be undesired). The downside is that the func-
tion flattens out slowly. This attenuation function finds appli-
cation in [Ker07], [KTZ∗09] and is also used in [WCPZ10].
In [WDB∗07] a logarithmic rescaling is applied:
f2(x) =
1
α
(1+α · x)
∂ f2
∂x
=
1
1+α · x
where α > 0 steers the compression ratio. Note that it
compresses all entries and the attenuation linearly becomes
stronger for larger gradients. Besides form [WDB∗07], this
function was also used to diminish the influence of larger
gradients in the [SRML09].
Finally, [BH11] use a mapping based on the arc tangent:
f3(x) =
arctan(α · x)
α
∂ f3
∂x
=
1
1+(α · x)2
with α > 0. This function affects large entries much stronger
since its derivative exhibits a quadratic drop-off. The map-
ping above a threshold only differs negligibly which means
that gradient values in a wider range are almost equalized.
Figure 4 (a) shows a plot of the these attenuation functions
and their particular derivatives (b). We want to stress that the
parameters have been chosen in a way that the asymptotic
behaviour becomes obvious (a=0.2, b=0.5, α=10) and that
other settings may have been applied in practice.
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(a) (b)
Figure 4: Three different types of attenuation functions
used to compress a gradient signal (a) and their respective
derivatives (b).
5.3. Results
We show some of the result figures exactly as they occur
in the particular publications whereas other figures are re-
produced by ourselves or provided as additional material by
the respective authors. This is why the perspectives on the
scenes, the depth interval sizes and the materials may differ
slightly.
In our case, the quality of the outcomes cannot be objectively
measured in terms of correctness. The judgement always de-
pends on the subjective impression of an observer. Neverthe-
less, the results can be evaluated by taking into account nat-
uralness, plausibility, depth impression, richness of detail,
sharpness and preservation of features at different scales.
Figure 5 (a), (b) and (c) contain the particular reliefs
achieved by [KTZ∗09], [WDB∗07] and [BH11] for the
Cinderella castle model. As mentioned above, among oth-
ers the differing nature of the additional compression func-
tions shown in Figure 4 contributes to the visual differences.
Please note that in (c) no detail transfer or additional sharp-
ening has been used. In Figure 5 (d) we show the result of
[SRML09] which is at least comparable to (b) and recall
that the same attenuation function has been used. Outcomes
generated by [KBS07] (e) and the range domain method
of [KTZ∗10] in (f) appear clean and sharp but lack the 3D
expression which is achieved by the other techniques. This
demonstrates the importance of an additional compression
function because the latter two examples were achieved with
algorithms that do not contain an attenuation step.
Figure 6 shows a how the relief generation techniques have
evolved. We use the armadillo model and show the resulting
reliefs of a naïve linear rescaling (a) the method of [SBS07]
(b), the approach by [Ker07] (c), followed by outcomes of
[SRML09] (d), the range domain method of [KTZ∗10] (e)
and [BH11] (f). In (b) the inner parts on the lower legs
and the heels appear to melt with the background. All in all
it does not look very plausible. In (c) the contours of the
(a) (b)
(c) (d)
(e) (f)
Figure 5: A comparison of reliefs for the Cinderella castle
model generated by different types of approaches.
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head and the transitions of the tooth could not be preserved.
The results in (d) and (e) are comparably sharp and detailed
but the breast muscles in (d) are more curvy and lead to a
more plastic impression. In (f) detail transfer and Laplacian
sharpening were used. Here, the perspective differs notice-
ably from the one of other examples.
(a) (b)
(c) (d)
(e) (f)
Figure 6: Reliefs of the armadillo model achieved with dif-
ferent methods in chronological order.
To demonstrate the practical relevance and capabilities of the
presented techniques we set up a small pipeline to rapidly
produce touchable reliefs of real world objects. In our exam-
ple we use a 3D body scanner to achieve a mesh represen-
tation of a human model which then serves as input for an
implementation of the gradient domain technique described
in [KTZ∗10] to generate a virtual relief. The representa-
tion is transformed to a watertight mesh before we print the
prototype with the help of a 3D printer. This printer uses nu-
merous thin layers (0.1 mm) of photo polymer that are sepa-
rately cured using UV light. Figure 7 shows the virtual relief
as well as the real-world counterpart. It perceptibly contains
features on a variety of scales like the large steps along the
open jacket, the high frequent parts on the curly hair, the
wrinkles on the trousers, the fingers and even the facial ex-
pression. The ground plate is of size 15x20 cm and the re-
lief elevates to a maximum of 0.8 cm above it. Please note
that the printed surface is untreated and that it could be fur-
ther improved by polishing or using varnish. The small holes
on the right part of the jacket and along the chin which can
be observed in the virtual result are due to acquisition arte-
facts of the scanner. Scanning and creating the virtual relief
both together took less than two minutes whereas the print-
ing took about two hours. This can of course be accelerated
using a different type of printer or a milling device.
(a) (b)
Figure 7: A virtual relief (a) and a 3D print out (b) of a
human body scan.
5.4. Gist
The advantage of the presented shape based techniques over
image based methods and modeling tools is that the fully
extended 3D scene is already given virtually. This allows to
arbitrarily change the perspective on a scene and does nei-
ther require much imagination nor additional practical skills
from the user. Only the steering of parameters can take some
experience. In general, the timings for all methods described
in this section are independent of the scene complexity and
only linearly scale with the resolution of the height field.
Although all shape based algorithms inherently map from a
surface to another surface, most of them exploit the nature
of a height field and finally only operate in 2D space.
Developing sophisticated algorithms for shape based re-
lief generation is a relatively young research area (starting
2007). Nevertheless, the problem of compressing the depth
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interval size of a given height field in a feature preserving
way is well investigated and already successfully addressed
in multiple different ways, such that another solution can
only contribute a little to the entire field.
However, besides from the core problem there are a some
interesting possible extensions. All methods to date aim at
producing planar reliefs but no attempts have been under-
taken to map a relief on bended, wavy or spherical sur-
faces without distortion when beheld form a certain van-
tage point. Additionally, none of the works has experimented
with multiple materials and differently coloured or textured
layers in one single relief. Besides from cubism-like exam-
ples, the influence of multiple or more complex perspectives
has not gained any interest yet. Extensions on this could use
more advanced camera models for capturing the height field
[YM04] that are even capable of yielding panoramic reliefs
[RL06].
6. Résumé
In this paper we presented a survey of different approaches
for relief generation. We distinguished the different types
and described the corresponding phenomenon of human per-
ception as well as the resulting issues and possibilities. The
methods were classified in entirely interactive tools, algo-
rithms with a 2D input and those operating on 3D (or 2.5D)
models. The pros and cons of each class were investigated to
provide an overall picture.
The shape based methods differ mainly in user friendliness,
speed and visual quality wrt. detail preservation and sharp-
ness. All in all, it is not surprising that algorithms with much
flexibility, artistic freedom, a high demand for user interven-
tion and high computation times yield the most impressive
results. Nevertheless, small compromises can help untrained
enthusiasts to successfully produce visually pleasing reliefs.
6.1. Prospect
On concluding we may say that progress in one single cat-
egory will only lead to slight improvements. We are con-
vinced that a breakthrough in this area could be achieved if
the advantages of all fields are linked comprehensively. E.g.
a shape based tool which uses additional information from
one or more rendered images and allows for easy manual
fine-tuning and colouration as a post processing step.
One possible and challenging scenario which all types of ap-
proaches could contribute to is the design of a large scale
multi-colour art installation on the inside of a dome or a
hemisphere. In that case, the relief could provide a surround
view. For the purpose of story telling, different scenes could
appear when a spectator is moving or the lighting is changed.
The collectivity of approaches presented here would be ca-
pable of accomplishing such a goal at least virtually.
To further stress the relativity of perspective, elements from
anamorphosis could find their way into this research area to
create more complex, ambiguous or ”impossible” reliefs.
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