ABSTRACT Device-to-device (D2D) multicast content sharing has become a promising technology to improve the services within a local area. This paper investigates the problem of cluster formation (i.e., cluster head (CH) selection and user grouping) for D2D multicast content sharing in cellular networks. Each cluster consists of one CH and multiple content requesters (CRs). First, the selected CHs should be able to serve as many CRs as possible. To achieve this, they should have higher physical-social centrality and should not stay physically close to each other. Second, the issue of user grouping is modeled as a social-aware rate maximization problem, where the social-aware rate is introduced to ensure the physical link quality and to stimulate an efficient cooperation between the CHs and CRs. In order to solve the optimization problem in a decentralized and low-complexity way, we propose a matching and coalition approach. Specifically, the optimization problem is transformed into a two-sided many-to-one matching game with externality, and a distributed user grouping algorithm is proposed to obtain a stable matching result. Considering the performance gap resulted from the externality, the problem is then transformed into a coalition formation game. Without loss of generality, a user grouping optimization algorithm with user transfer and merging is proposed. Moreover, some properties, e.g., the convergence, stability, and complexity, of the proposed algorithms are discussed. Finally, the performance of our proposed scheme is evaluated by the extensive simulations based on the comparisons with other schemes.
I. INTRODUCTION
With the proliferation of smart devices and the evolution of multimedia applications, it is quite common for users to demand various types of contents, especially diverse videos. According to 2018 Global Internet Phenomena Report [1] , video is almost 58% of the total radio traffic. Moreover, the interest-sharing nature of human beings has led directly to the growing trend of content sharing among familiar groups or even strangers [2] , which results in an explosion of the radio traffic. In this context, D2D multicast content sharing is recognized as an efficient solution, where multiple proximate users can share the contents of their common interests directly. In particular, due to its advantages in improving the spectral efficiency and easing the burden of the base The associate editor coordinating the review of this manuscript and approving it for publication was Yue Cao. station (BS) [2] - [5] , D2D multicast content sharing is gaining increasing attentions.
In a typical D2D multicast content sharing scenario, the content is not stored on the local devices. Hence, the transmitter firstly has to establish a cellular link with the BS to obtain the content, and then shares it with other members. Intuitively, each transmitter and its corresponding receivers cooperate to form a group, named cluster, to share the content. Within each cluster, the transmitter acts as the cluster head (CH) and the receivers are regarded as the content requesters (CRs). Intuitively, the clusters are the fundamental components of D2D multicast content sharing, and accordingly, how to form clusters appropriately is essential to ensure the advantages of D2D multicast content sharing.
As mentioned in [6] , the proper cluster formation covers two phases, i.e., CH selection and user grouping. Specifically, the CHs are selected from the original users, and they serve as the bridges between the BS and CRs. Most of the existing works select CHs by setting the weight. For instance, Yang et al. [6] set a social maximum weight, which considers both the physical and social information between the potential CH and CRs. In addition to the above two aspects, the file centrality is taken into consideration in [7] . In practical terms, to improve the spectral efficiency, it is desired that the selected CHs can serve as many CRs as possible. Hence, in our work, the physical-social (PS) centrality, which denotes the total number of users within the communication scope of one user, is defined to be the weight of CH selection. Moreover, due to the limited energy and transmission capacity, multiple CHs are usually needed simultaneously to accomplish the content sharing. If the CHs are selected just based on the PS centrality, it is highly possible that some of these selected CHs are so physically close to each other. It implies that the communication scope of the CHs may greatly overlap, which results in the waste of these CHs' capacity. Hence, a distance constraint should be considered to optimize the CH selection results.
Once the CHs are determined, the user grouping should be subsequently considered. Note that, the transmission rate of each CH is limited to the worst channel quality of all CRs in the same cluster [11] . Hence, for a large-scale network, the mutual interaction between the CHs and CRs would make the user grouping very complex. The existing works have made great efforts for reasonable user grouping. In [7] and [8] , a greedy iterative method is provided for cluster formation and the resource allocation is considered. The goals are, respectively, maximizing the network throughput and improving the energy efficiency. Peng et al. [9] formulate the cluster formation as a non-convex problem based on the outage capacity of the cluster. Also, a distributed mergeand-split algorithm based on coalition game is proposed to form clusters, which aims to save energy for downlink video sharing [10] .
Since such content sharing will consume the energy, local storage, and bandwidth of potential CHs, it is impossible for them to be perfectly happy to act as the bridges between the BS and the CRs. However, the aforementioned works take it for granted, and then ignore the incentive for the CHs. In practical terms, the users are usually willing to share content with friends or acquaintances, despite the losses [24] . With this insight, the social characteristics should be in full use to encourage the cooperation. In our work, the socialaware rate is defined to denote the utilities of CRs, which is the product of the transmission rate and the social tie. The significant advantage is that it is the combination of physical and social properties, not only ensuring the physical channel quality, but also stimulating an efficient cooperation among users. Intuitively, different users possess different social ties, which makes the user grouping much more complex.
Clearly, although a centralized approach can solve the user grouping well, it leads to the nonnegligibly high complexity. Recall that, the goal of user grouping is to group the CHs and CRs into clusters, each of which has one CH and several CRs.
In other words, one CH is allowed to serve a number of CRs in the same cluster simultaneously, but one CR can enter at most one cluster. More importantly, each CH determines which CRs to serve, and each CR determines which cluster to join in, both with their own considerations. Hence, the user grouping problem can be perfectly formulated as a two-sided many-to-one matching game [12] . As a powerful tool to study the formation of dynamic and mutual relations among different types of selfish and rational agents, matching theory is particularly effective in developing high-performance, decentralized, low-complexity, and practical solutions in complex networks [13] - [15] .
It is noticeable that the transmission rate of one CH may be lowered due to the addition of CRs with poor channel quality. In other words, the utility achieved by each CR depends not only on its own decision but also on those taken by the other CRs. Such an interesting property is called externality in matching theory, which is tricky to handle and may result in the loss of performance. Some state-of-the-art works have considered how to deal with externality, e.g., interference graph in [16] , swap operation in [17] and [18] , rotation-swap in [19] . In our work, by taking the advantage of the coalition game theory [20] , [21] , where the users are the players that can form coalitions to improve their states or enhance the network performance, the gap of the performance can be narrowed. There are already some applications that combine the matching and coalition theory in wireless communications [22] , [23] . For instance, [22] proposes a coalition game model based on two-sided matching theory for cooperative resource management in cloud-enabled vehicular networks. Authors in [23] propose a matching and coalition approach for resource allocation in 5G heterogeneous cloud radio access networks. However, they are not content-aware, and then ignore the influence of content diversity. Hence, these works cannot be directly exploited for the cluster formation of D2D multicast content sharing.
Based on the above analysis, we construct a novel user clustering scheme for D2D multicast content sharing, which is divided into two phases, i.e., constraint physicalsocial (CPS) centrality CH selection and matching-coalition based user grouping. The main contributions are summarized as follows:
• We propose a CPS centrality CH selection scheme.
In particular, the PS centrality is defined as the weight for CH selection. In order to avoid that the selected CHs are physically close to each other, a distance constraint is set on the PS centrality so as to enlarge the communication scope of the CHs.
• We formulate the user grouping as an optimization problem which aims to maximize the sum social-aware rate of all admitted CRs. Due to the NP-hard property, we firstly transform the optimization problem into a twosided many-to-one matching game. Importantly, to avoid the impact of externality, the estimated utility is defined and is adopted to build the preference lists of CRs. Then, a distributed user grouping algorithm using many-to-one matching is proposed to obtain a stable matching result.
• To narrow the performance gap resulted from the externality, we transform the above matching game into a coalition formation game. Two rules, i.e., transfer rule and merging rule, are set for the evolution of the coalition structure, respectively. Then, we propose a user grouping optimization algorithm with user transfer and merging and analyze its properties, e.g., the convergence and complexity. The rest of the paper is organized as follows. Section II provides the system model and the problem formulation. Importantly, the social-aware rate is introduced. In Section III, we propose a matching and coalition approach to group users into clusters, and extensive simulations are conducted to analyze the performance of the proposed scheme in Section IV. Finally, we conclude this paper in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION A. SYSTEM MODEL
We consider a single-cell cellular network in which the BS is located in the center, and plenty of users are arbitrarily distributed. With the popularity of smart devices and multimedia applications, the users are increasingly demanding a variety of contents. It is common that a specific hot content, e.g., the World Cup or Super Bowl, is bound to attract the interest of multiple users. In other words, there may well exist multiple users who are interested in one common content on a certain interval. However, it is hard to guarantee that these users will send requests to the BS at the same time. If the content is delay-sensitive, i.e., the users cannot tolerate the delay and need real-time content, they will receive the content through cellular links. However, if the content is not delay-sensitive, i.e., the users are willing to tolerate the delay, they will receive the content by D2D multicast communications after the BS receives multiple requests for this content. Note that, different contents are independent of one another, and each user just enables to obtain one content every time. Hence, for convenience, we here focus on the N users who desire the same content, which constitute the set Z = {z 1 , . . . , z n , . . . , z N }.
In order to guarantee the advantages of D2D multicast content sharing, the key is to provide a reasonable user clustering scheme, which consists of two parts, i.e., the CH selection and user grouping. Without loss of generality, there exist J clusters, i.e., C= C 1 , . . . , C j , . . . , C J . Then, each cluster contains one transmitter (i.e., CH) and multiple receivers. These CHs are selected from the N users in Z, and they comprise E= e 1 , . . . , e j , . . . , e J . Here, e j is the CH of cluster C j . Moreover, the rest, whether they are admitted into clusters or not, are collectively referred to as the CRs, and they comprise R= {r 1 , . . . , r i , . . . , r I }, where I is the number of all CRs. Obviously, we have J + I = N . Note that, each user can enter at most one cluster, and thus, there is no overlap between clusters. Also, once the users form clusters, they will not leave the current one until the content sharing is completed. As shown in Fig. 1 , the process of D2D multicast content sharing is sketched as follows. Firstly, the users, who are in need of a certain content, send requests to the BS, as shown in (a). In (b), the BS selects some of them as the CHs and broadcasts their identifications and locations to the other users, i.e., CRs. Then, in (c), CRs determine which cluster they wish to join and which CH they prefer to obtain their desired content from. As such, the ones who select the same CH make up a cluster with this CH together. Obviously, not all the CRs can find their favorite clusters, and these who are out of the clusters will work in cellular mode. In (d), once the clusters are formed, the content sharing will take place. That is, the BS sends the content to the CHs and the users in cellular mode. When each CH receives the content correctly, it sends this content to the CRs in its cluster by D2D multicast communications. Moreover, Fig. 2 gives a typical D2D multicast content sharing scenario, where three clusters, i.e., C 1 , C 2 , and C 3 , are formed, and z 2 , z 6 and z 12 are the CHs, respectively. Taking C 1 as an example, z 2 firstly receives the content from the BS via cellular link, and then shares it with z 8 , z 9 and z 11 simultaneously via D2D links. Obviously, not all the CRs can find their favorite clusters, and these who are out of the clusters will work in cellular mode, e,g, z 1 and z 7 .
Since the content sharing is based on wireless transmissions, the link resources that the transmission links occupy should also be determined to ensure to receive the shared content accurately. On one hand, the transmission links from the BS to the selected CHs use orthogonal cellular link resources. On the other hand, when the CH sends the content to its members in the same cluster, we employ the underlying D2D communication sharing link resources with reuse mode to improve the efficiency of spectrum utilization, where the cellular link resources are reused by the formed clusters.
B. DEFINITION OF SOCIAL-AWARE RATE
Here, we introduce the social-aware rate, which contains the physical and social attributes, to characterize user's gains in the cluster. 
1) TRANSMISSION RATE OF CLUSTERS
where B is the channel bandwidth, P e j is the transmit power of e j , N 0 is the power spectral density of additive white Gaussian noise, and H e j ,r i is the channel power gain between e j and r i . Note that, we employ the underlying D2D communication sharing link resources with reuse mode, and one CH can only reuse one cellular link to avoid uncontrollable interference. As such, P e j c g denotes the transmit power of ordinary cellular user, denoted by c g , whose cellular link is reused by e j , and H e j c g ,r i denotes the channel power gain between c g and r i . Here, we leverage the existing resource allocation schemes in D2D multicast communications underlaying cellular networks to effectively mitigate co-channel interference, e.g., [2] , [8] . Importantly, these schemes enable to determine which ordinary cellular user shares its cellular link with CH e j , and coordinate the transmit power of both e j and c g .
In the multicast system, the transmission rate of the cluster is limited to the worst channel quality of receivers. Thus, the transmission rate of C j is equivalent to the minimum achievable rate of the CRs in C j . Importantly, let = {α r i e j r i ∈ R, e j ∈ E } be the user grouping assignment strategy. Then, the transmission rate of C j is
2) SOCIAL TIES BETWEEN USERS Since such content sharing will consume the energy, local storage, and bandwidth of potential CHs, it is impossible for them to be perfectly happy to act as the bridges between the BS and the CRs. In practical terms, the users are usually willing to share content with friends or acquaintances, despite the losses [24] . With this insight, the social characteristics should be in full use to encourage the cooperation. Here, we introduce the social ties between users, which are denoted by a symmetric matrix A={ξ z n ,z m } N ×N . Its element ξ z n ,z m denotes the social tie between z n and z m , which is calculated based on the similarity of users' interest and contact intensity. The basic idea is described below.
Interest similarity: By the homophily phenomenon in sociology, which comes from the observation that individuals often befriend others who have similar interests and perform similar actions [25] , higher interest similarity between two users always implies a stronger social tie between them. Accordingly, we will characterize the interest similarity as an important aspect to measure the social tie.
Consider L categories of contents, then we characterize the interest attributes of z n and z m as L-dimensional interest vectors, i.e., Y z n and Y z m , respectively, where each element of the interest vector denotes the degree of user's interest in one specific content and is normalized between 0 and 1. Specifically, this degree of interest in a given category of contents can be quantified by the cumulative access time, or the cumulative data traffic generated by the access to this content in a certain period of time. Accordingly, we have
Formally, the interest similarity between z n and z m can be calculated based on the cosine similarity of Y z n and Y z m , i.e.,
where |·| is the norm of a vector. Obviously, we have
Contact intensity: In social networks, contact intensity is another important aspect to measure the social ties between users, which consists of two parts, i.e., contact number and contact time. Then, the normalized contact intensity between z n and z m is denoted as
where b z n ,z m and t z n ,z m denote the total contact number and total contact time in a certain period of time, respectively. Also, τ 1 and τ 2 are tunable parameters with constraint τ 1 +τ 2 =1.
Taking the interest similarity and contact intensity into account, the integrated social tie between z n and z m is
where τ 3 and τ 4 are tunable parameters with constraint τ 3 +τ 4 =1. Since the two social characters are normalized to facilitate the calculation, we assume that all of them play the same role. In practice, to make the social tie more comprehensive and more accurate, more social attributes, e.g., social trust [26] , [27] , can be added to (5).
3) SOCIAL-AWARE RATE
To sum up, smaller transmission rate would weaken the guarantee of QoS, and lower social tie offers less incentive for cooperation. Hence, the promising solution is to take the transmission rate and the social tie into account together. As such, we define a social-aware rate of r i in cluster C j as
Its essence is the product of the transmission rate of C j and the social tie between e j and r i , and it can be used to ensure both the physical channel quality and the effective cooperation. Then, the underlying rationale for such integration is two-fold: i) The larger value of R C j ( ) shows that CH e j has better transmission quality, and accordingly, the members in C j are more likely to successfully obtain their desired content from e j . ii) The larger value of ξ e j ,r i indicates the stronger social tie between e j and r i . Then, e j prefers to offer its help to r i . It also means that the cooperation is more efficient. Hence, the proposed social-aware rate in (6) can be regarded as the metric to determine the proper user grouping assignment strategy.
C. CH SELECTION
There is no doubt that different CH selection strategies will influence the outcome of user clustering. Hence, an appropriate CH selection strategy should be considered before grouping users into clusters.
Physical-social (PS) centrality:
The basic idea of CH selection is to make the CHs serve as many users as possible. In particular, the physical-social (PS) centrality is adopted for each user to measure its ability of connecting to other users, in both physical and social domain. To guarantee the QoS of users and guarantee an efficient cooperation, let R th and ξ th be the minimum transmission rate requirement and minimum social tie requirement, respectively. Then, the PS centrality is calculated by
where
Constraint PS centrality: In practical terms, it is highly possible that multiple CHs are needed simultaneously to accomplish the content sharing. If the CHs are selected just based on the above PS centrality in (7), it is highly possible that some of these selected CHs are so physically close to each other. It implies that the communication scope of the CHs may greatly overlap, which results in the waste of these CHs' capacity. To address this issue, a distance constraint is set on the PS centrality in (7). That is, let D th be the distance constraint between CHs, and then, the brief description of the CH selection process is listed as follows: Firstly, the users in Z are sorted according to the descending order of PS centrality. Then, the user who wins the top spot is chosen as the CH. If the user which comes in second satisfies the distance constraint with the selected CH, it will be chosen as the CH. Otherwise, it is skipped, and the user in third place will be considered. Once the fixed number of CHs has reached, the process terminates. In what follows, we give a simple example to show this process.
Example 1: There exist eight users, ranking in descending order according to the PS centrality in (7), i.e., [z 8 , z 5 
between users is 
Note that, D z n ,z m = D z m ,z n and D th is set to 100m, and J is set to 3. Then, z 8 , which has the maximum centrality and comes in first, is firstly chosen as the CH. Then, we will judge whether z 5 , which has the second-largest PS centrality, can satisfy the distance constraint to be selected or not. Here, D z 8 ,z 5 = 52 <D th , and thus, z 5 cannot be the second CH, and it is going to move on to the next one, z 1 . Since D z 8 ,z 1 = 40 <D th , z 1 cannot be the second CH, either. Then, it is going to move on to z 2 . Since D z 8 ,z 2 = 192 >D th , it can be regarded as the second CH. At this point, the number of clusters is not yet satisfied, and hence, we will focus on user z 4 . Once it meets the distance constraint with the selected CHs, z 8 and z 2 , respectively, it can be chosen as the third CH, and the process of CH selection is finished. Otherwise, we will check the next one, until the third CH is found.
D. PROBLEM FORMULATION
With the selected CHs and defined social-aware rate of CRs, the key of D2D multicast content sharing is to determine a proper user grouping assignment strategy , which aims to maximize the sum social-aware rate of all admitted CRs. As such, the issue of user grouping can be formulated as the following optimization problem:
e j ,r i ≥ R th , ∀r i ∈ R, e j ∈ E.
Here, constraint (12) ensures that each r i ∈ R can enter at most one cluster. In constraint (13), δ is the maximum number of CRs that can join in one cluster. In practice, coordination within large size of clusters is very complex. During the cluster formation, the CHs are responsible for scheduling the dynamic process, calculating the social-aware rate, and meeting the precise synchronisation requirement. Hence, constraint (13) limits the cluster size to avoid occupying additional computing resources of CHs and processing additional signaling overhead [28] - [30] . Constraints (14) and (15) guarantee that the social tie and the achievable rate between e j and r i should not lower their minimum requirements, i.e., ξ th and R th , respectively. In particular, the former guarantees an efficient cooperation between the CHs and CRs, and the latter guarantees the QoS of users. On one hand, we want as many CRs as possible to join in the clusters to improve the content sharing efficiency and save spectrum resources. However, more CRs in one cluster are likely to lower the transmission rate, which results in a loss of the sum social-aware rate. Only through careful observation and selection can each CR find out which cluster it should join. On the other hand, the social-aware rate achieved by r i ∈ R depends not only on its own decision but also on those taken by the other CRs. It also means that the others' changing their decisions may well affect the decision of r i . Hence, it is not easy to solve the issue of user grouping. Indeed, according to [23] , the optimization problem in (11) is a non-convex and mixed integer nonlinear programming (MINLP) problem. Obviously, a centralized approach would lead to high complexity [31] , especially when the number of users is large. Hence, we should pursue a distributed user grouping scheme for D2D multicast content sharing, which has low complexity, and also ensures high performance.
III. USER GROUPING USING MATCHING THEORY AND COALITION THEORY
In this section, we solve the above optimization problem in (11) by a matching and coalition approach, which is particularly effective in developing high-performance, decentralized, low-complexity, and practical solutions in large-scale networks.
A. MANY-TO-ONE MATCHING GAME WITH EXTERNALITY
Recall that, the goal of user grouping is to group the CHs and CRs into clusters, where one CH is allowed to serve a number of CRs in the same cluster simultaneously, but one CR can enter at most one cluster. More importantly, each CH determines which CRs to serve, and each CR determines which cluster to join in, both with their own considerations. Hence, the user grouping problem can essentially be regarded as a two-sided many-to-one matching game. The sets of CHs and CRs are treated as the two sides, respectively, and both of them are individual agents with rationality and try to maximize their own individual utilities during the distributed matching process. Thus, the user grouping assignment strategy can be equivalent to the outcome of the matching game.
Formally, we transform the user grouping problem in (11) into a two-sided many-to-one matching game, which is defined by a tuple (E, R, E , R ). Here, E and R belong to their respective sides of the matching game, and they are collectively called the players. A preference relation is defined as a reflexive, complete and transitive binary relation between the players in E and R, according to their own individual utilities. In particular, E = { e j } e j ∈E and R = { r i } r i ∈R denote the preference relations of CHs and CRs, respectively. Accordingly, the outcome of the matching game is referred to as the matching µ which is defined as follows: Definition 1: Given two disjoint finite sets of players E and R, a matching µ is defined as a function from the set of E ∪R into the set of E ∪ R such that: (i) ∀e j ∈ E, µ(e j ) ∈ R ∪ { ∅} , and µ(e j ) ≤ δ, (ii) ∀r i ∈ R, µ(r i ) ∈ E ∪ { ∅} , and |µ(r i )| ∈ {0, 1}, (iii) µ(r i ) = e j ⇔ µ(e j ) = r i .
In fact, conditions (i) and (ii) guarantee that constraints (13) and (12) 
e j denotes the utility function of CH e j which is paired with CR r i . In the following, we will design the above utility functions of both sides, and then build preference lists of CHs and CRs based on these utility functions to guide the actions of the two sides, i.e., matching requests of CRs, acceptance or rejection of CHs.
Utility Function of the CR: From the CRs' side, each CR r i can match at most one CH, and thus, it is assumed that each CR would compete for one of the best CHs which has the maximal utility among the preference list every time. Recall that, the goal of optimization problem in (11) is to maximize the sum social-aware rate of all admitted CRs. It means that CR r i prefers to match the CH which can provide it with the largest social-aware rate. In this way, the utility of r i is characterized by the social-aware rate defined in (6), i.e., 
and then, r i tries its best to match the CH that can maximize its utility. Formally, the preference relation is defined for each CR r i over e j 1 , e j 2 ∈ E such that:
which means that r i prefers e j 1 to e j 2 . In this way, each r i would employ the preference relation in (17) to rank all the CHs in a non-increasing order to form its preference list.
Recall that, the utility of r i in cluster C j is determined by the transmission rate of C j and the social tie with e j . As shown in (2), the transmission rate of C j is related to the decisions of all CRs. In other words, the utility achieved by each CR depends not only on its own decision but also on those taken by the other CRs. Such interdependent relations are known as externality in matching theory. Consequently, a CR is difficult to determine its preference relations of the CHs accurately. Also, it may continuously update its preference list in response to the changes of other CRs' decisions, and thus, it can never reach a final stable matching result.
Due to the existence of externality, the utility function defined in (16) cannot work in building the preference lists in practice. Note that, the essence of externality is the interdependent relations in CRs' utility value. Hence, we redefine the utility of r i , named estimated utility, to avoid the impact of externality, i.e.,ũ e j r i = ξ e j ,r i · e j ,r i , 
Similarly, each potential CR r i employs the preference relation in (19) to rank all the CHs in a non-increasing order to form its preference profile. Note that, due to the constraints (14) and (15), it is likely that not each CR can get access to any cluster. In this way, the preference lists of these CRs are incomplete. For instance, there are three CHs, i.e., E= {e 1 , e 2 , e 3 }. For r 1 , if ξ e 1 ,r 1 < ξ th , e 1 will be removed from its preference list. In other words, r 1 will never apply to e 1 . The advantage of constructing incomplete preference list is that some invalid matches are avoided, which helps to save the computing resources and reduce the complexity. Utility Function of the CH: From the CHs' side, since each cluster has the limited capacity, i.e., δ, it cannot accept all applicants. In this way, it is also necessary for CHs to build preference lists of CRs to select the most appropriate ones. However, due to the impact of externality, CH e j is unable to build an accurate preference list containing all CRs, and accordingly, we call for a more feasible and practical solution. Since the social tie and achievable rate between each r i and e j are different, the effect of different CRs on the sum utilities of cluster C j is also different. Hence, to maximize the optimization problem in (11) , each e j would accept limited number of CRs that contribute more to the sum utilities of C j , and then reject the others. More definitely, in each round of matching, e j has to assess the impact of r i that it matches. Based on this, the utility of e j on accepting r i is defined as 
Intuitively, u r i e j is viewed as the contribution utility of r i to e j . Here, C j includes two parts: i) the CRs who are already in cluster C j , ii) the CRs who are currently applying to join in C j . Then, e j will build the preference list by sorting all CRs in C j based on (20) . Note that, different from the estimate utility defined for r i , the utility of e j in (20) is calculated based on the accurate utility that each r i can obtain. Similarly, if e j prefers r i 1 to r i 2 , the preference relation is defined for CH e j over r i 1 , r i 2 ∈ R such that:
Accordingly, each CH employs the preference relation in (21) to rank all CRs in C j in a non-increasing order to form its preference list.
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Algorithm 1 User Grouping Algorithm Using Many-to-One Matching 1: Initialize the preference list of r i , ∀r i ∈ R, by using (18) and (19) , and the set of CRs that are not matched to CHs as = R. 2: repeat 3: Each r i ∈ applies to its favorite CH e * j in its preference list, and then removes e * j from its preference list. 4: Set =∅. 5: for e j ∈ E do 6: if condition (i) in Definition 1 is satisfied, then 7: Accept all current CRs. Build its preference list based on (20) and (21). 10: Accept the top δ CRs and reject the others.
11:
end if 12: end for 13: Update the matching result µ. 14: Update as the rejected r i → . 15 : until =∅ or the preference list of r i , ∀r i ∈ , is empty. 16: Obtain the matching µ * of the matching game.
B. USER GROUPING ALGORITHM USING MANY-TO-ONE MATCHING
The user grouping problem can be solved in a distributed manner based on the many-to-one matching game among the CHs and CRs. The basic idea is presented in Algorithm 1. In initialization, each r i builds its preference list based on (18) and (19) . Here, the preference list may be incomplete because the CHs that do not meet the constraints (14) and (15) have been removed from the preference list. Besides, the set of CRs that are not matched to any CH is denoted as and is initialized as = R. After initialization, each r i ∈ sends a request to its favorite CH e * j according to the preference list, and then will remove e * j from its preference list (line 3). That is because each r i can sent at most one request to one specific CH to achieve a stable matching. For each e j , if condition (i) in Definition 1 is satisfied, i.e., the total number of CRs (including these who are currently applying to it and who are already in C j ) is no more than δ, there is no need to build the preference list and all current CRs will be accepted (line 7). Otherwise, e j will build its preference list based on (20) and (21) . Consequently, only the top δ CRs in the preference list will be accepted and the others will be rejected (line 9 and 10). Next, the rejected CRs will be added into and re-apply to their favorite CH until the algorithm terminates (line 14). Importantly, the underlying rationale for the termination condition is two-fold (line 15): i) Obviously, when all CRs have been matched to CHs, i.e., =∅, the matching terminates. ii) However, there may exist some CRs who cannot be matched to any CH and will work in cellular mode. In this case, =∅ will never work. Then, when the preference list of r i , ∀r i ∈ , is empty, no new matching request will be made by the rejected CRs and Algorithm 1 terminates. Moreover, taking cluster C 1 as an example, Fig. 3 gives two typical matching cases. Assuming that the current structure of C 1 is {e 1 , r 1 , r 2 , r 3 }, and δ is set as 4. In Case 1, only one CR, i.e., r 4 , applies to match e 1 . Obviously, the total number of CRs equals 4, which met the requirement of cluster capacity δ. Hence, there is no need for e 1 to build the preference list of CRs. Then, r 4 will be accepted directly and no CRs will be rejected. In Case 2, two CRs, i.e., r 4 and r 5 , apply to match e 1 at the same time. Obviously, the requirement of δ is not met. In this case, e 1 has to build its preference list of all CRs based on (20) and (21) . If the preference list is calculated as [r 1 , r 5 , r 4 , r 3 , r 2 ], then the top 4 CRs will be accepted and the last one, i.e., r 2 , will be rejected.
Remark 1: For each r i ∈ R, the preference list of CHs, complete or incomplete, remains unchanged throughout the matching. This is an immediate result because the estimated utility of r i defined in (18) remains unchanged. On the contrary, for each e j ∈ E, its preference list is dynamic. This is because in each round of matching, e j builds its preference list only based on the CRs who are currently applying to it and who are already in C j . Then, in the next round, the preference list of e j will be rebuilt.
Definition 2: A matching µ is blocked by a pair (r i , e j ) if 1) r i and e j are not matched with each other, and 2) both r i and e j can achieve a higher utility value if they match together, as opposed to their current matching under µ, namely e j r i µ(r i ) and r i e j µ(e j ). Then, a matching µ is defined as stable if it is not blocked by any pair.
Proposition 1: The proposed Algorithm 1 can converge to the matching µ * which is stable.
Proof: Since the preference list of each r i is finite and each r i can sent at most one request to one specific CH, it's obvious that Algorithm 1 is convergent after finite iterations.
If µ * is not a stable matching, there exists at least a blocking pair (r i , e j ) such that they are not matched with each other under matching µ * , but satisfy e j r i µ * (r i ) and r i e j µ * (e j ). Recall that, in the matching, each CR attempts to maximize its individual utility, so it always sends request to its currently favorite CH according to the preference list. On one hand, if e j r i µ * (r i ) holds under matching µ * , it means that r i would firstly send request to e j . However, r i is now matched to µ * (r i ), which implies that r i has been rejected by e j before. On the other hand, if r i e j µ * (e j ) holds, it implies that r i should be accepted by e j . Hence, e j r i µ * (r i ) and r i e j µ * (e j ) contradicts each other and cannot hold at the same time. In other words, (r i , e j ) cannot form a blocking pair. Thus, the matching µ * obtained from Algorithm 1 is stable.
Proposition 2: The complexity of Algorithm 1 is O(J 2 I 3 ) in the worst case.
Proof: The complexity of Algorithm 1 is dominated by two parts. The first part is related to the CRs' preference list calculation and the sorting of CHs, and its complexity is I (J 2 + J ). The second part is related to the CHs' preference list calculation and the sorting of CRs, and its complexity is JI + JI 2 . Note that, once r i is rejected by e j , it will send request to the next best CH in its preference list. Hence, at most (J − 1)I iterations are needed in the worst case, and then the computational complexity of Algorithm 1 should be I (J 2 + J )+(J − 1)I (JI + JI 2 ). Therefore, Algorithm 1 has a complexity of O(J 2 I 3 ) in the worst case.
C. COALITION FORMATION GAME WITH USER TRANSFER AND MERGING
To avoid the impact of externality, the estimated utility in (18) is adopted to construct the preference lists of CRs, which would lead to a gap when compared with the outcome of matching game based on the accurate utility in (16) . In what follows, we transform the above matching game into a coalition formation game to narrow the performance gap. The underlying rationale for such transformation is three-fold: i) In D2D multicast content sharing scenario, the users obtain the content by forming clusters cooperatively, which implies that they would be willing to cooperate with each other to enhance the network performance. ii) Each cluster contains at least one user, and there is no overlap between clusters. Such properties are quite similar to that of coalitions. iii) The coalition formation game has great advantage in solving the problem where the users can form coalitions cooperatively to improve their individual utilities or the whole network performance.
Formally, the coalition formation game can be denoted by (Z, v, S). Here, Z denotes the set of the players, which is composed of the CHs in E and the CRs in R, S denotes the coalition structure (or partition) of Z, and v is a characteristic function assigning each coalition in the structure a value. In essence, the matching µ * of the CHs and CRs constitutes a specific coalition structure S, which is made up of two kinds of coalitions. The first is that |S k | ≥ 2 (|S k | is the cardinality of S k ). In such a case, S k includes one CH e k and at least one CR, equivalent to cluster C j . As a result, the number of this kind of coalitions equals the number of clusters J . The second is that |S k | = 1, where S k includes only one CR that has not joined any cluster. Accordingly, the number of such coalitions is denoted as η, which is obtained by
Consequently, all the above coalitions comprise S = {S k |k = 1, . . . , J , J + 1, . . . , J + η }. In particular, when k ∈ K 1 = {1, . . . , J }, |S k | ≥ 2, and when k ∈ K 2 = {J + 1, . . . , J + η}, |S k | = 1. For example, in Fig. 2 , all users form a structure consisting of five coalitions, i.e., S= { {z 12 , z 3 , z 4 , z 13 , z 14 } , {z 2 , z 8 , z 9 , z 11 } , {z 6 , z 5 , z 10 } , {z 1 } , {z 7 }}. Hence, J =3, and η=2. Based on (16), the utility of player r i in coalition S k is defined as
and then, the value v of S k is a set of utility vectors, where each element u S k r i represents the utility of r i in S k . Next, we define the sum utilities of coalition S k as
Definition 3 (User Transfer): r * i leaves the current coalition S k 1 and joins in coalition S k 2 
Definition 4 (Transfer Rule): Given a partition S, for any
The following conditions should be satisfied:
Under condition 1) and 2), the requirements of social tie and the transmission rate can be guaranteed. Condition 3) ensures that the number of CRs in coalition S k 2 meets the requirement of δ, and condition 4) ensures that user transfer between coalitions increases the total utilities.
When multiple CRs in S k 1 apply to transfer, or one CR can simultaneously transfer to multiple coalitions, it is very necessary to determine the transfer user r * i , as well as the target coalition S k 2 in each transfer.
Transfer user r * i : the CR with the least utility in S k 1 , or, equivalently, with the smallest social tie with e k 1 , i.e.,
Target coalition S k 2 : the coalition with the largest incremental utilities, i.e., k 2 = arg max
Then, the transfer order is determined based on (25) and (26), which provides an efficient way to improve VOLUME 7, 2019 the total utilities of all clusters through as few transfer steps as possible.
Note that, user transfer occurs only between S k 1 and S k 2 ,
Although transfer between coalitions can increase the total utilities of clusters, the number of admitted CRs remains unchanged. Fortunately, after multiple transfers of admitted CRs, the coalition structure may change significantly, thus CRs who failed to join in the clusters are likely to have the opportunity to rejoin the clusters. Next, we introduce another rule in coalition formation game, i.e., user merging, to further optimize the coalition structure.
Definition 5 (User Merging): r † i leaves the current coalition S k 3 and merges into S k 4 
Definition 6 (Merging Rule): Given a partition S, for any r † i ∈ S k 3 to merge into S k 4 , k 3 ∈ K 2 , k 4 ∈ K 1 . Similar to Definition 4, the following conditions should be satisfied: As illustrated in Fig. 4 , r 3 transfers from S 1 to S 2 (|S 1 | ≥ 2,
. Although the coalition structure changes, the number of coalitions and the number of admitted CRs remain unchanged. Differently, after the merging of r 6 (|S 3 | = 1), the number of coalitions and the number of admitted CRs will both change. Note that, both the transfer rule in Definition 4 and merging rule in Definition 6 ensure that the evolution of the coalition structure will increase the sum utilities of formed clusters. Hence, transforming the matching µ * into coalition formation game with user transfer and merging can well optimize the user grouping result and narrow the performance gap.
Algorithm 2
Step 1: User Transfer
Obtain the transfer user r * i based on (25).
7:
U = ∅.
8:
if the transfer rules are satisfied then 10: Calculate U (S k ), then U (S k ) → U.
11:
end if 12: end for 13: if U = ∅ then 14: Obtain the target coalition S k 2 based on (26).
15:
else if 16 : 
Obtain the user transfer result S I .
Step 2: User Merging
for k 4 ∈ K 1 do 25: if the merging rules are satisfied then 26 :
27:
28:
end if 29: break 30: end for 31: end for 32: Obtain the user merging result S .
D. USER GROUPING OPTIMIZATION ALGORITHM WITH USER TRANSFER AND MERGING
Combining these two rules, a user grouping optimization algorithm with user transfer and merging is proposed in Algorithm 2. The basic idea is as follows: The initial coalition structure S 0 is obtained by the matching result µ * of Algorithm 1. The whole algorithm consists of two steps, i.e., user transfer and user merging. In line 6 of Step 1, the transfer user r * i is obtained based on (25) . In line 7, the set U is used to store the incremental utilities of all the coalitions that meet the transfer rule, and is initialized as U = ∅. Then, the utilities is calculated in line 8-12, and the target coalition S k 2 is obtained based on (26) . However, if no coalition meets the transfer rule, we need to retrieve the transfer user, as shown in line 16. It is notable that the termination condition of Step 1 is S † I ==S I , which means that no transfer occurs any more, or, equivalently, Step 1 converges to a final coalition structure.
The idea of Step 2 is simple. In line 22, the coalition structure is initialized by the user transfer result S I . Then, for each S k 3 satisfying the condition that S k 3 =1, once it meets the merging rule with one coalition, e.g., S k 4 , k 4 ∈ K 1 , it will merge into this coalition.
Proposition 3: Starting from any initial partition S ini , Algorithm 2 is guaranteed to converge to a final partition S final .
Proof: Since Algorithm 2 consists of two steps, we prove the convergence of each step, respectively. Firstly, for Step 1, i.e., user transfer, according to the transfer rule, if r
Moreover, r * i 's transfer between coalition S k 1 and S k 2 will not affect the utilities of other coalitions. Hence, each transfer will increase the overall utilities of the network. Since the number of partitions of a set is finite and the total utilities of the network is bounded, Step 1 is guaranteed to converge to a final partition.
Secondly, for
Step 2, i.e., user merging, since there are η coalitions which includes only one user, at most η operations of user merging occur. Hence, Step 2 is guaranteed to be convergent. Then, given any initial partition S ini , Algorithm 2 is guaranteed to converge to a final partition S final after a finite number of user transfer and user merging.
Proposition 4: In the worst case, Algorithm 2 has a complexity of O(TI 2 J 2 ), where T denotes the number of user transfer in Step 1.
Proof: Obviously, the complexity of Algorithm 2 consists of user transfer and user merging. In particular, the complexity of user transfer is dominated by the for-loop from line 5 to 19, which is related to obtaining the transfer user, calculating the incremental utilities and obtaining the target coalition. It is notable that if the current transfer user r * i does not meet the transfer rule, it will not be selected again. Hence, the total complexity of obtaining the transfer user should be (1 + I )I /2 in the worst case, then the complexity of each transfer is (1+I )I (J − 1) 2 /2. In Step 2, each S k 3 satisfying the condition that S k 3 =1 wants to merge into S k 4 . So the complexity of user merging is ηJ . Combining the above two parts, the complexity of Algorithm 2 is T (1 + I )I (J − 1) 2 /2+ηJ . Thus, Algorithm 2 has a complexity of O(TI 2 J 2 ) in the worst case.
E. PROPOSED CLUSTER FORMATION SCHEME
Based on the above analysis, the whole cluster formation process is shown in Fig. 5 . Firstly, the BS selects the CHs according to the CPS centrality. The rest users who are not selected as CHs are all considered as CRs. Secondly, the CHs and CRs achieve a stable many-to-one matching result based on Algorithm 1. Due to the impact of externality of the above matching game, a user grouping optimization algorithm with user transfer and merging is proposed to narrow the perfor- mance gap. In particular, user transfer only occurs between S k 1 and S k 2 , k 1 , k 2 ∈ K 1 , so the CHs are responsible for the scheduling of user transfer, including obtaining the transfer user, calculating the incremental utilities, obtaining the target coalition, and processing the signaling overhead. Finally, these CRs who are outside reapply to enter the clusters, i.e., user merging, which is also scheduled by the CHs and is in a decentralized way.
The above analysis highlights the importance of the CHs and verifies the rationality of restricting the cluster size. In general, a large cluster size not only occupies additional computing resources of the CH, but also increases the burden of scheduling user transfer and user merging, and processing signaling overhead. In practice, as shown in dotted line, the two steps of Algorithm 2 can be run iteratively until convergence is achieved, which would dramatically increase the complexity. Hence, although the proposed scheme may not obtain a globally optimal user grouping result, it can effectively reduce the complexity, while ensuring high performance.
IV. NUMERICAL RESULTS
In this section, extensive simulations are conducted to validate the efficiency and performance of the proposed CH selection strategy and user grouping scheme. We carry out the simulations in a circular hot network with a diameter of 400 meters, where the BS locates in the center and all users obey uniform distribution and are distributed randomly. The transmit power of the CH is 23dBm. The spectral density of noise is -174dBm/Hz. The channel model is H = D −γ · |h| 2 , where h is the unitary-power Rayleigh fading channel coefficient and γ is path loss exponent and is set to 3 [32] . Also, the bandwidth is 180kHz per resource block [23] . Moreover, the minimum transmission rate R th and minimum social tie ξ th are set to 2.94 Mbps (i.e., the achievable rate when D = 150m and |h| 2 = 1) and 0.3, respectively.
A. PERFORMANCE ANALYSIS OF CH SELECTION Fig. 6 clearly shows the CH selection results under two different strategies. In Fig. 6 (a) and (b), five CHs, denoted by pentagonal stars, are selected in the same network structure. In other words, the number, locations of original users, and the channel quality between them are all the same. The other users, which are denoted by circles, are considered as CRs. The difference between (a) and (b) is quite obvious that the CHs in (a) are scattered in the network, but the CHs in (b) are physically close to each other. This is because a distance constraint is set based on PS centrality for CHs. In other words, the selected CHs should not only possess higher centrality, but also meet the constraint.
To further verify the advantages of the proposed CPS algorithm, we list several CH selection algorithms in Table 2 , where Physical means that only the transmission rate is considered and Social means that only the social tie is considered. Then, the performance of these algorithms, i.e., the total number of admitted CRs and the sum utilities of them, is shown in Fig. 7 (a) and (b) , respectively. It is notable that the performance in Fig. 7 is the outcome of the proposed user grouping algorithms, i.e., Algorithm 1 and Algorithm 2. When D th = 0, the performance of these corresponding algorithms (e.g., CPS and PS) equals. As the value of D th increases, all algorithms with constraint will firstly increase and then decrease. The phenomenon mainly stems from the fact that setting reasonable constraint is conducive to expand the service scope of the selected CHs and improve the sum utilities of admitted CRs. However, when the value of D th is particularly large, not only many CRs will be outside the scope due to the short range of D2D communications, but also the number of eligible CHs will be reduced. Hence, all algorithms with constraint in both (a) and (b) will firstly increase and then decrease. Moreover, within a reasonable range of D th , CPS outperforms other algorithms in both figures, which verifies the advantages. Similarly, when the value of D th is greater than a limit, the performance of these with constraint will be inferior to their corresponding algorithms, respectively. Fig. 8 clearly shows the user grouping results at different stages in one simulation. Fig. 8 (a) shows the many-to-one matching result between CHs and CRs, where the CHs are denoted by pentagonal stars and the CRs are denoted by circles. The same color of CHs and CRs means that they form one same cluster. Also, the hollow circle indicates that this CR does not enter any cluster. Based on the matching result in (a), Fig. 8 (b) is the outcome of user transfer, as shown in the black dotted circles. Finally, with the user merging in Fig. 8 (c) , the CR inside the red solid circle can rejoin one cluster.
B. PERFORMANCE ANALYSIS OF USER GROUPING
In Fig. 9 , the performance of several clustering schemes is investigated with the number of original users N increasing. For Coalition only scheme, the initial coalition structure is given by random clustering and the final clustering result is obtained only by the coalition formation algorithm in Algorithm 2. Note that, when the number of original users N changes, the value of δ should be adjusted accordingly. On the one hand, the total capacity of all clusters should not be less than N so that all users may have the opportunity to be admitted, i.e. δ ≥ (N − J )/J . On the other hand, the value of δ should be limited to avoid a large amount of signaling overhead within the cluster. As a result, the value of δ is set as (N − J )/J in the simulations.
From Fig. 9 (a) , we can see that the sum utilities of admitted CRs increase as the number of original users increases. Importantly, our proposed scheme outperforms other schemes. This is because the proposed scheme firstly takes advantage of many-to-one matching result, then optimizes the performance through coalition formation algorithm, i.e., user transfer and user merging. Moreover, we compare the number of admitted CRs of the five schemes in (b). Obviously, the proposed scheme has advantages not only in improving the total utilities, but also in increasing the number of admitted CRs. Note that, the Matching plus transfer scheme outperforms Matching only scheme in (a), but overlaps with it in (b). This is because transfers between coalitions only increase the sum utilities, but not change the number of admitted CRs. Differently, user merging can increase both the number and the sum utilities of admitted CRs according to the merging rule. Last but not least, the Coalition only scheme has poor performance in both figures, which verifies the advantage of many-to-one matching over random initial coalition structure. Fig. 10 shows the impact of cluster capacity δ on the network performance. As the value of δ increases, the sum utilities of admitted CRs of all schemes increases until stabilizes. This is because increasing the value of δ substantially increases the potential cases of user grouping. So the performance will increase at the beginning. However, since N is finite, there must be a optimal user grouping case, or, equivalently, a certain value of δ, that maximizes the performance of each scheme. In other words, each scheme is bound to converge. Further, the Proposed scheme reaches stability when δ = 19, but the Coalition only scheme do not stabilize until δ = 29. Recall that a large value of δ would result in a large amount of signaling overhead within the cluster, there is no doubt that the Proposed scheme outperforms the Coalition only scheme in reducing the signaling overhead.
C. ANALYSIS OF COMPUTATIONAL COMPLEXITY
In this subsection, we analyze the computational complexity of the proposed algorithm. From Proposition 4, we can see that the complexity of Algorithm 2 is dominated by Step 1, i.e., user transfer. As a result, the number of user transfer has a critical impact on the complexity. On one hand, we verify the advantage of the proposed transfer (PT) order over the random transfer (RT) order, which means that the transfer user and the target coalition are given randomly. On the other hand, we compare the Matching plus Coalition algorithm (i.e., Algorithm 1 plus Algorithm 2) with the existing Coalition only algorithm. Fig. 11 (a) shows the transfer steps required by different algorithms when achieving stability in one simulation, as well as the changes of the sum utilities of admitted CRs corresponding to each transfer. We can clearly see from Fig. 11(a) that the Matching plus Coalition algorithm takes fewer transfer steps than Coalition only algorithm, but can achieve higher performance meanwhile. This is because the user transfer of the Matching plus Coalition algorithm is based on many-toone matching result, while the Coalition only algorithm is initialized by random clustering. Meanwhile, for each algorithm, PT order performs better than RT order in optimizing the number of transfer steps, which verifies the advantage of PT order.
Next, we explore the effect of the number of original users N on the number of user transfers per algorithm. The simulation results are shown in Fig. 11 (b) . As N increases, the transfer steps required by the Coalition only algorithm increases linearly and rapidly. But for the Matching plus Coalition algorithm, the transfer number increases slowly. In particular, when N is extremely large, the advantage of the Matching plus Coalition algorithm in reducing the number of transfer will become more prominent. In Table 3 , we list the computational complexity corresponding to each algorithm, where T RT C , T PT C , T RT M +C and T PT M +C denote the transfer steps required by each algorithm, respectively. However, since the complexity in Table 3 is not suitable for direct comparison, we analyze the time complexity of each algorithm. Importantly, Fig. 12 shows the changes of the sum utilities of admitted CRs and the time complexity with the number of original users. As N increases, these two indicators will increase in both figures. Specifically, in (a), Algorithm I has the same performance as Algorithm II, and Algorithm III has the same performance as Algorithm IV. In other words, no matter what the transfer rule is, the sum utilities of the same algorithm is always the same. This is the direct result of the same original coalition structure. In addition, the performance of the Matching plus Coalition algorithm is better than the Coalition only algorithm. In (b), all algorithms run on the same hardware and software, i.e., Intel Core i7-8750H and MATLAB R2016a. Also, the results is quite similar to that in Fig. 11 (b) , because more transfer steps are bound to take more run-time.
In general, on one hand, for one same algorithm, no matter the Matching plus Coalition algorithm or the Coalition only algorithm, PT order has the same sum utilities as RT order, but less time complexity, because it can effectively reduce the transfer steps. On the other hand, the Matching plus Coalition algorithm outperforms the Coalition only algorithm not only in improving the sum utilities of admitted CRs, but also in reducing the time complexity.
V. CONCLUSIONS
In this paper, we construct a novel user clustering framework for D2D multicast content sharing, where the problem is divided into two parts, i.e., CH selection and user grouping. Specifically, we set a CPS centrality for CH selection to make the selected CHs serve more CRs. Next, a matching and coalition approach is proposed to group users. Briefly, user grouping is formulated as a many-to-one matching game followed by a coalition formation game. Then, a user grouping algorithm using many-to-one matching and user grouping optimization algorithm with user transfer and merging are, respectively, proposed to settle the corresponding games. Conventionally, some interesting properties of the above algorithms are discussed. Through extensive simulations, the effectiveness of the proposed scheme is demonstrated in terms of the sum utilities of admitted CRs. Moreover, compared with the Coalition only algorithm, simulation results indicate that the Matching plus Coalition algorithm outperforms it not only in improving the network performance, but also in reducing the time complexity.
