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Аннотация. Описывается новый подход к решению задач оптимального выбора в условиях динамической нео-
пределенности, называемый абсолютной устойчивостью с фиксированным прошлым. Предлагается эффективный 
алгоритм решения основной задачи и некоторых ее вариантов. Подход может быть использован для решения других 
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Ключевые слова: исследование операций, математическое программирование, устойчивость, полиномиальный 
алгоритм
Для цитирования: Ковалев, М. Я. Абсолютная устойчивость в задачах оптимального выбора с фиксированным 
прошлым / М. Я. Ковалев // Докл. Нац. акад. наук Беларуси. – 2018. – Т. 62, № 2. – С. 147–150. DOI: 10.29235/1561-8323-
2018-62-2-147-150
Corresponding Member Mikhail Y. Kovalyov
United Institute of Informatics Problems of the National Academy of Sciences of Belarus, Minsk, Republic of Belarus
ABSOLUTE ROBUSTNESS FOR OPTIMAL SELECTION PROBLEMS WITH FIXED PAST
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Введение. При решении практических динамических задач оптимизации часто происходят 
ситуации, когда числовые входные данные, использованные при построении начального опти-
мального либо приближенного решения, изменяются в процессе реализации этого решения во 
времени, в силу чего качество решения может значительно ухудшаться. Такие ситуации называ-
ются ситуациями динамической неопределенности. Для борьбы с ними традиционно использу-
ются две основные теории: в случае отсутствия вероятностей значений изменяющихся входных 
данных используется теория абсолютной устойчивости (или минимакса), направленная на ми-
нимизацию последствий наихудшего случая, а при наличии вероятностей или их оценок – 
теория стохастического программирования, представляющая динамический процесс решения 
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задачи в виде дерева, учитывающего возможные сценарии реализации входных данных во вре-
мени и описывающего его в виде задачи математического программирования. Обе теории имеют 
недостатки: абсолютно устойчивые решения во многих случаях являются слишком грубыми, 
а использование стохастического программирования либо не всегда возможно из-за отсутствия 
вероятностей и их оценок, а также в силу значительной размерности получаемой задачи. В рабо-
тах Цицероне и соавт. [1], Эрера и соавт. [2] и Лиебхен и соавт. [3] предложен подход к решению 
задач в условиях динамической неопределенности, который позволяет избежать указанных не-
достатков. Этот подход получил название восстанавливаемой устойчивости (recoverable robust-
ness). Он предполагает выполнение следующих основных условий: 1) изменения входных дан-
ных характеризуются набором сценариев, 2) в случае изменения входных данных допускается 
изменение исходного решения, описываемое заданными ограничениями либо классом алгорит-
мов, 3) предлагаемое к реализации решение является наилучшим во всех сценариях и при лю-
бых его изменениях в соответствии с пунктами 1) и 2), т. е. оно является абсолютно устойчивым. 
Пункты 1) и 2) предполагают значительную свободу для их реализации, которая должна учиты-
вать практические особенности задачи. 
В данном сообщении предлагается реализация нового подхода для решения задачи опти-
мального выбора в условиях динамической неопределенности, которую мы называем абсолют-
ной устойчивостью с фиксированным прошлым. Подход позволяет построить решение, учиты-
вающее отсутствие изменений входных данных в прошлом, что улучшает качество решения. 
При этом подход не требует наличия вероятностей значений входных данных. Его можно ис-
пользовать при решении реальных задач наряду с подходом восстанавливаемой устойчивости. 
Постановка задачи оптимального выбора в условиях динамической неопределенности. 
Рассматриваемая задача может быть описана следующим образом. Задано множество проектов 
M = {1, ..., m}, из которого нужно выбрать подмножество заданной мощности r, где 1 ≤ r ≤ m – 1. 
Проектами могут быть, например, инвестиционные или деловые проекты, выбираемые для по-
следующего финансирования. Подмножество мощности r называется допустимым решением. 
Процесс реализации допустимого решения состоит в последовательном выборе и реализации 
проектов во времени. Выбор проектов происходит в соответствии с некоторой их фиксирован-
ной последовательностью. Не ограничивая общности, предположим, что он происходит в поряд-
ке возрастания номеров проектов, когда проект с меньшим номером реализуется раньше. До на-
чала реализации решения каждый из проектов характеризуется заданной стоимостью v
i
, которая 
в процессе реализации решения может измениться в соответствии с некоторым сценарием. 
Измененная стоимость проекта i обозначается через w
i
. Рассмотрим сценарии, при которых стои-
мость w
i




], i = 1, ..., m. Вектор 
w = (w1, ..., wm), wi ∈ [ai, bi], i = 1, ..., m, назовем интервальным сценарием и обозначим через 
W множество всевозможных интервальных сценариев. Предположим, что изменение стоимостей 
может произойти после того, как выбраны и реализованы ровно k, 1 ≤ k ≤ r, проектов, чьи стои-
мости остаются без изменений, т. е. они равняются соответствующим значениям v
i
. Стоимости 
других проектов могут измениться в соответствии с любым интервальным сценарием, т. е. они 
задаются неопределенными значениями w
i
. Таким образом, предполагается, что изменение стои-
мостей не касается k проектов, выбранных первыми. Назовем такие проекты проектами прошло-
го (при заданном допустимом решении). Критерием является минимизация суммарной стоимо-













, i = 1, ..., m. 
Говоря формально, задано множество X(r) булевых векторов x = (x1, ..., xm) таких, что 
|{i | x
i
 = 1}| = r, где x
i
 = 1 означает, что проект i выбран, и x
i
 = 0 означает, что он не выбран. 
Рассмотрим вектор x ∈ X(r). Обозначим через P(k, x) множество проектов прошлого, включаю-
щее k выбранных проектов c наименьшими номерами в x. В качестве решения задачи выбора 
в условиях неопределенности предлагается рассмотреть вектор из X(r), который минимизирует 
суммарную стоимость при наихудшем сценарии w ∈ W. Соответствующая задача может быть 
представлена в виде следующей задачи математического программирования:
 min
x ∈ X(r)maxw ∈ W{Σi ∈ P(k, x)vixi + Σi ∈ M \P(k, x)wixi}.
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задача сводится к следующей задаче, обозначаемой как задача выбора с фиксированным про-
шлым (ВФП): 
 min
x∈ X(r){Σi ∈ P(k, x)vixi + Σi ∈ M \P(k, x)bixi}.
Задача ВФП состоит в выборе допустимого решения, для которого сумма стоимостей v
i
 
первых k выбранных проектов (проектов прошлого) плюс сумма стоимостей b
i 
остальных r – k 
выбранных проектов минимальна. Касперский и Зелинский [4] рассматривали похожую зада-
чу, но с одним существенным отличием: количество проектов прошлого могло быть произ-
вольным, то есть прошлое не фиксировалось. Бертсимас и Сим [5] также рассматривали похо-











 ≥ 0, i = 1, ..., m. Указанные отличия делают невозможным применение результатов статей [5] 
и [4] для решения задачи ВФП. Далее приводится полиномиальный алгоритм решения зада- 
чи ВФП. 
Алгоритм. Рассмотрим подзадачу задачи ВФП, в которой наибольший номер проекта про-
шлого фиксирован и равен j, j ∈ {k, k + 1, ..., m}, r – k ≤ m – j. Обозначим эту подзадачу через 
ВФП( j). Эта подзадача решается следующим образом. Определяем решение x( j), в котором среди 




среди проектов j + 1, ..., m 
выбраны r – k проектов с наименьшими значениями w
i
. Для выбранных проектов соответствую-
щая компонента вектора x( j) равна 1, а для невыбранных она равна 0. Вектор x( j) с наименьшим 
значением суммарной стоимости выбранных таким образом r проектов является решением за-
дачи ВФП. 
Поскольку k-ая порядковая статистика набора из j чисел может быть найдена за время O( j), 
см., напр., Блюм и соавт. [6], указанные выше k проектов с наименьшими значениями v
i 
могут 
быть найдены за такое же время, используя значение этой статистики. Аналогичным образом, 
r – k проектов с наименьшими значениями w
i
 среди проектов j + 1, ..., m могут быть найдены за 
время O(m – j). Следовательно, решение x( j) и его суммарная стоимость могут быть найдены за 
время O(m). Поскольку количество решаемых задач ВФП( j) равно m – k + 1, исходная задача ВФП 
может быть решена за время O(m(m – k)). 
Заключение. Предложен новый подход к решению задач оптимального выбора в условиях 
динамической неопределенности – подход абсолютной устойчивости с фиксированным про-
шлым. Предложен полиномиальный по времени работы алгоритм решения этой задачи, осно-
ванный на предложенном подходе. В качестве фиксированного прошлого рассматривается за-
данное количество проектов прошлого, выбранных к моменту возникновения изменений. 
Предложенный алгоритм нетрудно модифицировать для решения задачи, в которой фикси-
ровано не прошлое, а будущее, в которой стоимости последних k выбранных проектов фиксиро-
ваны, а также для решения задачи, в которой стоимости не определены для первых и последних 
выбранных проектов, а для всех средних они фиксированы. В первом случае достаточно пере-
нумеровать проекты, тем самым поменяв прошлое и будущее местами. Во втором случае следу-
ет использовать два номера – j1 и j2 – вместо j для определения наименьшего и наибольшего но-
меров проектов прошлого. 
В дальнейшем представляют интерес следующие направления исследований:
улучшение временной сложности решения задачи ВФП;
исследование задач оптимального выбора с другими определениями фиксированного про-
шлого, например, с прошлым, определяемым суммой связанных с проектами временных пара-
метров;
рассмотрение сценариев неопределенности, отличных от интервальных, например, дискрет-
ных сценариев; 
применение предложенного подхода к решению других задач комбинаторной оптимизации 
в условиях динамической определенности, таких как задача о кратчайшем пути и задача об 
остовном дереве минимального веса.
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