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Abstract
The construction of the cylinder at spatial infinity for stationary spacetimes is considered.
Using a specific conformal gauge and frame, it is shown that the tensorial fields associated to
the conformal Einstein field equations admit expansions in a neighbourhood of the cylinder
at spatial infinity which are analytic with respect to some suitable time, radial and angular
coordinates. It is then shown that the essentials of the construction are independent of the
choice of conformal gauge. As a consequence, one finds that the construction of the cylinder
at spatial infinity and the regular finite initial value problem for stationary initial data sets
are, in a precise sense, as regular as they could be.
1 Introduction
The present article discusses a certain conformal extension for vacuum stationary solutions for
the Einstein field equations —the so-called cylinder at spatial infinity. This construction provides
detailed information about the structure of this class of spacetimes in the region where spatial
infinity touches null infinity. The analysis presented here is key for the construction of asymptot-
ically simple spacetimes from initial value problems on Cauchy hypersurfaces. In order to better
understand the context of our analysis, we present a brief overview of the ideas and problems
involved.
1.1 Asymptotically simple spacetimes
Penrose’s notion of asymptotic simplicity —see e.g. [35, 36] was introduced with the objective
of providing a framework for the discussion of isolated systems in General Relativity. The pro-
gramme behind this idea is usually know as Penrose’s Proposal —see e.g. [25, 26, 27]. A vacuum
spacetime (M˜, g˜µν) is said to be asymptotically simple if there exists a smooth, oriented, time-
oriented, causal spacetime (M, gµν) and a smooth function Ξ (the conformal factor) on M such
that:
(i) M is a manifold with boundary I ≡ ∂M;
(ii) Θ > 0 on M\I , and Θ = 0, dΘ 6= 0 on I ;
(iii) there exists an embedding Φ :M\I → M˜ such that gµν = Θ2(Φ−1)∗g˜µν ;
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(iv) each null geodesic of (M˜, g˜µν) acquires two distinct endpoints on I .
In this definition, as well as in the rest of the article the word smooth will be used as synonym of
C∞. In order to simplify the notation we will write gµν = Θ
2g˜µν instead of gµν = Θ
2(Φ−1)∗g˜µν .
The point (iv) in the definition excludes black hole spacetimes —however, the discussion in this
article will be local to the conformal boundary I , and hence (iv) will not be of relevance in our
considerations.
The first natural examples of asymptotically simple spacetimes are solutions to the Einstein
field equations which are static or, more generally, stationary near the conformal boundary. That
this is the case is a consequence of the structural properties of the static and stationary field
equations —see e.g. [18]. We shall elaborate further on this in the coming paragraphs. Now,
in order to be of real physical value, the notion of asymptotic simplicity should also include
spacetimes which are not static or stationary near the conformal boundary so as to allow for the
discussion of gravitational radiation —the existence of this type of spacetimes has been shown
in [14]. The examples constructed in [14] are somehow special, as they arise as the development
of Cauchy initial data sets which are exactly Schwarzschildean in the asymptotic end. More
generally, recent developments in the construction of solutions to the Einstein constraint equations
by means of gluing methods —see e.g. [15, 16, 17]— allow to construct asymptotically simple
spacetimes from initial data sets which are exactly stationary in the asymptotic region.
Given this state of affairs, it is natural to ask whether there are more general types of asymp-
totically simple spacetimes than the ones described in the previous paragraph—see e.g. [27]. This
question leads to the so-called problem of spatial infinity. If asymptotically simple spacetimes are
to be constructed using some version of the Cauchy problem in general Relativity, then one has
to prescribe some initial data set (S˜, h˜ab, χ˜ab) on an asymptotically Euclidean hypersurface —for
simplicity, here it will be assumed that S˜ has the topology of R3. The question now is: how does
one encode in (S˜, h˜ab, χ˜ab) that the development will be asymptotically simple? The examples of
[14] suggest that this issue has to be related in some way to the behaviour of the initial data set
in its asymptotic region.
1.2 Asymptotically Euclidean and regular initial data sets
As we are discussing properties of spacetimes by means of the conformally rescaled setting given
by the notion of asymptotic simplicity, it is also natural to work with a conformally rescaled
one-point compactification of the initial hypersurface S˜. To this end, we recall the notion of
asymptotically Euclidean and regular Riemannian manifolds. The pair (S˜, h˜ab) will be said to be
asymptotically Euclidean and regular if there exists a 3-dimensional, orientable, smooth compact
manifold (S, hab), a point i ∈ S, a diffeomorphism φ : S \ {i} → S˜ and a function Ω ∈ C2(S) ∩
C∞(S \ {i}) with the properties
Ω(i) = 0, DaΩ(i) = 0, DaDbΩ(i) = −2hab(i),
Ω > 0 on S \ {i},
hab = Ω
2φ∗h˜ab.
Again, in order to simplify the notation, the last condition will be written as hab = Ω
2h˜ab so
that S \ {i} and S˜ are identified. The key property of asymptotically Euclidean and regular
manifolds is that suitable neighbourhoods of the point i (the point at infinity) are mapped into
the asymptotic end of S˜. Thus, one can use local differential geometry to discuss the asymptotic
properties of the initial data set (S˜, h˜ab).
1.3 Static and stationary spacetimes
The notion of asymptotically Euclidean and regular manifolds has been crucial to understand the
asymptotic properties of static and stationary spacetimes —see e.g. [11, 8, 22]— and to prove
results concerning their multipolar structure —see e.g. [1, 5, 4, 6, 3, 12, 13, 28]. Stationary (and
static) spacetimes are best discussed in terms of a quotient manifold X˜ obtained by identifying
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points on M˜ lying on the same orbit of the stationary (static) Killing vector ξµ. From this
symmetry reduction procedure one also obtains a metric γ˜ab for the quotient manifold X˜ . As the
stationary spacetime arises as the development of an asymptotically Euclidean initial data set
(S˜, h˜ab, χ˜ab), the pair (X˜ , γ˜ab) will also be asymptotically Euclidean. Conversely, one can prescribe
the leading asymptotic behaviour of the initial data set (S˜, h˜ab, χ˜ab) from assumptions on the
asymptotic behaviour of (X˜ , γ˜ab). For example, one can assume that (X˜ , γ˜ab) is asymptotically
Euclidean and regular and work on a point-compactified manifold X and a conformally rescaled
quotient metric γab —this is the assumption made, for example, in [11].
One of the key results of the theory of stationary spacetimes is that there exists coordinates
in a suitably small neighbourhood of i for which γab, Ω and the (rescaled) stationary potentials
are analytic. This analyticity in a neighbourhood of the point at infinity of the compactified
quotient manifold is the key to establish that static and stationary spacetimes are asymptotically
simple. For static spacetimes, the analyticity on X is inherited by the point compactification S
of time symmetric slices, and the conformal factor Ω of the conformally rescaled quotient metric
γab is used as conformal factor for the whole spacetime, so that the spacetimes are asymptotically
simple. The situation for stationary spacetimes is more delicate: in this case the (analytic)
conformal quotient metric γab is no longer conformally related to the conformal metric hab of the
t-constant slices. Furthermore, hab is no longer analytic, but only of class C
2,α. Notwithstanding,
it is still possible to construct a smooth conformal extension of the stationary spacetime. This
result shows that although asymptotic simplicity is a property which can be naturally expected
from stationary spacetimes, the fact that it holds is a consequence of the structural properties of
the stationary equations at spatial infinity.
1.4 The cylinder at spatial infinity
In order to answer the question of whether there exist asymptotically simple spacetimes arising
from initial data sets which are neither static nor stationary in a neighbourhood of infinity, one
needs a framework that allows to resolve and disentangle the delicate structure of spacetime in
this region. Furthermore, as the strategy to construct asymptotically simple spacetimes is to make
use of the Cauchy problem in General Relativity, one would like to be able to formulate an initial
value problem with data prescribed on the compact manifold S for various conformal fields which
would directly render the conformally rescaled manifold (M, gµν). Appropriate tools for this
construction are the conformal Einstein field equations —see e.g. [19, 20, 21]— and extensions
thereof —see [23, 24, 26, 27]. However, the representation of spatial infinity as suggested by the
point-compactification of the initial hypersurface S˜ presents us with technical difficulties. The
underlying reason is that for initial data sets with non-vanishing ADM mass, spatial infinity is
a singular point of the conformal geometry —see e.g. [22]. At the level of the conformal field
equations and the various fields they govern, this singular behaviour of the conformal structure
translates into the divergence of the so-called rescaled Weyl tensor at i.
In order to overcome the difficulties at spatial infinity that have been described in the previous
paragraph, a new conformal representation of the region of spacetime near null and spatial infinity
was introduced in [24]. This representation, based on general properties of conformal structures,
together with the extended conformal field equations allows to introduce a regular finite initial
value problem at spatial infinity for which both the equations and their initial data are regular at
the conformal boundary.
Whereas the standard (Penrose) compactification of spacetimes considers spatial infinity as
a point, the approach used in [24, 27] represents spatial infinity as an extended set with the
topology of [−1, 1] × S2. This cylinder at spatial infinity is obtained as follows: one starts
with the standard point-compactification S of an asymptotically Euclidean initial data set S˜.
As in previous paragraphs, S contains a special point i representing the infinity of S˜. In a
second stage, the point i is blown up to a 2-sphere. This blowing up is achieved by lifting a
neighbourhood B of i to the bundle of orthonormal frames with group O(3) —or equivalently
to the bundle of space-spinors with group SU(2,C). In a final step, one uses a congruence
of timelike conformal geodesics to obtain a conformal analogue of Gaussian coordinates in a
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spacetime neighbourhood of B. Timelike conformal geodesics are conformal invariants which
preserve their quality of being timelike under conformal transformations. Conformal Gaussian
systems based on these curves provide a canonical conformal class of conformal factors for the
development of the initial data. Remarkably, these conformal factors can be written entirely
in terms of initial data quantities. Hence, the location of the conformal boundary is known a
priori. The conformal boundary rendered by this class of canonical conformal factors contains
a null infinity with the same structure as in the case of the standard Penrose compactification.
Spatial infinity, however, extends in the time dimension —so that one can speak of the cylinder
at spatial infinity proper. Of crucial relevance are the critical sets {±1} × S2 —the collection of
points where null and spatial infinity intersect. Null infinity and spatial infinity do not intersect
tangentially at the critical points. As a consequence, some of the propagation equations implied
by the conformal field equations degenerate at the critical points. The analysis in [24] —see
also [41, 40, 42, 43]— has shown that, as a result, the solutions to the conformal field equations
develop certain types of logarithmic singularities at the critical sets. These singularities form
an intrinsic part of the conformal structure and cannot be regarded as a consequence of a bad
gauge choice. The hyperbolic nature of the conformal propagation equations suggests that these
singularities will propagate along null infinity, and thus, they will have an effect on the regularity
of the conformal boundary.
The construction of the cylinder at spatial infinity bears some relation to other approaches in
the analysis of the structure of spatial infinity. For example, the blow up of the point at infinity
is closely related to Geroch’s idea of directional dependent tensors —see [31, 32]. This idea was
latter retaken in the discussions given in [2, 38]. The cylinder at infinity is closely related to the
hyperboloid of spatial infinity also introduced in [2], and latter retaken by [7, 9] in a first attempt
to combine geometric and partial differential equations points of view to study the structure of
spatial infinity.
1.5 Static spacetimes and the cylinder at spatial infinity
In view that static and stationary spacetimes provide prime examples of asymptotically simple
spacetimes, one also expects the associated construction of the cylinder at spatial infinity to be
as smooth as it can be. This smoothness can be regarded as a consistency of the setting. If static
or stationary spacetimes were to exhibit some type of non-smooth behaviour at the cylinder at
spatial infinity, these by necessity have to be associated to a bad gauge choice. In [27] a proof of
the smoothness of the cylinder at spatial infinity for static spacetimes was given. Surprisingly, this
proof is much more complicated than what one would expect given that: firstly, the conformal
fields are analytic in a neighbourhood of spatial infinity; and secondly, that the spacetimes are
time independent. The difficulties in the analysis can be explained, in part, by the fact that the
conformal geodesics used in the construction of the cylinder at spatial infinity are not aligned
with the orbits of the timelike Killing vector. Nevertheless, the fact that one is considering time
symmetric spacetimes simplifies the analysis as the quotient manifold can be identified with the
slices of constant t so that the analyticity of the point i is inherited by spatial infinity i0 and by
all spacetime quantities.
It should be pointed out that the relevance of the analysis of static spacetimes carried out
in [27] goes beyond its role as a consistency check of the framework. The analysis in [41, 42]
suggests that static spacetimes have a special position among the class of spacetimes with a
smooth compactification at spatial infinity. More precisely, it is conjectured that:
Conjecture 1. If an analytic time symmetric initial data set for the Einstein vacuum equation
yields a development with a smooth null infinity, then the initial data set is exactly static in the
neighbourhood of spatial infinity.
The rigidity results of [46, 45] constitute further evidence in support of the conjecture.
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1.6 Our main result
In the present article we extend the analysis of the cylinder at spatial infinity carried out in [27]
to the case of of stationary spacetimes. More precisely, we show that:
Theorem. Given an initial data set for the vacuum Einstein field equations which is stationary
in a neighbourhood of infinity, the solutions to the regular finite initial value problem for the
conformal field equations at spatial infinity is smooth in a neighbourhood of the cylinder at spatial
infinity, and in particular through the critical sets.
The strategy to prove this result is as follows. Starting with a generic asymptotically flat
stationary spacetime (M˜, g˜µν), one makes use of the analysis of [18] to construct a conformal
completion, (Ω˘, g˘µν), of the stationary spacetime in a neighbourhood of spatial infinity. This
completion is adapted to the stationarity of the spacetime, and has a smooth null infinity. This
representation is, however, not suitable for our purposes as spatial infinity is represented as a
point. The conformal metric g˘µν is given in terms of some asymptotically Cartesian coordinates.
In a second stage one performs a change of coordinates to a polar system in which asymptotic
expansions can be analysed in a more convenient way. A subsequent change of the time coordinate
and an associated conformal rescaling render a conformal representation, (Ω¯, g¯µν), in which spatial
infinity already appears as an extended set with the topology of a cylinder. This representation
is, in a strict sense, not a conformal completion as spatial infinity is not at a finite distance with
respect to the conformal metric g¯µν —the metric becomes singular there. In order to deal with
this behaviour one introduces a suitable frame vα. It is then show that the components of the
metric, g¯αβ, with respect to this frame are regular at infinity. Furthermore, the components of
key derived objects (the Schouten and Weyl tensors) are also shown to be regular. This is the
most calculational involved part of our argument. Once the cylinder at spatial infinity has been
obtained, one shows that the cylinder itself, and a neighbourhood of it can be ruled by means
of a congruence of conformal geodesics. This cannot be shown explicitly, and thus, one has to
resort to a perturbative argument. This construction leads to the canonical conformal factor Θ,
related to Ω¯ through a further conformal factor Π. The congruence of conformal congruences
also gives rise to a Weyl connection ∇ˆ. An abstract integration of the conformal evolution
equations along the congruence of conformal geodesics shows that solutions to the conformal
evolution equations extend smoothly through the cylinder at spatial infinity and also through a
suitable neighbourhood of null infinity. In a final step, it is then shown that the construction is
independent of the conformal gauge used to write the stationary initial data.
Contrasted with the result for static spacetimes given in [27], the main difficulties in proving
our main result are: the presence of a non-vanishing second fundamental form in the slices of
constant t has as a consequence a Weyl tensor with non-vanishing magnetic part; and crucially,
the quotient manifold cannot be directly identified with the structures of the constant t slices. In
particular, as already discussed, the analytic structure of the quotient manifold in a neighbour-
hood of infinity is not inherited by the slices of constant coordinate t. Instead, one obtains fields
which are of the form f+ρg with f , g analytic and ρ a suitable radial coordinate —recall that the
radial coordinate is not smooth in a neighbourhood of i with respect to Cartesian coordinates.
It is of interest to notice that our analysis requires the explicit computation up to quadrupolar
order of the expansions of the relevant conformal fields.
Our argument assumes, a priori, the existence of the stationary spacetime, and makes state-
ments about the smoothness of the spacetime in a certain gauge from the known smoothness
in another gauge. A proof that makes only use of the conformal evolution and properties of
stationary initial data sets would be much more complicated and would require a much deeper
understanding of the properties of the conformal field equations and associated conformal struc-
tures than the one that is currently available. We expect our analysis to shed some light in this
direction.
As in the case of static spacetimes, our main result, on the one hand, ensures that the con-
struction of the cylinder at spatial infinity for spacetimes without time reflexion symmetry does
not have spurious gauge singularities, and on the other hand, it is expected to play a key role in
a proof of a suitable generalisation of Conjecture 1.
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Overview of the article
In Section 2 we present a concise discussion of the Conformal field equations and conformal
geodesics. The presentation in this section is aimed at providing a context for the analysis of
the subsequent sections of this article. Section 3 briefly summarises the so-called regular initial
value problem at spatial infinity. This discussion includes, in particular, the construction of the
so-called cylinder at spatial infinity. Section 4 discusses results about stationary spacetimes which
are relevant for our analysis. Particular attention is paid to their asymptotic expansions in both
the quotient manifold and in a Cauchy slice. A “standard” conformal completion of stationary
spacetimes is discussed. Section 5 discusses an alternative conformal completion for stationary
spacetimes. This particular completion ultimately leads to the cylinder at spatial infinity. A
discussion of the asymptotic expansions for the relevant field quantities in this conformal com-
pletion are provided. In particular, it is shown that the components of the Schouten and Weyl
tensors with respect to a particular frame are regular at infinity. Section 6 provides a discussion
of the construction of conformal Gaussian systems in the neighbourhood of the cylinder at spatial
infinity of stationary spacetimes. As a result of this analysis, it is shown that in a certain gauge
the setting of the initial value problem at spatial infinity is as regular as it is to be expected. In
a second stage it is shown that the construction is independent of the particulars of the choice of
conformal gauge. This discussion completes the proof of our main result. Section 7 provides some
concluding remarks concerning our analysis. Some lengthy expansions are presented separately
from the main text in Appendix A.
2 Conformal field equations and conformal geodesics
The regular finite initial value problem at spatial infinity, presented in Section 3, was introduced
by Friedrich in [24] and is based on a conformal representation of the Einstein field equations,
known as the extended conformal field equations. In this section we elaborate further on the ideas
discussed in Subsection 1.4 of the introduction, and we present a concise discussion of this system
and of its associated structures. The presentation is geared towards the purposes of the present
article.
2.1 Weyl connections
Let M˜ denote a 4-dimensional manifold endowed with a Lorentzian metric g˜µν . A conformal
rescaling of the metric is given by
g˜µν → gµν = Θ
2g˜µν
where Θ is a positive function on M˜. The conformal class [g˜] is the collection of all metrics
conformally related to g˜µν
[g˜] ≡ {gµν | gµν = Θ
2g˜µν , Θ > 0}.
Let ∇ˆ denote the covariant derivative operator of a torsion-free connection on M˜. This connection
is called a conformal connection or Weyl connection for [g˜] if for gµν ∈ [g˜] one has that
∇ˆµgνλ = −2 fµ gνλ (1)
for some smooth 1-form fµ. The connection ∇ˆ preserves the conformal structure of [g˜]. Further-
more, it does not depend on the class representative. For example, if gˇµν = Θˇ
2gµν , then
∇ˆµgˇνλ = −2 fˇµ gˇνλ,
with
fˇµ = fµ − Θˇ
−1∂µΘˇ.
If ∇ is the Levi-Civita connection of gµν , then from equation (1) we have that the connections ∇
and ∇ˆ define the difference tensor ∇ˆ − ∇ = S(f), given by
S(f)µ
ρ
ν = δµ
ρ fν + δν
ρ fµ − gµνg
ρλfλ, (2)
where δµ
ρ is the Kronecker delta. This shows that ∇ˆ can be specified using ∇ and fµ.
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2.2 The extended conformal field equations
We now specialise to the case where g˜µν is a solution of Einstein vacuum field equations on M˜,
Ric[g˜µν ] = 0. The Weyl connection ∇ˆ and the Levi-Civita connections ∇ and ∇˜ are related by
∇ˆ − ∇˜ = S(f˜), ∇− ∇˜ = S(Θ−1dΘ), ∇ˆ − ∇ = S(f).
The Riemann tensor of the Weyl connection ∇ˆ can be decomposed as
Rˆµ νλρ = 2(g
µ
[λLˆρ]ν − g
µ
ν Lˆ[λρ] − gν[λLˆρ]
µ) + Cµ νλρ,
where Lˆµν and C
µ
νλρ denote, respectively, the Schouten and Weyl tensors. The Schouten tensor
is given by
Lˆµν =
1
2
Rˆ(µν) −
1
4
Rˆ[µν] −
1
12
Rˆ gµν
where
Rˆµν = Rˆ
ρ
µρν , Rˆ = g
µνRˆµν .
In the sequel it will be convenient to consider the 1-form
dµ ≡ Θf˜µ = Θfµ +∇µΘ,
and the rescaled conformal Weyl tensor
Wµ νλρ = Θ
−1Cµ νλρ.
In order to deal with the possible direction dependence of the various fields near space-like
infinity, it is convenient to use a frame formalism and a suitably chosen orthonormal frame field.
For this, let us take a frame field {eα}α=0,1,2,3 satisfying
gαβ ≡ g(eα, eβ) = ηαβ = diag(+1,−1,−1,−1).
Let ∇ˆα and ∇α denote, respectively, the covariant derivatives in the direction of eα with respect
to the connection ∇ˆ and∇. The respective connection coefficients are defined by ∇ˆαeβ = Γˆα
γ
β eγ
and ∇αeβ = Γαγβ eγ . The frame coefficients with respect to an as yet unspecified coordinate
system xµ are given by eµα = 〈dxµ, eα〉. Using equation (2) we have
Γˆα
γ
β = Γα
γ
β + δα
γ fβ + δβ
γ fα − gαβg
γδfδ,
where fα = e
µ
αfµ. Then, if all tensor fields are expressed in terms of the frame field and the
corresponding connection coefficients, the extended conformal field equations are equations for
the unknowns
u ≡ (eµα, Γˆα
γ
β, Lˆαβ, W
α
βγδ),
and are given by
[eα, eβ] = (Γˆα
γ
β − Γˆβ
γ
α)eγ , (3a)
eα(Γˆβ
δ
γ)− eβ(Γˆα
δ
γ)− (Γˆα
ǫ
β − Γˆβ
ǫ
α)Γˆǫ
δ
γ + Γˆα
δ
ǫΓˆβ
ǫ
γ − Γˆβ
δ
ǫΓˆα
ǫ
γ
= 2{gδ [αLˆβ]γ − g
δ
γLˆ[αβ] − gγ[αLˆβ]
δ}+ΘW δγαβ, (3b)
∇ˆαLˆβγ − ∇ˆβLˆαγ = dδW
δ
γαβ, (3c)
∇δW
δ
γαβ = 0. (3d)
In the last equation, called the Bianchi equation, one has to consider the relation between Γˆα
γ
β
and Γα
γ
β, whence fα =
1
4 Γˆα
β
β. Notice that no differential equations are given for the fields Θ
and dα. This is due to the conformal gauge freedom introduced into Einstein’s field equations by
considering general Weyl connections and conformal metrics.
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2.3 The conformal Gauss gauge
The fields Θ and dα can be specified by means of a choice of gauge. To this end we consider
conformal geodesics. A conformal geodesic for (M˜, g˜µν) is a curve x(τ) in M˜ and a 1-form f˜(τ)
along the curve, which solve the following system of ordinary differential equations:
(∇˜x˙x˙)
µ + S(f˜)λ
µ
ρ x˙
λ x˙ρ = 0, (4a)
(∇˜x˙f˜)ν −
1
2 f˜µ S(f˜)λ
µ
ν x˙
λ = L˜λν x˙
λ. (4b)
Conformal geodesics are invariants of the conformal structure in the following sense: if x(τ), f˜(τ)
solve equations (4a)-(4b) and b is a smooth 1-form field on M˜, then the pair x(τ), (f˜ − b)|x(τ)
solves the same equations with ∇˜ replaced by ∇ˆ = ∇˜+ S(b˜) and L˜ by Lˆ. This means that x(τ),
and in particular the parameter τ , do not depend on the Weyl connection in the conformal class
which is used to write the conformal geodesic equations.
Conformal geodesics, and in particular congruences of conformal geodesics, can be used to
construct a special gauge for the conformal equations. For this, let S˜ be a space-like hypersurface
in the given vacuum solution (M˜, g˜µν). We choose on S˜ a positive ‘conformal factor’ Θ∗, a frame
field eα∗, and a 1-form f˜∗, such that g˜(eα∗, eβ∗) = Θ
−2
∗ ηαβ and e0∗ is orthogonal to S˜. Then
there exists through each point x∗ ∈ S˜ a unique conformal geodesic x(τ), f˜(τ) with τ = 0 on
S˜ which satisfies there the initial conditions x˙ = e0∗, f˜ = f˜∗. These curves define a smooth
caustic free congruence in a neighbourhood U of S˜ if all data are smooth. Furthermore, f˜ defines
a smooth 1-form on U which supplies a Weyl connection ∇ˆ on U given by ∇ˆ = ∇˜ + S(f˜). A
smooth frame field eα and a conformal factor Θ are then obtained on U by solving
∇ˆx˙eα = 0,
∇ˆx˙Θ = Θ 〈x˙, f˜〉,
for given initial conditions eα = eα∗, Θ = Θ∗ on S˜. The frame field is orthonormal for the
metric gµν = Θ
2g˜µν . Dragging along the congruence the local coordinates x
a, a = 1, 2, 3 on S˜
and setting x0 = τ we obtain a coordinate system. In this gauge one has in U that
x˙ = e0 = ∂τ , Γˆ0
β
α = 0, Lˆ0α = 0. (5)
This choice of coordinates, frame field, and conformal gauge will be referred to as conformal
Gauss system. Remarkably, in this gauge it is possible to obtain explicit expressions for Θ and d
in terms of the initial data, given by
Θ(τ) = Θ∗
(
1 + 〈f˜∗, e0∗〉τ +
1
4
g♯(f˜∗, f˜∗)τ
2
)
, (6a)
d0 = Θ˙, da = Θ∗〈f˜∗, ea∗〉, a = 1, 2, 3, (6b)
where the quantities with the subscript ‘∗’ are constant along the conformal geodesics and g♯
denotes the contravariant version of gµν . These expressions, together with equations (3a)-(3d)
provide a complete system of equations for u, called the general conformal field equations. Setting
α = 0 in (3a)-(3d) and observing the gauge conditions (5) one obtains the following evolution
equations:
∂τe
µ
α = −Γˆα
β
0e
µ
β, (7a)
∂τ Γˆα
γ
β = −Γˆδ
γ
βΓˆα
δ
0 + g
γ
0Lˆαβ + g
γ
βLˆ0α − gβ0Lˆα
γ +ΘW γβ0α, (7b)
∂τ Lˆαβ = dγW
γ
α0β. (7c)
If one extracts from the Bianchi equation (3d) a symmetric hyperbolic system, one gets symmetric
hyperbolic reduced equations for those components of u which are not determined explicitly by
the gauge conditions. The resulting system is called the reduced conformal field equations. It can
be shown that for such a choice of reduced equations, any solution which satisfies (3a)-(3d) on
a suitable spacelike hypersurface does indeed satisfy the complete set of field equations in the
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part of the domain of dependence of the initial data set where Θ is positive. This equations are
equivalent to Einstein field equations in the sense that if one has a solution of the conformal
system, then one has a solution of Einstein field equations in the region where the conformal
factor is positive, and vice versa. The substantial advantage of using the conformal system is
that one can deal with regions where the conformal factor vanish. Furthermore, in the Gauss
gauge the location of this region can be prescribed a priori, giving us full control on the conformal
boundary if the evolution extends far enough.
3 The regular finite initial value problem at space-like in-
finity
As mentioned in the introduction, the construction of the regular finite initial value problem at
space-like infinity consists of two main steps. For this, one considers a hypersurface S, which is
a one-point conformal compactification of the Cauchy hypersurface S˜ and therefore contains a
geometrically distinguished point i —cfr. the discussion in Subsection 1.2. In the first step of
the construction, the point i is blown up into a sphere I0. In the second step, a congruence of
conformal geodesics is used to describe the evolution of the conformal fields in a neighbourhood
of I0. The construction is described in detail in [27], and it is implemented through the bundle
of spin frames over S near i. In what follows, we present a summary of the aspects of a similar
construction based on the bundle of orthonormal frames —see also [26].
3.1 The blow up of spatial infinity
Start by considering a space-like Cauchy hypersurface S with intrinsic metric hab containing the
distinguished point i. Next, choose a fixed oriented h-orthonormal frame ea, a = 1, 2, 3, at i.
Any other such frame at i is obtained by a rotation of ea. That is, all other h-orthonormal
frames at i are of the form ea(s) = s
b
a eb with s = (s
b
a) ∈ SO(3). In particular, e3(s) covers
all possible directions at i as one lets s exhaust SO(3). For a given value of s, one distinguishes
e3(s) as the radial vector at i. Keeping s fixed, we construct the h-geodesic starting at i that
has tangent vector e3(s) and denote by ρ the affine parameter on the geodesic that vanishes at i.
The frame ea(s) is then parallelly transported along the geodesic. For a particular value of the
affine parameter ρ, the frame thus obtained will be denoted by ea(ρ, s). We will consider only
the region |ρ| < a, where a is chosen such that the metric ball B centered at i with radius a is
a convex normal neighbourhood for the 3-metric h. The map from the set (−a, a)× SO(3) into
the bundle SO(S) of oriented orthonormal frames over S, given by (ρ, s) → ea(ρ, s), defines a
smooth embedding of a 4-dimensional manifold into SO(S).
In what follows, only non-negative values of ρ will be considered. Denote by Bˆ the image of the
set [0, a)×SO(3). The boundary of Bˆ will be denoted by I0. One has that I0 = {ρ = 0} ≃ SO(3).
Finally, let π denote the restriction to Bˆ of the projection of SO(S) onto S. In the sequel it will be
convenient to consider the subgroup SO(2) of SO(3), given by SO(2) = {s′ ∈ SO(3) | s′b3eb = e3}
—this is the subgroup of SO(3) whose action leaves e3 invariant. Accordingly, if s ∈ SO(3) and
s′ ∈ SO(2) then ea(s) and ea(s s′) are parallelly transported along the same geodesic. Hence,
when we consider the projection π we have that π(ea(ρ, s)) = π(ea(ρ, s s
′)), and therefore the
map π has a factorisation
Bˆ
π′
−→ B′ = Bˆ/SO(2)
π′′
−−→ B.
On the one hand, the projection π′′ maps the set π′(I0) ≃ S2 onto i and on the other it implies
a diffeomorphism of B′\π′(I0) onto the punctured ball B\{i}. This diffeomorphism can be used
to identify these sets. However, instead of this, it is convenient to pull back the initial data on
B to Bˆ via π. Then Bˆ becomes the initial manifold, ρ and s are used as coordinates on it, and
its boundary I0 is a blow up of i. This manifold has an extra dimension when compared to the
initial hypersurface B. This extra dimension is given by the action of SO(2). Since all fields have
a well defined transformation behaviour (spin weight) under such action, on the part of Bˆ where
ρ > 0 vector fields X , ca(ρ, s), a = 1, 2, 3, can be prescribed such that X is generated by the
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action of SO(2) and the vector fields ca(ρ, s) satisfy T (π)ca(ρ, s) = ea(ρ, s) —see [27]. These
vector fields allow the introduction of a frame formalism.
3.2 Implementing the conformal Gauss gauge
In the second step of the construction, the development of the data is considered. For this, one
uses a conformal Gauss system —see Section 2. In what follows, it is assumed that the conformal
compactification of the hypersurface S˜ has been achieved by means of a conformal factor Ω. The
initial data for the conformal factor for the Gauss system is set by requiring that
Θ∗ ≡ κ
−1Ω. (8)
where the function κ satisfies
κ = ρκ′, κ′ ∈ C∞(Bˆ), κ′ > 0, Xκ′ = 0, κ′|I0 = 1.
The change of the conformal factor induced by the function κ implies a map Ξ : ea → κea which
maps the set Bˆ\I0 bijectively onto a smooth submanifold B∗ of the bundle of frame fields over
B. The diffeomorphism Ξ is used to carry the coordinates ρ, s and the vector fields X , ca to B∗.
The projection of B∗ onto B will be denoted again by π.
The construction of the conformal Gaussian system requires initial data for the 1-form f . For
this one takes
〈f, ∂τ 〉 = 0, π
∗f = κ−1dκ. (9)
The reduced field equations (7a)-(7c) and the symmetric hyperbolic system implied by (3d)
can be interpreted as equations in the development of B∗. This development will be denoted by
N˜ , and is a 5-dimensional manifold smoothly embedded in the bundle of fame fields over M˜.
The manifold N˜ is a SO(2) bundle over the spacetime. Its projection sending N˜ onto M˜ will
again be denoted by π. The coordinates ρ, s and the vector fields X , ca are pushed forward with
the flow of the conformal geodesics ruling N˜ , in such a way that X generates the Kernel of π.
The parameter x0 ≡ τ defines a further independent coordinate with x0 = τ = 0 on B∗. The
tangent vector field of this congruence is denoted by ∂τ . To interpret the reduced field equations
as equations on N˜ it is assumed that frame fields eα are vector fields on N˜ which are defined at
a frame field (∂τ , ca) by the requirements that: (i) they project onto the frame field defined by
(∂τ , ca) on M˜; (ii) they do not pick up components in the X direction. The unknowns in the
reduced field equations are then interpreted as vector-valued functions on N˜ .
3.3 The conformal boundary
From equations (6a) and (9) it follows that
Θ = Θ∗
(
1− τ2
κ2∗
ω2∗
)
, on N˜ , (10)
where the function ω is given by
ω =
2Ω√
|DaΩDaΩ|
, on B∗.
As before, subscripts ‘∗’ imply that the relevant functions are constant along the conformal
geodesics. Explicit expressions for dα can be obtained from (6b) using that f and f˜ are related
by f = f˜ −Θ−1dΘ.
An important property of the construction described in the previous lines is that if the initial
data set for the reduced conformal field equations has a smooth limit as ρ → 0, then it can be
smoothly extended into the coordinate range ρ ≤ 0. Similarly, Θ and dα take smooth limits
as ρ → 0 and can then be extended smoothly into a range where ρ ≤ 0. It follows that the
initial value problem for the reduced field equations can be extended smoothly into a range where
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ρ ≤ 0 in such a way that the reduced equations are still a symmetric hyperbolic system. If the
development of the initial value problem just formulated extends far enough, then the following
regions of the development can be distinguished:
N˜ ≡
{
|τ | <
ω
κ
, 0 < ρ < a, s ∈ SO(3)
}
,
N¯ ≡
{
|τ | ≤
ω
κ
, 0 ≤ ρ < a, s ∈ SO(3)
}
,
where ω/κ is a function of ρ and s. One also has the 4-dimensional submanifolds
I
+ ≡
{
τ = +
ω
τ
, 0 < ρ < a, s ∈ SO(3)
}
,
I
− ≡
{
τ = −
ω
τ
, 0 < ρ < a, s ∈ SO(3)
}
,
I ≡ {τ < 1, ρ = 0, s ∈ SO(3)} ,
and the 3-dimensional submanifolds
I+ ≡ {τ = +1, ρ = 0, s ∈ SO(3)} ,
I− ≡ {τ = −1, ρ = 0, s ∈ SO(3)} ,
I0 ≡ {τ = 0, ρ = 0, s ∈ SO(3)} ,
where it has been observed that ω/κ→ 1 as ρ→ 0. It can be verified that
Θ > 0 on N˜ ,
Θ = 0, dΘ 6= 0 on I − ∪I + ∪ I,
Θ = 0, dΘ = 0 on I− ∪ I+.
The initial hypersurface B∗ is given by
B∗ = {τ = 0, 0 < ρ < a, s ∈ SO(3)} .
Its closure in N¯ is given by
B¯ ≡ {τ = 0, 0 ≤ ρ < a, s ∈ SO(3)} = B∗ ∪ I0.
Factoring out the group SO(2) projects N˜ onto the set M˜, representing the “physical spacetime”.
Observation. The data on B∗ have a unique smooth extension to B¯. Furthermore, the solution
on N¯ depends only on this data as the set I is a total characteristic of the system of equations,
and therefore the solution there depends only on the data on I0. The set I, referred to as the
cylinder at spacelike infinity, represents a boundary of the spacetime N˜ , and may be understood
as a blow up of spacelike infinity i0. Of particular importance are the sets I+ and I−, the critical
sets, as the system of evolution equations degenerates there. This degeneracy makes very difficult
to make any statement about smoothness of the solution to the initial value problem stated above,
even it has been shown that for general initial data this sets are not regular —see e.g. [24, 27].
In view of the discussion of the previous paragraphs, the objective of the present article is as
follows: to show that for stationary asymptotically flat initial data the solutions to the regular
finite initial value problem are smooth in a neighbourhood of I, and in particular are smooth
through I+ and I−.
4 Stationary asymptotically flat spacetimes
In what follows, let (M˜, g˜µν , ξµ) denote a a stationary spacetime. That is, M˜ is a four-dimensional
manifold, g˜µν is a Lorentzian metric on M˜ with signature (+,−,−,−) satisfying the Einstein
vacuum field equations, and ξµ is a time-like Killing vector field with complete orbits. As discussed
in Section 1.3, instead of working with the 4-dimensional manifold M˜ it is more convenient to
consider the quotient manifold, X˜ , of M˜ with respect to the trajectories of the Killing vector ξµ
—see [10, 29, 30].
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4.1 The stationary metric in terms of quantities on the quotient man-
ifold
Locally, the metric g˜µν can be written in terms of quantities defined on the quotient manifold X˜ :
a scalar V , a 1-form β˜a, and a Riemannian metric γ˜ab. More precisely, one has that
g˜µνdx˜
µdx˜ν = V (dt+ β˜adx˜
a)(dt+ β˜bdx˜
b)− V −1γ˜abdx˜
adx˜b, (11)
where V , β˜a and γ˜ab depend only on the spatial coordinates x˜
a.
In order to obtain the field equations implied on X˜ by Einstein vacuum field equations on M˜
it is convenient to consider the quantity ω˜a, defined on X˜ by
ω˜a = −V
2ǫ˜abcD˜
bβ˜c, (12)
where D˜ is the covariant derivative associated with γ˜ab. Then the Einstein vacuum field equations
on M˜ imply
D˜[aω˜b] = 0.
If one further assumes X˜ to be simply connected (our analysis will concentrate in a neighbourhood
of infinity), then there exists a scalar field ω such that
D˜aω = ω˜a.
In the sequel we will consider ‘gauge’ transformations of the form
β˜a → β˜a + ∂af,
where f is a scalar field on X˜ . Clearly, ω˜a does not change under these transformations —cfr.
equation (12). Moreover, the metric remains unchanged if one sets t→ t− f .
4.2 The Hansen potentials
In order to write down the stationary field equations it is convenient to introduce the so-called
Hansen potentials :
φ˜M =
V 2 + ω2 − 1
4V
, φ˜S =
ω
2V
, φ˜K =
V 2 + ω2 + 1
4V
.
They are not independent as
φ˜2M + φ˜
2
S − φ˜
2
K = −
1
4 .
The vacuum field equations on M˜ then imply on X˜
∆˜φ˜α = 2R˜[γ˜]φ˜α, α =M,S,K, (13a)
R˜ab[γ˜] = 2(D˜aφ˜M D˜bφ˜M + D˜aφ˜SD˜bφ˜S − D˜aφ˜KD˜bφ˜K). (13b)
The latter will be regarded as field equations for γ˜ab, φ˜M and φ˜S on X˜ . They are equivalent to
Einstein vacuum field equations on M˜ in the sense that M˜ can be reconstructed as a stationary
spacetime if γ˜ab, φ˜M and φ˜S are given.
4.3 The 3+1 form of the stationary metric
As mentioned in Section 1.3 of the introduction, although the field equations take the simple form
(13a)-(13b) in X˜ , our main interest is to consider the Cauchy problem with data arising from
stationary spacetimes. For this one needs to consider the 3 + 1 decomposition of the spacetime
metric g˜µν with respect to a particular spacelike hypersurface of M˜. If we choose S˜ as defined
by t = constant, then g˜µν has a 3 + 1 decomposition with respect to S˜ given by
g˜µνdx˜
µdx˜ν = N˜2dt2 − h˜ab(N˜
adt+ dx˜a)(N˜ bdt+ dx˜b), (14)
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where N˜ , N˜a, h˜ab denote, respectively, the lapse function, the shift vector and the intrinsic metric
of the hypersurface S˜. Comparing the line elements (11) and (14) one finds that
N˜2 =
V
1− V 2β˜aβ˜a
, N˜a = −
V 2β˜a
1− V 2β˜bβ˜b
, h˜ab = V
−1γ˜ab − V β˜aβ˜b. (15)
We will adopt the convention of moving indices of objects in X˜ with the quotient metric γ˜ab.
The relations (15) allow us to go back and forth between quantities defined on X˜ and quantities
defined on S˜.
4.4 Asymptotic flatness and its consequences
Following the usual assumptions about asymptotic flatness for stationary spacetimes, it will be
assumed that (X˜ , γ˜ab, φ˜M , φ˜S) is asymptotically Euclidean and regular in the sense discussed in
Section 1.2 of the introduction —see e.g. [12, 13]. More precisely, it is assumed that there exists
a manifold X , such that X = X˜ ∪ {i}, where i is a point. Furthermore, it is assumed that for
some real constant B2 > 0 the conformal factor
Ω = 12B
−2[(1 + 4φ˜2M + 4φ˜
2
S)
1
2 − 1] (16)
is C2,α on X and satisfies
Ω(i) = 0, DaΩ(i) = 0.
In addition it will be assumed that
γab = Ω
2γ˜ab (17)
extends to a C4,α metric on X and satisfies
DaDbΩ(i) = 2γab(i),
where D is the Levi-Civita covariant derivative of the 3-metric γab.
The conformal rescaling of the metric given by (17) suggests the following definition of rescaled
potentials:
φα = Ω
−
1
2 φ˜α, α =M,S,K.
The motivation behind the introduction of conformally rescaled fields is the following theorem by
Beig & Simon [12] —see also [34].
Theorem 1 (Theorem 1 of [12]). For any asymptotically flat solution (γ˜ab, φ˜M , φ˜S) of the sta-
tionary equations (13a)-(13b) there exists a chart defined in some neighbourhood of i in X such
that (γab, φM , φS ,Ω) are analytic.
Remark. Given the chart indicated by the previous theorem, one can make a coordinate trans-
formation to γ-normal coordinates xa centered at i. The fields (γab, φM , φS ,Ω) are also analytic
with respect to the normal coordinates xa —this follows from the Cauchy-Kovalewska theorem
applied to the equations of the radial geodesics written in the analytic coordinates given by
Theorem 1. It is important to notice that Theorem 1 does not make any assertion about the
smoothness of other quantities on X , like V , φK , βa or quantities defined on a hypersurface of
the spacetime. An analysis of the regularity of these and other related quantities has been carried
out in [18].
In the sequel, we will require several results from [18]. These will be presented here for
completeness and quick reference. In the following let the radial coordinate ρ be defined by
ρ ≡
(
3∑
i=1
(xa)2
)1/2
. (18)
In [18] it was found that the non-analyticity of the relevant functions is of a very special type
and it depends only on the coordinate ρ. Accordingly, one defines the following function space:
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Definition (Definition 2.2 of [18]). We define the space Eω as the set
Eω = {f = f1 + ρf2 : f1, f2 ∈ C
ω},
where Cω denotes the set of analytic functions in a neighbourhood of i.
Associated to the latter definition one has the following:
Lemma 1 (Lemma 2.3 of [18]). Let f, g ∈ Eω, then
(i) f + g ∈ Eω.
(ii) fg ∈ Eω.
(iii) If f 6= 0 then 1/f ∈ Eω.
Obviously, if f ∈ Cω then f ∈ Eω. The main result of the analysis in [18] is that most of the
relevant quantities belong to Eω. In particular, one has that:
Lemma 2 (Lemmas 2.4 and 2.5 of [18]). In the normal coordinates implied by Theorem 1 one
has that
V ∈ Eω.
Furthermore, there exist a choice of gauge for which the 1-form βa has the following form:
βa = β
1
a +
β2a
ρ
, (19)
where β1a, β
2
a are analytic functions of x
a given by
β1a = eabc f
b
1 x
c, β2a = eabc f
b
2 x
c, (20)
where fa1 , f
a
2 are analytic and eabc is the flat volume element. In particular, it follows that
βax
a = 0.
4.5 A first conformal compactification of stationary spacetimes
As discussed in [18], the fields Ω and V can be used to construct a first conformal compactification
of the physical manifolds M˜ and S˜. For this one introduces a conformal factor Ω˘ via
Ω˘ ≡ V 1/2Ω.
Note that, as defined, Ω˘ is not analytic as V is not analytic. The associated rescaled metrics are
then given by
g˘µν = Ω˘
2g˜µν , h˘ab = Ω˘
2h˜ab.
Hence, one has that
g˘µνdx
µdxν = V 2Ω2(dt+ βadx
a)(dt+ βbdx
b)− γabdx
adxb. (21)
Moreover, one also has a 3+1 decomposition with respect to the hypersurfaces S˜ = {t = constant},
g˘µνdx
µdxν = N2dt2 − h˘ab(N
adt+ dxa)(N bdt+ dxb). (22)
By comparison with equation (14) one gets that
N = Ω˘N˜ , Na = N˜a, (23a)
h˘ab = γab − V
2Ω2βaβb, (23b)
where h˘ab is the intrinsic metric on S˜. Fundamental for our subsequent analysis is the following
result.
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Theorem 2 (Theorem 2.6 of [18]). Assume βa is given by Lemma 2. Then, in some neighbourhood
of i, the metric h˘ab has the form
h˘ab = h˘
1
ab + ρ
3h˘2ab, (24)
where h˘1ab, h˘
1
ab ∈ C
ω.
Remark. The later result implies that the conformal 3-metric h˘ab is in C
2,α. Therefore, the
conformal factor Ω˘ can be used to define a conformal compactification S of the Cauchy slice S˜
plus the point at infinity i, in the same way as made for X˜ . This implies that the pair (S˜, h˜ab)
admits a C2,α compactification —that is, the pair is asymptotically Euclidean and regular in the
sense discussed in Section 1.2 of the Introduction. The decomposition of βa given by equation
(19) in Lemma 2, and thus, the decomposition of h˘ given by equation (24) is preserved under the
transformation
βa → βa + ∂af, f ∈ E
ω.
If one imposes the condition xaβa = 0, then one fixes ∂af . Accordingly, βa, as given by equation
(19) is the unique possible choice of the 1-form βa that satisfies this condition.
Let χ˜ab, χ˘ab denote, respectively, the extrinsic curvatures of S˜ with respect to the metrics g˜µν
and g˘µν . One has that χ˜ab = Ω˘
−1χ˘ab. Furthermore, we define
ψ˘ab ≡ Ω˘
−1χ˜ab = Ω˘
−2χ˘ab.
The behaviour of ψ˘ab near i is given by the following result.
Theorem 3 (Theorem 2.7 of [18]). Assume βa as given by Lemma 2. Then in some neighbourhood
of i, the tensor ψ˘ab has the form
ψ˘ab = ρ
−5f x(aβ
2
b) + ρ
−3ψ˘1ab,
where ψ˘1ab ∈ E
ω, f ∈ Eω and β2a is given by (20). Furthermore, ρ
8ψ˘abψ˘
ab ∈ Eω.
4.6 Detailed expansions at infinity
Key for our present analysis is that if a quantity belongs to the space Eω, then although it is not
analytic, it nevertheless has in a neighbourhood of infinity an analytic expansion in terms of the
radial coordinate ρ and the angular coordinates. In the sequel it will be necessary not only to
know that relevant fields belong to Eω, but also to know the first orders of the expansion in a
neighbourhood of i. In [37] the first orders of the asymptotic expansions of the unrescaled fields
φ˜M , φ˜S , φ˜K and γ˜ab has been explicitly given in terms of constant tensors M , S, Ma, Sa, Mab,
Sab, etc. These expansions read
φ˜M =
M
r˜
+
Max˜
a
r˜3
+
Mabx˜
ax˜b
2r˜5
+
M(M2 + S2)
r˜3
+O(r˜−4),
φ˜S =
S
r˜
+
Sax˜
a
r˜3
+
Sabx˜
ax˜b
2r˜5
+
S(M2 + S2)
r˜3
+O(r˜−4),
φ˜K =
1
2
+
M2 + S2
r˜2
+
2MMax
a
r˜4
+
2SSax
a
r˜4
+O(r˜−4),
γ˜ab = δab −
M2
r˜4
(δabr˜
2 − x˜ax˜b)−
2MM(ax˜b)
r˜4
−
2MMcx˜
cδab
r˜4
+
4MMcx˜
cx˜ax˜b
r˜6
+
S2
r˜4
(δabr˜
2 + x˜ax˜b) +
2SS(ax˜b)
r˜4
+
2SScx˜
cδab
r˜4
−
4SScx˜
cx˜ax˜b
r˜6
+O(r˜−4),
where indices in the coordinates and constant tensors are moved with the flat metric δab.
Remark. Asymptotic flatness implies that the angular momentum monopole S has to vanish.
Furthermore, by a suitable choice of the origin for the coordinates x˜a one can make Ma = 0. In
order to simplify our computations we assume this choice of coordinates.
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Following the discussion in the previous subsections, we want to consider the fields in a
neighbourhood of i written in terms of normal coordinates centered at i. This is done in several
steps. First, one changes coordinates from x˜a to ya, via
x˜a = −
ya
r2
, r2 = δaby
ayb =
1
r˜2
.
Then, using the expression (16) for the conformal factor with B =M , one finds that
Ω = r2 +M2r4 +
1
M2
(Say
a)2r2 +
1
M
Maby
aybr2 +O(r5).
Furthermore, from the definition of the conformal potentials if follows that
φM =M +
1
2
M3r2 −
1
2M
(Say
a)2 +O(r3),
φS = −Say
a +
1
2
Saby
ayb +O(r3),
φK =
1
2r
+
3
4
M2r −
1
4M2r
(Say
a)2 −
1
4Mr
Maby
ayb +O(r2).
Next, we give the expansion for the conformally rescaled metric γab. However, instead of giving
these expansions with respect to the coordinates ya, we use normal coordinates, xa, centred at i
—as it was done in the remark after Theorem 1. For this one requires that after the coordinate
transformation ya → xa the metric satisfies
γab x
b = δab x
b.
A lengthy computation renders
γab = δab +
ρ2
3M2
(
M4(δab − eaeb) + 2M
(
Mab + δabMcde
ced − 2e(aMb)ce
c
)
+2
(
SaSb + δab(Sce
c)2 − 2e(aSb)Sce
c
))
+O(ρ3),
where ρ is defined by (18) and ea ≡ xa/ρ. The leading terms of the expansion of the inverse
metric are given by
γab = δab −
ρ2
3M2
(
M4(δab − eaeb) + 2M
(
Mab + δabMcde
ced − 2e(aM b)cec
)
+2
(
SaSb + δab(Sce
c)2 − 2e(aSb)Sce
c
))
+O(ρ3),
The transformation between the coordinates ya and xa is given by
ya = xa +
1
3M2
ρ3
(
−M4ea +M
(
Mabeb − 2e
aMbce
bec
)
+SaSbe
b − 2ea(Sbe
b)2
)
+O(ρ4), (25a)
r = ρ−
1
3M2
ρ3
(
M4 +MMabe
aeb + (Sae
a)2
)
+O(ρ4). (25b)
Using (25a)-(25b), one can express the rescaled potentials in normal coordinates. One finds that
φM =M +
1
2M
ρ2(M4 − (Sae
a)2) +O(ρ3),
φS = −Sae
aρ+
1
2
ρ2Sabe
aeb +O(ρ3),
φK =
1
2ρ
+
1
12M2
ρ(11M4 −MMabe
aeb − (Sae
a)2) +O(ρ2).
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For later use it is also convenient to calculate the expansion of other quantities. Namely,
V = 1 + 2Mρ+ 2M2ρ2 +
1
3M
ρ3(4M4 +MMabe
aeb − 2(Sae
a)2) +O(ρ4),
βa = eabc e
c(2Sb +O(ρ)).
Using the formula (21) one finds that the 4-dimensional spacetime metric and its inverse are given
by
(g˘µν) =
(
V 2Ω2 V 2Ω2βa
V 2Ω2βb −γab + V 2Ω2βaβb
)
,
(g˘µν) =

 1− V 2Ω2βcβcV 2Ω2 βa
βb −γab

 ,
where βa ≡ γabβb. Moreover, one has the following expansions for the components of the metric
and its inverse:
g˘tt = ρ
4 + 4Mρ5 +
2
3M2
ρ6
(
13M4 +MMabe
aeb + (Sae
a)2
)
+O(ρ7),
g˘ta = ρ
4eabce
c(2Sb +O(ρ)),
g˘ab = −δab −
ρ2
3M2
(
M4(δab − eaeb) + 2M
(
Mab + δabMcde
ced − 2e(aMb)ce
c
)
+2
(
SaSb + δab(Sce
c)2 − 2e(aSb)Sce
c
))
+O(ρ3),
g˘tt =
1
ρ4
−
4M
ρ3
+
2
3M2ρ2
(
11M4 −MMabe
aeb − (Sae
a)2
)
+O(ρ−1),
g˘ta = eabcec(2Sb +O(ρ)),
g˘ab = −δab +
ρ2
3M2
(
M4(δab − eaeb) + 2M
(
Mab + δabMcde
ced − 2e(aM b)cec
)
+2
(
SaSb + δab(Sce
c)2 − 2e(aSb)Sce
c
))
+O(ρ3).
One also finds that
Ω˘ = V 1/2Ω = ρ2 +Mρ3 +
1
3M2
ρ4
(
5
2
M4 +MMabe
aeb + (Sae
a)2
)
+O(ρ5).
5 Conformal extension of stationary vacuum spacetimes
In this section we introduce a conformal extension of vacuum stationary spacetimes which is
well adapted for the analysis of the structure of spatial infinity. To this end, we start from
the conformal extension of the stationary metric given by the line element (21). In order to
analyse the regularity of the relevant fields we will make use of the first orders expansions in a
neighbourhood of i, which we collect as we consider the corresponding quantities. The present
analysis is based on a similar analysis for static spacetimes given in [27].
Recall that xa, a = 1, 2, 3, are normal coordinates of the quotient metric γab. We have defined
ρ ≡
(
3∑
a=1
(xa)2
)1/2
, ea ≡
xa
ρ
for ρ > 0.
For constant t, the surfaces of constant ρ are diffeomorphic to a 2-dimensional sphere. Accordingly,
arbitrary coordinates ψA, A = 2, 3 on the 2-sphere S2 = {|x| = 1} can be used to parametrize ea.
We then write
ea = ea(ψA), dea = ea,ψA dψ
A.
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The coordinates ψA can be chosen such that ea depends analytically on them. Consistent with
the previous definitions one has that xa = ρ ea(ψA). Therefore, the conformal 3-metric h˘ab given
by equation (23b) takes the form
h˘ = dρ2 + ρ2k,
where k denotes the 2-dimensional metric on the surfaces of constant ρ given by
k = kABdψ
AdψB ≡ h˘ab(ρ)de
adeb.
Remark. Notice that as ρ → 0, the metric h˘ approaches the standard Euclidean metric in
normal coordinates and the metric k approaches the standard line element dσ2 = k(0, ψA) on the
2-dimensional unit sphere in the coordinates ψA.
5.1 Coordinates for the analysis of the cylinder at spatial infinity
The coordinates (t, ρ, ψA) are well adapted to the description of spatial infinity as a point. In
order to resolve the structure of the cylinder at spatial infinity, it is convenient to introduce
new coordinates (τ¯ , ρ¯, ψA). The coordinate change is inspired by an analysis of the Minkowski
spacetime —see e.g. [24, 39].
We define x0 = t, x0
′
= τ¯ , x1
′
= ρ¯, xA
′
= ψA and consider the map Φ : xµ
′
→ xµ(xµ
′
) given
by
t(xµ
′
) = x0(xµ
′
) =
∫ ρ¯
(1−τ¯)ρ¯
ds
(V Ω)[sea(ψA)]
,
xa(xµ
′
) = (1− τ¯ )ρ¯ea[ψA],
where the squared brackets indicate the arguments of a given function. One explicitly finds that
dt =
ρ¯
(V Ω)[(1− τ¯ )ρ¯ea]
dτ¯ +
(
1
(V Ω)[ρ¯ea]
−
1− τ¯
(V Ω)[(1− τ¯ )ρ¯ea]
)
dρ¯+ l, (26a)
dxa = −ρ¯eadτ¯ + (1− τ¯ )eadρ¯+ (1 − τ¯)ρ¯ dea, (26b)
where
l = lAdψ
A, lA =
∫ ρ¯
(1−τ¯)ρ¯
(
1
(V Ω)[sea]
)
,ψA
ds, dea = (ea),ψAdψ
A.
The differentials dt, dxa are independent for 0 ≤ τ¯ < 1 and ρ¯ between zero and a small enough
number. Therefore one can consider the xµ
′
as smooth coordinates on an open neighbourhood of
space-like infinity in {t ≥ 0}. For later use we notice the relation
ρ = (1 − τ¯)ρ¯,
which will be used to simplify the notation.
The main purpose of the coordinate transformation is to remove the coefficient V 2Ω2 from
the time-time component of the metric g˘µν and to introduce a convenient parametrisation set at
which ρ = 0, so that it seems to have an extension in the time direction.
5.2 A frame adapted to spatial infinity
We define a set of frame fields vα and their associated coframe fields α
α by
v0 = ∂τ¯ , v1 = ρ¯∂ρ¯, vA = ∂ψA ,
α0 = dτ¯ , α1 =
1
ρ¯
dρ¯, αA = dψA.
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To change the frame field associated to our original coordinates to the frame vα one needs the
inner products vµα = 〈dxµ, vα〉. From the expressions (26a) and (26b) one sees that:
vt0 =
ρ¯
(V Ω)[ρea]
=
ρ¯
ρ2
− 2M
ρ¯
ρ
+
1
3M2
ρ¯
(
5M4 −MMabe
aeb − (Sae
a)2
)
+O(ρ¯2),
vt1 =
ρ¯
(V Ω)[ρ¯ea]
−
ρ
(V Ω)[ρea]
= −
τ¯
ρ
+
1
3M2
τ¯ ρ¯
(
5M4 −MMabe
aeb − (Sae
a)2
)
+O(ρ¯2),
vtA = lA,
va0 = −ρ¯ e
a,
va1 = ρ e
a,
vaA = ρ e
a
,ψA .
The frame and coframe fields distort the length of the radial component of the tensorial fields
they are contracted with. This distortion will be of importance in the sequel when discussing
objects that are singular at spatial infinity.
5.3 A conformal metric containing the cylinder at spatial infinity
Let g¯µν denote a metric conformal to g˘µν and g˜µν defined by
g¯µν =
1
ρ2
g˘µν = Ω¯
2g˜µν .
It follows that
(g¯µν) =
(
V 2Ω2/ρ2 V 2Ω2βa/ρ
2
V 2Ω2βb/ρ
2 (−γab + V 2Ω2βaβb)/ρ2
)
,
and
g¯tt = ρ
2 + 4Mρ3 +
2
3M2
ρ4
(
13M4 +MMabe
aeb + (Sae
a)2
)
+O(ρ5),
g¯ta = ρ
2eabc(2S
b +O(ρ))ec,
g¯ab = −
1
ρ2
δab −
1
3M2
[
M4(δab − eaeb) + 2M
(
Mab + δabMcde
ced − 2e(aMb)ce
c
)
+2
(
SaSb + δab(Sce
c)2 − 2e(aSb)Sce
c
)]
+O(ρ).
The inverse metric g¯µν is given by
(g¯µν) =
(
ρ2(1 − V 2Ω2βcβc)/V 2Ω2 ρ2βa
ρ2βb −ρ2γab
)
,
and
g¯tt =
1
ρ2
−
4M
ρ
+
2
3M2
(
11M4 −MMabe
aeb − (Sae
a)2
)
+O(ρ0),
g¯ta = ρ2eabc(2Sb +O(ρ))ec,
g¯ab = −ρ2δab +
ρ4
3M2
[
M4(δab − eaeb) + 2M
(
Mab + δabMcde
ced − 2e(aM b)cec
)
+2
(
SaSb + δab(Sce
c)2 − 2e(aSb)Sce
c
)]
+O(ρ5).
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Notice that the metric g¯µν is singular at ρ = 0. Thus, the points for which ρ = 0 are at an infinite
distance with respect to this metric —hence one does not obtain a finite representation of spatial
infinity. However, this singular behaviour is counteracted by the use of components with respect
to the frame and coframe basis introduced in the previous subsection.
It is also noticed that the conformal factor Ω¯ has the following expansion:
Ω¯ =
1
ρ
V 1/2Ω = ρ+Mρ2 +
1
6M2
ρ3
(
5M4 + 2MMabe
aeb + 2(Sae
a)2
)
+O(ρ4).
In the sequel, we will also require the components of the metric g¯ with respect to the frame vα:
g¯αβ = 〈Φ
∗(g¯); vα, vβ〉
= 〈(g¯µν ◦ Φ)dx
µdxν ; vα, vβ〉
= (g¯tt ◦ Φ)〈dt, vα〉〈dt, vβ〉+ 2(g¯ta ◦ Φ)〈dt, vα〉〈dx
a, vβ〉
+(g¯ab ◦ Φ)〈dx
a, vα〉〈dx
b, vβ〉
= (g¯tt ◦ Φ)v
t
αv
t
β + 2(g¯ta ◦ Φ)v
t
αv
a
β + (g¯ab ◦ Φ)v
a
αv
b
β.
These components are explicitly given by
g¯00 = 0,
g¯01 =
(V Ω)[ρ ea]
(1 − τ¯)2(V Ω)[ρ¯ea]
,
g¯0A =
(V Ω)[ρ ea]
(1 − τ¯)2ρ¯
(
lA + ρ βA
)
,
g¯11 =
(V Ω)[ρ ea]
(1 − τ¯)2(V Ω)[ρ¯ea]
(
(V Ω)[ρ ea]
(V Ω)[ρ¯ea]
− 2(1− τ¯ )
)
,
g¯1A =
(V Ω)[ρ ea]
(1 − τ¯)2ρ¯
(
(V Ω)[ρ ea]
(V Ω)[ρ¯ea]
− (1− τ¯ )
)(
lA + ρ βA
)
,
g¯AB =
(V Ω)2[ρ ea]
(1− τ¯ )2ρ¯2
(
lAlB + 2ρ βAlB
)
+ kAB,
where βA = βa e
a
,ψA .
The expansions discussed in the previous paragraphs imply that
g¯αβ = g
∗
αβ +O(ρ¯
2),
with
(g∗αβ) =

 0 1− 2Mρ¯τ¯ 01− 2Mρ¯τ¯ −(1− τ¯)(1 + τ¯ − 4Mρ¯τ¯2) 0
0 0 kAB(0)

 .
In order to obtain these expressions we have used that kAB(0) = δab e
a
,ψA e
b
,ψB , δab e
a eb = 1
and δab e
a eb,ψA = 0. The inverse metric is given by
g¯αβ = g∗αβ +O(ρ¯2),
with
(g∗αβ) =


(1− τ¯ )(1 + τ¯ − 4Mρ¯τ¯2)
(1− 2Mρ¯τ¯ )2
1
1− 2Mρ¯τ¯
0
1
1− 2Mρ¯τ¯
0 0
0 0 kAB(0)

 .
Remark 1. One sees that although the conformal metric g¯µν is singular at ρ = 0, its components
measured with respect to the frame of Subsection 5.2 are regular and indicate the existence of
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an extended set with the topology of a cylinder at spatial infinity —its sections of constant τ¯
correspond to 2-spheres.
Remark 2. The stationary metric g˜ possesses the Killing vector ξ = ∂t. As the conformal factor
Ω and ρ do not depend on t, ξ is also a Killing vector of g¯. In the new coordinates it takes the
form
ξ =
(V Ω)[ρ¯ ea]
ρ¯
(
(1− τ¯ )∂τ¯ + ρ¯∂ρ¯
)
=
(V Ω)[ρ¯ ea]
ρ¯
(
(1− τ¯ )v0 + v1
)
.
Remark 3. The metric g¯ is a conformal representation of the metric g˘ which allows us to
construct an extension of M in a neighbourhood of spatial infinity. For this, we replace the
hypersurface S by the manifold with boundary S¯, by adding to S˜ the 2-dimensional surface ∂S¯.
The points of this 2-dimensional surface are thought of as ideal end points of radial curves on S˜
as ρ¯ → 0. The coordinates ρ¯, ψA extend by definition to smooth coordinates on S¯ and on ∂S¯
we have ρ¯ = 0. The coordinates ψA, although not specified, are supposed to cover the S2. The
construction described in this paragraph provides an alternative implementation of the blow up
of spatial infinity discussed in Subsection 1.4 of the Introduction.
Working by analogy with the discussion of Section 3, one defines the following regions in terms
of the range of the coordinates τ¯ , ρ¯ and ψA:
M˜′ ≡ {0 ≤ τ¯ < 1, 0 < ρ¯} ,
M¯′ ≡ {0 ≤ τ¯ ≤ 1, 0 ≤ ρ¯} ,
I
+′ ≡ {τ¯ = 1, ρ¯ > 0} ,
I ′ ≡ {0 ≤ τ¯ < 1, ρ¯ = 0} ,
I+
′
≡ {τ¯ = 1, ρ¯ = 0} ,
I0
′
≡ ∂S¯ = {τ¯ = 0, ρ¯ = 0} ,
I¯ ′ ≡ I ′ ∪ I+
′
.
The names for these sets have been chosen in accordance with the related sets defined in
Section 3, although they differ in some aspects. One can readily verify that in terms of the new
coordinates, frame and coframe fields, the metric g¯ extends smoothly through the sets I +
′
and
I¯ ′. Accordingly, M¯′ provides a suitable extension of M. In order to use this extension to show
that the construction of the cylinder at infinity for stationary spacetimes is as smooth as expected
we need also information regarding the Schouten tensor and the conformal Weyl tensor, which
we derive in the following subsections. Finally, notice that in terms of the coordinates (τ¯ , ρ¯, ψA),
null infinity appears to be parallel to the surfaces of constant τ¯ , and in particular the initial
hypersurface S¯.
5.4 Expansions of the Schouten tensor
In this section we discuss expansions of the Schouten tensor of the metric g¯. This is related to
the Schouten tensor of the metric g˜ by
L¯µν = L˜µν −
1
Ω¯
∇¯µ∇¯νΩ¯ +
1
2Ω¯2
∇¯λΩ¯ ∇¯λΩ¯ g¯µν .
In what follows, we will consider the components of L¯ in the frame vα:
L¯αβ = 〈Φ
∗(L¯); vα, vβ〉
= (L¯tt ◦ Φ)v
t
αv
t
β + 2(L¯ta ◦ Φ)v
t
αv
a
β + (L¯ab ◦ Φ)v
a
αv
b
β.
21
As g˜ is a solution to the vacuum Einstein field equation, it follows that L˜µν = 0. Furthermore,
in view that Ω¯ does not depend on t one obtains
L¯µν = −
1
Ω¯
(∂µ∂νΩ¯− Γ¯µ
a
ν ∂aΩ¯) +
1
2Ω¯2
g¯ab ∂aΩ¯ ∂bΩ¯ g¯µν .
Alternatively, one can write
L¯tt =
1
Ω¯
Γ¯t
a
t ∂aΩ¯ +
1
2Ω¯2
g¯ab ∂aΩ¯ ∂bΩ¯ g¯tt,
L¯ta =
1
Ω¯
Γ¯t
b
a ∂bΩ¯ +
1
2Ω¯2
g¯bc ∂bΩ¯ ∂cΩ¯ g¯ta,
L¯ab = −
1
Ω¯
(
∂a∂bΩ¯− Γ¯a
c
b ∂cΩ¯
)
+
1
2Ω¯2
g¯cd ∂cΩ¯∂dΩ¯ g¯ab.
Using the expansions for the conformal factor, the first and second derivatives of the conformal
factor and the Christoffel symbols of the conformal metric given in Appendix A ones get that
L¯tt =
1
2
ρ2 + 4Mρ3 +O(ρ4),
L¯ta = −2ρ
2eabce
bSc +O(ρ3),
L¯ab =
1
2ρ2
(δab − 2eaeb) +
M
ρ
(δab − 3eaeb) +O(ρ
0).
One then has all the ingredients to calculate the components L¯αβ. One obtains
L¯00 = O(ρ¯
2),
L¯01 =
1
2
+M(2− 3τ¯)ρ¯+O(ρ¯2),
L¯0A = O(ρ¯
2),
L¯11 = −
1
2
(1 − τ¯2)− 2M(1 + 2τ¯2)(1 − τ¯)ρ¯+O(ρ¯2),
L¯1A = O(ρ¯
2),
L¯AB =
1
2
kAB +M(1− τ¯)ρ¯ kAB +O(ρ¯
2),
where it has been used used that
δab e
a
,ψA e
b
,ψB = kAB(0) +O(ρ¯
2), δab e
a eb,ψA = 0.
Summarising, one has proven the following result:
Lemma 3. The components, L¯αβ, of the Schouten tensor L¯µν in the frame vα are regular (i.e.
non-divergent) at I ′.
5.5 The Weyl tensor
In this section we verify that conformal Weyl tensor has a smooth limit at ρ¯ → 0. For this, we
start by recalling the decomposition of the Weyl tensor in terms of its electric and magnetic parts
with respect to the normal to a hypersurface.
5.5.1 The electric-magnetic decomposition
Let M˜ be the spacetime with metric g˜µν and S˜ a space-like hypersurface with unit normal n˜µ.
The induced metric on S˜ by g˜µν is given by
h˜µν = g˜µν − n˜µn˜ν .
For convenience one defines
p˜µν ≡ h˜µν − n˜µn˜ν , ǫ˜µνλ ≡ n˜
ρǫ˜ρµνλ. (27)
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The n˜-electric and n˜-magnetic parts of the conformal Weyl tensor are given, respectively, by
c˜νρ ≡ C˜µνλρn˜
µn˜λ, c˜∗νρ ≡ C˜
∗
µνλρn˜
µn˜λ, (28)
where C˜∗µνλρ denotes the dual of the conformal Weyl tensor: C˜
∗
µνλρ =
1
2 C˜µνσχ ǫ˜
σχ
λρ.The n˜-electric
and n˜-magnetic parts of the Weyl tensor are symmetric, trace-free and spatial:
n˜µc˜µν = 0, n˜
µc˜∗µν = 0.
Given two tensors of rank two, fµν and kµν , their Kulkarni-Nomizu product is defined as
(f ⊘ k)µνλρ = 2(fµ[λkρ]ν − fν[λkρ]µ).
In terms of the Kulkarni-Nomizu product, the conformal Weyl tensor is given by
C˜µνλρ = 2
(
p˜ν[λc˜ρ]µ − p˜µ[λc˜ρ]ν − n˜[λc˜
∗
ρ]δ ǫ˜
δ
µν − n˜[µc˜
∗
ν]δ ǫ˜
δ
λρ
)
= (p˜⊘ c˜∗)∗µνλρ − (p˜⊘ c˜)µνλρ.
5.5.2 Conformal rescalings
If g˜µν is a solution of the Einstein vacuum field equations, then the first and second fundamental
forms of S˜ induced by g˜µν satisfy the Gauss and the Codazzi equations. These equations allow
to write the pull-back of c˜µν and c˜
∗
µν to S˜ in terms of the initial data quantities. More precisely,
c˜ab = −rab[h˜] + χ˜c
cχ˜ab − χ˜caχ˜b
c, c˜∗ab = −D˜cχ˜d(aǫ˜b)
cd. (29)
If g¯µν = Ω¯
2g˜µν , then it is well known that C¯
µ
νλρ = C˜
µ
νλρ. The rescaled conformal Weyl tensor
is given by W¯µ νλρ = Ω¯
−1C¯µ νλρ, and therefore
W¯µνλρ = Ω¯C˜µνλρ.
The n¯-electric and n¯-magnetic parts of W¯ are defined in accordance with (28) as
w¯νρ = W¯µνλρn¯
µn¯λ, w¯∗νρ = W¯
∗
µνλρn¯
µn¯λ.
Now, recalling that the g¯-unit normal to S˜ is given by n¯µ = Ω¯−1n˜µ one obtains
w¯µν = Ω¯
−1c˜µν , w¯
∗
µν = Ω¯
−1c˜∗µν . (30)
From the definition (27) one readily obtains
p¯µν = Ω¯
2p˜µν ,
W¯µνλρ = (p¯⊘ w¯
∗)∗µνλρ − (p¯⊘ w¯)µνλρ
= 2
(
p¯ν[λw¯ρ]µ − p¯µ[λw¯ρ]ν − n¯[λw¯
∗
ρ]δ ǫ¯
δ
µν − n¯[µw¯
∗
ν]δ ǫ¯
δ
λρ
)
.
5.5.3 Regularity at I ′
In what follows, it will be shown that the components of the Weyl tensor W¯µνλρ with respect to
the frame vα given by
W¯αβγδ = 〈Φ
∗(W¯ ); vα, vβ, vγ , vδ〉
= (W¯µνλρ ◦ Φ)v
µ
αv
ν
βv
λ
γv
ρ
δ
do not diverge as ρ¯ → 0. In order to do this, one needs to discuss the expansions of n¯µ, ǫ¯µ νλ,
p¯µν , w¯µν and w¯
∗
µν .
We notice that the hypersurface to be considered is given in our coordinates by
S˜ = {φ(xµ) = t− constant = 0}.
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It follows that the normal vector and covector are given by
n¯t =
VΩ
ρ(1− V 2Ω2βcβc)1/2
, n¯a = 0,
n¯t =
ρ(1− V 2Ω2βcβ
c)1/2
VΩ
, n¯a =
ρV Ωβa
(1− V 2Ω2βcβc)1/2
,
whence
n¯t = ρ+ 2Mρ
2 +
1
3M2
ρ3
(
7M4 +MMabe
aeb + (Sae
a)2
)
+O(ρ4),
n¯a = 0,
n¯t = ρ−1 − 2M +
1
3M2
ρ
(
5M4 −MMabe
aeb − (Sae
a)2
)
+O(ρ4),
n¯a = −2ρ3eabcebSc +O(ρ
4).
To compute ǫ¯µ νλ one notes the relations ǫ¯
µ
νλ = g¯
µρǫ¯ρνλ and that ǫ¯µνλ = n¯
σ ǫ¯σµνλ, where
ǫ¯σµνλ = | det(g¯µν)|
1
2 ησµνλ =
1
ρ2
(1 + 2Mρ+O(ρ2))ησµνλ,
with ησµµλ the totally antisymmetric tensor of rank 4. Next one evaluates p¯µν = g¯µν − 2n¯µn¯ν to
obtain
(p¯µν) =

 −
V 2Ω2
ρ2
(1 + V 2Ω2βcβ
c)
(1− V 2Ω2βcβc)
1
ρ2
V 2Ω2βa
1
ρ2
V 2Ω2βb
1
ρ2
(−γab + V
2Ω2βaβb)

 ,
from which
p¯tt = −ρ
2 − 4Mρ3 −
2
3M2
ρ4
(
13M4 +MMabe
aeb + (Sae
a)2
)
+O(ρ5),
p¯ta = −2ρ
2eabce
bSc +O(ρ3),
p¯ab = −ρ
−2δab −
1
3M2
(
M4(δab − eaeb) + 2M
(
Mab + δabMcde
ced − 2e(aMb)ce
c
)
+2
(
SaSb + δab(Sce
c)2 − 2e(aSb)Sce
c
))
+O(ρ).
In order to calculate expansions for the electric and magnetic parts w¯µν and w¯
∗
µν one makes
use of the expressions (30) and (29). From the formulae for conformal transformations one has
r˜ab = r¯ab + Ω¯
−1D¯aD¯bΩ¯ + Ω¯
−1D¯cD¯cΩ¯h¯ab − 2Ω¯
−2D¯cΩ¯D¯cΩ¯h¯ab
and
χ¯ab = Ω¯(χ˜ab + Σ¯h˜ab), (31)
where Σ¯ = n¯µ ∂µΩ¯. Hence one obtains
w¯ab = −Ω¯
−1
(
r¯ab + Ω¯
−1D¯aD¯bΩ¯ + Ω¯
−1D¯cD¯cΩ¯h¯ab − χ¯c
cχ¯ab + χ¯caχ¯b
c
+Ω¯−1Σ¯χ¯ab + Ω¯
−1Σ¯χ¯c
ch¯ab − 2Ω¯
−2D¯cΩ¯D¯cΩ¯h¯ab − 2Ω¯
−2Σ¯2h¯ab
)
. (32)
The seemingly more singular terms in the last expression can be eliminated using the Hamiltonian
constraint
0 = r˜ − (χ˜c
c)2 + χ˜cdχ˜
cd
= Ω¯2r¯ + 4Ω¯D¯cD¯cΩ¯− 6D¯
cΩ¯D¯cΩ¯− Ω¯
2(χ¯c
c)2 + Ω¯2χ¯cdχ¯
cd + 4Ω¯Σ¯χ¯c
c − 6Σ¯2,
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so that equation (32) transforms into
w¯ab = −Ω¯
−1
(
r¯ab −
1
3 r¯h¯ab + Ω¯
−1
(
D¯aD¯bΩ¯−
1
3D¯
cD¯cΩ¯h¯ab
)
−(χ¯c
c − Ω¯−1Σ¯)
(
χ¯ab −
1
3 χ¯c
ch¯ab
)
+ χ¯caχ¯b
c − 13 χ¯cdχ¯
cdh¯ab
)
. (33)
To calculate w¯∗ab one needs to use the conformal transformation for the derivative of a (0, 2)-tensor:
D˜aχ˜bc = D¯aχ˜bc + Ω¯
−1
(
2∂aΩ¯χ˜bc + ∂bΩ¯χ˜ac + ∂cΩ¯χ˜ba − h¯abh¯
de∂eΩ¯χ˜dc − h¯ach¯
de∂dΩ¯χ˜db
)
.
The latter, together with ǫ¯abc = Ω¯
3ǫ˜abc finally yield
w¯∗ab = −Ω¯
−1D¯cχ¯d(aǫ¯b)
cd. (34)
In order to compute w¯µν and w¯
∗
µν from the expressions (33) and (34) one uses that n˜
µc˜µν = 0
and n˜µc˜∗µν = 0 so that n¯
µw¯µν = 0 and n¯
µw¯∗µν = 0. With this and the symmetry of the tensors
one obtains
w¯tt =
n¯an¯bw¯ab
(n¯t)2
, w¯ta = −
n¯bw¯ba
n¯t
,
w¯∗tt =
n¯an¯bw¯∗ab
(n¯t)2
, w¯∗ta = −
n¯bw¯∗ba
n¯t
.
In order to evaluate the formula (33) one makes use of
r¯ab = ∂cΓ¯a
c
b − ∂aΓ¯c
c
b + Γ¯a
c
b Γ¯c
d
d − Γ¯c
d
b Γ¯d
c
a
=
1
ρ2
(δab − eaeb)−
2
3M2
(
M4(δab + eaeb) +M(Mab + 2δabMc
c − 3δabMcde
ced
+4e(aMb)ce
c + SaSb + 2δabScS
c − 3δab(Sce
c)2 + 4e(aSb)Sce
c
)
+O(ρ),
and
D¯aD¯bΩ¯ = ∂a∂bΩ¯− Γ¯a
c
b ∂cΩ¯
=
1
ρ
eaeb + 4Meaeb +
1
3M2
ρ
(
4e(aSb)Sce
c + eaeb(Sce
c)2 +M4
(
δab +
43
2 eaeb
)
+M
(
4Mab + eaebMcde
ced + 4e(aMb)ce
c
)
+ 4SaSb
)
+O(ρ2).
To complete the analysis, one also needs expansions for χ¯ab. To this end we make use of the
tensor χ˘ab and the results in [18]. More precisely, one has that
χ˘ab = Ω˘
2ψ˘ab, ψ˘ab =
3
ρ3
e(aeb)cdS
ced +O(ρ−2),
so that
χ˘ab = 3ρe(aeb)cdS
ced +O(ρ2).
To get from χ˘ab to χ¯ab one uses the corresponding conformal transformation formulae to find
that
χ¯ab = 3e(aeb)cdS
ced +O(ρ).
Finally, it is noticed that
Σ¯ = n¯µ∂µΩ¯ = O(ρ
4), ǫ¯a
bc = ρea
bc +O(ρ2)
It follows then from formula (33) that
w¯ab = ρ
−2M(δab − 3eaeb) +O(ρ
0),
w¯ta = 2Mρ
2eabce
bSc +O(ρ3) = −Mρ2βa +O(ρ
3),
w¯tt = 4Mρ
6(SaS
a − (Sae
a)2) +O(ρ7).
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Similarly, one finds from (34) that
w¯∗ab =
3
2ρ
−1
(
(δab + eaeb)Sce
c − 4e(aSb)
)
+O(ρ0),
w¯∗ta = 3ρ
3eabce
bScSde
d +O(ρ4),
w¯∗tt = −6ρ
7(SaS
a − (Sae
a)2)Sbe
b + O(ρ8).
In view of the previous discussion, one has all the ingredients to compute the leading terms
of the expansions of the components W¯αβγδ. Due to the length of the calculation this has been
done in a tensor manipulation program. One obtains the following:
Lemma 4. The components, W¯αβγδ, of the Weyl tensor W¯µνλρ in the frame vα are regular (i.e.
non-divergent) at I ′.
6 Stationary vacuum solutions near the cylinder at space-
like infinity
Once the regularity of the various conformal field at I ′ has been shown, the last step in our
analysis is very similar to the discussion in [27]. The proof consists of several parts: first, one
starts by giving explicitly a solution to the conformal geodesic equations on I¯ ′; in a second step
a stability argument is used to show that the construction of the cylinder at spacelike infinity is
regular in a neighbourhood of I¯; finally, one needs to show that the whole construction does not
depend on the choice of conformal factor on the initial hypersurface.
Remark. It is important to stress the differences in the regularity of static and stationary fields
at spatial infinity. In the static case all relevant fields are analytic. By contrast, as shown in [18],
in the strictly stationary case the relevant fields are never analytic as functions of asymptotically
Cartesian coordinates. However, as already seen, the stationary fields have an analytic expansion
in terms of radial and angular coordinates. This is the type of coordinates used in both the
general construction of the cylinder at spacelike infinity and in the extension discussed in Section
5. As a consequence, all the relevant fields are analytic in these coordinates.
In what follows, the word analyticity will be used to describe analytic behaviour with respect
to the radial and angular coordinates.
6.1 Setting the conformal Gauss system
We consider now the regular finite initial value problem at spacelike infinity for stationary data.
For this, we make use of the initial hypersurface
S˜ = {t = 0},
and set the initial conditions on S˜ that generate the desired conformal Gauss gauge system.
6.1.1 Initial data for the canonical conformal factor
The initial data for the conformal factor, Θ∗, is prescribed —cfr. equation (8)— by means of the
function
κ ≡ 2Ω˘|D˘aΩ˘D˘
aΩ˘|−1/2 (35)
so that
Θ∗ = κ
−1Ω˘.
It follows that
κ = ρ+O(ρ2),
Θ∗ =
1
2
|D˘aΩ˘D˘
aΩ˘|1/2 = ρ+O(ρ2).
Hence, the conformal metric evaluated on S˜ and the induced metric are given, respectively, by
gµν = Θ
2
∗g˜µν , hab = Θ
2
∗h˜ab = κ
−2h˘ab.
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6.1.2 Initial data for the tangent vector to the congruence of conformal geodesics
Initial conditions for the tangent vector x˙ = dx/dτ , where τ is the parameter of the conformal
geodesic, are set to be
x˙ ⊥ S˜, g(x˙, x˙) = 1, on S˜.
In order to implement the requirement of having x˙ orthogonal to S˜ we consider the stationary
Killing vector ξ. One has that
ξ =
V Ω
ρ¯
(v0 + v1) on S˜,
where v0 and v1 are the first two vectors of the frame vα discussed in Subsection 5.2. It can be
readily checked that 〈ξ, dρ¯〉 = 〈ξ, dψA〉 = 0 on S˜ so that ξ ⊥ S˜. In order to obtain the right
normalisation one considers
g(ξ, ξ) =
Θ2
Ω¯2
g¯(ξ, ξ) =
Θ2
Ω¯2
V 2Ω2
ρ¯2
.
Thus,
x˙ =
Ω¯
Θ
(v0 + v1) =
κ
ρ¯
(v0 + v1) ≡ X
αvα, (36)
where
Xα = δ0
α + δα1 +O(ρ¯). (37)
6.1.3 Initial data for the 1-form f
The initial data for the 1-form f is chosen in agreement with condition (9) so that
〈f, ∂τ 〉 = 0, pull back of f to S˜ = κ
−1dκ.
It follows then that 〈f, x˙〉 = 0. This property, together with the choice (35) for the function κ
—see equation (10)— give
Θ = Θ∗
(
1− τ2
)
. (38)
6.2 Relating the various conformal gauges
The analysis performed in Section 5 was done in terms of the metric g¯µν . Now, we proceed to
discuss how this metric and its Levi-Civita connection, ∇¯, are related to the metric gµν and its
Levi-Civita connection, ∇. From the relation g¯µν = Ω¯2g˜µν it follows that
gµν = Π
2g¯µν = Θ
2g˜µν , Π ≡ Ω¯
−1Θ.
The relations between the physical Levi-Civita connection ∇˜, the unphysical Levi-Civita connec-
tions ∇¯, ∇, and the Weyl connection ∇ˆ are given by
∇ˆ = ∇˜+ S(f˜),
∇ˆ = ∇+ S(f),
∇ˆ = ∇¯+ S(f¯),
∇ = ∇˜+ S(Θ−1dΘ),
∇¯ = ∇˜+ S(Ω¯−1dΩ¯),
where
f¯ = f +Π−1dΠ = f + Θ−1dΘ− Ω¯−1dΩ¯.
From the particular form of the conformal factor Θ given by equation (38) one has that 〈dΘ, x˙〉 = 0
on S˜. As Ω¯ is independent of t and ∂t is orthogonal S˜, it follows that 〈dΩ¯, x˙〉 = 0. Thus, 〈f¯ , x˙〉 = 0
on S˜. Finally, from
Π =
ρ¯
κ
on S˜, (39)
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and observing that the pull-back of f¯ to S˜ is given by ρ¯−1dρ¯, it follows that
f¯ = f¯αα
α, with f¯α = −δα
0 + δα
1 on S˜. (40)
A property of conformal Gaussian systems is that 〈f, x˙〉 = 0 in the whole of the spacetime. Hence,
one has that
Π˙ = Π〈f¯ , x˙〉 (41)
along the conformal geodesics. This last equation, together with equation (39), allows to deter-
mine Π if the contraction 〈f¯ , x˙〉 is known.
6.3 Solving the conformal geodesic equations
In this section we provide a discussion of the conformal geodesic equations with respect to the
metric g¯ and of its solutions. A solution to these equations is given by a spacetime curve x(τ) =
(τ¯ (τ), ρ¯(τ), ψA(τ)) and a 1-form f¯(τ) along the curve. If expressed in terms of the frame fields,
vα, and coframe fields, α
α, the functions involved in the conformal geodesic equations are the
components g¯αβ, g¯
αβ, Γ¯α
γ
β and L¯αβ. These functions extend by analyticity through I¯ ′ into
a domain where ρ¯ < 0. If one assumes such an extension, one obtains the so-called extended
conformal geodesic equations. It is important to point out that the initial data on S¯ are analytic.
Therefore, one can consider these equations in a neighbourhood of I¯ ′. Moreover, it turns out
that the restriction of the equations to I0
′
can be solved explicitly. The solution one obtains is
universal in the sense that it is the same for all stationary solutions with non-vanishing mass.
More precisely, one has the following lemma, whose proof is the same as that of Lemma 7.2 in
[27]:
Lemma 5. The solution to the restriction of the extended conformal geodesic equations to I¯ ′ with
the components L¯αβ as given in Subsection 5.4 and initial data x = (0, 0, ψ
A′), Xα = δ0
α + δ1
α
and f¯α = −δα0 + δα1 is given by
x(τ) = (τ¯ (τ), 0, ψA(τ)) = (τ, 0, ψA
′
),
f¯0 = −
1
1 + τ
, f¯1 = 1, f¯A = 0.
This solution extends by analyticity to a domain 0 ≤ τ ≤ 1+2ǫ for some ǫ > 0. The extension to
I¯ ′ of the conformal factor Π determined by equations (41) and (39) takes on I¯ ′ the value Π = 1.
The previous lemma not only gives precise information about the conformal geodesics ruling
I¯ ′, but it also shows that these geodesics extend analytically beyond τ = 1. These facts are, in
turn, used to show that there exists a solution of the conformal geodesic equations near I¯ ′, and
that this solution extends for sufficiently large values of the parameter τ .
Consider a smooth extension of S˜ into a range where ρ¯ < 0 such that (ρ¯, ψA) extend as
smooth coordinates. We denote this extension by S¯ext. Now, if the extension S¯ext\S˜ is small
enough, then the initial conditions for the conformal geodesic equations (36), (37) and (40) extend
analytically to S¯ext —the precise range of ρ¯ is not required as long as it is small enough. Therefore,
the conformal geodesic equations determine near S¯ext an analytic congruence of solutions to the
extended conformal geodesic equations. From Lemma 5, and making use of well-known results of
the theory of ordinary differential equations —see e.g. [33]— it follows that, using the same ǫ as
in the lemma, there exists ρ# > 0 such that for the initial data
τ¯ = 0, ρ¯ = ρ′, ψA(0) = ψA
′
, with |ρ′| < ρ#,
and what is implied at these points by equations (36), (37) and (40), the solution of the extended
conformal geodesic equations
τ¯ = τ¯ (τ, ρ′, ψA
′
), ρ¯ = ρ¯(τ, ρ′, ψA
′
), ψA = ψA(τ, ρ′, ψA
′
), f¯α = f¯α(τ, ρ
′, ψA
′
), (42)
exist for the values 0 ≤ τ ≤ 1 + ǫ of their natural parameter and the function Π is positive
in the given range of ρ′ and τ . Moreover, the Jacobian of the map (τ, ρ′, ψA
′
) → xµ(τ, ρ′, ψA
′
)
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takes the value 1 + τ¯ on I¯ ′ and for sufficiently small ρ# > 0 it does not vanish in the range
0 ≤ τ ≤ 1 + ǫ, |ρ¯| ≤ ρ#. Therefore, the functions (τ, ρ′, ψA) define a smooth coordinate system
in a neighbourhood O′ of I¯ ′ in M¯′. In particular, the relation (38) implies that the curves with
ρ′ > 0 cross I +
′
for τ = 1. The set O′ contains the following special regions
O′ ∩I +
′
= {τ = 1, ρ¯′ > 0},
I ′ = {0 ≤ τ < 1, ρ¯′ = 0},
I+
′
= {τ = 1, ρ′ = 0},
and it is ruled by conformal geodesics. As a consequence of this discussion, in terms of the
frame fields vα and the coframe fields α
α, the metric g, the connection coefficients, Γˆα
β
γ of the
Weyl connection ∇ˆ and the components of the tensor fields Lˆαβ, fα, Wαβγδ extend in the new
coordinates as analytic fields to O′.
Finally, the conformal geodesics on O′ and the fields discussed in the previous paragraph can
be used to implement the construction of the manifold N¯ as described in Section 3. This is done
by solving linear ordinary differential equations along the conformal geodesics, with the given
analytical initial data on S¯. One obtains the following lemma:
Lemma 6. For stationary asymptotically flat initial data (as described in Section 4) the construc-
tion of Section 3 leads to a conformal representation of the stationary vacuum spacetime which,
in a neighbourhood O ⊂ N¯ of the set I¯, is real analytic in the radial and angular coordinates.
6.4 The conformal gauge for the initial data
The conformal representation discussed in the previous lemma has made use of the 3-metric h˘
and the conformal factor Ω˘ on S˜. It remains to be verified that the whole construction is robust
with respect to rescalings on the conformal initial data of the form
h˘→ hˇ = ϑ2h˘, Ω˘→ Ωˇ = ϑΩ˘, (43)
where ϑ is an analytic, positive conformal factor. These rescalings correspond to a change in
the conformal gauge, and imply a harmless change of the normal coordinates xa → xa′ with
xa′(0) = 0 and an associated change ea → e′a of the frame vector fields tangent to S˜, which
will be propagated along the new conformal geodesics. It is necessary to understand how the
congruence of conformal geodesics corresponding to Ω˘ relates to the congruence corresponding to
Ωˇ.
The conformal rescaling given by (43) also implies the transitions
κ→ κˇ =
ϑκ
ς
, Θ∗ → Θˇ∗ = ςΘ∗,
where
ς ≡
∣∣∣∣∣1− 3ϑ−1 D˘aΩ˘D˘
aϑ
∆h˘Ω˘
−
3
2
ϑ−2Ω˘
D˘aϑD˘
aϑ
∆h˘Ω˘
∣∣∣∣∣
1/2
.
The function ς extends to S¯ as an analytic function of (ρ¯, ψA). From the initial conditions for
the Ω˘-congruence of conformal geodesics one gets that
˙ˇx = ς−1x˙, fˇ
S˜
= f
S˜
+ ϑ−1dϑ− ς−1dς,
where the subscripts indicate the pull-back to S˜. It can be verified that
˙ˇx ⊥ S˜, Θˇ2g˜(x˙, x˙) = 1.
In what follows, we consider the equations for the Ωˇ-congruence in terms of g and its Levi-Civita
connection ∇. As a result of the conformal invariance of conformal geodesics, it follows that the
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spacetime curves do not change (as set points) writing the equations in this form. Furthermore,
their parameter τˇ remains unchanged. The 1-form is transformed according to
fˇ → f∗ = fˇ − (ΘΘˇ)−1d(ΘΘˇ),
and therefore
〈f∗, x˙〉 = 0, f∗
S˜
= f
S˜
+ ϑ−1dϑ, on S˜.
If one expresses the 1-form f∗ in terms of the g-orthonormal frame eα satisfying e0 ⊥ S˜, one
obtains
f∗
0
= 0, f∗a = fa + ϑ
−1〈dϑ, ea〉, a = 1, 2, 3.
The fields ˙ˇx and f∗α are the initial data for the Ωˇ-congruence written in terms of g, eα and ∇.
As ς → 1 and 〈dϑ, ea〉 = O(ρ¯) as ρ¯→ 0, then
Θˇ→ Θ, ˙ˇx→ x˙, f∗α → fα as ρ¯→ 0. (44)
This means that the limits of the initial data for both congruences coincide on I0
′
, and therefore
the corresponding curves are identical on I¯ ′.
Now, one can go back to the arguments used to show the smoothness of the construction in
terms of the Ω˘-congruence and apply them to the Ωˇ-congruence. One concludes that in a certain
neighbourhood O′ ⊂ M¯′ of I¯ ′ the gauge and construction of Section 3 for the Ωˇ-congruence is as
smooth an regular the one based on the Ω˘-congruence. This result is summarised in the following
lemma:
Lemma 7. For stationary asymptotically flat spacetimes the construction of the set I¯ ′ is inde-
pendent of the choice of conformal factor Ω. The set I ′ coincides with the projection π′(I) of the
cylinder at space-like infinity as defined in Section 3.
This concludes the proof of our Main Theorem —cfr. Subsection 1.6.
7 Conclusions
The discussion in the previous section has shown that, for initial data sets which are stationary
in the asymptotic region, the construction of the cylinder at spatial infinity is as regular as one
would expect it to be. As a consequence, the solutions to the associated regular initial value
problem at spatial infinity are regular at the critical sets I± notwithstanding the degeneracy of
a subset of the evolution equations at these sets. As the length of our analysis shows, this is by
no means an obvious result, and it makes evident the delicate interplay between geometry and
properties of differential equations that the conformal framework allows to resolve. Moreover, it
brings to the forefront the special role played by stationary solutions in the class of solutions to
the Einstein field equations admitting a smooth compactification at null infinity.
It is worth pointing out that the analysis carried out in this article is essentially a space-
time one. A proof of our main theorem that relies only on properties of stationary data and
the conformal evolution would be, by necessity, much more complicated and would require an
understanding of the structure of the conformal field equations that is not yet available.
It is expected that our analysis will play an essential role in the construction of suitable
non-time symmetric generalisations of the rigidity results for asymptotically simple spacetimes in
[46, 45]. In this respect, it will also be of interest to obtain a parametrisation of a large class of
initial data sets for which it is easy to recognise when the data is, in fact, stationary. This type
of characterisations may well require the consideration of other properties of stationary solutions
at spatial infinity which have not been touched upon here —most notably, whether stationary
data sets satisfy some generalisation of the regularity conditions of [24, 44].
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A Various expansions
In this appendix we collect the expansions of some auxiliary quantities used in this article.
Recalling that Ω¯ = ρ−1V
1
2Ω one obtains
Ω¯ = ρ+Mρ2 +
1
6M2
ρ3
(
5M4 + 2MMabe
aeb + 2(Sae
a)2
)
+O(ρ4),
∂aΩ¯ = ea + 2Meaρ+
1
6M2
ρ2
(
15M4ea + 2MeaMbce
bec
+4MMabe
b + 2ea(Sbe
b)2 + 4Sa(Sbe
b)
)
+O(ρ3),
∂a∂bΩ¯ =
1
ρ
(δab − e
aeb) + 2Mδab +
1
3M2
ρ
(
15
2 M
4(δab + eaeb)
+M
(
2Mab + 4e(aMb)ce
c + (δab − eaeb)Mcde
ced
)
+2SaSb + 4e(aSb)Sce
c + (δab − eaeb)(Sce
c)2
)
+O(ρ2).
Also
g¯ab ∂aΩ¯∂bΩ¯ = −ρ
2 − 4Mρ3 −
1
M2
ρ4
(
9M4 + 2MMabe
aeb + 2(Sae
a)2
)
+O(ρ5).
The Christoffel symbols of g¯ are given by
Γ¯µ
ρ
ν =
1
2 g¯
ρλ
(
∂µg¯λν + ∂ν g¯µλ − ∂λg¯µν
)
.
It follows that
Γ¯t
a
t = −
1
2
g¯ab∂bg¯tt
= ρ3ea + 6Mρ4ea +
2
3M2
ρ5
(
26M4ea + eaMMbce
bec
+MMa be
b + ea(Sbe
b)2 + SaSbe
b
)
+O(ρ6),
Γ¯t
b
a =
1
2
(
g¯bt∂ag¯tt + g¯
bc∂ag¯tc − g¯
bc∂cg¯ta
)
= −ρ3(2Sceca
b + ecSdecdae
b + ecSde
cdbea) +O(ρ
4),
Γ¯a
c
b = g¯
ct∂(ag¯b)t +
1
2 g¯
cd(∂ag¯bd + ∂bg¯ad − ∂dg¯ab)
= ρ−1(δabe
c − 2δc(aeb)) +
1
3M2
ρ
(
−M4
(
δabe
c + eaebe
c − 2δc(aeb))
+2M
(
2e(aMb)
c − ecMab + 2δ
c
(aMb)de
d − 2δabM
c
de
d
+δabe
cMdee
dee − 2e(ae
cMb)de
d
)
+ 2
(
2e(aSb)S
c − ecSaSb
+2δc(aSb)Sde
d − 2δabS
cSde
d + δabe
c(Sde
d)2 − 2e(ae
cSb)Sde
d
))
+O(ρ2).
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