Abstract-In this paper, we address the robust linear transceiver design for dual-hop amplify-and-forward (AF) MIMO relay systems, where both transmitters and receivers have imperfect channel state information (CSI). With the statistics of channel estimation errors in the two hops being Gaussian, we formulate the robust linear-minimum-mean-square-error (LMMSE) transceiver design problem using the Bayesian framework, and derive a closed-form solution. Simulation results show that the proposed algorithm reduces the sensitivity of the relay system to channel estimation errors, and performs better than the algorithm using estimated channel only.
I. INTRODUCTION
Recently, cooperative communication has gained significant interest, due to its great potentials to improve reliability, coverage and capacity of wireless links [1] [2] . Generally speaking, there are three kinds of relay protocols, amplify-andforward (AF), compress-and-forward (CF) and decode-andforward (DF). Among the three schemes, AF is conceptually the simplest one, in which the relay just scales the signal transmitted from the source, and then transmits to the destination. Due to its simplicity and low implementation complexity, AF strategy has received many researchers' attention.
On the other hand, it is well-known that in fully scattered environments, multiantenna systems provide spatial diversity and multiplexing gains. This kind of benefits can be directly introduced into cooperative communications via deployment of multiple antennas at transmitters and receivers. The combination of AF and MIMO systems brings great potentials in performance improvement.
Linear transceiver design for AF MIMO relay systems has been addressed in [2] , [3] , [4] and [5] . The capacity scaling law of MIMO relay networks has been discussed in [2] . The linear transceiver design for the fixed relay in cellular networks has been addressed in [3] . Joint linear-minimum-meansquare-error (LMMSE) transceiver design for AF MIMO relay systems is considered in [4] and [5] . However, all of the above mentioned works require the channel state information (CSI) perfectly known at the transmitters and receivers.
Unfortunately, in practical systems, channel estimation errors are inevitable, which should be taken into account in transceiver design. In this paper, we propose a robust linear transceiver design method for AF MIMO relay systems. The
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II. PROBLEM FORMULATION
In this paper, a dual-hop amplify-and-forward (AF) cooperative communication system is considered. In the considered system, there is one source with N S antennas, one relay with M R receive antennas and N R transmit antennas, and one destination with M D antennas, as shown in Fig. 1 . At the first hop, the source transmits data to the relay. The received signal, x, at the relay is
where s is the data vector transmitted by the source with the covariance matrix R s = E{ss H }. The matrix H sr is the MIMO channel matrix between the source and the relay. Symbol n 1 is the additive Gaussian noise with covariance matrix R n1 . At the relay, the received signal x is multiplied by a precoder matrix F, under a power constraint Tr(FR x F H ) ≤ P where R x = E{xx H } and P is the maximum transmit power. Then the resulting signal is transmitted to the destination. The received signal at the destination, y, can be written as
where H rd is the MIMO channel matrix between the relay and the destination, and n 2 is the additive Gaussian noise vector at the second hop with covariance matrix R n2 . In order to guarantee the transmitted data s can be recovered at the destination, it is assumed that M R , N R , and M D are greater than or equal to N S [4] . It is assumed that both the relay and destination have the estimated channel state information (CSI). When channel estimation errors are considered, we have
where the symbolsH sr andH rd are the estimated CSI, while ΔH sr and ΔH rd are the corresponding channel estimation errors whose elements are zero mean Gaussian random variables. In general, the M R × N S matrix ΔH sr can be written as
sr where the elements of the M R × N S matrix H W are independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and unit variance. The M R × M R matrix Σ sr and N S × N S matrix Ψ T sr are the row and column covariance matrices of ΔH sr , respectively [6] . It is easy to see that vec(ΔH
based on which ΔH sr is said to have a matrix-variate complex Gaussian distribution, which can be written as [7] 
with the probability density function (p.d.f.) given by [8] [9]
(5) Similarly, for the estimation error in the second hop, we have
where
rd are the row and column covariance matrices of ΔH rd , respectively. It is assumed that the channel estimation errors, ΔH sr and ΔH rd , are independent. At the destination, a linear equalizer G is adopted to detect the transmitted data s. The problem is how to design the linear precoder matrix F at the relay and the linear equalizer G at the destination to minimize the mean square errors (MSE) of the received data at the destination:
where the expectation is taken with respect to s, ΔH sr , ΔH rd , n 1 and n 2 .
III. ROBUST TRANSCEIVER DESIGN FOR MIMO RELAY

A. MSE Averaged over Channel Uncertainties
Since s, n 1 and n 2 are independent, the MSE expression (7) can be written as
Because ΔH sr and ΔH rd are independent, the first term of MSE is
For the inner expectation, due to the fact that the distribution of ΔH sr is matrix-variate complex Gaussian with zero mean, the following equation holds [7] 
Applying (10) and the corresponding result for ΔH rd to (9), the first term of MSE becomes
Similarly, the second term of MSE in (8) can be simplified as
Based on (11) and (12), the MSE (8) equals to
Notice that the matrix R x is the autocorrelation matrix of the receive signal x at the relay.
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B. Joint Robust Design of Equalizer and Precoder
Subject to the transmit power constraint at the relay, the joint design of equalizer and precoder can be expressed as the following optimization problem
Since the constraint does not involve the equalizer G, when the precoder matrix F is fixed, the optimal linear equalizer, G opt , satisfies the following condition
based on which we have
Substituting (18) into (13), the MSE at the destination equals to
Since K 1 2 and R x 1 2 are both Hermitian matrices, exploiting the matrix inversion lemma, we have
Putting (20) 
From (15), K = Tr(FR x F H Ψ rd )Σ rd + R n2 , so MSE(F) is a high order function of F and the problem of minimizing (21) is very difficult to solve. In order to proceed, notice that [10] 
where λ max (Z) denotes the largest eigenvalue of Z. Since for the minimum MSE, the corresponding transmit power must be on the boundary (i.e., Tr(FR x F H ) = P ), we have P λ max (Ψ rd )Σ rd + R n2 K. As shown in Appendix I, when K in (21) is replaced by its upper-bound Φ P λ max (Ψ rd )Σ rd + R n2 , the resultant MSE expression, denoted as MSE U (F) and defined in (43), is an upper-bound of MSE(F) (i.e., MSE U (F) ≥ MSE(F)). Therefore, we propose to design the precoder F by minimizing MSE U (F), which corresponds to
where the constant c is neglected, which does not affect the optimization problem. Notice that when Ψ rd ∝ I, the replacement involves no approximation. Based on eigendecompostion, we have
where the matrices U T and U Θ consist of the eigenvectors of T and Θ, respectively, while the diagonal matrices Λ T and Λ Θ contains the eigenvalues of T and Θ, respectively. Without loss of generality, it is assumed that the diagonal elements of Λ T and Λ Θ are in decreasing order. Substituting (24) and (25) into (23) and defining
the optimization problem can be written in a compact form as
For the objective function of (27), notice that
where B is defined as B (F H Λ ΘF + I MR ) −1 , λ B,i is the i th largest eigenvalue of B, and the symbol λ T,i denotes the i th diagonal element of Λ T . In (28), the equality holds when the matrix B is diagonal with diagonal elements in increasing order [11, 9 .H.1.h]. Therefore, for the optimal solution, (F H Λ ΘF + I MR ) −1 must be diagonal with diagonal elements in increasing order.
Based on the diagonal structure, introducing a permutation matrix with dimension M × M as
the objective function of the optimization problem (27) can be rewritten as
where Λ T = Q MR Λ T Q MR and Λ Θ = Q NR Λ Θ Q NR are Λ T and Λ Θ with diagonal elements in reverse order, and F =
Q NRF Q MR . With the fact that Λ T is a diagonal matrix, the optimization problem (27) can be reformulated as
where the symbol d{Z} denotes the vector formed from the main diagonal of Z. Notice that because of the permutation matrices, the order of b is the reverse to that of the main diagonal of B (i.e., the elements of b are in decreasing order). Together with the fact that the diagonal elements of Λ T are in increasing order, the function f 0 (b) is Schurconcave [11, 3.H.3 ] . Based on [12, Theorem 1 ], the optimal F = Q NRF Q MR for the problem (31) has zero elements except along the rightmost main diagonal. Defining N = min(Rank(Λ Θ ), M R ), the optimalF has the following structureF
With (32), the optimization problem (27) can be rewritten as
where λ Θ,i denotes the i th diagonal element of Λ Θ . Obviously, the solution of the problem (33) is the modified waterfilling [13] , and based on the Karush-Kuhn-Tucker (KKT) conditions of (33), we have [14] 
where μ > 0 is the Lagrangian multiplier such that
From the definition ofF in (26), (32) and (34), we can write the optimal F compactly as
The matricesΛ Θ andΛ T are the principle submatrices of Λ Θ and Λ T with dimensions N ×N . The matrices U Θ,N and U T,N are the first N cloumns of U Θ and U T , respectively. Notice that when the sourcerelay link is noiseless and the channel realization is perfectly known, equation (35) reduces to the point-to-point MIMO robust LMMSE transceiver [15] . If both two channels are exactly known, (35) is exactly the solution in [5] .
IV. NUMERICAL EXPERIMENTS
In this section, simulation results will be shown to verify the effectiveness of the proposed algorithm. In this paper, the source, relay and destination are all equipped with 3 antennas.
At the source, it is assumed that the transmit power Tr(R s ) = 20dB and the modulation scheme is QPSK. The estimated channel matrices,H sr andH rd , arē The estimation error correlation matrices are assumed to be
In each simulation run, channel estimation errors, ΔH sr and ΔH rd , are generated independently, according to (4) and (6), respectively, and 1000 trials are averaged to give each point in the figures. Fig. 2 shows the MSE of the received signal at the destination versus the transmit power at the relay P , for the algorithm using estimated channel matrices only and the proposed Bayesian algorithm, with different values of β, when α = 0.4. It can be seen that in general, the whole system performance degrades when the correlation factor β increases. This is due to the fact that channel correlations reduce the number of effective eigenchannels [6] . However, the performance of the proposed algorithm is significantly better than the algorithm using estimated channel matrices only, regardless of the value of β. Fig. 3 shows the corresponding results for different values of α, when β = 0.4. A similar conclusion to that of Fig. 2 can be drawn.
V. CONCLUSIONS
In this paper, we presented the joint design of linear transceivers for AF MIMO relay systems under the knowledge of estimated channel and error covariance matrices. The statistics of channel estimation errors were incorporated into the transceiver design using the Bayesian framework. A closedform solution has been derived and two existing algorithms were shown to be special cases of our framework. From the simulations, it was found that the proposed algorithm reduces the sensitivity of the relay system to channel estimation errors, and improves the system performance greatly, compared to the algorithm using estimated channel only.
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