The book chapter will aim at introducing the background knowledge, basic theories, supporting techniques, numerical results, and future research for the high-order symplectic finite-difference time-domain scheme. The theories of symplectic geometry and Hamiltonian are reviewed in Section 2 followed by the symplectiness of Maxwell's equations presented in Section 3. Next, the numerical stability and dispersion analyses are given in Section 4. Then, in Section 5, we will make a tour of the supporting techniques but do not discuss them in detail. These techniques involve source excitation, perfectly matched layer, near-to-farfield transformation, inhomogeneous boundary treatments, and parameter extractions. The numerical results on propagation, scattering, and guided-wave problems are shown in Section 6. The high-order symplectic finite-difference time-domain scheme demonstrates the powerful advantages and potentials for the time-domain solution of Maxwell's equations, especially for electrically-large objects and for long-term simulation. Finally, the conclusion and future research are summarized in Section 7.
Introduction
The traditional finite-difference time-domain (FDTD) method [1] [2] [3] [4] , which is explicit second-order-accurate in both space and time, has been widely applied to electromagnetic computation and simulation. The main advantages of the FDTD-based techniques for solving electromagnetic problems are computational simplicity and low operation count. Furthermore, it is well suited to analyze transient problems and is good at modeling
Mathematical foundations
The partial mathematical proofs are cited from [28, 29, 47] . where H denotes complex conjugate transpose or adjoint.
The complex-symplectic inner product has the following properties: (1) Conjugate bilinear property:
, and __  is the conjugate complex of  ; (2) Skew-Hermitian property: 
) exp(L are both orthogonal and real-symplectic matrices. We call ) exp(L symplectic-orthogonal matrix.
) exp(L are both unitary and complex-symplectic matrices. We call ) exp(L symplectic-unitary matrix.
Symplectic framework of Maxwell's equations
A Helicity generating function [48] for Maxwell's equations in free space is introduced as
where 3 3 } 0 {  is the 3 3 null matrix and R is the three-dimensional curl operator.
However, the Helicity generating function has little physical meaning. It is known however that the total stored energy of electromagnetic field is constant in an energy conserving system. Hence, the total stored energy is taken to be the Hamiltonian
It is well known that (13) where A and  are the vector and scalar potentials and can be uniquely defined by using a Lorentz gauge or a Coulomb gauge. If we define the conjugate momentum and coordinate as
The Hamiltonian can be rewritten as
The equations of motion is to be Maxwell's equations.
The time evolution of (8) from
is the time evolution matrix (TEMA) or symplectic flow of Maxwell's equations. For infinite-dimensional real space, we define the inner product 
we can know
is a skew-symmetric operator. Hence R is a symmetric operator, i.e.
T R R 
. Based on Theory 6, the TEMA of Maxwell's equations is a symplectic-orthogonal matrix in real space. For infinite-dimensional complex space, we define the inner product
The forward and inverse Fourier transforms for electromagnetic field components are respectively 
we know that the Fourier operator  is a unitary operator, i.e.
Next, using the differential property of Fourier transform
we can obtain the spectral-domain form of Maxwell's equations 
where R is a Hermitian matrix, i.e. R R H . Finally, considering the unitary property of the Fourier operator, we can convert the spectral-domain form (25) into the spatial-domain form (27) (27) where 3 3 ( )
It is easy to show that
. Based on Theory 7, the TEMA of Maxwell's equations is a symplectic-unitary matrix in complex space. It is well known that the total energy of electromagnetic field in free space can be represented as
No matter in complex space or in real space, the TEMA ) exp( L t  accurately conserves the total energy of electromagnetic field. In other words, the TEMA ) exp( L t  only rotates the electromagnetic field components (Theory 5). In addition, if an algorithm can accurately conserve the total energy of electromagnetic field, it is to be unconditionally stable.
Both in complex space and in real space, we can split
The split TEMA can be approximated by the explicit m-stage pth-order symplectic integration scheme [32, 49]  (31) where l c and l d are the symplectic integrators and satisfy the time-reversible [49] or symmetric relations [50] , i.e. Table 1 lists the three-order symmetric symplectic integrators and the fourth-order timereversible symplectic integrators [40] . The time-stepping diagram for the five-stage fourthorder symplectic scheme [32] is shown in Fig. 1 . 
Numerical stability and dispersion analyses
We first present the numerical stability and dispersion analyses for the one-dimensional problem, then extend them to the three-dimensional problem.
Given the field components ) , ( where S is the amplification matrix.
The well-known plane wave expansions are
where 0 k is the numerical wave number, and  and  are spherical angles.
Using the q-th staggered differences to approximate the spatial first-order derivatives, we get
where 
Each stage of (40) is the symplectic transform, and therefore [51] , which can be easily testified by (40) . As a result, (40) is multiplied term by term, then we get 
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For the three-dimensional problem, the continuous-time discrete-space Maxwell's equations can be written as 
where K is the tensor matrix defined by the spherical angles [52] . Although (47) is a 6 6  matrix, it has only two independent eigenvalues related to TE and TM waves. Hence, (47) and (39) (49) decoupling the spatial stability factor from the time stability factor is more flexible and convenient for analyzing the stability limits of SFDTD(p,q) schemes, where p is the order for the time-stepping scheme and q is the order for the spatial differences. The stability limits [40] for the time-domain solvers are listed in Table 3 . (51) and the phase velocity error can be defined as Fig. 2 . The SFDTD(4,4) scheme is superior to the traditional FDTD(2,2) method, FDTD(2,4) approach [18] , and R-K(4,4) [3] strategy. Although the J-Fang(4,4) method [17] is the best solver, but it suffers from the intractable boundary treatments. 
Order (q)

Supporting techniques
The basic formulations of the high-order SFDTD scheme are presented in [32, 38] . The perfectly matched layer (PML) absorbing boundary conditions are given in [31, [41] [42] [43] . The total field and scattered field techniques are developed in [34, 53] . The near-to-far-field transformation is put forward in [38] . The high-order subcell and the high-order conformal strategies are proposed in [38, 39, 54, 55, 56] . The parameter extraction and source excitation techniques are discussed in [41] . A function of space and time evaluated at a discrete point in the Cartesian lattice and at a discrete stage in the time step can be notated as Take the SFDTD(p,4) scheme for example, the update equation for the scaled electric field component is given by 
is the averaged value of the scaled electric field component
. The two-dimensional interpolation formula for the magnetic field can be expressed in the form , the CFL number is chosen to be 0.797, and the time step 5100  n . To obtain high-order accuracy, we use the analytical solution to treat the perfect electric conductor (PEC) boundary. Compared with the SFDTD(4,4) scheme, the R-K (4,4) approach has obvious amplitude error. Furthermore, within given numerical precision, the required memory of the R-K approach is four times more than that of the symplectic scheme.
Numerical results
c. Three-dimensional waveguide resonator problem
The resonant frequency is analyzed for a rectangular waveguide cavity. (3,4) scheme. Fig. 5 shows the curves of the normalized total energy and their peaks correspond to the resonant frequencies. One can see that compared with the highorder FDTD(2,4) approach and the traditional FDTD(2,2) method, the SFDTD(3,4) scheme can find the resonant frequencies better. .5. The ten layered PML is used to truncate the two waveguide ports, and the sinusoidal-modulated Gaussian pulse is employed as the excitation source. In particular, the PEC boundary is treated with the image technique [15] , and the air-dielectric interface is modeled by the scheme proposed in [38] . As shown in Fig. 6 , the wide-band scattering parameter is extracted after 5000 time steps. Compared with the traditional FDTD(2,2) method, the SFDTD(3,4) scheme can obtain satisfying numerical solution under the coarse grid condition.
e. Three-dimensional scattering problem of electrically-large sphere The next example considered is the scattering from a electrically-large conducting sphere of diameter 14 wavelengths. In particular, we use only 7 PPW to model the curved surfaces. From Fig. 7 and Fig. 8 , compared with the low-order conformal (LC)-FDTD(2,2) method [8] and the High-order staircased (HS)-SFDTD(3,4) approach, the high-order conformal (HC)-SFDTD(3,4) scheme [55, 56] agrees with the analytical solution very well. The relative twonorm errors of the bistatic RCS by different methods in the E-plane and H-plane are listed in Table 4 . The numerical error of the HC-SFDTD(3,4) scheme is controlled by 1%. It can be clearly seen that the locations of the error peaks for the HS-SFDTD(3,4) and the LC-FDTD(2,2) methods are different. The error by the HS-SFDTD(3,4) method is due to the staircase approximation, while the error by the LC-FDTD(2,2) method is due to the numerical dispersion. Within the same relative two-norm errors bound (1%), we change the settings of the space step and the CFL number, and the CPU time and memory consumed by different algorithms are recorded in Table 5 . From the table, the HC-SFDTD(3,4) scheme saves considerable memory and CPU time. 
Conclusion and future work
The SFDTD scheme, which is explicit high-order accurate in both space and time, is energyconserving, highly stable, and efficient. On one hand, the scheme can achieve high-order accuracy by using the high-order spatial differences with the simple Yee lattice. On the other hand, by using the symplectic integrators, the scheme demonstrates satisfying numerical performances under long-term simulation. Finally, with the supporting techniques, the scheme is suitable for the electromagnetic modeling of complex structures and media. The future work will focus on the following aspects: (1) The other symplectic integrators, such as composite symplectic integrators [57] , can be introduced and optimized for computational electromagnetics; (2) The symplectic integration scheme can be combined with other spatial discretization methods, such as multi-resolution expansion method; (3) The high-order implicit symplectic scheme can be developed for some engineering applications; (4) The symplectic integration scheme is a general solver for a variety of Hamiltonian systems and can be applied to the multi-physics simulation.
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