INTRODUCTION
Numerous investigators have shown that the earth's climate responds linearly, to some unresolved extent, to variations in the earth's orbital geometry (e.g., Hays et al., 1976; Kominz and Pisias, 1979) . Since this climate response is continuously recorded in deep-sea sediments by climatically sensitive parameters, the orbital/climate link provides a unique opportunity for establishing a late Pleistocene geochronology. This can be achieved by considering the known history of the orbital forcing as an orbital "metronome,"
and the related portion (the climate response) embedded in the geological data, as a "metronomic record" (Fig. 1) . The metronomic record is distorted while being recorded in deep-sea sediments by such things as changes in sed- ' LDGO Contribution Number 3994. imentation rate. Provided the lag between the orbital forcing and climatic response is constant, tuning the climatic response to keep pace with the orbital metronome will yield an absolute chronology.
In this paper we use such an "orbital tuning" concept, first developed by Milankovitch (1941) , to create a continuous, high-resolution chronostratigraphy based upon a high-resolution, well-controlled oxygen-isotope stratigraphy (Pisias et al., 1984) . We also assess the overall sensitivity of an orbitally based chronology to various assumptions associated with orbital tuning techniques and attempt to estimate the error envelope associated with the resultant chronology. Our strategy involves the use of four different orbital tuning approaches. Obviously, these approaches are not independent, as they all depend on the specific assumption of orbital forcing. Level numbers are referred to in Table 1 .
Each, however, does make a different assumption as to the exact nature of the metronomic record and how it should be manipulated and tuned (Table 1) . Consequently, each approach is susceptible and more sensitive to different errors. Since some of the approaches utilize more than one climatic indicator, biases associated with any one particular recording of the climate are eliminated.
Each of our four orbital tuning approaches produces a unique chronology. The differences between these chronologies reveal the sensitivities of the specific tuning techniques and their underlying assumptions. They also provide a basis from which to select and evaluate the reliability of a "best" time scale. Furthermore, their degree of convergence helps answer questions related to the orbital/climate link. In this way we (1) obtain the highest resolution orbitally based geochronology, (2) estimate its limitations, and (3) obtain information about the degree to which variations in the earth's orbit affect global climate. Furthermore, the results here can be used to assess the long, lower resolution orbitally based chronology of Imbrie et al. (1984) which was limited to a single climatic indicator (8r80) and one tuning technique.
STRATIGRAPHY AND DATA
A geological time scale is only as useful as the stratigraphic framework on which it is built. That is, stratigraphic knowledge permits the identification and elimination of disturbances in individual records and stratigraphic correlation makes it possible to apply a given time scale universally. Pisias et al. (1984) correlated and stacked seven globally representative benthic-foraminiferal-based oxygen-isotope records to construct a "standard" stratigraphy for deep-sea sediments spanning about the last 300,000 yr. The stacking serves to enhance the signal-to-noise ratio and eliminate flaws present in individual records. Over 40 welldefined features survived this stacking process, suggesting that high-frequency variations in the global climate system are recorded and preserved with remarkable fidelity in the marine sediment record. Their results indicate that detailed correlations are possible at the sampling interval (2000-4000 yr in the records used). The Pisias ef al. (1984) stratigraphy therefore provides an excellent framework upon which a high-resolution deep-sea chronology can be built.
Any core with sufficient stratigraphic quality and temporal resolution can be tied into the Pisias et al. (1984) stratigraphic framework. We develop our chronology in core RCll-120, from the southwestern subpolar Indian Ocean. This core was chosen from several hundred examined for the Hays et al. (1976) testing of the orbital theory of climatic forcing. It has the necessary quality and temporal resolution, and offers several distinct advantages as well.
Most importantly, RCl I-120 provides five climatically sensitive data sets ( Fig. 2 ; values in Appendix): planktonic, and limited benthic (upper -3 m), oxygen-isotope measurements (alsO); relative abundance of the radiolarian Cycladophora davisiana;
estimates of summer sea surface temperature (TS); carbon isotope measurements (V3C); and percentage CaC03 present. Measurements of the first three parameters were made at lo-cm intervals and presented in Hays et al., 1976 . This sampling interval has since been increased to 5 cm for all parameters except percentage CaCO, which is presented at 20-cm intervals.
The exact climatic significance of these parameters, or "paleoclimatic indicators," is uncertain (Shackleton 1977; Broecker, 1982; Shackleton and Opdyke, 1973; Hays et al., 1976; Imbrie and Kipp, 1971; Berger, 1973; Dunn, 1982; Moore et al., 1982) . Regardless, despite differences in the character of the individual records, they all display some similarities in the timing of certain peaks and troughs (Fig. 2) . These parameters should therefore provide a good basis on which to test or improve several of the tuning approaches and to free the results from bias associated with any one particular recording of the climate signal.
In addition to the above, the availability of both benthic and planktonic oxygen-isotope data aids in evaluating errors introduced by transferring the chronology to the benthonic-based stratigraphic framework. The core has a time scale, established independently of orbital tuning techniques (Hays et al., 1976) , providing initial time control to minimize problems associated with filtering the data, as required in the first approach. Also for that approach, the 6180 record can be extended by almost 200,000 yr by appending an overlapping isotope record from core E49-18 (Hays et al., 1976) . This extension minimizes information loss due to the filtering process. Together, these unique advantages of RCl I-120 make it ideal for developing a high-resolution chronology.
PHASE LOCKED APPROACH

Assumptions and Potential Error Sorwces
In this tuning approach we assume that the phase (i.e., lags) between the dominant components of the orbital forcing, obliquity, and precession, and the corresponding components recorded in the geological data, are constant over the last 300,000 yr. To implement this approach we must (1) determine what these lags are and (2) adjust the chronology to force these lags to be constant over the length of the record. This should provide a chronology accurate to the degree to which the assumption of constant phase is true and the accuracy with which the lags are determined and imposed.
The desired lag values and the precision at which they are determined are estimated from RCll-120 using the initial, independent chronology established for that core by Hays et al. (1976; their ELBOW time scale) . Over that interval which has the most certain chronology, 0 to 150,000 yr, the precessional component extracted from the 6180 record lags true precession by about 7600 + 1700 yr. As described below, the error associated with this, the shortest period component, controls this error term. The error associated with the underlying assumption (that the above determined phase lag is constant) is estimated by computing the deviation from this 7600-yr lag over the entire length of the time series with the ELBOW chronology as the time base. This results in a systematic error of 1700 2 2000 yr. This error should be added to that associated with the ELBOW chronology (+ 5%, at best), but we choose to bypass this radiometric error in favor of the orbital assumption.
That is, instead of maintaining a dependence on absolute radiametric dating, we rely on the assumption that the orbital metronome is recorded to some degree in the data. This + 5% error is therefore ignored in all of the approaches, although its affect here is to limit the above error estimate to a "best" case, or underestimate.
The error associated with our ability to impose the constant phase lag accurately is determined upon completion of the tuning. Experience shows that the magnitude of this error will be small relative to those already discussed.
Finally, the orbital components (metronomic record) must be filtered from the data in order to impose the constant phase lags. This introduces a fourth source of error. If the initial age control is inaccurate when the filtering is done, extraneous signal variance (nonlinear orbital and nonorbital-related components) is shifted or smeared into the band being filtered, while some of the metronomic record is shifted or smeared out of the band. This degrades and distorts the extracted metronomic record, which in turn limits our ability to tune the climate signal. The degree of degradation is dependent upon the magnitude of the errors in the initial chronology, the nature of their distribution throughout the length of the record being filtered, the width of the filter, and the proportion and distribution of extraneous frequency components present in the climate signal. The magnitude of this error is estimated through a controlled sensitivity study, briefly summarized below.
Sensitivity Tests
The initial tests were designed to determine the optimal filter width for extracting the obliquity component from the climate record under the worst case conditions: a 5% error in an initial chronology, distributed over the 400,000-yr length of an artifi-cial climate signal in a rapidly changing manner (from the full negative to full positive error in a time span of 50,000 yr). The tests involved filtering this distorted climate signal with filters of varying width, then tuning (phase locking) the extracted obliquity component with the true (undistorted) obliquity component.
The optimal filter is the narrowest one capable of extracting enough obliquity signal to allow a successful tuning.
Test results indicate that the filter must be wide enough to include essentially all of the distorted obliquity component variance, including that which has been smeared to neighboring frequency bands. This width is so great that it captures significant power from the extraneous components in the general frequency range of the obliquity component and adulterates the extracted signal enough to make the tuning erroneous and misleading.
This includes cases in which the tuned obliquity component displays a high coherence with true obliquity.
Furthermore, a narrower filter cannot be used to isolate some of the metronomic record (and none of the extraneous components) and partially eliminate the error allowing an iterative tuning approach. Therefore, the obliquity component, extracted by bandpass filtering techniques, is so sensitive to chronological error that it cannot be reliably used to tune the time scale. For errors less than the worst case, successful tuning is possible; however, in practice it cannot be assumed that the errors are less than the worst case.
Tests involving the precessional component were even less successful. With precession, though, its strong modulation due to the closeness of its dominant frequency components (periods 23,000 and 19,000 yr) has some advantages.
Our tests suggest that while a high coherency between the tuned precessional component (in the data) and true precession does not uniquely indicate a correct tuned result, a successful match of the timing and relative amplitudes of the modulations (i.e., the envelopes) between these components does indicate that the correct tuned results has been obtained.* Thus, obliquity and precession can be successfully filtered for tuning purposes only when the initial error is small (magnitude ~3% and going from the full positive to full negative amount over time spans of about 100,000 yr). In any case, the success of the tuning can be tested by comparing the shape of the envelopes between the extracted components (from the tuned signal) and the corresponding orbital components. In fact, we find that the tuning can be successful to + 2000 yr using just the extracted precessional component. This includes that error associated with our ability to impose the constant phase lag.
Implementation
In order to assure the best possible initial chronology, prior to filtering, we first tune using two of the climate records from RC I I-120, each of which is dominated by a single orbital component. These include C. davisiana and Ts. As shown by Hays et al. (1976) , C. davisiana is dominated by obliquity and Ts by precession. Therefore we treat these signals as if they are the extracted components by which they are dominated. This avoids the problem associated with filtering these components from the data as already discussed.
The phase lags to be imposed using the C. davisiana and Ts records are taken from Hays et al. (1976) . Based on their ELBOW chronology, the obliquity component of C.
* This implies a relatively high coherency between the tuned and true components, but a high coherency does not guarantee that the modulation of the envelopes is in phase as required here. This is due to the fact that coherency measures this match integrated over the entire length of the signals. An isolated mismatch in envelope modulation does not necessarily degrade the coherency significantly. Therefore. while a high coherency is necessary to establish that a direct relationship exists between the components being compared, a match in the modulation of the envelopes is necessary to establish that the time base of the two components is the same. davisiana lags true obliquity by -7000 yr and the 23,000 yr precessional component of Ts lags the true component by -3000 yr over the youngest 150,000 yr of the record. The time scale is adjusted to maintain these lags throughout the record length.
The modified time scale resulting from these adjustments is now used as the initial chronology for the 6r*O signal from which the precessional component is extracted for the final tuning stage. This record is filtered using a filter (gaussian, centered at 21,000 yr) determined in the previously described sensitivity study. Making the appropriate (further) adjustments to the time scale, the extracted precessional component is locked with a 7600-yr phase lag with true precession.
A final assessment of the success of this tuning is made by comparing the precessional component, extracted using this tuned time base, to true precession (Fig. 3) . The timing and relative amplitudes of the two signals agree extremely well, which, as discussed previously, suggests a successful tuning. The chronology resulting from this approach is presented in Figure 4 . The -5500-to +7500-yr error bars shown (rounded to the nearest 500 yr), result from linearly combining the -2000-to + 3700-yr error associated with the quality of the underlying assumption (that the phase is constant), the + 1700-yr uncertainty in the phase determination, and the -t2000-yr error related to our ability to impose the constant phase lag accurately.
DIRECT RESPONSE APPROACH Assumptions and Potential Error Sources
In this and the following approach we do not work solely with the metronomic record but with the complete unfiltered climate records. We must therefore assume knowledge of the nature of the climatic response to the orbital forcing. Here, the response is assumed to mimic simply the forcing, consistent with the original Milankovitch theory (1941) which suggests that the waxing and waning of continental ice sheets is in direct response to changes in solar irradiation at a particular latitude and time of year. Hence, the only difference between the recorded version of this response and the driving irradiation curve should be a distortion introduced by changes in the sediment accumulation rate which stretch and squeeze the recorded version relative to the forcing. This distortion is removed by correlating the data record to the forcing signal, or "tuning target." The accuracy of a chronology derived via this tuning technique is limited by the quality of the underlying assumption, the degree to which we correctly identify the proper irradiation forcing curve and associated climate response time, and the precision with which the data are correlated to the tuning target.
The quality of the underlying assumption (that the response mimics the forcing) is certainly the dominant source of error. This error is dependent upon the amount and distribution of extraneous variance (noise) in the climate record, i.e., variance not attributable to a direct response to the forcing. Since the complete climate record is correlated to the forcing curve, this extraneous variance is forced to correspond to the tuning target regardless of what it is attributable to. This is "overtuning," which introduces noise into the age model or. worse, produces an erroneous chronology.
Fortunately, RC 1 l-120 contains five different records of the climate response. Each is distinctly different in character ( Fig. 2) , as it represents a climatic indicator which responds in a different degree, or manner, to the forcing. Therefore, each contains a different (independent) distribution of extraneous variance or noise. If this noise is not overwhelming, individual chronologies resulting from correlating each record to the forcing should be grossly similar but differ in detail due to differences in the distribution of the noise. We then average these similar chronologies to minimize the noise and produce the best direct response chronology.
The resulting statistics provide an estimate of the magnitude of the noise which is a direct measure of the quality of the underlying assumption. This is an underestimate, though, since the statistics do not account for any extraneous variance which manifests itself in a similar manner amongst the various climate records.
An upper limit for this error is made by considering the limiting case, expected if our underlying assumption were exactly correct. That is, as stated above, the effect of overtuning is to introduce noise (i.e., irregularities) into the true chronology. If no extraneous variance is present in the climate records, we might expect a chronology which is smooth relative to one containing irregularities (assuming, of course, that the irregularities are not consistently of equal magnitude and opposite sign to the sedimentation rate changes). An upper limit is thus obtained by determining the average magnitude of the irregularities about a smoothed version of the resulting chronology.
We average this upper limit with the previous lower limit to produce a representative estimate of this potential source of error.
The magnitude of the error associated with the proper identification of the critical forcing irradiation curve is estimated from the literature. Milankovitch (1941) argued that the summer irradiation at 65"N is most crucial to the development or destruction of continental ice. The majority of recent workers (e.g., Broecker, 1966; Emiliani, 1966; Broecker et al.. 1968: Kominz and Pisias, 1979; McIntyre, 1979: Imbrie and Imbrie, 1980) agree with Milankovitch that the high northern latitude during summer months is critical to the buildup or decay of glacier ice. Differences as to the exact latitude, however, vary from 45"N (Broecker, 1966; Broecker et a/., 1968) to 65"N (Milankovitch, 1941 : Emiliani, 1966 McIntyre, 1979: Imbrie and Imbrie. 1980) with SO"N ( Kominz and Pisias, 1979 ) in between.
The major effect of latitude on the irradiation curve is to establish the relative amplitudes between the precession and obliquity components making up the irradiation curve. Over the range being considered here, the amplitude differences are fairly small and the effect on the timing of the irradiation peaks is essentially negligible. A correlation between the data and irradiation curve at any of these latitudes can therefore be expected to yield similar results.
Such is not the case for irradiation curves representing different times of the year. This timing controls the relative phasing of the two orbital components in the irradiation curve and thus alters the timing of the peaks and valleys in the signal. Any discrepancies in this value will introduce uncertainties in the resulting chronology. While most workers agree that the summer months represent the critical time of year, the uncertainty is which summer month can introduce errors as large as + 1750 yr if the central month (July) is chosen (the absolute phase of the obliquity component is fixed, so the 360" of possible phase is equivalent to the precessional period, -21,000 yr; thus a single month error introduces a phase error of + 1750 yr). This error is applicable to the 6i8O record. The response of the other climatic indicators may or may not be related to the disposition of continental ice sheets. However, Martinson (1982) , studying the effects of phase errors on the resulting chronology itself, concludes that except for Ts, the July irradiation curve is most representative of the other data records (to within approximately one month). The Ts record is therefore not used in this approach.
While the four remaining climatic indicators, or parameters, of RC 1 l-120 may all be responding in some manner to the same irradiation curve, they may have different response times. Since a parameter cannot respond before it has been forced, the parameter which leads all others (i.e., the one which produces the youngest age estimate at any particular depth) is the one whose chronology is closest in recovering the absolute chronology.
If this "minimum response" parameter responds instantaneously to the forcing, then its chronology has no systematic offset from the absolute chronology.
We assume that the minimum response parameter does represent an instantaneous response. Thus, the error associated with not knowing the lag between the forcing and response of this parameter is systematic and given by the difference between an instantaneous response (the quickest a parameter can obviously respond) and the actual lag of the minimum response parameter. We must therefore estimate the true lag to determine the magnitude of this error. Since we estimate a chronology for each of the RC 1 l-120 climatic indicators, we obtain the relative lags between the various parameters. We also use a model (in the next approach) which predicts the absolute lag of 8180 to be -5000 yr. By combining the relative lag between the minimum response parameter and 6i80, with the predicted absolute lag of 6180, we obtain an estimate of the absolute lag of the minimum response parameter. This provides an estimate of the error introduced by assuming an instantaneous time for the minimum response parameter.
Finally, to estimate a chronology from each climatic indicator of RCll-120, the records are correlated to the irradiation curve using the correlation method of Martinson et al. (1982) . This method offers the advantage of quickly producing an objective and high-resolution, continuous correlation. The correlation is expressed by a "mapping function" which relates depth in the core to time in the irradiation curve and is thus the age model. The error introduced via this tuning is small relative to the other sources of error and easily assessed upon examination of the correlated results.
Implementation
The results of correlating the data records to the 65"N, July irradiation curve are shown in Figures 5a and b . The correlations are quite good despite a couple of obvious miscorrelations resulting from the large, relative-amplitude discrepancies between the data and tuning target which coincide with an apparent hiatus in the data (Martinson, 1982, p. 139) . Smaller miscorrelations result from the difference in character between the data and irradiation curve. In all, these introduce errors of average magnitude <IO00 yr which manifest themselves as slight irregularities in the chronology. Their effect is thus included in the error estimate determined from the magnitude of the irregularities themselves.
Overall, the resulting chronologies look quite similar suggesting that the tuning technique is fairly insensitive to the particular recording of the climate signal. It also indicates that the extraneous variance is not overwhelming in the four records, so their chronologies can be averaged together after normalizing to the minimum response parameter, to produce the direct response chronology.
Examination of the results in Figure 5a reveals that C. duvisiana is the minimum response parameter. Comparison of this result to the remaining ones indicates that it leads the al80 and CaCO, by -2500 yr and 6t3C by -7500 yr. Upon removal of these lags (Fig. 6 ) the superimposed chronologies are remarkably similar. Miscorrelations and other independent and erroneous irregularities are now minimized by averaging the results, producing the direct response chronology shown in Figure 7 . The error associated with this averaging is + 3000 yr. As discussed previously, it is an underestimate.
To compute the related overestimate we trend of this averaged result. In RC 1 I-120 this trend appears to be a linear slope containing a slight offset at 6-m depth in the core. Evidence obtained by W. Prell (personal communication, 1983) indicates that the offset at 6 m was mechanically introduced. Indeed, at 6-m depth is the junction of two core pipes-a potential and common source of mechanical offset introduced by the core extrusion process. Assuming this to be the case, there is no a O-0 TIME C103~r 5.P) priori reason for suspecting that an actual change in sedimentation rate occurred across the offset. The linear trend is thus drawn (Fig. 7) using an eyeball fit (and adjusted to zero the mean difference) so that the slope of the two segments is equal. The magnitude (root mean square) of the perturbations about this trend is -3000 yr. Since this overestimate is the same as the & 3000-yr underestimate, the best estimate for the error related to the quality of the underlying assumption is t 3000 yr.
Finally, the minimum response parameter (C. duvisiana) leads EPO by 2500 yr while alsO has a 5000-yr (modeled) absolute lag. So, the systematic error associated with assuming that the minimum response parameter represents an instantaneous response is -2500 yr. Combining this with the 3000-yr error discussed above and the t 1750-yr error associated with our use of the July irradiation curve yields a total error range of -7500 to + 5000 yr.
NONLINEAR RESPONSE APPROACH
Assumptions and Potential Error Sources Irregularities (i.e., perturbations about the linear trend) present in the direct response chronology (assuming the error involved in determining the phase relationship of the forcing is fairly small, as indicated) essentially reflect (1) actual changes in sedimentation rate and/or (2) errors resulting from the forced overtuning of extraneous variance (i.e., signal arising from nonlinear and/or nonorbital effects). Those perturbations resulting from not accounting for the nonlinear response of the climate signal should be eliminated by correlating the data to a response inclusive of nonlinear effects. In the previous approach the response was assumed to be strictly linear, as it simply mimicked the forcing. Here, we try to account for the nonlinear response of the climate system, then correlate the data directly to this nonlinear response. If the proper response is used as the tuning target, we expect an improvement over the previous result in the form of a reduction in the magnitude of the perturbations.
Sources of error for this approach include those related to the degree to which we properly determine the nonlinear climate response and response time, quality of our underlying assumption, and precision with which the data are correlated to the tuning target.
Generation of the proper tuning target requires knowledge of how the nonlinear response manifests itself in the climate signal and the amount of lag, if any, between the forcing and response. The error associated with our estimation of the lag (system response time) is systematic and bounded at the upper limit since the shortest possible response time is instantaneous. A lower limit is estimated from models. These range from simple to complex and thus represent a reasonable sampling from which to make an estimate. They include Birchfield et al. (1981) , 6000 yr; Weertman (1976) , 6000 yr; Imbrie and Imbrie (1980) , 5000 yr; Calder (1974) , 7500 yr; and Saltzman et al. (1984) , 5000 yr. Owing to the small scatter, we average these values to obtain a representative estimate of 6000 yr. These limits therefore suggest that the chronology determined in this approach should lie between the (instantaneous) direct response chronology and a chronology as much as 6000 yr younger.
As before, errors associated with the quality of our underlying assumption arise through overtuning (forcing a match between the data, which contains nonorbitally related variance, and a tuning target which does not). This introduces noise (perturbations) into the age model, as does tuning to a target in which the nonlinear component has been improperly modeled. Therefore, the magnitude of these two sources of error is estimated together, by determining the magnitude of the perturbations about a smoothed trend of the resulting chronology. Minor perturbations introduced by miscorrelation are again included in this estimate.
We use the nonlinear climate response curve from the Imbrie and Imbrie (1980) model as our tuning target. This model offers a distinct advantage because its forcing function is the 65"N, July irradiation curve-the curve used as the direct response approach tuning target. This model thus allows us to isolate the effects of the nonlinear response on the chronology itself. That is, correlation of the model output to the irradiation input yields a mapping function (Fig. 8) whose only perturbations about a linear slope are a result of the nonlinearity introduced by the model (and any miscorrelation).
The magnitude of these perturbations provides an estimate of the nonlinear related noise in the direct response approach. Also, by comparing the distribution of the perturbations (along the abscissca) to those present in the 6'*0 direct response chronology, we estimate whether or not the nonlinearity introduced by this specific model is consistent with that present in the data.
As seen, the major hiatuses present in the mapping function (Fig. 8) at approximately 0, 70,000, 170.000. and 270,000 yr are present (slightly offset in some instances) in the direct response chronology as well. These features correspond to the lOO,OOO-yr eccentricity cycle introduced by the nonlinearity of the model. These similarities suggest that the model has, to some degree, introduced nonlinearities in a manner consistent with the data. The smaller perturbations reflect nonlinear effects of a much smaller scale with magnitude no larger than those introduced by miscorrelation (induced by the nonlinearity). The systematic offset of the mapping function from the linear slope in Figure 8 reflects the SOOO-yr system response time of this model (for the Si*O record). From this, the error related to the uncertainty in the system response time is -1000 to +2500 yr (i.e., the model introduces 5000 of our previously estimated 6000-yr lower limit, and since the S'*O record lags the minimum response parameter by 2500, the 5000-yr lag built into the tuning target may overestimate the system response by no more than 5000-2500 yr to remain causal).
Implementution
The oxygen-isotope record is correlated to the Imbrie and Imbrie model to produce the nonlinear response chronology (Fig. 9 ) which should include a minimal amount of noise attributed to nonlinear effects. In fact, the noise reduction should coincide with the major perturbations present in the mapping function of Figure 8 , representing the nonlinear effects introduced by the model. Indeed, the two results, when superimposed (Fig. 9) , still show some similarity but most of the major "apparent" hiatuses introduced by the nonlinear effects appear to be reduced. The remaining perturbations therefore represent actual sedimentation rate changes, nonorbital components or nonlinear effects not modeled by this particular model, as well as slight irregularities due to any miscorrelation.
The error related to the magnitude of the perturbations about the smoothed trend (established in the previous approach) is t3000 yr-the same as that in the direct response approach. This reflects the advantage of using four different climatic indicators in that approach to reduce the perturbations associated with any one particular recording. In this approach, a similar reduction is obtained by including the nonlinear effects in the tuning target for a single parameter. The reduction is not substantial though, suggesting that the nonlinear effects may not play as major a role in the actual timing of events as they do in the shape of them.
The +-3000-yr error above, combined with the -lOOO-to +2500-yr error associated with our uncertainty in the system response time, results in a total error of -4000 to +5500 yr.
PURE COMPONENTS APPROACH Assumptions and Potential Error Sources
The final tuning approach avoids errors associated with RCI l-120 by using the stacked Us0 record of Pisias et al. (1984) directly. This approach involves a tuning target constructed from the linear combination of "pure" components-the orbital components and their harmonics. The phases and amplitudes of the orbital components are determined in a manner similar to that used in the phase lock approach. The harmonic components are determined by implementing the approach in an iterative manner. That is, we begin by constructing the tuning target using only the frequency components of obliquity and precession taken directly from the Milankovitch theory. After tuning to this target, the data are spectrally analyzed for orbital harmonics which are added to the tuning target. Since the final target contains harmonics as well as pure orbital components, it implicitly assumes a nonlinear response. Sources of error for this approach include those related to the accuracy with which the phases of the components are determined, the quality of the underlying assumption, and the precision with which the data are successfully correlated to the tuning target. The phase related error is estimated, as in the phase locked approach, from the data using the independent chronology of Hays et al. (1976) .
The error related to the quality of the un-derlying assumption is essentially limited to the fact that extraneous variance is not fully modeled. As in the previous two approaches, this error is manifested through overtuning. An estimate of the magnitude of this error is made in the standard way by measuring the amplitude of the perturbations about the overall (smoothed) trend. This estimate includes error introduced due to miscorrelation of the data to the tuning target as usual.
Implementation
The amplitudes and phase of the orbital components comprising the tuning target are determined from the data (the stacked 6r80 record) using the initial (ELBOW) chronology from Hays et al. (1976) . In this case the phases, determined over the entire length of the signal, are 9000 r 3000 yr for obliquity and 1000 + 3500 yr for the 23,000-yr precessional component (which fixes the phase of the 19,000-yr component as well). These components are combined with a relative amplitude so as to produce a record looking most similar to the data. The initial time scale is then determined by correlating the data to this tuning target (similar to the direct response approach).
Spectral analysis of this initially tuned record reveals harmonics at 11,.500-and 15,000-yr periods. These harmonics are coherent with the true harmonics and thus included here. All four components are now combined; their relative amplitudes and phase are taken from the spectrum. The orbital phases, though, are adjusted within the error estimates to produce a tuning target (Fig. 10 ) most similar in shape to the data record. This results in phases of 6000 and 2000 yr for the obliquity and 23,000-yr precessional components, respectively.
The data are correlated to the tuning target and presented in Figure 11 . As seen, the determination of an overall trend is more difficult for this record than for the record of RCl I-120. Therefore, this result is transferred to RCll-120 before estimating the magnitude of the perturbations about the trend. This also allows us to be consistent in our estimate of the error.
The transfer is made by correlating the stacked isotope record to the 6r80 record of RCll-120.
However, the 6180 signal in the stacked record is based upon benthic foraminifera whereas the RC 1 l-120 benthic S1*O record extends only one third the length of the core owing to a paucity of benthic forams. Therefore, the transfer over the lower (older) two thirds of the record must be made by correlating the stacked benthic S180 record to the RCll-120 planktonic S180 record. This introduces an error related to subtle differences between the benthic-and planktonic-derived Si80 signals.
An estimate of the magnitude of this error is obtained by correlating the benthicand planktonic-derived S180 records of RCll-120 to one another. Because these signals are from the same core, the correlation between them should be described by a simple straight-line mapping function (representing a one-to-one correlation between the data points in the two records). Differences between the two signals, though, manifest themselves as perturbations about this straight line, and the magnitude of these provides an estimate of the error involved in correlating a benthic-to a planktonic-derived oxygen-isotope curve. In this manner, we determine the magnitude of this error to be -1000 yr (applicable to the older two thirds of the transferred chronology only).
The correlation between the stacked and RCll-120 S180 records is extremely good (Fig. 12 ) and the chronology is thus transferred to RCll-120 using the mapping (or transfer) function of Figure 12a . As estimated in the next section this transfer is accurate to approximately a single sampling interval which spans -1500 yr in RCll-120. This error estimate is computed in such a way that it includes the + lOOO-yr error related to correlating a benthic to a planktonic S180 record. Also, while this error must be included in transferring this (and the final) chronology to another record, it will contribute to increasing the magnitude of the perturbations about the overall trend. Thus, in this case this error is included in the error estimate derived from the magnitude of these perturbations. The pure components chronology after its transfer to RCl l-120 is shown in Figure  13 . The magnitude of the perturbations about the smooth trend is -4500 yr. Combined with the +3500-yr error related to the uncertainty in the highest frequency primary component (precession) it produces a total potential error of + 8000 yr.
FINAL CHRONOLOGY AND ITS TRANSFER
Combining the Results
The chronologies from each of the four orbital tuning approaches are now compared to reveal the degree of overall convergence (Fig. 14) . As seen, the convergence is quite good, especially given the variety of assumptions, climatic records, and tuning targets used to obtain the individual results. This convergence implies that the result is fairly insensitive to the tuning approach used.
We now determine the most appropriate FIG. 13. Pure components chronology after transfer to RCI l-120 using transfer function of Figure 12a . Error bars have magnitude 8000 yr. Linear trend represents an eyeball fit to overall trend of the result (slope of this trend is the same as that in the previous two age model results).
manner in which to combine (or choose amongst) these results in an effort to establish a single chronology. Since each chronology should have a nearly independent set of associated errors, an averaging of the various results may offer the best solution. In particular, averaging serves to enhance the true chronology while reducing the uncorrelated error and it allows two independent estimates for the error associated with 0 so 1m 150 im 250 300 TIME Cl @ y B.P.1
FIG. 14. Comparison of all four age models. Solid (bold) result is that from phase locked approach. Long dashed result from direct response approach. Dotted result from pure components response approach. Short dashed result from nonlinear approach. the resulting (averaged) chronology. First, the averaging itself has an associated error reflecting the degree of convergence. Second, the absolute errors for each chronology are averaged and then reduced by a factor of l/fi where n is the number of chronologies averaged. The difference in magnitude between these two estimates provides an additional measure of the quality of the overall error estimates and thus of the achieved result itself. As we have no other criteria for choosing an alternate method of combining the results, or choosing a best result from the four available, this averaging procedure offers the most unbiased choice and the smallest magnitude errors. Furthermore, by invoking no other criteria we maintain our dependence on a single underlying assumption: that the metronome is present to some extent in the data records.
The averaged chronology (averaging time, at l-cm depth intervals) is presented in Figure 1 .5 (values in Appendix).
The errors associated with the individual chronologies are averaged and reduced by l/t% (=0.5) to give an error estimate for the averaged chronology of magnitude of -3500 yr (including systematic errors). The IS. Final chronology (as it appears in RCII-120) based on average of four results presented in Figure 14 . Error envelope has average magnitude of 3500 yr. Error associated with standard deviation of the four individual results about this average is -C 2500 yr.
average magnitude of the error (standard deviation) reflecting the degree of convergence is 2500 yr. This represents an excellent agreement with the first estimate, and helps to instill a confidence in its magnitude and produced chronology.
We combine these two independent estimates of the total error in the following manner. The error associated with the degree of convergence produces an error envelope whose shape reflects the fact that the age estimates at some depths are more reliable than those at other depths. We then scale this envelope so that its average magnitude about the averaged chronology is equal to the absolute -3500-yr error computed from combining the error estimates from the individual chronologies.
The resulting envelope ( Fig. 15 ; values in Appendix) is therefore an estimate of the distribution of the absolute error over the length of the chronology.
Transferring the Chronology
The resolution of this final chronology is quite good and it can now be transferred to the stacked oxygen-isotope stratigraphy of Pisias et al. (1984) . This transfer is done using the mapping function established in the previous section (Fig. 12) , relating RCI I-120 to the stacked record. The excellent agreement between the two records using this correlation should assure the accuracy of the transfer. However, in order to test the sensitivity of the chronology to a transfer in this manner, the nonlinear orbital tuning approach is applied directly to the stacked record by correlating it to the Imbrie and Imbrie (1980) model output. This result is compared, in Figure 16 , to the nonlinear chronology developed in RC ll-120, but transferred to the stacked record via the transfer function of Figure 12 . As seen, the two results are extremely similar and agree to within ? 1500 yr. The transfer of the chronology to the stacked record is thus assumed to maintain the high integrity of the original results. An addition to the magnitude of the error envelope of 1500 yr accommodates the error associated with this transfer process.
The result of the age transfer produces the final chronology of Figure 17 and the standard oxygen-isotope chronostratigraphy of Figure 18 . The error envelope about the final chronology has an average (absolute) error of -t 5000 yr. The values of these results are tabulated in Table 2 . Figure 19 shows the instantaneous sedi- Pisias et al. (1984) . Age estimates for these features are given in Table 2 . Descriptions of the features are given in Pisias er a/. (1984; their Table V) . mentation rates resulting from this final chronology.
DISCUSSION AND CONCLUSION
We have used the concept of orbital tuning to construct a high-resolution chronostratigraphy whose stratigraphic foundation is based on the equally high-resolution oxygen-isotope stratigraphy of Pisias et al. (1984) . The actual construction involved several different assumptions (outlined in Table 1 ) as to how the orbital signal, or metronome, is embedded within the geological climate record and, therefore, how it should be isolated and/or adjusted to remove variations in the rate at which it was recorded. In this manner we have been able to test the sensitivity of orbital tuning to the actual orbital tuning technique used, while simultaneously assessing the magnitude of the error associated with such a chronological development.
The results have been highly successful and suggest that the age model produced is fairly insensitive to the tuning technique employed. Furthermore, the magnitude of the associated absolute error is consistently small throughout the -300,000 yr of the record used. This error has been computed as being +_3500 yr with an additional 1500-yr error related to the process of transferring the chronology to a different isotope record. This error is of similar magnitude to that estimated in an independent manner and is related to the degree of convergence of the individual chronologies produced from the different tuning strategies. This provides independent support for the magnitude of the errors presented and allows us to estimate how the absolute error is distributed with age.
To aid in its evaluation, the age estimates obtained in our final chronology are compared to a variety of age estimates made previously.
Ages for the last interglacial have been made using 230Th/234U based measurements on raised coral terraces. Dates for terraces corresponding to our events 5.1 (79,250 yr; stage 5a), 5.33 (103,290 yr; stage 5c), and 5.51-5.53 (122,560-125,190 yr; stage 5e) have been given for New Guinea (Bloom et al., 1974) : 82,000, 103,000, and 124,000 yr; Barbados (Fairbanks and Matthews, 1978) : 82,000, 105,000, and 125,000 yr; and Haiti (Dodge et al., 1983) : 81,000, 108,000, and 130,000 yr. Mix and Ruddiman (1986, Fig . 3) show the last glacial maximum (our event 2.2; 17,850 yr) having a i4C age ranging from 13,000 to 19,000 yr. These radiometric ages agree quite well with our orbitally derived ones. Imbrie et al. (1984) developed an orbitally based chronology for an 800,000-yr 6180 stacked record. They used a single that the tuned result is fairly insensitive to the actual tuning technique and climatic indicator used, the Imbrie et al. (1984) long time scale results are reinforced by those obtained here. Therefore, we suggest that for short (<300,000 yr), high-resolution data sets, the high-resolution chronology developed here is most applicable. For longer records, the Imbrie et al. (1984) chronology is the obvious choice.
Based on our chronology, we now determine an estimate for the amount of variance in the 6r80 climate record which can be attributed to a linear response to the orbital forcing.3 As previously discussed, Mi-3 The estimate for the total amount of described variance is achieved by computing the square of the correlation coefftcient between the St*0 record in time and the orbital forcing curve. The estimate for the described variance in a narrow frequency band is given by the squared coherence value for the frequency band of interest. lankovitch considered obliquity and pre-can be described by a simple linear recession to be the driving components in the sponse to orbital forcing. The remaining orbital forcing. Fully 80% of the PO vari-signal variance is unaccounted for by this ante distributed in the frequency range of simple model and requires further investithese two orbital components can be de-gation. scribed as a linear response to such an orFinally, the results obtained here have bital forcing. But, only 25% of the complete obvious implications. Most importantly W*O record can be described as a linear re-they demonstrate that orbital tuning techsponse to this forcing. If the lOO,OOO-yr ec-niques can provide consistent and seemcentricity component is included in the or-ingly reliable (based on a comparison to rabital forcing (it was not used for tuning), diametric dates) age estimates. Because the total variance described by a linear re-this chronology is for a globally representasponse is -5O%, and 72% of the variance in tive climatic record, any investigator can the frequency range of eccentricity can be transfer these ages to his own 8180 described by a linear response to the ec-record(s) and establish a standard and concentricity component. Therefore, the data sistent chronostratigraphy from which indisuggest that about 50% of the climate re-vidual time slices or entire records can be sponse (as recorded by the 6180 record) compared and evaluated. 
