How quickly can a listener focus on a single tonal cue that indicates the frequency of an upcoming signal? Initial measurements were made with frequency uncertainty ͑signal frequency varies randomly from trial to trial͒ and with certainty ͑same frequency on all trials͒. Measured by a yes-no procedure, thresholds for 40-and 20-ms signals presented in continuous broadband noise at 50 dB SPL were higher in uncertainty than in certainty; the difference decreased monotonically from 5 dB at frequencies below 500 Hz to under 3 dB above about 2500 Hz. This decrease in the detrimental effect from uncertainty, which comes about with increasing signal frequency, may result from preferential attention to higher frequencies. In a second experiment, frequency again varied randomly, but each trial now began with a cue at the signal frequency. The critical variable was the delay from cue onset to signal onset. A delay of 352 ms eliminated the detrimental effect of frequency uncertainty at all frequencies. At the shortest delays of 52 and 82 ms the detrimental effect was reduced primarily at lower frequencies. Our analysis suggests that shifting focus to a cued frequency region, under optimal stimulus conditions, requires less than 52 ms.
I. INTRODUCTION
The question we pose is simple. How quickly can a listener focus auditory attention on a given signal frequency? Put another way, how quickly can a listener go from frequency uncertainty, and presumably some sort of broadband or multiband listening, to frequency certainty and more focused listening? A number of previous papers ͑e.g., Green, 1961; Gilliom and Mills, 1976; Schlauch and Hafter, 1991; Hübner and Hafter, 1995; Green and McKeown, 2001͒ have shown that when listeners do not know at what frequency a tonal signal will be presented, the threshold for detection is higher than when they do know. Most researchers have informed listeners about the signal to come by presenting the same frequency throughout a block of trials and/or by presenting a cue at the beginning of each trial well before the signal and at the same frequency as the signal. Information about the signal frequency leads to at least a 3-dB improvement in threshold, equivalent to a 15% increase in performance on a 2IFC task. Although small, the improvement in detection afforded by certainty is robust. Yet, we know little about how long it takes to make use of the frequency information in going from uncertainty to certainty. We know only that a delay of 600 ms or so between cue onset and signal onset is long enough when the information is provided by an ipsilateral cue ͑Schlauch and Hafter, 1991͒ and 700 ms is long enough when the information is provided by a contralateral cue ͑Gilliom and Mills, 1976͒.
Given that switching from one auditory event, such as a speech token, to another is generally much faster than 600 ms, we expect that focusing attention will prove also to be much faster. Our approach to measuring the speed of auditory focusing is straightforward. Just prior to an observation interval, the listener hears an ipsilateral cue tone at the same frequency as the signal. Until the occurrence of the cue, the listener does not know what frequency to focus on because the frequency of the cue and signal are chosen at random from a large range of possible values. Determining the shortest delay that permits a listener to take advantage of a cue to improve detection begins to provide a measure of the time it takes to focus attention in the frequency domain. Before undertaking these measurements, we needed first to measure detection under the more usual conditions of frequency certainty and uncertainty in order to know just what the threshold limits were for our listeners over a wide range of frequencies. These measurements made apparent that uncertainty reduces detection more at low than at high frequencies, an effect sometimes tentatively noted earlier ͑e.g., Green, 1961͒; accordingly, this frequency effect became an important part of our study.
To meet the goals outlined above, we carried out two experiments. Experiment 1 determined the effect of frequency uncertainty on detection as a function of signal frequency for 40-ms signals over three frequency ranges and for 20-ms signals over a single range. Experiment 2 determined how much time the listener needed between the onset of an auditory cue and the onset of the signal to eliminate the effect of uncertainty. Features common to both experiments are described in Sec. II.
II. OVERALL METHOD
Listeners sat in a sound-isolated booth. A Tucker-Davis System III signal processor ͑RP2.1͒ generated all sounds, a͒ Portions of this work were presented in "Focusing auditory attention from broadband to single tones: Faster at lower frequencies" ͑Reeves, Scharf, Suciu, and Jin͒ at the 46th. Annual Meeting of the Psychonomics Society, Toronto, November 2005. sampled at a rate of 48.83 kHz. A microcomputer ͑Dell Optiplex GX270͒ controlled the processor and collected data via a response box ͑TDT BBOX͒. Sounds were sent through a headphone driver ͑TDT HB7͒ to a single Sony MDR-V6 headphone. Wave forms, frequency content, and distortion were checked with a wave-analyzer ͑GRC 1900͒ and an oscilloscope ͑Tektronix TAS220͒. Background noise was generated digitally to resemble an analogue bi-quad bandpass filter with cutoff frequencies at 300 and 6000 Hz for signals in a middle range of frequencies from 570 to 3400 Hz.
1 The cut-off frequencies of the masking noise were halved to accommodate signals in a low frequency range from 265 to 1581 Hz and were doubled to accommodate signals in a high frequency range from 1140 to 6800 Hz. The noise was set to a spectrum level of 12.44 dB for the middle frequency range, 12.93 dB for the high frequency range, and some 10 dB higher, to 22.45 dB, for the low frequency range to keep the lowest-frequency signals well above absolute threshold.
All signals, including cues, were tone bursts. In most conditions, signal duration was 40 ms, not including the cosine squared rise time of 7 ms and fall time of 5.3 ms; the equivalent rectangular duration equaled 46 ms. In other conditions as noted in the following, the duration was 20 ms, again not including the cosine squared rise time of 7 ms and fall time of 5.3 ms, for an equivalent rectangular duration of 26 ms. Such short durations were used to prevent listeners from shifting attention while the signal was on. However, the attention band is wider for short-duration signals ͑Wright and Dai, 1994͒, which would reduce the distinction between broadband listening and focused listening. To help keep the attention band within reasonable limits, we set the continuous background of broadband noise to a low spectrum level between 12 or 13 and 24 dB. At such a relatively low noise level, Botte ͑1995͒ has shown that the attention band is narrower than at higher levels.
To provide reference levels for the signals, masked thresholds were measured at 26 frequencies from 265 to 6800 Hz, one frequency at a time, by a 2IFC adaptive procedure. Measurements converged on 79% correct. Table I lists the measured frequencies in three ranges, each of which was tested in a separate session. The nine frequencies in each range were at least one critical band or ERB ͑Moore and Glasberg, 1987͒ apart, except that on either side of the center of the range, the nearest frequency was over two critical bands away. ͑The center was approximately 10% above the geometric mean of the range.͒ These larger gaps around the center were inserted in anticipation of later experiments now in progress. The mean thresholds across listeners varied from 44.6 dB at 265 Hz to 47.1 dB at 1581 Hz ͑noise spectrum level: 22.45 dB͒, from 35.5 dB at 570 Hz to 38.4 dB at 3400 Hz ͑noise spectrum level: 12.44 dB͒, and from 36.5 dB at 1140 Hz to 41.0 dB at 6800 Hz ͑noise spectrum level: 12.93 dB͒. Based on these means, a smoothed set of signal levels was established for use over all the frequencies in each of the frequency ranges. Signals in all later measurements were set 2 dB above these levels, except in experiment 1 for certainty when they were set 1 dB higher.
For consistency, in both experiments 1 and 2, a singleinterval yes-no procedure was used so as to have, in experiment 2, a unique and unequivocal measure of the time between the onset of a tonal cue and the onset of the observation interval. ͑Control measurements by an adaptive 2IFC procedure were also included in experiment 1 and are indicated where appropriate.͒ Each trial began always with a visual marker and usually also with a simultaneously presented auditory cue; an observation interval then followed after a predetermined delay. On half the trials a signal was presented during the observation interval, and on the other half no signal was presented. The listener pressed a button to indicate whether or not a signal was heard, upon which the correct answer was indicated. Listeners were encouraged to respond quickly, but no limit was placed on the response interval. Subsequent analyses showed no interactions between response times and any of the relevant stimulus variables. Following the response, the next trial began after 850 ms.
III. EXPERIMENT 1: FREQUENCY CERTAINTY VERSUS UNCERTAINTY

A. Method
Altogether 11 listeners served in these experiments. Seven listeners, four women and three men, participated in the measurements with 40-ms signals in the middle frequency range; five of them plus one new female listener participated in those with 20-ms signals. Six listeners served in the measurements in the low and high frequency ranges; three of those listeners had also served in measurements at signal frequencies from the middle range. Two, including J. S., were members of the laboratory; the others were students at Northeastern University who were paid for their time. Their ages ranged from 19 to 24 years, except for the other lab member who was 34 years old. For all listeners, the ear tested, which was always the left one, was normal as determined by audiometric tests at the NU hearing clinic.
Experiment 1 had two parts, the first with frequency uncertainty, and the second with frequency certainty. In the first part, the signal frequency changed from one signal trial to another; the probability was 0.11 on a given trial that the frequency would be at one of nine frequencies. The frequency was chosen randomly on each trial with no indication In the second part, for frequency certainty, the same frequency was presented on the 32 signal-present trials within a block of 64 trials. ͑Fewer trials were run in certainty than in uncertainty since thresholds were more stable for certainty.͒ Nine blocks were run in a single session to encompass all nine signal frequencies. Within each block, the same frequency was presented on every trial as a cue at a level 7 dB above the 79% threshold. The cue was followed after 410 ms ͑450 ms from cue onset to signal onset͒ by an observation interval; a signal occurred at the same frequency as the cue on all 32 randomly chosen signal trials. To avoid ceiling effects, the signal was set 1 dB above the 79% threshold instead of 2 dB as with uncertainty.
Parts 1 and 2 were initially carried out on separate days with signals at the nine middle frequencies listed in Table I . A few weeks after the two sessions had been completed with 40-ms cues and signals, they were replicated with 20-ms cues and signals. ͑The 20-ms signals came on 430 ms after cue onset.͒ Still later, both parts 1 and 2 were extended to signals ͑40-ms duration͒ in the two other frequency regions above and below the original middle frequency limits. Note that each of the three frequency ranges in Table I covers approximately 2.5 octaves.
Performance was assessed by calculating dЈ. Under frequency certainty, we obtained dЈ = z͑H͒ − z͑F͒ for each listener and each frequency, where F is the false alarm rate and H the hit rate. Under frequency uncertainty, a false alarm could not be assigned to any particular signal frequency because a noise-only trial had no frequency signature. Accordingly, we used each listener's overall false alarm rate at all frequencies in a given session.
2 To facilitate comparisons among conditions, from each dЈ and associated signal level we calculated the level required for dЈ to equal 1.0. On the basis of data for short-duration signals in noise, plotted in Green and Swets ͑1988, p. 193͒, we assumed that dЈ changes with signal level at the rate of 1.0 unit dЈ per 3 dB. 
B. Results
We first give the results for the middle frequency range, which was the only range studied with both 20-and 40-ms signals in this experiment 1 and the only range studied in experiment 2. Figure 1 gives the results at these frequencies under uncertainty ͑circles͒ and certainty ͑squares͒ for the 40-ms signals in the upper panel and for the 20-ms signals in the lower panel. The mean SPL calculated to yield a dЈ of 1.0 is plotted as a function of signal frequency. In order to make clear the overall trends in these data and later in those of Figs. 2 and 3, the means shown are three-point moving averages which attenuate any random variations between adjacent values. However, all tests of statistical significance were based on the original means. Vertical bars are plus and minus one standard error of the mean. Although the size of the error bar did not vary consistently across frequency, for the 20-ms signals the average standard error was markedly larger with uncertainty than with certainty, 0.78 compared to 0.42 dB; on the other hand, for 40-ms signals they were the same, 0.58 and 0.57 dB, in both conditions.
Owing to the shorter duration, thresholds for 20-ms signals are 2 -4 dB higher than those for 40-ms signals. At both signal durations, thresholds under uncertainty are significantly higher than under certainty; averaged across all frequencies, the difference is 3.1 dB at 40 ms ͑F 1,6 = 142.8, p Ͻ 0.0001͒ and 4.5 dB at 20 ms ͑F 1,6 = 42.4, p = 0.001͒. Moreover, at both durations the detrimental effect of uncertainty is true for all listeners over all frequencies and for all but three combinations of listener and frequency. For the five listeners who provided thresholds at both signal durations, the effect of uncertainty is greater at 20 than at 40 ms, but not significantly so ͑p = 0. Hafter, 1991͒. Although the increase with frequency appears to be smaller with uncertainty than with certainty, this difference was not statistically significant. For 20-ms signals, the threshold increase with frequency is so shallow under both certainty and uncertainty as not to reach statistical significance. A reduced dependence of masked threshold on signal frequency for very brief signals has been documented by Dai and Wright ͑1996͒ whose own function for signals of comparably short durations is very similar to our 20-ms function with certainty.
The results in Fig. 1 suggest that the threshold elevation caused by uncertainty is greater at low than at high frequencies. Although this relation between uncertainty and frequency was not statistically significant by ANOVA, it becomes quite clear when we consider the results for these 40-ms signals in the middle frequency range together with those in the lower and higher ranges. Figure 2 plots, in the upper panel, in the same way as Fig. 1 the signal level required to achieve a dЈ of 1.0 as a function of signal frequency. Three curves are shown for certainty and three for uncertainty. The low-frequency and high-frequency series are depicted by circles for uncertainty and by squares for certainty; the middle series, from the top panel of Fig. 1 , are represented by the dashed lines. ͑Levels for the low series are plotted 10 dB lower than measured to bring them in line with those for the middle series in which the signals were presented against a noise spectrum level 10 dB higher. Likewise, levels for the high series are plotted 0.49 dB lower.͒ The three curves overlap nicely under both conditions, except that the thresholds in the middle range ͑dashed line͒ were lower than at corresponding frequencies in the other two ranges; this difference probably arises from variability among the listeners as only two of them served in both the middle range and in the other two ranges. Of special note is the decreasing separation between thresholds under certainty and under uncertainty with increasing frequency. Because this divergence is seen within each of the three frequency ranges, it would appear that the greater effect of uncertainty at lower frequencies does not result from their relative position in a series of signals. The interaction between frequency and uncertainty/certainty is seen more clearly in the lower panel of Fig. 2 .
The lower panel of Fig. 2 plots the elevation in threshold caused by uncertainty as a function of frequency; the elevation is the threshold with certainty minus the threshold with uncertainty, taken from the upper panel. The three frequency ranges are intermixed but indicated by different symbols. The elevation goes from near 5 dB at the lowest frequency to under 3 dB at the higher frequencies. Overall, the interaction between certainty/uncertainty and frequency was highly sig- nificant by a repeated-measures ANOVA ͑F 17,85 = 3.76, p Ͻ 0.0001͒ applied to the data of the six listeners who participated in both the low-and high-frequency series. ͑Because only two listeners served in the middle and the other two series, we did not do an ANOVA for all three series.͒ Particularly striking is the nearly monotonic decline in the detrimental effect of uncertainty with increasing signal frequency from 265 to around 2500 Hz; between 2500 and 6800 Hz the detrimental effect appears to remain approximately constant.
C. Discussion
Our results are in line with most of those in the literature as referenced in Sec. I; uncertainty about signal frequency raises threshold 3 -5 dB. Although uncertainty appears to be more detrimental for 20-ms signals than for 40-ms signals, Green ͑1961͒ reported an opposite result for two listeners who showed a greater uncertainty effect for 1-s than for 10-or 100-ms signals.
Our finding that the uncertainty effect is greater at low than at high frequencies agrees with a similar finding by Green ͑1961͒, who found that the uncertainty effect increased by 1 dB as the center frequency of the range of possible signals ͑all, apparently, 100 ms in duration͒ decreased from 3200 to 800 Hz. Dai ͑1994͒, in his study of the effect of frequency uncertainty on profile analysis, showed larger effects for frequencies below about 1000 Hz than for those above. ͓Support for the frequency effect, with 100-ms tone bursts, also comes from a report by Gilliom and Mills ͑1976͒, albeit in a footnote.͔ In a related study, of informational masking with 51-ms tone bursts, Richards and Neff ͑2004͒ suggested that when uncertain about signal frequency, "observers appear to" pay "somewhat more attention to … higher signal frequencies" ͑p. 298͒. Accordingly, it may be that uncertainty is more detrimental at low than at high frequencies because in the absence of any frequency information, listeners focus more at higher frequencies. Despite uncertainty, when a high-frequency signal arrives, processing begins immediately and so even very brief signals can be adequately processed. In contrast, when a low-frequency signal arrives, attention must shift toward that frequency thereby shortening the effective signal duration. In other words, the time spent shifting to the frequency region of the signal is not available for signal processing. This analysis is buttressed by our finding that the frequency effect appears to be somewhat greater for 20-ms signals than for 40-ms signals. Moreover, according to this interpretation, for signals longer than the temporal integration time of approximately 200 ms, the frequency effect should begin to diminish, i.e., uncertainty should begin to raise threshold as much for high as for low frequencies; such is the case as reported by Buus et al. ͑1986, Figs. 3 and 6͒ for signals 450 ms in duration. It is to be noted that our study as well as all the earlier ones that reported a frequency effect employed signals with durations of 100 ms or less ͑e.g., Gilliom and Mills, 1976; Green, 1961; Richards and Neff, 2004͒ .We return to this point in Sec. IV C.
IV. EXPERIMENT 2: SWITCHING FROM UNCERTAINTY TO CERTAINTY
When a listener has no prior knowledge about signal frequency, how quickly can he or she take advantage of a cue to detect a closely following signal of the same frequency? To ascertain this time, we measured the threshold for a 40-or 20-ms tone burst as a function of its delay relative to a preceding cue.
A. Method
Seven of the listeners from experiment 1 served also in most conditions of this experiment in addition to one new female listener.
All measurements were made against the same 50-dB broadband noise ͑spectrum level of 12.44 dB͒, 300-6000 Hz, as in most of experiment 1. The signal, which occurred randomly in half the trials, always had the same duration and frequency as the cue. The frequency was chosen from a logarithmic distribution of frequencies from 570 to 3400 Hz divided into 11 groups each of which was represented in the tests an equal number of times. The step size between adjacent frequencies was equal to a ratio of 1.0053 for a minimum frequency separation, at the lowest frequency, of 3 Hz. The selection was random except that the frequency on a given trial had to be from a different group from that on the previous trial and had to be at least one critical band away. This very large array of frequencies was used because the cues, which were 8 dB above threshold, were readily audible. Hence, had the cues ͑and signals͒ been selected from only nine frequencies as in experiment 1, listeners may well have begun to monitor and focus on some of them ͑cf. Schlauch and Hafter, 1991͒. A single session comprised nine blocks of 66 trials each. In each block, a cue from each of the 11 frequency groups was presented six times. On the 33 signal trials, a signal at the same frequency as the cue was presented three times, for a total, over the nine blocks, of 27 trials for each frequency group. In the first four sessions, run on separate days, all the cues and signals were 40 ms in duration. In a given session the delay from cue onset to signal onset or signal onset asynchrony, SOA, was set to 82, 102, 152, or 352 ms. ͑These delays were measured at the onsets of the flat amplitude portions of the cue and signal.͒ In a later and separate series of measurements, signals were 20 ms in duration and the onset asynchrony was 52 ms.
B. Results
As in experiment 1, for each listener under each condition we calculated the signal level at which dЈ would be expected to equal 1.0. Results for all frequencies in a given frequency group were treated together. 4 Unlike the case for the uncertainty condition in experiment 1, the false-alarm rate could now be determined independently for each frequency group, on the basis of the cue frequency. For the 40-ms signals, the false-alarm rate did not vary with signal delay. As a function of frequency, the rate varied from a low of 0.10 to a high of 0.18 with some tendency to increase with frequency up to the middle frequencies and then to decrease again; overall, the false-alarm rate was 0.14. For the 20-ms signals, only one signal delay was tested so only the effect of frequency could be analyzed. The mean false-alarm rate did not vary in any consistent manner with frequency, ranging from 0.14 to 0.32 for an overall mean of 0.23. It is to be noted that in calculating dЈ for individual listeners, we replaced 0% false-alarm rates in n trials by 1 / ͑2n͒ and 100% hit rates by 1−1/͑2n͒. The effect was to cap dЈ at 4.1. Such replacements occurred 9% of the time. ͑No replacements of this kind were required in experiment 1.͒ Figure 3 gives the results for the 40-ms signals in the upper panel, from seven listeners all of whom had served in experiment 1, and in the lower panel for the 20-ms signals, from six listeners including five who served in the 40-ms measurements. The mean SPL calculated to yield a dЈ of 1.0 is plotted as a function of signal frequency with signal delay the parameter on the curves. Also shown, as solid lines, are the uncertainty and certainty curves from Fig. 1 .
We describe first the 40-ms results. Overall, the longer the delay of the signal, the lower the threshold. This effect is highly significant ͑F 3,18 = 5.76, p = 0.006, by repeatedmeasures ANOVA͒. With a 352-ms delay, performance was much like that under frequency certainty at all frequencies. ͑Recall that the results under certainty were collected in similar fashion insofar as a cue was presented, on every trial, 450 ms before signal onset. However, the certainty results were collected with the same frequency on every trial in a block.͒ With shorter delays, threshold rose at all frequencies so that the curves remained roughly parallel to the certainty curve. Given this parallel relation, delay and frequency do not show a significant interaction ͑by repeated-measures ANOVA, F 30,180 = 1.24, p = 0.2͒.To avoid confusion, standard errors are not shown. The mean standard error was 0.87 dB across all frequencies and onset asynchronies. It varied inconsistently across frequency from 0.74 to 1.04 dB; collapsed over frequency, it increased from 0.65 dB at a delay of 352 ms to 1.11 dB at a delay of 82 ms. These standard errors are large relative to the effects under study. Indeed, although highly statistically significant for the group, the increase in threshold with decreasing signal delay was not true for two of the seven listeners. Moreover, one listener had higher thresholds with an 82-ms delay than with no cue at all; in later experiments, despite extra training, she continued to do very poorly at the shortest delay.
Compared to uncertainty, performance with the shortest delay of 82 ms was markedly better at the lower frequencies but was no better at the highest frequencies. Since the delay curves are roughly parallel to each other and to the certainty curve, the threshold elevation caused by uncertainty depends on frequency in the same way whether referred to the delay curves or to the certainty curve, as in the lower panel of Fig.  2 . In both cases, the amount of threshold elevation caused by uncertainty increases by about 2 dB as frequency decreases from around 2500 to around 600 Hz.
With the signal duration reduced to 20 ms, measurements were made only with a delay of 52 ms. Thus, space was available in the lower panel of Fig. 3 for the plotting of the average standard error at each frequency. Threshold increased with signal frequency in much the same way for these 20-ms signals when presented after a 52-ms delay as for the 40-ms signals presented after an 82-ms delay ͑upper panel͒; the standard errors were also similar averaging 0.93 dB at 20 ms and 1.10 dB at 40 ms. At most frequencies, all listeners had higher thresholds with the 52-ms delay than under certainty. These delays of 52 and 82 ms result in better detection-relative to uncertainty-at lower frequencies but not at the highest frequencies. This interaction is significant by repeated-measure ANOVA ͑for the 52-ms delay, F 4,20 = 3.34, p = 0.03, and for the 82-ms delay, F 4,20 = 6.54, p Ͻ 0.01͒.
The dependence of signal detection on signal delay can be summarized by averaging across all signal frequencies at each delay, since frequency and delay did not interact. Figure  4 plots threshold elevation as a function of signal delay. Here, threshold elevation is the difference between the threshold when signal frequency was initially uncertain on each trial ͑i.e., no cue was presented with the randomly varying signal or the frequency of the cue and delayed signal varied randomly from trial to trial͒ and the threshold when frequency was certain ͑i.e., signal frequency remained the same throughout a block of trials͒. Under all conditions, thresholds were taken as the mean SPLs calculated to yield a dЈ of 1.0. Closed circles are the 20-ms data, and open circles are the 40-ms data. The detrimental effect of frequency uncertainty declines from a maximum between 3 and 5 dB when no cue was presented to 0 dB when the cue preceded the signal by over 300 ms. The lack of any threshold elevation at a delay of 352 ms means the effect of uncertainty was eliminated. Accordingly, no further improvement with longer delays is to be expected and an exponential function provides a reasonable fit to the 40-ms data; the one shown has a time constant of 140 ms.
C. Discussion
We assume that in experiment 2, with a new frequency chosen at random on every trial from a wide range of pos- sible values, listeners attend, prior to trial onset, over a broad range of frequencies.
5 A cue at the beginning of a trial directs attention to the cue's frequency, which was always the same as the signal frequency. The listener is assumed to attempt to focus on a single attention band centered on that frequency. He or she is successful when the cue comes on 352 ms prior to signal onset; the effect of uncertainty is essentially eliminated at all frequencies. Cues that come on 152 and 102 ms earlier than the signal result in a lowering of the threshold to within 1 or 2 dB of the threshold under certainty. Cues that come on 82 ms earlier ͑or 52 ms earlier with 20-ms signals͒ put threshold to within 2 -3 dB of the threshold under certainty at all frequencies. Accordingly, the functions relating threshold to frequency at the various signal delays are all roughly parallel to the threshold with certainty.
These results show that at all frequencies listeners can shift from broadband or multiband to focused listening in less than 100 ms although focusing may not be complete until the delay approaches 300 ms. Richards and Neff ͑2004͒ also varied the delay between cue onset and signal onset, but their study of informational masking differed too much from ours for a detailed comparison. Nonetheless, their findings are in line with ours in that they reported thresholds that were much higher with a delay of 56 ms than with delays of a few hundred milliseconds.
The picture in Fig. 3 is very different relative to uncertainty. The shortest delays result in a lowering of thresholds from uncertainty by as much as 2 dB at the lowest frequencies but not at all at the highest frequencies. Thus, no more than 52 ms is needed to make the detrimental effect of uncertainty the same at all frequencies. This result is fully in accord with the hypothesis we offered in the discussion of experiment 1. In the absence of frequency information, observers, although listening initially in broadband mode, do not attend equally at all frequencies but concentrate more on higher than on lower frequencies, thereby facilitating detection at high frequencies. The difference between the threshold with uncertainty and that with the shortest signal delays provides a measure of the disadvantage for low frequencies of listening "high." The disadvantage, which decreases monotonically with increasing frequency up to around 2500 Hz, is eliminated by a frequency cue which occurs long enough before the signal so that attention can be directed to the appropriate listening band. Since the signal delay can be as short as 52 ms, it would appear that attention shifts at least that quickly to lower frequencies. Processing can then begin at signal onset. But why is threshold after a short signal delay still higher than with certainty? According to our current interpretation, the listener, once cued to the correct frequency region, is no longer uncertain about location. However, enough time and energy must be available in the signal so that the listener can reduce the uncertainty about the precise nature of the signal. This uncertainty is the same at all frequencies; hence the parallel functions in Fig. 3 . It may well be this qualitative uncertainty is present even when the signal frequency is known ahead of time in so-called certainty conditions.
The question arises as to whether the exclusive cause for poorer detection at shorter delays is the listener's failure to focus quickly enough on the signal frequency. Could a cue, even if only 8 dB above threshold but very close in time to the signal, interfere with signal processing, thereby countering, to some extent, the information it carries? This possibility was checked by measuring the detection of 40-ms signals without a cue, with a cue presented 352 ms before the signal, and with a cue presented 82 ms before the signal; cue and signal frequency were the same and constant at 500, 1500, or 3400 Hz throughout a block of trials. Since frequency was certain, any increase in threshold with the introduction of a temporally close cue would reveal some interference from the cue. For seven listeners, thresholds at all three tested frequencies were 1 dB lower with the 352-ms cue than with either the 82-ms delay or with no cue. Accordingly, the increase in the threshold at shorter delays seen in Fig. 3 may reflect some interference from a proximate cue as well as insufficient time for focusing on the target frequency. 
V. GENERAL DISCUSSION
Our measurements of the effect of frequency uncertainty on the detection of tones in noise over a broad range of frequencies, from 265 to 6800 Hz, confirm earlier findings that uncertainty raises threshold approximately 3 -5 dB. In addition, they show clearly that the detrimental effect of uncertainty becomes smaller as signal frequency increases, a tendency first noted by Green ͑1961͒. The present results suggest further that the detrimental effect of uncertainty is greater for 20-ms signals than for 40-ms signals. Of most importance, these experiments are the first, to our knowledge, to measure the time course of detection as a listener moves from uncertainty to certainty. They show that to overcome fully the detrimental effect of uncertainty, a cue to the signal frequency must come approximately 300 ms before the signal. Delays as short as 52 ms lead to thresholds better than in uncertainty, but the improvement diminishes with increasing signal frequency so that, at around 2500 Hz and higher, delays of 52 and 82 ms yield thresholds no better than under full uncertainty. As noted earlier and in footnote 6, elevated thresholds at short SOAs may also reflect interference from the temporally proximate cue.
The results of these experiments lead us to hypothesize that a cue overcomes two kinds of uncertainty. The initial uncertainty, in the absence of any prior information about signal frequency, is about the spectral locus of the signal and in which critical band to listen. This uncertainty is accompanied by a bias toward listening more for frequencies around and above 2500 Hz than for lower frequencies. It is this initial uncertainty and bias that result in the frequency effect, i.e., the decrease in the detrimental effect of uncertainty with increasing signal frequency. The initial uncertainty is overcome very quickly and probably completely, in less than 52 ms, by a frequency cue so that the frequency effect disappears and detection is impaired by uncertainty no more at low than at high frequencies.
The second uncertainty is always present when attempting to detect a signal in noise ͑and no doubt also in the quiet͒ whether information about the signal frequency is available or not. This uncertainty is about the qualitative nature of the signal. The cues in our experiment 2 cannot eliminate this uncertainty but only reduce it so that threshold, after a long enough signal delay, is the same as with certainty. Figure 4 suggests that approximately 300 ms are needed to reduce, as much as possible, this qualitative uncertainty.
While these results shed new light on how detection in frequency uncertainty varies with signal frequency and duration and on how its improvement depends on the delay of the signal relative to a preceding cue, they add only indirectly to our understanding of just how uncertainty affects detection. In particular, there remains the old question as to why detection is not more adversely affected by uncertainty than it is. Energy-detection models lead to a prediction that threshold in frequency uncertainty would be 10 dB or more above the threshold in certainty. Few attempts ͓for an exception, based on consideration of the role of internal noise, see Dai ͑1994͔͒ seem to have been made to come up with a better solution to the apparent discrepancy than the one proposed by Green ͑1961͒. Green suggested that even when the same signal is presented on every trial ͑or, we add, is preceded sufficiently early by a cue͒, the listener is uncertain about the signal's characteristics. According to Green, the threshold increase of 3 dB he measured in uncertainty does not reflect a change from certainty to uncertainty but from less uncertainty to more uncertainty. The implication seems to be that even with full information about the signal frequency, a listener is still uncertain about what frequency to focus on and listens for more than one frequency over a wider band or in multiple bands. According to our hypothesis, this residual uncertainty is about the qualitative nature of the signal not about its locus. However, because the present experiments did not directly address this question, we leave to an Appendix a somewhat different approach, a decision model that is compatible with an uncertainty effect as small as 3 dB.
Our interpretation of the frequency effect in uncertainty can help explain a corresponding frequency effect in the relation between detection and signal duration. As noted in Sec. III B, Dai and Wright ͑1996͒ summarized many data that show that as signal duration is shortened below 80 ms or so, the increase in the masked threshold is greater at low than at high frequencies. Thus, the whole function that relates threshold to signal frequency is flatter at shorter than at longer signal durations. The greater increase in threshold at lower frequencies with decreasing signal duration may mean that even with frequency certainty, listeners focus preferentially on high frequencies. Accordingly, the effective duration of signals at lower frequencies is shortened because additional time is needed after signal onset to first move attention to lower frequencies. This additional time would be of the order of 25 ms, the signal duration at which, according to Dai and Wright ͑1996͒, the low-frequency disadvantage becomes most apparent. This estimate is entirely compatible with our estimate that the frequency effect in uncertainty is overcome in less than 52 ms; determining just how much less requires measurements with briefer signals and delays.
As expected, we have shown that listeners can take advantage very rapidly of a frequency cue. At low frequencies, 52 ms after cue onset, threshold for a 20-ms signal at the cued frequency is 2 dB lower than with no cue, i.e., with no prior frequency information. Another 100 to 150 ms are needed to reduce uncertainty ͑and/or forward interference from the cue͒ enough so that detection comes close to the same level as under certainty. Figure 4 suggests that this additional time is the same at all frequencies. These results lead us to postulate two kinds of frequency uncertainty. One kind concerns the spectral locus, especially at low frequencies, of the signal. That uncertainty is overcome well within 52 ms by a cue to the signal frequency. A second kind of uncertainty concerns the qualitative nature of the signal. That uncertainty, which is always present, can only be reduced, not eliminated, by a frequency cue, and the maximum reduction requires approximately 150 ms.
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APPENDIX
The principal purpose of this research was to determine how quickly a listener can focus attention on a designated frequency starting from initial uncertainty. We did not seek to study uncertainty per se. Nevertheless, we suggest two different approaches to explaining why the measured uncertainty effect is not as large as the approximately 10 dB predicted by an energy-detection model ͑Green, 1961͒.
In our first approach, we follow Green ͑1961͒ in assuming that the listener is uncertain about which critical band is likely to contain a signal even when measurements are made with apparent frequency certainty. However, unlike Green, we suggest that the residual uncertainty is not about which critical band to attend but about the precise nature of the change occasioned by a signal within the targeted critical band. The listener may easily confuse a change caused by the signal with changes inherent in the noise or in the auditory system. Hence knowing which critical band to focus on does not suffice for signal detection because it is not a change in the overall energy in the targeted band that determines detection but the occurrence of a particular sensory experience. Thus the uncertainty effect may well differ from that predicted by energy detection. This line of reasoning is supported by introspection and, quite tentatively, by supplementary measurements by Green ͑1961͒. Green showed that although listeners did not know what frequency to expect, once they detected a tonal signal, they needed only an additional 1 or 2 dB above threshold to report whether the signal was high or low in pitch. This information could be interpreted to show that listeners were detecting signals on the basis of more than overall energy, although it could mean that they are simply able to identify roughly the locus of the critical band containing the signal. In summary, in this first approach we accept Green's hypothesis that listeners are always uncertain in a detection task, but the initial uncertainty, given foreknowledge about the signal frequency, is confined to the targeted critical band; in other words, listeners are always uncertain near threshold about just what to listen for even when they know where ͑spectrally͒ to listen.
In our second approach, we assume the existence of M independent channels, with one channel containing the signal. In uncertainty, the listener does not know which channel will contain the signal and so attends to all M channels. In certainty, he or she focuses on the channel containing the signal. We identify the channels with distinct combinations of observation intervals and critical bands. Such channels can be treated as statistically independent if each observation interval is at least a critical period from the next, and each band is spaced at least one critical band apart from the nearest band. The probability of detecting the target is the probability that the sample value from the signal distribution exceeds all of the sample values from the M − 1 identical and independent noise distributions. Smith ͑1982͒ showed that to within ±0.1 units, the sensitivity ͑dЈ͒ per channel needed to attain an accuracy of p is 
͑A1͒
where m = log e ͑M −1͒, and z͑p͒ = the z-score of p, with ͑0.5= 0͒ To illustrate, given that the auditory system comprises 24 critical bands, an accuracy of p = 0.76 requires that the dЈ per channel is 2.69 with complete uncertainty ͑24 channels͒ and 1.00 with perfect certainty ͑2 channels͒. ͑Note that M = 2, not 1, in certainty, because a listener who focuses on a single critical band compares two presumably successive samples, one containing the target, and one not; this strategy in uncertainty would yield M = 48 for a dЈ per channel of 2.97, which is not much more than 2.69.͒ The difference of 1.69 dЈ units corresponds to a benefit of perfect certainty of 5.1 dB, assuming 3 dB per dЈ unit. In our experiment, listeners knew the signals would not fall outside the noise, which covered 17 critical bands. Accordingly, d 17 Ј = 2.54 in uncertainty, so the benefit of perfect certainty is 4.6 dB ͓i.e., 3͑2.54− 1.0͒ dB͔. The benefit of partial certainty is less; e.g., focusing on the signal band and two other bands, given that d 3 Ј= 1.48, is 3͑2.54− 1.48͒ = 3.2 dB. These benefits ͑4.6 and 3.2 dB͒ are comparable to those seen in Fig. 1 for low and high frequencies, respectively.
1
The noise wave form was resampled once at the start of each trial and then frozen; otherwise, resampling wide-band noise during the trial grossly distorted the noise wave form when the BBOX was on, owing to a "bug" in the TDT System III.
2
As a check on the validity of this approach, we repeated the measurements with an adaptive 2IFC procedure. The dependence of detection on signal frequency for uncertainty was essentially the same as measured with the yes/no procedure. We note that Richards and Neff ͑2004, footnote 4͒ measured the same thresholds whether they used separate or aggregate false alarms.
3 Except in the tails ͑above 95% and below 55%͒, a slope of 1.0 dЈ / 3.0 dB for unbiased observers corresponds almost exactly to the increase of 5%/dB reported for detection of tones in broadband noise under both frequency certainty and uncertainty ͑e.g., Green, 1961; Buus et al., 1986͒. Assuming instead that dЈ is linear with intensity would make no practical difference, given the restricted range of measured dЈ. 4 Values of the criterion c =−͓z͑H͒ + z͑F͔͒ / 2 in experiment 2 ranged from −0.19 to 0.58, the typically positive values indicating a slightly greater likelihood to report No than Yes. Averaged across SOA, values of c were near zero ͑unbiased͒ for the frequency group centered at 1720 Hz, but increased slightly to 0.48 at the lowest and 0.26 at the highest frequencies ͑F 10,60 = 4.64, p Ͻ 0.01͒. Averaged across frequency, c decreased from 0.34 at a SOA of 82 ms to 0.11 at a SOA of 352 ms ͑F 3,18 = 4.87, p = 0.012͒. The interaction was not significant ͑F 30,180 = 1.09, p = 0.35͒. These small variations in criterion were uncorrelated with variations in dЈ ͑r 2 = 0.012͒, and so are unlikely to have biased the calculated values of dЈ.
5
We cannot exclude the possibility that listeners were, in fact, in single-band mode, still focused on any given trial on the cue from the previous trial. Evidence for such an influence from preceding trials was offered by Green and McKeown ͑2001͒. However, sequential analyses of the present data showed no influence from cues on previous trials. 
