unramified but χ 2 is ramified, and such that χ 1 ≡ χ 2 mod ℓ. Following the classical procedure (see for example [5, 23.2] ) for finding a generator of the fractional ideal of zeta integrals, we get L(χ i , X) ∈ W (k)(X) and find that L(χ 1 , X) = On the other hand, zeta integrals themselves seem to be much more well-behaved with respect to specialization. Classically, zeta integrals form elements of the quotient field C(X) of C[X, X −1 ]. Our first result is identifying, for more arbitrary coefficient rings A, the correct fraction ring in which our naive generalization of zeta factors will live:
Theorem 0.1. Suppose A is a Noetherian W (k)-algebra. Let S be the multiplicative subset of A[X, X
−1 ] consisting of polynomials whose first and last coefficients are units. Then if V is a primitive co-Whittaker A[G]-module, Z(W, X; j) lies in the fraction ring S −1 (A[X, X −1 ]) for all W ∈ W(V, ψ) and for 0 ≤ j ≤ n − 2.
In the classical setting, zeta integrals still satisfy a functional equation which does not involve dividing by the L-factor. The constant of proportionality in this functional equation is called the gamma-factor and, in situations where the L-factor makes sense, equals ǫ(π, X, ψ)
L(π,X) . Our main result is that gamma-factors interpolate in ℓ-adic families (see §3.1 for details on the notation):
Theorem 0.2. Suppose A is a Noetherian W (k)-algebra and suppose V is a primitive co-Whittaker A[G]-module. Then there exists a unique element γ(V, X, ψ) of S −1 (A[X, X −1 ]) such that Z(W, X; j)γ(V, X, ψ) = Z( w ′ W , 1 q n X ; n − 2 − j)
for any W ∈ W(V, ψ) and for any 0 ≤ j ≤ n − 2.
The question of interpolating local constants in ℓ-adic families has already been investigated in a simple case by Vigneras in [15] . For supercuspidal representations of GL 2 (F ) over Q ℓ , Vigneras notes in [15] that it is known that epsilon factors define elements of Z ℓ , and she proves that two supercuspidal integral representations which are congruent modulo ℓ have epsilon factors which are congruent modulo ℓ (we call a representation with coefficients in a local field E integral if it stabilizes an O Elattice). The classical epsilon and gamma factors are equal in the supercuspidal case, so when the specialization of an ℓ-adic family at a characteristic zero point is supercuspidal, the gamma factor we construct in this paper specializes to the epsilon factor of [11, 15] . Since two representations V 1 , V 2 over O E which are congruent mod m E define a family V 1 × V V 2 over the connected W (k)-algebra O E × kE O E , Theorems 0.1 and 0.2 give the following corollary (implying the results of [15] ):
Corollary 0.3. Let K denote the fraction field of W (k). If π and π ′ are absolutely irreducible integral representations of GL n (F ) over a coefficient field E which is a finite extension of K, then:
(1) γ(π, X, ψ) and γ(π ′ , X, ψ) have coefficients in the fraction ring
If m E is the maximal ideal of O E , and π ≡ π ′ mod m E , then γ(π, X, ψ) ≡ γ(π ′ , X, ψ) mod m E .
Analogous to the results of Bernstein and Deligne in [3] for Rep C (G), Helm shows in [8, Thm 10.8 ] that the category Rep W (k) (G) has a decomposition into full subcategories known as blocks. In this paper we construct for each block a gamma factor which is universal in the sense that it gives rise via specialization to the gamma factor for any co-Whittaker module in that block. We will now state this result more precisely.
Each block of the category Rep W (k) (G) corresponds to a primitive idempotent in the Bernstein center Z, which is defined as the ring of endomorphisms of the identity functor. It is a commutative ring whose elements consist of collections of compatible endomorphisms of every object, each such endomorphism commuting with all morphisms. Choosing a primitive idempotent e of Z, the ring eZ is the center of the subcategory e · Rep W (k) (G) of representations satisfying eV = V . The ring eZ has an interpretation as the ring of regular functions on an affine algebraic variety over W (k), whose k-points are in bijection with the set of unramified twists of a fixed conjugacy class of cuspidal supports in Rep k (G). See [8] for details. In [9] , Helm determines a "universal co-Whittaker module" with coefficients in eZ, denoted here by eW, which gives rise to any co-Whittaker module via specialization (see Proposition 1.20 below). By applying our theory of zeta integrals to eW we get the following:
Theorem 0.4. Suppose A is any Noetherian W (k)-algebra, and suppose V is a primitive co-Whittaker A[G]-module. Then there is a primitive idempotent e, a homomorphism f V : eZ → A, and an element Γ(eW, X, ψ) ∈ S −1 (eZ[X,
In [4] , Braverman and Kazhdan propose a general framework for constructing a gamma factor for any irreducible complex representation of a reductive group over a nonarchimedean local field. For GL n , they interpret the Fourier transform as a certain type of distribution, which can also be viewed as an element γ of the total quotient ring of the Bernstein center Z. They show [4, Theorem 8.11 ] that for an irreducible representation π, their gamma factor evaluated at π equals (up to a sign) the gamma factor from [11, 12] of any generic representation containing π. This suggests that our universal gamma factor (Theorem 0.4) might have an expression in terms of a distribution.
Using geometric arguments Cogdell and Piatetski-Shapiro obtain a rationality result and functional equation for deformations of local constants for pairs of representations [6, Proposition 3.2] , where the coefficient ring is a polynomial ring over the complex numbers. Interpolating gamma factors of pairs in this way for more general classes of W (k)-algebras A may be the next step in obtaining a local converse theorem for ℓ-adic families. In particular it might give an alternative characterization of the co-Whittaker module π(ρ) from the local Langlands correspondence in families by capturing the interpolation property.
The author would like to thank his advisor David Helm for his suggestions and guidance, without which this paper would not exist, Keenan Kidwell for his helpful conversations, and Peter Scholze for his helpful questions and comments at the MSRI summer school on New Geometric Techniques in Number Theory in 2013. 0.1. Notation and Conventions. We will let F be a finite extension of Q p , and k an algebraically closed field of characteristic l, where l = p is an odd prime. We will denote by W (k) the ring of Witt vectors over k. The letter G or G n will always denote the group GL n (F ). Throughout the paper A will be a Noetherian W (k)-algebra, with additional ring theoretic conditions in various sections of the paper. For a group H, we denote by Rep A (H) the category of smooth representations of H over the ring A, i.e. A[H]-modules for which every element is stabilized by an open subgroup of H. We will usually drop the subscript and write Rep(H) to mean Rep A (H), and even when this category is not mentioned, all representations are presumed to be smooth.
The integral Bernstein center of [8] (see the discussion preceding Theorem 0.4) will always be denoted by Z. If V is Rep A (G), then it is also in Rep W (k) (G), and we frequently use the Bernstein decomposition of Rep W (k) (G) to interpret properties of V .
If A has a nontrivial ideal I, then I · V is an A[H]-submodule of G, which shows that most content would be missing if we developed the representation theory of Rep A (H) around the notion of irreducible objects, or simple A[H]-modules. Thus conditions appear throughout the paper which in the traditional setting are implied by irreducibility:
is an isomorphism; (2) G-finite if it is finitely generated as an A[G]-module. (3) primitive if there exists a primitive idempotent e in the Bernstein center Z such that eV = V .
We say a ring is connected if it has connected spectrum or, equivalently, no nontrivial idempotents, for example any local ring or integral domain. Note that if A is connected Corollary 1.21 implies all co-Whittaker A[G]-modules are primitive.
We denote by N n the subgroup of G n consisting of all unipotent upper-triangular matrices. Let ψ : F → W (k)
× be an additive character of F with ker ψ = p. Then ψ defines a character on any subgroup of N n (F ) by
we will abusively denote this character by ψ as well. Note that in Proposition 1.3 we construct a characterψ slightly differently.
If H is a normal subgroup of a group K, and θ is a character of the group H, we denote by θ k the character given by θ k (h) = θ(khk −1 ). If V is any kind of representation of H, we denote by V H,θ the quotient V /V (H, θ) where V (H, θ) is the sub-A-module generated by elements of the form hv − θ(h)v for h ∈ H and v ∈ V .
For each m ≤ n, we let G m denote GL m (F ) and embed it in G via ( Gm 0 0 In−m ). We let {1} = P 1 ⊂ · · · ⊂ P n denote the mirabolic subgroups of G 1 ⊂ · · · ⊂ G n , which are given P m := (
We also have the unipotent upper triangular subgroup U m := ( 
i is invertible in A since it is invertible in the residue field (we are assuming (q, l) = 1).
1. Representation Theoretic Background 1.1. Co-invariants and Derivatives. As in [7, 2] , we define the following functors with respect to the character ψ.
Note that we give these functors the same names as the ones originally defined in [1] , but we use the non-normalized induction functors, as in [2, 7] , because they are simpler for our purposes. As observed in [7] , these functors retain the basic adjointness properties proved in [2, §3.2] . This is because the methods of proof in [1, 2] use properties of l-sheaves which carry over to the setting of smooth A[G]-modules where A is a Noetherian W (k)-algebra.
, and Φ − Φ + are naturally isomorphic to the identity functor. (5) For each V in Rep(P n ) we have an exact sequence
(6) (Commutativity with Tensor Product) If M is an A-module and
For 1 ≤ m ≤ n we define the mth derivative functor
We extend this to a functor Rep(G n ) → Rep(G n−m ) by first restricting representations to P n and then applying (−) (m) ; this functor is also denoted (−) (m) . We use the convention that the zero'th derivative functor (−) (0) is the identity. We can describe the derivative functor (−) (m) more explicitly by using the following lemma on the transitivity of coinvariants: 
denote the group of matrices whose first l columns are those of the identity matrix, and whose last n − l columns are those of elements of N n (recall that N n is the group consisting of all unipotent upper triangular matrices). For 2 ≤ l ≤ n we have U l N (l) = N (l − 1) and U l normalizes N (l). By applying Lemma 1.2 repeatedly with H 1 = U l , and H 2 = N (l − 1), we get an explicit description of (Φ − ) m and (−) (m) :
(2) Define a character ψ on N (n−m) as usual via ψ on the last m−1 superdiagonal entries, but trivially on the (n − m, n − m + 1) entry, i.e.
In particular, if m = n, this gives
is simply an A-module.
Whittaker and Kirillov Functions
× is a character, it defines a representation of N n in the A-module A. Then we have by Proposition
is free of rank one as an A-module. As in [7, Def 3.1.8], if A is a field we refer to representations of Whittaker type as generic.
If V is of Whittaker type, Hom A (V /V (N n , ψ), A) = Hom Nn (V, ψ) is free of rank one, so we may choose a generator λ in Hom Nn (V, ψ).
. This is called a Whittaker function and has the property that Choosing a generator of V (n) and allowing N n to act via ψ, we get an isomorphism V (n) ∼ → ψ. Composing this with the natural quotient map V → V (n) gives an N n -equivariant map V → ψ, which is a convenient choice of λ.
Note that the map V → W(V, ψ) here is surjective but not necessarily an isomorphism, unlike the setting of irreducible generic representations with coefficients in a field. In other words different A[G]-modules of Whittaker type can have the same space of Whittaker functions:
are of Whittaker type, and suppose that we have a G-equivariant homomorphism α :
be the quotient maps. Choosing a generator for V (n) gives isomorphisms λ, λ ′ such that the following diagram commutes.
This shows
We can repeat this construction for the restriction to P n of representations V in Rep(G n ) of Whittaker type. In particular, by restricting the argument of the Whittaker functions W v to elements of P n , we get a P n -equivariant homomorphism
There is a particularly important P n -representation that naturally embeds in the restriction to P n of any Whittaker type representation V in Rep(G n ).
is called the Schwarz functions of V and is denoted S(V ). For V in Rep(G n ) we also denote by S(V ) the Schwarz functions of V restricted to P n .
We gather together some of the properties of the Kirillov functions and the Schwarz functions that are well known for Rep C (G), which we will need in this paper for Rep A (G). Proposition 1.9. Let V be of Whittaker type in Rep A (P n ), and choose a generator of V (n) in order to identify V (n) with A. Then the following hold:
(1) S(V ) = c-Ind There is an embedding S(V ) → V by Proposition 1.1 (5); denote by t the composition
is a nonzero homomorphism between free rank one A-modules, which we will show is an isomorphism. First, note that t (n) is given by multiplication with an element a of A. By Proposition 1.1 (6), For any maximal ideal m of A, t (n) ⊗ κ(m) must be an isomorphism because it is a nonzero element of
Thus a is nonzero in κ(m) for all m, hence a unit. On the other hand there is the natural embedding c-Ind ψ → Ind ψ, which we will denote s. Since
To prove (4), note that since K(V, ψ) is defined to be the image of the map V → Ind Pn Nn ψ, this follows from (3). Proposition 1.3 describes the effect of the functor Φ − explicitly on a representation V of G n (or more precisely, its restriction to P n ). We can ask how this is reflected in the Kirillov functions of the representation. First we observe that Φ − commutes with the functor K:
Proof. The image of the
Following [6] , we can explicitly describe the effect of the functor Φ − on the Kirillov functions K. Recall that K(U n , ψ) denotes the A-submodule generated by {uW − ψ(u)W : u ∈ U n , W ∈ K} and Φ − K := K/K(U n , ψ).
Proof. The proof uses the arguments of [6] Proposition 1.1, which carry over in this more general setting. It utilizes the Jacquet-Langlands criterion for an element v of a representation V to be in the subspace V (U ni , ψ). This criterion remains valid even with our representations over more general coefficient rings A because all integrals are finite sums.
As an immediate corollary, we find that Φ − has the same effect as restriction of functions to the subgroup P n−1 inside P n . Corollary 1.12.
, p ∈ P n−1 . By applying for each k = 1, . . . , n − 2 the argument of Proposition [6] Prop 1.1 to the P n−k+1 representation 
the cosocle of a module is its largest semisimple quotient).
This condition is equivalent to U (n) being one-dimensional over κ and having the property that W Proof. Let x be a generator of V (n) , letx ∈ V be a lift of x (see Proposition 1.3), and let
Thus every co-Whittaker module is admissible, Whittaker type, G-finite, and Schur, i.e. satisfies the hypotheses of Theorem 2.5. Moreover, every representation satisfying these conditions contains a canonical co-Whittaker submodule:
is co-Whittaker.
Proof. (V /T )
(n) = 0 so T is Whittaker type. Since V is admissible so is T . For any prime p, V := V ⊗ κ(p) is finite length by [14, §II.5.10], hence so is T := T ⊗ κ(p), so it remains to prove that cos(T ) is absolutely irreducible and generic. By its definition, cos(T ) = j W j with W j an irreducible κ(p)[G]-module. Since the map T → j W j is a surjection and (−) (n) is exact and additive, the map (T )
Whittaker type and T (n) = T (n) is nonzero, there can only be one j such that W (n) j is potentially nonzero. On the other hand, suppose some W (n) j were zero, then W j is a nonzero quotient in the image of the map
hence as a quotient of T it would have to be zero, a contradiction. Hence precisely one W j is nonzero. Now applying [7, 6.3.4] with A being κ(p) and V being cos(T ), we have that End G (cos(T )) ∼ = κ(p) hence absolutely irreducible. It also shows that
-module, and we can use the Bernstein decomposition of Rep W (k) (G) to study V . We can now recall the construction of the universal co-Whittaker module W:
If e is a primitive idempotent of Z, the representation eW lies in the block e Rep W (k) (G), and we may view it as an object in the category Rep eZ (G).
With respect to extending scalars from eZ to A, the module eW is "universal" in the following sense: 
is an isomorphism.
If we assume A has connected spectrum (i.e. no nontrivial idempotents), then every co-Whittaker A[G] module must be primitive, since the map f V : Z → A would factor through a map eZ → A for some primitive idempotent e. We record this as a corollary: Corollary 1.21. If A is a connected Noetherian W (k)-algebra and V is coWhittaker, then V must be primitive for some primitive idempotent e. Remark 1.22. Theorems 0.1, 0.2, and 0.4 remain true if the hypothesis that V is primitive is replaced with the hypothesis that A is connected.
Zeta Integrals
In this section we use the representation theory of Section 1 to define zeta integrals and investigate their properties.
2.1. Definition of the Zeta Integrals. We will first write down the definition of the zeta integrals which is the analog of that in [11] , and then check that the definition makes sense.
Definition 2.1. For W ∈ W(V, ψ) and 0 ≤ j ≤ n − 2, let X be an indeterminate and define
and Z(W, X) = Z(W, X; 0)
We first have a lemma about the support of general Whittaker functions restricted to G 1 ⊂ G n , which shows us that Z(W, X; 0) defines an element of
Proof. There is some integer j such that . Let H be a function on G, locally fixed under right translation by G, and satisfying H(ng) = ψ(n)H(g) for g ∈ G, n ∈ N n . Then the support of the function on F j given by
Corollary 2.4. If ρ denotes right translation (ρ(g)φ)(x) = φ(xg), and U is the unipotent radical of the standard parabolic subgroup of type (1, n − 1), then there is a finite set of elements u 1 , . . . , u r of U such that
for any W ∈ Ind G Nn ψ.
In [11] , the zeta integrals form elements of the field C((X)) = C 
In particular, the result holds if V is primitive and co-Whittaker, as in Theorem 0.1. We record a clarifying observation about the fraction ring S We now give a brief overview of the proof of Theorem 2.5, which will occupy the remainder of this section. As in [11] , Lemma 2.4 shows it suffices to prove the result when j = 0. The key idea is then as follows: the zeta integrals Z(W, X) are completely determined by the values W a 0 0 In−1 for a ∈ F × . As W ranges over W(V, ψ), the set of these values is equivalent data to the P 2 -representation (Φ − ) n−2 K. To determine the rationality of Z(W, X) it will suffice to obtain a finiteness result for the quotient K (n−1) , or more generally for V (n−1) .
2.2.
Finiteness of the (n− 1)st Derivative. The proofs in this subsection utilize the fact that Jacquet functors for standard parabolic subgroups of GL n (F ) preserve admissibility. This result is proved in [8] for representations which are primitive. The following theorem will be an essential ingredient in proving Theorem 2.5.
Theorem 2.7. If A is a local W (k)-algebra and V in Rep A (G) is admissible, Gfinite, and primitive, then V (n−1) is finitely generated as an A-module.
If we let U (n−k,k) denote the unipotent radical corresponding to the standard Levi subgroup M := M (n−k, k) then we will refer to the quotient V /V (U (n−k,k) , 1) with the Jacquet module notation J M V . Given a representation of M = G n−k × G k , we can identify subgroups G n−k × P k and G n−k × U k and define functors Φ −,2 , Φ +,2 ,Φ +,2 , Ψ −,2 , and Ψ +,2 on V in Rep(G n−k , G k ) as follows. Simply consider V as a G k -module, apply the usual functor Φ − , Φ + ,Φ + , Ψ − , and Ψ + , and then observe that the result is invariant under its action of G n−k because the G n−k action commutes with the G k action.
Definition 2.8. We define the functor (−)
The following proposition works in the setting of our more general coefficient ring A. Proposition 2.9 (Vigneras [14] III.1.8). For 0 ≤ k ≤ n, the kth derivative functor
Now to prove Theorem 2.7 it is sufficient to show that (J M V ) (0,n−1) is finitely generated as an A-module. It is easier to do this for (J M V ) (0,n−1) than for V (n−1)
because, as the following two lemmas show, we can use Nakayama's lemma with (J M V ) (0,n−1) .
Lemma 2.10. Suppose A is local and V is admissible and primitive. Then for
-submodule of a direct sum of finitely generated A-modules.
Proof. Since V lies in a single block, [8, Prop 10.15] proves that J M preserves admissibility.
Second, we turn our attention to the functor (−) (0,k) on Rep(M ). Because it is a top derivative functor, it embeds as an A[G n−k ]-submodule of the partial Schwartz
For more details see [7] § 3.1, especially Lemma 3.1.5 and Theorem 3.1.14. The point is we can realize (J M V ) (0,k) as an A[G n−k ]-submodule of the admissible module J M V , which shows, by Lemma 2.1.5 of [7] , that it is a sub-A[G n−k ]-module of a direct sum of finitely generated A-modules.
Next, we will let k = n − 1 and use the following version of Nakayama's lemma to reduce the question of finiteness to the reduction modulo ℓ of (J M V ) (0,n−1) , i.e. to the (A/m)[
Lemma 2.11 ([7]
Lemma 3.1.9). Let A be a Noetherian local ring, and suppose that M is a submodule of a direct sum of finitely generated A-modules. If M/mM is finite dimensional then M is finitely generated over A.
Both J M and (−) (0,n−1) are exact, so letting V = V /mV we have (using Proposition 2.9 again)
so it suffices to prove that V (n−1) is finite dimensional. Now assume that we have a representation V which satisfies the hypotheses of Theorem 2.7. By [14] § II.5.10, if V is admissible and G-finite it is finite length over κ [G] , where κ is the residue field of A. But it is admissible since V is admissible (see, for example, [7] Lemma 2.1.5), and it is G-finite because V is G-finite by assumption. Hence V is finite length. Proof. Restriction from G n to P n takes an irreducible representation to a finite length representation. Since (Φ + ) k−1 Ψ + preserves lattices of submodules, and any representation V of P n has a filtration whose successive quotients are 
Proof. This follows from [7, Lemmas 2.1.5, 2.1.7] and the knowledge that the V (k) are admissible as representations over k, which follows from the previous discussion.
Applying Lemma 2.12 to each composition factor of V , we find that V (n−1) is finite length as a κ[G 1 ]-module. Now, since G 1 in particular is abelian, all factors of a composition series for V (n−1) are 1-dimensional, so V (n−1) being finite length implies it is finite dimensional over κ. This concludes the proof of Theorem 2.7.
2.3. Proof of Rationality. In this section we only assume that A and V satisfy the hypotheses of Theorem 2.5, i.e. A is not necessarily local.
To leave the local situation, we verify that our assumptions on V are preserved under localization. Let p be a prime ideal of A. If V is primitive with V = eV for a primitive idempotent e in Z, we have V p = eV p is also primitive. Proposition 1.1 (6) shows that being of Whittaker type is preserved under localization, so Theorem 2.2 gives: Corollary 2.14. Let A be a Noetherian W (k)-algebra and suppose that V is admissible, Whittaker type, G-finite, Schur, and primitive. Then for every p in Spec A, V (n−1) p is finitely generated as an A p -module. , Corollary 2.14 shows it is finitely generated over A p . For every prime ideal p of Spec A, we have
, showing the localization B p is finitely generated as an A p -module.
Lemma 2.15. B is finitely generated as an A-module.
Proof. B is the image of the map
, which is finitely generated. This implies that for every p in Spec A, τ (̟) and τ (̟ −1 ) satisfy monic polynomials s p (X), t p (X) with coefficients in A p . Since s p and t p have finitely many coefficients there exists a global section f p / ∈ p such that s p (X), t p (X) lie in A fp [X] . The open subsets D(f p ) cover Spec A and we can take a finite subset {f 1 , . . . , f n } ⊂ {f p } such that (f i ) = 1. Since τ (̟) and τ (̟ −1 ) satisfy monic polynomials over A fi , we have that B fi is finitely generated over A fi for each i. It follows that B is finitely generated over A.
Since B is finitely generated over A, τ (̟) and τ (̟ −1 ) satisfy monic polynomials c 0 + c 1 X + . . . c r−1 X r−1 + X r and b 0 + b 1 X + · · · + b s−1 X s−1 + X s respectively. The degrees r and s of these polynomials must be nonzero because τ (̟) and τ (̟ −1 ) are units in the ring B. Adding these together we have
Hence τ (̟) satisfies a Laurent polynomial whose first and last coefficients are units. The final ingredient in proving rationality is the following transformation property.
Lemma 2.16. Z(̟ n W, X) = X −n Z(W, X) for any W ∈ W(V, ψ), and any integer n.
Proof of Lemma. Denote by
If m ranges over all integers, then so does m + n.
Deducing Theorem 2.5. The representation K (n−1) is formed by restricting the right translation representation on (Φ − ) n−2 K from P 2 to G 1 , then taking the quotient by the G 1 -stable submodule (Φ − ) n−2 K(U 2 , 1). By Corollary 1.13, the right translation representation on (Φ − ) n−2 K is given by translations of the restricted
, denoted W (x) for short. As an endomorphism of the quotient module K (n−1) , τ (̟) satisfies a polynomial X n −a n−1 X n−1 −· · ·−a 1 X −a 0 (in fact we can take a 0 to be −1). Hence for any restricted Kirillov function W (x) we have
. Therefore we get a relation
with Z 1 (X) being a Laurent polynomial by Lemma 2.2. Using Lemma 2.16, then multiplying through by X n and rearranging we get
, since a 0 is a unit.
Functional Equation and Gamma Factor
We use the zeta integrals of previous sections to construct a gamma factor, then realize the gamma factor as the constant of proportionality in a functional equation involving zeta integrals.
3.1. Analogue of the Fourier Transform. We define an analogue of the Fourier transform of a Whittaker function W ; the functional equation will relate the zeta integral of W to that of its transform. We will need the following two matrices:
In this section we state the second main result and recover the rationality properties of Section 1.2 for Z( w ′ W , X; j). Our second main result is as follows:
−1 ] consisting of Laurent polynomials whose first and last coefficients are units. Suppose V in Rep A (G) is co-Whittaker and primitive. Then there exists a unique element γ(V, X, ψ) of
The proof of Theorem 3.2 is in Section 4. We now verify that the quantity Z( w ′ W ,
is admissible, Whittaker type, G-finite, Schur, and primitive. Let V ι denote the smooth A[G]-module whose underlying Amodule is V and whose G-action is given by g · v = g ι v. Then V ι is also admissible, Whittaker type, G-finite, and Schur.
Proof. Let l denote left translation, so (l(w)φ)(x) = φ(wx) for a morphism φ. Consider the map Hom Nn (V, ψ) → Hom Nn (V ι , ψ) given by λ → λ, where λ : x → λ(wx). We have
which shows λ indeed defines an element of Hom Nn (V ι , ψ). Since w 2 = (−1) n−1 I n , it is an isomorphism of A-modules.
Admissibility, G-finiteness, and Schur-ness all hold for V ι since g → g ι is a topological automorphism of the group G. Since V is Schur, A must be connected, hence V must be primitive since it is Schur.
is free of rank one and we may define
before. Note that this is precisely the same as { (W v ) : v ∈ V }. We record this simple observation as a Lemma:
There is an isomorphism of G-modules
Thus all the hypotheses for the results of the previous sections, in particular Theorem 2.5, apply to V ι whenever they apply to V , so we get Z( w ′ W , X; j)
. Now we can make the substition 1 q n X for X in the ratio of polynomials Z( w ′ W , X; j) to get Z( w ′ W , 1 q n X ; j). It will again be in S −1 A[X, X −1 ] because this process swaps the first and last coefficients in the denominator (and q is a unit in A since q is relatively prime to ℓ).
Zeta Integrals and Tensor
Products. The goal of this subsection is to check that the formation of zeta integrals commutes with changing the base ring A. For any A-algebra f : A → B, denote by ψ A ⊗ B the free rank one B-module with action given by the character f • ψ. The group action on V ⊗ A B is given by acting in the first factor. We let i denote the map V → V ⊗ A B. Proposition 1.1 (6) , gives the following lemma.
From the definition of integration given in §0.1, it follows that if Φ k is the characteristic function of some
Corollary 3.6. Let F denote the map of formal Laurent series rings
induced by f , then we have
for any W in W(V, ψ), and for 0 ≤ j ≤ n − 2. In other words if f : A → B is an A-algebra and we know that γ(V, X, ψ) exists, then γ(V ⊗ A B, X, ψ ⊗ A B) is f (γ(V, X, ψ)).
3.3.
Construction of the Gamma Factor. We define the gamma factor to be what it must in order to satisfy the functional equation of Theorem 3.2 for a single, particularly simple Whittaker function W 0 . We seek a W 0 such that Z(W, X; 0) is a unit in S −1 A[X, X −1 ]. By Proposition 1.9, we can realize c-Ind
By Lemma 1.10, we have that c-Ind From now on, we use the symbol W 0 to denote a choice of element in W(V, ψ) whose restriction to (
Since we want our gamma factor to satisfy the functional equation for W 0 , we are left with no choice: Definition 3.9 (The Gamma Factor). Let A be any Noetherian W (k)-algebra and suppose V in Rep A (G) is of Whittaker type. We define the gamma factor of V with respect to ψ to be the element of
q n X ; n − 2). We will show in the following sections that this gamma factor satisfies the functional equation for all W ∈ W(V, ψ). Note that uniqueness follows from the functional equation: if γ and γ ′ both satisfy the functional equation for all Whittaker functions, then choose a Whittaker function W 0 such that Z(W 0 , X) = 1 and get
In particular, this will imply that our construction of the gamma factor does not depend on the choice of W 0 . with indeterminate X and choosing an isomorphism κ(p) ∼ = C.
It is shown in [11, §4] , [12, Thm 2.7] that, for admissible representations over C which are G-finite of Whittaker type, these Laurent series define rational functions, i.e. elements of C(X).
Identifying κ(p) with a subfield of κ(p), Corollary 3.6 shows that, for W = W v⊗1 ∈ W(V p ⊗ κ(p) κ(p), ψ p ), the zeta integrals Ψ(X, W ; j) are precisely the specializations Z(W i(v) , X; j) = f (Z(W, X; j)) ∈ κ(p)(X) ⊂ κ(p)(X).
According to [11, Thm 4.5] , [12, Thm 2.7] , there exists a unique element, which we will call γ p (s, V ⊗ κ(p), ψ), in κ(p)(q −s ) such that for all W ∈ W(V p ⊗ κ(p), ψ p ) and for all j ≥ 0,
The change of variable s → 1 − s can be re-written as −(s + n−1
2 ) − n which in terms of X is X → 1 q n X so in terms of X their functional equation translates to
In particular, this element γ p satisfies the functional equation for all W i(v) for v ∈ V . Since for such W , the integral Z always lands in κ(p)(X), we have translated the result of [11] into the following:
Lemma 3.10. Suppose V is admissible of Whittaker type, and G-finite. For each prime p of A with residue characteristic zero, there exists a unique element γ p (V ⊗ κ(p), X, ψ p ) in κ(p)(X) such that for all W in W(V ⊗κ(p), ψ p ) and for 0 ≤ j ≤ n−2 we have
Moreover, γ p (V ⊗ κ(p), X, ψ p ) = γ(V, X, ψ) mod p by uniqueness in [11] .
Proof of Functional Equation When
A is Reduced and ℓ-torsion Free.
In the case that A is reduced and ℓ-torsion free, we get a slightly stronger result than that of Theorem 3.2.
Theorem 3.11. If A is a Noetherian W (k)-algebra and A is reduced and ℓ-torsion free, then the conclusion of Theorem 3.2 holds for any V in Rep A (G) which is G-finite, primitive, and admissible of Whittaker type.
In particular, the result holds when V is co-Whittaker and primitive.
Proof. Let p be any characteristic zero prime, and let f p : A → κ(p) be reduction modulo p. Corollary 3.6 and Lemma 3.10 tell us that
is in the intersection of all characteristic zero primes of A. When A is reduced its zero divisors are the union of its minimal primes. Thus in this situation it is ℓ-torsion free as a W (k)-algebra if and only if all minimal primes have residue characteristic zero. When A is reduced and ℓ-torsion free, the intersection of all characteristic zero primes of A equals the nilradical which is zero. Thus, the functional equation holds for any W in W(V, ψ).
We quickly get uniqueness by the following argument. If there were another element γ ′ satisfying the same property, then it would satisfy the functional equation in κ(p) for all W i(v) by reduction. By Proposition 3.7, this implies it satisfies the functional equation for all W in W(V ⊗ κ(p), ψ p ). By Lemma 3.10, elements of κ(p)(X) satisfying this property are unique, hence f p (γ ′ ) = γ p (V, X, ψ), i.e. f p (γ(V, X, ψ) − γ ′ ) = 0 for all primes p of A. Again, since the nilradical of A is zero, this means γ ′ = γ(V, X, ψ). We get rationality by observing that whenever V is admissible of Whittaker type, it has a canonical co-Whittaker submodule T by Proposition 1.18, which is primitive if V is primitive. Since γ(T, X, ψ) satisfies the functional equation for all W in W(T, ψ), we must have γ(T, X, ψ) = γ(V, X, ψ) by the construction of the gamma factor. But γ(T, X, ψ) is in S −1 A[X, X −1 ] by Theorem 2.5, which holds for primitive co-Whittaker modules.
Universal Gamma Factors
When V is co-Whittaker, we can remove the hypothesis that A is reduced and ℓ-torsion free by using the theory of the universal co-Whittaker module developed in [9] . Proposition 3.11 associates to the universal co-Whittaker module a gamma factor, which gives rise via specialization to gamma factors for arbitrary co-Whittaker modules. We start by referring to a theorem of Helm: By Proposition 1.20, eW is co-Whittaker, and since it is clearly primitive, and thus all the hypotheses of Proposition 3.11 are satisfied. Hence there exists a unique gamma factor in S −1 (eZ[X, X −1 ]), which we will denote Γ(eW, X, ψ), satisfying the functional equation for all W in W(eW, ψ).
Proof of Theorem 3.2. Since we are assuming V is primitive and co-Whittaker, there is a (unique) primitive idempotent e of Z such that we have a ring homomorphism f V : eZ → End G (V ) ∼ → A and a surjection of A[G]-modules eW ⊗ fV A → V which preserves the top derivative. Proposition 3.7 then tells us that f V (Γ(eW, X, ψ)) = γ(eW ⊗ A,fV A, X, ψ), with γ(eW ⊗ A,fV A, X, ψ) as in Definition 3.9. Since Γ(eW, X, ψ) satisfies the functional equation for all W in W(eW, ψ), we can apply Proposition 3.7 again to conclude that γ(eW ⊗ A, X, ψ) satisfies the functional equation for all W in W(eW⊗A, ψ). Since eW⊗A has a surjection onto V preserving the top derivative, Lemma 1.6 tells us that W(V, ψ) = W(eW ⊗ A, ψ). We can therefore choose the same Whittaker function W 0 of Definition 3.9 for both V and eW ⊗ A, so γ(V, X, ψ) = γ(eW ⊗ A, X, ψ), and thus satisfies the functional equation for all W in W(V, ψ). Note that since Γ(eW, X, ψ) is in S −1 (eZ[X, X −1 ]), its image in f V is in the corresponding fraction ring of A[X, X −1 ]. This proves Theorem 3.2.
By the functional equation, this must be the gamma factor of Definition 3.9, and by §3.2 it commutes with change of base ring. We can extend the uniqueness and rationality result to a larger class of representations, though with a slightly more restrictive functional equation: Proof. When V is admissible of Whittaker type, Proposition 1.18 tells us that V has a canonical co-Whittaker sub-A[G]-module T . We have just shown that its gamma factor γ(T, X, ψ) must satisfy the functional equation for all W in W(T, ψ). We can then apply Proposition 1.6, taking α : T → V to be the inclusion map, to conclude that W(T, ψ) ⊂ W(V, ψ). Since this subset W(T, ψ) is the space of Whittaker functions of the Whittaker type representation T , it is a G-invariant subspace. The coefficients of the series Z( w ′ W 0 , 1 q n X ; n − 2) in Definition 3.9 will always be determined by G-translates of the Whittaker function W 0 , which occurs already in W(T, ψ) so by definition we get that γ(T, X, ψ) = γ(V, X, ψ). In particular, this tells us that γ(V, X, ψ) lies in S −1 A[X, X −1 ] and satisfies the functional equation for all W in W(T, ψ).
By fixing a particular block e Rep W (k) (G), and considering only the co-Whittaker A[G]-modules in that block (i.e. the ones primitive with eV = V ), we can make precise the sense in which we have created a universal gamma factor: Corollary 4.3. Suppose A is any Noetherian W (k)-algebra, and suppose V is a co-Whittaker A[G]-module in the subcategory e Rep W (k) (G) of Rep W (k) (G). Then there is a homomorphism f V : eZ → A and γ(V, X, ψ) equals f V (Γ(eW, X, ψ)). Moreover, γ(V, X, ψ) satisfies a functional equation for all W in W(V, ψ).
Again, we can broaden the class of representations at the cost of a more restrictive functional equation: (Γ(eW, X, ψ) ).
Proof. We define f V to be the homomorphism eZ → End G (T ) ∼ → A where T is the canonical co-Whittaker submodule of Proposition 1.18. Since T lies in a single block eZ, eW ⊗ fV ,eZ A surjects onto T , and we have f V (Γ(eW, X, ψ) = γ(T, X, ψ) (Prop 1.6), and since T injects into V (with top derivative preserved), again by Prop 1.6, we have f V (Γ(eW, X, ψ)) = γ(eW ⊗ eZ,fV A, X, ψ) = γ(T, X, ψ) = γ(V, X, ψ).
