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1. Seznamte se s metodami vyhledávání víceslovných výrazů se zaměřením na výrazy s
přeneseným významem
2. Zpracujte testovací sadu příkladů, pomocí níž bude možné porovnávat výsledky růz-
ných metod
3. Navrhněte a implementujte systém pro automatickou identifikaci idiomů.
4. Vyhodnoťte vytvořený systém pomocí standardních metrik.
5. Vytvořte stručný plakát prezentující práci, její cíle a výsledky
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Abstrakt
Cílem projektu je seznámení se z různymi způsoby vyhledávaní víceslovných výrazů v textu
a vytvoření programu, který vyhledává výskyt idiomů ze vstupního souboru v korpusech.
Program klade důraz na rychlost vyhledávání. Výstupem je nalezený idiom, počet výskytů
v textu a výpis vět, kde lze daný idiom najít. Obsahuje knihovnu pro rozdělování textu na
věty podle znaku konce vět.
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Abstract
The main goal of project is to study the ways how to find multi-word expressions in the
text and to create a program, that is searching for occurence of idiomas from input file
in corpus. Program lay stress on searching rate. The output consists of idioma found in
corpus, rate of occurence in text and sentences, where can be idioma found. Project also
have a library, which is used as sentence splitter.
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finite-state automata, Daciuk’s finite-state automata, sentence splitter, word indexing
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Táto práca má za úlohu vniknúť do problematiky vyhľadávania idiomov. Cieľom práce je
nájsť, preskúmať a porovnať metódy vyhľadávania. Problematika je relatívne veľmi mladá a
nie je až tak podrobne preskúmaná ako iné jazykové odvetvia, čo ju robí veľmi atraktívnou.
Je z roka na rok bohatšia na počty nových výrazov vďaka vplyvu iných jazykov na ten
jazyk náš. Veľa slov sa preberá a vznikajú nové idiomy. Vďaka patrí hlavne publicistom,
ktoré tieto výrazy ”vypúšťajú” do periodík, ktoré denne čítame a ďalej používame v bežnej
reči. Aj preto je nutné časté pozorovanie korpusov z dôvodu hľadania nových idiomov, ktoré
vznikajú stále častejšie.
Hlavným problémom pri vyhľadávaní je určiť, či sa jedná o idiom alebo len o prostý viac-
slovný výraz. Klasické metódy sú založené na vyhľadávaní na základe početnosti výrazov
v korpuse, ale tieto metódy majú problémy s tzv. idiomami s dierami - idiomy, ktorých slová
sa nevyskytujú tesne za sebou, ale majú medzi sebou iné slová. Ďaľší problém tvorí ohýbanie
slov. V tomto prípade má český jazyk oproti anglickému veľkú nevýhodu. Jednou z ďaľších
nevýhod tohoto prístupu sú častice, spojky a ostatné slovné druhy, ktoré majú vysokú
početnosť v korpuse. Riešenie problému je možné vytvorením buď tzv. stop-listu - zoznam
často vyskytujúcich sa spojení, alebo značkovača, ktorý určí slovné druhy výrazov(typicky n-
gramov). Podrobnejšie vysvetlenie pojmov, ako sú n-gramy a korpus, sa nachádza v kapitole
2.
Asi najlepšou metódou, na získavanie nových idiomov, sa javí metóda využívajúca mieru
vzájomnej informácie (MI-score). Zvýrazňuje hlavne tie frazémy a termíny, ktorých kom-
ponenty sú monokolokabilné (techtle-mechtle, atď), prípadne obmedzené na niekoľko viac-
menej ustálených kolokácií, alebo obsahujú slová z cudzích jazykov a z tohoto dôvodu majú
v korpuse pomerne nízku frekvenciu výskytu. Nevýhodou tohoto prístupu je, že do popredia
stavia často názvy kníh, televíznych programov a ich postáv. Ak sa vo výrazoch nachádzajú
súčasti rôznych iných kolokácií ako napríklad predložky a spojky hodnota MI-score klesá.
Príkladom je sloveso ”byť” v idiome ”byť in”. Viac o metódach vyhľadávania kolokácií je
napísané v kapitole 3.
Veľkým problémom je rozlíšiť tie nové frazémy, ktoré majú v korpusoch nízky výskyt
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a často nie je zrejmé, či sa jedná o autorskú metaforu. Tento problém sa dá riešiť iba
dlhodobejším sledovaním korpusov.
Jedným z ďaľších možných prístupov vyhľadávania idiomov je klasický slovníkový prístup
založený na pomocnom slovníkovom súbore obsahujúcom už poznané idiomy a ich násled-
nom vyhľadávaní v texte. Tomuto prístupu sa venuje táto bakalárska práca v praktickej
časti najviac a skúma možnosti efektívneho vyhľadávania týchto idiomov v korpusoch. Naj-
nepriaznivejším faktorom bude v tejto časti čas a využitie značných systémových prostried-
kov. Vyhľadávanie niekoľko tisíc výrazov v mnoho-miliónovo-slovnom texte zaberie veľa
systémových prostriedkov a času – úlohou tejto práce je nájsť vhodný spôsob ako možno
maximálne tieto prostriedky ušetriť za využitia čo najmenšej nutnej doby výpočtu.
Nevýhodou tejto metódy je už spomenutá časová a prostriedková náročnosť. Zaniká tu
však problém idiomov s dierami, potreba stop-listu, prípadne značkovača a presnosť metódy
je veľmi vysoká vďaka čomu nevyžaduje žiadne rozsiahle uživateľské akcie počas vyhľadáva-
nia alebo dôslednú kontrolu nájdených dát. Detailný popis implementácie so pseudokódmi
je v kapitole 4.
Posledná časť práce bude venovaná testom, vyhodnoteniu spôsobov riešenia podľa štan-
dartných metrík1 , zamysleniu sa nad úspešnosťou práce, odhaľovaniu a definovaniu prí-
padných nedostatkov systému a vytvorením stručného plagátu reprezentujúceho výsledné
dielo.





Korpus textov predstavuje špecifický súbor jazykových dát, ktorý sa buduje v elektronickej
podobe. Jeho základom sú texty zvyčajne rôznych štýlov a žánrov. Môže nadobúdať rozličné
tvary.
Ako príklady korpusov, so stručnou charakteristikou, je možné uviesť:
∗ Brown [18] Je považovaný za klasiku medzi korpusmi. Bol vytvorený v roku 1964
Henrym Kucerom a W. Nelsonom Francisom na Brownovej Univerzite v Providence.
Bol to prvý moderný počítačovo–čítateľný korpus, ale gramatické značkovanie obsa-
hovalo až jeho druhé vydanie, ktoré vzniklo v roku 1979. Obsahuje rôzne reportáže,
recenzie, editoriály, romány, atď.
∗ BNC [15] Korpus vytvorený vo Veľkej Británii (British National Corpus (BNC)) ob-
sahuje 100 miliónovú slovnú kolekciu písomnej a hovorovej angličtiny. V písomnej časti
sa nachádzajú novinové články, vysokoškolské eseje a práce. . .Hovorová časť obsahuje
záznamy o verejných vystúpeniach politikov a neformálnych rozhovorov náhodných
dobrovoľníkov(rôzneho veku, pohlavia a regiónu). Posledné vydanie tohoto korpusu
bolo v roku 2007.
∗ SYN2005 [16] Jedná sa o český korpus vytvorený a spravovaný Filozofickou fakultou
Karlovej Univerzity v Prahe. Obsahuje 100 mil. tokenov 1 zložených z beletrie(40%),
odbornej literatúry(27%) a publicistiky(33%).
∗ SNK [17] Slovenský národný korpus (SNK) je elektronická databáza slovenského
jazyka zahŕňajúca široké spektrum jazykových štýlov, žánrov a vecných oblastí, ob-
sahujúca prídavné jazykovedné informácie a výkonný vyhľadávací systém. Posledná
1Token je najmenšia jednotka zachytiteľná v korpuse, ide teda o slovo, interpunkčné znamienko alebo
číslo.
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modifikácia bola prevedená v roku 2009 a korpus po nej obsahuje viac ako 520 milió-
nov tokenov.
Korpus, ktorý bol použitý v našom prípade, je vertikálneho typu 2 a je označkovaný
pomocou jazyka SGML 2.1.2. Vznikol pospájaním menších korpusov a text obsahuje viac
ako 600 miliónov tokenov, je anotovaný vonkajším a vnútorným štruktúrnym značkovaním:
• vonkajšie značkovanie - obsahuje údaje o texte(názov dokumentu, autor, rok vydania,
atď)
• vnútorné štruktúrne značkovanie - text je rozdelený do úsekov(kapitola, odstavec,
nadpis, atď)
2.1.1 Idióm
Význam slova idióm je najlepšie popísaný v literatúre [11] nasledovne:
∗ V tradičnej filológii aj v niektorých (najmä románskych, germánskych a angloame-
rických) lingvistických školách názov pre základnú jednotku idiomatiky, teda pomeno-
vanie pre ustálené, obrazné a expresívne slovné spojenie. Vo frazeologickej teórii je
jeho ekvivalentom termín frazéma. Ako synonymá názvu idióm v uvedenej platnosti
sa uplatňovali aj názvy idiomatizmus (novšie) a idiotizmus (staršie).
∗ Vo frazeologickej terminológii je názov frazém podľa sémantickej klasifikácie typ s naj-
vyšším stupňom straty motivácie komponentov, je to druhý názov pre typ, ktorý sa tu
primárne nazýva frazeologický zrast, resp. frazeologická zrastenina.
∗ Podľa niektorých frazeologických koncepcií druh frazém, ktorý je typický pre určitý
jazyk a do iných jazykov je doslova nepreložiteľný.
∗ V novšej českej frazeologickej teórii F. Čermáka [22] súčasť podvojného názvu základ-
nej jednotky celej frazeológie (t.j. názvu frazéma a idióm).
∗ V tej istej teórii osobitný názov pre základnú jednotku frazeológie (resp. idiomatiky),
ak sa táto jednotka sleduje viacej z aspektu svojej významovej platnosti.
2.1.2 SGML
SGML(Standard Generalised Markup Language) je štandartný jazyk používaný pre znač-
kovanie. Popisuje metódy ako špecifikovať štruktúru dokumentu. Využíva k tomu elementy,
u ktorých je presne definované aké iné elementy môže daný element obsahovať.
Elementy sú v texte bežne vyznačené počiatočnou a koncovou značkou(nie je to pra-
vidlo), ktorá pozostáva z názvu značky obklopenej z oboch strán uhlovými zátvorkami.
Príklady je možné nájsť v tabuľke 2.1.
2každý riadok obsahuje len 1 slovo, prípadne znak na riadku
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Elementy môžu mať aj definované atribúty, ktorým sa priraďujú hodnoty v texte. Zápis
takého elementu s atribútami vyzerá nasledovne: <head type=sub>
kde head je element,
type je atribút,
sub je hodnota priradená v texte.
Tabulka 2.1: Tagy použité v korpuse
Tag Popis významu tagu Ukončuje vetu
<caption> titulok, popisok Nie
<p> začiatok nového odstavca Nie
<g\> glue - pozície okolo nie sú oddelené medzerami Nie
<head> nadpis Nie
<\caption> koniec titulku, popisku Áno
<\head> koniec nadpisu Áno
<\p> koniec bloku, odstavca Nie
<table> tabuľka - štrukturované textové údaje, netvoria vety Nie
2.2 Viacslovné výrazy - multiword expressions
Tento pojem je úzko spätý s pojmami ako kolokácie a n-gramy. Je to vlastne len iné pomeno-
vanie tohoto výrazu. Taktiež sa jedná o súbor slov, ktoré sú neoddeliteľné a ich rozdelením
sa stratí význam pôvodného výrazu.
2.2.1 Kolokácie
Kolokácie sú ustálené slovné spojenia, ktoré sa skladajú z dvoch alebo viacerých slov a
majú medzi sebou istú väzbu. Ich význam je podmienený sémantickými pravidlami.
Sú známe rôzne typy kolokácií, vďaka niekoľkoročné skúmaniu [25] autorov ako Čermák








– Nepravidelné: napr. treskúco vtipný
• Systémovo-textové
2.2.2 N-gramy
Je to všeobecné označenie pre skupinu slov. Podľa čísla, ktoré reprezentuje písmeno N
rozoznávame unigramy (1), bigramy (2), trigramy (3), atď.
N-gramy využívame najmä pri hľadaní kolokácií. Zostavením tabuľky ngramov s najčas-
tejším výskytom a následnými štatistickými testami zisťujeme vzťahy medzi slovami ngra-
mov. S pojmom n-gram je spojený termín kolokujúci n-gram - sú to n-tice slov ω1, ω2, ..., ωn,
ktoré patria do kolokačného kontextu. Každú n-ticu slov, ktorá potencionálne tvorí koloká-





Metód pre vyhľadávanie výrazov je niekoľko. Základnou štatistickou inštanciou je početnosť
slov. Vďaka nej sa určuje náväznosť slov na seba a tvorí základ pre všetky vyhľadávania,
ktoré sa určujú podľa štatistických vzorcov.
Každá organizácia, ktorá pracuje s korpusmi, používa určité metódy na zisťovanie
výskytu slov, ktoré navzájom viaže istý vzťah. Medzi najznámejšie metódy patrí CCDB,
Sketch Engine a Bonito. Žiadna z týchto metód však nezistí všetky kolokácie a je potrebná
ručná analýza a triedenie k dosiahnutiu požadovaného výsledku.
Najčastejšie použité štatistické testy v týchto metódach sú MI-score 3.0.3 a T-score 3.0.4.
Veličiny sa počítajú vždy pre dvojice slov. Tieto dvojice slov môžu byť od seba ľubovoľne
vzdialené - majú medzi sebou ”diery”. Rôznou voľbou vzdialenosti medzi slovami potom
dostávame buď pevné kolokácie (vzdialenosť je 1), alebo slová s väčšou vzdialenosťou, ktoré
majú istú spoločnú vlastnosť, ale netvoria kolokáciu(jablko, strom). Z dvojíc, ktoré najviac
vyhovujú našim požiadavkám, ďalej skúmame tie s najväčším počtom vypočítaných hodnôt
– tie, ktoré dosiahli najvyššie skóre.
3.0.3 MI-score
Je to miera vzájomnej informácie. Vychádza z toho, že každé slovo má nadväznosť na iné
slovo a na základe pravdepodobnosti nachádza slová, ktoré tvoria kolokáciu. Vzorec, ktorý
používa na výpočet je:
MI − score = log2
p(x, y)
p(x).p(y)
kde P(x) je pravdepodobnosť javu x, P(y) rozumieme pravdepodobnosť javu y a P(x,y)
je pravdepodobnosť, že javy x a y nastanú súčastne. V našom prípade je teda P(x) pravde-
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podobnosť výskytu hľadaného slova x, podobne P(y) pravdepodobnosť výskytu slova y a
P(x,y) pravdepodobnosť výskytu slova y v kontexte slova x. Jednotlivé pravdepodobnosti










kde základnú štatistiku, ktorú získame pri každom vyhľadávaní a ktorá udáva počet
výskytov hľadaného výrazu x v korpuse, budeme označovať f(x) a jedná sa o absolútnu
frekvenciu hľadaného výrazu(KWIC).
Počet výskytov ľubovoľného slova y v zadanom kontexte slova x budeme značiť f(x,y)
a bude označovať hodnotu absolútnej frekvencie v kontexte.
Premenná N tu zastáva všetky slová v korpuse.
Po upravení základného vzorca pre výpočet MI-score 3.0.3 dostaneme rovnicu:
mi(x, y) = log2
N.f(x, y)
f(x).f(y)
pomocou ktorej sa počíta miera vzájomnej informácie [8].
Problémom tejto metódy je, že ju veľmi ovplyvňuje frekvencia jednotlivých slov. Dvojice
slov s nízkou frekvenciou dosahujú najvyššie hodnoty. Isté riešenie tohoto problému je
nastavenie spodnej hranice frekvencie na požadovanú hodnotu a ostatné slová pod touto
hranicou budú ignorované. Ale ani to nie je ideálne riešenie, pretože potom budú mať
najvyššiu hodnotu MI-score práve tie slová so zvolenou hranicou.
Preto bol tento vzorec po mnohých testoch upravený na:
mi3(x, y) = log2
N.f(x, y)3
f(x).f(y)
Konečný tvar vzorca bol dosiahnutý sériou pokusov, preto už nie je založený na teore-
tických základoch ako pôvodný vzorec spomenutý vyššie, ale na empirických pokusoch, keď
bolo testované MIi – MI10, kde počiatočnou mocninou i bolo číslo 2 a najviac uspokojivé
výsledky boli dosiahnuté pre i = 3.
10
3.0.4 T-score
V prípade kolokácií testujeme, či zistené počty výskytov jednotlivých slov a ich dvojíc
odpovedajú náhodnému rozloženiu slov v korpuse. Čím vyššia je hodnota t-score, tým menej
je pravdepodobné, že ide o náhodné rozloženie slov a naopak tým pravdepodobnejšie, že
ide o pevnejšiu a ustálenejšiu kombináciu slov, tj. kolokácie.
Niektoré metódy vyhľadávania ako napr. Bonito využívajú pri hľadaniu kolokácií pomo-
cou T-score pravdepodobnostný štatistický t-test. Ako je možno nájsť v práci od T.Strachotu
[14] je lepšie využiť radšej Pearsonov χ2 test, pretože na rozdiel od t-testu nezakladá na nor-
málovom rozložení. Výsledky t-testu a χ2 testu sa od seba skoro vôbec nelíšia, dôvod prečo
sa viac používa χ2 test je ten, že sa môže uplatniť v prípadoch, kde sa operuje s vysokými
mierami pravdepodobnosti a na tie t-test nestačí [12].
Po vypočítaní hodnôt nás výsledná vysoká hodnota t-score upozorní, že nájdené dvojice
sa v poradí za sebou vyskytují oveľa častejšie ako by bol náhodný výskyt.
Nevýhodou je, že sa do popredia dostanú veľmi často sa vyskytujúce slová ako častice
a spojky. Preto je lepšie pred použitím tohoto testu využiť stop-list1, ktorý tieto slová
odstráni z vyhľadávania.






kde x - náhodná veličina,
x - priemer meraní,
µ - očakávaná hodnota,
s - smerodatná odchýlka,
N - počet meraní.







Náhodná premenná x však nadobúda len hodnôt 0 alebo 1(slovo sa nachádza alebo




1výber najčastejšie sa vyskytujúcich slov, ktoré nepatria do vyhľadávania
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Naviac pomer početnosti bigramov k veľkosti korpusu je číslo blížiace sa na číselnej ose




Preto vďaka týmto zisteniam môžeme pôvodný vzorec adaptovať na rozloženie slov




3.0.5 Rozdiely medzi MI-score a T-testom
Po predstavení metód je vhodné si zhrnúť nadobudnuté vedomosti ich porovnaním.
Tabulka 3.1: Rozdiely medzi MI-score a T-score
MI-score T-score
väčšinou nové informácie očakávané výsledky
nastavenie spodnej frekvencie hľadania používa stop-list
naznačuje pevnú, ustálenú kombináciu naznačuje, že rozloženie frekvencií nie je náhodné
Na základe testov v korpuse SYN2000 2 zverejnené v [22] môžeme hypoteticky tvrdiť,
že
• nízku hodnotu MI-score aj T-score dosahujú kolokácie s voľnou kombináciou
• mierne vyššie hodnoty MI-score a vysoká hodnota T-score tvorí väčšinou tesné kom-
binácie
• vysoká hodnota MI-score znamená kolokáciu
3.1 Ostatné štatistické testy
Je vhodné ešte spomenúť ostatné metódy, ktorými je možné vyhľadávať viacslovné výrazy.
V definíciách rovníc budeme používať namiesto f(x) a f(y) pojmy ω1 a ω2, ktoré odpovedajú




Pri použití Pearsonovho testu, musíme položiť základné tvrdenie, že medzi komponentami
N-gramu nie je žiadna súvislosť a ich spoločný výskyt je iba náhodný. Toto tvrdenie budeme
označovať ako nulovú hypotézu H0. Alternatívnou hypotézou k tejto hypotéze bude jej
negácia a označíme ju H1.
Pre zistenie, ktorá hypotéza bude nakoniec pravdivá, budeme v Pearsonovom teste využívať
kontingenčnú tabuľku. Rozmery tejto tabuľky sú priamo určené počtami javov. Každému
javu zodpovedajú 2 stĺpce tabuľky, kde v jednom sa snažíme dokázať, že jav nastal, kým
v druhom stĺpci, že nenastal.
Uveďme si príklad kontingenčnej tabuľky pre výskyt kolokácie s dvomi slovmi.
Tabulka 3.2: Príklad kontingenčnej tabuľky pre N=2
‖ω1ω2‖ ‖¬ω1ω2‖
‖ω1¬ω2‖ ‖¬ω1¬ω2‖
Základom testu je porovnanie frekvencie N-gramov s frekvenciou očakávanou pre nezá-
vislé slová N-gramu. Nulovú hypotézu H0 zamietame v prípade, že je rozdiel medzi týmito
frekvenciami príliš veľký.







kde i označuje riadok a j stlpec tabuľky, ktorý sa práve porovnáva.
fij - práve skúmaná bunka tabuľky
fˆij - očakávaná hodnota
Využitie Pearsonovho testu je najmä pri prekladoch z cudzích jazykov na základe rov-
nakej frekvencie výskytov slov v korpusoch.
3.1.2 Metódy použité v Sketch Engine
Asociačné skóre
Frekvencie trigramov vyhľadáva na základe gramatickej väzby slov. Na výpočet používa
vzorec:
AScore(ω1, R, ω2) = log
‖ω1, R, ω2‖.‖∗, ∗, ∗‖
‖ω1, R, ∗‖.‖∗, ∗, ω2‖ . log ‖ω1, R, ω2‖+ 1
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kde ‖ω1, R, ω2‖ - početnosť trigramov
‖ω1, R, ∗‖ - výskyt prvého slova v gramatickej relácii s ľubovoľným druhým slovom
‖∗, ∗, ω2‖ - druhé slovo v relácii s ľubovoľným prvým slovom
‖∗, ∗, ∗‖ - výskyt trigramov v korpuse
Tento vzorec bol používaný do septembra 2006 [2], kedy ho nahradil iný štatistický test





Dice dosahuje v testoch veľmi dobré výsledky, jeho problémom boli však veľmi nízke čísla,
ktoré dosahovali výsledné hodnoty, preto bol predefinovaný na logDice.
logDice
logDice = 14 + log2
2.‖ω1, R, ω2|
‖ω1, R, ∗‖+ ‖∗, ∗, ω2 = 14 + log2
2fxy
fx + fy
Zo vzorca vyplýva, že maximálna hodnota, ktorú môže logDice dosiahnuť je 14. U ko-
lokácií sa pohybujú jeho výsledky okolo 10. Ak je hodnota záporná, môžeme tvrdiť, že
neexistuje žiadny štatistický vzťah medzi slovami v kolokácii. Pri hodnote 0 sa slová vy-
skytujú v korpuse v kolokácii pri každom 16000 výskyte. Taktiež stojí za zmienku, že vo
vzorci nevystupuje premenná N, čo znamená, že hodnotu logDice neovplyvnuje počet slov
v korpuse. [13]
3.2 Bonito
Pre vyhľadávanie používa MI-score(miera vzájomnej informácie) 3.0.3 a T-score 3.0.4. Vy-
užíva korpusový manažér3 Manatee [1] a dáta hľadá v korpuse SYN2000, ktorý obsahuje
viac ako 100 miliónov tokenov. Hľadanie prebieha formou dotazovania sa pomocou dotazo-
vacieho jazyka Corpora query language4, dotaz sa posiela buď na fixný idiom 5, alebo na
idiom s ”dierami” [5]. Bonito dokáže hladat slová nielen v základnom ale aj rozgenerovanom
3programový nástroj pre spracovanie korpusov
4dotazovací jazyk, pomocou kterého sa v korpuse vyhľadávajú slová podľa ich atribútov. Väčšinou sa
jedná o slovo,lemma alebo tag - morfologické informácie
5Idiom je pevne pri sebe, slovo vedľa slova
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tvare. Potrebné je iba správne zadať dotaz.
Vyhľadávanie je možné podľa:
• slova alebo slovného spojenia
• atribútu lc (pre vyhľadávanie malých písmen)
• lemma (vyhľadávanie slova alebo slovného spojenia vo všetkých tvaroch, vyhľadávanie
nie je case sensitive)
• morfologické značky
• podľa rozsahu viet (v prípade, že chceme hľadat slovné spojenia vrámci viacerých
viet)
3.3 CCDB
Bol vytvorený nemeckým inštitútom v Mannheime. Na kolokačné analýzy je využívaný al-
goritmus, ktorý je od roku 1995 majetkom COSMAS 6 a korpus DeReKo7 [10]. Práve korpus
je výnimočný, obsahuje totiž až 2,2 miliardy slov, čo ho zaraďuje k najväčším korpusom na
svete. CCDB používa veľmi efektívne patentované full-textové vyhľadávače. [4]
3.4 Sketch engine
Prvýkrát bol použitý na anglickom MacMillanovom slovníku a prezentovaný bol na konfe-
rencii Eurolex v roku 2002. Vtedy vyhľadával na základe gramatických pravidiel kolokácie
len v angličtine. Momentálne je vyvinutý tak, aby bol schopný pracovať s korpusmi rôznych
jazykov, pokiaľ majú správne označkovaný korpus.
Pracuje s korpusovým manažérom Manatee. Metódy vyhľadávania boli viac špecifiko-
vané v časti 3.1.2.
3.5 Porovnanie metód vyhľadávania
Korpus, ktorý bude použitý na test metód vyhľadávania bol vytvorený spojením menších
korpusov a má veľkosť 600 miliónov tokenov. Metódy použité v teste budú MI-score a T-
score s využitím t-testu. Ako príklad na test bolo vybrané slovo kočka, pretože toto slovo
často tvorí kolokácie s preneseným významom a nemusíme mať obavy o problémy s nízkou
četnosťou.
6Corpus Search Management and Analysis System
7Deutsches Referenzkorpus
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Výskyt tohoto slova v korpuse je 4088 - f(x) = 4088.
Počet slov v korpuse je 518 733 4618 - N = 518733461
Tabulka 3.3: Kolokácie podľa slova kočka
slovo f(y) f(x,y) mi− score3 t-score
schrödingerova 10 13 17.33 3.61
mourovatá 52 15 15.16 3.87
toulavá 72 20 15.11 4.47
perská 95 24 14.97 4.9
krátkosrstá 51 12 14.87 3.46
siamská 174 13 13.21 3.61
zatracená 452 31 13.09 5.57
divoká 1865 67 12.15 8.18
tomáše 749 20 11.73 4.47
opravdová 1838 27 10.86 5.19
václav 7175 63 10.12 7.93
mrtvá 3635 20 9.45 4.47
bílá 7650 28 8.86 5.28
pes 15325 37 8.26 6.06
stará 23429 18 6.61 4.2
velká 48617 27 6.14 5.12
film 112475 17 4.26 3.91
domácí 130907 13 3.66 3.32
si 2064116 22 0.44 1.22
Z dôvodu mnohých kolokácií s nízkou početnosťou, bolo aplikované obmedzenie porovna-
nia na hranicu frekvencie slov na minimálny výskyt 12. Taktiež boli odstránené z pôvodnej
tabuľky slová, ktoré sa nachádzali v kolokáciách ako a, jedna, jako, atď. Ako môžeme vidieť
vo výpise kolokácií v 3.3 aj tak sa nám do tabuľky dostali vlastné podstatné mená(kočka
tomáše, kočka václav, atď) alebo bežne sa vyskytujúce prídavné mená ako bílá, mrtvá, tou-
lavá. . .
Z pohľadu výrazov s preneseným významom tvorí slovo kočka samo o sebe idiom9. To
znamená, že aj kolokácie ako toulavá kočka môžu byť idiomom. Z tohoto pohľadu je zaují-
mavé sledovať výraz si kočka, ktorý síce dosiahol najnižšie výsledky vďaka veľkej početnosti
slova si a väcšina stop-listov by rozhodne toto slovo označilo za zbytočné. Napriek tomu
8z pôvodného korpusu boli odstránené SGML tagy, ponechané boli znaky konca viet z dôvodu, aby sa
posledné slovo z vety nedostalo do kolokácie s prvým slovom vety ďaľšej a naopak
9kočka - atraktívna žena
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toto slovné spojenie vyjadruje idiom - si kočka vo význame lichôtka žene. Aj na tomto
prípade môžeme vidieť, že žiadna metóda neodhalí všetky idiomy v texte a ručná analýza
je vždy nutná.
Najlepšie ohodnotenie MI-score dosiahol výraz schrödingerova kočka. Jedná sa o myšli-
enkový experiment, ktorý vymyslel Erwin Schrödinger, aby poukázal na nekompletnosť
teórie kvantovej mechaniky, čo sa týka prechodu medzi subatomickým a makroskopickým
svetom. Viac informácií je na wikipédii [19].
Pri kontrole správnosti porovnávania MI-score a T-testu z tabuľky 3.1 môžeme na zá-
klade nášho testovacieho príkladu dôjst k potvrdeniu predpokladov:
- metódou MI-score získavame väčšinou nové informácie - schrödingerova kočka má naj-
vyššie skóre
- mierne vyššie hodnoty MI-score a vysoká hodnota T-score tvorí väčšinou tesné kombinácie
– divoká kočka





4.1 Vstupy a výstupy
Na začiatok si musíme ujasniť vopred určené vstupy a požadované výstupy systému, ktorý
bude implementovaný.
4.1.1 Vstupy
• súbor s výpisom významu idiomov a prekladom do iných jazykov
• korpus, ktorý obsahuje 6 a 600 miliónov slov
4.1.2 Očakávané výstupy
• súbor s nájdenými idiomami, výpisom viet, v ktorých sa idiomy našli a výpis významu
nájdených idiomov
4.2 Analýza problému
• vstupným súborom je korpus 2.1, ktorý je vo formáte slovo-riadok. Je teda potrebné
vytvoriť modul, ktorý rozdelí text na vety. Bude nutné pamätať na to, že nie každá
veta končí znakom konca vety a nebude ľahké identifikovať koniec vety. V istých
prípadoch to bude pravdepodobne nemožné. Je potrebné taktiež myslieť na tagy,
ktoré môžu ukončovať vetu. Bude treba spraviť analýzu týchto značiek a určiť, ktoré
značky označujú koniec vety a ktoré nie.
• je nutné pamätať na to, že vstupný súbor s významom idiomov obsahuje aj znaky
ruskej azbuky, preto je potrebné pracovať v znakovom kódovaní UTF-8, čo môže zna-
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menať problém pri využívaní pomocných programov, ktoré predpokladajú kódovanie
ISO-8859-2
• po rozdelení textu na vety bude možné prejsť k samotnému vyhľadávaniu idiomov.
Vzhľadom k obrovskému množstvu dát nebude možné porovnávať slovo so slovom(string
so stringom), ale bude nutné nájsť inú cestu k porovnávaniu.
• implementačný programovací jazyk musí byť, vzhľadom na množstvo dát, čo najefek-
tívnejší.
• pre vyhľadávanie idiomov je potrebné implementovať metódu pre určenie slov rôznych
tvarov a nielen tvarov aké sú v pôvodnom súbore
• môžeme očakávať problémy s ukladaním dát do pamäte vzhľadom na veľkost korpusu a
počet idiomov, ktoré budú vyhľadávané. Preto bude nutné pracovať šetrne s pamäťou,
prípadne nájsť iný spôsob ukladania dát.
• podľa zadania treba otestovať dosiahnuté výsledky štandartnými metrikami a zosu-
marizovať dosiahnuté výsledky.
Na začiatok je potrebné určiť spôsob využitia výslednej aplikácie. Je nutné ujasniť si,
či požiadavka na vstupe bude hľadanie jediného výrazu, prípadne slova vo vopred určenom
korpuse, alebo pôjde o vstupný súbor, ktorý bude obsahovať veľký počet idiomov. Táto
práca má za úlohu dávkové vyhľadávanie výrazov zo vstupného súboru(počet idiomov je
cez 30 000), takže budeme pracovať s programom, ktorý musí vedieť efektívne indexovať
slová. Je možné použiť buď sekvenčné prehľadávanie celého textu, alebo priamy prístup
pomocou indexov.
Sekvenčné vyhľadávanie
Tento prístup sa pozerá na korpus ako na celok a testuje každú pozíciu v texte, či vyho-
vuje všetkým zadaným podmienkam. Vzhľadom na počet pozícií v korpusoch zmienených
v príkladoch moderných korpusoch 2.1 a hlavne veľkosti korpusov, ktorá môže stúpať až
k niekoľkým GB, je tento prístup prakticky nemožný. Jediným možným riešením je rozdele-
nie korpusu na menšie časti a vyhľadávanie medzi nimi, ale je jasné, že táto metóda nebude
uspokojivým riešením problému.
Prístup pomocou indexov
Táto metóda nepracuje priamo s celým korpusom, ale vytvára si odkazy(indexy) do korpusu
pre rýchlejší prístup k nemu. Využíva pritom dátové štruktúry: PAT polia alebo reverznú
indexáciu. Existujú rôzne modifikácie týchto metód, ale základ ostáva rovnaký.
PAT polia
Používajú dátovú štruktúru PAT-trees. Sú to vyhľadávajúce stromy založené na porovná-
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vanie teoreticky nekonečných reťazcov. Medzi hlavné výhody tejto štruktúry patrí veľmi
efektívne poskytnutie odpovede na dotazy rôzneho typu ako dotaz na najkratšie opakujúce
sa reťazce a podobne.
Nevýhodou je však neefektívne poskytnutie odpovede na priveľmi špecifické dotazy.
Zosumarizovaním výhod a nevýhod je jasné, že tento prístup sa viac hodí pre vyhľadá-
vanie jednorazových odpovedí v rozsiahlych textoch, ako pre náš prípad. [12]
Reverzný index
Taktiež označovaný ako invertovaný súbor(inverted file) je prístup, ktorý sa zameriava na
uloženie pozíc slov v texte. Tým pádom nepracujeme už so slovami, ale s číslami v textovom
korpuse, čo je obrovská výhoda 1.
Jediným problémom môže byť, ak je dotaz formulovaný regulárnym výrazom. Vtedy
je občas nutné použiť sekvenčné vyhľadávanie na prechod slovníkom a využiť množinové
zjednotenie všetkých vyhovujúcich slov.
4.3 Implementácia systému
Po zvážení hore uvedených postupov bolo rozhodnuté pre využitie v programe štruktúru
reverzného indexu aj z dôvodu, že naším vstupným súborom je zoznam slov bez regulárnych
výrazov, preto nás problém s dotazmi na regulárne výrazy nebude obmedzovať.
Pretože indexácia slov vo veľkom korpuse musí byť veľmi rýchla, je nutné zvoliť efek-
tívne riešenie, ktoré dokáže pracovať s pamäťou šetrne a dokáže naindexovať všetky slová
z korpusu bez nutnosti delenia korpusu na menšie časti. Taktiež je dôležité zvoliť vhodnú
dátovú štruktúru. Pre náš prípad sa ideálne hodí štruktúra trie.
Trie
Je to dátová štruktúra, ktorá slúži na uloženie asociatívneho poľa, v ktorom reťazce tvoria
kľúč. Dáta sú uložené tak, aby každý uzol obsahoval všetky reťazce, ktorými môže pod-
reťazec postupovať pri hľadaní požadovaného cieľa. Všetci následníci uzlu majú spoločný
prefix, ktorý je zhodný s reťazcom priradeným k danému uzlu. Na trie môže byť pozerané
aj ako na konečné automaty. [20]
Konečný automat
Konečný automat je teoretický výpočtový model používaný v informatike pre štúdium vy-
číslitelnosti a obecne formálnych jazykov. Popisuje jednoduchý počítač, ktorý môže byť
v jednom z niekoľkých stavov, medzi ktorými prechádza na základe symbolov, ktoré načí-
tava zo vstupu. Množina stavov je konečná, nemá žiadnu ďaľšiu pamäť okrem informácií
o aktuálnom stave. Je to model, ktorý dokáže rozpoznať regulárne jazyky. Konečné au-
tomaty sa používajú pre spracovanie regulárnych výrazov, napr. ako súčasť lexikálneho
1číselné porovnávanie je neporovnateľne rýchlejšie oproti slovnému
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analyzátoru v prekladačoch.
Pretože implementácia efektívneho programu s využitím trií nie je triviálna záležitosť,
využil som niekoľkoročný výzkum a implementáciu poľského vysokoškolského profesora Jána
Daciuka. Jeho program indexuje korpus pomocou metódy perfektného hashu.
Perfektný hash
Hešovanie mapuje n slov zo vstupu na čísla(adresy). Ak je mapovanie bijekciou(zobrazenie
priraďuje každému prvku z východiskovej množiny práve jeden prvok z cieľovej množiny a
na každý prvok cieľovej množiny sa zobrazuje práve jeden prvok východiskovej množiny.)
tvaru 1...n, prípadne 0...n− 1, nazýva sa toto hashovanie ”perfektným”. [6]
Indexovanie korpusu prebieha veľmi rýchlo a pri 6 miliónovom korpuse je to záležitosť
1-2 sekúnd, pri 600 miliónovom ide o čas 17 sekúnd 2. Z čoho vyplýva, že môžeme hovoriť
o veľmi slušnom čase, ak zoberieme do úvahy aj to, že v tomto čase je aj zarátaný zápis
súboru, o veľkosti mierne väčšej ako je pôvodný korpus, na disk.
Ohýbanie slov
Opäť implementácia tejto metódy nepatrí medzi triviálne záležitosti a na jej implementá-
ciu je potrebné využiť už existujúce riešenie. Ako vhodné sa javí riešenie od Bc. Stanislava
Černého, ktorý využíva knižnicu libma 4.3. Jeho riešenie je v systéme nazvanom lima. Ne-
výhodou tohoto riešenia pre náš systém je, že lima očakáva na vstupe súbor v kódovaní
ISO-8859-2 a naše vstupné súbory sú v kódovaní UTF-8.3
Libma - generátor základných tvarov slov
Libma je morfologický analyzátor, ktorý pomocou konečných automatov dokáže rozpoznať
tvary slova. Hlavnou funkciou analyzátoru je získanie základného tvaru a gramatické kate-
górie slova.
Rozdelenie textu na vety
Pred indexovaním je nutné vyriešiť už spomenutý problém rozdelenia textu na vety. Je nutné
určiť indexovaciemu programu, ktoré znaky má považovať za koniec vety. Preto je potrebné
implementovať modul, ktorý pred indexovaním korpusu označí miesta, kde nastáva koniec
vety a určiť pravidlá, po ktorých sa tak stane. Tieto výnimky je možné nájsť v 4.1. Svoju
špecifickú úlohu tu zohrajú už spomenuté SGML tagy, ktoré je potrebné interpretovať a
najlepší čas na to bude pri priamej práci s korpusom ako v tomto prípade.
Ako spôsob rozpoznania znakov konca viet som zvolil značkovanie, ktoré pridáva pred
každý znak, ktorý neukončuje vetu, prázdny znak(medzeru). Na prvý pohlad je zrejmé, že
2testy boli prevádzané na procesore o frekvencii 1,7 Ghz a 1,5 GB pamäte na systéme Linux, distribúcii
Ubuntu
3žiaľ časová náročnosť a celková problematika ohýbania slov bola moc náročná a do výsledného systému
sa ju nepodarilo uspokojivo implementovať, preto musela byť z výsledneho systému odstránená.
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Tabulka 4.1: Výnimky označenia konca vety
skratky (napr., tzv., nar., . . .)
titul (Mgr., Ing., PhDr., . . .)
iniciálky (A.Seitler, P.Novák, . . .)
číslovky (1. text, 2. text, 2.2.2222, . . .)
priama reč znak ukončuje len priamu reč, nie vetu
toto riešenie nie je ideálne, ale aj pre účely ukážky vyhľadávania idiomov je postačujúce, čo
ukázali aj časové testy, kde celý tento proces označenia korpusu pri 600 miliónovom korpuse
nepresiahol 2 minúty času, čo je pri veľkosti dát prijateľné oneskorenie. Aj keď tento návrh
riešenia v komerčnom programe je pravdepodobne neprijateľný.
Daciukov indexačný program vďaka tomu správne rozlíši znaky, ktoré označujú koniec
vety od tých, ktoré nie.
Moje riešenie celého problému sa nachádza v module sentence_splitter.
Je vhodné ešte uviesť pseudokód riešenia, pre lepšiu názornosť ako pracuje tento modul:
1. Načítaj a vypisuj riadky zo vstupného súboru, pokiaľ nenarazíš na znak, ktorý môže
značiť koniec vety
2. Ak narazíš na také znamienko, skontroluj riadok, či obsahuje ďaľšie znaky, ak áno a
sa jedná o ?, ! tak je koniec vety 4, vypíš medzeru a znak.
3. Ak je početnosť toho znaku rovná 1, zisti, či predcházajúci riadok vyhovuje určeným
výnimkám, ktoré boli popísané v 4.1
4. Ak patrí medzi výnimky vypíš prázdny znak(medzeru) a po nej načítaný znak, ak nie
výpíš načítaný znak
5. Opakuj prvý krok až pokiaľ nenarazíš na koniec súboru
Nie je jednoduché 100% určiť koniec vety 5 a v niektorých prípadoch to ani nie je možné.
Známe problémy nastanú v prípade, že je veta ukončená číslovkou(napríklad: Bolo nás tam
práve 5. 6) alebo keď nasledujúca veta začína priamou rečou, prípadne znakom typu ", ’.
Po vysporiadaní sa s problémom konca vety môžeme pristúpiť k indexácii korpusu.
Samotnému postupu indexácie predchádza ešte fáza prípravy:
Je nutné vygenerovať slovníkový súbor pre vytvorenie perfektného hashu. Využívam
pritom Daciukov modul fsa ubuild, ktorý vytvorí požadovaný slovník. Vstupným súborom
je usporiadaný súbor so slovami, ktoré sa nachádzajú v idiomoch s odstranenými duplicitami
4ľubovoľný počet ? a ! znamená vždy koniec vety
5nie je to ani zámerom tejto bakalárskej práce
6Nedá sa jednoznačne určiť, či to je prípad, kde číslo ukončuje vetu alebo je súčasťou výčtu pravidiel,
prípadne označuje tabuľku
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vo formáte slovo-riadok, pridané sú znaky, ktoré môžu byť na konci vety(jedná sa o ., !
a ?), aby indexačný program dokázal rozlíšiť koniec vety.
Po vytvorení slovníka je všetko pripravené k indexácii slov. V tejto fáze som si však
uvedomil, že nie je nutné indexovať celý korpus, pretože slová, ktoré sa v idiomoch ne-
nachádzajú nemajú žiadny zmyseľ pri vyhľadávaní. Preto je vhodné vytvoriť niečo ako
stop-list na slová, ktoré sa v slovníkovom súbore nenachádzajú. K dosiahnutí toho opäť
využívam Daciukov modul fsa hash, ktorý dostáva na vstupe vytvorený slovník a vstupný
korpus a výstupom je označený súbor, ktorý pridáva za každé slovo číslo. Ak je číslo −1,
znamená to, že dané slovo neobsahuje žiadny idiom a pre naše nasledujúce vyhľadávanie je
zbytočné a môže sa vylúčiť. Ak dostane riadok ohodnotenie iné ako −1, slovo sa nachádza
v idiome a je nutné pre vyhľadávanie výskytu idiomov. Takto dostávame vstupný korpus
s oveľa menšou veľkosťou ako pôvodný korpus a vyhľadávanie bude omnoho efektívnejšie.
Je dobré spomenúť, že táto operácia pri 4GB korpuse so 600 miliónmi slov a vstupnom
súbore idiomov s približne 31000 idiomami trvá okolo 2 minút.
Po vytvorení súboru, ktorý je okrátený o slová medzi ktorými nemá zmyseľ hľadať idiomy
môžeme konečne prejsť k vyhľadávaniu. Pretože sa jedná o prácu s obrovským množstvom
dát je nutné zvoliť programovací jazyk s rýchlym prístupom do pamäte a výpočtom. Naj-
lepším kandidátom je bezpochyby jazyk C, ktorý spĺňa všetky kritéria a lepší výber je snáď
už len Assembler. Ďalšou možnosťou je ešte jazyk C++ a Python, kvôli už predimplemen-
tovanými dátovými štruktúrami a ”pohodlnejšiemu” programovaniu. Je to však na úkor
času výpočtu a systémových prostriedkov, ktoré sú v našom prípade veľmi dôležité.
Je čas na voľbu štruktúry programu a dátových štruktúr, ktoré bude program využívať.
Treba zvoliť vhodnú štruktúru na uloženie slov a ich výskytov. Klasický dátový typ štrukt-
úry nie je postačujúci z dôvodu, že potrebujeme hľadať medzi záznamami rýchlo. Najlepšou
voľbou sa javí štruktúra hashovacia tabuľka.
Hashovacia tabuľka
Je to dátový typ, ktorý asociuje kľúče s ich hodnotami. Funguje transformovaním kľúča
hashovacou funkciou do hashu, čísla, ktoré je použité ako index do poľa pre vyhľadanie
žiadanej lokácie, kde leží požadovaná hodnota.
Po uložení všetkých pozícií a slov do hashovacej tabuľky, ktorej tvar je popísaný v 4.3
musíme zvoliť algoritmus, ktorý bude vyhľadávať medzi vetami idiomy.
Rozpoznanie viet bude jednoduché vďaka intervalom, ktoré nám vznikli vďaka znakom,
ktoré označujú koniec vety. Pozície výskytu slov sú v hashovacej tabuľke už zoradené podľa
veľkosti, takže voľba algoritmu bude o to jednoduchšia.
Algoritmus hľadania idiomov
Je implementovaný v module htable search. V hashovacej tabuľke má špeciálny význam
ten záznam, pod ktorým vystupuje znak ukončovania vety(má hodnotu ’.’, ostatné znaky
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Tabulka 4.2: Príklad uloženia slov a ich výskytov v hashovacej tabuľke
koncu viet ! a ? boli v upravenom korpuse prepísané na znak .). Čísla v tejto časti tabuľky
znázorňujú intervaly vyhľadávania, začiatky a konce viet. Ukazateľ na tento záznam tabuľky
je predávaný špeciálne ako parameter funkcie.
Na kokrétne hľadanie idiomov je v tomto module implementovaná funkcia idiom search,
ktorá načítava zo vstupného súboru, v ktorom sú idiomy, riadky a posiela ich funkcii
find idiom. Tá má za úlohu skontrolovať, či sa nachádzajú všetky slová z idiomu v hashova-
cej tabuľke8. Funkcia vráti výskyt jednotlivých slov z idiomu. Ak sa všetky slová z idiomu
nenachádzajú v hashovacej tabuľke, vráti ukazateľ NULL. Nasleduje detekcia, či je idiom
jednoslovný alebo viacslovný. Je jasné, že ak sa jedná o jednoslovný idiom, netreba ďalej
vyhľadávať idiom v korpuse a stačí ak sa detekujú vety, v ktorých sa idiom nachádza(koniec
intervalu(vety), do ktorého idiom patrí).
V opačnom prípade(nájdenia viacslovného idiomu) a po úspešnom vrátení výskytov
funkcie find idiom sa pokračuje v algoritme, ktorý dokáže zistiť, či sa daný idiom nachádza
v korpuse.
Pseudokód fungovania algoritmu je popísaný nasledovne:
1. nájdi vhodný interval(vetu), kde leží prvé nájdené slovo z vyhľadávaného idiomu.
2. otestuj, či daný interval sedí aj pre ostatné slová z idiomu.
3. ak interval vyhovuje všetkým slovám, našiel si idiom v korpuse, zapamätaj si číslo
konca intervalu(číslo nájdenej vety) a hľadaj ďaľšie výskyty idiomu.
4. ak interval nevyhovuje, vráť sa naspäť k prvému slovu z idiomu a pokračuj v hľadaní
od intervalu, kde si skončil naposledy.
8nemá zmyseľ hľadať v intervaloch idiomy, ktoré obsahujú slová, ktoré nemajú výskyt v korpuse.
24
Je vhodné uviesť viac konkrétnejšiu verziu pseudokódu, pre lepšie pochopenie algoritmu:
i=1;
slovo_z_idiomu=1;
Pokiaľ miesta[slovo_z_idiomu][i] sa nerovnajú -1 //(zarážka) {
Nájdi prvé číslo z intervalu viet, ktoré je väčšie ako miesta[slovo_z_idiomu][i]
Opakuj prechod na ďaľšie slovo (slovo_z_idiomu += 1),
pokiaľ neprejdeš všetky slová z idiomu
{
Nájdi prvé menšie číslo, ako číslo z intervalu viet nájdené v prvom idiome
}
Ak je počet slov rovný premennej slovo_z_idiomu a miesta[slovo_z_idiomu][i]
je menšie ako číslo z intervalu viet tak sme našli výskyt




Nájdené idiomy sú už uložené v dátovom type štruktúra, pretože nepotrebujeme viac
vyhľadávať a môžeme prejsť k finálnemu výpisu idiomov.
Výpis nájdených idiomov je v tvare:
Nájdený idiom: idiom
Význam idiomu: výpis významu idiomu zo súboru s významami idiomov
Nájdený vo vetách: výpis všetých viet, kde bol idiom nájdený, vo formáte číslo
vety od začiatku korpusu, veta/riadok
Výpis významu
Výpis významu prebieha uložením vstupného súboru idiomov s významom do štruktúry,
kde kľúč pre vyhľadávanie je samotný idiom a popis idiomu je uložený do poľa a priradený
danému kľúču(idiomu). Štruktúra obsahuje ešte jednu položku typu boolean, ktorá definuje,
či je daný idiom v texte alebo nie.
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Výpis viet
Spätný výpis viet zo štruktúry vyhľadaných idiomov prebieha vďaka spôsobu implementácie
ľahko, pretože je známe číslo vety, v ktorej sa daný idiom nachádza. Preto boli všetky vety,
v ktorých sa nachádza idiom, uložené a zoradené v poli a z korpusu sa ukladajú len tie vety,
ktoré potrebujeme. Ostatný text sa ignoruje. Pre výpis týchto viet bola naimplementovaná
štruktúra, ktorá obsahuje kľúč(poradie vety) a vetu. Pretože informácia o výskyte vety je
spolu uložená s nájdeným idiomom pre výpis potrebnej vety je nutné len nájsť potrebný
klúč. Výpis je vo formáte poradie vety v korpuse9 a samotná veta.
9má to viac výhod, vďaka tomu je možné zistiť aj názov dokumentu, v ktorom sa daný idiom našiel
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Kapitola 5
Výsledky a porovnanie výsledkov
podľa štandartných metrík
Testovanie programu bolo prevedené na 2 korpusoch. Jeden obsahoval 6 miliónov slov a
druhý obsahoval 600 miliónov slov. Výsledky sú popísané nižšie:
5.1 6 miliónový korpus
Počet tokenov v korpuse: 6 001 448
Počet slov v korpuse: 5 008 602
Počet slov v zmenšenom korpuse pre vyhľadávanie: 1 823 752
Počet nájdených idiomov: 3668
Reálny čas potrebný pre výpočet hľadania idiomov: 2 minúty 33 sekúnd
5.2 600 miliónový korpus
V prípade 600 miliónového korpusu došlo k obávanému problému a pri ukladaní viet, v kto-
rých sa nachádzajú idiomy došlo k chybe alokovania pamäte z dôvodu vyčerpania všetkej
voľnej operačnej pamäte. Hlavnou príčinou sú najmä jednoslovné idiomy, ktoré majú veľkú
početnosť a vyskytujú sa v mnohých vetách. Preto nie je možné uviesť výsledky testu na
600 miliónovom korpuse.
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5.3 Vyhodnotenie systému podľa štandartných metrík
V prípade, že máme k dispozícii počty idiomov, ktoré sa nachádzajú v korpusoch je možné
porovnať náš vytvorený systém pomocou štandartných metrík. Iná možnosť je definovať si
očakávané výsledky a previesť porovnanie na základe vopred určených podmienok, čo bude
aj náš prípad.
Úspešnosť potom môžeme vyčísliť pomocou metrík správnosť(precision), úplnosť(recall)
a F-kritérium(F-measure). [7]







F −measure = 2 ∗Recall ∗ Precision
Recall + Precision
V prípade, že by sme vedeli správny počet idiomov vo vstupnom korpuse, predikciou
by bol práve tento počet a podľa hore uvedených pravidiel by sme určili výsledok. Pretože
je tento počet neznámy, musíme si zvoliť predikciu sami. Pretože hádať počet idiomov
bez faktov, na ktorých sa dá naša teória založiť, je nemožný, predikcia bude navrhnutá
podľa praktického pokusu, ktorý bol spravený na korpuse SYN2000 v práci [5]. V nej bolo
objavené, že vo vstupnom korpuse obsahujúceho 100 miliónov slov bolo nájdených 67%
z celkového počtu idiomov.
Preto pôvodný 6 miliónový korpus bol rozšírený na veľkosť 100 miliónov slov a ako
predikcia bol navrhnutý výsledok z predchádzajúceho textu a očakávaný výskyt idiomov
by mal byť 67%2.
Dá sa však očakávať horší výsledok z dôvodu, že predchádzajúca implementácia vedela






1názvy metrík budeme uvádzať v originálnych názvoch
2je málo pravdepodobné, že pri rovnakom počte vstupných idiomov a rovnakej veľkosti korpusov by malo
dôjsť k veľkým rozdielom
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Metrika úplnosti dosiahla hodnotu 37%. Jedná sa o relatívne malé číslo, ale treba vziať
do úvahy, že nie všetky idiomy sa museli vyskytnúť v korpuse a aj to, že test prebiehal





Presnosť v porovnaní s pokusom vykonaným na korpuse SYN2000 je 55%. Potvrdila sa
predikcia, že náš výsledok bude horší najmä kvôli chýbajúcej implementácii ohýbania slov.
Taktiež porovnávajúce korpusy boli rozdielne, takže tento výsledok môžeme brať len ako
orientačný.
Nakoniec ešte prevedieme F-measure test, v ktorom sa dosiahla úspešnosť 44%:
F −measure = 2 ∗ 0.37 ∗ 0.55
0.92
= 0.44
5.4 Vyhodnotenie výsledkov systému a plány do búducnosti
Môžeme vyhlásiť, že sa nám podarilo implementovať efektívny systém pre vyhľadávanie
idiomov vo veľkých korpusoch. Časy, ktoré sa podarilo dosiahnuť pri 6 miliónovom korpuse
predčili očakávania.
Implementácia ma rozhodne ”muchy” vo využívaní pamäte a ich odstránením a zlepše-
ním využívania pamäte by sa mohlo dosiahnuť lepších výsledkov.
Sklamaním je chyba nedostatku pamäte pri 600 miliónovom korpuse. Je potrebné nájsť
riešenie tohoto problému v nadchádzajúcich verziách systému. Riešením by mohlo byť ob-
medzenie výpisu idiomov, ktoré dosahujú prehnane vysoký výskyt 3, rozdelením korpusu
na menšie časti 4 alebo využiť pomocný súbor na uloženie časti viet k ušetreniu pamäte, čo
sa javí ako najlepšia možnosť.
Problémy implementácie boli objavené hlavne pri označovaní znakov konca viet. Imple-
mentácia použitá v tejto práci neodhaľuje všetky konce viet, čo spôsobuje niekedy problémy
typu, že sa 2 vety považujú za 1 a hrozí, že pri neštastnom usporiadaní viet sa nájde idiom,
ktorý reálne neexistuje. Pravdepodobnosť tejto udalosti je však veľmi nízka a rozhodne moc
neovplyvní celkové výsledky.
3ak sa idiom nachádza v korpuse príliš často je otázne či sa jedná vôbec o idiom a či sa moc neudomácnil
v hovorovom jazyku
4toto riešenie nie je najštastnejšie a spôsobuje zbytočné problémy
29
Výsledný systém pracuje so slovami v tvare, v akom boli dodané v súbore s idiomami.
Najbližšia modifikácia systému rozhodne musí vedieť pracovať s rôznymi tvarmi slov 5.
Skúmaným riešením v tejto práci bola metóda implementovaná Bc. Stanislavom Černým
v práci [24]. Vzhľadom k časovej a implementačnej náročnosti nebola však správne im-
plementovaná a z výsledného systému bola odstránená. Opravená a funkčná verzia tohoto
modulu bude súčasťou najbližšej modifikácie systému.
V neposlednej rade si kladie autor systému za úlohu zlepšenie práce a pamäťou a zefek-




Záver a osobný prínos
Podstata bakalárskej práce pojednávala o zoznámení sa s metódami moderného hľadania
idiomov a o vytvorení systému, ktorý dokáže prehľadávať idiomy zo vstupného súboru. Zá-
mer práce sa napokon podarilo splniť, aj keď je ešte veľa čo zlepšovať. Jedná sa o lingvistický
problém, kde každá chyba môže znamenať presedené dni hľadaním problému. Budúcnosť
problematiky je istá, pretože je ešte stále miesto pre efektívnejšie algoritmy a vždy to ide
spraviť rýchlejšie.
Osobný prínos práce hodnotím veľmi kladne. Dostal som možnosť pracovať na rozsia-
hlom probléme s nutnosťou hľadania a študovania mnoho strán literatúry. Obrovský po-
diel skúseností vidím hlavne v osvojení si programovacích techník, implementácii dátových
štruktúr a rozšírením vlastných vedomostí.
31
Literatura
[1] http://www.textforge.cz/. [Online], [cit. 2009-05-06].
[2] Statistics used in the sketch engine, 2007. [Online], [cit. 2009-05-06].
[3] M. BARONI. Classificazione preliminare delle collocazioni, 2005/2006.
[4] Cyril BELICA. Corpus technology at the ids. Technical report, 2003.
korpus.juls.savba.sk/archive/seminare/2003-01-27/JULS.pps, [Online], [cit.
2009-05-06].
[5] Jan BUŠTA. Výpočet četností výskytů hesel sčfi v korpusu. Master’s thesis, Fakulta
informatiky, Masarykova univerzita, Brno, 2009. Bakalárska práca.
[6] Jan DACIUK. Incremental Construction of Finite-State Automata and Transducers,
and their Use in the Natural Language Processing. PhD thesis, Technical University
of Gdan´sk, 1998.
[7] Jan DĚDEK. Sémantická anotace dat z webovských zdrojů. Master’s thesis,
Matematicko-fyzikálna fakulta, Karlova Univerzita, Praha, 2007. Diplomová práca.
[8] Filozofická fakulta Univerzity Karlovy. Bonito. http://ucnk.ff.cuni.cz/bonito.
[Online], [cit. 2009-05-06].
[9] E. JEŽEK. Lessico, pages 173–190. Bologna, Taliansko, 2005.
[10] Holger KEIBEL and Cyril BELICA. Ccdb : A corpus-linguistic research and
development workbench. Dostupný z WWW:
http://corpus.bham.ac.uk/corplingproceedings07/paper/134_Paper.pdf,
2007. [Online], [cit. 2009-05-06].
[11] Jozef MLACEK and Peter ĎURČO a kolektív autorov. Frazeologická terminológia.
http://www.juls.savba.sk/frazeologicka_terminologia, 1995. [Online], [cit.
2009-05-06].
[12] Pavel RYCHLÝ. Korpusové manažery a jejich efektivní implementace. PhD thesis,
Fakulta informatiky, Masarykova univerzita v Brne, 2000.
32
[13] Pavel RYCHLÝ. A lexicographer-friendly association score. Technical report, 2008.
[14] Tomáš STRACHOTA. Automatická tvorba rejstříku publikace. Master’s thesis,
Ústav počítačové grafiky a multimédií FIT VUT v Brně, 2008. Bakalárska práca.
[15] BNC. Anglický národný korpus(british national corpus) - BNC. Univerzitné
centrum pre výzkum jazykového korpusu, Univerzita Lancaster, 2007. Dostupný
z WWW: <http://www.natcorp.ox.ac.uk/corpus/index.xml>, [cit. 2009-05-06].
[16] Korpus SYN2005. Český národný korpus - SYN2005. Ústav Českého národního
korpusu FF UK, Praha, 2005. Dostupný z WWW: <http://www.korpus.cz>, [cit.
2009-05-06].
[17] SNK. Slovenský národný korpus - SNK. Jazykovedný ústav Ľ. Štúra SAV,
Bratislava, 2009. Dostupný z WWW: <http://korpus.juls.savba.sk>, [cit.
2009-05-06].
[18] Wikipédia. Brown corpus. http://en.wikipedia.org/wiki/Brown_Corpus, [cit.
2009-05-06].
[19] Wikipédia. Schrödingerova kočka.
http://cs.wikipedia.org/wiki/Schrödingerova_kočka. [Online], [cit.
2009-05-06].
[20] Wikipédia. Trie. http://cs.wikipedia.org/wiki/Trie. [Online], [cit. 2009-05-06].
[21] M. ŠULC and M. ČERMÁK. Kolokace. Lidové noviny, 2006.
[22] František ČERMÁK. On the substance of idioms. In Folia Linguistica XXII/3-4,
pages 413–438, 1988.
[23] František ČERMÁK. Combination, collocation and multi-word units. In Ninth
Euralex International Congress, pages 489–495, Stuttgart, 2000.
[24] Stanislav ČERNÝ. Morfologický analyzátor pomocí konečných automatů. Master’s
thesis, Ústav počítačové grafiky a multimédií FIT VUT v Brně, 2008. Bakalárska
práca.
[25] Peter ĎURČO. Kolokácie v svk. Technical report, Jazykovedný ústav Ľ.Štúra, 2007.
33
Prílohy
6.1 Moduly systému so stručným popisom
1. aloc free - modul s funkciami pre alokovanie a uvoľnenie pamäte
2. error messages - modul pre výpis chybných hlášiek a vyvolanie ukončenia programu
3. hash table - knižnica vytvorená pre prácu s hashovacou tabuľkou
4. htable search - modul pre vyhľadávanie a finálny výpis idiomov
5. main - modul pre inicializáciu a implementáciu hashovacej tabuľky, načítanie vstup-
ných súborov a zavolanie modulu htable search
6. vypis viet - modul pre výpis viet nájdených idiomov z korpusu
7. vypis vyznamu - modul pre výpis významu nájdených idiomov
8. sentence splitter - modul pre rozdelenie textu na vety
6.2 Spôsob kompilácie a nastavenia programu
Program má v sebe integrovaný makefile pre ľahšiu manipuláciu. Zdrojové súbory boli
kompilované prekladačom gcc pre programovací jazyk C s parametrami:
-std=c99 -Wall -g -pedantic -O2 -fgnu89-inline --D\_FILE_OFFSET\_BITS=641.
Program makefile dokáže pracovať s nasledujúcimi parametrami:
bez parametru - spustí v poradí najskôr compile, build, prepare a potom run.
compile - preloží zdrojové súbory
build - pripraví nový zmenený korpus pre efektívnejšie vyhľadávanie idiomov.
Názov súboru korpusu musí byť korpus
prepare - pripraví súbory dict(nutný slovník pre Daciukov program) a idiomy(zoznam
idiomov). Požaduje na vstupe súbor s názvom idiomy :
1testovacie prostredie bežalo na 64 bitovom procesores
1
run - spustí program
Očakáva prednastavené názvy súborov:2






clean - odstráni nepotrebné súbory(všetky spustiteľné súbory a slovníky)
pack - zabalí všetky súbory v zložke do archívu idiom searcht˙arg˙z
6.3 Príklad výstupu systému
Najdeny idiom: rozhodující faktor
Pocet vyskytov: 3
Vyznam idiomu:(kniž, též publ) 0 vosoba, věc n. okolnost, kt. má zásadní, nejdůležitější
úlohu v ovlivňování něčeho, v působení na něco, iniciátor Rozhodujícím č-em dalšího roz-
voje národního hospodářství se stává zvyšování efektivity výroby. Cf hybná páka; hybná
síl? A the chief/main factor N Hauptfaktor F facteur principal
Vo vetach:
10368 Zejména druhý z nich se v současnosti, kdy dochází k neustálému zkracování život-
ního cyklu výrobků, jeví jako rozhodující faktor pro dosažení konkurenceschopnosti.
30437 Svářecí invertory ”na přání” od firmy SELCO Nová koncepce ve vývoji svářecí tech-
niky Firma SELCO, jeden z předních evropských výrobců svářecích a plasmových řezacích
strojů, pokládá kvalitu svých výrobků za rozhodující faktor pro dosažení úspěchu nejen na
trhu našeho kontinentu.
208771 Tato skutečnost je zřejmě dána faktem, že kopaná je na Webu nejrozšířenějším spor-
tem a zároveň i tím, že utkání se hrají v pravidelných intervalech a padá relativně málo
gólů, což je při tipování přesných výsledků rozhodující motivační faktor.
6.4 Obsah CD
1. adresár idiomy/source - zdrojové súbory systému vyhľadávania idiomov a súbor README,
kde je návod na spustenie a prácu so systémom




3. adresár idiomy/files - zložka, kde program očakáva vstupné súbory
4. adresár dokumentacia - obsahuje zdrojové súbory v programe Latex a výsledné pdf
technickej správy
5. adresár dokumentacia/plagat - obsahuje plagát, ktorý prezentuje prácu a jej dosia-
hnuté výsledky
6. adresár statistika - obsahuje zdrojové súbory, ktoré boli potrebné k vytvoreniu testo-
vacej sady príkladov, počítajú hodnoty na základe rôznych testov
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