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INTRODUCTION
During the last decade, research has been carried out on the use of optimization methods for the identification of geotechnical parameters from both laboratory tests [1] and field tests (e.g. pressuremeter tests) [2] . Optimization methods require the use of relevant engineering models [3] to simulate a particular test for which measurements are available. For laboratory tests, it is possible to use relatively simple numerical or analytical models to reproduce soil behaviour at stress-point level when a uniform distribution of stresses and strains can be reasonably assumed. On the other hand, more complex models (such as finite element or finite difference models) are necessary for field tests because of the non-uniform stress and strain fields generated within the soil domain. In the latter case, the use of optimization methods might therefore prove computationally demanding because a new model simulation must be performed for every single evaluation of the objective function until the optimum set of parameter values is achieved.
In this paper, global optimization methods are described for minimizing nonlinear objective functions over a bounded search space. Mathematically, the problem is For geotechnical optimization problems, the aim is to obtain a set of model parameter values that provide the best match between model simulations and measurements.
Interest does not lie in finding the absolute global minimum of the objective function, as this merely confirms a close match between simulation and reference measurements, but rather in finding the global minimum within a restricted search space corresponding to the range of realistic parameter values for engineering design.
Moreover, the complexity of current engineering models can often lead to the existence of several local minima within the search space, each with very similar values of the objective function despite large differences in some of the associated parameter values.
The number of local minima and the corresponding values of the objective function also depend on the particular computational model adopted for the simulations as well as on the accuracy of the calculations (which can sometimes lead to "noise" in the objective function). Simulation-based calibration of engineering parameters therefore requires the combination of a global search strategy capable of coping with several local minima together with accurate robust computational models. introduced by Kennedy and Eberhart [4] . More recently, PSO has been shown to have increased effectiveness and better computational efficiency over other EAs while maintaining simplicity [5] [6] [7] [8] . In contrast to the GA, PSO has no evolution operators such as crossover and mutation which makes it ideal for asynchronous parallel implementation [16] , an important issue for simulation-based optimization where parallel implementation is necessary as discussed later. An additional advantage of PSO over other EAs is the ease with which it can be combined with other search algorithms.
Although PSO is effective in finding a global optimum, it suffers from what is termed "premature convergence" when the optimization process prematurely converges to a local optimum because it is no longer able to explore other areas of the search space where better positions or the global best position may lie [9] . Another weakness is that PSO searching ability reduces significantly in the later stages of optimisation [10] and this sometimes leads to slow convergence rates.
To overcome such known weaknesses of PSO, a hybrid optimisation approach can be adopted. A local search method can be incorporated into PSO to carry out quick and efficient explorations around potential optima at a much lower computational cost [30] .
Local search methods tend to find the best solution around the neighbourhood of the starting point with a better rate of convergence than PSO in the same situation.
However, local search methods are rarely the best approach to explore the whole space of potential solutions, hence the need of combining them with an effective global technique like PSO.
Hybridization of a global search method with a local search method has proved very effective in solving optimization problems by making good use of the strengths of both global and local methods [5, [13] [14] [15] . For example, performance of GAs has often been improved through hybridization with a local search method [29] following two methodologies. The first is to use the local search technique during the evolutionary loop, i.e. local searches are regularly carried out in parallel with the evolutionary algorithm to accelerate convergence rate. The second is to use the local search technique at the end of the evolutionary loop, i.e. one local search is carried out using results from the GA as initial guesses to improve the solution. Similar ideas have also been applied to PSO [30, 31] In this paper we describe the development and use of a hybrid global-local optimization method particularly suited to the calibration of geotechnical models by using finite element simulations of real engineering problems. The proposed algorithm differs from other proposals in two main aspects: firstly a moving-boundary PSO method is employed for the global search and secondly an approximate local search algorithm is used instead of a complete local search. We present details of the proposed hybrid optimization method together with its implementation in both serial and parallel environments. The performance of the algorithm is also demonstrated with specific reference to the determination of geotechnical parameters
PARTICLE SWARM OPTIMIZATION
The original PSO algorithm was introduced as a population-based stochastic global optimization method by Kennedy and Eberhart [4, 17] . It is inspired by the observed social behaviour of "swarms" in which a group of independent "individuals" or "particles" try to achieve a goal by acting in a complex and coordinated way. As for the GA, PSO starts by randomly initializing a population of individuals in the search space. The exploration for the best solution then continues with particles changing through successive "generations" (a generation is an iteration of the algorithm corresponding to one update of the whole population) according to rules until a termination criterion is met. The basic PSO used in this paper is denoted as "bPSO" and was introduced by Shi and Eberhart [18] as a variant of the original PSO.
Before presenting the detailed algorithm, some notation is defined. The size of the swarm population is N p . The current position of the ith particle is represented by the ndimensional vector x i in the search space and by the corresponding fitness f(x i ) (this is the "quality" of the particle's position measured by the value of the objective function).
Each particle also has a "velocity" v i , which measures the change of the particle's position in each generation. The best position achieved so far by the ith particle pbest is identified by the point P i and the corresponding fitness f(P i ). The best position achieved so far by the whole swarm gbest is identified by the point P g and the corresponding fitness f(P g ) . Each particle has therefore a "memory" of its own best position as well as a "social" knowledge of the best position achieved by neighbouring confined to a range -v max < v i < +v max where the limit velocity v max determines the maximum change of position for a given particle. The parameter v max is usually set equal to half the width of the search domain to cover the span of the parameter space.
Updated particles' positions at generation k+1 are obtained by incrementing the position at generation k with the velocity at k+1.
The inertia weight w k [19] controls the "momentum" of the particle. A large value of the inertia weight favours global exploration by searching new areas, while a small value favours local exploration. A linear decrease of inertia weight with iterations is introduced to focus in on a global minimum [19] :
where w k is the inertia weight for the k th iteration, MaxIter is the maximum iteration number and w max and w min are the maximum and minimum inertia weights set by the user.
LOCAL SEARCH METHOD
Among the variety of local search methods available in the literature, the Nelder-Mead (NM) method [12] has been chosen in this research. Similarly to the bPSO used for the global search, the NM method is a "direct" algorithm, i.e. it requires evaluation of the objective function at different points within the search space but does not require information about the gradient of the objective function. This feature is particularly useful for simulation-based optimisation problems, such as the geotechnical applications considered here. For these problems, gradient measures are difficult to obtain from computational models, e.g. a finite difference or finite element simulation of an engineering boundary value problem will give no information about how results change when model parameters are varied.
The NM method requires the definition of n+1 starting points in the search space,
where n is the dimension of the search space. These points form the initial vertices of a working simplex, which is then subjected to a series of "transformations" aimed at decreasing the values of the objective function at its vertices. Such transformations are governed by four operations controlling reflection, contraction, expansion and shrinkage of the simplex. The simplex must also remain non-degenerate throughout the series of transformations. This means that, if any of the n+1 vertices is taken as the origin, the n vectors connecting the origin with the remaining vertices must span the ndimensional space or, in other words, the vertices of the simplex must not lie in the same hyperplane. The sequence of transformations is terminated when the size of the working simplex or the difference between the values of the objective function at its vertices become smaller than a given tolerance. Full details of the NM method can be found in [12] .
A HYBRID MOVING-BOUNDARY PSO WITH APPROXIMATE LOCAL SEARCH
Since the introduction of the original PSO, various improvements have been proposed to reduce difficulties associated to parameter selection [21, 22] , to avoid premature convergence [23] [24] [25] [26] [27] and to increase computational speed [28] . The increase of computational speed is achieved in this work while keeping swarm diversity to avoid premature convergence, by proposing a new hybrid moving-bounds PSO algorithm Logarithmic normalization of a given parameter range involves linear mapping between the logarithmic representation of the original search range and a scaled domain. By using similar definitions as in Eqn 4, the jth component of the ith particle position x i j is logarithmically normalized by using the following relationship:
where this time the logarithms of the jth components are used in the normalization, i.e.
In the following it is assumed that all dimensions of the search space are normalized (either using linear or logarithmic scaling as appropriate for each parameter) between the same lower and upper bounds N min =1 and N max =2 respectively.
The sequential hmPSO algorithm
The hybrid moving-bounds hmPSO algorithm consists of three main components: a global bPSO, a local bPSO and a direct local search performed by the NM method.
The global bPSO operates over the whole search domain and employs a "global swarm" that is initialized only once at the start of the optimization process.
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The local bPSO operates over a smaller search sub-domain centred on the current best particle position and employs a "local swarm", whose particle positions are initialized every time the boundaries of the search sub-domain are updated. By using a contracted search range, the efficiency of the bPSO algorithm improves significantly [32] .
The use of global and local swarms allows simultaneous exploration of the search space and exploitation of the most promising search regions. The global swarm investigates the original search space to maintain the diversity of the population while the local swarm focuses on a smaller search space to increase efficiency. Particles fly within their respective search spaces as during normal bPSO except that particles in the local swarm fly over a smaller search sub-domain. Exchange of "social" knowledge between the two swarms is also ensured by sharing the same best particle position
gbest.
The Simplex routine is called every N L bPSO generations (note that each iteration includes updates of all particles in the global and local swarms) to undertake a fast exploration of the sub-region containing the best n+1 particle positions, where n is the dimension of the search space. If the best n+1 particle positions form a nondegenerated simplex, they are used as initial vertices. Otherwise, a regular simplex is created starting from the centroid of a sub-set of best particle positions (in this work the centroid of the best N p /4 particle positions is used).
The solution x L corresponding to the smallest value of the objective function found by the NM method is taken as the centre of the updated
explored by the local bPSO. The size of the search sub-domain is given by the scalar radius δ multiplied by the n-dimensional unit vector I.
The convergence rate of the NM method is very sensitive to the quality of the starting points and is significantly improved by using the best n+1 particle positions provided by the bPSO as the initial vertices of the simplex. Similarly, premature convergence and low efficiency of bPSO are overcome by alternating sequences of bPSO generations with local exploration of the most promising areas of the search space.
A schematic representation of the algorithm is given in Figure 1 where k is the iteration number, particleIDs are the labels of particles allocated to the local bPSO search (these are chosen beforehand) and I L is the counter of local searches.
In comparison with the original bPSO, the hmPSO requires the following sequence of additional computations:
-sorting particles in accordance with their best position P i ;
-performing a NM local search;
-initializing the local swarm over the updated
These three additional computations are carried out every N L generations of the bPSO.
The focus of the local bPSO is progressively restricted during the optimization process by decreasing the radius δ of the search sub-domain as the number of local searches I L increases. The radius δ starts from a relatively high value of 0.4 and then decreases linearly with the number of local searches until reaching a limit value of 0.2, corresponding to the maximum number of local searches set by the user. It is useful recalling here that the radius of the entire normalized search space is equal to 1.0.
In hmPSO, the NM local search is halted after a maximum number of transformations even if the termination criterion is not met. This tends to happen especially for the first few local searches as the initial guesses of the simplex vertices are poor and probably misleading. Such earlier termination of the algorithm can save significant computational time and avoids getting "trapped" into minima.
The parallel hmPSO algorithm
EAs are renowned for being computationally expensive and the bPSO algorithm typically requires thousands of generations to converge. Each generation involves N p evaluations of the objective function and hence, for the simulation-based optimization process considered here, N p model simulations.
Parallel implementation is an appealing means of increasing algorithmic efficiency by assigning different particles to different processors working simultaneously. Parallel implementation of bPSO can either be "synchronous" or "asynchronous". In the "synchronous" implementation, generations are carried out sequentially and a new generation is started only after the previous generation is completed. This means that each particle must wait for all other particles to update their positions before moving to the next generation. In the "asynchronous" implementation the idea of sequential generations is abandoned as each particle position is continuously updated (regardless of the status of neighbouring particles) while an uninterrupted sequence of local searches is also simultaneously executed.
In a simulation-based optimization process, each simulation may take a different amount of time depending on parameter values and model non-linearity. This will result in load unbalances among processors and, in a synchronous parallel implementation, the slowest processor will determine the speed of the algorithm.
Unlike GAs, for which the synchronous parallel implementation is the only option (due to synchronized communication between individuals during crossover and mutation), bPSO lends itself to asynchronous parallel implementation. In bPSO, particles only share the "social" knowledge of the best position gbest and this single piece of information is easily distributed by using a client-server model, where each particle queries a central store of shared data. For distributed computing, clients and servers are independently placed on network nodes, which may also use different hardware and operating systems.
The parallel server-client implementation of the hybrid moving-bounds hmPSO algorithm is schematically explained by Figure 2 . The server-client model consists of one server and a number of clients divided in two distinct groups, i.e. the particle client group and the local search client group. Nodes in the particle client group request information directly from the server and they do not communicate among themselves.
On the other hand, nodes in the local search client group interact according to a master-slave model. The master is responsible for managing and coordinating all slaves in the group while the server only communicates with the master of the local search client group. In this implementation, a single processor has been dedicated to NM local searches so the total number of processors N p +2, i.e. one server processor, N p processors for N p particles and one processor for the local searches.
The server is responsible for storing and managing shared data, listening to queries by all clients and returning the relevant responses. The clients are responsible for evaluating the objective function at each particle position (particle client group) or performing a local search (local search client group).
The flowchart of the whole algorithm is illustrated in Figure 3 where dotted lines indicate the flow of data. The parallel programming library MPI [35] is used for the data communications among processors. The algorithm is started by initializing particle clients whose position is then communicated to the server. Subsequently, the algorithm advances as the server continues receiving and parsing different types messages from both particle and local search clients.
When the server receives the best position pbest of a given client particle, a check is performed whether the swarm best position gbest has changed and an updated gbest is Note that, in order to ensure that reasonable initial guesses are used for the very first local search, a preset number of bPSO evaluations must be carried out by particle clients before local search clients become active.
ASSESSMENT OF ALGORITHM PERFORMANCE
In this section, the serial and parallel implementations of the hmPSO algorithm are This maximum value usually depends on type and dimension of the particular optimization problem and should be set to avoid termination when convergence might still be achieved.
Numerical tests
Numerical tests are used to assess the robustness and efficiency of hmPSO in finding the global minimum of five mathematical functions. The characteristics of such functions, which have been previously employed in the literature to test optimisation algorithms [34] , are summarized in Table 1 . Inspection of Table 1 indicates that four of the five test functions are multimodal, for which the search of the global minimum can prove particularly challenging because the large number of local minima increases the likelihood of premature convergence. To ensure that the algorithm is tested under the most general conditions, four out of five functions are shifted so that their respective global optima do not lie at the centre of the search space. In addition, for each function, the search is performed in both five-dimensional and ten-dimensional spaces, where the range of variation for each dimension is kept the same (see Table 1 ).
These numerical tests follow the procedures set by the 2005 IEEE Congress on
Evolutionary Computation [34] , which defined methods for evaluating algorithmic efficiency and robustness. To measure the performance of the algorithms accurately, the search for the global minimum of each function is repeated 25 times by using exactly the same set of parameters as given in Table 2 . Indices measuring algorithm performance are therefore defined based on such 25 runs in a statistical sense so as to take randomness into account.
For each run, the objective function ( ) x f is defined as:
where g(x) is the chosen test function, g(x*) is the global minimum of such test function and abs indicates the absolute value. A run is considered successful if the value of the objective function drops below a termination tolerance of 1.0e-5 within a maximum number of function evaluations equal to 10000 times the test dimension.
Robustness is measured by the "success rate" over 25 runs, which is compared in Table 3 for both algorithms and all numerical tests. It can be seen that hmPSO significantly outperforms bPSO by a notably higher success rate in all tests with the only exception of the Rasgrigin function. In several tests, bPSO also failed to find the global minimum while hmPSO succeeded to find it. The better performance of hmPSO with respect to bPSO is also confirmed by Figure 4 , which provides histograms of the mean values (in a logarithmic scale) of the objective function calculated by the two algorithms over 25 runs for each numerical test. In Figure 4 the largest positive and negative deviations from such mean values are also given as error bars.
Similarly, Figure 5 shows histograms of the mean number of function evaluations (in a logarithmic scale) performed by both algorithms over a total of 25 runs for each numerical test. Again, the largest positive and negative deviations from such means are given in Figure 5 as error bars. It is worth noting that, for Shifted Rosenbrock (n=5), Shifted Rosenbrock (n=10) and Shifted Griewank (n=10), the number of bPSO function evaluations is constant for all 25 runs. This is because, for these three numerical tests, the bPSO algorithm failed to converge in all runs and the number of function evaluations was always equal to the maximum limit (i.e. 10000 times the test dimension). Inspection of Figure 5 indicates that hmPSO shows significantly greater efficiency than bPSO by using a smaller number of function evaluations in all numerical tests. Figure 6 illustrates the convergence rate of both algorithms for the Shifted Rosenbrock (n=10) numerical test and provides graphical evidence of the dramatically better performance of hmPSO in comparison with bPSO. The sequence of NM local searches improves the solution in a step-wise fashion as evident from the jumps in the hmPSO curve of Figure 6 , which correspond to the availability of new solutions from local searches. It is also worth pointing out that, if the NM method is used on its own without combination with bPSO, all numerical tests fail to converge.
Simulation-based optimization test
The above numerical tests demonstrate that the serial version of the hmPSO algorithm Water flow is modelled according to the "θ -based" form of Richards' equation [36] : 
where θ s is the saturated volumetric water content and θ r is the residual volumetric water content;
The unsaturated hydraulic conductivity K is given as the product of the saturated hydraulic conductivity K s by the dimensionless relative permeability k r . The relative permeability, which is smaller than unity, accounts for partial saturation through the following dependency on the effective degree of saturation:
The unsaturated diffusivity D(θ) can be derived as: ( ) (18) In the finite difference simulation, the duration of the infiltration process is 6 hours and this has been divided in equal time steps of 36 seconds while the soil column was discretised using 100 elements along the vertical direction. The computed profiles of pressure head and water content at different times are illustrated in Figures 7 and 8 .
The test consists in searching through a five-dimensional space for the vector x=[α, β,
T whose components are the model parameter values providing an optimum match to the data in Figures 7 and 8 (as if these data were experimental measurements). Given that these data can be perfectly matched by the model, the aim is to assess the ability and efficiency of the hmPSO algorithm in returning the same set parameter values of the forward analysis. Table 4 shows the search ranges used in this optimization test for each of the five model parameters. Table 5 provides the algorithmic settings for the hmPSO, where the maximum number of evaluations of the objective function was set at a relatively high value of 500000 considering the difficulties of this particular benchmark and to allow a reasonable comparison of the serial and parallel implementations of hmPSO.
The following objective function (similar to that used in [40] ) is minimized in this optimization test:
where ∆Q*(t j ) and ∆Q(t j ) are the cumulative water content changes for the whole soil Table 6 . The quality of the initial guesses by the bPSO at the simplex vertices progressively improves with the number of local searches while the increased accuracy of the NM solution focuses the search sub-domain of the local bPSO. Table 7 shows the number of objective function evaluations performed by each of the 48 processors allocated to individual particles of the swarm. Inspection of Table 7 indicates that large differences exist in the number of objective function evaluations by different particles leading to significant imbalance between processors. This also confirms the importance of asynchronous, as opposed to synchronous, parallel implementation in order to limit the impact of variable computational speed among processors. Table 8 shows that, as for the numerical tests, the hmPSO achieves high success rates over 25 runs (in both serial and parallel implementations) while bPSO fails to converge in any of the 25 runs. The robustness of hmPSO is also confirmed by the fact that the high success rate remains practically constant when different numbers of processors/particles are used.
It has also been noted that success rate starts to deteriorate when the number of processors exceeds 37 as the maximum allowed number of objective function evaluations is attained but the minimum of the objective function is still greater than the termination tolerance (note that the maximum number of function evaluations is fixed in Table 5 regardless of the number of processors). This happens because, as a larger number of processors is used, the overall number of function evaluations per unit time rises accordingly so, even if the run tends to last shorter, the number of function evaluations performed during the run increases. On the other hand, the number of local searches per unit time remains largely unchanged (see Figure 9 ) and hence a shorter computational time means a lower number of local searches. It can therefore happen that, when using more than 37 processors, a relatively low number of local searches is performed before the maximum number of function evaluations is attained. Given the key role played by local searches in the definition of the bPSO sub-domain, a reduced number of local searches might impact on the efficiency of the particle swarm and might lead to failure of the algorithm.
The convergence characteristics of the hmPSO for different runs using single and multiple processors are illustrated in Figure 10 . As previously mentioned, the overall number of function evaluations becomes significantly larger when moving from a serial single-processor implementation to a parallel implementation with 47 processors. On the other hand, Table 8 shows that computational time becomes significantly smaller when moving from a serial single-processor implementation (around 1.5 hours) to a parallel implementation with 47 processors (12 minutes). The variation of computational time and parallel speedup with number of processors is also illustrated in Figure 11 .
CONCLUSIONS
The paper presents a novel "hybrid moving boundary particle swarm optimization" algorithm (hmPSO) that enables calibration of geotechnical models from laboratory or field measurements. A simulation-based optimization process is devised to match experimental data to model predictions by minimizing an objective function that measures the difference between them.
The hmPSO algorithm is the result of hybridization of a "basic particle swarm optimization" (bPSO) algorithm with a NM local search algorithm. The bPSO includes are used, the number of particle function evaluations increases but this is not matched by a similar increase in the number of local searches, which would be required to maintain algorithm scalability.
Load unbalance between different processors is detrimental to the performance of parallel hmPSO but negative impact can be reduced by adopting asynchronous implementation, where each particle in the swarm is continuously updated regardless of the status of neighbouring particles. 1.E-08
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