A new kind of shape control learning algorithm (SCLA) for training neural networks is proposed. We use the rational cubic spline (with quadratic denominator) to implement a new neural system for shape control, and construct a new kind of artificial neural networks based on given patterns. The shape can be controlled by some shape parameters, which is much different from the known algorithms for training neural networks. The numerical experiments indicate that the new method proposed in this paper demonstrates good results.
Introduction
In recent years, some new kinds of training algorithms using weight functions have been proposed to against the disadvantages in some traditional algorithms (such as BP, RBF algorithms). The trained weights, instead of constants, consist of weight functions defined on the sets of input variables, which has a simple architecture, good generalization and fast learning speed. In [1] and [2] , the weight functions for training feedforward neural networks are cubic spline weight functions. The linear equations have to be solved for finding the cubic spline weight functions. Two different types of networks' architecture have been discussed, in which the topology is simple, the number of neurons needed for solving the problems under investigation is only dependent on the dimensions of each input and output layer. In [3] , an algorithm for training neural networks based on generalized Чебышев polynomials has been proposed, in which the weight functions for training feedforward neural networks are Чебышев polynomials. Although calculation process in this algorithm has been simplified, it has reduced the level of precision. In order to find a more general expression for any order of spline functions, an algorithm of neural networks with B-spline weight functions has been proposed in [4] .
In some applications, there is a need for shape control (curve or surface control), such as the outer shape of a car, a ship or an aeroplane. The methods mentioned above can hardly meet the requirement of those applications.
In this paper, we will establish the rational forms of weight functions by the given patterns, in which each of weight function is a rational function of one-variable and takes one associated input point (input neuron) as its argument. The rational cubic spline with quadratic denominator is used in this paper, and the rational cubic spline developed in this paper can be used to realize shape control.
Network Architecture and Algorithm
The architecture of the neural network with weight function is showed in Fig. 1 , which has only one input layer and one output layer.
Each circle in the Fig. 1 is an adder. The sign i x denotes the i-th input component of the input sample, and j z denotes the theoretical output value (target value) corresponding to the j-th neuron of output layer. Accordingly, j y is the real output value corresponding to the j-th neuron of output layer. ( ) ji i w x is the theoretical weight function between the j-th output neuron and the i-th input neuron, and ( ) ji i R x denotes the corresponding practical rational spline weight function. The network's architecture is decided by the dimension of the problems. If the dimension of the input layer is m and the dimension of the output layer is n, then there should be m input nodes and n output nodes, see Fig. 1 . The data of the interpolation point comes from the input and output patterns. In this paper, instead of the cubic spline weight function, the sign ( ) ji i R x is the rational cubic spline with quadratic denominator, which has better performance in the condition of fractional interpolating function, extreme points and so on [5] . And there is a control parameter which can control the shape of the function curve.
Then the rational cubic spline with quadratic denominator is defined as follows
The parameter i r is to be chosen such that 
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where i R′ denotes differentiation with respect to x . When 3 i r = the rational cubic clearly reduces to the standard cubic Hermite polynomials [6] . And according to (3) and (4), it is easily to get the expression of ( ) R x if we know the derivative values and i f . The sign ( ) i R x is the i-th formula in the spline function, and the ( i+1)-th formula is
In the same way of the process of derivative, we can get the derivative of
(13) and
We can see that the ( ) R x is a continuously differentiable function. Calculate the derivative of (6) and (7): ( ) ( ) 
where ( ) 
( 1) 
Conclusions
The neural network using cubic rational spline weight function with quadratic denominator is proposed in this paper, some parameters can be used to control shape, which is much different from the known training process of neural networks.
The new method using rational spline weight functions may be useful to control the position and shape of a curve or surface, which may pay important rules in some applications.
We believe that the method proposed in this paper may be a powerful tool for designing the outer shape of a curve or surface. 
