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ABSTRACT
A tight relation between the [C II] 158µm line luminosity and star formation rate is
measured in local galaxies. At high redshift (z > 5), though, a much larger scatter is
observed, with a considerable (15-20%) fraction of the outliers being [C ii]-deficient.
Moreover, the [CII] surface brightness (Σ[CII]) of these sources is systematically lower
than expected from the local relation. To clarify the origin of such [C ii]-deficiency we
have developed an analytical model that fits local [C II] data and has been validated
against radiative transfer simulations performed with cloudy. The model predicts an
overall increase of Σ[CII] with ΣSFR. However, for ΣSFR >∼ 1M yr−1 kpc−2, Σ[CII] saturates.
We conclude that underluminous [C II] systems can result from a combination of three
factors: (a) large upward deviations from the Kennicutt-Schmidt relation (κs  1),
parameterized by the “burstiness” parameter κs; (b) low metallicity; (c) low gas den-
sity, at least for the most extreme sources (e.g. CR7). Observations of [C II] emission
alone cannot break the degeneracy among the above three parameters; this requires
additional information coming from other emission lines (e.g. [OIII]88µm, CIII]1909A˚,
CO lines). Simple formulae are given to interpret available data for low and high-z
galaxies.
Key words: galaxies: ISM – galaxies: high-redshift – ISM: photo-dissociation region
1 INTRODUCTION
Constraining the properties of the interstellar medium (ISM)
in the first galaxies that formed during the Epoch of Reion-
ization (EoR) is a fundamental step to understand galaxy
evolution and its impact on the reionization process (for a
recent review see Dayal & Ferrara 2018). In the last five
years, the advent of ALMA started revolutionising the field
of ISM studies at high-z. ALMA has allowed to detect with
high resolution and sensitivity line emission tracing the cold
gas phases (neutral and molecular) of the ISM in normal
star-forming galaxies (SFR < 100 Myr−1) at z > 6, that are
representative of the bulk of galaxy population at the end
of EoR (e.g. Maiolino et al. 2015; Capak et al. 2015; Willott
et al. 2015; Knudsen et al. 2016; Inoue et al. 2016; Pentericci
et al. 2016; Matthee et al. 2017; Bradacˇ et al. 2017; Carni-
ani et al. 2017; Jones et al. 2017; Carniani et al. 2018a,b;
? E-mail: andrea.ferrara@sns.it
Smit et al. 2018; Moriwaki et al. 2018; Tamura et al. 2018;
Hashimoto et al. 2018).
Among all possible line emissions falling in the ALMA
bands from z > 6, the 2P3/2 →2 P1/2 forbidden transition
of singly ionised carbon ([C ii]) at 158µm represents the
workhorse for ISM studies. It is typically the most lumi-
nous line (Stacey et al. 1991) in the far-infrared (FIR), and
it provides unique information on neutral and ionised phases
associated with dense photo-dissociation regions (PDR) in
the outer layers of molecular clouds (Hollenbach & Tielens
1999; Wolfire et al. 2003).
A tight relation between [C II] line luminosity and
global star formation rate (SFR) is found from local galaxy
observations (De Looze et al. 2014; Herrera-Camus et al.
2015). However, the behavior of [C II] line emission at z > 5
appears much more complex than observed locally. ALMA
observations have shown that only a sub-sample of the avail-
able [C II] detections in early galaxies follows the De Looze
et al. (2014) relation. The majority of high-z sources, though,
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Table 1. List of main symbols in order of appearance
Symbol Description Section
n Total gas density 2
Z Metallicity 2
N0 Total column density of the slab/galaxy 2
Fi Ionising photon flux 2.1
FL Radiation flux at the Lyman limit 2.1
β Slope of the radiation spectrum 2.1
U Ionisation parameter 2.1
`S Stro¨mgren depth 2.1
NS Stro¨mgren column density 2.1
Γ photo-ionisation rate 2.1
τS photo-ionisation optical depth to `S 2.1
τ Total (gas + dust) UV optical depth 2.1
xHII Ionised hydrogen fraction 2.1
D Dust-to-gas ratio 2.1
σ¯d Flux-weighted dust extinction cross-section 2.1
τsd Dust optical depth to `S 2.1
xHI Neutral hydrogen fraction 2.1
Nd Gas column density with dust τd = 1 2.1
Ni Ionised gas column density 2.1
NHI Neutral hydrogen column density 2.1
F0 LW photon flux impinging on the cloud 2.2
F Flux normalised to F0 2.2
R Rate of H2 formation on grain surfaces 2.2
χ Normalised H2 photo-dissociation ratio 2.2
w Branching ratio for LW photon absorption 2.2
NF Gas column density for LW absorption 2.2
F[CII] [CII] line flux emerging from the cloud 3
Σ[CII] [CII] surface brightness 5
ΣSFR Star formation rate per unit area 5
Σg Gas surface density 5
σ Gas r.m.s. turbulent velocity 5
ks Burstiness parameter 5
presents a large scatter around the local relation, with a
considerable (15-20%) fraction of the outliers being “[C ii]-
deficient” with respect to their SFR (e.g. Carniani et al.
2018a). High-z galaxies are characterised by large surface
star formation rates (> 1M yr−1 kpc−2); their [CII] emis-
sion appears to be considerably more extended than the UV
(Carniani et al. 2018a; Fujimoto et al. 2019). As a result their
[CII] surface brightness is much lower than expected from
the relation derived from spatially resolved local galaxies.
In the last years, both experimental (e.g. Maiolino et al.
2015; Capak et al. 2015; Knudsen et al. 2016; Matthee et al.
2017) and theoretical studies (Vallini et al. 2015; Olsen et al.
2017; Pallottini et al. 2017b; Lagache et al. 2018; Popping
et al. 2016, 2019) have concentrated on this issue. Vallini
et al. (2015) suggested that the fainter [C II] line luminosity
can be explained if these sources deviate from the Kennicutt-
Schmidt relation and/or they have a low metallicity. These
authors found that [C II] emission substantially drops for
metallicities Z < 0.2 Z, a result later confirmed by Olsen
et al. (2017); Lagache et al. (2018).
Beside low metallicities, high-z galaxies also show evi-
dence for peculiarly intense radiation fields (e.g. Stark et al.
2017), and compact sizes (Shibuya et al. 2019). In this situ-
ation, radiative feedback (e.g. due to radiation from massive
stars) can be more effective, causing for instance the photo-
evaporation of molecular clouds (Gorti & Hollenbach 2002;
Decataldo et al. 2017, 2019). This process indirectly regu-
lates the line luminosity resulting from the associated photo-
dissociation regions (Vallini et al. 2017). Similar arguments
have also been invoked to explain the [C II] deficit in some
local galaxies (Herrera-Camus et al. 2018; Dı´az-Santos et al.
2017). Stronger/harder radiation fields may also alter the
ionisation state of carbon atoms.
Given the complex interplay of the various effects gov-
erning [C II] emission from galaxies, it seems worth investi-
gating in detail the physics of emission and its relation to the
global galaxy properties. To this aim we have developed an
analytical model which has been validated against numeri-
cal results. The model successfully catches the key emission
physics, and can therefore be used in a straightforward man-
ner to interpret available and future [C II] data both from lo-
cal and high redshift galaxies. The study is similar in spirit
to e.g. Mun˜oz & Oh (2016); Narayanan & Krumholz (2017),
albeit these models concentrate on more specific aspects of
the problem.
2 IONISATION STRUCTURE
Suppose that a galaxy can be modelled as a plane paral-
lel slab of gas with uniform number density n, metallicity
Z, total gas column density N0, illuminated by a source
emitting both ionising (photon energy hPν > hPνL = 13.6
eV) and non-ionising radiation with specific energy flux
(erg cm−2s−1Hz−1)
Fν = FL
(
ν
νL
)−β
, (1)
where FL is the flux at the Lyman limit νL = 3.2 × 1015 Hz,
β = 4 − 5 for normal Pop II stars, and β ' 1.5 for AGN-
like sources. For now, we consider N0 as a parameter of the
model, in Sec. 5 we will connect it with other galaxy prop-
erties.
Fig. 1 portraits a sketch of the ionisation structure of
the slab. The ionising photons create a H II region (Zone
I) in which carbon is mostly in C III form, extending up to
a column density Ni . Beyond Ni the gas becomes neutral
(Zone II), but non-ionising UV photons maintain carbon
in a singly ionised state. The neutral layer extends up the
point at which UV photons are absorbed by dust and H2
molecules, at a column density NF which slightly exceeds
Nd (see derivation in Sec. 2.2), where the optical depth due
to dust reaches unity. At even larger depths (Zone III) the
gas is UV dark, and the only heating is provided by cosmic
rays (and CMB at high redshift). In this region the gas is
mostly in molecular form and carbon is found in a neutral
state. In the following we characterise in detail Zone I and
Zone II from which [C II] line emission is produced.
2.1 Ionised layer (Zone I)
The integrated ionising photon flux (cm−2s−1) impinging on
the cloud is then
Fi =
∫ ∞
νL
Fν
hPν
dν =
FL
hP β
. (2)
It is convenient to introduce the ionisation parameter, U,
defined as the ionising photon-to-gas density ratio:
U =
nγ
n
=
Fi
nc
, (3)
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Figure 1. Schematic ionisation structure of slab in our galaxy sandwich model. The radiation field produced by the thin layer of stars
located at the galaxy mid-plane illuminates the overlying gas slab of total column density N0. Zone I, extending up to Ni , is ionised
and C is mostly in C III form. In Zone II only non-ionising (hν < 1Ryd) FUV photons penetrate; nevertheless these can keep carbon in
C II form. We also highlight the column density Nd at which the dust optical depth to non-ionising UV photons becomes equal to unity.
Finally, beyond NF even FUV radiation is totally absorbed and carbon is neutral.
which implies Fi = Unc. We also define the Stro¨mgren depth,
lS =
Fi
n2αB
=
Uc
nαB
, (4)
where αB = 2.6 × 10−13cm3s−1 is the Case-B recombination
coefficient at temperature T ≈ 104 K and n is the gas density.
The corresponding column density is
NS = nlS =
Uc
αB
≈ 1023U cm−2. (5)
Then, we can write the photo-ionisation rate as
Γ =
∫ ∞
νL
Fνe−τ
hPν
σνdν =
FLσL
hP(3 + β) e
−τ ≡ σ¯Fie−τ, (6)
where the hydrogen photo-ionisation cross-section is σ =
σL(ν/νL)−3, with σL = 6.3 × 10−18cm2, and we have de-
fined the flux-weighted photo-ionisation cross section as
σ¯ = βσL/(3 + β)
Then we apply the condition for photo-ionisation equi-
librium to derive the hydrogen ionisation fraction, xHII =
ne/n (for simplicity we neglect He) as a function of depth, l,
in the slab. This reads
1 − xHII
x2HII
=
αBn
Γ
=
eτ
τs
, (7)
where τs = nσ¯lS , and we have used eqs. 4-6 to obtain the
last equality. The total optical depth τ appearing in eq. 6
includes both photoelectric and dust absorption. The flux-
weighted dust extinction cross section per H-atom is σ¯d =
5.9 × 10−22D cm2, where the dust-to-gas ratio D (in units
of the Milky Way value) is taken to be equal to the gas
metallicity in solar units. Note that this simple assumption
might break down at low metallicities as discussed by Re´my-
Ruyer et al. (2014) and De Cia et al. (2013).
Given the uncertainties in the optical properties of dust
in H II regions, it is reasonable to ignore the difference in the
cross sections for ionising and non-ionising photons. We will
also ignore the effects of radiation pressure on dust in the
determination of the properties of the ionised layer (Draine
2011).
The radiative transfer equation yields τ as a function of
depth in the slab:
dτ
dl
= (1 − xHII)nσ¯ + nσ¯d . (8)
From now on we will assume that the source of radiation are
Pop II stars, and therefore set β = 4. Hence,
τs = nσ¯lS = 2.7 × 105U, (9a)
τsd = nσ¯d lS ≡ NS/Nd = 59UD, (9b)
where
Nd = 1/σ¯d = 1.7 × 1021D−1 cm−2 (9c)
is the gas column density at which the dust optical depth to
UV photons becomes equal to unity. It is convenient to intro-
duce the dimensionless depth y = l/lS . Eq. 8 then becomes
dτ
dy
= (1 − xHII)τs + τsd . (10)
By substituting eq. 7 into eq. 10, and taking 1 − xHII  1 (a
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Figure 2. Mutual relations among the key column densities (NS ,
NF , Ni ,and N0) as a function of the dust-to-gas ratio D and
logU = −1.5, showing the presence of ionised regions (containing
both CII and CIII), neutral regions (CII only) and dark regions
shielded from UV light in which neutral carbon (CI) is found. The
figure assumes that the slab has a total column density log N0 =
22. For comparison, the Ni curve for logU = −2.0 is also shown.
We also highlight the dust to gas ratio, D∗, for which NF = N0.
As a reference, NS , ND , Ni , and NF are given in eq.s 5, 9c, 14,
and 28, respectively.
condition well satisfied in the ionised region) we get
τ(y) = − ln
[
(1 + τsd)
e−τsdy
τsd
− 1
τsd
]
, (11)
which satisfies the boundary condition τ(y = 0) = 0. By using
eq. 7, the final solution for the ionised fraction1 in the slab
is
1
1 − xHII =
1
xHI
=
(
τs
τsd
) [(1 + τsd) e−τsdy − 1] . (12)
In analogy with Nd (eq. 9c), we define the depth of the
H II region, yi such that τ(yi) = 1. This yields
yi =
1
τsd
log
(
1 + τsd
1 + τsd/e
)
. (13)
Recalling that yi = Ni/NS , and τsd = NS/Nd, it follows that
Ni = yiNS = Nd ln
(
1 + τsd
1 + τsd/e
)
. (14)
When dust opacity is small (τsd → 0) we get yi = (1 − 1/e),
or equivalently Ni = 0.63NS ; hence, the previous expression
almost correctly converges to the classical, dust-free Stro¨m-
gren solution. The small discrepancy is due to the assump-
tion 1− x  1 made to solve eq. 11. In the opposite, optically
thick regime (e.g. high D or U values) Ni ' Nd. This implies
that H II regions cannot extend beyond Nd.
1 For τsd  1 eq. 12 reduces to 1/(1 − xHII) = τs (1 − y − τsdy).
As this approximation requires NS/Nd  1, it is valid only for
U  0.017D−1, i.e. relatively small H II layers.
The mutual relations among the various quantities so
far introduced are shown in Fig. 2; we will physically inter-
pret them shortly. For now we notice that depending on the
relative values of Ni and N0, the H II region can be either
ionisation- (N0 > Ni) or density-bounded (N0 < Ni).
It is useful to derive also the total H I column density
in the ionised layer by integrating eq. 12 from y = 0 to yi
and using the expression for yi given by eq. 14:
NHI(yi) = NS
∫ yi
0
xHIdy =
NS
τs
ln
τsd
|eτsdyi − τsd − 1|
=
NS
τs
ln
e(1 + τsd/e)
1 + τsd
=
NS
τs
(
1 − Ni
Nd
)
. (15)
The last equality implies that the neutral to ionised column
density ratio within the H II region is very small,
NHI
Ni
=
τsd
τs
(
Nd
Ni
− 1
)
≈ D
4576
(
Nd
Ni
− 1
)
 1, (16)
and it is decreasing for larger U values.
Inside Zone I carbon is mostly in the form of C III . In
principle, one can compute the relative abundance of dou-
bly and singly ionised species (see Appendix A). However,
we show below that in ionisation-bounded regimes the con-
tribution to [C II] emission from the H II region is almost
completely negligible in all cases of interest. Hence to keep
things simple, we assume that nCII/nCIII ≈ xHI.
2.2 Neutral layer (Zone II)
The extent of the C II layer (Zone II in Fig. 1) is set by the
penetration of non-ionising UV photons in the energy range
11.26 − 13.6 eV, corresponding to λ = 912 − 1102 A˚, which
are capable of singly ionising carbon atoms (IC = 11.26 eV)
beyond Ni . The above energy range coincides almost pre-
cisely with the Lyman-Werner (LW) H2 dissociation band
(912 − 1108 A˚), so in what follows we neglect such tiny dif-
ference; for simplicity we refer to both bands as the LW
band.
The frequency-integrated photon flux (cm−2 s−1) in the
LW band at the slab surface is given by (see eq. 1):
F0 =
∫ νL
ν1
FL
hPν
(
ν
νL
)−β
dν ≈ 0.3h−1P FL (17)
where hν1 = 11.26 eV. Recalling eq. 2 it follows that the
impinging FUV flux is
F0 = 0.3βFi = 0.3βUnc = 3.6 × 1010Un (18)
The decrease of LW photon flux inside the slab is reg-
ulated by the radiative transfer equation (see e.g. Sternberg
et al. 2014):
dF
dl
= −nσ¯dF −
RnnHI
f ∗diss
(19)
where the first (second) term on the r.h.s. of eq. 19 accounts
for dust (H2 line) absorption of LW photons. In Zone II, the
total density n = nHI+2nH2 is the sum of the atomic (nHI) and
molecular (nH2) hydrogen density; f ∗diss ≈ 0.15 (Krumholz
et al. 2008) is the fraction of absorbed LW photons leading
to H2 dissociations, and R ≈ 3 × 10−17T1/22 D cm3s−1, is the
MNRAS 000, 1–13 (2019)
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rate2 of H2 formation on dust grains (Cazaux & Tielens
2004). Clearly, if H2 formation is not considered (R = 0),
eq. 19 yields the standard dust attenuation solution F =
F0 exp (−N/Nd). Rewrite Eq. 19 as:
dF
dτ
= −F − xHI
χ
, (20)
where F ≡ F/F0, τ = nσ¯d l, and we have introduced the
parameter
χ =
f ∗dissσ¯dF0
Rn . (21)
Then, also using the expression for F0 in eq. 18, we obtain
χ = 2.9 × 10−6 F0
n
= 105 U. (22)
In reality, it is necessary to account for the probability
that a LW photon is absorbed by dust grains (associated
with H2) rather than by H2 molecules in Zone II. This effect
is embedded in the extra factor w (Sternberg et al. 2014)
defined as
w ≡ Wg,tot
Wd,tot
=
effective bandwidth for dust abs.
effective bandwidth for H2 abs.
=
=
1
1 + (σ¯d/7.2 × 10−22cm2)1/2
;
(23)
for the presently assumed value σ¯d = 5.88 × 10−22D, we
obtain
w =
1
1 + 0.9D1/2 . (24)
Hence, if we replace χ with χ′ = wχ in eq. 20, and use the
above definitions, we obtain
d(wF)
dl
= −nHIσ¯dwF −
RnnHI
f ∗diss
. (25)
Note that in the dust absorption term we replaced n with nHI
because the absorption due to dust associated with H2 has
been now included into w; this entails also the redefinition
of τHI = nHIσ¯d l. Eq. 25 can be simplified as
dF
dτHI
= −F − xHI
χ′ . (26)
If we further assume that the atomic fraction xHI = 1 every-
where F is non-zero (this is equivalent to assuming a sharp
transition), we get the final solution,
F (τ) = χ
′ + 1
χ′ e
−τ − 1
χ′ . (27)
From now on we indicate with NF (see Fig. 1) the col-
umn density at which the LW flux vanishes, i.e. F (τ) = 0.
This happens at τF = ln(1 + χ′), with τF = NF/Nd. Hence
the column density NF can be written:
NF = Nd ln(1 + χ′) = Nd ln(1 + 105wU). (28)
Fig. 2 helps elucidating the mutual relations among the
fundamental scales of the problem as a function of D at
fixed logU = −1.5, although for comparison we show also
Ni for logU = −2.0. For low dust-to-gas ratios, NF largely
2 We use the compact notation Yx = Y/10x
exceeds the H II region column density Ni ≈ 1021.3 cm−2. In-
side the H II region (referred to as Zone I in Fig. 1) car-
bon is largely in the form of C III ; beyond NF carbon be-
comes neutral (Zone III). When the dust-to-gas ratio reaches
D = D∗, NF drops below N0, here assumed to be equal to
1022cm−2 for display purposes. As shown later, the position
of D∗ marks a distinctive change in the C II emission. Fi-
nally, as the dust abundance increases beyond D∗ both the
size of the H II region and the thickness of the neutral layer
shrink: the layer becomes C I –dominated.
3 EMISSION MODEL
The [C II] line flux emitted by a slab with total gas column
density N0 depends on whether the H II region is ionisation-
or density-bounded. We assume that the H II layer (Zone I)
has a temperature T = 104 K, whereas in Zone II we set
T = 102 K. We will return on the impact of this assump-
tion when validating the model in Sec. 4. The abundance
of carbon is taken to be AC = 2.7 × 10−4 (Asplund et al.
2009), and we linearly scale it with D, or equivalently, given
our assumption of a constant dust-to-metal ratio, with Z. In
general, the [C II] line flux (erg cm−2s−1) emerging from the
slab is given by
F[CII] = nxnjΛj (T)`0 = nxNjΛj (T) (29)
where nx (nj) is the number density of collisional partner
(target ion) species, Λj (T) are the appropriate cooling func-
tions (see the derivation in Appendix B), and `0 = N0/n.
3.1 Ionisation-bounded regime
Let us consider first the most likely case of ionisation-
bounded H II regions (Ni < N0). For hydrogen column densi-
ties NH < Ni the carbon is essentially all in the form of C III ,
and therefore nCIII ≈ nC = ACDn (we neglect the possible
presence of C IV ). However, traces of C II are present also in
the ionised region. Hence, in principle, one should compute
the exact C ionisation fraction. In Appendix A we show that
the singly ionised carbon fraction xC closely follows the hy-
drogen ionisation fraction xHI derived in eq. 12. Given that
the [C II] emission contributed by Zone I is negligible in the
ionisation-bounded regime, for simplicity we adopt the ap-
proximation nCII = xHInC.
Beyond Ni the gas becomes neutral and carbon is main-
tained in the singly ionised state by the LW radiation field
penetrating the slab beyond the H II region; hence nCII ' nC .
Then it turns out that in almost all cases the neutral region
(Zone II) provides the dominant contribution to the total
emitted [C II] flux. This regions extends from Ni (eq. 14)
to NF (eq. 28), as shown in the previous Section.
The emerging [CII] line flux contains the contribution
from the ionised and neutral layers. In the ionised layer the
collision partner for C II ions are electrons, nx ≡ ne ≈ n, and
NCII ≈ ACDNHI(yi), where NHI is obtained in eq. 15. Such
emission must be augmented with the one arising from the
neutral layer, where the collisional partners are H atoms,
nx ≡ nH ≈ n. As the extent of the neutral layer is limited by
absorption of LW photons (see Section 2.2), we set NCII =
MNRAS 000, 1–13 (2019)
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Figure 3. Left panel: [CII] line flux emerging from slab with N0 = 1022cm−2, n = 100 cm−3 as a function of Z (or equivalently, D, both
in solar units) for three different values of the ionisation parameter: logU = −1.5 (green line), logU = −2.5 (orange), and logU = −3.5
(blue). We assume a constant neutral layer temperature T = 100 K. The points (colour coded according the same convention) represent
the results obtained from cloudy simulations. Right: Same as the left panel, however different gas temperatures are assumed in the two
metallicity ranges Z ≷ 0.18 for different ionization parameters. The model assumes 〈T 〉 = 58 K for logU = −3.5, 〈T 〉 = 68 K for logU = −2.5,
and 〈T 〉 = 75 K for logU = −1.5.
min(NF, N0) − Ni . It follows that
F[CII] = nACD
{
Λ
(4)
[CII]NHI(yi) + Λ
(2)
[CII] [min(NF, N0) − Ni]
}
,
(30)
where Λ(n) = Λ(T = 10nK). It is easy to show3 that the first
term, accounting for the ionised layer emission, is almost
always sub-dominant in the ionisation-bounded regime.
As an example, in Fig. 3 (left panel) we plot F[CII] from
eq. 30 for a slab with N0 = 1022 cm−2 and n = 100 cm−3.
Two regimes can be clearly identified. The first occurs when
N0 < NF , i.e. for dust-to-gas ratios D < D∗ (see Fig. 2),
where the flux can be approximated as
F[CII] ≈ nACDΛ(2)[CII] [N0 − Ni] ∝ DN0 ; (31)
note that we neglected the H II layer contribution and we
have further assumed that Ni  N0 in the last passage. In
this regime the [CII] luminosity grows linearly with metal-
licity. In the high-metallicity regime (D > D∗), the depth at
which LW photons are fully absorbed becomes smaller than
the thickness of the layer (NF < N0). It follows that (again
neglecting the H II layer contribution)
F[CII] ≈ nACDΛ(2)[CII] [NF − Ni]
∝ nDNd ln(1 + 105wU).
(32)
In this regime the [C II] flux has a weak, logarithmic, depen-
dence U, and a weaker one on D, as the product DNd is
constant (eq. 9c), and w ∼ D−1/2 (eq. 24). This explains (i)
the plateau seen in all curves in Fig. 3 for D > D∗, and (ii)
3 The condition for the first term to become dominant is NHI >
(Λ(2)[CII]/Λ
(4)
[CII])min(N0, NF ) = 0.006N0. As from eq. 15, NHI < 3.7 ×
1017 cm−2, for N0 (or NF ) > 6 × 1019 cm−2 [C II] emission from the
ionised layer can be safely neglected to a first-order approxima-
tion.
its increasing amplitude with U. The transition between the
two regimes is located at D = D∗ ≈ 0.3−1 and seen as a kink
in the curves. The kink shifts towards higher metallicities for
larger values of U as a result of the fact that, approximately,
D∗ ∝ lnU.
3.2 Density-bounded regime
The density-bounded regime occurs if N0 < Ni , when the
slab becomes fully ionised. In this case the [C II] emitting
column density can be computed in the same way as for the
ionisation-bound case from the integral of the H I density
profile within the H II region up to y0 = `0/ls.
NHI(y0) = NS
∫ y0
0
xHIdy =
NS
τs
ln
τsd
|eτsdy0 − τsd − 1|
. (33)
The corresponding line flux follows from eq. 30,
F[CII] = nACDΛ(4)[CII]NHI(y0). (34)
4 MODEL VALIDATION
We validate the predictions of the analytical model against
accurate numerical simulations of Photo-Dissociation Re-
gions. To this aim, we run a set of simulations using cloudy
v17.0 (Ferland et al. 2017). We consider a 1D gas slab with
constant gas density, log(n/cm−3) = 2 and total column den-
sity N0 = 1022 cm−2. The gas metallicity4 can vary in the
range log Z = [−2.0, 0.5]. As for the dust, we set the dust-to-
metal ratio ξd = 0.3, and assume ISM grains (grains ISM)
with a size distribution, abundance and materials (graphite
4 We assume solar abundances (abundances GASS) from Grevesse
et al. (2010) for which AC = 2.7 × 10−4 as also assumed in the
analytical model.
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Figure 4. cloudy temperature profiles for a slab with N0 =
1022cm−2, n = 100 cm−3, and for two extreme metallicities: Z =
0.01Z (dotted lines) and Z = Z (solid lines). The colour code
is the same as in Fig. 3, logU = −1.5 green, logU = −2.5 orange,
logU = −3.5 blue lines.
and silicates) appropriate for the ISM of the Milky Way
(Mathis et al. 1977).
The gas slab is illuminated by stellar sources with a
spectral energy distribution (SED) obtained from the ver-
sion v2.0 of the Binary Population and Spectral Synthesis
(BPASS) models (Stanway et al. 2016). Among the sample
of BPASS models we select those with Z? = 0.5. A broken
power-law is used for the initial mass function (IMF), with
a slope of −1.3 for stellar masses m?/M ∈ [0.1, 0.5] and
−2.35 for m?/M ∈ (0.5, 100]. We adopt a continuous star
formation mode and select models at 10 Myr. We scale the
SED to obtain ionisation parameters at the gas slab surface
logU ∈ [−3.5,−2.5,−1.5]. In Fig. 3 cloudy results are shown
as coloured points.
Given its simplicity, the analytical model is in striking
overall agreement with cloudy results. In particular, the
model correctly predicts both the amplitude and linear slope
of the increasing flux trend at low metallicity. cloudy re-
sults also confirm the presence of a plateau at higher metal-
licities, along with the correct positive correlation of its level
with increasing ionisation parameter values. Finally, the pre-
dicted rightwards shift of the kink for higher U values is
substantiated by the numerical results.
In spite of such general compliance, some discrepancies
remain affecting the plateau region. These concern the (a)
amplitude and slope of the plateau, and (b) the location
of the kink point. Although the differences are relatively
small (for example, the plateau amplitude is overestimated
by the model at most by a factor ≈ 2 at any Z), it is worth
investigating in depth their origin.
After performing additional analysis and tests, we con-
cluded that the small differences are due to the assumed
constant gas temperature in the neutral layer (Zone II). Fig.
4 quantitatively highlights this fact. The temperature pro-
files in the slab depend on both Z and U. In the ionised
region (Zone I) the temperature is almost flat around a
value around 104 K, with essentially no dependence on
U; and a weak, inverse dependence on Z which decreases
the H II region temperature from 15 × 103 to 8 × 103 K
for Z = 0.01 → 1. The temperature profiles are also re-
markably flat within this region. This perfectly justifies the
temperature-independent value of Λ
(4)
[CII] adopted here.
In Zone II the temperature drops to values T ≈ 100
K set by UV photo-heating, and consistent with the one
we assumed to compute the cooling function (Λ
(2)
[CII]). How-
ever, two effects make this approximation less precise:
(a) at temperatures close to the resonance energy of the
[C II] transition, E12/k = 91.92 K, the cooling function is
very sensitive to small temperature variations; (b) the tem-
perature profiles are not perfectly constant within Zone II,
and they show variations of about ±20K from the mean of
100 K.
To verify that the origin of the discrepancies between
the model and cloudy in the plateau region are indeed
due to temperature variations within the neutral layer, we
use the average temperature returned by cloudy for each
metallicity when computing Λ[CII](T) in the model. The re-
sults of this test are shown in Fig. 3 (right panel). While
at low metallicity (as seen also from Fig. 4) using a fixed
T = 100 K provides a very good approximation, at Z > 0.1
the mean temperature is in the range T = 50 − 80 K. Once
this correction is implemented in the model, its predictions
almost perfectly match cloudy results over the entire range
of metallicities and ionisation parameters.
In principle, one could improve the model by using an
energy equation accounting for the temperature variations in
the neutral layer. However, this would make the model more
complicated, and likely not treatable in analytical terms. In
the following we will stick to this simplification. Of course,
if very accurate estimates are required by a given problem,
one can always resort to full cloudy simulations.
5 BRIDGING MODEL AND DATA
We now aim at interpreting the available data on
[C II] emission from galaxies, both at low and high redshift,
using the model5 developed in the previous Sections. Our
model can be applied to a variety of experiments and prob-
lems involving [C II] measurements. As a first application,
here we concentrate on the interpretation of the observed
relation between [C II] and star formation rate. As pointed
out in the Introduction, this issue is at the core of ISM and
galaxy evolution studies. Even more excitingly, newly ac-
quired ALMA data make it possible to produce a decisive
step in the study of the internal structure and the ISM of
galaxies in the EoR.
In order to effectively compare the results of the model
to the observed [C II] line emission a few more steps are re-
quired6. First we need to convert the main output of the
model, the emitted flux F[CII] (erg cm−2 s−1), in the more
5 Note that at the gas densities ( >∼ 100cm−3), and temperatures
(T > 100 K) considered here, line suppression effects by the CMB
are negligible (Pallottini et al. 2017a).
6 We compare our model with luminosity and SFR surface den-
sity measurements rather than with the corresponding galaxy-
integrated quantities LCII and SFR. This choice overcomes the
uncertainties related with the determination of the [C II] emitting
and star forming radii, which might in addition differ (Carniani
et al. 2018a). Of course, if information about the spatial extent
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standard units of surface luminosity, Σ[CII](L kpc−2). The
conversion factor is
Σ[CII] = 2.4 × 109F[CII] L kpc−2, (35)
where F[CII] is given by eq. 30 or eq. 34 if the H II layer is
ionisation-bounded (Ni < N0) or density-bounded (Ni > N0),
respectively. The next step is to express U (entering the flux
expression via NF and Ni) and N0 with respect to the ob-
served quantity, the star formation rate per unit area ΣSFR,
for which we adopt the standard units of M yr−1 kpc−2.
Let us start with the average ionisation parameter,
U = n¯γ/n¯, where the bar indicates galaxy-averaged quan-
tities. Using the population synthesis code STARBURST997,
the ionising photon flux associated with ΣSFR can be writ-
ten as Σγ = 3 × 1010ΣSFR = ηΣSFR phot s−1 cm−2 for the
stellar population properties assumed in Sec. 4, i.e. Z∗ = 0.5
and age 10 Myr. It follows that
n¯γ = c−1Σγ =
η
c
ΣSFR ' ΣSFR . (36)
The mean gas density is simply written in terms of the gas
surface density, Σg (in M kpc−2), and scale height, H, of the
gas in the gravitational potential of the galaxy as follows:
n¯ =
Σg
µmpH
=
piGΣ2g
µmpσ2
= 5.4 × 10−13Σg2σ−2kms cm−3. (37)
In the previous equation, µ is the mean molecular weight of
the gas (for simplicity we take it equal to 1), mp is the proton
mass, and we have imposed the hydrostatic equilibrium to
obtain the expression H = σ2/piGΣg, where σ is the gas
r.m.s. turbulent velocity. For the latter quantity we assume
the reference value σkms = σ/(km s−1) = 10 (Pallottini et al.
2017b; Vallini et al. 2018).
Note that in the following we will take N0 = n¯H =
Σg/µmp using the definition in eq. 37. This entails the im-
plicit assumption that the emitting region (physically cor-
responding to a molecular cloud) column density, n`0, is
the same as the galaxy column density, N0, implying `0 =
Σg/µmpn, where n = 100 cm−3 is the molecular cloud density
adopted here. For Milky Way values (Σg ≈ 2×107M kpc−2),
it is `0 ≈ 10 pc, which approximates well the typical observed
size of Galactic molecular complexes.
We can now write a simple expression for the ionisation
parameter,
U = 1.7 × 1014 ΣSFR
Σ2g
. (38)
By noting that Σg = µmpN0, one can relate it to the slab
column density as Σg = 7.5 × 107N0,22Mkpc−2.
To proceed further we need to eliminate Σg from eq. 38.
To this aim we use the empirical Kennicutt-Schmidt (KS)
average relation between these two quantities, as given, e.g.
by Heiderman et al. (2010),
ΣSFR = 10−12κsΣgm (m = 1.4), (39)
where we have allowed for deviations from the relation
through the “burstiness” parameter κs. Values of up to
is available all the quantities given here can be then straightfor-
wardly transformed.
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κs = 100 have been measured for sub-millimeter galaxies
(see e.g. Hodge et al. (2015b). Galaxies with κs > 1 show a
larger SFR per unit area with respect to those located on
the KS relation having the same value of Σg (Hodge et al.
2015a). As we will see in the following Section, this param-
eter plays a crucial role in the interpretation of the Σ[CII]-
ΣSFR relation. By inverting eq. 39 and eliminating Σg from
the expression for U, we finally get
U = 1.7 × 10(14−24/m) κ2/ms Σ(m−2)/mSFR ' 10−3 κ
10/7
s Σ
−3/7
SFR . (40)
An interesting conclusion from the previous equation is that,
perhaps contrary to naive expectations, galaxies with larger
ΣSFR have a lower ionisation parameter, if they lie on the
KS relation. However, starburst galaxies (κs > 1) are char-
acterised by higher U values for the same ΣSFR.
6 INTERPRETING THE [C II] - SFR
RELATION
We now turn to the interpretation of the Σ[CII]- ΣSFR rela-
tion. We also compare our model to measurements of such
relation in local (z ≈ 0) and high-redshift (z > 5) galax-
ies. The local observations have been carried out by De
Looze et al. (2014) for a sample of spatially resolved low-
metallicity dwarf galaxies using the Herschel Dwarf Galaxy
Survey. These authors provide the following fit:
log ΣSFR = −6.99 + 0.93 log Σ[CII]. (41)
The relation is very tight, with an estimated 1σ dispersion
of 0.32 dex, and it implies that, at least locally, more actively
star forming galaxies are brighter [C II] emitters.
For the high redshift sample we use the recent determi-
nation by Carniani et al. (2018a). These authors have used
new ALMA observations of galaxies at z = 6− 7 as well as a
re-analysis of archival ALMA data. In total 29 galaxies were
analysed, 21 of which are detected in [CII]. For several of the
latter the [CII] emission breaks into multiple components.
For our purposes, individual clumps provide a more fair and
homogeneous comparison with the spatially resolved local
data and the model. Interestingly, Carniani et al. (2018a)
find that early galaxies are characterised by a [CII] surface
brightness generally much lower than expected from the lo-
cal relation, eq. 41. It is worth stressing, though, that these
early systems have also larger ΣSFR values than those in the
local sample.
Model predictions, obtained from eq. 35, and using the
emission model in eq.s 30 and 34, are presented in Fig. 5
along with local and high-z data. We show curves for three
different values of the metallicity8, and two values of the
burstiness parameter, ks = 1 (panels a-c), and ks = 5 (panel
d). The points along the curves are colour-coded to show the
variation of U (panel a), N0 (b), and Σg (c-d) as a function
of ΣSFR and Σ[CII]. We have fixed the density of the emitting
material to n = 500 cm−3 so that the local data are well
matched by curves with Z < 0.5, in agreement with the
values derived by De Looze et al. (2014), i.e. 0.05 < Z < 0.4.
For reference, we also plot with a thin dashed line the curve
8 Recall that Z = D = 1 indicates solar/galactic values of these
quantities.
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Figure 5. Predicted Σ[CII]- ΣSFR relation for three metallicities Z = 0.1, 0.5, 1 (indicated by the labels), and gas density n = 500 cm−3.
For reference, the thin dashed line shows the case Z = 0.1 and n = ncrit = 3027 cm−3. Model points are colour-coded according to values
of ionisation parameter in panel (a), column density (b), and Σg (c-d). In panel (d) we set κs = 5 (see eq. 39); this value is typical of
starburst galaxies (e.g. Daddi et al. 2010). Gray small crosses are the De Looze et al. (2014) data for a sample of spatially resolved local
dwarf galaxies; the best fit to the data (eq. 41) is shown by the thin solid line. Points with errors are either single galaxies without any
sub-component, and data for individual components within galaxies taken from the sample of z > 5 sources analized by Carniani et al.
(2018a). The magenta shaded area marks the density-bounded regime at different metallicities.
for Z = 0.1 and density equal to the critical density of the
transition, n = ncrit = 3027 cm−3. These plots condensate the
core results of the present study.
The overall shape of the predicted Σ[CII]-ΣSFR relation
can be understood as follows. Consider moving on the curves
from right (high ΣSFR and N0; low U) to left (low ΣSFR and
N0; high U). Initially, Σ[CII] is approximately constant as
NF < N0: eq. 32 states that in this regime the [CII] flux is
independent of Z, and only weakly increasing with U. As N0
drops below NF , at a ΣSFR value marked by the position of
the kink in the curves, Σ[CII] linearly decreases with N0 (eq.
31) at fixed Z. The position of the kink depends on metal-
licity as NF ∝ Nd ∝ Z−1 (eq. 28), and therefore occurs at
higher N0 values as Z decreases. Finally, the curves steepen
considerably for very low ΣSFR ( <∼ 10−2M yr−1 kpc−2) as
the ionised layer column density, Ni , becomes comparable
to N0, thus decreasing the [CII] flux (eq. 30). When N0 < Ni
the galaxy ISM is fully ionised and the H II region is density-
bounded (magenta area in the bottom-left corner).
Local galaxies (small points) shown in Fig. 5, panels
(a)-(c), are located on top of our predictions for ks = 1,
corresponding to the KS relation. As already noted when
discussing eq. 40, logU decreases from −1.6 to −3.0 when
ΣSFR increases in the considered range. Stated differently, U
and ΣSFR are anti-correlated as a result of the super-linear
slope of the KS relation (m = 1.4). By combining this in-
formation with panel (b), showing the individual column
density, N0, of the theoretical points, we can conclude that
galaxies on the De Looze relation have gas column densities
1021cm−2 < N0 < 1022cm−2 cm−2. Systems with lower column
densities are also characterised by larger ionisation parame-
ters. For example, local galaxies with Z = 0.1 and ΣSFR= 10−2
M yr−1 kpc−2, have logU ≈ −2 and N0 ≈ 3 × 1021 cm−2.
High redshift galaxies (large circles with errors) instead
populate the high ΣSFR region of the plot. They tend to
have lower ionisation parameters (logU < −2.5), and large
gas surface/column gas densities (see panels b-c), with N0 ≈
1022.5cm−2. So it appears that observed early galaxies have
noticeably different structural properties compared to local
ones. We return to this point in Sec. 6.1.
We can also identify the region of the parameter space
occupied by density-bounded systems in which the gas is
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fully ionised. Using the relations provided above (e.g. eq.
34), we then impose the condition Ni > N0 shown in Fig.
5 as a magenta shaded area. The density-bounded area is
relatively small, and it includes systems with low ΣSFR (cor-
responding to gas column densities < 1021cm−2) and high U
values. Hence, from the curves in panels (a)-(c) for which
κs = 1, it appears that none of the galaxies, both in the lo-
cal or high-z sample, is density-bounded. Density-bounded
systems tend to have a low [C II] surface brightness as the
line can only originate in the ionised layer (Zone I) where
carbon is largely in the form of C III .
As already pointed out, in general the contribution
from ionized gas to the total Σ[CII]is negligible. However, as
we consider galaxies closer or into to the density-bounded
regime, such contribution increases to reach 100%; this oc-
curs for log ΣSFR < −2. Interestingly, this result is in line with
the conclusions reached by an increasing number of studies
who find that in a sample of nearby galaxies the fraction of
[CII] emission arising from the ionized gas varies from < 10%
in systems with log ΣSFR > −1 to 20-30% in galaxies with
log ΣSFR < −2.5 (Dı´az-Santos et al. 2017; Croxall et al. 2017;
Parkin et al. 2013; Hughes et al. 2015).
Finally, let us analyse the effects of increasing κs. In
panel (d) we set κs = 5. In this case a galaxy with a given Σg
has a star formation rate that is 5× larger than expected
from the KS relation, a situation resembling a starburst
galaxy. An increase of κs produces a rightwards shift of all
the curves at various metallicities. Perhaps, a more meaning-
ful way to interpret the effect is that at a given ΣSFR a galaxy
has a lower [C II] luminosity as a result of the paucity of gas,
and of the more extended H II layer. Hence, the galaxy drops
considerably below the De Looze relation. Finally, note that
for κs = 5, the density-bounded limit shifts to higher ΣSFR.
6.1 Why are high-z galaxies [CII]-underluminous?
We now turn to a more specific comparison with the data
and then concentrate on the deviation of high-z sources from
the De Looze relation. The local data are well fit by the
curve with metallicity (or dust-to-gas ratio) Z = 0.1, which
is consistent with the mean value 0.05 <∼ Z <∼ 0.4 deduced by
De Looze et al. (2014). However, note that the theoretical
curves and the data show a curvature/shape that is only
marginally caught by the power-law fit adopted by those
authors (thin line in Fig. 5).
In general, an increasing trend of specific
[C II] luminosity with Z is seen for low/moderate val-
ues of ΣSFR. For larger surface star formation rates Σ[CII]
becomes independent of Z, and saturates at ≈ 107Lkpc−2.
Apart from the weak logarithmic dependence on U, the sat-
uration value depends only on density; it can be estimated
by combining eq. 32 and 35:
Σ[CII] ≈ 1.8 × 107
(
n
500 cm−3
)
ln
(
U
10−3
)
Lkpc−2. (42)
By setting n = ncrit = 3027 cm−3 we find that the surface
brightness reaches Σmax[CII]≈ 108Lkpc−2.
Thus, the model predicts that at high ΣSFR the data
should deviate from the power-law trend expected from the
empirical fit. Indeed, there is a hint from the local data that
this might be the case. However, we consider this agreement
only as tentative given that in that regime the De Looze
et al. (2014) sample contains only one galaxy (NGC 1569,
rightmost data points at log ΣSFR ≈ 0).
The saturation effect is crucial to interpret z > 5 galax-
ies. These early systems have large surface star formation
rates, ΣSFR> 1Myr−1kpc−2. Then, our model predicts that,
if their metallicity is Z >∼ 0.1, they are in the saturated emis-
sion regime governed by eq. 42. The saturation is also one of
the factors (see below) that can explain why high-z galaxies
lie below the local De Looze relation (thin dashed curve in
Fig. 5 with a measured Σ[CII]< Σmax[CII]. Following this interpre-
tation, the mean density of the emitting gas in these early
galaxies should be in the range 20 cm−3 < n <∼ ncrit, with the
most diffuse system being CR7c (z = 6.6), according to Car-
niani et al. (2018a) classification, whose Σ[CII]≈ 106Lkpc−2.
Fig. 6 (red curve) shows the result of the model fit to the
CR7c point, which is essentially independent of metallicity.
As a consequence of the low gas density, the emitting regions
in CR7c have a large size, `0 ≈ 100 pc. In addition, CMB
suppression effects of the line emission from such a low den-
sity gas can become important (Kohandel et al. 2019).
However, explaining low Σ[CII] systems as due to a
low gas density is not the only option. From [CII] obser-
vations alone, it cannot be excluded that the faintest sys-
tems can instead have an extremely low metallicity. In this
case they could be fit by model curves in which Σ[CII] is
still raising with metallicity. This is illustrated by the green
curve in Fig. 6; the corresponding model parameters are
n = 500 cm−3, ks = 1 and a metallicity Z = 0.003, a value
close to the metallicity of the intergalactic medium at z = 6
(D’Odorico et al. 2013). Additionally, simulations of high-
z galaxies (Pallottini et al. 2019) shows that the presence
of low metallicity regions plays a sub-dominant role in de-
termining the galaxy deviation from the De Looze relation.
Hence, we consider this explanation unlikely, albeit we point
out that at least some degeneracy exists between density and
metallicity in determining the observed [CII] surface bright-
ness. Yet a third option is possible, i.e. a larger ks corre-
sponding to a starbursting phase. This case is represented by
the blue curve, with the fiducial values n = 500 cm−3,Z = 0.1
but a ks = 25.
Fig. 6 is only meant as an illustration of the degen-
eracy existing among n, ks and Z. We have used the most
extreme system (CR7c) to show how different combinations
of these parameters might produce the observed low Σ[CII]
value. Clearly all the other high-z systems might be inter-
preted in the same way. In summary, our model predicts that
the evidence that high-z galaxies have lower-than-expected
[CII] surface brightness can be explained by a combination
of these three factors: (a) large upward deviations (κs  1)
from the KS relation, implying that they are in a starburst
phase; (b) low metallicity; (c) low gas density, at least for
the most extreme sources (e.g. CR7). These results support
the similar suggestions made by Vallini et al. (2015). Large
κs values might result from negative stellar feedback effects
evacuating the gas around star formation sites and/or from
enhanced periods of star formation activity following merger
events.
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Figure 6. Degeneracy of the observed Σ[CII] with the three free
parameters, n, Z and ks . In this example, the data point corre-
sponding to CR7c (z = 6.6) can be equally well interpreted by
three different models assuming (a) low (n = 20 cm−3) density, (b)
low metallicity, Z = 0.003, or (c) strong starburst (ks = 25). See
text for more details.
7 SUMMARY
We have developed an analytical model to interpret
[C II] line emission which can be applied both to low and
high redshift galaxies. First, we have characterised the ion-
isation/PDR structure properties and determined the ex-
tent of three physically distinct (ionised, neutral/molecular,
dark) regions in terms of the metallicity, Z (or dust-to-gas
ratio, D), and ionisation parameter, U, of the gas. Then
we predict the [C II] line emission for both ionisation- and
density-bounded conditions. We have successfully validated
the model against numerical radiative transfer calculations
performed with cloudy.
Once properly cast in terms of observed quantities, such
as [C II] surface brightness (Σ[CII]), and star formation rate
per unit area (ΣSFR), the model has been used to interpret
the observed Σ[CII]– ΣSFR relation, and the deviations from
it observed for galaxies in the EoR. We find that:
• There is an overall increase in Σ[CII] with Z and ΣSFR.
However, for ΣSFR >∼ 1M yr−1 kpc−2, Σ[CII] saturates (see
Fig. 5) at a level ≈ 107Lkpc−2, which depends linearly on
the density of the emitting gas (fiducially assumed to be n =
500 cm−3 to match the z ≈ 0 dwarf sample). As a result, the
relation has a more complex shape than the simple power-
law usually assumed to fit the data.
• The Σ[CII]– ΣSFR relation can be read as a sequence of
decreasing U with increasing ΣSFR. Galaxies with ΣSFR <
10−2.5M yr−1 kpc−2 are predicted to be highly ionised due
to their low gas column densities.
• Upward deviations from the KS relation, parametrized
by the “burstiness” parameter κs (eq. 39), shift the predicted
Σ[CII] towards higher ΣSFR, causing galaxies at a fixed ΣSFR
to have unexpectedly low [CII] surface brightness.
• Our model predicts that under-luminous [C II] systems,
as those routinely observed at high-z, can result from a com-
bination of these three factors: (a) large upward deviations
(κs  1) from the KS relation, implying that they are in a
starburst phase; (b) low metallicity; (c) low gas density, at
least for the most extreme sources (e.g. CR7).
Observations of [C II] emission alone cannot break the de-
generacy among the above three parameters, although ex-
treme deviations from the De Looze relation might imply
unrealistic conditions based on additional considerations.
Hence to fully characterise the properties of the interstellar
medium of galaxies additional and complementary informa-
tion must be sought. This can be obtained, for example, by
combining [C II] observations with other FIR lines, like e.g.
[OIII] (Inoue et al. 2016; Vallini et al. 2017), dust contin-
uum (Behrens et al. 2018, to constrain D), CO lines (Vallini
et al. 2018), or even H2 lines, hopefully becoming available
at these redshifts with SPICA (Spinoglio et al. 2017; Egami
et al. 2018). An interesting, and more readily available alter-
native are optical nebular lines, such as Lyα and C III] , used
in combination with machine learning strategies (Ucci et al.
2019). The implications of these measurements still need to
be worked out fully; we defer this study to future work.
ACKNOWLEDGEMENTS
AF and SC acknowledge support from the ERC Advanced
Grant INTERSTELLAR H2020/740120. LV acknowledges
funding from the European Union’s Horizon 2020 research
and innovation program under the Marie Sk lodowska-Curie
Grant agreement No. 746119. This research was supported
by the Munich Institute for Astro- and Particle Physics (MI-
APP) of the DFG cluster of excellence“Origin and Structure
of the Universe”.
REFERENCES
Asplund M., Grevesse N., Sauval A. J., Scott P., 2009, ARA&A,
47, 481
Behrens C., Pallottini A., Ferrara A., Gallerani S., Vallini L.,
2018, MNRAS, 477, 552
Bradacˇ M., et al., 2017, ApJ, 836, L2
Capak P. L., et al., 2015, Nature, 522, 455
Carniani S., et al., 2017, A&A, 605, A42
Carniani S., et al., 2018a, MNRAS, 478, 1170
Carniani S., Maiolino R., Smit R., Amor´ın R., 2018b, ApJ, 854,
L7
Cazaux S., Tielens A. G. G. M., 2004, ApJ, 604, 222
Croxall K. V., et al., 2017, ApJ, 845, 96
D’Odorico V., et al., 2013, MNRAS, 435, 1198
Daddi E., et al., 2010, ApJ, 714, L118
Dayal P., Ferrara A., 2018, Phys. Rep., 780, 1
De Cia A., Ledoux C., Savaglio S., Schady P., Vreeswijk P. M.,
2013, A&A, 560, A88
De Looze I., et al., 2014, A&A, 568, A62
Decataldo D., Ferrara A., Pallottini A., Gallerani S., Vallini L.,
2017, MNRAS, 471, 4476
Decataldo D., Pallottini A., Ferrara A., Vallini L., Gallerani S.,
2019, MNRAS, p. 1456
Dı´az-Santos T., et al., 2017, ApJ, 846, 32
Draine B. T., 2011, ApJ, 732, 100
Egami E., et al., 2018, Publ. Astron. Soc. Australia, 35
Ferland G. J., et al., 2017, Rev. Mex. Astron. Astrofis., 53, 385
Fujimoto S., Ouchi M., Ferrara A., Pallottini A., Ivison R. J.,
Behrens C., Gallerani S., 2019, arXiv e-prints,
Goldsmith P. F., Langer W. D., Pineda J. L., Velusamy T., 2012,
ApJS, 203, 13
Gorti U., Hollenbach D., 2002, ApJ, 573, 215
MNRAS 000, 1–13 (2019)
12 Ferrara et al.
Grevesse N., Asplund M., Sauval A. J., Scott P., 2010, Ap&SS,
328, 179
Hashimoto T., et al., 2018, Nature, 557, 392
Heiderman A., Evans II N. J., Allen L. E., Huard T., Heyer M.,
2010, ApJ, 723, 1019
Herrera-Camus R., et al., 2015, ApJ, 800, 1
Herrera-Camus R., et al., 2018, ApJ, 861, 95
Hodge J. A., Riechers D., Decarli R., Walter F., Carilli C. L.,
Daddi E., Dannerbauer H., 2015a, ApJ, 798, L18
Hodge J. A., Riechers D., Decarli R., Walter F., Carilli C. L.,
Daddi E., Dannerbauer H., 2015b, ApJ, 798, L18
Hollenbach D. J., Tielens A. G. G. M., 1999, Reviews of Modern
Physics, 71, 173
Hughes T. M., et al., 2015, A&A, 575, A17
Inoue A. K., et al., 2016, Science, 352, 1559
Jones G. C., Willott C. J., Carilli C. L., Ferrara A., Wang R.,
Wagg J., 2017, ApJ, 845, 175
Knudsen K. K., Richard J., Kneib J.-P., Jauzac M., Cle´ment B.,
Drouart G., Egami E., Lindroos L., 2016, MNRAS, 462, L6
Kohandel M., Pallottini A., Ferrara A., Zanella A., Behrens C.,
Carniani S., Gallerani S., Vallini L., 2019, MNRAS, p. 1423
Krumholz M. R., McKee C. F., Tumlinson J., 2008, ApJ, 689, 865
Lagache G., Cousin M., Chatzikos M., 2018, A&A, 609, A130
Maiolino R., et al., 2015, ArXiv e-prints:1502.06634,
Mathis J. S., Rumpl W., Nordsieck K. H., 1977, ApJ, 217, 425
Matthee J., et al., 2017, ApJ, 851, 145
Moriwaki K., et al., 2018, MNRAS, 481, L84
Mun˜oz J. A., Oh S. P., 2016, MNRAS, 463, 2085
Nahar S. N., Pradhan A. K., 1997, ApJS, 111, 339
Narayanan D., Krumholz M. R., 2017, MNRAS, 467, 50
Olsen K., Greve T. R., Narayanan D., Thompson R., Dave´ R.,
Niebla Rios L., Stawinski S., 2017, ApJ, 846, 105
Osterbrock D. E., Tran H. D., Veilleux S., 1992, ApJ, 389, 305
Pallottini A., Ferrara A., Gallerani S., Vallini L., Maiolino R.,
Salvadori S., 2017a, MNRAS, 465, 2540
Pallottini A., Ferrara A., Bovino S., Vallini L., Gallerani S.,
Maiolino R., Salvadori S., 2017b, MNRAS, 471, 4128
Pallottini A., et al., 2019, MNRAS, 487, 1689
Parkin T. J., et al., 2013, ApJ, 776, 65
Pentericci L., et al., 2016, ApJ, 829, L11
Popping G., van Kampen E., Decarli R., Spaans M., Somerville
R. S., Trager S. C., 2016, MNRAS, 461, 93
Popping G., Narayanan D., Somerville R. S., Faisst A. L.,
Krumholz M. R., 2019, MNRAS, 482, 4906
Re´my-Ruyer A., et al., 2014, A&A, 563, A31
Shibuya T., Ouchi M., Harikane Y., Nakajima K., 2019, ApJ, 871,
164
Smit R., et al., 2018, Nature, 553, 178
Spinoglio L., et al., 2017, Publ. Astron. Soc. Australia, 34, e057
Spitzer L., 1978, Physical processes in the interstellar medium,
doi:10.1002/9783527617722.
Stacey G. J., Geis N., Genzel R., Lugten J. B., Poglitsch A.,
Sternberg A., Townes C. H., 1991, ApJ, 373, 423
Stanway E. R., Eldridge J. J., Becker G. D., 2016, MNRAS, 456,
485
Stark D. P., et al., 2017, MNRAS, 464, 469
Sternberg A., Le Petit F., Roueff E., Le Bourlot J., 2014, ApJ,
790, 10
Tamura Y., et al., 2018, arXiv e-prints,
Ucci G., et al., 2019, MNRAS, 483, 1295
Vallini L., Gallerani S., Ferrara A., Pallottini A., Yue B., 2015,
ApJ, 813, 36
Vallini L., Ferrara A., Pallottini A., Gallerani S., 2017, MNRAS,
Vallini L., Pallottini A., Ferrara A., Gallerani S., Sobacchi E.,
Behrens C., 2018, MNRAS, 473, 271
Willott C. J., Carilli C. L., Wagg J., Wang R., 2015, ArXiv e-
prints:1504.05875,
Wolfire M. G., McKee C. F., Hollenbach D., Tielens A. G. G. M.,
2003, ApJ, 587, 278
APPENDIX A: CARBON IONISATION
We derive the fraction of singly ionised carbon xC ≡ nCII/nC
as a function of the neutral fraction, xHI ≡ nHI/n, in
the H II region. Consider the carbon ionisation equilibrium
equation:
ΓCnCII = αCnCIInCIII (A1)
where we account for the C II ⇔ C III equilibrium only. In
eq. A1, ΓC is the optically-thin carbon photo-ionisation rate:
ΓC =
∫ ∞
ν1
Fν
hPν
σCν dν ≈
FL
hP
ν1σC = UncσC (A2)
where the CI photo-ionisation cross-section at hν1 = 11.26
eV is σC = 3.7 × 10−18 cm−2 (Spitzer 1978), and αC =
6.02 × 1012 cm3 s−1 is the recombination coefficient (Nahar
& Pradhan 1997, Tab. 5). Analogously, write Γ = UncσH.
From eq. A1, assuming ne ≈ np we derive:
ne =
ΓCxC
αC(1 − xC)
(A3)
which, once substituted in the photo-ionisation equilibrium
equation Γn = αBnenp (see eq. 7) yields:
Γn = α
[
ΓCxC
αC(1 − xC)
]
(A4)
We now need to invert this equation to get xc(xHI):(
Γn
α
)1/2
x1/2HI =
ΓCxC
αC(1 − xC)
(A5)
which can be rewritten as(
αC
ΓC
) (
Γ
α
)1/2
n1/2x1/2HI =
xC
1 − xC
. (A6)
Define B ≡ (αC/ΓC)(Γ/α)1/2 = 0.046/
√
Un; we finally get
xC =

Bn1/2
1 + Bn1/2x1/2HI
 x1/2HI =
ζ
1 + ζ
(A7)
where ζ = 0.046(xHI/U)1/2.
APPENDIX B: LINE COLLISIONAL
EXCITATION
We derive here the emission from the illuminated slab in two
collisionally-excited (forbidden or semi-forbidden) lines of
[C II] 158 µm and C III] 1909 A˚. The collisional de-excitation
cross-section from the upper (2) to lower (1) state, σ21 ∝ v−2
of the electrons due to Coulomb focusing:
σ21 =
pih2
m2ev2
Ω(1, 2; E)
g1
, (B1)
where Ω(1, 2; E) is the collision strength symmetrical in (1,2).
It must be computed quantum-mechanically, and is approxi-
mately constant close to the resonance energy, E12. The rate
of de-excitations (cm−3s−1) is written as
R21 = nen2
∫ ∞
0
σ21v(E) f (E)dE ≡ nen2q21, (B2)
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where
f (E) = 2E
1/2
pi1/2(kT)3/2 e
−E12/kT (B3)
is the Maxwellian distribution. By substituting the expres-
sion for the cross-section and f (E), and recalling that v =√
2E/m we find
q21 =
β√
T
Υ
g2
, (B4)
where β = (2pi}4/m3ek)1/2 = 8.629 × 10−6, and
Υ(T) =
∫ ∞
0
Ω21(E)e−E/kT d
(
E12
kT
)
, (B5)
The collisional excitation coefficient in thermodynamic equi-
librium can be simply derived from the de-excitation one:
q12 =
g2
g1
q21e
−E12/kT = β√
T
Υ
g1
e−E12/kT . (B6)
The detailed balance equation of the levels population reads:
nen1q12 = nen2q21 + A21n2. (B7)
For densities below the critical one, ncrit = A21/q21 we can
write the following approximation:
n2
n1
=
neq12
A21 + neq21
≈ ne q12A21
(B8)
The power emitted in the line per unit volume is
L = n2A21E12 = nen1q12E12 ≡ nen1Λ(T), (B9)
i.e. for densities below the critical density every collisional
ionisation results in a photon emission. The full expression
for the cooling function (erg cm3s−1) is
Λ(T) = β√
T
Υ(T)
g1
E12e
−E12/kT . (B10)
Specialize to the emission from [CII] and CIII] lines. The
first is the 2P3/2 → 2P1/2 [C II] 157.78 µm transition for
which the statistical weights (2J + 1) are g2 = 4 and g1 =
2; the second is the C III] 1908.7 A˚ 1P1 → 1S0 transition,
whose statistical weights are g2 = 3 and g1 = 1. The energy
separation for [C II] is T∗ = 91.92 K (E12 = 0.0079 eV), while
for C III] it is T∗ = 7.59 × 104K (E12 = 6.54 eV).
For the maxwellian-averaged collision rates, Υ, we use
the following expressions, taken from Goldsmith et al. (2012)
and Osterbrock et al. (1992) for the two ions:
Υe[CII](T) = 0.67T0.13
ΥH[CII](T) = 1.84 × 10−4T0.64
ΥeCIII](T) = 1.265 − 0.0174 × 10−4T
In the present study, unless otherwise specified, we will
use the values of T = 102 K (104 K) for C II (C III ) as this
ion is predominantly located in neutral (ionized) regions (see
Fig. 4). Hence, from eq. B10 we obtain, Λ
(2)
[CII] = Λ[CII](T =
102K) = 7.65 × 10−24 erg cm3s−1, and Λ(4)CIII] = Λ[CIII](T =
104K) = 1.88 × 10−22 erg cm3s−1. Note that for [C II] we
have considered excitations by collision with H atoms. In
H II regions, the [C II] line is excited by electron collisions;
therefore, Λ
(4)
[CII] = Λ[CII](T = 104K) = 1.2 × 10−21 erg cm3s−1.
Figure B1. [C II] and CIII] cooling function vs. gas temperature
for excitations due to collisions with electrons. For C II we also
show the analog quantity for collisions with H atoms as indicated
be the labels.
The temperature dependence of the above cooling functions
is shown in Fig. B1.
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