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MORSE HOMOLOGY: ORIENTATION OF THE MODULI SPACE OF GRADIENT
FLOW LINES, COHERENCE AND APPLICATIONS
MATHIEU GIROUX
Abstract. a
In this paper, we shall compute the chain complex and the corresponding homology
of some Morse function f over integer coefficients. This requires a careful construction
of moduli space of gradient flow lines orientation. We will then apply this construction
in the computation of these homology groups on 4-manifolds.
—–
Dans ce papier, nous calculerons le complexe de chaˆınes de´fini sur les points critiques
d’une fonction de Morse f et l’homologie correspondante dans le cas des coefficients
entiers. Cela demandera de de´finir correctement les orientations des espaces de modules
de flots induites par le gradient de f . On appliquera alors cette construction au calcul
explicite de ces homologies sur les varie´te´s de dimension 4.
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2 MATHIEU GIROUX
1. Introduction
Un bon nombre de questions venant de diverses branches des mathe´matiques me`ne au
proble`me d’analyser la topologie d’un complexe simplicial. Cela dit, il n’existe que peu
de techniques ge´ne´rales disponibles pour nous aider dans une telle taˆche. Nous pouvons
ne´anmoins appre´cier que certaines the´ories tre`s ge´ne´rales aient e´te´ de´veloppe´es dans cette
optique, du moins dans le cas des varie´te´s lisses. L’une des the´ories les plus puissantes et
les plus utiles dans ce contexte est la the´orie de Morse – voir [11, 19] pour une couverture
presque comple`te des termes utilise´s tout au long de ce papier. En dimension finie ou en
dimension infinie, cette the´orie joue un roˆle crucial dans la recherche mathe´matique interna-
tionale actuelle [14, 16, 22, 18]. En dimension finie (cas classique), cette homologie permet
au moyen d’une fonction de Morse re´elle, c’est-a`-dire d’une fonction re´elle non de´ge´ne´re´e en
ses points critiques (hessien non de´ge´ne´re´) de´finie sur une varie´te´ diffe´rentiable quelconque,
de de´composer la varie´te´ en morceaux e´le´mentaires qui permettent de construire explicite-
ment l’homologie de la varie´te´. La version de Witten [29] permet de calculer cette homologie
en construisant un complexe de chaˆınes de´fini sur les points critiques de la fonction f et
en de´finissant l’ope´rateur bord par le comptage des lignes de flots ne´gatives du gradient
de f . Bien que le complexe lui-meˆme de´pende fortement de la fonction de Morse choisie,
l’homologie du complexe est inde´pendante de ce choix. Le papier sera donc organise´ comme
suit: dans l’optique de calculer le complexe de chaˆıne de´fini sur les points critiques d’une
fonction de Morse f et l’homologie correspondante dans le cas des coefficients entiers, nous
de´finirons, en premier lieu, correctement les orientations des espaces de modules des flots et
nous fournirons une preuve de la cohe´rence de cette orientation. Enfin, nous appliquerons
cette construction et l’utiliserons lors du calcul explicite de ces homologies sur une varie´te´ de
dimension 4 – i.e. S2 × T 2. Nous conclurons la discussion avec une invitation a` ge´ne´raliser
la discussion dans un contexte de dimension infinie.
Avant de clore cette section d’introduction, il est e´galement pertinent de mentionner
la grande utilite´ de la the´orie Morse (ainsi que sa version complexe, la the´orie de Picard-
Lefschetz [25]) dans le contexte de la physique the´orique [6, 13, 28]. En effet, il s’ave`re que
la the´orie Morse a une formulation physique tre`s inte´ressante; par exemple, une fonction
Morse peut eˆtre conside´re´e comme une sorte de potentiel, donc le flux induit par son gradi-
ent est la force subie par une particule (ou une corde). Les points d’e´quilibre de la particule
correspondent alors aux points critiques du potentiel. Si nous prenons une extension su-
persyme´trique de ce potentiel [27], interpre´tant le tout comme une the´orie quantique, la
structure de l’e´tat fondamental calcule l’homologie de l’espace dans lequel les particules (ou
les cordes) se de´placent. Ceci refle`te bien le fait qu’il est possible de de´duire de l’information
sur la topologie d’une varie´te´ en e´tudiant la dynamique d’une (super)corde soumise a` un
(super)potentiel – voir [12] pour une couverture comple`te et plusieurs exemples. La the´orie
de Morse apparait aussi dans de re´cents de´veloppements sur les inte´grales de Feynman et
les inte´grales de cordes – e.g. [20, 21] – et la topologie de cordes [5].
2. Remerciements
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33. Orientation et cohe´rence
Dans ce qui suivra, nous assumerons que le couple (f,X) satisfait la condition de Morse-
Smale [1, 2]. Il a e´te´ montre´ que pour tout point critique ξ d’une varie´te´ oriente´e M avec
OM (ξ) la varie´te´ stable W s(ξ) et la varie´te´ instable Wu(ξ) sont diffe´omorphiques a` un p-
disque pour 0 ≤ p ≤ dim(M). Ainsi, ces sous-varie´te´s de M sont orientables. La convention
adopte´e ci-bas sera la suivante. OWu(ξ) sera de´finie en premier pour tous les points critiques
ξ tels que
(3.1) OWu(ξ)⊕OW s(ξ) = OM (ξ).
Par conse´quent, une orientation de´finie sur Wu(ξ) en induit une naturelle sur W s(ξ).
Voici la proposition principale sur l’orientation des modules de flots.
Proposition 1. (Orientations induites) ∀ ξ ∈ Crit(f) : Ind(ξ) > 0 fixons une orientation
arbitraire sur Wu(ξ) que l’on note OWu(ξ). Ainsi, ∀ ξ, γ ∈ Crit(f) la varie´te´ connecte´e
(3.2) ξMγ := W
u(ξ) ∩W s(γ),
et l’espace des orbites associe´
(3.3) ξMγ := W
u(ξ) ∩W s(γ) ∩ f−1(η),
ou` η est une valeur re´gulie`re de f dans (f(ξ), f(γ)), disposent d’orientations induites,
respectivement, Oind
ξMγ
et Oind
ξMγ
.
Nous prouverons les lemmes suivants en pre´alable a` la preuve de la proposition centrale.
Lemme 1. Soit M une varie´te´ oriente´e. Soient S1 et S2 deux sous-varie´te´s oriente´es de M
transverses. Alors, la sous-varie´te´ S1 ∩ S2 est oriente´e.
Preuve du lemme. Ceci est clair puisque la transversalite´ de l’intersection – i.e. S1 ⋔ S2 –
implique que
(3.4) ∀ z ∈ S1 ∩ S2, Tz(S1 ∩ S2) = TzS1 ∩ TzS2,
(preuve comple`te en annexe) et de l’algorithme de Zassenhaus [17] utilisant les orienta-
tions sur les espaces tangents respectifs. Q.E.D.
Comme Wu(ξ) et W s(γ) sont des sous-varie´te´s oriente´es et dont l’intersection est trans-
versale sous la condition que X est de Smale, il s’en suit que Wu(ξ) ∩ W s(γ) est aussi
oriente´e.
Lemme 2. (Caracte´risation de O des sous-varie´te´s d’une varie´te´ oriente´e) Soit M une varie´te´
oriente´e. Soit S une n-sous-varie´te´ de codimension k dans M . Alors, S est oriente´e si et
seulement si son fibre´ normal1, que nous nommerons NS, est un fibre´ vectoriel oriente´.
1On veut dire ici : NS = TM/TS. Ainsi, par de´finition TS et NS sont comple´mentaires dans TM .
Pour une de´finition plus pre´cise, voir ici.
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Preuve du lemme. S est de dimension n et de codimension k 2. Restreint a` S (aux points
de S dans M), le fibre´ tangent de M se de´compose comme suit
(3.5) TM |S ∼= TS ⊕NS.
De l’alge`bre multiline´aire, nous avons l’identite´3
(3.6)
n+k∧
(TM |S) =
n+k∧
(TS ⊕NS) ∼=
n∧
TS ⊗R
k∧
NS,
ou` n est la puissance exte´rieure maximale du fibre´ TS et k puissance exte´rieure maximale
du fibre´ NS. Comme, par hypothe`se, M est oriente´e, par de´finition d’un fibre´ vectoriel
oriente´, la top-wedge puissance
∧n+k
(TM) est un fibre´ en droites trivialisable. Il est clair
que la restriction
∧n+k(TM |S) l’est aussi. Ainsi, TM |S est oriente´.
”⇒” Assumons que S est une sous-varie´te´ oriente´e. En suivant l’ide´e de la preuve du
premier lemme, il est clair que TS est aussi oriente´. Par la relation en somme directe, on
induit une orientation sur NS.
”⇐” Assumons que NS est un fibre´ vectoriel oriente´. Par la relation en somme directe,
comme M , donc TM |S, est oriente´e par hypothe`se, cela induit une orientation sur TS et
donc sur S. Q.E.D.
Lemme 3. (S.L – Splitting Lemma) Donne´ une chaˆıne courte et exacte munie des applica-
tions i et π entre objets de cate´gories
(3.7) 0→ A
i
−→ B
π
−→ C → 0,
alors B ∼= A ⊕ C avec i de´fini comme l’injection canonique de A et π la projection
canonique sur C – i.e. il existe un isomorphisme de chaˆınes courtes et exactes
(3.8) (0→ A
i
−→ B
π
−→ C → 0) ∼= (0→ A
i
−→ A⊕ C
π
−→ C → 0).
Preuve du lemme. Voir [26].
Lemme 4. Soient A,B,C des R-modules. Soit C = A+B. Alors, A ∼= C/B.
Preuve du lemme. E´tablissons la chaˆıne courte suivante par le truchement de l’inclusion
((i : B →֒ A + B) : {y | y ∈ B} → {y + 0 | y ∈ B, 0 ∈ A}) (injective) et la projection
((π : A+B → A) : {x+ y | x ∈ A, y ∈ B} → {(x+ y)− y | x ∈ A}) (surjective)
(3.9) 0→ B
i
−→ A+B
π
−→ A→ 0.
Par construction, nous remarquons : (i) i(x) = x⇒ Im(i) = B, (ii) ker(π) = B. Ainsi,
ker(∂k) ≡ Im(∂k+1). Il s’en suit que cette chaˆıne est courte et exacte. De plus, comme π
est surjective, par le premier the´ore`me d’isomorphisme,
2 Afin d’eˆtre pre´cis, par codimension, nous voulons dire codim(S) := dim(M) − dim(S) ⇒ dim(M) =
n+ k.
3Soient V et W deux espaces vectoriels sur un corps K. Alors,
∧
(V ⊕W ) ∼=
∧
(V )⊗K
∧
(W ).
5A ∼=
A+B
ker(π)
=
A+B
Im(i)
∼=
A+B
B
=
C
B
.(3.10)
Q.E.D
Dans ce qui suivra R = R, comme R est un corps et donc un anneau, le R-module
e´quivaut a` un R = R-espace vectoriel. Par fibre, la condition de Smale sur X implique une
relation de transversalite´ qui se re´duit a`, par abus de notation sur la restriction de ces fibre´s
sur ξMγ
4 et a` l’aide du lemme ci-haut,
(3.11)
TWu(ξ)|
ξMγ+TW
s(γ)|
ξMγ = TξMγ ⇒ TW
u(ξ)|
ξMγ
∼= TξMγ/TW
s(γ)|
ξMγ
∼= NW s(γ)|ξMγ .
Lemme 5. (Relation en somme directe) L’isomorphisme
(3.12) TWu(ξ)|
ξMγ
∼= TξMγ ⊕NW
s(γ)|
ξMγ ,
existe.
Avant de donner la preuve, rappelons que comme ξMγ := W
u(ξ)∩W s(γ) est transverse,
nous avons, par le lemme en annexe et par abus de notation sur le fibre´,
(3.13) TξMγ = T (W
u(ξ) ∩W s(γ)) = TWu(ξ) ∩ TW s(γ).
Ainsi, il existe l’application injective canonique
(3.14)
((i : TξMγ = TW
u(ξ)∩TW s(γ)→ TWu(ξ)) : {Θ | Θ ∈ (TWu(ξ) ∧ TW s(γ))} → {Θ | Θ ∈ T˜Wu(ξ)}),
ou` T˜Wu(ξ) = TWu(ξ)|TWu(ξ)∩TW s(γ). Muni de cette injection nous pouvons fournir la
preuve suivante.
Preuve du lemme. Prenons la chaˆıne courte suivante
(3.15) 0→ TξMγ
i
−→ TWu(ξ)|
ξMγ
π
−→ NW s(γ)|
ξMγ → 0,
ou` i est l’injection ci-haute et la projection π, ici l’identite´, puisque nous avons l’isomorphisme
entre chaˆıne
(3.16)
(0→ TξMγ
i
−→ TWu(ξ)|
ξMγ
π
−→ NW s(γ)|
ξMγ → 0)
∼= (0→ TξMγ
i
−→ TWu(ξ)|
ξMγ
π
−→ TWu(ξ)|
ξMγ → 0),
duˆ au fait que X soit de Smale – i.e. TWu(ξ)|
ξMγ
∼= NW s(γ)|ξMγ . Par conse´quent,
ker(π) = 0. Cela implique que les groupes d’homologie soient triviaux et que la chaˆıne soit
exacte. Du S.L, nous avons le re´sultat de´sire´. Q.E.D
Preuve de la proposition. Clairement, du lemme 1, comme X est de Smale, Wu(ξ)∩W s(γ)
est orientable. Ainsi ξMγ est orientable (comme ξMγ; nous le verrons plus loin). Dans ce
qui suit, nous observerons comment induire une orientation sur la varie´te´ connecte´e ξMγ
en obtenant d’abord une orientation pour le fibre´ tangent de la varie´te´ instable de ξ et une
orientions pour le fibre´ normal de la varie´te´ stable de γ en imposant une restriction de ces
4La condition de transversalite´ est satisfaite pour tout point dans ξMγ , sous-varie´te´ de M .
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fibre´s par la varie´te´ connecte´e elle-meˆme. De fac¸on analogue, nous obtiendrons une orient-
ation pour l’espace des orbites correspondant via l’orientation induite plus toˆt sur la varie´te´
connecte´e et l’orientation naturelle du fibre´ en droites de R, donne´ le pseudo-gradient de f .
Du travail fait plus haut,
(3.17) TWu(ξ)|
ξMγ
∼= TξMγ ⊕NW
s(γ)|
ξMγ .
Le but est maintenant de montrer que TWu(ξ)|
ξMγ et que NW
s(γ)|
ξMγ sont deux fibre´s
oriente´s, rendant ainsi e´vidant une orientation sur TξMγ et donc sur ξMγ.
En premier lieu, la restriction du fibre´ total TWu(ξ) a` n’importe quelle sous-varie´te´ de
M – e.g. ξMγ – doit eˆtre oriente´e. Ainsi, TW
u(ξ)|
ξMγ est un fibre´ oriente´.
En second lieu, une orientation sur Wu(γ) induit par construction une orientation sur
W s(γ). Ceci tient si et seulement si NW s(γ), donc NW s(γ)|
ξMγ , est un fibre´ oriente´.
Explicitement, on restreint le fibre´ vectoriel
(3.18) π : NW s(γ)→W s(γ),
a` (une fibre de) la sous-varie´te´ ξMγ →֒ W s(γ), pour obtenir une orientation sur le fibre´
normal restreint a` la varie´te´ connecte´e. Par la relation en somme directe (3.17), ces deux
orientations en induisent une sur le fibre´ tangent de la varie´te´ connecte´e de M entre ξ et γ
et, par de´finition, sur ξMγ.
Nous voulons maintenant induire une orientation sur l’espace des orbites associe´ ξMγ .
Il y a une de´composition en somme directe tre`s e´vidente reliant le fibre´ tangent de cet espace
au fibre´ tangent de la varie´te´ connecte´e de M entre ξ et γ – i.e.
(3.19) TξMγ |ξMγ
∼= R⊕ TξMγ .
Notons que de plus haut, la restriction TξMγ |ξMγ est oriente´e. De plus, donne´ Pseudo∇(f)
, R est clairement un fibre´ en droite oriente´. De la dernie`re relation en somme directe,
TξMγ est donc oriente´ et ξMγ par le fait meˆme. Q.E.D.
Remarque: Comme le note [1], p.39, L(ξ, γ), l’espace des modules de flots entre ξ et γ,
correspond a` ξMγ . Ainsi, on induit une orientation sur L(ξ, γ).
Nous prouvons maintenant la proposition suivante.
Proposition 2. (Cohe´rence) L’application de collage Oωη , induite sur les orientations des
fibre´s par S (de´finie plus bas) avec ωη := uSηv ainsi que les orientations obtenues dans la
premie`re proposition sont compatibles – i.e.
(3.20) Oωη (O(ξM
u
γ )Ind,O(γM
v
ζ )Ind) = O(ξM
ωη
ζ ).
Avant d’e´laborer une preuve, nous avons besoin des pre´liminaires suivants.
Lemme 6. (Application de collage) Soit (f,X) un couple de Morse-Smale. Soient ξ, γ, ζ ∈
Crit(f) tels que Ind(ξ) = k + 1, Ind(γ) = k et Ind(ζ) = k − 1. Alors, il existe un nombre
re´el positif η0 et un plongement (immersion injective)
7(3.21) S :ξ Mγ × [η0,∞[×γMζ →ξ Mζ ,
tel que
(3.22) (u, η, v) 7→ uSηv := ωη,
et
(3.23) ωη
η→∞
−−−−→ (u, v) et ωη
η→η0
−−−−→ (u, v)|passe par γ .
Notons que la dernie`re condition est e´quivalente, donne´e la me´trique de l’espace ambiant
d, a` d(ωη, γ)→ 0.
Preuve du lemme. Voir la Proposition 2.56 dans [23]. Q.E.D
Avec les e´le´ments de l’annexe en main, nous sommes preˆts a` conside´rer la construction
suivante.
Donne´s ξ, γ, ζ ∈ Crit(f) d’indices de Morse k + 1, k et k − 1 respectivement et donne´s
u ∈ξ Mγ et v ∈γ Mζ , nous verrons que l’application de collage S induit une application
de collage des orientations – i.e.
(3.24) Oωη : Or(ξM
u
γ )×Or(γM
v
ζ )→ Or(ξM
ωη
ζ ),
ou` ξM
u
γ de´note la ”composante” connecte´e de ξMγ contenant u (voir la figure ci-haut).
Par construction, la ”ligne” de´crite par le flot φη(u) – i.e. ξM
u
γ de dimension 1 – sat-
isfait d
dη
φη(u) 6= 0 comme aucun point critique n’est atteint. Ainsi, comme
d
dη
φη(u) =
Pseudo∇(f(φη(u))) 6= 0. Par le corollaire en annexe, une orientation sur ξMuγ est induite
par le pseudo gradient, de´note´e par
(3.25) Oφ˙η (u),
et de fac¸on similaire pour γM
v
ζ
(3.26) Oφ˙η (v).
De la fac¸on avec laquelle nous avons construit la preuve sur le plongement S, nous
avons que les vecteurs des champs de vecteurs pseudo∇f(ωη) et
d
dη
ωη sont line´airement
inde´pendants. Souvenons-nous que dim(ξM
ωη
ζ ) = 2. Pour chaque η ∈ [η0,∞[, (pseudo∇f(ωη),−
d
dη
ωη)
est un cadre de champs vectoriels [24] qui ge´ne`re l’espace bidimensionnel ξM
ωη
ζ . Ainsi,
(pseudo∇f(ωη),−
d
dη
ωη) forme un cadre global continu donnant lieu a a` une orientation sur
l’espace ξM
ωη
ζ . Cette orientation sera de´note´e
(3.27) O(pseudo∇f(ωη),−
d
dη
ωη).
De fac¸on explicite, nous de´finissons alors l’application de collage de la proposition 2
comme suit
(3.28) Oωη (Oφ˙η (u),Oφ˙η (v)) := O(pseudo∇f(ωη),−
d
dη
ωη).
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De la ge´ome´trie diffe´rentielle, nous avons qu’une varie´te´ orientable a exactement deux
orientations. Ainsi, pour un cas ge´ne´ral et non base´ sur l’orientation induite par le flot, il
semble approprie´ de de´finir l’application de collage comme
Oωη (O(ξM
u
γ ),O(γM
v
ζ )) := αβO
ωη (Oφ˙η (u),Oφ˙η (v))
= αβO(pseudo∇f(ωη),−
d
dη
ωη),
(3.29)
ou` α, β ∈ {±1} peuvent eˆtre de´termine´s par le truchement des relations suivantes
(3.30) O(ξM
u
γ ) = αO
φ˙η (u) and O(γM
v
ζ ) = βO
φ˙η (v).
Avec ceci, nous pouvons attaquer la preuve de la seconde proposition.
Preuve de la proposition. De´finissons nu ∈ {±1} par la relation O(ξMuγ )Ind = nuO
φη (u) et
similairement pour v. Alors, par de´finition de l’application de collage Oωη
Oωη (O(ξM
u
γ )Ind,O(γM
v
ζ )Ind) = nunvO
ωη (Oφ˙η (u),Oφ˙η (v))
= nunvO(pseudo∇f(ωη),−
d
dη
ωη)︸ ︷︷ ︸
(⋆)
.(3.31)
Notre but est e´videmment de construire une fac¸on de comparer (⋆) avec une orientation
induite sur ξM
ωη
ζ , O(ξM
ωη
ζ )Ind (obtenue comme suit).
La premie`re chose a` faire, ce sera de relier les orientations induites sur les fibre´s tan-
gents TξM
u
γ , TγM
v
ζ et TξM
ωη
ζ . Malheureusement, comme W
s(γ) ∩ Wu(γ) = ∅ les bases
des fibre´s – i.e. ξM
u
γ , γM
v
ζ et ξM
ωη
ζ – n’ont pas ne´cessairement un point commun. Or,
par l’existence des limites C E±, il est clair que le singleton {γ} re´side dans la frontie`re de
toutes ces bases. Ainsi, les bases ont un point commun si nous e´tendons les fibre´ a` {γ} en
conside´rant la frontie`re de celles-ci. Ces extensions seront note´es T γξ M
u
γ , T
γ
γM
v
ζ et T
γ
ξ M
ωη
ζ
et seront ne´cessaires pour montrer comment ξM
ωη
ζ est oriente´. Rappelons C que les orient-
ations correspondantes a` ces limites sont de´note´es O(E±).
De la premie`re proposition
(3.32) TWu(ξ)|
ξMuγ
∼= TξM
u
γ ⊕NW
s(γ)|
ξMuγ
.
Par extension sur {γ}, cet isomorphisme en somme directe se re´e´crit, comme les exten-
sions de Wu(ξ) etW s(γ) a` {γ} est l’identite´ puisque γ en est un e´le´ment (aucune adaptation
de la notation n’est ne´cessaire pour le premier et le dernier terme de la relation suivante
– or, nous ajouterons γ en superscript a` T⋆ et N⋆ enfin de garder une consistance a` la
notation utilise´e pour l’extension des fibre´s a` {γ}),
(3.33) T γWu(ξ)|
ξMuγ
∼= T
γ
ξ M
u
γ ⊕N
γW s(γ)|
ξMuγ
,
ge´ne´rant la relation en somme directe sur les orientations
9(3.34) O(T γWu(ξ)|
ξMuγ
) = O(T γξ M
u
γ )Ind ⊕O(N
γW s(γ)|
ξMuγ
).
En restreignant l’e´galite´ a` la fibre associe´e a` γ
(3.35) O(T γWu(ξ)|γ) = O(T
γ
ξ M
u
γ |γ)Ind ⊕O(N
γW s(γ)|γ).
De fac¸on analogue, il est vrai de la premie`re proposition que
(3.36) TWu(γ)|
γM
v
ζ
∼= TγM
v
ζ ⊕NW
s(ζ)|
γM
v
ζ
,
et ainsi
(3.37) O(TWu(γ)|
γM
v
ζ
) = O(TγM
v
ζ )Ind ⊕O(NW
s(ζ)|
γM
v
ζ
).
En conside´rant l’extension a` {γ} (ici, l’adaptation de notation n’est plus abusive – i.e.
l’extension ne correspond plus ne´cessairement a` l’identite´)
(3.38) O(T γWu(γ)|
γM
v
ζ
) = O(T γγM
v
ζ )Ind ⊕O(N
γW s(ζ)|
γM
v
ζ
).
Ayant l’extension jusqu’a` {γ} en main, il est possible de restreindre l’e´galite´ a` la fibre
correspondante a` γ
(3.39) O(T γWu(γ)|γ) = O(T
γ
γM
v
ζ |γ)Ind ⊕O(N
γW s(ζ)|γ).
De plus, remarquons que par de´finition
(3.40) W s(γ) ∩Wu(γ) = ∅ ⇒ W s(γ) ⋔ Wu(γ),
et alors
(3.41) TW s(γ) ∩ TWu(γ) = ∅.
De cette fac¸on, sur cette intersection ”+ ∼= ⊕”. Par hypothe`se de transversalite´ (abus de
notation! mais les fibre´s tangents ci-bas sont restreints a` une seule fibre)
(3.42) TWu(γ) + TWu(γ) = TM ⇔ TWu(γ)⊕ TWu(γ) ∼= TM.
Par de´finition du fibre´ normal,
(3.43) TM ∼= NW s(γ)⊕ TW s(γ).
De ces deux dernie`res e´quations, nous obtenons l’isomorphisme suivant
(3.44) TWu(γ) ∼= NW s(γ)⇒ T γWu(γ)|γ ∼= N
γW s(γ)|γ .
En utilisant (3.35), (3.39) et le dernier isomorphisme, il est possible d’e´crire
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O(T γWu(ξ)|γ) = O(T
γ
ξ M
u
γ |γ)Ind ⊕O(N
γW s(γ)|γ)
= O(T γξ M
u
γ |γ)Ind ⊕O(T
γWu(γ)|γ)
= O(T γξ M
u
γ |γ)Ind ⊕O(T
γ
γM
v
ζ |γ)Ind ⊕O(N
γW s(ζ)|γ),
(3.45)
Comme ωη
η→η0
−−−−→ (u, v)|passe par γ , dans cette limite
O(T γWu(ξ)|γ) = O(T
γ
ξ M
ωη
ζ |γ)Ind ⊕O(N
γW s(ζ)|γ).(3.46)
Ceci prouve que T γξ M
ωη
ζ |γ est une varie´te´ orientable et en de´finit meˆme l’une des deux
orientations. De la discussion dans [15], p. 104, comme ξM
ωη
ζ est connecte´e nous avons
qu’une orientation sur le fibre´ total – i.e. T γξ M
ωη
ζ – est de´termine´e par l’orientation d’une
seule fibre arbitraire – i.e. ici T γξ M
ωη
ζ |γ. Ainsi, ξM
ωη
ζ est une varie´te´ orientable.
Cela dit, nous avons la de´composition naturelle de l’orientation en somme directe suivante
en extensions de {γ}
(3.47) O(T γξ M
ωη
ζ )Ind = O(T
γ
ξ M
u
γ )Ind ⊕O(T
γ
γM
v
ζ )Ind = nuO(E
+)⊕ nvO(E
−).
Comme une varie´te´ orientable posse`de deux orientations possibles, nous devons avoir la
correspondance suivante
(3.48) nuO(E
+)⊕ nvO(E
−) = nunvO(pseudo∇f(ωη),−
d
dη
ωη).
Cette dernie`re condition sur l’orientation des fibre´s implique
(3.49) Oωη (O(ξM
u
γ )Ind,O(γM
v
ζ )Ind) = O(ξM
ωη
ζ ).
Q.E.D
4. Calcul des groupes d’homologie de Morse pour S2 × T 2
Dans le contexte de la the´orie de Morse, nous de´sirons calculer les groupes d’homologies
du produit S2 × T 2.
de fac¸on ge´ne´rale, soient M1 et M2deux varie´te´s munies de fonctions de Morse f1 et f2,
respectivement, et munies de champs pseudo-gradients X1 et X2 satisfaisant la condition de
Smale. Il est a` noter que
(4.1) f1 + f2 :M1 ×M2 → R,
doit eˆtre une fonction de Morse. Les points critiques de f1 + f2 sont les points (ξ1, ξ2),
ou` ξ1 ∈ Crit(f1) et ξ2 ∈ Crit(f2). Supposons le contraire. Alors, comme la diffe´rentielle
fi⋆ : TpMi → R sur fi au point p ∈Mi est line´aire,
(f1 + f2)⋆ = f1⋆ + f2⋆ = 0,  ,(4.2)
∴ (ξ1, ξ2) ∈ Critk(f1 + f2)⇔ (ξ1 ∈ Criti(f1) ∧ ξ2 ∈ Critj(f2) : i+ j = k).(4.3)
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Hormis cela, comme M1 et M2 sont deux espaces diffe´rents, il est clair que le couple
(X1, X2) est lui aussi de Smale. Soit alors un point critique ξ := (ξ1, ξ2) de f1 + f2 d’indice
k et soit un point critique γ := (γ1, γ2) de la meˆme fonction, mais cette fois-ci d’indice k− 1
tel qu’il existe une trajectoire connectant ξ a` γ. Ce flot est de´crit par
(4.4) φ
(X1,X2)
t (·, ⋆) := (φ
X1
t (·), φ
X2
t (⋆)),
de sorte que
(4.5) (ξMγ)(X1,X2)
∼= (ξ1Mγ1)X1 × (ξ2Mγ2)X2 .
Remarquons que si ξ1 6= γ1 et si ξ2 6= γ2, pour avoir (ξMγ)(X1,X2) 6= ∅, nous demandons
(4.6) (Ind(ξ1) ≥ Ind(γ1) + 1) ∧ (Ind(ξ2) ≥ Ind(γ2) + 1).
Ainsi, en ge´ne´ral, ces conditions se contractent comme
(4.7) Ind(ξ) ≥ Ind(γ) + 2.
Si, dans un autre contexte, ξ et γ sont d’indices conse´cutifs (alors soit que ξ1 = γ1 ou
soit que ξ2 = γ2), nous avons
(4.8) (ξMγ)(X1,X2)
∼=
{
ξ1 × (ξ2Mγ2)X2 ξ1 = γ1,
(ξ1Mγ1)X1 × ξ2 ξ2 = γ2.
Alors, le coefficient du nombre de fac¸ons de descendre dans un tel cas e´gale
(4.9) N(X1,X2)(ξ, γ) =


NX2(ξ2, γ2) ξ1 = γ1,
NX1(ξ1, γ1) ξ2 = γ2,
0 autrement.
Si maintenant nous conside´rons l’application
(4.10)


Φ : ⊕
i+j=k
CMi(M1, f1)⊗ CMj(M2, f2)→ CMk(M1 ×M2, f1 + f2)

 : ξ1 ⊗ ξ2 7→ (ξ1, ξ2)

 .
Notre objectif est de montrer que cette application est un isomorphisme de groupes
abe´liens. Pour ce faire, nous suivrons [1].
Lemme 7. L’application Φ de´finit un isomorphisme de complexes
(4.11)
Φ : (CM⋆(M1, f1)⊗CM∗(M2, f2), ∂X1⊗1M2+1M1⊗∂X2)→ (CM⋆+∗(M1×M2,f1+f2), ∂X1,X2).
Preuve du lemme. Par simple calcul direct, nous avons d’une part
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Φ(∂X1 ⊗ 1M2 + 1M1 ⊗ ∂X2)(ξ1 ⊗ ξ2) = Φ(∂X1ξ1 ⊗ ξ2 + ξ1 ⊗ ∂X2ξ2)
= Φ

 ∑
γ1∈Criti−1(f1)
NX1(ξ1, γ1)γ1 ⊗ ξ2 + ξ1 ⊗
∑
γ2∈Critj−1(f2)
NX2(ξ2, γ2)γ2


=
∑
γ1∈Criti−1(f1)
NX1(ξ1, γ1)(γ1, ξ2) +
∑
γ2∈Critj−1(f2)
NX2(ξ2, γ2)(ξ1, γ2).
(4.12)
et d’une autre part
(4.13) ∂(X1,X2)Φ(ξ1 ⊗ ξ2) =
∑
(γ1,γ2)∈Criti+j−1(f1+f2)
N(X1,X2)((ξ1, ξ2), (γ1, γ2))(γ1, γ2).
Comme ξ et γ sont d’indices conse´cutifs, la somme se re´e´crit comme (4.9)
(4.14)
∂(X1,X2)Φ(ξ1⊗ξ2) =
∑
γ1∈Criti−1(f1)
NX1(ξ1, γ1)(γ1, γ2 = ξ2)+
∑
γ2∈Critj−1(f2)
NX1(ξ1, γ1)(γ1 = ξ1, γ2).
En comparant, le re´sultat de´sire´ est ve´rifie´. Q.E.D
Lemme 8. L’homologie d’un produit tensoriel de complexes est le produit tensoriel des ho-
mologies – i.e.
(4.15) H⋆(C∗ ⊗D∗) = H⋆(C∗)⊗H⋆(D∗).
Preuve du lemme. Voir [1], p.556. Q.E.D.
Lemme 9. Si 0 ≤ α <∞, alors
(4.16) H⋆
(⊕
α
Cα
)
∼=
⊕
α
H⋆(Cα).
Preuve du lemme. Voir [26]. Q.E.D.
The´ore`me 1. (Formule de Ku¨nneth)
Soient M1 et M2 deux varie´te´s compacte (k fini). Alors, l’isomorphisme suivant existe
(4.17) HMk(M1 ×M2, f1 + f2,Or)→
⊕
i+j=k
HMi(M1, f1,Or)⊗HMj(M2, f2,Or).
Preuve du The´ore`me. Par l’isomorphisme Φ (ici Or ∼= Z)
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HMk(M1 ×M2, f1 + f2,Or) ≡ HM(CMk(M1 ×M2, f1 + f2,Or))
∼=Φ HM

 ⊕
i+j=k
CMi(M1, f1,Or)⊗ CMj(M2, f2,Or)


∼=
⊕
i+j=k
HM (CMi(M1, f1,Or)⊗ CMj(M2, f2,Or))
∼=
⊕
i+j=k
HM(CMi(M1, f1,Or))⊗HM(CMj(M2, f2,Or))
≡
⊕
i+j=k
HMi(M1, f1,Or))⊗HMj(M2, f2,Or).
(4.18)
Q.E.D
Il est maintenant temps de de´finir (f1, X1) et (f2, X2) explicitement sur M1 = S
2 et sur
M2 = T
2. Pour se faire, conside´rons d’abord une proposition [1] , p. 9. Elle va comme suit
Proposition 3. Soit M ⊂ Rn une sous-varie´te´. Pour presque tous les points (proprie´te´
ge´ne´rique) p ∈ Rn, la fonction
(4.19) ((fp :M → R) : ξ 7→ ‖ξ − p‖2Euc),
est de Morse.
Preuve de la proposition. La diffe´rentielle de fp est donne´e par
fp⋆ (η) = (
d
dξ
‖ξ − p‖2) · η
= (
d
dξ
(ξ − p) · (ξ − p)) · η
= 2(ξ − p) · η.
(4.20)
Comme η ∈ Dom(fp⋆ ) ≡ TξM , ξ est un point critique si et seulement si (ξ − p) est
orthogonal a` TξM . Comme M est une sous-varie´te´ de Rn, par le the´ore`me A.1.1 de [1],
il nous est possible de choisir une parame´trisation locale de ξ ∈ M au voisinage de p (si
d ≤ n)
(4.21) (u1, ..., ud) 7→ ξ(u1, ..., ud).
Dans ces coordonne´es, nous avons, composantes par composante de la diffe´rentielle
∂
∂ui
fp =
∂
∂ui
((ξ − p) · (ξ − p))
= 2(ξ − p) ·
∂
∂ui
ξ.
(4.22)
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Alors,
∂2
∂ui∂uj
fp =
∂
∂ui
(2(ξ − p) ·
∂
∂uj
ξ)
= 2
(
∂
∂ui∂ui
ξ ·
∂
∂ui∂uj
ξ + (ξ − p) ·
∂2
∂ui∂uj
ξ
)
.
(4.23)
Rappelons que si A ∈MATn×n(V,K), A est inversible (non de´ge´ne´re´e) si et seulement si
det(A) 6= 0 si et seulement si Rang(A) = n si et seulement si ker(A) = 0. Ainsi, le point ξ
est un point critique non de´ge´ne´re´ si et seulement si le vecteur (ξ−p) est orthogonal a` TξM
et que le rang de
[
∂2
∂ui∂uj
fp
]
est e´gal a` d. Il reste a` montrer que, sous ces conditions, fp est
ge´ne´riquement une fonction de Morse. Il est suffisant de montrer que les p qui ne satisfont
pas cette condition de ge´ne´re´cite´ sur la non-de´ge´ne´rescence sont des points critiques d’une
application lisse dans le but d’utiliser le The´ore`me de Sard.
Pour ce faire, nous conside`rerons le fibre´ normal de M dans Rn – i.e.
(4.24) N := {(ξ, ν) ∈M ×Rn | ν ⊥ TξM} ⊂M ×R
n,
muni de l’application
(4.25) ((E : N → Rn) : (ξ, ν) 7→ ξ + ν).
Le re´sultat de´sire´ suit du prochain lemme. Q.E.D
En effet, nous avons montre´ plus haut que fp e´tait de Morse a` ξ (point critique non
de´ge´ne´re´) si et seulement si la matrice
[
∂2
∂ui∂uj
fp
]
est inversible a` ce point. Ainsi, fp n’est
pas de Morse a` ξ si et seulement si la matrice
[
∂2
∂ui∂uj
fp
]
est non-inversible a` ce point. Le
lemme suivant nous garantit que si cette matrice n’est pas inversible, alors, p est un point
critique de E (application lisse). Par le The´ore`me de Sard, Crit(E) constitue un ensemble
fini de points. De plus, comme p := ξ + ν, il existe clairement une bijection du point ξ a` p.
Ainsi, il doit exister un nombre fini de ξ qui ne sont pas des points critiques non de´ge´ne´re´s
de fp – i.e. fp est de Morse presque partout.
Lemme 10. Le fibre´ normal N est une sous-varie´te´ de M ×Rn. Le point p := ξ + ν ∈ Rn
est une valeur critique de E si et seulement si, la matrice avec les e´le´ments donne´s par
∂2
∂ui∂uj
fp = 2
(
∂
∂ui∂ui
ξ ·
∂
∂ui∂uj
ξ − ν ·
∂2
∂ui∂uj
ξ
)
,(4.26)
n’est pas inversible.
Preuve du lemme. Voir [1], p. 10.
De cette dernie`re proposition, soit p 6∈ S2, T 2 et leur inte´rieur. Alors, il est facile d’obtenir
la fonction de Morse suivante de´finie sur S2 × T 2
(4.27) ((Fp := f
p
1 + f
p
2 : S
2 × T 2 → R) : ‖ξ − p‖2 + ‖η − p‖2).
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Ainsi, prenonsX1 := pseudo∇(f
p
1 ) etX2 := pseudo∇(f
p
2 ) au sens de [1], afin que (X1, X2)
soit de Smale sur S2 × T 2.
Nous devons maintenant construire le complexe de Morse pour S2 et T 2 et ensuite utiliser
la formule de Ku¨nneth pour calculer les groupes d’homologie du produit.
Le complexe pour S2 s’e´crit, comme cet espace n’est muni que d’un maximum α d’indice
2 et un minimum β d’indice 0,
(4.28)
...
∂4−→
⊕
x3∈Crit3(f
p
1
)
Cx3x3
∂3−→
⊕
x2∈Crit2(f
p
1
)
Cx2x2
∂2−→
⊕
x1∈Crit1(f
p
1
)
Cx1x1
∂1−→
⊕
x0∈Crit0(f
p
1
)
Cx0x0
∂0−→ 0,
ou
(4.29) ...
∂4−→ 0
∂3−→ Cαα
∂2−→ 0
∂1−→ Cββ
∂0−→ 0,
ou, par isomorphisme,
(4.30) ...
∂4−→ 0
∂3−→ Z
∂2−→ 0
∂1−→ Z
∂0−→ 0.
Il est aussi a` noter que l’application de bord ∂2 est telle que
(4.31) ∂2α =
∑
y∈Crit1(f
p
1
)
NX1(α, y)y = 0,
puisque la somme est vide. Il en va de meˆme pour ∂0β. Les groupes d’homologies sont donc,
pour S2,
(4.32) HM⋆(S
2, fp1 ,Z) =
{
Z ⋆ ∈ {0, 2},
0 autrement.
De fac¸on similaire, il nous est possible de construire le complexe de Morse pour T 2,
gardant en teˆte que cet espace admet avec notre choix de fp2 , un maximum a d’indice 2,
deux points de scelle c1 et c2 d’indice 1 et finalement un minimum b d’indice 0. Ainsi,
(4.33) ...
∂4−→ 0
∂3−→ Z
∂2−→ Z⊕Z
∂1−→ Z
∂0−→ 0.
Ici, les applications de bord sont
(4.34)
∂2a =
∑
z∈Crit1(f
p
2
)
NX2(a, z)z =
∑
z∈Crit1(f
p
2
)
∑
u∈aMz
nuz = ((+1)+(−1))c1+((+1)+(−1))c2 = 0.
(4.35) ∂1c1 =
∑
l∈Crit0(f
p
2
)
NX2(c1, l)l =
∑
l∈Crit0(f
p
2
)
∑
v∈c1Ml
nvz = ((+1) + (−1))b = 0 = ∂1c2.
Ainsi, les groupes d’homologie sont, pour T 2,
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(4.36) HM⋆(T
2, fp2 ,Z) =


Z ⋆ ∈ {0, 2},
Z⊕Z ⋆ ∈ {1},
0 autrement.
A` l’aide de la formule de Ku¨nneth, calculons les groupes d’homologie. Pour k ≥ 5, c’est
groupes sont triviaux par les groupes d’homologie trouve´s pour S2 et T 2. Ainsi, pour k = 4,
HM4(S
2 × T 2, fp1 + f
p
2 ,Z)
∼=
⊕
i+j=4
HMi(S
2, fp1 ,Z)⊗HMj(T
2, fp2 ,Z)
= HM0(S
2, fp1 ,Z)⊗HM4(T
2, fp2 ,Z)⊕HM1(S
2, fp1 ,Z)⊗HM3(T
2, fp2 ,Z)
⊕HM2(S
2, fp1 ,Z)⊗HM2(T
2, fp2 ,Z)⊕HM3(S
2, fp1 ,Z)⊗HM1(T
2, fp2 ,Z)
⊕HM4(S
2, fp1 ,Z)⊗HM0(T
2, fp2 ,Z)
= Z⊗Z.
(4.37)
Pour k = 3
HM3(S
2 × T 2, fp1 + f
p
2 ,Z)
∼=
⊕
i+j=3
HMi(S
2, fp1 ,Z)⊗HMj(T
2, fp2 ,Z)
= HM0(S
2, fp1 ,Z)⊗HM3(T
2, fp2 ,Z)⊕HM1(S
2, fp1 ,Z)⊗HM2(T
2, fp2 ,Z)
⊕HM2(S
2, fp1 ,Z)⊗HM1(T
2, fp2 ,Z)⊕HM3(S
2, fp1 ,Z)⊗HM0(T
2, fp2 ,Z)
= Z⊗ (Z⊕Z).
(4.38)
Pour k = 2
HM2(S
2 × T 2, fp1 + f
p
2 ,Z)
∼=
⊕
i+j=2
HMi(S
2, fp1 ,Z)⊗HMj(T
2, fp2 ,Z)
= HM0(S
2, fp1 ,Z)⊗HM2(T
2, fp2 ,Z)⊕HM1(S
2, fp1 ,Z)⊗HM1(T
2, fp2 ,Z)
⊕HM2(S
2, fp1 ,Z)⊗HM0(T
2, fp2 ,Z)
= (Z⊗Z)⊕ (Z⊗Z).
(4.39)
Pour k = 1
HM1(S
2 × T 2, fp1 + f
p
2 ,Z)
∼=
⊕
i+j=1
HMi(S
2, fp1 ,Z)⊗HMj(T
2, fp2 ,Z)
= HM0(S
2, fp1 ,Z)⊗HM1(T
2, fp2 ,Z)⊕HM1(S
2, fp1 ,Z)⊗HM0(T
2, fp2 ,Z)
= Z⊗ (Z⊕Z).
(4.40)
Pour k = 0
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2 × T 2, fp1 + f
p
2 ,Z)
∼=
⊕
i+j=0
HMi(S
2, fp1 ,Z)⊗HMj(T
2, fp2 ,Z)
= HM0(S
2, fp1 ,Z)⊗HM0(T
2, fp2 ,Z)
= Z⊗Z.
(4.41)
En re´capitulatif, les groupes d’homologie sont
(4.42) HM⋆(S
2 × T 2, fp1 + f
p
2 ,Z)
∼=


Z⊗Z ⋆ ∈ {0, 4},
Z⊗ (Z⊕Z) ⋆ ∈ {1, 3},
(Z⊗Z)⊕ (Z⊗Z) ⋆ ∈ {2},
0 autrement.
Comme le produit tensoriel est distributif, nous pouvons re´e´crire
(4.43) HM⋆(S
2 × T 2, fp1 + f
p
2 ,Z)
∼=


Z⊗Z ⋆ ∈ {0, 4},
(Z⊗Z)⊕ (Z⊗Z) ⋆ ∈ {1, 2, 3},
0 autrement.
De plus, notons que pour un indice J de´nombrant des groupes abe´liens Aj , j ∈ J , nous
avons sur les dimensions des groupes
(4.44) dim

⊕
j∈J
Aj

 =∑
j∈J
dim(Aj),
et
(4.45) dim(A1 ⊗A2) = dim(A1) dim(A2).
Comme Z est un groupe cyclique, il s’en suit que
(4.46) dim(HM⋆(S
2 × T 2, fp1 + f
p
2 ,Z)) =


1 ⋆ ∈ {0, 4},
2 ⋆ ∈ {1, 2, 3},
0 autrement.
Comme (ξ1, ξ2) est un point critique de f
p
1 + f
p
2 si et seulement si ξ1 et ξ2 sont des points
critiques de fp1 et f
p
2 respectivement, on voit directement que l’e´galite´ a` l’ine´galite´ de Morse
nous donne le nombre de points critiques sur S2 × T 2 pour chaque indice : 1 point critique
d’indice 0 (z) et d’indice 4 (Q), et 2 points critiques d’indice 1 (u1 et u2), d’indice 2 (D1 et
D2) et d’indice 3 (T1 et T2). Le polynoˆme de Poincare´
(4.47) PS2×T 2(t) = 1 + 2(t+ t
2 + t3) + t4,
e´value´ a` t = −1 nous donne la caracte´ristique d’Euler de S2 × T 2, soit χ(S2 × T 2) = 0.
Ainsi, S2 × T 2 est de genre 1.
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4.1. L’e´clatement des points critiques de S2 × T 2. Soit (f,X) un couple de Morse-Smale
sur une varie´te´ compacte M . De [1], nous avons que
Lemme 11. E´tant donne´ une fonction de Morse h sur une varie´te´ compacte M , il existe une
seconde fonction de Morse ℓ telle que Critk(ℓ) = Critk(h) ∀ k et telle que ℓ(p) = |p|.
Notons qu’une telle fonction de Morse est nomme´e ordonne´e.
Lemme 12. Sur toute varie´te´ compacte et connexe M , il existe une fonction de Morse qui
ne posse`de qu’un seul minimum.
Ainsi, supposons que la fonction f est ordonne´e et posse`de un unique minimum, note´ z.
Soit maintenant p ∈ Crit(f). Rappelons que dans [1], on e´tablie que pMz est la compac-
tification de l’espace des modules de flots reliant p a` z par l’ajout (ou non) des trajectoires
brise´es.
Ainsi, pour v ∈ pMz, on peut e´crire v = (v1, ..., vj) ∈
∏
i∈{1,...,j},p1=p,pj=z pi
Mpi+1 , tel
que pi ∈ Crit(f).
Il sera utile de parame´trer ces trajectoires de la fac¸on la plus naturelle. Pour v ∈p Mz,
choisissons la parame´trisation
(4.48) ((Λv : [0, f(p)]→M) : Λv(τ) = ζ ⇔ f(ζ) = f(p)− τ).
Moralement, cette parame´trisation nous informe du niveau ζ sur lequel on se trouve apre`s
un temps τ compris dans l’intervalle du domaine. Cette parame´trisation s’e´tend donc bel et
bien a` toutes les trajectoires de modules de flots (brise´es ou non) dans ∂pMz, ayant comme
limites e´videntes
(4.49) Λv(τ)
τ→0
−−−→ p et Λv(τ)
τ→f(p)
−−−−−→ 0.
De´finition 1. (E´clatement d’une varie´te´ instable) L’e´clatement d’une varie´te´ instable est par
de´finition
(4.50) EM (p, τ) : (pMz × [0, f(p)])/ ∼τ ,
ou` la relation d’e´quivalence ∼τ est telle que ((v1, ..., vj), τ) ∼τ ((v′1, ..., v
′
j), τ) si, ∀ i :
f(pi−1) > τ , on a vi = v
′
i ∈pi−1 Mpi .
Autrement dit, on identifie les points (v, τ) et (v′, τ) si les trajectoires de v et de v′
co¨ıncident partout au-dessus du niveau τ .
Avant de tenter de visualiser l’e´clatement des points critiques de S2 × T 2, voici quelques
re´sultats inte´ressants sur l’espace EM (p, t).
Lemme 13. EM (p, t) est Hausdorff.
Preuve du lemme. Rappelons qu’un espace est Hausdorff s’il existe pour tous les points
distincts un voisinage pour chaque ne s’intersectant pas. Autrement dit, que n’importe
quelle suite qui converge dans cet espace est unique. Ainsi, soient deux suites (vn, τn) et
(v′n, τ
′
n) dans pMz × [0, f(p)] telles que : (i) vn
n→∞
−−−−→ v et τn
n→∞
−−−−→ τ , (ii) v′n
n→∞
−−−−→ v′ et
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τ ′n
n→∞
−−−−→ τ ′ et (iii) (vn, τn)|∼ = (v′n, τ
′
n)|∼ ∀ n.
On doit alors montrer que ces deux suites de trajectoires, donne´e la relation d’e´quivalence,
sont e´gales dans la limite ou` n→∞.
D’abord, comme (vn, τn) ∼ (v′n, τ
′
n) ∀ n, par de´finition de ∼τ , on doit avoir que τn = τ
′
n
pour tout n. Ensuite, comme (vn, τ) ∼ (v′n, τ) ∀ n, nous avons que passe´ le temps limite τ
(ou, au-dessus du niveau τ), toutes les trajectoires vn et v
′
n co¨ıncident. Q.E.D.
La parame´trisation Λv nous permet de de´finir l’application continue (ceci est clair intu-
itivement : la pre´image d’un ouvert est ouverte.)
(4.51) ((Λ∗ : pMz × [0, f(p)]→M) : (v, τ) 7→ Λv(f(p)− τ) = ι⇔ f(ι) = τ).
Cette application permet d’identifier un point ι sur la varie´te´ a` l’intersection de v et du
niveau f−1(τ) – i.e. ι ∈ Wu(p) ou sa frontie`re. Comme le couple (v, τ) est unique, cette
identification est injective.
L’application Λ∗ peut eˆtre rede´finie par
(4.52) Λ∗ ≡ E◦ ∼τ ,
ou`
(4.53) ((E : EM (p, τ)→M) : (v, τ)|∼ 7→ Λ
∗(v, τ) = Λv(f(p)− τ)).
Le lemme suivant sur l’espace engendre´ par l’image de E justifie pourquoi on appelle
EM (p, τ) l’e´clatement de Wu(p).
Lemme 14. E(EM (p, τ)) = Wu(p).
Preuve du lemme. Montrons d’abord que E(EM (p, τ)) ⊇Wu(p). Prenons ξ ∈ Wu(p). Alors,
ξ appartient au premier segment d’une trajectoire brise´e (ou non) v = (v1, ..., vj) entre p
et z (ici, j ≤ 1 est situe´ au-dessus d’un certain niveau f−1(τ)). Ainsi, par de´finition de
Λ∗ et donc de E, il existe un couple (v, τ) tel que E((v, τ)|∼) = Λ∗((v, τ)) = ξ. Ainsi,
pour tout ξ ∈ Wu(p), E(EM (p, τ)) ⊇ Wu(p). Pour montrer totalement l’inclusion de´sire´e,
nous devons prouver la meˆme chose pour ξ ∈ ∂Wu(p). Soit alors (ξn)∞n=1 ⊆ W
u(p) une
se´quence telle qu’elle converge a` ξ (une telle se´quence existe car Wu(p) =Wu(p)∪ ∂Wu(p)
est ferme´ et donc contient tous ses points d’accumulation et que ξ en est trivialement un).
Par l’argument de´veloppe´ plus haut, pour tout n, on trouve un (vn, τn) : Λ
∗((vn, τn)) = ξn.
Comme ((vn, τn))
∞
n=1 est une suite de´finie sur un compact, par B-W ge´ne´ralise´, il existe une
sous-suite ((vnk , τnk))
∞
k1
qui converge dans ce compacte. Ainsi, il existe (v, τ) ∈ pMz tel
que, par continuite´,
(4.54) Λ∗((vnk , τnk)) = ξnk
k→∞
−−−−→ Λ∗((v, τ)).
Comme l’e´clatement est Hausdorff, la limite des suites dans cet espace est unique et
comme ξn
n→∞
−−−−→ ξ, alors
(4.55) E((vnk , τnk)|∼)
k→∞
−−−−→ E((v, τ)|∼) ≡ (E◦ ∼)((v, τ)) ≡ Λ
∗((v, τ)) = ξ.
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La premie`re inclusion est ainsi montre´e.
Il faut maintenant montrer que E(EM (p, τ)) ⊆ Wu(p). Pour se faire, prenons γ ∈
E(EM (p, τ)). Alors, γ est tel que
(4.56) (γ = (v, τ)|∼ | (v, τ) ∈ pMz).
Il faut montrer que E(γ) ∈ Wu(p). Si (v, τ) ∈ pMz×(0, f(p)], la preuve est triviale car ce
point n’est pas un point limite – i.e. on s’y rend dans un temps non asymptotique. C’est-a`-
dire qu’il existe un γ bien de´fini tel que E(γ) ∈Wu(p) ⊆Wu(p). Si (v, τ) 6∈ pMz×(0, f(p)],
alors, choisissons une se´quence (vn, τn)
∞
n=1 ⊂ pMz × (0, f(p)] : (vn, tn)
n→∞
−−−−→ (v, t)5. Par
la continuite´ de Λ∗, alors Λ∗((vn, τn))
n→∞
−−−−→ Λ∗((v, τ)) ≡ (E◦ ∼)((v, τ)) ≡ E(γ). Alors,
E(γ) = Λ∗((v, τ)) ∈Wu(p). Q.E.D
Il est intuitif que l’e´clatement soit un espace contractible – i.e. l’application identite´ y
est nulle-homotopique a` une application constante.
Lemme 15. L’espace EM (p, τ) est contractible.
Preuve du lemme. Par de´finition, les points de l’espace pMz × {f(p)} sont envoye´s sur
le meˆme point dans l’espace de l’e´clate´ – par le quotient qui le de´fini. Notons ce point
̟ ∈ EM (p, τ). Comme dit plus toˆt, nous de´sirons montrer que Id(EM (p, τ)) est homoto-
pique a` une application constante envoyant EM (p, τ) sur ̟ – i.e. application dont l’image
est ̟.
Pour se faire, de´finissons
(4.57) ((Λ′v : [0, f(p)]→ EM (p, τ)) : τ 7→ (v, f(p)− τ)|∼).
Alors, Λ′v(0) = (v, f(p))|∼ = ̟ et Λv ≡ E ◦ Λ
′
v.
Munis de cette notation, on note qu’il y a pour tout ζ ∈ EM (p, τ) une trajectoire ζ¯ :
[0, τ∗]→ EM (p, τ) telle que ζ¯(0) = ̟ et ζ¯(τ∗) = ζ qui, de plus, co¨ıncide avec une trajectoire
v ∈ pMz – i.e.
(4.58) ζ¯(τ) = Λ′v(τ) ∀ τ ∈ [0, τ
∗].
Pour une trajectoire ζ¯, τ∗ se doit d’eˆtre unique. On note que l’association constante,
ζ → ζ¯,
(4.59) ((β : EM (p, τ)→ {ζ¯ : [0, τ
∗]→ EM (p, τ) | τ
∗ ≥ 0, ζ¯(0) = ̟}︸ ︷︷ ︸
Ensemble des trajectoires ̟ → ζ
) : ζ 7→ ζ¯).
De`s maintenant, il nous est possible de de´finir l’homotopie Hα
(4.60) ((Hα : EM (p, τ)× [0, 1]→ EM (p, τ)) : ζ 7→ (β(ζ))((1 − α)τ
∗) ≡ ζ¯((1 − α)τ∗)),
telle que
5Clairement, (v, t) est un point d’accumulation de pMz × (0, f(p)] donne´es vn
n→∞
−−−−→ v et τn
n→∞
−−−−→ τ .
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H0(ζ) = ζ¯(τ
∗) = Id(ζ),(4.61)
H1(ζ) = ζ¯(0) = ̟.(4.62)
Il existe donc une homotopie entre l’identite´ et une application constante. Ainsi, l’identite´
est nulle-homotopique. Q.E.D
Lemme 16. EM (p, τ) est home´omorphique a` un disque ferme´ de dimension e´gale a` l’indice
de p. De plus,
(4.63) ∂EM (p, τ) =
⋃
Ind(q)<Ind(p)
pMq × EM (q, τ).
Preuve du lemme. Voir la section 2.4.6 de [3] Q.E.D
Effectuons maintenant l’e´clate´ du point T1. Comme l’indice de´croˆıt le long des trajectoires
d’un pseudo-gradient satisfaisant la condition de Smale, lorsque nous utilisons la de´finition
des trajectoires brise´es
(4.64) ξMγ =
⊔
σ∈Crith(f),
Ind(ξ)>h>Ind(γ)
ξMσ × σMγ ,
il faut impe´rativement ne pas conside´rer les trajectoires entre points du meˆme indice.
T1Mz par de´finition, exprime´ en terme de fermeture de cellules e
k
T1Mz =
⊔
σ∈Crith(f),
3>h>0
ξMσ × σMγ
= {T1MD1 × D1Mu1 × u1Mz} ∪ {T1MD1 × D1Mu2 × u2Mz}
∪ {T1MD2 × D2Mu1 × u1Mz} ∪ {T1MD2 × D2Mu2 × u2Mz}
∪ {T1Mu1 × u1Mz} ∪ {T1Mu2 × u2Mz}
∪ {T1MD1 × D1Mz} ∪ {T1Mz}
=
4⋃
i=1
({e¯0, e¯0}i ∪ {e¯
1}i) ∪ {e¯
2}.
(4.65)
Alors, l’e´clate´ de T1 est
(4.66) ES2×T 2(T1, τ) = T1Mz × [0, f(T1) = 3] =
4⋃
i=1
({e¯1, e¯1}i ∪ {e¯
2}i) ∪ {e¯
3}.
5. Invitation a` une ge´ne´ralisation
Pour conclure, nous mentionnons que dans le futur, il serait inte´ressant de transporter
la discussion faite ici, mais dans le cas ou` la dimension est infinie. Elle est de´finie sur un
espace de dimension infini, comme par exemple celui des lacets d’une varie´te´ symplectique,
avec la fonctionnelle d’action comme fonction de Morse. Bien que l’indice et le coindice en
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tout point critique soient infinis, on peut donner un sens a` la notion d’indice relatif. Cela
donne lieu a` la fameuse homologie de Floer [7, 10, 8, 9].
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Appendix A. Courte re´vision de l’homologie de Morse
Le complexe de Morse associe´ a` la fonction de Morse f , avec coefficients entiers et indices
de Morse grade´es, forme une chaˆıne de groupes abe´liens libres ge´ne´re´s par les points critiques
dans Critk(f) – i.e.
(A.1) CMk(M, f) :=
⊕
ξ∈Critk(f)
Cξξ, k, Cξ ∈ Z.
Une somme sur ∅ est par de´finition triviale.
Suivant le meˆme algorithme, nous choisissons d’abord une orientation pour chaque varie´te´
instable. L’ensemble de ces choix est de´note´ Or. De plus, pour ce qui suit, assumons que
Ind(ξ) − Ind(γ) = 1 6 et que u ∈ξ Mγ . L’orbite ξMuγ est la composante connecte´e de
ξMγ passant par u, et est donc munie d’une orientation (par le truchement de la premie`re
proposition) O(ξMuγ ). L’orientation induite par le flot O
φ˙t(u) et le signe caracte´ristique
ηu := ηu(Or) est de´finie par la relation
(A.2) O(ξM
u
γ ) = ηuO
φ˙t(u).
Il nous est alors possible de de´finir l’ope´rateur de bord
(A.3)

(∂k := ∂k(M, f,Or) : CMk(M, f)→ CMk−1(M, f)) : ξ 7→ ∑
γ∈Critk−1f
N(ξ, γ)γ

 ,
ou`
(A.4) N(ξ, γ) :=
∑
u∈ξMγ
ηu, ηu ∈ {±1} de´fini plus haut.
Le k-ie`me groupe d’homologie correspond alors au co-noyau
(A.5) HMk(M, f,Or) =
ker(∂k)
Im(∂k+1)
.
Appendix B. Preuves connexes
Lemme 17. Soient S1 et S2 deux sous-varie´te´s de la n-varie´te´ M . Si S1 ⋔ S2, alors ∀ z ∈
S1 ∩ S2
(B.1) Tz(S1 ∩ S2) = TzS1 ∩ TzS2.
Preuve du lemme. Comme S1 ∩ S2 ⊆ S1 et S1 ∩ S2 ⊆ S2, on a pour tout z ∈ S1 ∩ S2
(B.2) Tz(S1 ∩ S2) ⊆ TzS1 and Tz(S1 ∩ S2) ⊆ TzS2 ⇒ Tz(S1 ∩ S2) ⊆ TzS1 ∩ TzS2.
Nonobstant cela, la condition de transversalite´ sur l’intersection implique que
6Dans ce cas, l’espace des modules de flots ξMγ est une varie´te´ oriente´e compacte de dimension 0 et
donc correspond a` un nombre fini de points, chacun muni d’un signe ±1.
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(B.3) codim(S1 ∩ S2) = codim(S1) + codim(S2),
qui se traduit
(B.4)
dim(S1 ∩ S2) = dim(S1) + dim(S2)− n⇒ dim(Tz(S1 ∩ S2)) = dim(TzS1) + dim(TzS2)− n.
La transversalite´ implique aussi que
(B.5) dim(TzM) = dim(TzS1 + TzS2) = n.
Re´e´crivons alors
(B.6) dim(Tz(S1 ∩ S2)) = dim(TzS1) + dim(TzS2)− dim(TzS1 + TzS2).
Du the´ore`me fondamental de l’alge`bre line´aire,
(B.7) dim(TzS1 ∩ TzS2) = dim(TzS1) + dim(TzS2)− dim(TzS1 + TzS2).
Ainsi dim(TzS1 ∩ TzS2) = dim(Tz(S1 ∩ S2)) et Tz(S1 ∩ S2) ⊆ TzS1 ∩ TzS2 implique le
re´sultat de´sire´.
Corollaire 1. Soit U ⊆ R3 une varie´te´ de dimension 1 ou 2. Alors, U est orientable si et
seulement s’il existe un champ vectoriel jamais trivial sur U .
Ceci suit des deuxie`me et troisie`me isomorphismes et du fait qu’une varie´te´ est orientable
si et seulement s’il existe une (1 ou 2)-forme diffe´rentielle lisse jamais triviale sur U .
Appendix C. Discussion sur l’existence de la limite
Rappelons que ξMγ repre´sente l’ensemble des orbites du flot du pseudo gradient φη de
ξ a` γ. Si nous avons u ∈ξ Mγ comme point de ”de´part”, pour η ∈ [η0,∞[, φη(u) ∈ξ Mγ
impliquant φ˙η(u) ∈ TξMγ . Du Lemme 8.5 de [4], il s’en suit que
Lemme 18. Soit H(t) un ope´rateur e´galant la Hessienne de f dans la limite t → ±∞.
L’e´quation
(C.1)
d
dt
φ˙t(u) +H(t)φ˙t(u) = 0,
admet une solution pour |t| > T telle que, φ˙t(u)
t→±∞
−−−−→ 0 – i.e. on atteint les points
critiques dans cette limite et les tangentes au flot y sont nulles.
Si nous de´finissons l’ope´rateur diffe´rentiel D := d
dt
+ H(t), alors par le Lemme B.5 de
[23], comme
(C.2) φ˙t(u) ∈ ker(D),
alors (gardons en teˆte que dans la limite H(t) est non de´ge´ne´re´e comme f est une fonction
de Morse)
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(C.3)
((
lim
t→±∞
φ˙t(u)
‖φ˙t(u)‖Euc.
:= E±∃
)
: H(±∞)E± = E±E±, E+ > 0 ∧ E− < 0
)
,
ou` il est naturel de de´finir E+ := ⋆φ˙t→+∞(u) et E− := ⋆φ˙t→−∞(u) tels que
(C.4) O(E+) := Oφ˙t→+∞(u) et O(E−) := Oφ˙t→−∞(v).
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