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Abstract
In large clonal populations, several clones generally compete which results in complex evolutionary and ecological
dynamics: experiments show successive selective sweeps of favorable mutations as well as long-term coexistence
of multiple clonal strains. The mechanisms underlying either coexistence or fixation of several competing strains
have rarely been studied altogether. Conditions for coexistence have mostly been studied by population and
community ecology, while rates of invasion and fixation have mostly been studied by population genetics. In
order to provide a global understanding of the complexity of the dynamics observed in large clonal populations,
we develop a stochastic model where three clones compete. Competitive interactions can be intransitive and we
suppose that strains enter the population via mutations or rare immigrations. We first describe all possible final
states of the population, including stable coexistence of two or three strains, or the fixation of a single strain.
Second, we give estimate of the invasion and fixation times of a favorable mutant (or immigrant) entering the
population in a single copy. We show that invasion and fixation can be slower or faster when considering complex
competitive interactions. Third, we explore the parameter space assuming prior distributions of reproduction,
death and competitive rates and we estimate the likelihood of the possible dynamics. We show that when
mutations can affect competitive interactions, even slightly, stable coexistence is likely. We discuss our results
in the context of the evolutionary dynamics of large clonal populations.
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Introduction
When different genotypes, strains, or species compete within a population, two categories of outcomes can
be expected at first sight: either several types of individuals stably coexist or a single type goes to fixation.
However, evolution experiments of large clonal populations show more complex dynamics, even in well-mixed
environments, with a succession of different phases: several favorable mutations can simultaneously compete,
some of them can go to fixation while others go extinct, and several clones can coexist for a long time, sometimes
with apparent cyclical dynamics (Behringer et al., 2018; Helling et al., 1987; Lang et al., 2011; Levy et al., 2015;
Maddamsetti et al., 2015; Rainey and Travisano, 1998). Despite a large theoretical ecological and evolutionary
literature dealing with the dynamics of clones communities, the complexity of evolutionary dynamics observed in
evolution experiments is still largely unexplained. Our goal is to show that bridging the gap between population
ecology and population genetics models can give new insights on the mechanisms underlying the evolutionary
dynamics of large clonal populations.
Through the lens of population genetics, most investigations focused on how the co-occurrence of several
favorable mutations in a single population would affect adaptation, and especially adaptation rates, i.e. on
the speed at which a population can adapt to a given environment due to the fixation of beneficial mutations
(Fisher, 1930; Muller, 1932). Probability and time of invasion and fixation of rare mutants have been thoroughly
investigated in population and evolutionary genetics for decades (e.g. Crow and Kimura, 1965). When adapta-
tion is due to successive selective sweeps, with at most two competing strains at a given time, adaptation rate is
proportional to population size, the mutation rate and the effect of mutation on fitness. This is however not true
in large clonal populations: evolution experiments with micro-organisms show that multiple strains compete in
a population at a given time, even though they were started with a single strain. In large clonal populations,
mutations arise at a rate higher than they invade and go to fixation, resulting in a large number of competing
clones. It has dramatic consequences on adaptation rate, which is generally slower: it is proportional to a power
of the logarithm of the population size, a phenomenon generally called “clonal interference” or “concurrent
mutations regime” (Gerrish and Lenski, 1998; Neher, 2013). Clonal interference has been observed in bacteria,
viruses, yeasts or cancer tumors (e.g. de Visser and Rozen, 2006; Greaves and Maley, 2012; Hegreness et al.,
2006; Lang et al., 2013; Levy et al., 2015; Miralles et al., 1999). The relationship between adaptation rates and
mutation rates and selection also depends on whether favorable mutations appear on different lineages or not
(Desai and Fisher, 2007; Good et al., 2012; Park et al., 2010).
Even though the theory about invasion and fixation rates when multiple clones compete is advanced in
population genetics literature, it is based on important simplifying assumptions: population size is a fixed
parameter, and mutations are supposed to have transitive effects, i.e. mutations only affect the reproduction
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rates of clones, and not the competitive interactions between individuals within or between clonal strains. Such
assumptions hinder the possibility of stable coexistence of several strains in a single population in a well-mixed
homogeneous environment where long-term coexistence and non-linear dynamics are common (Behringer et al.,
2018; Good et al., 2017; Lang et al., 2011; Maddamsetti et al., 2015). Unpredicted evolutionary dynamics has
been explained by varying mechanisms. Lang et al. (2011) observed different replicates of yeasts evolution
experiments where a lineage showed two successive frequency peaks, that they explained by the occurrence of a
third cryptic mutation affecting a preexisting lineage. Several other experiments showed coexistence of different
clonal strains in the long-term, what was interpreted as an evidence of frequency-dependent selection (Behringer
et al., 2018; Good et al., 2017; Lang et al., 2011; Maddamsetti et al., 2015; Maharjan et al., 2006; Rainey and
Travisano, 1998). Good et al. (2017) in particular showed that the observed long-term coexistence of different
clonal strains cannot be due to clonal interference only. Rosenzweig et al. (1994) and Kinnersley et al. (2014)
showed the long-term coexistence of three lineages derived by mutation from a single initial Escherichia coli
clone in a chemostat what they explained with cooperative rather than competitive interactions. Even if a
large literature deals with balancing selection in population genetics literature (see Llaurens et al., 2017, for
a review), to what extent frequency-dependent selection or non-transitive interactions can affect evolutionary
dynamics and adaptation of large clonal populations has received few attention.
Many models from the ecological literature looked for the mechanisms promoting or not coexistence of several
species or strains (reviewed in Chesson, 2000, 2018). It is now well established that stable coexistence depends
on how within- and inter-species competitions relate (Baraba`s et al., 2016; Chesson, 2000), with involved mecha-
nisms such as competition for different resources (Good et al., 2018; Tilman, 1982), spatialized interactions (e.g.
Pacala and Tilman, 1994; Vetsigian, 2017), environmental filtering (Ackerly and Cornwell, 2007), or intransitive
competitive interactions (Gallieni et al., 2017). Intransitive competition occurs between three species A, B and
C when A is a better competitor than B and B than C but A is not better than C. Intransitive competitive
interactions are of particular interest in the context of large clonal populations since evolution experiments with
micro-organisms show complex dynamics even in uniform environments with a few shared resources (often a
single one). Different mechanisms can underlie intransitivity for competitive interactions: trade-offs, life-history
traits change between developmental stages, variability in efficiency in the use of different resources, or space
(reviewed in Gallieni, 2017). Experimental studies showed that intransitive competitive interactions commonly
occur in plants, bacteria, fungi, protists, corals or lizards, in some cases both within and between species (e.g.
Abelson and Loya, 1999; Friedman et al., 2017; Gallieni, 2017; Nahum et al., 2011; Sinervo and Lively, 1996;
Soliveres et al., 2018; Taylor and Aarssen, 1990).
Theoretical works showed that intransitive competitive interactions can promote coexistence, even in the
simplest models (e.g. the Lotka-Volterra competitive model, Gallieni et al., 2017; May and Leonard, 1975;
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Zeeman and Zeeman, 2003). However, all theoretical works studying the effect of competitive interactions on
coexistence, including intransitivity, used two types of criteria: either the invasibility of a species when all others
are at equilibrium (e.g. Doebeli, 2002; Gallieni et al., 2017; Good et al., 2018) or the stability of the equilibrium
of a community of species (e.g. Baraba`s et al., 2016). These models have three important drawbacks. First,
they implicitly assume a large number of individuals of the different species which, on the one hand, hinders
considering fixation as a possible final state and, on the other hand, does not give insights on the probability
of invasion of a mutant or immigrant. Second, as shown by the evolution experiments, there is no particular
reason why the community should be at equilibrium when a mutant or an immigrant enters into a population.
Investigating the conditions for the invasion of a rare species or clonal strain assuming that the community is
at equilibrium might thus not capture the whole complexity of the dynamics. For instance, the time at which
a mutant or immigrant enters a population can dramatically affect the final states of the population. Third,
they generally do not consider the particular case of a community derived from a single strain by mutations (see
however Good et al., 2018). Hence, in order to fully understand the conditions for stable coexistence, including
the conditions for the establishment of such a coexistence with rare mutants or immigrants, it is necessary to
use stochastic models. In addition, ecological models do not generally consider invasion and fixation times of
favorable mutants, they thus cannot inform us about adaptation rates.
In summary, population genetics models on the one hand, and population ecology models on the other hand
are not general enough to embrace all dynamics observed in experiments, and bridging the gap between both is
needed to better disentangle the mechanisms underlying the complexity of the evolution of clonal populations.
Such a goal is particularly relevant here because it seems unclear which one of species sorting or mutant fixation
by natural selection should better explain the evolutionary dynamics of large clones communities. In this paper,
we develop and analyse a stochastic model where multiple clones can compete, assuming density-dependent
competition affecting death rates, and where competitive interactions can be transitive or not. Our main goal
is to evaluate to what extent intransitive competitive interactions can affect and explain observed evolutionary
dynamics. We give explicit results for a short time scale, and we discuss the implications of our results for
large time scales evolution experiments. In a previous paper, we demonstrated that the stochastic dynamics of
multiple competing clones can be approximated by a succession of branching processes without interactions and
Lotka-Volterra deterministic systems (Billiard and Smadi, 2017). In the present paper, we build upon Billiard
and Smadi (2017). We focus on the simple case with only three competing clones. Our objectives are 1) To give
general conditions under which different final states are obtained depending on the ecological parameters and on
when clones enter the population; 2) To give approximations of the times of invasion and fixation of favorable
mutations when three clones compete as a function of population size and mutation effect on fitness; 3) To
explore the parameter space and determine the likelihood of the different possible dynamics and final states by
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assuming prior distributions on ecological parameters. We show in particular that our model captures a large
variety of dynamics and patterns observed in evolution experiments. We also show that fixation of favorable
mutations can go slower or faster depending on the competitive interactions and on the time when mutations
enter the population. Finally we show that when mutations can affect competitive interactions, even with very
small effect, stable coexistence is likely. We conclude by arguing that our present work is an illustration that
theoretical frameworks from population genetics and population ecology can be gathered in order to have a
broader understanding of evolutionary and ecological dynamics.
A stochastic model, its approximations and properties
The model.
We consider that the population is composed of clonal individuals, with different possible strains denoted i.
For the sake of simplicity, we will only use the term clone i to refer to type i individuals (i could however refer
to different phenotypes, alleles, strains, clonal species, lineages, mutants, etc.). We denote Ni(t) the number
of clone i individuals in the population at time t (Ni(t) is a random variable). We investigate the population
dynamics of different competing clones as a birth-death process with competition in continuous time (see Tab.
1 for a summary of parameters and variables used in the model). Each clone i individual is characterized by
its ecological parameters: βi and δi are the individual birth and natural death rates, respectively. The effect
of competition of a single clone j individual on a single clone i individual, denoted Cij , is assumed to affect
mortality only, adding a component
∑
j CijNj(t)/K to individual i death rate, with K a scaling parameter.
The total individual death rate of clone i thus depends on both an intrinsic component (δi) and a competition
component: di(N(t)) = δi +
∑
j CijNj(t)/K. Since we want competitive interactions to increase mortality, we
assume that Cij ≥ 0 and Cii > 0. Note that depending on the values of the Cij , competitive interactions can
be transitive or not. At any time t, given the composition of the population Ni(t) for all i, different events can
occur at next time step t+ ∆t: either the death or a birth of a clone i individual. The probability of each event
is given by the ratio between its rate and the total event rate (note that ∆t is a random variable following an
exponential distribution with the total event rates as a parameter, see App. A2). Hence, the birth or death of
a clone i individual occurs with probabilities given by
P (birth of an individual i|N0(t), ...) = βiNi(t)∑
j Nj(t) (βj + δj +
∑
k CkjNk(t)/K)
,
P (death of an individual i|N0(t), ...) = δiNi(t) +
∑
k CkiNk(t)Ni(t)/K∑
j Nj(t) (βj + δj +
∑
k CkjNk(t)/K)
.
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Because the rate of each event depends non-linearly on the number of individuals, the stochastic dynamics
cannot be entirely described. However, approximations can be used to highlight the different possible dynamics
and final states. We showed earlier that the dynamics of multiple competing clones can be decomposed into
successive phases well approximated either by a deterministic Lotka-Volterra model or by a stochastic branching
process (Billiard and Smadi, 2017). In the present paper we build upon the mathematical proofs derived by
Billiard and Smadi (2017) to show the implications of multiple competing clones for adaptation and clonal species
invasion, loss or coexistence. In order to provide analytical predictions supported by stochastic simulations,
we will focus on the cases with only three competing clones, for the sake of simplicity. We will i) show that
multiple dynamics and final states are possible depending on mutational effects on fitness and the time separating
mutations; ii) give precise approximations of invasion and fixation times, and invasion probability; iii) explore
the likelihood of the different dynamics and final states depending on prior distributions on parameters. As
shown by Billiard and Smadi (2017), the dynamics of four or more competing clones can similarly be decomposed
into a succession of phases. However, the dynamics and final states are difficult to predict since a deterministic
Lotka-Volterra with more than three clones can show chaotic dynamics (Vano et al., 2006; Wang and Xiao,
2010).
Three different regimes.
The number of different competing clones at a given time in the population depends on the relative values of
ecological and evolutionary parameters such as the mutation rate and selection, and the scaling parameter K
which gives the intensity of stochasticity (or, analogously, genetic drift). Excluding the trivial case with a single
clone, three different regimes can be considered: only two, a few, or many competing clones. Each regime is
characterized by the balance between the time separating two successful favorable mutations and the duration
of a successful invasion. To be more precise, let us consider favorable mutations with invasion fitness S, arising
by mutation at individual rate µ in a population with size of order K and where individuals reproduce at
rate β (a precise definition of S will be given later). Favorable mutations enter the population at rate K µ
and each mutation has a probability S/β to reach a critical size and not be lost by chance. This yields that
the time separating the invasion of two favorable mutations is of order 1/(K µ S/β) (Desai and Fisher, 2007;
Fournier and Me´le´ard, 2004; Neher, 2013). The time taken for a favorable mutation to invade the population is
approximately given by ln(KS/β)/S (Desai and Fisher, 2007; Neher, 2013).
Comparing 1/(K µ S/β) and ln(KS/β)/S gives quantitative conditions for the three possible regimes pre-
sented above (Fig. 1). If 1/(K µ S/β) ln(KS/β)/S, the time between two favorable mutations is much higher
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than the fixation time. In this regime, under the assumption that mutation effects on fitness are transitive,
favorable mutations get fixed successively in the population, resulting in a succession of selective sweeps (called
periodic selection regime (Barrick and Lenski, 2013) or trait substitution sequence (Champagnat, 2006)). More
generally, the stochastic dynamics of several competing clones, including non-transitive interactions between
clones, have been studied in Champagnat and Me´le´ard (2011). However, Champagnat and Me´le´ard (2011)
assumed a timescale separation, i.e. new clonal strains enter the population under the hypothesis that the
resident population is at a steady state. Such an assumption precludes investigating the dynamics of sev-
eral clones at a given time, and does not give information about the time of invasion and fixation of clones.
If 1/(K µ S/β)  ln(KS/β)/S, favorable mutations enter the population much faster than they get fixed,
which results in the coexistence of many competing clones (called clonal interference, concurrent mutations, or
multiple-mutations regime depending on the assumptions about the amplitude of mutational effects and their
underlying mechanisms (Desai and Fisher, 2007; Gerrish and Lenski, 1998; Neher, 2013)). The regime where
many clones compete has been studied more recently under the assumption that mutational effects on fitness
are transitive (see Neher, 2013, for a review). Under this regime, the rate of adaptation increases sub-linearly
with population size. Finally, when 1/(K µ S/β) ' ln(KS/β)/S, an intermediate regime can be expected,
where only a few clones compete at a given time in the population, two or more.
In the present paper, we assume being in this intermediate regime where a few clones compete. Only a
few clones compete when the beneficial mutation rate is not too high (1/Kµ ' lnK, Fig. 1) and the effect of
mutation on fitness is not too low relatively to population size (S  1/K). We will investigate the dynamics
and final states of a small clonal community, and especially the impact of intransitive competitive interactions
(depending on the sign of the Cij ’s) and the time at which clones enter the population. Because we assume
being in an intermediate regime with the mutation rate such as 1/Kµ ' lnK (Fig. 1), time is measured in units
of lnK. Hence, we assume that clones enter the population at time α lnK. We will only consider dynamics on
a short time scale relative to the mutation rate, i.e. we assume no recurrent mutations affecting fitness entering
the population. Consequently we will not investigate the rate of adaptation as clonal interference models did
(Desai and Fisher, 2007; Gerrish and Lenski, 1998; Neher, 2013). We rather focus on determining the conditions
for invasion, fixation and coexistence of different clones, and on the dynamics durations. Understanding what
happens on short time scales is indeed necessary to explain complex dynamics observed in evolution experiments
on large time scales.
Approximations of the stochastic dynamics as a succession of phases
The dynamics of competing clones can be described by the succession of two kinds of phases, depending on the
population size of each clone (Fig. 2): either a phase approximated by a branching process without interactions
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(BP phase) or by a deterministic Lotka-Volterra model (LV phase). Hereafter, we describe more precisely these
two approximations and what determines the succession of phases.
Approximation by a competitive Lotka-Volterra model. If all clones populations are large, i.e. of
order K with K →∞, the stochastic dynamics can be approximated by a three dimensions competitive Lotka-
Volterra deterministic model (Fig. 2) (Billiard and Smadi, 2017; Champagnat, 2006; Champagnat and Me´le´ard,
2011; Fournier and Me´le´ard, 2004). The variation of the density of each clonal strain is given by

dn0/dt = (β0 − δ0 − C0,0n0 − C0,1n1 − C0,2n2)n0
dn1/dt = (β1 − δ1 − C1,0n0 − C1,1n1 − C1,2n2)n1
dn2/dt = (β2 − δ2 − C2,0n0 − C2,1n1 − C2,2n2)n2
with Cij ≥ 0 and Cii > 0 for all {i, j}, (1)
where ni = Ni/K is the density of clone i. Ni/K is the rescaled population size when K is large, i.e. the
deterministic limit of the population size (note that we will keep the notation Ni when dealing with stochastic
dynamics and ni with deterministic dynamics). The model in Eq. 1 can show different dynamics (stable fixed
points or stable limit cycles) and final states (monomorphic or polymorphic, with two or three coexistent clones),
depending on the ecological parameters (see Zeeman and Zeeman, 2003; Zeeman, 1993; Zeeman and van den
Driessche, 1998, for details).
In order to provide approximations of the probabilities of invasion and fixation of a clone entering the
population in a single copy, as well as its invasion and fixation times, the population size of each clone at the
deterministic stable equilibrium is needed (see the definition of the invasion fitness below). It is calculated
thanks to Eq. 1. The population size of clone j at equilibrium in a monomorphic population is given by
n¯j =
βj−δj
Cjj
. n¯j increases with the net reproductive rate βj − δj and decreases with the intra-clonal competition
intensity Cjj . If both clones i and j are present at equilibrium, the population sizes of clones i and j are given
by
n¯iij =
Cjj(βi−δi)−Cij(βj−δj)
CiiCjj−CijCji =
n¯i−CijCii n¯
j
1−CijCjiCiiCjj
, n¯jij =
Cii(βj−δj)−Cji(βi−δi)
CiiCjj−CijCji =
n¯j−CjiCjj n¯
i
1−CijCjiCiiCjj
.
(2)
The rescaled size at equilbrium of clone i in a dimporphic population n¯iij depends on the relative intensity
between intra-clonal and inter-clonal competitions and the number of clone j individuals nj . The denominators
in Eq. 2 show that the higher inter-clonal relative to intra-clonal competition, the higher the population size
n¯i.
Approximation of the stochastic dynamics by a branching process. If at least one clone has a
population size of order lower than K, the dynamics cannot be well approximated by a deterministic system,
because it can be lost by chance (this loss is classically said to be due to demographic stochasticity or genetic
drift). It is especially important when a clonal mutant i enters in a resident j population, or when clone j is
doomed to extinction after the invasion of clone i. The dynamics of a clone can however be approximated by
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a branching process as long as its population size is of order lower than K (Fig. 2), and assuming competi-
tion between individuals i is negligible relatively to competition from individuals j (Billiard and Smadi, 2017;
Champagnat, 2006; Fournier and Me´le´ard, 2004).
The branching process approximating the dynamics of clone i when rare has a growth rate Sij = βi −
δi − Cij n¯j , which is generally called invasion fitness of mutant i in a resident population j (Fournier and
Me´le´ard, 2004; Metz et al., 1996). If Sij > 0, clone i is favored when rare in a resident j population and can
invade. Similarly, if the resident population is composed of two clones i and j at a steady state, then the
fate of a clone k entering in a single copy in the population is associated with the invasion fitness denoted
Skij = βk − δk − Ckin¯iij − Ckj n¯jij . If Skij > 0, mutation k is favorable when rare in the polymorphic resident
population (i, j) and can invade. The approximation by a branching process remains valid until the favored
mutant k reaches a population size of order K.
A succession of phases. The sequence of succeeding phases only depends on the invasion fitness S, and
on the time α lnK when the second mutant enters the population. Time is measured in lnK units because it
is the relevant time scale under the intermediate regime defined before: the duration of invasion, fixation and
extinction of a competing clone is of order lnK (Billiard and Smadi, 2017; Champagnat, 2006). Assuming that
the dynamics starts with the introduction of a single i individual into a resident j population, the dynamics
thus starts with a BP phase (Fig. 2). The mutant i invades the resident population j (with probability Sij/βi,
Billiard and Smadi, 2017; Champagnat, 2006). The population size of clone i then becomes large, i.e. of order
K. A LV phase then starts, which can give different final states, only depending on invasion fitnesses Sij and
Sji (Zeeman and Zeeman, 2003; Zeeman, 1993; Zeeman and van den Driessche, 1998): either coexistence or one
clone is doomed to extinction and reaches a size of order lower than K. In the latter case, a new BP phase
starts which can end with either the loss of one clone, or with all clones having population sizes of order K. A
new LV phase then starts, and so on.
This succession of BP and LV phases describes the dynamics of any number of competing clones (Billiard
and Smadi, 2017). Assuming we only consider three competing clones, two mutant clones 1 and 2 successively
enter the resident population 0 in a single copy. We focus only on cases where neither clones 0 nor clones 1 are
lost when mutant 2 appears, in particular we suppose that the invasive fitness of mutants 1 and 2 are positive
when they appear. More precisely, we consider cases where S10 > 0, and either i) S20 > 0, if clone 2 enters the
population early when 1 is still rare (α lnK is small enough, roughly α lnK < 1/S10), or ii) S21 > 0 or S201 > 0
if mutation 2 enters the population when 1 is common (α lnK is large enough, roughly α lnK > 1/S10).
Since the ending state of phase x is the initial state of phase x+1, only the initial condition of the first phase
and the time α lnK when mutant 2 enters the population determine the sequence of succeeding phases, given
that both clones 1 and 2 successfully invade the population. When clone 2 enters the population is important
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because either i) α lnK is low enough (roughly α lnK < 1/S10, Billiard and Smadi, 2017) that clones 1 are still
rare and do not affect the invasion of mutants 2, i.e. only S20 matters when α lnK is lower than the time taken
for clone 1 to reach a large population size and the deterministic phase begins; Or ii) α lnK is large enough
that clones 1 successfully invaded the population and thus affect the invasion of clones 2, but clone 0 is not lost
(roughly 1/S10 < α lnK < 1/S10 + 1/| S01 |, Billiard and Smadi, 2017). In this case, only S21 (if clones 0 are
rare) or S201 (if clones 0 are common) matters. In a nutshell, given the different invasion fitnesses S and the
time when mutant 2 enters the population, it is possible to fully describe the different succeeding BP and LV
phases until the final state is reached. The different possible final states are described in the next section.
Final states with three competing clones
How the different final states and dynamics can be obtained are determined in six steps.
Step 1. Does clone 2 enter the population when 1 is rare or common (depending on the time α lnK)? When
clone 2 enters the population, it suffers from the competitive effect of clones 1 or not, respectively when
common or rare;
Step 2. If clone 2 enters the population when 1 is rare, does clone 1 or 2 first reach the threshold population
size εK? It depends on their invasion fitnesses S10 and S20 and on the time when mutant 2 enters the
population α lnK. The first mutant which reaches a population size of order K determines the initial
state of the next LV phase;
Step 3. What is the equilibrium of the first LV phase: stable coexistence of two clones or a single clone only? This
only depends on the sign of the invasion fitnesses of both clones;
Step 4. What are the population sizes of all clones when the second BP phase begins? It depends on whether two
clones stably coexist or not at the end of the previous LV phase (step 3.)?
Step 5. Does a clone go extinct before the start of the next LV phase? When a clone has a population size of
order lower than K and is deleterious in a given context, it is expected to go extinct. However, its time to
extinction can be longer than the time for another rare clone to reach the threshold population size εK.
In this case, a new LV phase begins.
Step 6. Steps 2-5 are applied for the further successive phases (when applicable) as often as necessary until a final
steady state is reached.
Following this procedure (see detailed computations in Billiard and Smadi, 2017), Table 2 summarizes the
different possible final states for any competitive interactions, i.e. all invasion fitness combinations, and for all
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times α lnK. Table 2 shows that all final states are possible: fixation of 0, 1 or 2, or the coexistence of all
possible combinations between two or three clones. However, all final states do not occur under all conditions.
When clone 2 enters when 1 is rare, only six final states are possible, whereas when it enters when 1 is common
seven final states can occur. Tab. 2 also shows that the fixation of clone 0, the fixation of clone 1 and the
coexistence of 0 and 1 can only be obtained for a single set of conditions. All other final states can be obtained
for various conditions. In particular, the fixation of clone 2 can be obtained for very different conditions. As a
consequence, the fixation time of clone 2 is highly variable (see below).
Assuming three competing clones, our model can thus capture a large diversity of dynamics, including one
surprising final state: back to the initial state. Indeed, our model predicts that it is possible that clone 0
goes to fixation even if the population is successively invaded by favorable clones 1 and 2. Interestingly, the
Rock-Paper-Scissor dynamics is encountered under identical conditions regarding invasion fitness (Tab. 2). The
Rock-Paper-Scissor and back to the initial state dynamics only differ by the time α lnK when clone 2 enters
the population (Tab. 2, Fig. 3c-d). This illustrates the importance of considering stochastic dynamics and the
possible extinction of a given clone: if clone 2 enters the population late enough, clone 1 is lost before the in-
vasion of clone 0, otherwise Rock-Paper-Scissors cyclical dynamics take place. In a deterministic model, for the
same parameters, a mutant cannot go extinct and only Rock-Paper-Scissor dynamics are possible. Our results
also show that Rock-Paper-Scissors dynamics can be obtained in a narrow set of conditions. Obviously, the
first condition is that competitive interactions should be not transitive. The second condition is less intuitive:
the second clone should enter the population in a narrow time frame: it must occur after clone 1 invaded, since
clone 2 is deleterious in a mutant 0 resident population. In addition, if clone 2 enters too late, then mutant 0
can be extinct before mutant 2 invades, in which case mutant 1 goes to fixation. These results have important
consequences regarding our understanding of Rock-Paper-Scissor dynamics observed in natural populations:
either the three types of individuals involved in such stable cycles have effectively entered the population by
mutation or migration in a single copy, in which case the third type of individuals has necessarily entered the
population in a narrow time frame. Otherwise, the alternative explanation is that the three types of individuals
went together in a single population with a sufficiently large enough population size such that the dynamics
initially followed an almost-deterministic dynamics, which certainly occurred by a massive migration and mixing
of three different and complementary types of individual.
Invasion and fixation times
Since a dynamics with two or three competing clones can be described by a succession of BP and LV phases,
we can estimate the duration of invasion and fixation of a favorable mutant, i.e. the time taken by the mutant
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clone to reach a population size of order K, and the time taken by the resident clones to go extinct, respectively.
We give estimates of both invasion and fixation times in the case with two or three competing clones. Estimated
times are compared with times obtained in stochastic individual based models (Simulations algorithm given in
Appendix A2), for several population sizes (different values of K) and invasion fitnesses (different values of Sij).
Two clones
When only two clones compete, the dynamics can be decomposed at most into three phases. The total duration
of a dynamics with two competing clones can be decomposed in three times, corresponding to the three phases,
denoted TBP1, TLV 1, TBP2, where the subscript BP is used for a phase approximated by a branching process,
and LV for a phase approximated by a Lotka-Volterra deterministic system. The duration of the first BP phase
is approximately, when K →∞, (Durrett, 2015, Eq. 21, p.12)
TBP1 =
1
S10
(
ln
(
ε K
S10
β1
)
+ γ
)
(3)
where γ ' 0.577 is Euler’s constant. Fig. 4 shows the comparison between estimated and simulated invasion
times for two competing clones with (arbitrarily chosen) ε = 0.1. Our results show that estimated and simulated
invasion times are generally close, especially when K is large enough.
The second phase follows a Lotka-Volterra dynamics for which there is no explicit formula of the time taken
by a clone with size ε to reach a size (1 − ε)n¯1. However, we can roughly predict that this time is inversely
proportional to S10 and since the growth of clone 1 in a resident clone 0 population is close to exponential
at start, we can approximate the time by TLV 1 = 1/S10 ln((1 − ε)/ε n¯1). Notice that TBP1 + TLV 1 is what
is usually called ’fixation time’ in population genetics (Desai and Fisher, 2007), as it corresponds to the time
taken by the mutant to reach a large fraction of the population size. In our case, as the precise population
composition is important to predict the fate of a new mutant, we also need to quantify the time taken by the
clones 0 to get extinct. Assuming that at the end of the second phase, clone 0 has a small population size,
the competitive interactions suffered by clones 0 are mostly due to clone 1 (ε  C11/C10n¯1) and the time to
extinction of clone 0, i.e. the duration of phase 3, is approximately given by TBP2 = lnK/|S01|. The time of
invasion of clone 1 Tinv is equal to the duration of the first phase TBP1 while the time of fixation of clone 1 is
given by Tfix = TBP1 +TLV 1 +TBP2. Figure 4a-b compares times of invasion Tinv and fixation Tfix obtained by
stochastic simulations and their approximations. Our results show that the approximations are generally close
to simulations, at least of the same order. As expected, since the approximations are asymptotic when K →∞,
the discrepancy is the largest for low population size (small K). Fig. 4 also shows that the approximations are
better for mutations with large effect (large Sij). This is due to the fact that when Sij are low, stochasticity has
a large effect and fixation times tend to be overestimated. Estimates are yet of the correct order of magnitude.
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Three clones
For the sake of simplicity, we estimate here the duration of the dynamics when clone 2 eventually goes to
fixation (times of invasion and fixation for all cases can be obtained following similar calculations, Billiard
and Smadi, 2017). The dynamics can be decomposed into five successive phases with respective duration
TBP1, TLV 1, TBP2, TLV 2, TBP3, with a total duration of the dynamics given by
Tfix = TBP1 + TLV 1 + TBP2 + TLV 2 + TBP3.
Clone 2 enters the population either during the first or the third phase of the dynamics (Fig. 2).
When clone 2 enters the population during the third phase (TBP1 + TLV 1 < α lnK), the duration of the
different phases can be estimated as if the dynamics were a succession of two independent dynamics with two
competing clones only. Hence, the duration can be estimated using the same equations than in the previous
section, with TBP1, TBP2 respectively the time of invasion of clone 1 (resp. 2) in a resident 0 (resp. 1) population,
TLV 1, TLV 2 the duration of the two phases approximated by a Lotka-Volterra deterministic system, and TBP3
the time taken for clone 1 to get extinct.
When clone 2 enters the population during the first phase (α lnK < TBP1), the duration of the third
phase TBP2 needs specific computations. Indeed, during the first phase, the clone 2 population grows, and
consequently the population size of clone 2 at the beginning of the third phase must be taken into account. The
duration of the third phase TBP2 is then given by (see Appendix A1 for computation details)
TBP2 =
1
S21
(
2γ − ln
[
β2 exp(γ(
S20
S10
− 1))K−S20α−1
(
1
β1
Kn¯1S10(1− ε)
)S20/S10]
− ln (S20ε)
)
. (4)
The durations of all other phases TBP1, TLV 1, TLV 2, TBP3 are not affected by the time at which clone 2 enters
the population. Figure 4c-d compares the estimated vs. simulated fixation time of clone 2 when it enters during
the first phase and shows that our approximations are generally in good agreement when population size is
large.
We compared the time taken for clone 2 to invade a resident 0 population with or without clone 1. In other
words, assuming S10 > 0, S20 > 0 and S21 > 0, we can measure the interference effect of a favorable mutation 1
on the fixation time of a favorable mutation 2. For this, we compare T ∗inv =
1
S20
(
ln
(
ε K S20β2
)
+ γ
)
(Eq. (3) in
the case of clone 2 invading a resident 0 population without clone 1) with Tinv = TBP1−α lnK+TLV 1 +TBP2
(the duration of invasion of clone 2 into a resident 0 population when 1 is present when clone 2 enters at time
α lnK). This comparison gives the following condition
S10(S21 −S20)α lnK + γ(S20 −S10) < ln
[
exp(γ(2 + S21/S10 − S21/S20)) (Kn¯1S10(1− ε)/β1)(S21−S20)/S10 (KS20ε/β2)1−S21/S20
]
(5)
where clone 2 invades faster a resident 0 population when clone 1 is present than when it is not. The inequality (5)
means that, depending on invasion fitnesses Sij and when clone 2 enters the population, the interference between
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three clones can either slow down or speed up the invasion of a favorable mutation.
Exploration of the parameter space assuming prior distributions
We showed before that a large variety of dynamics can be observed when three clones compete, possibly with
non-transitive competitive interactions. The dynamics can vary regarding their final states, or invasion and
fixation times. Our model allows to predict each possible case given any set of ecological parameters and the
time when clone 2 enters the population (Tab. 2 and Section ). How competition between three clones affects
dynamics can be synthesized in six categories (Tab. 3), depending on i) the final state: fixation or stable
coexistence, ii) how invasion probability of clone 2 is affected relatively to the case with only two interacting
clones (compare the invasion fitnesses S20 and S21, for instance); iii) how fixation time of clone 2 is affected
(longer or shorter compared to the case with two competing clones, Eq. 5). We introduce the following terms
to describe the six possible categories of dynamics: “clonal coexistence”, when clonal interaction promotes
the maintenance of polymorphism; “clonal assistance” vs. “clonal hindrance” when fixation time of clone 2 is
shortened or increased; “soft” vs. “hard” when the invasion probability of clone 2 is lower vs. higher than with
only two competing clones.
It is however difficult to have an overview of the likelihood of a particular dynamics, its final state and
duration since the parameter space is very large, with many dimensions. We now aim to explore the parameter
space assuming prior distributions on the parameter space, and especially we aim at quantifying the likelihood
of the different possible final states. The complexity of the model can be reduced by defining new parameters:
ρi = βi− δi, the net individual reproductive rate of clone i, and C˜ij = CijCjj the ratio of the between and within-
clone competitive interactions. In bacteria, yeasts or some eukaryotes, fitness is generally estimated as the
initial growth rate (at low density) of mutants (see Table 2 in Martin and Lenormand (2006) and the Appendix
in Manna et al. (2012)). We thus assumed that the effect of mutations on the growth rate of clone i follows a
Fisher’s geometric model. Given the net reproduction rate of clone 0 is ρ0, we assumed that the reproductive
rate of clone i is ρi = ρ0 + xi with xi the effect of mutation drawn in a shifted negative Gamma distribution
(an approximation of a Fisher’s geometric model (Martin and Lenormand, 2006)). Note that when mutation 2
enters the population during the second stochastic phase, mutation 2 is assumed to occur in the most frequent
mutation at equilibrium: ρ2 = ρ1 + x2 when mutant 1 is more frequent than mutant 0, ρ2 = ρ0 + x2 otherwise.
There is, to our knowledge, no theoretical or empirical consensus on the distribution of mutation effects on
the competitive abilities C˜ij . Without any knowledge about the distribution of competitive abilities, we simply
assumed that the ratio of competitive interaction C˜ij follows a uniform distribution in the interval [1− u, 1 + u],
with 0 ≤ u ≤ 1. Note that when u = 0, all C˜ij = 1, invasion fitnesses are necessarily transitive, while if u > 0,
non-transitivity can occur. As u increases, the variance of the competitive ratio C˜ij also increases, i.e. the more
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different can the competitive interactions be between mutants. Finally, we assumed that the time at which
clone 2 enters the population α lnK is uniformly distributed and occurs either during the first or third phase
of the dynamics (Fig. 2). We randomly drew 106 different sets of parameters in such prior distributions. For
each parameter set, the final state was determined using Table 2. The posterior distribution of the final states
was estimated as its proportion observed among the 106 random parameters sets.
Figure 5 shows the posterior probability of the dynamics and final states when mutation 2 enters the
population during the first or third phase of the dynamics, assuming that the competition abilities are drawn
in a uniform distribution. When the variance of the distribution of the C˜ij is small, all clones have similar
competitive abilities (C˜ij ' 1), i.e. invasion fitnesses are mostly transitive. We naturally recover predictions
from population genetics models: The likeliest scenario is the fixation either of mutant 1 or 2 (Fig. 5c, 5d).
Rapidly, when the variance of the uniform distribution increases, polymorphic final states become the likeliest.
When the effect of mutation on competitive abilities becomes large (u increases), the likelihood of all dynamics
rapidly reaches a plateau. Our results suggest that non-transitive fitnesses are mostly expected to occur when
several clones are interacting as soon as mutations affect their competitive abilities. This further supports
that clonal coexistence is likely to occur even when considering only competitive interactions. Finally, our
results show that Rock-Paper-Scissors dynamics and annihilation of adaptation are unlikely. Comparing left
and right columns in Fig. 5 shows that the time at which clone 2 enters the population only marginally
affects the dynamics and the final states. Interestingly, comparing the final states between cases with two or
three interacting clones (Fig.6) shows that more polymorphic final states are expected when three clones are
interacting, even though the difference is small. Whether increasing the number of interacting clones could even
more promote the maintenance of polymorphism is an open question.
Finally, Fig. 5c-d shows the likelihood of clonal hindrance vs. clonal assistance (sensu Tab. 3). Clonal
hindrance is the most probable when the competitive abilities are similar between clones (small u). However,
when the difference between competitive abilities increases (large u), the likelihood of clonal assistance increases.
When clone 2 enters the population during the third phase of the dynamics, clonal assistance is even likelier
than clonal hindrance. Globally, our results thus suggest that clonal hindrance might indeed be an important
factor affecting adaptation rate, but clonal assistance can be as important given non-transitive fitnesses are
possible.
Discussion
In this paper, we aimed at deciphering the dynamics of three competing clones. Despite its simplified assump-
tions, our model captures, at least qualitatively, all dynamics observed in evolution experiments: coexistence,
fixation or extinction. Similar results were obtained in a model by Good et al. (2018) where a chemostat with
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several resources were assumed (i.e. coexistence is possible because of niche differentiation), in a rare mutation
limit (Regime A. in Fig.1). However, this model does not allow non-linear and cyclical dynamics. In addi-
tion, unlike Good et al. (2018), our model allows to estimate invasion and fixation times. It especially shows
that the time when mutants enter into the population can dramatically affect the dynamics and the fate of
the clones community. For instance, our model shows that Rock-Paper-Scissors dynamics can only take place
by two successive mutation events only if the second mutation enters the population late enough. We also
showed that competitive interactions between several clones can slow down or speed up invasion and fixation
times, and can increase or decrease invasion probability of favorable mutations. Our results thus suggest that
interference between several clones can affect adaptation in many different ways, and not necessarily only by
slowing down adaptation rates, because of complicated ecological interactions that are potentially frequent in
natural populations, such as intransitive competitive interactions. We introduced new terms describing how
competitive interactions between several clones can affect adaptation (Table 3): clonal hindrance, assistance or
coexistence when competitive interactions speed up or slow down fixation, or favor polymorphism. The effect
of competitive interactions can be soft or hard, when it decreases or increases invasion probability. We argue
that such a typology can help in better describing and understanding how clonal populations and communities
evolve, especially in evolution experiments, by using concepts and vocabulary from both population ecology
and population genetics.
In the present work, contrarily to the literature dealing with clonal interference, we do not estimate adapta-
tion rates. Indeed, we did not consider recurrent favorable mutations in the population and we did not suppose
a particular distribution of mutational effects on fitness. Determining how adaptation rate is affected by clonal
interference in a general context would necessitate further investigation. Stochastic dynamics of Lotka-Volterra
models with more than three species could for instance be analyzed by numerical methods. Indeed, as demon-
strated earlier by Billiard and Smadi (2017), the stochastic dynamics can be well approximated by a succession
of branching processes and deterministic ordinary differential equations. Hence, further investigating how in-
teractions between several clones affect adaptation rates could be performed by combining i) general methods
used to study the conditions for the invasion or the stability of coexistence of many species (e.g. Baraba`s et al.,
2016; Chesson, 2000; Gallieni et al., 2017), ii) multi-type branching processes (e.g. Athreya and Ney, 2004),
and iii) supposing recurrent mutations (or immigrations) at random times with their effects on fitness drawn
in particular distributions. In particular, it is well-known that the distribution of the effects of mutations on
selection coefficients strongly affect adaptation rates (Neher, 2013). However, in theoretical studies, the effect
of mutations are assumed to affect the selection coefficient, i.e. implicitly the intrinsic growth rate, neglecting
the effect of mutation on competitive interactions (Desai and Fisher, 2007; Good et al., 2012; Park et al., 2010).
How mutational effects on competitive interactions could affect adaptation rates is an open question.
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Even though we did not study adaptation rates in the present paper, we explored how mutations on both
the intrinsic growth rate (supposed following a Fisher’s adaptive landscape Martin and Lenormand, 2006) and
the competitive interactions between clones (a priori supposed following a Uniform distribution) affect the
final states of the population and invasion and fixation times. Our results showed that in agreement with
deterministic models in the ecological literature, the ratio between intra and inter-species competition is the
main factor affecting coexistence (e.g. Baraba`s et al., 2016; Chesson, 2000, 2018; Gallieni et al., 2017). Our
results show in particular that coexistence between two or three clones is very likely even for small mutational
effects on competitive interactions (Fig. 5, 6). This suggests that the many cases of coexistence observed in
evolution experiments can easily be explained by mutational effects on competitive interactions, even with very
slight mutational effects. This prediction of our models calls for estimating competitive interactions between
clones. Surprisingly, such experiments are scarce (Friedman et al., 2017; Gallieni, 2017) despite the existence
of sophisticated experimental and statistical methods developed for this purpose (Taylor and Aarssen, 1990;
Ulrich et al., 2014).
Our results highlight the importance of the time when the third clone enters the population. Table 2
shows that this time can strongly affect the outcome of competition since in some cases, for fixed ecological
parameters, coexistence is possible only when the appearance time is not too late or not too early. These results
illustrate the importance of taking into account stochasticity when dealing with population and community
dynamics especially when new species or strains enter the focal population or community with a low number
of individuals. In other words, the final states of a community or population strongly isolated, i.e. which
receives rare immigrants or rare mutants, can behave very differently than non-isolated populations. Hence,
investigating the effect of competitive interactions on coexistence only with deterministic models can have
strong limitations. Interestingly, evolution experiments performed by Hegreness et al. (2006) indeed showed
that the time of appearance of beneficial mutations can vary a lot between replicates. In their experiments, the
relative abundance of two strains with different fluorescent markers is followed through time. The experiments
outcomes vary a lot, corresponding to our model’s predictions: either fixation or coexistence, or oscillating
relative abundances. They showed that the most likely explanation for the variety of outcomes is not the
difference in the mutational effects but rather the difference between the time of appearance of the beneficial
mutations. These experiments’ results support the predictions of our model that the time at which beneficial
mutations occur into a population largely affect the outcome of competition between clonal strains.
We show that if mutations affect competitive interactions, interference between several clones can increase
the probability of invasion of a favorable mutation, as well as speed up its invasion and fixation times (Fig. 5, 6).
This suggests that considering clonal interference as slowing down adaptation rates only might not completely
capture the effect of competition between several clones on adaptation rates, because intransitive competitive
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interactions can become important and make more complex ecological and evolutionary dynamics (also suggested
by Good et al. (2018) in a chemostat with multiple resources model). Our model also predicts that, if intransitive
competitive interactions are possible, then clonal assistance, i.e. an acceleration of beneficial mutations fixation,
is likely (Fig. 5). Since long-term coexistence between several clonal strains has been observed in many different
evolution experiments, clonal assistance is expected to frequently occur.
Levy et al. (2015) estimated the mutational effects on fitness and the time of establishment (in generations)
of mutations in a large population of yeasts in a short-term experimental evolution (' 168 generations). The
estimates were obtained under the assumption that mutational effects on fitness were transitive. The observed
dynamics of invading beneficial mutations show very similar patterns: a long phase of establishment followed
by an exponential growth and finally a plateau. Surprisingly, despite the fact that a large number of favorable
mutations coexist at the end of the experiments, the authors claimed that the observed dynamics is consistent
without considering intransitive fitness interactions. In particular, they provide detailed predictions of the
mutations that should be observed or not in their experiments, which are in perfect agreement with their
observations (see Fig. 3a in Levy et al. (2015)), which supports that the decrease in the fixation rates of beneficial
mutations due to clonal interference is indeed a major mechanism underlying adaptation. The results in Levy
et al. (2015) challenge our own predictions that competitive interactions between several clones can be complex
with either an increase or a decrease in the fixation of beneficial mutations. A possible explanation can be that
indeed yeasts strains do not show intransitive competitive interactions, which could be tested experimentally.
An alternative explanation can be that our model only considers three competing clones. Grilli et al. (2017)
showed that increasing the number of competing species stabilizes their dynamics more rapidly because of higher
order non-transitive interactions. Hence, the stable dynamics observed by Levy et al. (2015) can be observed
even considering intransitive interactions because of the coexistence of a large number of competing strains. To
what extent the observed establishment times in Levy et al. (2015) would also be in agreement with a stochastic
model with more than three competing clones with intransitive competitive interactions is an open question.
Good et al. (2017) have different conclusions when analyzing clonal dynamics in the the long term evolution
experiment with E. coli (60 000 generations). By sequencing samples every 500 generations, they showed that
the dynamics followed by each clonal strain was complex and very variable among the twelve replicates. Each
replicate shows a succession of invasion and fixation of some clonal strains, as well as some phases with high
polymorphism. Nine replicates among the twelve even show the coexistence of several strains during more
than 10 000 generations, with sometimes what looks like cyclical dynamics. Good et al. (2017) estimated that
the coexistence of several clonal strains could only be partly due to clonal interference. They concluded that
other phenomena such as frequency-dependent selection (or intransitive competitive interactions) or ecological
feedbacks should play an important role. Even if the dynamics in Good et al. (2017) are observed on a long-
19
time scale, it suggests that the results of our model could explain the complexity of the dynamics of clonal
populations, especially because we showed that long-term coexistence and clonal assistance are both very likely
(their likelihood is of the same order than clonal hindrance, Fig. 5). It is now needed to analyze our models
into a larger time scale, close to the one in the long-term evolution experiment, in order to better disentangle
the different mechanisms that underlie the adaptation of clonal populations.
As a conclusion, our present work illustrates that it is possible to bring together theoretical frameworks from
population ecology and population genetics in order to have a better understanding of population, community
and evolutionary dynamics. It is actually possible to integrate both ecological and genetic concepts into a
single theoretical framework thanks to probabilistic mathematical tools such as the branching processes with
interactions used here. We have shown that using a single model, it is possible to investigate at the same time
the conditions for coexistence as well as probability and times of invasion and fixation of a beneficial mutation.
Gathering several concepts into a single framework also highlights questions that are original in each field. For
instance, on the one hand, investigating the conditions for coexistence for several competing species or strains
by the use of deterministic models has many limitations and can give only a partial picture of the underlying
mechanisms. Considering coexistence conditions under a stochastic framework is particularly important because
most often new species enter communities as rare immigrants or mutants. On the other hand, estimating the
invasion and fixation times of beneficial mutations assuming a priori transitive fitness can also give a biased
view of how adaptation is affected by the competition between several clones. This is particularly important
because there are growing evidence that within-species non-transitive competitive interactions are widespread.
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Lower Higher
invasion probability invasion probability
(S21 < S20 or S201 < S20) (S21 > S20 or S201 > S20)
Polymorphism Soft clonal coexistence Hard clonal coexistence
Fixation
- Faster fixation Soft clonal assistance Hard clonal assistance
- Slower fixation Soft clonal hindrance Hard clonal hindrance
Table 3: Categories of possible dynamics.
A.
Periodic selection regime
(succession of 
selective sweeps)
B.
Intermediate regime
C. 
Concurrent-mutations regime
(clonal interference or 
multiple mutations)
1
K μ S /β
≫
ln(K S/β)
S
Few interacting 
clones  
1
K μ S /β
≪
ln(K S/β)
S
Two interacting 
clones 
Large number of     
 interacting clones 
1
K μ S /β
≃
ln (K S /β)
S
(≫2)(≥2)(≤2)
Figure 1: The different regimes of mutation-selection in finite clonal populations. The number of clones com-
peting in a population at a given time depends on the rate of favorable mutations µ, the effect of mutations
on fitness S, population size K and individual reproduction rate β (see text for details). A. Periodic selection
regime: at most two different clones compete. B. Intermediate regime: a few competing clones. C. A large
number of competing clones.
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Figure 2: Decomposition of the stochastic dynamics with three clones into a succession of five phases (delimited
by the vertical grey lines). The black, red and green curves show the stochastic dynamics of the three clones in a
simulation. Initially at time 0, the population is composed of the resident clone at stationary state (black curve)
and a single clone 1 individual is introduced into the population (red curve). After a time α lnK, the second
mutant (green curve) is introduced into the population in a single copy. The resulting stochastic dynamics
can be approximated by three supercritical branching processes (the first, third and fifth phases) and by two
deterministic competitive Lotka-Volterra systems (the second and fourth phases). The phases approximated
by the branching processes start when one or two clones have a population size lower than εK (dashed black
line) while the other clones are at their stationary state. The phases approximated by the deterministic Lotka-
Volterra system start when one of the clones has a population size larger than εK. The duration of the five
phases are shown at the top of figure : TBP and TLV respectively denote the duration of the phases approximated
by the branching process and by the Lotka-Volterra system. Estimates of the durations of each phase are given
in the main text.
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Figure 3: Different possible dynamics: simulations of the stochastic process. Black: Resident clone; red: clone
1, green: clone 2. (a) Clonal assistance: fixation of clone 2 is faster with clone 1 than without (compare gray
and colored curves); (b) Clonal hindrance: fixation of clone 2 is slower with clone 1 than without (compare gray
and colored curves); (c) An example of clonal coexistence: Rock-Paper-Scissor dynamics; (d) Annihilation of
adaptation: Clone 0 gets finally fixed after the successive invasions of clones 1 and 2. Parameters: K = 10000;
(a): βi = 2 and δi = 1 for all i, C00 = 1.8,C10 = C21 = 1, C11 = 2.3,C12 = 3, C20 = 1.5, C01 = 4, C02 = 3,
C22 = 2.1, α lnK = 5; (b): Cij = 1, α lnK = 1.1, β0 = 2, β1 = 2.1, β2 = 2.2 and δi = 1 for all i, α lnK = 10;
(c) βi = 2 and δi = 1 for all i, α lnK = 10.1, C00 = C11 = C22 = 2, C01 = 2.5, C02 = C10 = C21 = 1,
C12 = C20 = 3; (d) βi = 2 and δi = 0 for all i, α lnK = 13, C00 = 1.8, C01 = 2.5, C02 = 1.5, C10 = C21 = 1.0,
C11 = 2.3, C12 = 5, C20 = 3, C22 = 2.1.
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Figure 4: Ration of estimated vs. simulated invasion and fixation times with two or three competing clones.
Top and bottom figures: two and three clones, respectively. Left and right figures: invasion or fixation times,
respectively. The different symbols show different parameter sets (see legend). Estimated vs. simulated times
must be compared with 1: Above, the model’s predictions (see main text) overestimate invasion or fixation
times.
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Figure 5: Posterior probability when competition coefficient is drawn in a uniform distribution. Left and right
columns: clone 2 enters in the first or third phase of the dynamics (Fig. 2), respectively. (a)-(b) Final states;
(c)-(d) Clonal hindrance vs. clonal assistance. The growth rate of clone 0 ρ0 = 2 is supposed to be at 50%
from the optimum in a Fisher’s Geometric adaptive landscape (see text for details). The ratio of competitive
abilities C˜ij = Cij/Cjj between clones i and j are drawn in a uniform distribution with range [1− u, 1 + u].
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Figure 6: Polymorphism vs. fixation when (a) there are only two interacting clones (clones 0 and 1), or (b)-(c)
three interacting clones (clones 0, 1 and 2). The proportion of beneficial mutations among all randomly drawn
parameters sets is also shown; Clone 2 enters the population either during the first phase (b) or third phase (c)
of the dynamics.
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Appendix
Appendix A1. Invasion and fixation times with three clones
In this appendix, our goal is to give an approximation for the invasion and fixation times of clone 2 in cases
illustrated in Fig 3a-b. More precisely clone 2 enters the population during the first phase of the dynamics
(i.e. under the assumption that α lnK < TBP1, see Eq. (3)), clone 1 reaches first the threshold ε K (i.e. such
that TBP1 <
1
S20
(
ln
(
ε K S20β2
)
+ γ
)
+ α lnK), clone 2 invades the population after clone 1 and eventually
goes to fixation. The duration of the dynamics with three clones can be splitted into five phases denoted
TBP1, TLV 1, TBP2, TLV 2, TBP3. TBP1 and TLV 1 are the same than with only two clones. TLV 2 and TBP3 can be
calculated analogously: TLV 2 = 1/S21 ln((1−ε)/ε n¯2) and TBP3 = 1|S12| lnK. The duration TBP2 needs specific
computations since the population size of clone 2 at the beginning of this phase depends on the duration TBP1
and TLV 1: the larger the initial population size of clone 2, the shorter the time to reach the threshold size εK.
Let us denote x the population size of clone 2 at the beginning of phase BP2. Assuming that the resident
clone 0 is much more abundant than clones 1 and 2, competition on clones 2 is mostly due to clone 0, and we
have T (x) = ln(xKS20/β2) + γ/S20 from (Durrett, 2015, Eq. 21, p.12). Making this assumption neglects the
increasing competitive interaction of clone 1 on clone 2, as well as the decreasing competitive interaction of
clone 0 on clone 2 during phase LV 1. This approximation should be correct when competitive effects of clones
0 and 1 on clone 2 are not too different (i.e. C20 ' C21 and n¯0 ' n¯1). Since clone 2 enters the population at
time α lnK, x is calculated by solving T (x) = TBP1 + TLV 1 − α lnK, which gives
x =
1
S20
1
K1+αS20
β2 exp(γ(S20/S10 − 1))
(
1
β1
(1− ε)KS10n¯1
)S20/S21
. (A1)
TBP2 is finally given by the difference between the durations for a single clone 2 individual i) to reach
the threshold εK when clone 1 is resident (ln(εKS21/β2) + γ/S21) and ii) to reach a population size x K
(ln(xKS21/β2) + γ/S21). Replacing x by Eq. (A1) gives
TBP2 =
1
S21
(
2γ − ln
[
β2 exp(γ(
S20
S10
− 1))K−S20α−1
(
1
β1
Kn¯1S10(1− ε)
)S20/S10]
− ln (S20ε)
)
. (A2)
The estimation of the invasion and fixation times of clone 2, respectively given by TBP1 + TLV 1 + TBP2 and
TBP1 + TLV 1 + TBP2 + TLV 2 + TBP3 are compared with exact individual-based simulations in Fig. 4. (see
simulation algorithm in App. A2).
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Appendix A2. Simulation algorithm
At time T , the total rate of possible events is given by
ψ(T ) =
2∑
i=0
βi + δiNi(T ) +∑
j
CijNj(T )
Ni(T )
where Ni(T ) is the number of clone i individuals in the population at time T , bi is the individual reproduction
rate of clone i individuals, δi the individual death rate, and Cij is the effect of competition of a single clone
j individual on a clone i individual, affecting death. The probability that at time T + ∆T , the next event is
a birth (resp. a death) of a clone i individual is given by βiNi(T )/ψ(T ) (resp. di(N(T ))Ni(T )/ψ(T ) where
di(Ni) = δiNi+
∑
j CijNj(T )). The time ∆T is drawn in an exponential distribution with parameter ψ(T ). If an
individual i is born (resp. is dead) then the size of the population of mutants i becomes Ni(T+∆T ) = Ni(T )+1
(resp. Ni(T + ∆T ) = Ni(T ) − 1). The succession of events and the time taken for each event are randomly
drawn until the desired final state is reached. Simulations were run either for illustrative purpose and show
the different possible dynamics or to estimate invasion and fixation times. In the latter case, 200 independent
replicates were run and the mean time among the replicates were calculated as an estimate of times. Note
that we did not use this stochastic algorithm to explore the parametric space using prior distributions of the
parameters. We determined the different final states using Tab. 2 given the ecological parameters summarized
in Sij , and α the time of appearance of mutation 2.
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