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Abstract—For robust testing of new technologies used in
future, intelligent power and energy systems, realistic testing
environments are needed. Due to the dimensions of a real-world
environment a field-based installation is often not viable. More
efficient instead of a local installation is to connect existing and
highly sophisticated labs with different focus of specialization.
Today’s experimental setups for the Smart Grid domain are very
time-consuming solutions or specific implementations for a single
project. To overcome this challenge, an innovative concept for
a novel approach for large-scale co-simulation across locations
(different labs) is presented in this paper.
I. INTRODUCTION
Historically, the power grid has been built hierarchically
following a top-down architecture with generation mainly from
centralized fossil power plants. The power flow in this topology
is uni-directional from high to low voltage levels. Therefore,
the operation of the power grid was feasible with less technical
effort. Today’s power grid infrastructure is changing compared
to the top-down architecture. An important reason for this is
the integration of an increasing number of Distributed Energy
Resources (DER) like wind, Photovoltaic (PV), or Combined
Heat and Power (CHP) plants [1]. Unlike the fossil power
plants, most of the DER-based generators are not connected
to the high voltage levels but to lower voltage levels. Due to
this feed in phenomena like unstable frequencies, fluctuating
voltage, and reverse load flows can be observed [2]. Further-
more, not only the topological changes have to be considered
but also various uncertainties, e.g., caused by volatile DER
generation – that are not neglectable even with state-of-the-art
prediction approaches – have to be taken into account [3].
Additionally, due to changing framework conditions and
technology developments like the liberalization of the energy
markets, changing regulatory rules as well as the development
of new components, the design and operation of the future
electric energy system have to be restructured. Sophisticated
component design methods, intelligent information and com-
munication architectures, automation and control concepts as
well as proper standards are necessary in order to manage
the higher complexity of such intelligent power systems (i.e.,
Smart Grids) [1], [4]. Furthermore, besides the technical chal-
lenges economic, ecological but also social issues have to be
addressed in Smart Grid research and innovation.
Due to the increasing complexity of the overall energy sys-
tem, a higher demand of automatized operational optimization
becomes necessary [5]. Therefore, a comprehensive validation
of future Smart Grid components is mandatory in order to
guarantee a reliable electricity supply. The complexity is based
on a variety of non-linear interactions in future power and
energy systems, so that small effects can have relevant impact
[6]. Testing only single Smart Grid components and thus
ignoring their integration in the overall system is not sufficient
because the complex interactions between the components are
neglected. Hence, an integrated and holistic validation process
(Fig. 1) for Smart Grid system configurations and not only for
separated components is required.
Fig. 1. Overview of an integrated Smart Grid validation process.
This requires to find the suitable complexity of a validation
environment. Because of the dimensions and the expected
costs for a realistic testing environment, one single local
validation environment in only one laboratory is often not
feasible. However, it might be more efficient to connect already
existing and established laboratory environments with different
focus of specialization and facilities to build up large-scale co-
simulation-based environments. Such a setup would reflect the
large-scale real-world setting as close as possible [7]. State
of the art approaches are limited to very time-consuming
solutions or specific implementations for a single project.
Therefore, testing algorithms or systems in a large-scale co-
simulation platform with a realistic model of the real power
grid – with all its components and characteristics – is only
possible with great effort and expert knowledge.
The main goal of this paper therefore is to analyze the
needs for a proper Smart Grid validation and testing infras-
tructure as well as to introduce a methodology to model and
execute local but also coupled cross-location experiments of
distributed laboratory environments.
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The remainder of this paper is structured as follows:
In Section II the needs for a holistic, cyber-physical based
Smart Grid testing infrastructure are elaborated. The following
Section III discusses requirements for a validation/testing
system and in Section IV the composed system is presented.
A realized validation example is demonstrated in Section V.
Finally, Section VI summarizes the discussion in this paper
and provides an outlook of planned further work.
II. NEEDS FOR A SMART GRID VALIDATION AND
TESTING INFRASTRUCTURE
A. A Cyber-Physical Systems Approach
Due to the considerable higher complexity of Smart Grid
configurations – which can be considered as cyber-physical
systems – it is expected that their validation will play a
major role in future technology developments. Now, as the
first demonstration projects for Smart Grid technologies were
successfully finished, the probability that the key findings and
achieved results will be integrated in new and/or modified
products, solutions and services of manufacturers from the
power system domain is quite high.
Up to now no integrated approach for analyzing and
evaluating Smart Grid configurations addressing the physical
power system, as well as the information, communication
and automation/control architecture is available. In order to
guarantee a sustainable and secure supply of electricity in
a Smart Grid system with considerable higher complexity
as well as to support the expected forthcoming large-scale
roll out of new technologies, a proper validation and testing
infrastructure for Smart Grids is necessary as pointed out
in the introduction. Such an infrastructure has to support
system analysis, evaluation and testing issue. Furthermore, it
would foster future innovations and technical developments
in the field. In summary, the following open issues need to
be addressed for the validation of Smart Grid concepts and
approaches [8]–[10]:
• A cyber-physical (multi-domain) approach for analyz-
ing and validating Smart Grids on the system level is
missing today; existing methods are mainly focusing
on the component level. Today, system integration top-
ics including analysis and evaluation are not addressed
in a holistic manner so far.
• A holistic validation framework (incl. analysis and
evaluation criteria) and the corresponding research
infrastructure with proper methods and tools needs to
be developed.
• Harmonized and possibly standardized evaluation pro-
cedures need to be developed.
• Well-educated professionals, engineers and
researchers understanding Smart Grid configurations
in a cyber-physical manner need to be trained on a
broad scale.
An early testing of different setups and configurations (incl.
control and optimization algorithms) can already be achieved
using simulation approaches (multi-domain simulation, co-
simulation, software-in-the-loop simulation) [11]. However,
pure software simulation might be not enough anymore if
software and/or hardware prototypes have to be evaluated.
In such a case a proper laboratory infrastructure is necessary
representing a near real-world environment.
Since a real power system (e.g., transmission or distribution
grid and its components) cannot be represented in a laboratory
setup available power system/Smart Grid labs are always
covering a specific part of the real system (DER component
testing infrastructure, ICT/automation systems lab, etc.). Due
to the higher complexity of Smart Grid systems as pointed out
above, an online coupling of different, available laboratories
have to be considered in order to represent a more realistic
near real-world setup. In the following sections representative
examples of available Smart Grid-related labs are presented to
underpin the above statements.
B. Examples for Existing Laboratory Infrastructures
Examples for existing Smart Grid related laboratories in
Europe are provided by the DERlab1 association. The corre-
sponding database shows details about the features of each of
the different available laboratories and the available equipment
which are typically used in various research, development
and demonstration projects. Nonetheless, in the following two
representative examples of Smart Grid related laboratories are
provided; the AIT SmartEST lab representing a DER device
validation and system integration testing infrastructure and the
Smart Grid ICT/automation-related OFFIS SESA-Lab.
1) SmartEST Lab: The AIT Smart Electricity Systems and
Technologies (SmartEST) laboratory environment provides a
multi-functional research, validation and testing infrastructure
allowing to analyze the behavior but also the interactions
between power system components – especially inverter-based
DER components – and the power grid under realistic near
real-world situations [12]. In general, the lab includes 3
configurable Low Voltage (LV) grids (3-phase), programmable,
high-bandwidth power grid emulators as well as powerful
Photovoltaic (PV) array simulators. An environmental test
chamber for emulating different environmental conditions is
also available. This allows validating and testing of inverter-
based DERs at full power under extreme temperature and
humidity conditions but also their interaction under different
power grid configurations. Potential candidates for testing
range from inverters, storage units, grid controllers and CHP
units through to charging stations for electric vehicles in the
power range of few kVA up to 1 MVA.
Additionally, SmartEST allows the real-time simulation
(via OPAL-RT’s digital real-time simulator) of complex power
grids incl. their components as well as the coupling of this
virtual environment with the laboratory grids. Therefore, such
kind of Hardware-in-the-Loop (HIL) setup provides the possi-
bility to integrate real power system components into a virtual
grid environment and to be tested under realistic conditions in
interaction with the grid. Besides the HIL-based integration of
power system components also ICT approaches, concepts and
developments can be integrated into the whole setup allowing
a comprehensive analysis of Smart Grid related topics.
Furthermore, this laboratory provides also the possibility of
online-coupling via Internet with other Smart Grid laboratories
1http://der-lab.net/derlabsearch/
(e.g., ICT/automation) for more complex system studies and
validation tasks.
2) SESA-Lab: In order to integrate and functionally com-
bine software models of various quality, precision and model
representation as well as integrating hardware components the
University of Oldenburg and the OFFIS – Institute for Infor-
mation Technology have set up the Smart Energy Simulation
and Automation Laboratory (SESA-Lab). The lab provides
a platform for testing Smart Grid components in a realistic
environment with the focus on the communication between
the components. For this purpose the SESA-Lab is located in
a closed local network which is reachable by a Virtual Private
Network (VPN) for authorized users over a VPN Gateway.
Furthermore, it is possible to divide the network into virtual
sub-networks via VLAN to allow multiple experiments with a
separated communication at the same time. To enable real-
time communication between the components an Industrial
Ethernet network (i.e., EtherCAT-based) is also available. To
fulfill future requirements on communication the SESA-Lab is
build highly flexible. All communication based on the Ethernet
Standard IEEE 802.3 can be deployed easily.
For testing huge scenarios in the SESA-Lab different
hardware components are available. For components with
smaller tasks there are Programmable Logical Controllers
(PLC) available, more demanding tasks can use industry
PCs. Also available is an OPAL-RT eMEGAsim digital real-
time simulator providing digital and analogue I/O interface
capabilities. Therefore, physical systems can be simulated with
high resolution in HIL experiments. A realistic validation of
Smart Grids configurations is only possible if there are a large
number of real components in the lab. Although the SESA-Lab
provides some components, their number will be too small for
huge realistic simulations. Therefore, a simulation server with
the simulation framework mosaik (see Section IV-C) is avail-
able to simulate all components which can’t be represented in
hardware. Even if the SESA-Lab is a suitable validation infras-
tructure for many scenarios using real hardware components
like transformers, converter, photovoltaic systems, and other
systems from the field of the power electronics is not in its
scope. A cooperation with other labs – which are specialized
on this area – is necessary for such kind of studies.
C. Coupling Lab Infrastructures
The above examples of state of the art laboratories
(SmartEST Lab and SESA-Lab) clearly show the different
specialization in the field of Smart Grid validation. As a
result, it is clear that large-scale validation scenarios with many
various technologies cannot be done in one local lab. One
solution to this might be a lab with all necessary components
and technologies inside. In principle, building such a lab is
technically possible but operation and costs will be compelling
reasons against this solution. This is due to the fact that all
existing labs have own specifications and components and
therefore experts for these components to guarantee a smooth
operation as wall as the technical and theoretical competence
in this field. Furthermore, today several labs with different
components and features are already available. Therefore, to
build up a single lab is financially and organizationally not
feasible.
Fig. 2. Coupling Lab infrastructures.
To overcome this gap coupling existing lab infrastructures
is an appropriate solution. In Fig. 2 an example for the
coupling of two labs is conceptionally shown. Depending on
the validation scenario two ore more labs have to be coupled
to provide all necessary components. The coupling as well as
the communication between the components in the different
labs is not a trivial matter – in the following, concepts for this
will be presented and discussed.
III. SETTING UP A COUPLED INFRASTRUCTURE
The previous section has exposed the need for a Smart Grid
testing infrastructure and exemplary showed two existing labo-
ratory infrastructures with different equipment and possibilities
for Smart Grid validation. Now an example for setting up a
coupled infrastructure for cross-laboratory experiments will be
depicted. Today’s labs contain components for simulations,
which can be initially used only in local experiments. The
main reason for this is the missing communication beyond
lab boundaries. Furthermore, concepts for modeling large-scale
cross-location experiments are needed to facilitate planning the
scenario and to conduct analysis in case of a fault. To overcome
this gap the following points are of specific interest:
• modeling of the experiments,
• local orchestration,
• cross-location orchestration, and
• coordinated execution.
These points will be depicted in the following sections.
A. Modelling of Experiments
Before running and building up a Smart Grid validation
scenario modeling — especially for complex setups -– is an
essential part of the preparation. Modeling the experiment
has to be conducted on different layers, e.g., architecture,
communication flow, component properties to describe the
whole scenario. Although the different kinds of modeling
tools allow a manual implementation and configuration of
the systems, for large-scale scenarios this is not sufficient.
Only with machine readable models an efficient automatic
configuration is possible.
B. Local Orchestration
The first step on the path to an automatic configuration
across different locations is the local orchestration. Local
orchestration means to use a machine readable model of the
deliverable scenario, in order to configure all components in
a local lab automatically. In Fig. 3 the local orchestration is
depicted in a schematic illustration. The components in the pre-
sented lab can have different kinds of network interfaces and/or
communication protocols. The challenge is to consolidate all
of the components to enable a transparent communication, e.g.,
with network and/or protocol adapters.
Fig. 3. Local orchestration of lab components.
C. Cross-Location Orchestration
On the basis of the local orchestration the proposed con-
cept has to be expanded to enable the orchestration across
locations (involvement of different, specific laboratories). This
is depicted in Fig. 4.
Fig. 4. Orchestration of lab components across locations.
The first step, to build a machine readable model of the
system, is the same as described in Section IV-B. Thus, for
the system user (who specifies the model) it is no difference
to run the scenario in a local lab or in a configuration setup
with two or more labs.
For getting logical connections (for example over the Inter-
net) between the components in different labs, the orchestration
process has to be adapted.
D. Coordinated Execution
After modeling and orchestration of the Smart Grid valida-
tion scenario as a local lab or a across-location lab experiment,
the validation has to be started. For this purpose a component –
as shown in Fig. 5 – is necessary to coordinate the execution.
One task of this component to start all components in the
validation scenario at the same time as well as to inform all
components to stop after the validation is finished or should
be canceled. Furthermore the synchronization of all involved
components – in case of different temporal resolutions – during
the validation is the main part of the coordination component.
Fig. 5. Coordinated execution of lab components.
IV. PROPOSED BASIC CONCEPT
In the previous section the objectives for the concept were
discussed. Now, the requirements to build up such a system
will be identified and compared with the state of the art. Also
a first potential concept is presented and discussed.
A. Communication
For realistic simulations in the power and energy domain
(especially for Smart Grid related applications with remote
control/monitoring, etc.) it is necessary to simulate the systems
and algorithms in an experiment, but also considering the real-
istic communication between the components is an important
factor. This is justified by the fact that communications in the
real world are not without errors and also have bandwidth
limitations. Therefore, the communication between lab compo-
nents has to exhibit the same behaviors as the communication
in the real world. To achieve such communication simulations,
real-time emulation of communication networks and systems
[13]–[15] as shown in Fig. 6 have to be deployed. With a
real-time emulation of such networks it is than possible to
establish a realistic communication (e.g., mobile networks)
between two real (hardware) components [11], [16]. This
measure contributes testing the system behavior with defective
communication and not only with a idealistic communication
that usually is available in lab environments. This is important
for the validation of Smart Grids because system stability
and robustness in case of expected communication errors or
bandwidth limitations is crucial for a high threat infrastructure
such as the energy system.
Fig. 6. Communication simulation.
Furthermore, not only the local communication is relevant
for Smart Grid validation – the behavior of cross-location
communication between labs in huge validation scenarios as
well as the mutual interference of parallel experiments has
to be considered. Cross-location communications represent a
particular challenge for the validation because of the interfer-
ences and bandwidth limitations itself. With suitable concepts
it has to be guaranteed that the cross-location communication
does not have any influence on the communication of the
validated components. It must furthermore be assumed that lab
environments have a large number of components for different
applications. Therefore, it should be considered that only a
part of the available components will be used in a particular
scenario. For this reason concepts for running different valida-
tions in parallel to achieve the best possible utilization of the
expensive lab components have to be developed.
B. Modelling of Experiments
A proper Smart Grid scenario description method is nec-
essary in order to model an experiment. Such a description
has to cover the test/validation case (i.e., “What needs to be
evaluated?”) but also what is available from the laboratory side
(i.e., “What can be provided/tested?”). Furthermore, it should
also provide the possibility to (semi-)automatically derive lab
configurations out of it. Up to now no suitable test description
language exists for the power and the energy domain. It is
subject for further research. In the following some ideas and
available approaches from other domains are presented which
provide the basis for such a required Smart Grid validation
description method and corresponding language.
As a foundation, the Smart Grid Architecture Model
(SGAM) developed under EU Mandate M/490 will be taken
into consideration. The SGAM defines a structured approach
for Smart Grid architecture development. Furthermore, the
IEC Publicly Available Specification (PAS) 62559 template
(adopted by IEC TC8/WG5) and method for use case de-
velopment will be employed to gather relevant information.
A key focus of this task will be on extending this use
case description, based on the efforts in IEC TC8/WG5,
with coherently structured quantitative quality and test criteria
for the proper valuation of uncertainty and significance of
experimental setups.
As already illustrated in Section III-A a machine read-
able model of all relevant layers is important to allow
for an automated orchestration. Common standards for de-
scribing components -– respectively their interfaces — like
IEC 61850, IEC 61499, UML, Common Information Model
(IEC 61970/61968; CIM [17]), OPC UA etc. are partially ma-
chine readable. The same applies for the architecture and data
flow models like UML or the SGAM [18], [19]. Furthermore,
there is no general model for all layers to be considered. For
this, today’s modeling tools are not sufficient. Hence, suitable
adaptions are necessary.
Furthermore, an automatic transformation of information
and data of testing scenarios/validation cases represented in
the different SGAM layers into machine readable models as
pointed out above, is necessary. Model-Driven Design (MDD)
and the corresponding Model-Driven Architecture (MDA)
concept [20], [21], well known form the computer science
domain, are potential candidates for this issue. They mainly
focus on the development of domain specific software models
using a Platform Independent Model (PIM) for representing
application software, the description of the corresponding
execution platform using a Platform Specific Model (PSM)
as well as the mapping of both models. This approach also
allows platform specific code generation introducing the so-
called Implementation Specific Model (ISM). The ideas and
concepts behind can be used to develop a modeling framework
describing validation scenarios for the Smart Grid domain.
Summarizing, for the modeling of experiments a proper
description method and a corresponding domain-specific lan-
guage have to be developed. Together with a correspond-
ing tool framework (potential candidates have been briefly
sketched above) a powerful environment for the modeling and
configuration of cross-location experiments can be setup.
C. Orchestration and Execution
The final step after the modeling phase is the automated
orchestration of the scenario (see Sections III-B and III-C).
Mosaik [22] for time discrete simulations and the Simulation
Message Bus (SMB) concept [23], [24] for time continuous
simulations, are promising approaches for orchestrating com-
ponents or software tools:
• Mosaik: Mosaik2 is a flexible open source Smart Grid
co-simulation framework written in Python. It enables
to combine easily existing simulation models for cre-
ating large-scale scenarios. The scenarios in mosaik
can have thousands of simulated entities to accomplish
a high level of detail. All simulators that should be
used in a mosaik simulation have to use the mosaik
Application Programming Interface (API) which is
available for different programming languages (e.g.,
Python, Java, C#). After integrating the mosaik API
in the used simulators, the scenario description has
to be made with mosaik. The event-based execution
coordination of the connected models is afterwards
done by mosaik.
• Simulation Message Bus: For coupling components in
the prototyping or validation process the SMB pro-
vides a suitable platform. With the SMB all connected
components can communicate over a stand-alone
server component that routes messages like a network
switch. Every component has to implement a con-
nector, which translates the used protocol (OPC UA,
IEC 61850, etc.) to the SMB protocol. Therefore,
real hardware components can be integrated easily
with an appropriate connector. The advantage of the
SMB is the continuous communication for the whole
development process. For the purpose of building up
a Smart Grid validation of continuous models or real
hardware components the SMB is well suited.
The problem of the presented approaches is that they
are suitable either for discrete simulations or for continuous
simulations. To allow realistic simulations the full bandwidth
of models (from time discrete models to continuous real-
time models) has to be combined in one approach. Moreover,
current approaches are not able to manage components in
different labs as well as allowing fully automated orchestration
of scenarios with different component protocols and interfaces.
Therefore, a novel concept has to be found to combine the ben-
efits of both (mosaik and SMB) systems and give furthermore
the possibility for cross-location orchestrations. This issue is
subject for further research.
V. VALIDATION EXAMPLE
After presenting the concept for a large-scale local and
cross-location Smart Grid validation, a representative example
2http://mosaik.offis.de
[6] has been chosen to demonstrate that coupling labs over
huge distances is possible and useful. In this example of a
Smart Grid system’s validation the co-simulation framework
mosaik, a real-time simulator (OPAL-RT) and an real PV
inverter is used (see Fig. 7). In this co-simulation study the
behavior of various PV systems connected in a low-voltage
power distribution grid was analyzed.
Fig. 7. Linkage between SmartEST Lab and SESA-Lab.
The coordination of the simulation is managed by mosaik
in the SESA-Lab. Mosaik starts a network calculation and
annotates simulated consumers and prosumers to the notes
of the simulated network. Furthermore, the simulated network
is extended by another network calculated in the OPAL-RT
real-time simulator. Hereby it is possible to analyze a small
part of the real-time calculated network with high accuracy.
As already noted in Section II it is not feasible to use real
power electronic components from the field in the SESA-Lab.
Therefore, the SESA-Lab was coupled with a real PV inverter
which is available in the SmartEST Lab. By linking the two
labs together the simulation could be done better and more
accurate than using only a simulation model for the PV system.
This small example shows how useful cross-location exper-
iments between labs – with its various application potentials
– for huge Smart Grid simulations can be. Furthermore, it be-
came clearly evident that coupling components from different
labs is a complex process because of the different technologies,
communication protocols, network infrastructures, and neces-
sary domain expertise. Only by simplifying this process in the
presented manner cross-location experiments for Smart Grid
system validation is practicable.
VI. SUMMARY AND CONCLUSIONS
In this contribution a basic concept for large-scale co-
simulation across multiple labs was motivated. The objectives
for such a system were identified and the requirements to
achieve the objectives were described. Furthermore, it was
shown, that different approaches and modeling tools exist that
meet the objectives partly. However, a solution fulfilling all
objectives is not available. Future work will mainly focus on
the machine readable experiment modeling based on common
models and standards. Furthermore, detailed concepts for local
and communication between labs will be developed.
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