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2ABSTRACT
In finite systems, such as nanoparticles and gas-phase molecules, calculations of minimum energy
paths (MEP) connecting initial and final states of transitions as well as searches for saddle points
are complicated by the presence of external degrees of freedom, such as overall translation and
rotation. A method based on quaternion algebra for removing the external degrees of freedom is
described here and applied in calculations using two commonly used methods: the nudged elastic
band (NEB) method for finding minimum energy paths and DIMER method for finding the
minimum mode in minimum mode following searches of first order saddle points. With the
quaternion approach, fewer images in the NEB are needed to represent MEPs accurately. In both
NEB and DIMER calculations of finite systems, the number of iterations required to reach
convergence is significantly reduced. The algorithms have been implemented in the Atomic
Simulation Environment (ASE) open source software.
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31. INTRODUCTION
Chemical reactions, diffusion events and configurational changes of molecules are transitions
from some initial arrangement of the atoms to another, from an initial state minimum on the energy
surface to a final state minimum. The path of highest statistical weight between the initial and final
states, the minimum energy path (MEP), identifies the mechanism while the maximum energy
along the MEP, a first order saddle point on the energy surface, gives the activation energy of a
thermally induced transition within the harmonic approximation to transition state theory (HTST),
where the rate constant is estimated to be
݇ு்ௌ் = ݇଴exp ቈെ൫ܧ‡ െ ܧ௜௡௜௧൯݇஻ܶ ቉ (1)
Here, ܧ‡ is the energy of the saddle point and ܧ௜௡௜௧  is the energy of the initial state. The pre-
exponential factor,݇଴, accounts for entropic effects and is computed from normal mode
frequencies at the initial state minimum and at the saddle point, ݇஻ is the Boltzmann factor and ܶ
the temperature of the heat bath. An MEP is defined as a path where the energy is at a minimum
with respect to all degrees of freedom orthogonal to the path tangent. It is possible to find a saddle
point without finding the whole MEP. Once a saddle point has been found, it is important, however,
to verify that it represents the highest energy along the minimum energy path connecting the initial
and final state minima. When the MEP and highest saddle point on the MEP have been found, both
the mechanism and the HTST estimate of the rate of the transition can be determined.
The MEP is a special path on the 3ܰ െ 6 dimensional potential energy surface (PES), ܰ being
the number of atoms in a 3-dimensional system. At any point on the MEP, force acts only along
the path while the energy is at a minimum in all other directions1. The distance traveled along the
MEP is the logical choice of a reaction coordinate. The six degrees of freedom for translation and
4rotation  do  not  affect  the  energy.  Thus,  the  MEP  should  not  include  these  external  degrees  of
freedom.
NEB1,2 and  DIMER3-6 methods are commonly used tools for finding saddle points.  In most
cases rotation and translation do not pose a problem for these methods since they are often applied
to systems subject to periodic boundary conditions and/or some atoms are held at fixed positions
to mimic semi-infinite crystal. These constraints effectively remove translation and rotation from
the periodic system during saddle point searches. However, in molecular systems or nanoparticles,
the external degrees of freedom can lead to problems. In both NEB and DIMER methods, force
projections and energy minimizations are used to find the MEP and/or the saddle points. Finite
systems without constraints can rotate and/or translate to avoid high energy regions, such as saddle
point regions, and thereby slow down or even prevent convergence. In NEB calculations, the path
can  be  lengthened  arbitrarily  this  way,  allowing  the  system  to  avoid  regions  where  the  energy
increases. This can lead to convergence problems and eventually a poor description of the MEP.
Translation can be removed easily by fixing the center of mass for each configuration, see below.
Rotation is more difficult as it cannot be removed using rigid body dynamics since the structure
of  the  system  changes  during  the  calculation  and  the  principal  axes  of  rotation  vary  from  one
configuration to another. A simple approach7 is to remove six degrees of freedom by freezing one
atom, constraining the movement of a second atom to a plane and restricting the motion of a third
atom to a line. However, this approach may lead to incorrect, or even unphysical MEPs if the
interaction between the constrained atoms and the rest of the atoms is not strong enough. An
approach by Bohner et.al.8 for removing rotation and translation from an NEB calculation relies
on modifying the energy minimization algorithm by eliminating the six smallest eigenvalues of
the Jacobian matrix of NEB forces. This approach has good convergence properties but is
5computationally quite demanding since it requies finding the eigenvalues at each iteration. Rühle
et.al.9 have used an axis-angle presentation to carry out rigid-body rotations for removing the
external degrees of freedom in NEB calculations. The method has mainly been applied in
calculations of rigid molecules.
In the present article, we describe a simple method based on quaternion algebra for minimizing
rotation of the system in each iteration of the NEB and DIMER methods. This removes the
rotational freedom and leads to faster convergence to the MEP in the NEB method and to first
order saddle points in the minimum mode following method (MMF) where the minimum mode is
obtained by the Dimer method.
2. METHODS
2.1 The NEB method
The NEB method is commonly used in calculations of MEPs for reactions and diffusion events
in or at the surfaces of solids. The goal is to identify the transition mechanism and to find a saddle
point separating the known, fixed initial (ࡾ଴) and final (ࡾே) states. The path between the initial
to final states is represented with a set of ܰ + 1 replicas of the system, referred to as
‘images’,[ࡾ଴,ࡾଵ,ࡾଶ, …ࡾே]. The coordinates of the atoms in the ܰ െ 1 intermediate images are
modified with an optimization algorithm until the force perpendicular to the path has been zeroed.
The NEB force, ࡲ௜,  on  an  image  is  the  sum  of  the  perpendicular  component  of  the  real  force
obtained from some description of the atomic interactions,ࡲ௜ୄ, and a spring force which lies along
the local tangent,ࡲ௜
צ and holds the system images properly spaced along the MEP, preventing them
6from sliding down to the minima. By displacing the images in the direction of ࡲ௜ୄ the perpendicular
force on the path is zeroed
ࡲ௜ = ࡲ௜צ െ ࡲ࢏ୄ
ࡲ௜
ୄ = ߘܧ(ࡾ௜)െ ߘܧ(ࡾ௜) ή ࣎ො ௜࣎ො௜
ࡲ௜
צ = ݇(|ࡾ௜ାଵ െ ࡾ௜|െ |ࡾ௜ െࡾ௜ିଵ|)࣎ො௜ (2)
where a simple estimate of the local unit tangent is
࣎ො ௜ = ࡾ௜ାଵ െ ࡾ௜ିଵ|ࡾ௜ାଵ െ ࡾ௜ିଵ| (3)
A better estimate of the tangent can be obtained from the line segment connecting to the
neighboring image with higher energy and taking a weighted average for images that are locally
of either maximum or minimum energy2.
If translation and/or rotation occurs during an NEB calculation, the force acting on the images
does not represent only changes in the path that are needed to zero the perpendicular component,
but also allow the image to move along the path towards lower energy. In practice, this can lead
to slow convergence since the minimization of the energy will make images avoid high-energy
regions, such as the region around the saddle point. Convergence may not be reached at all as the
path can become arbitrarily long, making the spacing between images arbitrarily wide, and thereby
leaving no images in the region near the saddle point. All images in the end would slide down to
the local minima.  While convergence of the NEB to some given tolerance may be reached before
this complete sliding down of the images has occurred, resolution of the path will be reduced and
extra iterations performed. Proper convergence, therefore, requires a scheme for removing both
translation and rotation.
2.2.The DIMER method
7The DIMER method is used to find the normal mode corresponding to a minimum eigenvalue
of the Hessian locally without the evaluation of second derivatives of the energy. This minimum
mode estimate can be used in the MMF algorithm for finding saddle points on the energy rim
surrounding a given initial state minimum at ࡾ଴.  No information  about  a  possible  final  state  is
assumed. The DIMER uses only first derivatives of the potential energy for computing the
minimum mode making it computationally efficient even for large systems and systems where
analytical second derivatives are not available. The DIMER method for finding the minimum
mode uses two replicas of the system, ࡾଵ and ࡾଶ, separated by a small, fixed distance, ʹȟܴ. ࡾଵ
and ࡾଶ are points in 3ܰ-dimensional space, where ܰ is the number of atoms in a 3-dimensional
system, and are defined as
ࡾଵ = ࡾ଴ + ߂ܴࡺ෡  and ࡾଶ = ࡾ଴ െ ߂ܴࡺ෡ (4)
ࡺ෡  is a unit vector defining the orientation of the dimer. A search for a saddle point consists of
two steps, rotation of the dimer and then translation (not to be confused with overall translation
and rotation of the system which are external degrees of freedom). First, a rotational force, ࡲோ ,is
used for rotating the dimer to find the direction of the normal mode corresponding to the lowest
eigenvalue. Once this direction has been found, a translational force, ࡲ், is applied to move the
dimer along this mode, increasing the dimer energy in this direction while reducing the energy
along all perpendicular directions. Repeated iterations of this algorithm lead to convergence onto
a first order saddle point. The forces used are
ࡲோ = (ߘܧଵ െ ߘܧଶ) + ൣ(െߘܧଵ + ߘܧଶ) ή ࡺ෡൧ࡺ෡
ࡲ் = ߘܧ଴ െ 2൫ߘܧ଴ ή ࡺ෡൯ࡺ෡ (5)
8withࡺ෡ = (ࡾଵ െࡾଶ)/2. Details of the algorithms for performing the dimer rotation and translation
can be found in references 3,5,6.
As defined above, ࡾଵ and ࡾଶ are points in 3ܰ-dimensional configuration space. They define the
dimer orientation, the direction ࡺ෡  and search direction for the dimer translation. However, only3ܰ െ 6 degrees of freedom are needed for defining the PES, which means that six redundant
external degrees of freedom, namely overall translation and rotation, are included inࡺ෡ . Both dimer
rotation and translation forces, thus, have components of the external degrees of freedom during
saddle point searches leading to incorrect description of the minimum normal mode vector and
less than optimal approach to the saddle point. Below, a general scheme and detailed algorithm for
removing these external degrees of freedom is described.
2.3. General scheme for removing translational and rotational degrees of freedom
The method for removing the overall translation and rotation closely follows that of Coutsias
et.al.10.  The goal is to find a rotation matrix࣬ and a translation vector फ, to minimize the distance
between a set of target coordinates ࢟Ԣ௞ and model coordinates ࢞Ԣ௞. This means that the task can be
cast as a minimization problem with an objective function given by a residual, Ԫ, defined as
Ԫ =  1ܰ ෍|࣬࢞Ԣ௞ + फ െ ࢟Ԣ௞|ଶே
௞ୀଵ
(6)
For an NEB calculation, ࢟Ԣ௞ gives the coordinates of atom ݇ of an image and ࢞Ԣ௞ the coordinates
of the atom in a neighboring image in the NEB path. The vector फ is used to make the center of
mass of ࢞Ԣ௞ and ࢟Ԣ௞coincide while the matrix ࣬ is used to rotate ࢞Ԣ௞ so as to minimize rotational
motion in going from ࢞Ԣ௞ to ࢟Ԣ௞.
9First, the centers of mass, ࢞ഥ and ࢟ഥ, of the two vector sets {࢞Ԣ௞} and {࢟Ԣ௞} are moved to the origin.
The translation vector फ is simply the difference
फ = ࢟ഥ െ ࢞ഥ (7)
The center of mass is placed at the origin by defining the relative vectors {࢞௞} and {࢟௞} as
࢞௞ = ࢞Ԣ௞ െ ࢞ഥ; ࢟௞ = ࢟Ԣ௞ െ ࢟ഥ (8)
The residual then becomes
Ԫ =  1ܰ෍|࣬࢞௞ െ ࢟௞|૛ே
௞ୀଵ
(9)
At this point, quaternion algebra is introduced and a quaternion ݍ is defined as a 4-vector: ݍ =
[ݍ଴, ݍଵ, ݍଶ, ݍଷ] = [ݍ଴,ࢗ]. Ordinary Cartesian vectors, such as ࢞௞ and ࢟௞, can be written as pure
quaternions with ݍ଴ = 0:
ݔ௞ = [0,࢞௞] (10)
and similarly for ݕ௞ . An important application of quaternions is their use as rotation operators. The
rotation ࣬࢞௞  is then written as
࢞௞
ோ = ࣬࢞௞
ݔ௞
ோ = [0,࢞௞ோ]
ݔ௞
ோ = ෠ܳݔ௞ ෠ܳିଵ = [ݍ଴,ࢗ][0,࢞௞][ݍ଴ǡ െࢗ] (11)
where ෠ܳ is a unit quaternion. From the above, we see that either ࣬ or ෠ܳ can be used to describe
rotation. The rotation matrix ࣬ can be written in terms of components of ෠ܳ as
10
࣬ = ቌ(ݍ଴ଶ + ݍଵଶ െ ݍଶଶ െ ݍଷଶ)/2 ݍଵݍଶ െ ݍ଴ݍଷ ݍଵݍଷ + ݍ଴ݍଶݍଵݍଶ െ ݍ଴ݍଷ (ݍ଴ଶ െ ݍଵଶ + ݍଶଶ െ ݍଷଶ)/2 ݍଶݍଷ െ ݍ଴ݍଵ
ݍଵݍଷ + ݍ଴ݍଶ ݍଶݍଷ െ ݍ଴ݍଵ (ݍ଴ଶ െ ݍଵଶ െ ݍଶଶ + ݍଷଶ)/2ቍ (12)
Now, the task is to find the ෠ܳ that minimizes the residual written in terms of quaternions, Ԫݍ,
derived from Eq. (9)
ܰԪݍ = ෍൫ ෠ܳିଵ[0,࢞௞] ෠ܳ െ ࢟௞൯൫ ෠ܳିଵ[0,࢞௞] ෠ܳ െ ࢟௞൯ିଵே
࢑ୀଵ
=෍(|࢞௞|ଶ െ |࢟௞|ଶ) െ 2ܮ்࣠ܮே
௞ୀଵ
   (13)
where ܮ = (݈଴, ݈ଵ, ݈ଶ, ݈ଷ) is a 4-vector presentation of a quaternion while࣠ is a matrix with elements
of a correlation matrix ࣝ:
ࣝ =෍࢞௞࢟௞்ே
௞ୀଵ
՜ ࣝ௜௝ = ෍࢞௜௞࢟௝௞ ; ݅, ݆ = 1,2,3ே
௞ୀଵ
(14)
࣠ = ൮ࣝଵଵ + ࣝଶଶ + ࣝଷଷ ࣝଶଷെ ࣝଷଶ ࣝଷଵെ ࣝଵଷ ࣝଵଶ െ ࣝଶଵࣝଶଷ െࣝଷଶ ࣝଵଵ െ ࣝଶଶ െࣝଷଷ ࣝଵଶ + ࣝଶଵ ࣝଷଵ + ࣝଵଷࣝଷଵ െ ࣝଵଷ ࣝଵଶ + ࣝଶଵ െࣝଵଵ + ࣝଶଶ െ ࣝଷଷ ࣝଶଷ + ࣝଷଶ
ࣝଵଶ െ ࣝଶଵ ࣝଷଵ + ࣝଵଷ ࣝଶଷ + ࣝଷଶ െࣝଵଵ െࣝଶଶ + ࣝଷଷ൲ (15)
From  Eq.13  it  can  be  seen  that  the  residual, Ԫݍ, is minimized when ܮ்࣠ܮ is at an
extremum.ܮ்࣠ܮ has the form of a Rayleigh quotient when ܮ்ܮ = 1 which is the condition for a
unit quaternion. The extremum of the Rayleigh quotient equals its largest eigenvalue. Thus, the
minimum of Eq. 13 is found by solving the eigenvalue problem
࣠ܮ = ߣܮ (16)
The eigenvector corresponding to the largest eigenvalue is the unit quaternion, ෠ܳ, of Eq. 13. The
corresponding rotation matrix can be formed from the component of ෠ܳ as in Eq. 12.
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2.4. Flow charts of the algorithms of NEB-TR and DIMER-TR
Below, we provide flow charts of the algorithm described above for removing translational and
rotational degrees in NEB and DIMER calculations. The “TR” suffix is added to designate the
modified methods so as to differentiate them from the original methods. Both the NEB-TR and the
DIMER-TR methods have been implemented in the NEB and DIMER modules of the Atomic
Simulation Environment (ASE)11, which is a Python based interface to several quantum chemistry,
density functional theory and empirical potential descriptions of atomic interactions.
2.4.1. NEB-TR
The goal is to minimize rotation between adjacent points along an NEB path between the fixed
initial (ࡾ଴) and final (ࡾே.) states. The path is represented by a discrete set of images of the system,[ࡾ଴,ࡾଵ,ࡾଶ, …ࡾே].
   1. Shift the center of mass of ࡾ଴to the origin of the coordinate system. The shifted coordinates
are given by {࢟௞}.
2. Shift the center of mass of ࡾଵto the origin. The shifted coordinates are given by {࢞௞}.
3. Compute matrices ࣝ and ࣠ from equations 14 and 15.
4. Solve the eigenvalue problem given by equation 16. The eigenvector corresponding to the
largest eigenvalue defines ෠ܳ in equation 13.
5. Using the elements of ෠ܳ, form the rotation matrix ࣬ in equation 12.
6. Rotate ࢞௞ using ࣬ to obtain {࢞௞ோ} and ࡾଵோ.
7. Move the center of mass of ࡾ଴ back to its original position (࢟ഥ).
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8. Replace ࡾ଴ with ࡾଵோ and repeat steps 2-7 for the remainingܯ െ 1 movable images along the
path.
9. Compute the NEB forces using the rotated coordinates.
This scheme is applied to the initial path and to each intermediate path generated in the iterative
NEB calculation.
2.4.2. DIMER-TR
In DIMER-TR, external translational and rotational degrees of freedom are removed from dimer
translation and rotation steps by modifying the coordinates and the normal mode of equation 5.
1. Read the starting geometryࡾ଴ and choose an initial (random) orientation ࡺ෡ . Compute ࡾଵ and
ࡾଶ in equation 4.
2. Shift the center of mass of ࡾ଴to the origin of the coordinate system. The atomic coordinates
with respect to this origin are {࢟௞}.
3. Shift the center of mass of ࡾଵ to the origin. The atomic coordinates of ࡾଵ then become {࢞௞}.
4. Compute matrices ࣝ and ࣠ from equations 14 and 15.
5. Solve the eigenvalue problem of equations 16.  The eigenvector corresponding to the largest
eigenvalue defines ෠ܳ in equation 13.
6. Using the elements of ෠ܳ, form the rotation matrix ࣬ in equation 12.
7. Rotate ࢞௞ using ࣬ to obtain {࢞௞ோ} and ࡾଵோ.
8. Compute a new normal mode direction ࡺ෡ோ = (ࡾଵோ െࡾ଴)/οܴ.
9. Move the center of mass of ࡾ଴ back to its original position (࢟ഥ). Compute new values of ࡾଵ
and ࡾଶ using ࡺ෡ோ in equation 4.
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10. Search for the optimal dimer orientation as detailed in references 3, 5, and 6. Carry out steps
1-9 for each new orientation.
11. After convergence to the minimum mode has been reached, translate the dimer according to
algorithms detailed in references 3, 5, and 6 to obtain a new value of ࡾ଴. Remove translations and
rotations each time the dimer is displaced. Go to step 1.
3. RESULTS
Below, the NEB-TR is applied to a simple test problem, the reorganization of a Lennard-Jones
tetramer (LJ4), as well as the dissociation of a CO molecule on a Fe13 nanoparticle. The DIMER-
TR is applied to a gold island on a Pt nanoparticle. The performance is in both cases compared
with calculations including external translation and rotation.
3.1. NEB-TR for Reorganization of LJ4
To test the NEB-TR method, we first consider the reorganization of a tetramer cluster where the
interaction between atoms is described by the Lennard-Jones potential
௅ܸ௃ = 4߳෍൥ቆ ߪ࢘௜௝ቇଵଶ െ ቆ ߪ࢘௜௝ቇ଺൩
௜ழ௝
(17)
Here, ݎ௜௝ is the distance between two particles and ߳ = ߪ = 1, in the present case. Owing to the
simplicity of the potential and small system size, both energy and forces can be computed quickly
and accurately making the LJ4 reorganization a convenient test case. The MEPs were calculated
using 22 images and optimized using the FIRE algorithm12. Several computations using both
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regular NEB and NEB-TR with different force tolerance for defining convergence were performed.
The results are summarized in Table 1.
Table 1. Results  of  calculations  of  minimum energy  paths  for  rearrangements  of  a  tetramer  of
atoms interacting with Lennard-Jones potential using both the NEB and NEB-TR methods with
various convergence criteria for the atomic force, ௠݂௔௫  (in units of ߳/ߪ) and using up to 10 000
iterations.  The  number  of  iterations  needed  to  reach  convergence,  the  estimate  obtained  of  the
saddle point energy, ܧ‡ (in units of ) , and the path length (in units of ߪ)as defined in Eq. 18 are
listed.
NEB-TR NEB
௠݂௔௫[߳/ߪ] ܧ‡ [߳] Iterations Path length [ߪ] ܧ‡[߳] Iterations Path length[ߪ]
1.0 1.516 52 5.633 2.766 79 7.55
0.1 0.931 68 5.628 0.935 321 20.984
0.01 0.926 88 5.622 0.926 895 10.719
0.001 0.926 421 5.622 0.926 2397 10.034
0.0001 0.926 773 5.622 --- --- ---
The initial and final states as well as the saddle points found for two different mechanisms of
the configurational change of the LJ4 cluster are shown in Figure 1. At the lower energy saddle
point  (ܧ‡ = 0.926Ԗ),  an  atom  passes  over  a  bridge  site  and  the  cluster  takes  the  shape  of  a
rhombus. The higher energy saddle point (ܧ‡ = 2.77߳) is a triangle with one atom passing through
the center of the triangle.
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Figure 1. The initial (top) and final (bottom) arrangements of atoms in a tetramer cluster where
the atoms interact according to the Lennard-Jones potential. The images in the middle show saddle
point configurations:  a triangular one with energy ܧ‡ = 2.77߳ (left)  and  a  rhombuswithenergyܧ‡ = 0.926Ԗ (right). The blue sphere indicates the atom that moves most. The
numbers give bond lengths in units of ߪ.
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From Table 1, it can be seen that the NEB-TR requires significantly fewer iterations for
convergence than the regular NEB. When the tolerance on the maximum atomic force is reduced
below 10ିଷԖȀɐ, the regular NEB does not converge. Furthermore, NEB-TR in all the calculations
converges to the path corresponding to the lower energy saddle point, the rhombohedron. The
regular NEB converges to the MEP with triangular, high-energy saddle point when the tolerance
is large. In general, however, the NEB converges on the MEP that is nearest to the initial path.
Another clear distinction between the NEB and NEB-TR methods is the difference in the length
of the path obtained, defined as
݈௣௔௧௛ = ෍ඥ(ࡾ௜ାଵ െࡾ௜)ଶெିଵ
௜ୀ଴
(18)
Path lengths given in Table 1 show that NEB-TR always finds shorter MEPs than the regular
NEB. The regular NEB gives a path that is longer than the MEPs because translation and rotation
are included. The effect of translation and rotation can also be seen in Figure 2 where several NEB
images have the same energy as the initial and final structures; the images with equal energy
correspond to the translated or rotated images that have managed to slide down as a result of the
force minimization. In NEB-TR, all neighboring images have different energy. The path obtained
with the NEB-TR is clearly closer to the MEP than the path obtained with the regular NEB.
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Figure 2. Paths obtained using the regular NEB and NEB-TR methods for the rearrangement of a
tetramer cluster where the atomic interactions are described by the Lennard-Jones potential. The
convergence criterion was a tolerance of ௠݂௔௫ = 10ିଷ߳Ȁߪ in the atomic forces.
3.2. NEB-TR for CO Dissociation on Fe13
In an earlier study13, CO dissociation on an icosahedral Fe13 nanocluster was observed to be a
particularly difficult path to calculate with NEB; convergence was poor and additional images
around the saddle point needed to be added, increasing the total number of images to 15. Here, we
compare NEB and NEB-TR for this reaction using DFT within the projector augmented-wave
method as implemented in the GPAW software.14,15 The paths were optimized using the FIRE
algorithm12. The DFT calculations were carried out using a real-space grid with 0.18 Å grid-
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spacing. The PBE16 energy functional was used. Spin-polarization was included in all the
calculations and the magnetic momentum was allowed to relax during the SCF cycles. The SCF
convergence threshold for the wave functions was 10-6. The cluster was modeled in a non-periodic
cubic simulation cell with edge length of 24 Å, giving at least 10 Å distance between atom centers
and box edges in all directions. The energy and force on the highest energy image in the NEB after
50 iterations using either 8 or 15 images to represent the path are given in Figure 3. The 8 image
paths are shown in Figure 4.
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Figure   3. Energy and atomic force as a function of iteration number in NEB and NEB-TR
calculations of CO dissociation on a Fe13 cluster using 8 images (upper panel) or 15 images (lower
panel).
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Figure  4. Paths obtained for CO dissociation on a Fe13 cluster from NEB and NEB-TR methods
after 50 iterations. The green line segments indicate the force calculated along the tangent to the
path. The initial, saddle point and final state structures obtained from the NEB-TR calculation are
shown above.
The NEB-TR calculations all reach lower energy than the regular NEB calculations, as can be
seen from Fig. 3. Also, the atomic forces are smaller for NEB-TR especially during the first 8
iteration steps which is due to a better initial straight line interpolation path between the initial and
final state configurations with the NEB-TR method. Using 8 images, the NEB-TR path converges
to energy of -111.18 eV while the energy of the NEB path is -110.75 eV. With 15 images, both
NEB methods approach the value of -111.20 eV and give a CO dissociation energy barrier of 1.93
eV. Figure 4 shows that NEB-TR with 8 images has found a saddle point (flat tangent) with an
energy of 1.90 eV in 50 iterations. However, the normal NEB struggles to find the saddle point
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and the highest energy image keeps drifting around with an energy of around 2.3 eV. The NEB-
TR method also gives a more even spacing of images than the regular NEB method, as can be seen
in Figure 4. The length of the path, as defined in Eq. 18, with both 8 and 15 images is shorter for
NEB-TR (6.5Å and 8.1 Å) than for the regular NEB (8Å and 11.5Å). These results illustrate how
the path becomes artificially long in the regular NEB calculations because of the additional
flexibility provided by the external degrees of freedom (see equation 2-3). An accurate estimate of
the saddle point energy can be obtained with fewer images when the NEB-TR method is used.
3.3. DIMER-TR for rearrangements of a Au trimer on Pt55
The performance of the DIMER-TR method was tested by calculating saddle points of a Au3
island on a cuboctahedral Pt55 nanocluster using the empirical EMT17 potential function provided
in ASE. A total of 50 DIMER calculations with a maximum of 1000 translation steps in each one
were performed starting from initial configurations generated with small random displacements of
the gold atoms from their minimum energy configuration. The convergence criterion for the total
force was 0.05 eV/Å.   The initial state and some of the saddle points found are depicted in Figure
5. The number of iterations needed using NEB and NEB-TR methods to find the various saddle
points are shown in Figure 6.
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Figure 5. The initial configuration (center) and several different saddle point configurations found
with the DIMER-TR method for the Pt55-Au3 island system. The energy of the saddle points with
respect to the initial state minimum ranges from 0.22 eV to 1.08 eV, as indicated by the labels.
23
Figure 6. Comparison of the number of iterations needed for convergence in 50 saddle point
searches for the Pt55-Au3 island system using the DIMER (including rotation and translation) and
DIMER-TR methods. On average, the removal of rotation and translation reduced the number of
iterations by 30%.
The results show that DIMER-TR consistently requires fewer iterations (up to 30%) than the
uncorrected DIMER method to converge on a saddle point. Both methods converge to saddle
points with roughly the same energy and structure. The DIMER-TR method, however, seems to
find slightly more low-energy saddle points. However, using the same atomic displacements as an
initial guess, both methods usually converge to the same saddle point with DIMER-TR requiring
fewer iterations for convergence. There is no apparent correlation between the number of iterations
required for convergence and the energy of the saddle point.
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4. SUMMARY AND DISCUSSION
Overall translation and rotation of a finite system are external degrees of freedom that can
hamper convergence and reduce the efficiency of MEP calculations and saddle point searches. We
describe here an efficient method for removing the external degrees of freedom for two commonly
used  methods:  NEB  and  DIMER.  Translations  are  removed  by  keeping  the  center  of  mass
stationary during the calculations. Rotations are removed by minimizing the distance between
adjacent configurations of the atoms with a method based on quaternion algebra. Detailed
algorithms are provided for the modified NEB-TR and DIMER-TR methods. Comparison of NEB-
TR and regular NEB where translation and rotation are included shows that NEB-TR calculations
need fewer images, converge faster and present the MEPs more accurately. In extreme cases,
convergence is not reached without the removal of the external degrees of freedom. The DIMER-
TR calculations consistently require about 30 % fewer iterations for convergence on a saddle point
than a DIMER calculation that includes translation and rotation. We expect the NEB-TR and
DIMER-TR methods to prove particularly useful in calculations of paths and saddle points in
systems representing nanocatalysts and gas-phase chemical reactions. The algorithms described
here have been made available in the ASE software and through that can be used in DFT
calculations with various software packages, as well as in calculations using a range of empirical
potential functions.
The NEB method is widely used to estimate MEPs for transitions in solids and the surfaces of
solids18 but its applicability to finite systems has been hampered by the problems associated with
overall rotation of the system. The NEB-TR method presented here can, however, easily be applied
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to transitions involving gas phase molecules and nanoclusters.  The results presented here show
that  not  only  does  the  NEB-TR method converge  faster,  but  it  also  converges  on  a  path  that  is
closer to the MEP, i.e. the path for which the energy of the system is at a minimum with respect to
all degrees of freedom perpendicular to the path.  It is important to emphasize that when more than
one MEP connects given initial and final state minima, as is the case for the rearrangement of the
atoms in the Lennard-Jones tetramer (see Fig. 1) the NEB method tends to converge on the path
closest to the initial path.  Initial paths for the NEB method are typically generated by a linear
interpolation between the endpoint configurations. But, a better initial path can be generated by
fitting interpolation of changes in pairwise distances between atoms in the initial and final states19.
More generally, a sampling of possible paths needs to be carried out to ensure that the optimal path
has been found.
  Typically  the  NEB converges  to  a  discrete  approximation  of  an  MEP.   There  are,  however,
cases where the zeroing of the force perpendicular to the path does not necessarily bring the NEB
to  an  MEP20,21. A zero gradient path is not necessarily an MEP22.  Since  the  goal  of  an  NEB
calculation  is  typically  to  find  the  highest  saddle  point  and  obtain  an  estimate  of  the  rate  of  a
transition within the HTST approximation, the Hessian matrix at the point of maximum energy
along the path is subsequently evaluated and diagonalized to evaluate the pre-exponential factor
in the HTST expression. One and only one of the eigenvalues of the Hessian should be negative at
a first order saddle point.  If two eigenvalues are negative, then further relaxation along the unstable
mode perpendicular to the path is required to converge on a first order saddle point. This is an
important test, along with the requirement that all the atomic forces should vanish at the saddle
point.  Similar tests involving a Hessian evaluated at each of the images can be carried to ensure
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that the path found by the NEB coincides with an MEP, but in typical applications it is sufficient
to verify that the highest energy point along the path is a first order saddle point.
The DIMER method is used in combination with the MMF method in simulations of long time
scale dynamics of systems where the fast vibrational motion is eliminated and the evolution of the
system is represented only by a sequence of transitions from one state to another 18,23.  The DIMER-
TR method will make it easier to apply this approach to, for example, long time scale simulations
of structural transitions in isolated nanoclusters. The DIMER-TR method could also be used in
combination with various other methods, for example the newly developed basin constrained ߢ-
dimer method24 which reduces the tendency of the MMF method to find saddle points that are not
connected directly to the initial state minimum. The DIMER-TR method can also be used in the
context of global optimization where saddle point searches are used to move from one local
minimum of an objective function to another25,26.
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