Abstract. Most existing techniques of foreground extracting work only in interactive mode. This paper introduces a novel algorithm of automatic foreground extraction for special object, and verifies its effectiveness with head shoulder images. The main contribution of our idea is to make the most use of the prior knowledge to constrain the processing of foreground extraction. For human head shoulder images, we first detect face and a few facial features, which helps to estimate an approximate mask covering the interesting region. The algorithm then extracts the hard edge of foreground from the specified area using an iterative graph cut method incorporated with an improved Gaussian Mixture Model. To generate accurate soft edges, a Bayes matting is applied. The whole process is fully automatic. Experimental results demonstrate that our algorithm is both robust and efficient.
Introduction
Foreground extraction is a long lasting topic in computer vision and graphics. Early research focused on fast and precise interactive segmentation tools. Intelligent Scissors [6] , Snakes [4] and Level sets [5] are several typical methods, which present hard edges. Then, matting techniques were developed to get soft edges with a transparent alpha mask. Poission [9] and Bayes [8] matting are the two representative algorithms. Recently, researchers attempt to enhance the automatization [1] , [2] , [3] . In [3] , an intuitive user interface is suggested, but is still complex for some images. [2] present the up-to-date technique on image cutout, which only requires the user to draw a rectangle surrounding the desired object. Fully automatic foreground extraction is still a big challenge today. It seems impossible to develop a universal algorithm to recognize the shape of interested object out of complex background, because objects in the world vary greatly. We must take the knowledge of the foreground objects into account. Fortunately, many objects have their certain characteristics which help to locate those objects' outline. Many detection techniques for special objects, such as car, face, text, etc., have been proposed. Those detection results will facilitate automatic image segmentation. Based on above analysis, we present a novel framework for fully automatic foreground extraction of special objects.
Our paper focuses on making the most use of prior knowledge to select more precise sample set of the background and foreground, remove unwanted pieces and retrieve lost patches.
Our algorithm has three stages. First, we locate some obvious features on the object and get its probable outline by the prior knowledge of the object. With these information, we secondly apply an iterative Graph cut algorithm based on improved Gauss Mixture Model (GMM) to estimate the foreground over the mask and generate the hard edges. Thirdly, along a narrow strip around the hard edges, Bayesian matting is used to refine the cutout boundary and generate the final soft edges.
Human face and body are the most familiar things in our life, whose extraction is significant and meaningful. So we choose the head shoulder images as examples to validate our algorithm. Its prior knowledge can be represented as facial organ, which can be obtained with face detection and features locating.
The main contribution of this paper is that we introduce a novel, robust algorithm to extract foreground automatically for special objects, in which we make full use of the prior knowledge as strong constraint. This work is of great significance for those embedding devices without interactive tools, such as digital cameras and mobile phones.
Related Work
For automatic image cutout, there are few achievements up to now. We will describe briefly and compare several representative interactive image cutout techniques, which focus on presenting convenient interactions. In addition, GMM will be addressed briefly which will be improved in the next section.
Image Cutout. Several early image segmentation methods have been applied in commercial products, such as Snakes [4] , Level sets [5] and Intelligent Scissors [6] , all of which are interactive tools. Users first define an initial contour. Then driven by different forms of energy minimization, these contours can be refined and snapped to the image edges iteratively. The main disadvantage of above methods is that the final segmentation result depends on the initialization heavily, especially in camouflage. Excessive interaction also limits their application.
Recently, a powerful image segmentation technique Graph cut [1] is presented. Graph cut poses image cutout as a binary labelling problem, which means that each pixel p belongs to either foreground or background. Define L p as the transparency of p. If p belongs to foreground, denote it as L p = 1; otherwise L p = 0. Guided by the observed foreground and background greylevel histograms, the solution L, i.e. a segmentation, can be obtained by minimizing a Gibbs energy E(L) with the form:
where the first term represents penalty energy for pixel labelling and the latter term is the smoothing term indicating the interaction between neighboring pixels. Usually U (p, L p ) and V (p, L p ) can be defined as follows:
in which λ is a weight between the penalty energy and the smoothing term, (p, q) ∈ N means p, q are neighboring pixels, h is the color distribution, I p is the grey value of pixel p, σ is a constant and dist(p, q) is the Euclidean distance between p and q. Minimization of E(L) is done by using a standard minimum cut algorithm. More details about the Graph cut algorithm can be found in [1] . GrabCut [2] extended Boykov's algorithm on several aspects to improve the efficiency and reduce user interaction. Firstly, it replaces color histograms with GMM to achieve more accurate color sampling. Secondly, it adopts an iterative Graph cut procedure to substitute for the one-shot minimum cut estimation. It requires only a rectangle surrounding the desired object for foreground extraction, which is the most automatic algorithm for foreground extraction up to now. However, the algorithm is not robust enough since it samples background and foreground in a imprecise region, so further interactions are still needed in many cases.
Lazy Snapping [3] is another fine Graph cut based cutout algorithm. It separates coarse and fine scale processing, making object specification and detailed adjustment easy. In the coarse process, the image is clustered adaptively and Graph cut is applied to these clusters to generate an initial segmentation fast. While in the fine process, a set of user interface tools is designed to provide flexible control and editing. To obtain satisfactory results, usually the exigent interaction is also unavoidable.
Above approaches mainly focus on the hard segmentation, which can not get smooth edge information, whose results can not be composed with another image smoothly. Some work has been addressed in the soft segmentation [7] , [8] , [9] , which endows the pixel around the boundary with continuous alpha values. Usually, for these approaches, a user-supplied trimap T = {T F ; T U ; T B } is needed, where T F is the user specified foreground, T B is background and T U is the the unknown region whose alpha values are to be solved. Bayes matting [8] models the color distributions with oriented Gaussian covariance, and relies on a Bayesian approach to solve the matting problem. Poisson matting [9] formulates the problem as solving Poisson equations with the matte gradient field.
Gaussian Mixture Model (GMM).
GMM is a type of probability density composing of a set of Gaussian models. The GMM with K Gaussian models is:
where α 1 , ..., α k is the mixing proportions satisfying Σ K k=1 α k = 1, μ k , σ k is the mean value and covariance of kth Gaussian model. A commonly used approach for determining the parameters of GMM is the Expectation-Maximization(EM) algorithm [10] .
Head Shoulder Cutout Algorithm
The process of automatically extracting foreground of head shoulder pictures is divided into three steps: make a rough mask with the face detection and feature location techniques; extract the hard edges of the foreground with the constraints of the mask by Graph cut; refine the result and generate soft edges with matting.
Face and Feature Detection
Face and facial feature detection have been studied for many years, with many techniques proposed [15] , [16] , [18] . A detailed comparison and survey on face detection algorithms can be found in [15] . Among the face detection methods, learning-based algorithms have demonstrated excellent results. Recently, P. Viola [18] presented an efficient and robust method with AdaBoost and integral image. We adopt an improved Adaboost algorithm to search the face candidate in head shoulder image.
In order to enhance the detection ratio and performance of Adaboost algorithm, we make two improvements. First, an adaptive Gauss mixture skin color model is employed to ignore those non-skin regions, and canny filter is used to reduce those chaos regions. Second, in Adaboost algorithm, when the number of features exceeds 200, the distribution of face and non face classes in Harr-like features space almost completely overlap in later stages of the cascade training. In order to solve this problem, PCA feature is introduced in the later stages of cascaded training. Adaboost with PCA can get much higher detection ratio than that without PCA at the same false alarm ratio.
Further, we also employ Adaboost algorithm to locate eye corners and mouth corners based on the detected face, and apply VPF [13] algorithm to locate jaw and jowl feature points. The whole process abides to the idea of LFA [14] , which enhances the efficiency and increases detection ratio. In general, we detect 9 feature points: eye corners, mouth corners, left/right jowl and jaw.
Face Mask
With the help of the the detected face and features, we create a mask to define the region of interest in the image, which indicates the approximate position of the head and shoulder. This mask will strongly constrain the whole Graph cut process to emphasize foreground, remove fractional pieces and unwanted patches, and retrieve the lost foreground.
Candide is a wire-frame face model to define a basic facial structure, which has been popular in video coding research for many years [19] . The new variant of this model is also compliant to MPEG-4 Face Animation. We adopt the frontal projection of Candide to assist in constructing the face mask, as shown in Fig.1 . The green points denote the detected features and the blue ones are estimated with Candide. The region surrounded by the pink polygon demonstrates the approximate face area and the half ellipse adhering to the face mask denotes the shoulder position. Besides, the proportions of all parts are also fixed.
In Fig.1 , the area covered by face mask and the half ellipse is deemed as the estimated initial foreground served for the further Graph cut, while the rest region is the background. Obviously, this initial samples selection of background/foreground is more accurate than previous semi-automatic approaches. 
Color Distribution
GMM is a widely used model for the description of color distribution. Based on that, we propose a new model, named multi-GMM, to achieve more robust effect.
When colors in an image are complicated, a single GMM doesn't fit well. As is shown in Fig. 2(b) , if we model all the colors with a single GMM, it is significantly inaccurate in the pink region. This would further lead to a poor cut between the foreground and background. In such case, we split the model into 4 separate GMMs, as show in Fig. 2 (c) , according to the distances between each Gaussians. In our algorithm, we use this multi-GMM to model the foreground and background color distributions. We firstly employ the algorithm in [17] to determine the proper number of color clusters. Secondly, we group the clusters into multi-GMM. For the initialization of each GMM, we use LBG [22] algorithm, which generates more precise initial value compared to the splitter [20] and kmeans [21] methods. Then we apply EM algorithm [11] to get our GMMs.
Sampling all pixels within the mask to construct the multi-GMM is not necessary and results in great mistake since the mask is just a rough estimation of the head shoulder position. To reduce the affection of above problem and decrease the computational complexity for constructing multi-GMM, we adopt the sampling principles as follows. First, in general cases, the central area of the mask and half ellipse should belong to foreground doubtlessly, which is deemed as foreground without sampling (Φ in Fig. 3 (a) ). This area is almost worthless for the segmentation. On the contrary, it may bring some false cut patches. Moreover, sampling this region costs a lot to construct the color model. Second, the region near the boundary of the mask and half ellipse is the unknown area (Ω in Fig. 3 (a) ). The narrow strip near the boundary will be sampled sparsely while gradually becoming dense away from the boundary; the sampling ratio is lowest on boundary. Third, similar to the central region, the region (Ψ in Fig. 3(a) ) near the image border is certainly the background, so its sampling ratio should be low or zero. We adopt the probability density function of F -distribution to guide us sampling the foreground/background:
where Γ is the Gamma distribution, the parameters m, n determine the sample principle (we set m, n to 10 in our experiment ). The gradual changing of sampling ratio is visualized as Fig 3. In (a) the thick yellow area represents a high sampling ratio and the light yellow region is lower, whereas the blank means non-sampling; (b) visualizes the sampling function, reflecting the relation between the sample ratio and the distance of a certain area to the pink boundary.
In addition, we divide the whole interested object into multiple sub-regions, so that we can reduce color cluster number, generate more fitting color model and speed up as well. For head shoulder photos, we divide them into two subregions of head and shoulder, in which shoulder mask can be adaptively created based on the head clustered result. While for other special objects, we can divide different number of sub-regions according to its physical structure.
Image Cutout
With the multi-GMM obtained, an improved Graph cut algorithm is employed to cut out the head and shoulder from the pictures.
For a clear description, we define the pink curve C in Fig. 3 (a) as the contour consisting of the outer edge of the face mask and its adhering half ellipse. We represent the sampled pixel set out of C as P b , the interior set as P f . Obviously, for the pixel belonging to P b , the farther from C, the more probable it is background. The same for the sampled pixel of P f . This fact is imposed in Graph cut by appending prior weight function to the penalty energy term of the Graph cut objective function.
For a pixel p, dis(p) denotes the Euclidean distance from p to C. If p belongs to P f , define D(p) = dis(p) as the distance from p to the contour; otherwise, define a negative D(p) = −dis(p) as its oriented distance to C. We adopt a normalized function W (p, L p ) as the prior coefficient with the form:
The Gibbs energy of (1) is modified as:
where W (p, L p ) acts as the intensity to emphasize the constraint of prior knowledge and is valued as the displacement of the distribution function of the standard normal distribution for L p = 0. It takes effect on the background energy or foreground energy. For background energy, if p belongs to P f , its background energy is reduced, otherwise increased. (1) is the new penalty energy incorporated with GMM by substituting the pixel's weighted Gaussian distributions: G p for the color distribution in monochrome image. It can be formulated as:
in which λ inherited from (1) . n represents the number of GMM and l i means the number of Gaussians contained in ith GMM. The symbol represents whether p belongs to ith GMM. In our color multi-GMM distribution, each pixel p only belongs to a GMM in general, assumed as kth (k ∈ [1, n] ), then α k (p) is set to 1, others set to zero. β j is the coefficient of jth Gaussian's probability weight among ith GMM and is computed by dividing the sample number in jth Gaussian by the pixel number contained in ith GMM.
We adopt an iterative method to solve E(L). It starts with minimizing E(L) with the standard minimal cut algorithm, and regards the cutout result as the initial estimation of the foreground/background for the next iteration. After every iteration, the multi-GMM is applied again to model the color data of the new estimated foreground/background. Since after every iteration the estimated foreground/background becomes more accurate, the iteration is convergent.
For each iteration with our new form of Gibbs energy, the pixels on estimated foreground/background is resampled and clustered by LBG algorithm, then EM optimization is performed. The rules for computing W (p, L p ) holds unchanged, so the distance D(p) for every sample is computed only once.
Matting
Image matting used to generate soft edges, and is especially useful for transparent objects, such as hair and feathers. We perform Bayesian matting along the hard edges generated with above Graph cut. The unknown area of trimap is generated by dilating along the hard edges with a constant width (we set 12 pixels in our experiments), while interior and exterior strip regions are labeled as foreground and background separately.
Note that, to enhance the efficiency of our algorithm, Graph cut can be implemented on the down-sampled image, whereas the matting algorithm is performed on the original image, which doesn't basically affect the last results in principle.
Experimental Results
We have tested our algorithm with 263 normal upright head shoulder pictures with over 70% success ratio on an Intel Pentium IV 2.4GHz PC with 512MB main memory under the Windows XP operating system. The detection costs 1-2 seconds, cutout stage costs 1-3 seconds and matting takes 1-3 seconds. Here we give the cutout result of the head part step by step as (b), (c) and (d). On the other hand, although the facial detection result (a) is not fully exact inducing inaccurate mask, our algorithm can generate proper cutout (e) as well. Fig. 6 shows the matting effect of the hair. Fig. 7 presents some other examples. Fig. 8 composes a cutout result with a different background smoothly.
A few of the above pictures are fetched from the papers: [2] and [23] . We also selected a few samples from our test library, and submitted them with our prototype system to the online submission web page, the user can implement it and test the pictures according to the user instruction. 
Conclusions and Future Work
We have presented a novel approach to automatically extract special object and verified it with head shoulder images. The key point is how to make full use of prior knowledge of the object to estimate the region of interest, model the foreground and background color distributions and implement a robust and rapid Graph cut algorithm. The main advantage of this approach is that it requires no user interactions.
Although initial experiments generated some encouraging results, our approach is not yet robust enough to handle all cases. One main problem is that our face detection algorithm has not considered the cases of rotation and varying of lights, which affects the results sometimes. To resolve this problem and abide this tolerance is a future work. Besides, the speed is not fast enough yet. The extraction process costs 2 to 5 seconds in general. Our future works include the following aspects. The processing, with the GMM construction and Graph cut can be optimized to a real-time speed. We are also doing some research on extraction of the full body. In addition, similar to the head shoulder images, the automatic extraction of other special objects, such as cars, trees, animals, can be applied.
