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EXPOSANTS DE LYAPOUNOV POUR UN MODE`LE
D’ANDERSON A` VALEURS MATRICIELLES
HAKIM BOUMAZA
Re´sume´. Nous pre´sentons un re´sultat d’absence de spectre absolument continu
dans un intervalle de R pour un ope´rateur de Schro¨dinger ale´atoire continu et
a` valeurs matricielles agissant sur L2(R) ⊗ CN pour N ≥ 1 arbitraire. Pour
cela nous prouvons l’existence d’un intervalle d’e´nergies sur lequel a lieu la
se´parabilite´ et la stricte positivite´ des N exposants de Lyapounov positifs
de l’ope´rateur. La me´thode suivie, base´e sur le formalisme de Fu¨rstenberg et
un re´sultat de the´orie des groupes duˆ a` Breuillard et Gelander, permet une
construction explicite de l’intervalle d’e´nergie recherche´.
1. Introduction
Pour les mode`les d’Anderson dans une bande continue du plan R×[0, 1], la question
de la localisation a` toutes les e´nergies reste une question ouverte. Un tel mode`le
est repre´sente´ par un ope´rateur ale´atoire aux de´rive´es partielles de la forme H =
−∆ + Vω agissant sur L
2(R × [0, 1]) avec conditions de Dirichlet aux bords de la
bande, R×{0} et R×{1}. Le symbole ∆ de´signe le laplacien continu en dimension
2 et Vω est une fonction sur R× [0, 1]. Pour e´tudier l’ope´rateurH , l’ide´e est d’ope´rer
une discre´tisation dans la direction ou` la bande est de longueur finie. Cela permet
de ramener le proble`me initial d’e´quation aux de´rive´es partielles a` l’e´tude d’un
syste`me diffe´rentiel ordinaire. Nous e´tudions donc un ope´rateur d’Anderson continu,
unidimensionnel et a` valeurs matricielles de la forme HN = −
d2
dx2 ⊗ IN + VN (ω)
ou` IN est la matrice identite´ de taille N ≥ 1 et VN (ω) une fonction a` valeurs dans
les matrices syme´triques re´elles de´pendant de parame`tres ale´atoires. L’objectif est
d’obtenir la localisation d’Anderson pour HN pour tout N puis d’e´tudier s’il est
possible d’obtenir la localisation d’Anderson pourH en conside´rant la limite lorsque
N tend vers l’infini.
Pour prouver la localisation d’Anderson sur un intervalle d’e´nergies pour un ope´rateur
de la forme de HN , la premie`re e´tape est de prouver la se´parabilite´ des exposants
de Lyapounov associe´s a` HN sur cet intervalle, comme cela est fait dans [9] ou
[6]. Dans [1] nous avions de´ja` prouve´, dans le cas N = 2, l’existence d’intervalles
d’energies sur lesquels les exposants de Lyapounov associe´s a` un ope´rateur d’An-
derson continu a` valeurs matricielles e´taient se´pare´s. Le but de cet article est de
pre´senter un re´sultat de se´parabilite´ des exposants de Lyapounov associe´s a` un
ope´rateur HN pour N ≥ 1 arbitraire. Pour de´montrer un tel re´sultat, nous aurons
recours a` un crite`re de densite´ de sous-groupes de groupes de Lie semi-simples duˆ
a` Breuillard et Gelander ([4]), suivant la meˆme me´thode que dans [1]. En effet, la
de´marche adopte´e ici est d’e´tudier la densite´ du groupe de Fu¨rstenberg associe´ a`
HN (i.e le sous-groupe du groupe symplectique SpN(R) engendre´ par les matrices
de transferts associe´es a`HN ) dans SpN(R). Cela permet d’obtenir aussi la re´gularite´
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ho¨lde´rienne des exposants de Lyapounov et de la densite´ d’e´tats inte´gre´e de HN sur
tout intervalle compact d’e´nergie ou` les exposants de Lyapounov sont se´pare´s (voir
[2]). La re´gularite´ ho¨lde´rienne de la densite´ d’e´tats inte´gre´e de HN est une e´tape
importante en vue d’appliquer un sche´ma d’analyse multi-e´chelle pour prouver la
localisation d’Anderson pour HN (voir [11, 8]).
2. Mode`le et re´sultats
Dans le pre´sent article nous e´tudions le mode`le d’Anderson suivant :
(1)
Hℓ(ω) = −
d2
dx2
⊗ IN + V0 +
∑
n∈Z


c1ω
(n)
1 1[0,ℓ](x− ℓn) 0
. . .
0 cNω
(n)
N 1[0,ℓ](x− ℓn)


agissant sur L2(R) ⊗ CN . On suppose que N ≥ 1 est un entier, IN est la ma-
trice identite´ d’ordre N , chaque ci est dans R
∗ et ℓ > 0. Pour i ∈ {1, . . . , N},
les (ω
(n)
i )n∈Z sont des suites de variables ale´atoires inde´pendantes et identique-
ment distribue´es sur (Ω,A,P) de loi commune ν telle que {0, 1} ⊂ supp ν. En-
fin, V0 est l’ope´rateur de multiplication par la matrice tridiagonale V0 ayant une
diagonale nulle et tous les coefficients de sa surdiagonale et de sa sous-diagonale
e´gaux a` 1. Le parame`tre ale´atoire ω est une variable ale´atoire sur l’espace produit
(⊗n∈ZΩ
⊗N ,⊗n∈ZA
⊗N ,⊗n∈ZP
⊗N ). On note pour tout n ∈ Z, ω(n) = (ω
(n)
1 , . . . , ω
(n)
N )
qui est de loi ν⊗N . Le parame`tre ℓ > 0 peut eˆtre interpre´te´ comme une longueur
d’interaction. On remarque que Hℓ(ω) est une perturbation borne´e de l’ope´rateur
− d
2
d x2 ⊗ IN, il est donc autoadjoint sur l’espace de Sobolev H
2(R)⊗ CN .
Notre re´sultat de se´parabilite´ des exposants de Lyapounov de Hℓ(ω) est le suivant.
The´ore`me 2.1. Soit N ≥ 1. Il existe ℓC = ℓC(N) > 0 tel que pour tout ℓ < ℓC,
il existe un intervalle compact I = I(N, ℓ) ⊂ R (ne de´pendant que de ℓ et de N
et dont la longueur tend l’infini lorsque ℓ tend vers 0) tel que les N exposants de
Lyapounov positifs γ1(E), . . . , γN (E) de Hℓ(ω) ve´rifient
(2) ∀E ∈ I, γ1(E) > · · · > γN (E) > 0.
En particulier, Hℓ(ω) n’a pas de spectre absolument continu dans I.
3. Principe de la preuve du the´ore`me 2.1
Nous commenc¸ons par introduire les matrices de tranfert de l’ope´rateurHℓ(ω). Soit
E ∈ R. La matrice de transfert de ℓn a` ℓ(n+1) de Hℓ(ω) est de´finie par la relation
(3)
(
u(ℓ(n+ 1))
u′(ℓ(n+ 1))
)
= Tω(n)(E)
(
u(ℓn)
u′(ℓn)
)
ou` u : R→ CN est solution du syste`me diffe´rentiel de second ordre Hℓ(ω)u = Eu.
On introduit alors pour tout re´el E le groupe de Fu¨rstenberg de Hℓ(ω) :
(4) G(E) = < Tω(0)(E)| ω
(0) ∈ supp ν⊗N > ⊃ < Tω(0)(E)| ω
(0) ∈ {0, 1}N >.
En vertu d’un the´ore`me duˆ a` Gol’dsheid et Margulis (voir [7, 3]), pour prouver que
pour un re´el donne´ E les exposants de Lyapounov sont se´pare´s, il suffit de prouver
que G(E) est Zariski-dense dans SpN(R). En fait nous allons prouver un re´sultat
plus fort.
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Proposition 3.1. Il existe ℓC et I comme voulus au the´ore`me 2.1 tels que pour
tout E ∈ I, G(E) = SpN(R).
Pour cela nous utilisons le re´sultat suivant de the´orie des groupes duˆ a` Breuillard
et Gelander.
The´ore`me 3.2 (Breuillard et Gelander, [4]). Si G est un groupe de Lie connexe
re´el semi-simple, d’alge`bre de Lie g, alors il existe un voisinage de l’identite´ O ⊂ G,
sur lequel log = exp−1 est un diffe´omorphisme et tel que g1, . . . , gm ∈ O engendrent
un sous-groupe dense dans G lorsque log(g1), . . . , log(gm) engendrent g.
Ce the´ore`me nous donne le plan de la suite de la preuve. Tout d’abord nous allons
calculer explicitement les matrices de tranfert Tω(0)(E) pour ω
(0) ∈ {0, 1}N . Nous
prouvons alors qu’il existe ℓC > 0 ne de´pendant que de N tel que pour tout ℓ < ℓC ,
ℓ > 0, il existe un intervalle compact I(N, ℓ) de R tel que pour tout E ∈ I(N, ℓ),
Tω(0)(E) ∈ O pour tout ω
(0) ∈ {0, 1}N . Ici, O est le voisinage de l’identite´ donne´
par le the´ore`me 3.2 pour G = SpN(R). Ensuite, pour ℓ < ℓC , nous calculons les
logarithmes des matrices Tω(0)(E) et nous prouvons qu’ils engendrent l’alge`bre de
Lie spN(R) de SpN(R).
Nous commenc¸ons par donner l’expression des matrices de transfert. Posons
(5) Mω(0)(E) = V0 + diag(c1ω
(0)
1 − E, . . . , cNω
(0)
N − E).
Alors, si on note
(6) Xω(0)(E) =
(
0 IN
Mω(0)(E) 0
)
,
on obtient Tω(0)(E) = exp(ℓXω(0)(E)).
Puis, notons λω
(0)
1 , . . . , λ
ω(0)
N les valeurs propres re´elles de la matrice re´elle syme´trique
Mω(0)(0). Alors les valeurs propres de Xω(0)(E)
tXω(0)(E) sont 1, (λ
ω(0)
1 − E)
2, . . .,
(λω
(0)
N − E)
2, donc ||Xω(0)(E)|| = max(1,max1≤i≤N |λ
ω(0)
i − E|) ou` || || de´signe la
norme matricielle induite par la norme euclidienne sur R2N .
Soit O le voisinage de l’identite´ donne´ par le the´ore`me 3.2 pour G = SpN(R). Alors
O ne de´pend que de N . On pose : dlog O = max{R > 0 | B(0, R) ⊂ log O}, ou`
B(0, R) de´signe la boule de centre 0 et de rayon R > 0 pour la topologie induite par
la norme matricielle || || sur l’alge`bre de Lie spN(R) de SpN(R). On veut trouver
un intervalle de valeurs de E telles que :
(7) ∀ω(0) ∈ {0, 1}N , 0 < ℓ||Xω(0)(E)|| < dlog O,
soit encore,
(8) 0 < ℓmax
(
1, max
ω(0)∈{0,1}N
max
1≤i≤N
|λω
(0)
i − E|
)
< dlog O .
Supposons que ℓ ≤ dlog O et posons rℓ =
1
ℓ
dlog O ≥ 1. On veut caracte´riser l’en-
semble
(9) Iℓ =
{
E ∈ R
∣∣∣∣ max
(
1, max
ω(0)∈{0,1}N
max
1≤i≤N
|λω
(0)
i − E|
)
≤ rℓ
}
.
Comme rℓ ≥ 1, Iℓ = ∩ω(0)∈{0,1}N ∩1≤i≤N [λ
ω(0)
i − rℓ, λ
ω(0)
i + rℓ]. Posons :
(10) λmin = min
ω(0)∈{0,1}N
min
1≤i≤N
λ
ω(0)
i , λmax = max
ω(0)∈{0,1}N
max
1≤i≤N
λ
ω(0)
i et δ =
λmax − λmin
2
.
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Alors, si δ < rℓ, Iℓ = [λmax − rℓ, λmin + rℓ] et Iℓ est l’intervalle centre´ en
1
2 (λmin +
λmax) et de longueur 2rℓ− 2δ > 0. De plus, 2rℓ− 2δ tend vers l’infini lorsque ℓ tend
vers 0 et comme λmin, λmax et dlog O ne de´pendent que de N , Iℓ ne de´pend que de
ℓ et de N . La condition δ < rℓ est e´quivalente a` ℓ <
dlog O
δ
= ℓC(N).
Donc il existe ℓC =
dlog O
δ
tel que pour tout ℓ < ℓC , il existe un intervalle compact
I(N, ℓ) = [λmax− rℓ, λmin+ rℓ] (ne de´pendant que de ℓ et de N et dont la longueur
tend vers l’infini lorsque ℓ tend vers 0) tel que :
(11) ∀ω(0) ∈ {0, 1}N , ∀E ∈ I(N, ℓ), 0 < ℓ||Xω(0)(E)|| ≤ dlog O .
Alors, pour tout E ∈ I(N, ℓ), logTω(0)(E) = ℓXω(0)(E) puisque exp est un diffe´omorphisme
de logO sur O. Or, on peut ve´rifier alge´briquement que
(12) ∀ℓ > 0, ∀E ∈ R, Lie{ℓXω(0)(E) | ω
(0) ∈ {0, 1}N} = spN(R)
(voir Proposition IV.5.12 dans [5]). Alors, par le the´ore`me 3.2 on obtient :
(13) ∀ℓ < ℓC , ∀E ∈ I(N, ℓ), < Tω(0)(E) | ω
(0) ∈ {0, 1}N > = SpN(R) .
Donc, comme < Tω(0)(E) | ω
(0) ∈ {0, 1}N > ⊂ G(E) et G(E) ⊂ SpN(R),
(14) ∀ℓ < ℓC , ∀E ∈ I(N, ℓ), G(E) = SpN(R) .
Cela prouve la se´parabilite´ des exposants de Lyapounov associe´s a` Hℓ(ω). L’absence
de spectre absolument continu pour Hℓ(ω) dans I(N, ℓ) en de´coule en utilisant la
the´orie de Kotani et Simon (voir [10, 2]).
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