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Abstract: We consider large-scale studies in which it is of interest to estimate a very large
number of effect sizes. For instance, this setting arises in the analysis of gene expression or DNA
sequencing data. However, naive estimates of the effect sizes suffer from selection bias, i.e., some
of the largest naive estimates are large due to chance alone. Many authors have proposed methods
to reduce the effects of selection bias under the assumption that the naive estimates of the effect
sizes are independent. Unfortunately, when the effect size estimates are dependent, as is often
the case, these existing techniques can have very poor performance. We propose an estimator
that adjusts for selection bias under a recently-proposed frequentist framework, without the
independence assumption. We study some properties of the proposed estimator, and illustrate
that it outperforms past proposals in simulation studies and on two gene expression data sets.
Keywords and phrases: effect size, empirical Bayes, frequentist selection bias, high-dimensional,
test statistic, winner’s curse.
1. Introduction
In many applications, it is of interest to test a large number of hypotheses simultaneously. For instance,
in the context of a study in which tens of thousands of gene expression levels are measured in two
groups of patients, one goal is to identify a subset of genes for which we can reject the null hypothesis
of no mean difference between the groups [3]. A more ambitious goal is to estimate the effect sizes
for the non-null features [11]. Investigators often perform follow-up studies on the features with the
largest estimated effect sizes. Accurate effect size estimates are needed in order to ensure that follow-up
studies are sufficiently powered, and to ensure that follow-up studies are performed only on hypotheses
for which the effect size is large enough to be of practical interest.
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Let δj be the true effect size for the jth hypothesis and let δˆj be an estimate of δj . Throughout
the manuscript, we call the δˆj ’s the unadjusted estimates. For instance, in the context of differential
expression testing, the unadjusted estimate δˆj might be a two-sample t-statistic, and δj a standardized
mean difference.
In practice, especially when the number of tested hypotheses is large, a given |δˆj | might be large
not only because its corresponding effect size |δj | is large, but also by chance. Hence, the largest |δˆj |’s
tend to overestimate the corresponding absolute effect sizes. This is known as selection bias.
Recently, several authors have proposed to correct for the effects of selection bias under the as-
sumption that the unadjusted estimates are independent (among others, 8, 9, 16, 19, 21, 22). This
assumption is unrealistic in many real world settings, in which there may be dependencies among
the unadjusted estimates. Gene expression data, in which features are known to be highly correlated
(among others, 4, 6, 12), provides one such example.
In this paper, we propose two approaches for correcting selection bias in the case when the unad-
justed estimates are dependent. We build upon a recent proposal by Simon and Simon [16]. We account
for dependencies among the unadjusted estimates using: (1) a parametric bootstrap, or (2) a nonpara-
metric bootstrap. We illustrate in simulation studies that failure to consider the dependencies among
the unadjusted estimates can give inaccurate effect size estimates, and that our proposed approaches
can overcome this problem.
One of the major strengths of our proposal is that we largely avoid the parametric assumptions about
the unadjusted estimates made by existing proposals. Consequently, our proposal can be applied to a
broad class of problems and statistics. In particular, our proposal does not require normality of the data
or of the unadjusted estimates. However, in order to make a fair comparison to existing proposals, which
do require normality, we consider one-sample and two-sample t-statistics in our simulation studies and
real data applications throughout the manuscript.
This paper is organized as follows. In Section 2, we review some previous work. We describe our
proposal in Section 3. We study some properties of our proposed estimator in Section 4. In Section 5,
we consider estimating the effect sizes of one-sample and two-sample t-statistics. We illustrate our
proposal on two gene expression data sets in Section 6. We close with a discussion in Section 7.
2. Previous Work
In this section, we review the proposals of Efron [8] and Simon and Simon [16]. Both approaches
assume that the unadjusted estimates are independent.
2.1. Empirical Bayes Approach [8]
Efron [8] proposed to correct for selection bias using an empirical Bayes approach. Let g(·) be some
prior distribution and suppose that
δj ∼ g(·) and δˆj |δj ind∼ fδj (δˆj) for j = 1, . . . , p, (2.1)
where p is the number of effect sizes being estimated. The posterior expectation E[δj |δˆj ] is immune
to selection bias in the sense discussed in the Introduction [2, 15]. If fδj (·) is the density of some
exponential family distribution, then E[δj |δˆj ] takes a simple form [8, 14].
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In particular, under the additional assumption that δˆj |δj ind∼ N(δj , 1), the posterior expectation is
E[δj |δˆj ] = δˆj + d
dδˆj
log f(δˆj), (2.2)
where f(δˆj) =
∫
g(δj)fδj (δˆj)dδj is the marginal density of δˆj . Efron [8] suggested using the estimator
δˆj +
d
dδˆj
log fˆ(δˆj), (2.3)
where log fˆ(δˆj) is an empirical estimate of the log marginal density of δˆj obtained using Lindsey’s
method [5, 7]. We refer to this estimator as tweedie1. More recently, Wager [20] proposed a more
efficient estimate of log f(δˆj) using a non-linear projection approach, which we refer to as nlpden.
2.2. Frequentist Approach [16]
We now review the proposal of Simon and Simon [16]. We start by defining some notation that will be
used throughout the manuscript. Let δˆ(k) denote the kth order statistic of the unadjusted estimates,
δˆ(1) < δˆ(2) < · · · < δˆ(p), assuming that there are no ties among the unadjusted estimates. Define j(k) as
the index corresponding to the kth order statistic, i.e., δˆj(k) = δˆ(k). For instance, if the fifth unadjusted
estimate is the largest, then j(p) = 5.
Simon and Simon [16] defined the frequentist selection bias of the kth order statistic δˆ(k) as
βk = E[δˆ(k) − δj(k)], (2.4)
where j(k) is a random index since the ordering of δˆj ’s is random. Intuitively, βk quantifies the difference
between the kth smallest unadjusted estimate and its corresponding true effect size; we expect this to
be large when k is large and small (negative) when k is small. If the biases β1, . . . , βp were known, we
would estimate the effect size corresponding to δˆ(k) using the estimator
δ¯j(k) = δˆ(k) − βk. (2.5)
We call this the oracle estimator throughout the text. Of course, the biases are unknown in practice.
Simon and Simon [16] provided a parametric bootstrap approach to estimate βk in Equation 2.4
under the assumption that δˆj
ind∼ N(δj , 1). They also hint about a generalization of this approach
for non-normal and dependent unadjusted estimates. We make this explicit in Section 3.1. Given an
estimate βˆk of βk in Equation 2.4, the proposed estimator of Simon and Simon [16] takes the form
δ˜j(k) = δˆ(k) − βˆk. (2.6)
1Robbins [14] credits personal correspondence with Maurice Kenneth Tweedie for the simple Bayesian estimation
formula in Equation 2.2.
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2.3. Dependent Unadjusted Estimates
In practice, there are often dependencies among the unadjusted estimates. We will show in later sections
that failure to model these dependencies can lead to inaccurate estimates of the effect sizes.
Existing empirical Bayes approaches for correcting effect size estimates for selection bias assume
that the unadjusted estimates are independent [8]. Assuming dependencies among the unadjusted es-
timates poses problems, since the posterior expectation cannot be simplified as in Equation 2.2, even
under the normality assumption. In principle, one could modify these existing approaches to accom-
modate dependence. But it is not immediately obvious whether this is theoretically or computationally
tractable.
In the next section, we propose a frequentist approach for correcting selection bias that accounts
for dependencies among the unadjusted estimates. This proposal extends ideas from Simon and Simon
[16].
3. Frequentist Selection Bias Under Dependence
We provide a simple approach to correct for selection bias in the presence of dependencies among the
unadjusted estimates, using the framework of Simon and Simon [16]. As in Equation 2.6, we consider
the estimator δ˜j(k) = δˆ(k) − βˆk. The crux of our approach involves the technique used to calculate βˆk,
as described in Algorithm 1. Briefly, we estimate βk by computing the empirical selection bias over a
large number of bootstrapped data sets for which the true effect size is known.
Algorithm 1 Procedure for calculating βˆk.
1. Calculate the unadjusted estimates δˆ := (δˆ1, . . . , δˆp)T .
2. Generate B bootstrapped data sets using the original data set, and obtain unadjusted estimates δˆ
b
for the bth
bootstrapped dataset, b = 1, . . . , B.
3. Calculate the bias, βˆk, as the average difference between the kth smallest unadjusted estimate of the bootstrapped
data, δˆb
(k)
, and the corresponding unadjusted estimate based on the original data, δˆj(k)b , where j(k)
b is the index
of the kth order statistic of δˆ
b
. That is,
βˆk =
1
B
B∑
b=1
(
δˆb(k) − δˆj(k)b
)
.
A schematic representation of the procedure is shown in Figure 1. Steps 1, 2, and 3 of Algorithm 1
are shown in Figures 1(b), 1(c), and 1(e), respectively. We propose two bootstrap procedures for
Step 2 of Algorithm 1: (1) a parametric bootstrap (Section 3.1), and (2) a nonparametric bootstrap
(Section 3.2). Note that the selection bias problem is apparent in Figure 1. Figure 1(b) shows that the
unadjusted estimates overestimate the largest true effect size and underestimate some of the small true
effect sizes near zero. From Figure 1(f), we see that the adjusted estimates are more accurate than the
unadjusted estimates.
In what follows, we let D denote the data.
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Fig 1. A schematic representation of Algorithm 1: (a) The true effect sizes, δ1, . . . , δ6. True effect sizes are color-coded
with purple and red indicating the smallest and largest effect sizes, respectively. (b) The unadjusted estimates (Step 1
of Algorithm 1), δˆ1, . . . , δˆ6. Unadjusted estimates are color-coded based on their corresponding true effect sizes. (c) 100
bootstrapped effect size estimates simulated using a parametric bootstrap (Step 2 of Algorithm 1). The 100 bootstrapped
effect size estimates are stacked vertically along the y-axis. (d) Scatterplot of the largest bootstrapped unadjusted estimate
(y-axis) against the corresponding unadjusted estimate based on the original data (x-axis). (e) Histogram of the difference
between the largest bootstrapped unadjusted estimate and its corresponding unadjusted estimate based on the original
data, for 100 bootstrapped data sets (Step 3 of Algorithm 1). The red vertical line is the mean of the differences, which
is the estimate for β6. (f) The adjusted effect size estimates δ˜1, . . . , δ˜6 computed using Equation 2.6.
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3.1. Parametric Bootstrap Approach
In this section, we present a parametric bootstrap approach for performing Step 2 of Algorithm 1.
This process was described briefly in Section 3 of Simon and Simon [16]. This approach assumes the
availability of a data-generating model F (·), parametrized by a (possibly multi-dimensional) parameter
Θ. The details are in Algorithm 2.
Algorithm 2 Parametric bootstrap for Step 2 of Algorithm 1, para.
For b = 1, . . . , B:
(i) Generate data Db according to the data-generating model F (Θˆ), where Θˆ is an estimate of the parameter Θ.
(ii) Calculate the unadjusted estimates δˆ
b
based on Db.
For concreteness, consider the case of estimating effect sizes of correlated one-sample t-statistics. The
data D consists of n independent observations and p correlated features. For instance, if we assume the
data-generating model is F (·) = N(µ,Σ), then Step (i) of Algorithm 2 simply amounts to generating
each observation of Db from a multivariate normal distribution using the sample mean and empirical
covariance matrix calculated from D.
We note that the data-generating model F (·) is not constrained to be a multivariate normal distri-
bution. For instance, the data might be drawn from a heavy tailed distribution, such as a multivariate
t-distribution. We rarely know the data-generating model F (·) in practice; this can lead to challenges in
applying Algorithm 2. To overcome these challenges, in Section 3.2 we present an alternative approach.
3.2. Nonparametric Bootstrap Approach
We now present a nonparametric bootstrap approach for performing Step 2 of Algorithm 1. Unlike
Algorithm 2, it does not require knowing the data-generating model. Since the bootstrapped data
is obtained under repeated sampling of the original data, the dependencies among the unadjusted
estimates are preserved implicitly. The details of the proposal are in Algorithm 3.
Algorithm 3 Nonparametric bootstrap for Step 2 of Algorithm 1, nonpara.
For b = 1, . . . , B:
(i) Obtain new data Db by resampling independent observations from the data D with replacement.
(ii) Calculate the unadjusted estimates δˆ
b
based on Db.
When the data-generating model is complicated or unknown, the nonparametric bootstrap may be
more favorable than the parametric approach of Section 3.1. For instance, in the context of genome-wide
association studies (GWAS) with cases and controls, it is often of interest to estimate the odds ratio
for each single nucleotide polymorphism (SNP) within a logistic regression model (see, e.g., 19, 22).
Step (i) of Algorithm 3 simply amounts to creating a new data set Db by resampling the independent
observations from D with replacement. Then, a logistic regression is fit, and the odds ratio is computed
for each SNP, based on this resampled data.
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4. Properties of the Oracle Estimator
In this section, we study some properties of the oracle estimator, δ¯, defined in Equation 2.5. In this
section, for simplicity, we assume that the unadjusted estimates δˆ are unbiased for the true effect
sizes δ, and are normally distributed. Again, we note that in practice, our proposal does not require
normality of the data or of the unadjusted estimates.
In Section 4.1, we relate the mean squared error (MSE) of δ¯ to the MSE of δˆ and the sum of squared
biases of δˆ, and study the effect of correlation among the elements of δˆ on the sum of squared biases.
In Section 4.2, we derive an explicit expression for the amount of reduction in MSE that results from
using our proposed estimator as opposed to the estimator of Simon and Simon [16], which does not
model dependencies in δˆ.
4.1. Connection between Biases and Correlation
We first present a result relating the MSE of δ¯ to the MSE of δˆ.
Lemma 4.1. [16] There is a simple relationship between the sum of squared biases of the unadjusted
estimates, the MSE of the oracle estimates, and the MSE of the unadjusted estimates:
p∑
k=1
E
[
(δˆk − δk)2
]
=
p∑
k=1
β2k +
p∑
k=1
E
[
(δ¯k − δk)2
]
. (4.1)
In other words, the sum of squared biases
∑p
k=1 β
2
k is the amount by which we can improve upon the
MSE of δˆ by correcting for selection bias. Note that Lemma 4.1 holds regardless of the correlation
among the unadjusted estimates.
We now study the effect of correlation among the elements of δˆ on the quantity
∑p
k=1 β
2
k. We
introduce some assumptions and notation that will be used throughout this section. We will consider
normally distributed unadjusted estimates with mean δ and various covariance matrices. To emphasize
that the distribution of the unadjusted estimates is a function of their covariance, we will write δˆ
Σ
to
indicate unadjusted estimates with some arbitrary covariance Σ. Let δˆΣ(k) be the kth order statistic of
the estimates δˆ
Σ
. We define j(k)Σ as the index corresponding to the kth order statistic of δˆ
Σ
. Finally,
let β(δ,Σ)k be the frequentist selection bias of the kth order statistic of δˆ
Σ
.
The following lemma quantifies the effect of correlation on the bias of the unadjusted estimates.
Lemma 4.2. Let R be an equicorrelation matrix with correlation ρ for some − 1p−1 < ρ < 1. Consider
two sets of unadjusted estimates, δˆ
R ∼ N(δ,R) and δˆ(1−ρ)I ∼ N(δ, (1− ρ) I). For any δ,
β(δ,R)k = β(δ, (1− ρ)I)k.
In other words, the biases in the equicorrelated scenario are equal to the biases in an independent
scenario with smaller marginal variance. To further explore this, we simplify our model by making the
additional assumption that the effect sizes are all equal.
Lemma 4.3. Let δˆ
R ∼ N(δ,R), where R is an equicorrelation matrix with correlation ρ for some
− 1p−1 < ρ < 1, and δ = a1 for some constant a. Then,
β(δ,R)k =
√
1− ρβ(δ, I)k.
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The proof is a direct application of Lemma 4.2. Lemma 4.3 implies that as ρ increases, the biases of
the unadjusted estimates decrease. Consequently, since by Lemma 4.1,
p∑
k=1
E
(
δ¯k − δk
)2
=
p∑
k=1
E
(
δˆRk − δk
)2
−
p∑
k=1
β(δ,R)2k
=
p∑
k=1
E
(
δˆRk − δk
)2
− (1− ρ)
p∑
k=1
β(δ, I)2k,
and recalling that
∑p
k=1E(δˆ
R
k − δk)2 is not a function of ρ, it follows that the MSE of the oracle
estimator increases as ρ increases.
The main implications of our results are as follows. When ρ is approximately zero, existing ap-
proaches such as Efron [8] and Simon and Simon [16] that do not model correlation in δˆ can be used
to obtain adjusted effect size estimates: in this setting there is no advantage to our proposal. When ρ
is approximately one, the biases of the unadjusted estimates are approximately zero from Lemma 4.3,
and consequently the MSEs of δ¯ and δˆ are approximately equal from Lemma 4.1. In other words,
when ρ ≈ 1, adjusting the estimates for frequentist selection bias is altogether unnecessary, as the bias
is essentially zero. Our proposal has the potential to gain a substantial amount of reduction in MSE
relative to δˆ and relative to existing approaches that do not model correlation only when there is an
intermediate amount of correlation. We will verify these results empirically in Section 5.
Lemma 4.3 assumes that δ = a1. We now generalize this result by assuming that there are two
clusters of effect sizes. We show that as the separation between the clusters of effect sizes increases,
the bias corresponding to each cluster of effect sizes involves only the unadjusted estimates from the
corresponding cluster.
Lemma 4.4. Suppose that δ =
(
δ1
δ2
)
=
(
0p/2
b1p/2
)
with δˆ
R
=
(
δˆ
R
1
δˆ
R
2
)
∼ N
((
0p/2
b1p/2
)
,R
)
, where R =(
R11 R12
R21 R22
)
is any correlation matrix. Then, as b→∞,
β(δ,R)k =
{
β(0p/2,R11)k for k = 1, . . . ,
p
2
,
β(0p/2,R22)k for k =
p
2
+ 1, . . . , p.
A direct consequence of Lemma 4.4 is the following corollary, which generalizes Lemma 4.3 to allow
for two clusters of effect sizes.
Corollary 4.1. Suppose that δˆ
R
=
(
δˆ
R
1
δˆ
R
2
)
∼ N
((
0p/2
b1p/2
)
,R
)
, and R =
(
R11 R12
R21 R22
)
is a correlation
matrix such that R11 = R22 are equicorrelation matrices with correlation ρ for some − 1p−1 < ρ < 1.
Then, as b→∞,
β(δ,R)k =
√
1− ρβ(0p/2, I)k.
We note that both Lemma 4.4 and Corollary 4.1 can be generalized to the case of unequal numbers of
features in each cluster, more than two clusters of effect sizes, and non-homogenous variances within
each cluster.
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4.2. The Importance of Modelling Dependence
Throughout this section, we will assume that the unadjusted estimates are truly correlated with mean
zero, i.e., δˆ
R∼N(0,R), where R is an equicorrelation matrix with correlation ρ. Recall that by defi-
nition, δ¯Rj(k) = δˆ
R
(k) − β(0,R)k is the oracle estimator. Let
δ¯Ij(k) = δˆ
R
(k) − β(0, I)k (4.2)
be the “false oracle” estimator in which the biases β(0, I) are computed under the erroneous assumption
that the elements of δˆ
R
are uncorrelated.
Using the results in Section 4.1, we now explore what happens if we erroneously use δ¯
I
as the
adjusted estimator instead of δ¯
R
. This result is presented in the following lemma.
Lemma 4.5. Suppose that δˆ
R ∼ N(0,R), where R is an equicorrelation matrix with correlation ρ for
some − 1p−1 < ρ < 1. Then,
p∑
k=1
E
[
(δ¯Ik − δk)2
]
=
p∑
k=1
E
[
(δ¯Rk − δk)2
]
+ (1−
√
1− ρ)2
p∑
k=1
β(0, I)2k.
In other words, the oracle estimator δ¯
R
, computed under the correct model, dominates the false oracle
δ¯
I
, computed under the erroneous assumption of no correlation, in terms of MSE. This motivates our
proposal for modeling the correlations among the unadjusted estimates when estimating the biases.
5. Simulation Studies
We consider correcting selection biases of correlated one-sample and two-sample t-statistics. We il-
lustrate via simulation studies that failure to account for correlations among the test statistics can
give inaccurate effect size estimates. In addition, we consider simulation studies in which the data
are generated from a multivariate t-distribution. Furthermore, we show using a two-sample t-statistic
example that nonpara is preferable to para when the generative model for the data is unknown.
5.1. Methods and Evaluation of Performance
We compare the following proposals in our simulation studies:
• oracle-cor: oracle estimator assuming that the biases βk’s are known (approximated using
Monte Carlo), as in Equation 2.5.
• oracle-uncor: the “false oracle” estimator under the erroneous assumption of no correlation,
assuming that the biases β(0, I)k’s are known (approximated using Monte Carlo), as in Equa-
tion 4.2.
• tweedie: empirical Bayes using Lindsey’s method, with a spline basis of five degrees of freedom,
as the estimate of log f(δˆj) in Equation 2.2 [8].
• nlpden: empirical Bayes using the estimate of log f(δˆj) in Wager [20].
• para: the parametric bootstrap of this paper (Algorithms 1 and 2).
• nonpara: the nonparametric bootstrap approach of this paper (Algorithms 1 and 3).
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• james-stein: positive part of the James-Stein estimator,
δˆJSj =
(
1− p− 2
‖δˆ − ¯ˆδ1‖2
)
+
(δˆj − ¯ˆδ) + ¯ˆδ,
where (a)+ = max(0, a), and
¯ˆ
δ is the mean of the unadjusted estimates.
We consider two versions of para, which we refer to as para-uncor and para-cor: in Step (i) of Algo-
rithm 2, para-uncor generates data assuming that the features are uncorrelated, whereas para-cor
generates data assuming that the features are correlated (note that para-uncor is exactly the pro-
posal of Simon and Simon [16]). The specific details for para-uncor and para-cor are presented in
Sections 5.2 and 5.3 in the context of one-sample t-statistics, and in Section 5.4 in the context of
two-sample t-statistics. Note that out of the methods compared in Sections 5.2-5.4, only para-cor and
nonpara account for correlations among the unadjusted test statistics.
In order to evaluate the performances of the methods, we calculate the relative mean squared error
(RMSE), defined as the ratio of the MSE of the adjusted effect size estimates to the MSE of the
unadjusted estimates:
RMSE =
∑
(δ˜j − δj)2∑
(δˆj − δj)2
. (5.1)
The numerator and denominator in Equation 5.1 are computed using only the effect sizes for which
the unadjusted estimates are most extreme. An RMSE value that is larger than one indicates that the
adjusted effect size estimates perform worse than the unadjusted estimates δˆ, and vice versa.
5.2. One-sample t-statistics: multivariate Gaussian distribution
Let D be an n×p matrix with n independent observations d1, . . . ,dn and p features. We define µˆj and
σˆj to be the sample mean and sample standard deviation of the jth feature, respectively. Also, let µj
and σj be the population mean and standard deviation of the jth feature, respectively. The goal is to
estimate the standardized2 mean δj =
√
n
µj
σj
. A natural estimator for the effect size δj is a one-sample
t-statistic, δˆj =
√
nµˆj
σˆj
. It is well known that δˆj
·∼ N(δj , 1). However, if the p features are correlated,
then δˆ1, . . . , δˆp will be correlated.
We generate data according to d1, . . . ,dn
iid∼ N(µ,R), where µj = 0 for j = 1, . . . , p − k, µj iid∼
N(0, 0.01) for j = p − k + 1, . . . , p. We consider three different types of correlation structure: (1)
equicorrelation, (2) block autoregressive (AR) correlation, and (3) negative block AR correlation, as
depicted in Figure 2, with correlation ρ ∈ {0.5, 0.6, 0.7, 0.8}. We use n = 50, p = 500, k = 100, and
σ = 1 in our simulation studies.
For para-uncor and para-cor, we need a generative model in order to apply Step (i) of Algorithm 2.
In order to investigate whether ignoring correlations among the test statistics will lead to inaccurate
estimates of the effect sizes, for para-uncor, we use Dbij
ind∼ N(µˆj , σˆ2j ), assuming that the features are
uncorrelated. For para-cor, we generate the ith observation in the bth bootstrapped data set from
a multivariate normal distribution, dbi
iid∼ N(µˆ, Σˆ), where µˆ and Σˆ are the sample mean and sample
covariance matrix3, respectively. We use B = 1000 bootstrap samples.
2In general, the signal-to-noise ratio
µj
σj
is of interest. Here we scale this ratio by
√
n for convenience.
3In the case of p > n, the sample covariance matrix is singular. In order to obtain a positive definite matrix, we add
a small constant to the diagonal.
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Fig 2. Left panel: equicorrelation. Middle panel: block AR correlation. Right panel: negative block AR correlation. For
block AR and negative block AR correlation, each block contains 100 features. The diagonal elements of the correlation
matrix are set to equal one. We consider ρ ∈ {0.5, 0.6, 0.7, 0.8}.
We report the RMSE for the 25 smallest and 25 largest unadjusted test statistics, averaged over 100
replications, for equicorrelation, block AR, and negative block AR correlation matrices, in Tables 1-3,
respectively.
From Table 1, we see that all approaches perform well when the test statistics are uncorrelated. We
are not paying much of a price even when we allow for correlations using para-cor and nonpara. When
the test statistics are equicorrelated, we see that para-cor and nonpara outperform other approaches
that do not account for correlations among the test statistics. In addition, the RMSE of para-cor is
close to the RMSE of oracle-cor, which suggests that our estimates of the biases are accurate. We
observe that as ρ increases, the RMSEs for para-cor and nonpara increase from around 0.10 when
ρ = 0 to around 0.55 when ρ = 0.8. This is in keeping with our findings in Section 4 (recall Lemma 4.3):
the sum of squared biases of the unadjusted estimates decreases as we increase the correlation ρ. Finally,
we see that the RMSEs of oracle-cor and oracle-uncor are the same when ρ = 0. As ρ increases,
the difference between the RMSE of oracle-uncor and the RMSE of oracle-cor increases, with
oracle-uncor having a larger RMSE. This agrees with the result presented in Lemma 4.5. We see
similar results from Tables 2 and 3.
Remark 1. One expects oracle-uncor to have a lower RMSE than para-uncor. However, we see
from Table 1 that when ρ > 0, this is not the case. Recall that para-uncor is an approximation
of oracle-uncor, which (by Lemma 4.3) overestimates the bias when ρ > 0. Also, as pointed out
in Simon and Simon [16], since the unadjusted estimates are more spread out than the true effect
sizes, para-uncor ends tends to underestimate the bias relative to oracle-uncor. Therefore, when
ρ > 0, para-uncor overestimates the bias less than oracle-uncor does, and hence tends to have lower
RMSE.
Remark 2. We expect oracle-cor to outperform para-cor. However, in Table 1, we see that this is not
always the case when ρ is large. This is somewhat an artifact of this particular problem. A one-sample
t-statistic is not an unbiased estimator of the effect size δj =
√
n
µj
σj
(though it is asymptotically
unbiased). If we instead use the true value σj rather than σˆj in the denominator of our estimator
(changing our estimator from one-sample t-statistic to one-sample z-statistic), then oracle-cor would
have a lower RMSE than para-cor. We provide a more in-depth explanation in the Appendix.
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Table 1
The mean RMSE (and standard error) computed as in Equation 5.1 using only the 25 smallest and 25 largest
unadjusted test statistics, over 100 replications of the simulation study described in Section 5.2. We generate the data
with five values of correlation ρ ∈ {0, 0.5, 0.6, 0.7, 0.8} in the equicorrelated setting. For para-uncor, para-cor,
nonpara, oracle-cor, and oracle-uncor, we use B = 1000 bootstrap samples. Since δˆj is not an unbiased estimator of
δj , it may be possible for nonpara and para-cor to outperform oracle-cor; details are in Remark 2.
Methods Correlation
0 0.5 0.6 0.7 0.8
james-stein 0.057 (0.002) 0.344 (0.013) 0.464 (0.015) 0.652 (0.017) 1.000 (0.026)
tweedie 0.173 (0.015) 1.036 (0.064) 1.901 (0.128) 4.274 (0.475) 8.761 (1.060)
nlpden 0.089 (0.004) 0.345 (0.013) 0.462 (0.015) 0.651 (0.017) 1.002 (0.026)
para-uncor 0.118 (0.002) 0.341 (0.014) 0.559 (0.019) 1.007 (0.038) 2.031 (0.101)
para-cor 0.124 (0.002) 0.299 (0.013) 0.363 (0.014) 0.451 (0.016) 0.575 (0.017)
nonpara 0.106 (0.002) 0.270 (0.012) 0.334 (0.014) 0.422 (0.016) 0.547 (0.018)
oracle-cor 0.057 (0.002) 0.280 (0.014) 0.355 (0.017) 0.455 (0.018) 0.590 (0.019)
oracle-uncor 0.057 (0.002) 0.490 (0.016) 0.770 (0.022) 1.289 (0.043) 2.392 (0.110)
Table 2
We generate the data with four values of correlation ρ ∈ {0.5, 0.6, 0.7, 0.8} in the block AR setting. Other details are as
in Table 1.
Methods Correlation
0.5 0.6 0.7 0.8
james-stein 0.192 (0.010) 0.259 (0.014) 0.368 (0.019) 0.564 (0.028)
tweedie 0.558 (0.143) 0.939 (0.246) 2.089 (0.687) 3.559 (0.439)
nlpden 0.229 (0.033) 0.274 (0.020) 0.389 (0.023) 0.592 (0.028)
para-uncor 0.170 (0.009) 0.241 (0.014) 0.405 (0.026) 0.824 (0.059)
para-cor 0.200 (0.008) 0.243 (0.010) 0.311 (0.013) 0.417 (0.017)
nonpara 0.177 (0.007) 0.218 (0.009) 0.283 (0.013) 0.387 (0.018)
oracle-cor 0.164 (0.009) 0.218 (0.012) 0.299 (0.017) 0.420 (0.022)
oracle-uncor 0.213 (0.013) 0.330 (0.019) 0.555 (0.034) 1.056 (0.067)
Table 3
We generate the data with four values of correlation ρ ∈ {0.5, 0.6, 0.7, 0.8} in the negative block AR setting. Other
details are as in Table 1.
Methods Correlation
0.5 0.6 0.7 0.8
james-stein 0.132 (0.008) 0.158 (0.010) 0.196 (0.015) 0.270 (0.024)
tweedie 0.488 (0.148) 0.690 (0.192) 1.443 (0.434) 2.799 (0.507)
nlpden 0.148 (0.008) 0.185 (0.013) 0.218 (0.014) 0.303 (0.024)
para-uncor 0.133 (0.006) 0.161 (0.010) 0.226 (0.022) 0.413 (0.057)
para-cor 0.156 (0.007) 0.175 (0.009) 0.206 (0.012) 0.267 (0.021)
nonpara 0.141 (0.006) 0.161 (0.008) 0.192 (0.011) 0.252 (0.020)
oracle-cor 0.113 (0.007) 0.140 (0.011) 0.182 (0.017) 0.258 (0.032)
oracle-uncor 0.133 (0.010) 0.186 (0.017) 0.286 (0.032) 0.528 (0.070)
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5.3. One-sample t-statistics: multivariate t-distribution
In this section, we generate data according to a multivariate t-distribution, d1, . . . ,dn
iid∼ tν(µ,R), with
location parameter µ, exchangeable scale matrix R with diagonal entries equal to one and off-diagonal
entries equal to ρ, and degrees of freedom ν. We note that the covariance matrix of the data, di, is
ν
ν−2 ·R [10]. We consider ν ∈ {10, 20} and ρ ∈ {0.6, 0.8}. Other simulation details are as in Section 5.2.
Note that para-uncor and para-cor are performed under the erroneous assumption that the data are
multivariate normally distributed, as described in Section 5.2. The RMSE for the 25 smallest and 25
largest unadjusted test statistics, averaged over 100 replications, is in Table 4. The results are similar
to those of Tables 1-3.
Table 4
We generate data according to a multivariate t-distribution with exchangeable scale matrix, R, with ρ ∈ {0.6, 0.8} and
degrees of freedom ν ∈ {10, 20}. Other details are as in Table 1.
Methods Correlation (degrees of freedom, ν)
0.6 (10) 0.8 (10) 0.6 (20) 0.8 (20)
james-stein 0.427 (0.015) 0.942 (0.024) 0.455 (0.016) 0.977 (0.026)
tweedie 1.946 (0.112) 9.397 (0.714) 1.860 (0.104) 8.349 (0.651)
nlpden 0.427 (0.015) 0.946 (0.024) 0.456 (0.016) 0.985 (0.026)
para-uncor 0.552 (0.021) 2.118 (0.102) 0.563 (0.021) 2.061 (0.104)
para-cor 0.347 (0.014) 0.593 (0.017) 0.362 (0.014) 0.578 (0.017)
nonpara 0.395 (0.020) 0.643 (0.027) 0.372 (0.017) 0.605 (0.022)
oracle-cor 0.343 (0.017) 0.593 (0.020) 0.359 (0.016) 0.598 (0.019)
oracle-uncor 0.751 (0.023) 2.434 (0.108) 0.767 (0.023) 2.399 (0.113)
5.4. Two-sample t-statistics
In Section 5.2, nonpara and para-cor performed similarly, since we correctly modeled the data in
Step (i) of Algorithm 2 while performing para-cor. In many scenarios, however, it is unclear how to
model the data. In this section, we consider two versions of para-cor:
• para-cor-right in which the data are modeled correctly in Step (i) of Algorithm 2.
• para-cor-wrong in which the data are modeled incorrectly in Step (i) of Algorithm 2.
We also consider the methods defined in Section 5.1. We show empirically that if the data are modeled
incorrectly in Step (i) of Algorithm 2, even if we allow for dependence among the unadjusted estimates,
nonpara may be preferable to para-cor-wrong. We also include results for para-uncor to illustrate
that the effect size estimates are inaccurate when we ignore correlations among test statistics.
Consider an n1×p matrix Dcontrol and an n2×p matrix Dcase containing independent observations
from a control group and a case group, respectively. Let µcontrolj and µ
case
j be the population mean of
the jth feature for the control group and case group, respectively. Also, let σ2j be the common variance
of the jth feature for the two groups.
The goal is to estimate the standardized mean difference (up to a scaling factor) δj =
µcasej −µcontrolj
σj
√
1
n1
+ 1n2
.
A natural estimator for δj is a two-sample t-statistic,
δˆj =
µˆcasej − µˆcontrolj
σˆpoolj ·
√
1
n1
+ 1n2
, (5.2)
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where σˆpoolj =
√
(n1−1)(σˆcontrolj )2+(n2−1)(σˆcasej )2
n1+n2−2 , and σˆ
control
j and σˆ
case
j are the sample standard deviations
of the jth feature for the control group and case group, respectively.
We generate data according to dcontrol1 , . . . ,d
control
n1
iid∼ N(µcontrol,Rcontrol) and dcase1 , . . . ,dcasen2
iid∼
N(µcase,Rcase), where µcontrolj
iid∼ N(0, 0.01) for j = 1, . . . , p, µcasej iid∼ N(0, 0.01) for j = 1, . . . , p − k
and µcasej
iid∼ N(0.5, 0.01) for j = p − k + 1, . . . , p. We let Rcontrol be an equicorrelation matrix with
correlation 0.5. In addition, we construct Rcase as
Rcasejj′ =

1 if j = j′,
0.8 if j 6= j′ and j, j′ ∈ {1 . . . , p− k} ,
0.8 if j 6= j′ and j, j′ ∈ {p− k + 1, . . . , p},
0.5 otherwise.
We consider n1 = 40, n2 = 40, p = 500, k = 200, and B = 1000.
For para-uncor, we independently generate each element of Db in Step (i) of Algorithm 2 according
to a normal distribution with sample mean and sample standard deviation corresponding to the group
to which the observation belongs. For para-cor-right, in Step (i) of Algorithm 2, we generate each
observation according to a multivariate normal distribution with sample mean and sample covariance
corresponding to the group to which the observation belongs. For para-cor-wrong, we intentionally
misspecify the data-generating model. We assume that features from both groups share the same
covariance matrix, estimated using a pooled covariance matrix. Therefore, for para-cor-wrong, in
Step (i) of Algorithm 2, each observation is generated according to a multivariate normal distribution
with sample mean corresponding to the group to which the observation belongs, and a pooled sample
covariance matrix. We report the RMSE for the 25 smallest and 25 largest unadjusted test statistics,
averaged over 100 replications, in Table 5.
Table 5
The mean RMSE (and standard error) for the 25 smallest and 25 largest unadjusted test statistics, over 100
replications of the simulation study described in Section 5.4. Here, para-cor-right and para-cor-wrong were
performed using the correct and wrong model in Step (i) of Algorithm 2, respectively. For para-uncor,
para-cor-right, para-cor-wrong, nonpara, oracle-cor, and oracle-uncor, we use B = 1000 bootstrap samples.
Methods RMSE
james-stein 1.350 (0.138)
tweedie 2.283 (0.206)
nlpden 1.262 (0.109)
para-uncor 1.188 (0.098)
para-cor-wrong 0.662 (0.028)
para-cor-right 0.538 (0.028)
nonpara 0.562 (0.028)
oracle-cor 0.580 (0.031)
oracle-uncor 1.383 (0.104)
We see from Table 5 that nonpara and para-cor-right perform significantly better than para-cor-wrong.
This is because the pooled empirical covariance matrix used by para-cor-wrong is not an accurate
estimate of the correlations among features in either group. This example may seem somewhat con-
trived — since we simulated the data, we know that the correlations are different in each group, and we
could have gotten better results using para-cor-right by making use of this information. However,
in practice, we rarely know the true underlying model for real data.
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We have shown that for para-cor, the estimated effect sizes are very sensitive to model misspecifi-
cation in Step (i) of Algorithm 2. The nonpara approach is more appealing, since it implicitly models
the correlations among features in each group.
6. Application to Gene Expression Data
We now consider two gene expression data sets:
1. Prostate data [17]. The data set contains gene expression levels of p = 6033 genes on 50 controls
and 52 males with prostate cancer.
2. Lung cancer data [18]. The data set contains gene expression levels from large airway epithelial
cells on 90 controls and 97 patients with lung cancer. The data set can be found in Gene Ex-
pression Omnibus at accession number GDS2771 [1]. There are p = 22283 genes in this data set.
We consider only the 5000 genes with largest standard deviation.
We apply the methods described in Section 5.1 to obtain bias-corrected two-sample t-statistics. For
para-uncor and para-cor, we generate data Db in Step (i) of Algorithm 2 according to a multivariate
normal distribution with the sample mean and the sample covariance matrix corresponding to each
group; for para-uncor, we assume that the sample covariance matrix is diagonal.
In order to compare the performances of the different methods, we randomly split the data into equal-
sized training and test sets. We then calculate the sum of squared differences between the estimated
effect sizes from the training set and the unadjusted estimates from the test set,∑
(δ˜trainj − δˆtestj )2, (6.1)
where δ˜trainj is the jth adjusted estimate from the training set and δˆ
test
j is the jth unadjusted estimate
from the test set. In Equation 6.1, the summation is taken over the features corresponding to the k
smallest and k largest unadjusted estimates on the training set. We consider k = {15, 25, 50}. Small
values of this quantity indicate that the bias-corrected estimates are close to the true effect sizes. A
similar approach is taken in Ferguson et al. [9]. The results for the prostate data and the lung cancer
data, averaged over 100 random splits of the data, are reported in Table 6 and Table 7, respectively.
Table 6
Results for prostate data: the mean sum of squared differences (and standard error) between the estimated effect sizes
from the training set and the unadjusted estimates from the test set as in Equation 6.1, for features corresponding to
the k smallest and k largest unadjusted estimates on the training set, over 100 random splits of the data. We use
B = 1000 bootstrap samples for para-uncor, para-cor, and nonpara.
Methods k = 50 k = 25 k = 15
james-stein 190.92 (2.34) 97.60 (1.69) 58.06 (1.26)
nlpden 216.19 (3.67) 119.47 (3.08) 78.01 (2.66)
tweedie 204.33 (3.11) 110.13 (2.83) 71.03 (2.40)
para-uncor 190.81 (2.40) 93.56 (1.84) 54.93 (1.40)
para-cor 178.65 (1.97) 87.90 (1.55) 51.07 (1.17)
nonpara 191.73 (2.42) 93.65 (1.84) 54.75 (1.37)
unadjusted estimates 729.62 (8.05) 400.35 (5.76) 258.56 (4.21)
From Table 6, we see that nlpden and tweedie have substantially worse performance than the
other methods. This is because both nlpden and tweedie involve obtaining a smooth estimate of the
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Table 7
Results for lung cancer data. Details are as in Table 6.
Methods k = 50 k = 25 k = 15
james-stein 267.91 (19.56) 137.63 (9.95) 82.25 (6.06)
nlpden 230.88 (17.83) 115.24 (8.65) 68.13 (5.09)
tweedie 254.68 (18.07) 128.92 (9.02) 76.00 (5.43)
para-uncor 209.18 (13.76) 105.85 (6.71) 63.20 (3.97)
para-cor 206.41 (15.88) 103.00 (7.91) 60.96 (4.63)
nonpara 201.59 (15.04) 100.52 (7.45) 59.38 (4.35)
unadjusted estimates 388.76 (29.00) 215.00 (15.86) 138.83 (9.83)
marginal density: there simply are not enough extreme unadjusted estimates to obtain an accurate
estimate of the marginal density. Surprisingly, para-uncor, nonpara, and james-stein have similar
performance. We believe that the poor performance of nonpara relative to para-cor is due to the
small sample size after splitting the data set into training and test sets. Finally, we observe that
para-cor has the lowest sum of squared differences. This is because the normality assumption of the
data-generating model in Step (i) of Algorithm 2 is approximately valid, since this microarray data set
is pre-processed and normalized. This implies that accounting for correlations leads to more accurate
effect size estimates. We see similar results for the lung cancer data set in Table 7.
7. Discussion
In this paper, we have extended the framework of Simon and Simon [16] in order to correct dependent
unadjusted estimates for selection bias. We proposed a nonparametric bootstrap and a parametric
bootstrap procedure for this purpose. Unlike existing proposals, our proposal largely avoids the need
for parametric assumptions about the unadjusted estimates. Therefore, it is applicable to quite general
scenarios in which the data or the unadjusted estimates are not normally distributed.
An interesting question for future work is whether the results in Section 4 can be generalized to the
case of an arbitrary mean vector and covariance matrix, under some mild assumptions. Additionally,
one might explore a potential connection between our proposed framework for bias correction, and the
false discovery rate. Efron [8] discussed the connection between the empirical Bayes method and the
false discovery rate.
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Appendix
This section provides a more extensive discussion on Remark 2 in the manuscript and the proofs of
the results from Section 4.
A More Extensive Discussion on Remark 2:
Intuitively, we expect oracle-cor to have a lower RMSE than para-cor. From Table 1, we see that
this is not the case when ρ is large. We provide a heuristic argument for this observation. For simplicity,
consider the case when ρ ≈ 1 and δ = 0. Suppose that δˆj > 0. Then, using Jensen’s Inequality and
the fact that (σˆbj)
2|σˆj ∼ σˆ2jχ21, we obtain
E
[
δˆbj
∣∣∣x¯j , σˆj]− δˆj = √nx¯jE [ 1
σˆbj
∣∣∣σˆj]− δˆj ≥ √nx¯j 1
E(σˆbj |σˆj)
− δˆj =
√
pi
2
δˆj − δˆj > 0. (A.1)
By definition, the bias estimate for the kth order statistic of para-cor is βˆk =
1
B
∑B
b=1(δˆ
b
(k) − δˆj(k)b).
Since ρ ≈ 1, we know that δˆj ≈ δˆj′ ∀j, j′ ∈ {1, . . . , p} and hence, βˆk is a good approximation to the
left-hand-side of (A.1). Therefore, the bias estimates from para-cor tend to have the same signs as the
unadjusted estimates and tend to be positively correlated with the unadjusted estimates. In contrast,
by definition, biases from oracle-cor are uncorrelated with the unadjusted estimates.
Now, since δ = 0, the numerator of the RMSE in (5.1) for the para-cor adjusted estimates is∑p
j=1 δ˜
2
j =
∑p
k=1(δˆ(k)− βˆk)2. In contrast, the numerator of the RMSE for oracle-cor is
∑p
k=1(δˆ(k)−
βk)
2. Since βk and δˆ(k) for oracle-cor are uncorrelated, and βˆk and δˆ(k) for para-cor are positively
correlated, the RMSE of para-cor is lower than the RMSE of oracle-cor when ρ ≈ 1.
The inequality in (A.1) is due to the fact that a one-sample t-statistic is not an unbiased estimate of
the effect size. If we were to use a one-sample z-statistic, then oracle-cor would have a lower RMSE
than para-cor, even when ρ ≈ 1.
Proof of Lemma 4.2:
Proof. Let 0 ∼ N(0, 1), j iid∼ N(0, 1), and E[0j ] = λ for some constant λ. From Owen and Steck
[13], the model δˆ
R ∼ N(δ,R) can be rewritten as
δˆRj = δj + a0 +
(√
1− ρ
)
j , for j = 1, . . . , p. (A.2)
for some constant a. Owen and Steck [13] showed that when ρ ≥ 0, the constants take values λ = 0 and
a =
√
ρ. In contrast, when ρ = −α2 < 0 for some α <
√
1
p−1 , the constants take values λ = − α√1−ρ
and a = α.
Tan et. al./Effect Size Estimation 19
Next, we note that the model δˆ
(1−ρ)I ∼ N(δ, (1− ρ) I) can be rewritten as
δˆ
(1−ρ)I
j = δj +
(√
1− ρ
)
j for j = 1, . . . , p. (A.3)
We now prove the assertion β(δ,R)k = β(δ, (1 − ρ)I)k. By the definition of frequentist selection
bias, we have
β(δ,R)k = E[δˆ
R
(k) − δj(k)R ]
= E
[
δj(k)R + a0 +
(√
1− ρ
)
j(k)R − δj(k)R
]
=
(√
1− ρ
)
E[j(k)R ].
Similarly,
β(δ, (1− ρ) I)k = E
[
δˆ
(1−ρ)I
(k) − δj(k)(1−ρ)I
]
= E
[
δj(k)(1−ρ)I +
(√
1− ρ
)
j(k)(1−ρ)I − δj(k)(1−ρ)I
]
=
(√
1− ρ
)
E
[
j(k)(1−ρ)I
]
.
Since (A.2) and (A.3) indicate that δˆRj and δˆ
(1−ρ)I
j differ only by a location shift, and a location
shift does not change the indices of the order statistics, j(k)(1−ρ)I has the same distribution as j(k)R.
Therefore, the expectation of j(k)R is the same as the expectation of j(k)(1−ρ)I .
Proof of Lemma 4.4:
Proof. Without loss of generality, we prove the result for k = 1, . . . , p2 . We note that the results for
k = p2 + 1, . . . , p can be obtained by a similar argument. Let
A =
[{
max(δˆ1) ≤ b
2
}
∩
{
min(δˆ2) ≥ b
2
}]
.
Then, by symmetry, union bound, and Gaussian tail inequality,
P (Ac) ≤ P
(
max(δˆ1) >
b
2
)
+ P
(
min(δˆ2) <
b
2
)
≤ p · P
(
N(0, 1) >
b
2
)
≤ e− b
2
8 −log b+log p.
(A.4)
We now calculate the frequentist selection bias for the kth order statistic
β(δ, I)k = E
[
δˆ(k) − δj(k)
]
= E
[(
δˆ(k) − δj(k)
)
1A
]
+ E
[(
δˆ(k) − δj(k)
)
1Ac
]
= I + II.
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The goal is to show that I converges to β(δ1,R11)k for k = 1, . . . ,
p
2 , and II converges to zero as
b→∞.
We define some additional notation that will be used throughout the proof. Let δˆ1,(k) and δ1,j(k) be
the kth order statistic of δˆ1 and its corresponding effect size, respectively.
I: For k = 1, . . . , p2 , note that δj(k)1A = 0 and δˆ(k)1A = δˆ1,(k)1A. Also, note that |δˆ1,(k)1A| ≤ |δˆ1,(k)|
and that E[|δˆ1,(k)|] <∞. Thus, by the Dominated Convergence Theorem,
E
[(
δˆ(k) − δj(k)
)
1A
]
= E
[
δˆ1,(k)1A
]
→ E[δˆ1,(k)]
= β(δ1,R11)k.
II: We will now show that
∣∣∣E [(δˆ(k) − δj(k)) 1Ac]∣∣∣ → 0, implying II → 0. The fact that |δˆ(k)| ≤
max
{
|δˆ1,( p2 )|, |δˆ2,( p2 )|
}
≤ |δˆ1,( p2 )|+ |δˆ2,( p2 )| implies that
|δˆ(k) − δj(k)| ≤ |δˆ1,( p2 )|+ |δˆ2,( p2 )|+ |b| ≤ |δˆ1,( p2 )|+ |δˆ2,( p2 ) − b|+ 2|b|. (A.5)
Also, note that the event
Ac =
[{
max(δˆ1) >
b
2
}
∪
{
min(δˆ2) <
b
2
}]
=
[{
max(δˆ1) >
b
2
}
∪
{
min(δˆ2 − b1p/2) < − b
2
}]
,
and that ∣∣∣|δˆ1,( p2 )|1Ac∣∣∣ ≤ |δˆ1,( p2 )| and E [|δˆ1,( p2 )|] <∞,∣∣∣|δˆ2,( p2 ) − b|1Ac∣∣∣ ≤ |δˆ2,( p2 ) − b| and E [|δˆ2,( p2 ) − b|] <∞.
By Jensen’s Inequality and the above facts,∣∣∣E[(δˆ(k) − δj(k)) 1Ac ]∣∣∣ ≤ E [|δˆ(k) − δj(k)|1Ac]
≤ E
[
|δˆ1,( p2 )|1Ac
]
+ E
[
|δˆ2,( p2 ) − b|1Ac
]
+ 2|b|P (Ac)
→ 0,
where the limit statement is obtained by (A.4) and the Dominated Convergence Theorem.
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Proof of Lemma 4.5:
Proof. By Lemma 4.2, we have that β(0,R)k =
√
1− ρ · β(0, I)k. Thus, the mean squared error for
the “false oracle” estimator δ¯
I
is
p∑
k=1
E
[
(δ¯Ij(k) − δj(k))2
]
=
p∑
k=1
E
[
(δˆR(k) − β(0, I)k − δj(k) − β(0,R)k + β(0,R)k)2
]
=
p∑
k=1
E
[
(δ¯Rj(k) − δj(k) − [1−
√
1− ρ] · β(0, I)k)2
]
=
p∑
k=1
E
[
(δ¯Rj(k) − δj(k))2
]
+ (1−
√
1− ρ)2
p∑
k=1
β(0, I)2k,
since the expected value of the cross-term equals zero.
