To enable high-throughput screening (HTS) of molecular phenotypes, multi-parameter fluorescence microscopy is applied. Object of our study is lymphocytes which invade human tissue. One important basis for our collaborative project is the development of methods for automatic and accurate evaluation of fluorescence micrographs. As a part of this, we focus on the question of how to measure the accuracy of microscope image interpretation, by human experts or a computer system. Following standard practice we use methods motivated by receiver operator characteristics (ROC) to discuss the accuracies of human experts and of neural network based algorithms. For images of good quality the algorithms achieve the accuracy of the medium skilled experts. In images with increased noise, the classifiers are outperformed by some of the experts. Furthermore, the neural network-based cell detection is much faster than the human experts.
Introduction
In the last several years, use of optical microscopy in cell biology has drawn the attention of biomedical research, drug-cell interaction and drug discovery, because of two developments in these fields. First, the cell has been regarded as an important object of study in toxicology, new drug development, and patient-drug interaction [1] . Second, the strategies in microscopic analysis of biological cells have been expanded by ongoing automation of sample preparation, field selection, focusing and imaging [2] . Consequently, scientists are able to collect large sets of microscope images (micrographs), with constant quality.
In our collaborative research venture we use optical microscopy to identify surface proteins of biological cells and their topological distribution in tissue.
To this end, we use multi-parameter immunofluorescence labeling. Since this is an optical approach, several inherent problems of data interpretation arise.
These include (i) inconsistent staining of the sample, (ii) similar staining of unrelated like surrounding tissue, (iii) non-uniform illumination, (iv) out of focus blur and (v) shape variability of the objects of interest.
Both computers and human experts must have the ability to compensate for (i) − (v) to give reliable, significant, and reproducible data [3] . The identification and evaluation of image data is a difficult task in general. Decision support systems for evaluation by human experts are a substantial help for the improvement of biomedical studies on the cellular level [4] .
In contrast to the advances in automation of microbiological image evaluation, the advances in computational evaluation of macrobiological image domains as reported by Shiffman and Shortliffe [5] and summarized by Duncan and Ayache [6] , are enormous. These computational advances are mainly driven by innovative macrobiological imaging techniques, which have become standard diagnostic tools. Thus, there is an increased commercial interest in computer tools for image processing, registration and evaluation, that accelerates the advances in these fields. In microbiological imaging a large diversity of experimental set-ups can be observed. This diversity reflects the complexity and versatility of the cellular functions the biological researchers strive to understand.
Thus, the development of techniques for the post-processing of microbiological images has been restricted to the academic world to a large extent.
This work addresses the question of how to assess the accuracy of a fluorescence micrograph evaluation. We believe that any advance in automatic micrograph evaluation depends strongly on significant measurements of the accuracy of any evaluation, be it done by a technical system or by human experts.
Methods
The micrographs in this study are evaluated by determining at which posi- This subset of all cells appears fluorescent in the micrograph, which is recorded with an integrated CCD camera. This is done for all m markers, so a stack of m fluorescence micrographs is recorded and transfered to a database (see figure   1 ). One important feature of our method is that the positions and shapes of the lymphocytes are not affected. Thus, a simultaneous measurement of proteins can be done by evaluation of locally corresponding signals through the stack.
The technique is called MELK (Multi-Epitope-Ligand-Cartography) and its basic principles are described in more detail by Schubert [7, 8] . In figure 2 , an enlarged subregion of one micrograph is shown. 
Automatic cell detection with Artificial Neural Networks
In general, the application of artificial neural networks (ANN) in the field of biomedical image segmentation and object detection is still exceptional. For instance a multi-layer-perceptron (MLP) can be applied to the detection of cell bodies in a micrograph by pointwise evaluation of the micrograph [9] . In the field of single cell image classification, successful applications of ANNs are reported regularly [9, 10] . ANN have also been successfully applied for the exploration and classification of gene expression data, [11, 12] .
In this work, the system acquires the expert knowledge from a set of hand- 
The LLM-classifier
The LLM-approach [14] was originally motivated by Kohonen's SOM [15, 16] with the aim to obtain a good map resolution even with a small number of units. The LLM combines unsupervised and supervised learning in contrast to the widely used strictly supervised architectures, as the multi-layer perceptron trained with back-propagation [17] . From the training set Γ = {(x α , y α )} α=1,...,nt of n t (input,output)-pairs, the LLM constructs a mapping 
PCA or ICA features?
To compute lower dimensional feature vectors, two approaches were implemented. First, the N ×N -sized image patches were mapped to a 6-dimensional feature vector x using a Principal Component Analysis (PCA). In this approach, the image patches were multiplied with the six eigenvectors of the six largest eigenvalues of the correlation matrix of the image patches from the training set {X α }, that show fluorescent cells [18] .
In a second approach, image patches are mapped to 10-dimensional feature vectors x by scalar multiplication with ten filters, computed by an Independent Component Analysis (ICA) on the set of cell patches of the training set (see Kämpfe et al. [19] for details). For computing the ICA-filters we choose the INFOMAX-approach, proposed by Bell and Sejnowski [20] .
Comparing the PCA-based cell detection with the ICA-based showed that both approaches led to similar results for images of good contrast. Remarkably, in case of strong noise and lower contrast, the ICA-based feature computation outperformed the PCA approach. Thus, we discuss only the ICA-based classification in this work.
The SVM classifier
For the last five years, Support Vector Machines (SVM) have undertaken a triumphal procession in the fields of (supervised) machine learning, pattern recognition, and classification. SVM implement a classification function by finding the data items {X i } from the training set {(X, Y) α }, that describe the best class separating hyperplane, which is found by solving an optimization problem. One could say, that those items are the "most informative". In the context of this work, the input data are N 2 -dimensional grey value vectors of patches X α .
To find the hyperplane, or the descriptive set of support vectors {X i }, the data item is transformed into a higher-dimensional feature space, using a so called kernel function. In this work, we used the prevalent radial basis function kernel. For training, we used the SMO algorithm, proposed by Platt [21] and enhanced as described in Keerthi et al. [22] . Best results were obtained with 30% of the training items as support vectors.
The training and application of the SVM to fluorescence micrographs is described in more detail in Twellmann et al. [23] . For a general introduction into SVM, the reader may see the articles by Smola and Schölkopf [24] or Burges [25] and for a comprehensive introduction the book by Christianini and Shawe-Taylor [26] .
For training the SVM, the same set is used as for the LLM. its confidence value C x,y obeys
where t c is a given threshold value. In other words, all points which resemble a local maximum above a given threshold t c in a circular region with diameter N are assumed to be cell centers. By pointwise evaluation of condition (1) (put figure 4 here.)
Accuracy evaluation
As well as for analyzing the evaluation performance of human experts, as for inventing and optimizing an image processing system in biomedicine, the accuracy of an evaluation has to be defined, with respect to specific needs.
So the first question is, how to define the index for the accuracy of a system. In the literature many index terms like sensitivity, specificity, efficiency, accuracy, utility, value, worth, effectiveness, usefulness, positive/negative predictive value and likelihood ratio, to mention the most frequent, are listed. To assess the accuracy of an evaluation system, complementary pairs of terms (for example sensitivity against specifity) are plotted as so called Receiver-
Operator-Characteristics (ROC).
In demonstrating the limits of a tool's or classifier's ability to discriminate between two alternative states, ROC occupy a unifying position. ROC are based on statistical decision theory and were introduced in the 1950's as reported by
Metz [27] in the context of electronic signal detection and interpretation problems with radar. Later, the ROC were applied to medical imaging [28, 29] and pap smear analysis [30] . The ROC values are calculated from the counts of these four values as explained below. For review on ROC the reader may refer to Zweig and Campbell [31] .
In this work, human experts and neural cell classifiers are analyzed, as to how well they can discriminate between fluorescent cells and other structures in the micrographs that are not cells.
Generating the OR-Expert as a gold standard
As indicated in the previous section, one has to possess a gold standard that (put figure 5 here.)
ROC plots
The LLM and SVM classifiers are applied to each of the four micrographs.
Thereby, two result lists per micrograph are generated in addition to the five evaluations. In contrast to standard ROC plots, the threshold t c is fixed, because we focus on the comparison between human and machine evaluation.
The t c is set at the intersection of SE and PPV for the training image, assuming the same costs for FP and FN. The resulting values of SE and PPV are plotted into one box per micrograph. In the box, the abscissa displays the SE and the ordinate displays the PPV. Thus the ROC of one cell detection result is represented by a symbol at the point (SE,PPV) in that graph. The four result plots are shown in figure 5 . The accuracy of a cell detection is defined by the euclidian distance of its symbol to the point (1, 1) in the graph.
Results
In figure 5 the ROC plots, based on the generated gold standard G O , are displayed. All human experts show a satisfactory accuracy, except the overly cautious expert E 5 , which was to be expected. The most experienced expert E 1 performs with highest accuracy for the CD3 and CD8 micrographs, which are of similar type concerning contrast and number of cells. In micrograph CD4 and CD7 he loses to expert E 3 , in micrograph CD7 also to expert E 2 .
But across all four micrographs expert E 1 and E 2 show the most constant performance, because E 3 and E 4 have outliers in CD3 or CD7, respectively.
Thus, E 1 's expertise is reflected by the stability of his evaluation performance.
Among the two classifiers, the SVM-based algorithm outperforms the LLM classifier for images CD3, CD4 and CD8. For CD7, which is the micrograph of lowest contrast showing a large number of cells (> 300), it gets a much lower PPV value than the LLM classifier, caused by a large number of false positives. Comparing the SVM with the human experts, the data shows that -for the micrographs CD3 and CD8 -it equals or outperforms up to three of the human experts.
Discussion
We draw two conclusions from the data: First, artificial neural network-based classifiers can be trained and applied to microscopy data with satisfactory results. That means they can achieve the performance of a medium-trained human expert. If one considers a real world laboratory scenario with large sets of image data, the most experienced expert is much too expensive for an exhaustive visual inspection of all the data. In a best case, a medium-skilled expert would evaluate the data, needing at average 1 hour per micrograph.
Our algorithms need much less time, which is 30 minutes for the SVM and less than 2 minutes for the LLM.
Second, the performances of the classifiers show that, if the microscopy technique can be advanced to record micrographs of more constant quality, the SVM classifier should be applied in the future. If micrographs of low contrast like CD7 are exceptional, the SVM computes the more accurate data. For micrographs of varying quality, the LLM is the better choice, because it is more resistant to variations in the image domain, which is clearly shown in our experimental data. Two ROC-motivated measures are computed for each evaluation, the sensitivity (SE) and the positive-predictive value (PPV). These measures characterize the evaluation accuracy most appropriate.
Analysis of the SE-and the PPV-plots reveals that, for a system with considerable variation in image quality, the SOM-based classifier leads to better results than the SVM. Compared to the human experts, the algorithmic approaches equal the accuracy of a medium-skilled expert.
In standard laboratory work, the large sets of micrograph data cannot be evaluated by the most experienced expert, because it would be too expensive.
Thus, the proposed approach is definitely of high practical relevance. 
