A new approach to seismic migration formalizes the classical diffraction (or common-tangent) stack by relating it to linearized seismic inversion and the generalized Radon transform. This approach recasts migration as the problem of reconstructing the earth' s acoustic scattering potential from its integrals over isochron surfaces.
INTRODUCTION
Traditionally, migration has meant constructing an image of the earth from seismic reflections recorded at its surface (Robinson, 1983; Gazdag and Sguazzero, 1984) . The earliest migration was graphical; it was based on geometrical ideas that can be traced back to J. C. Karcher in 1921 (see Gardner, 1985) and were developed systematically by Hagedoorn (1954) . These geometrical ideas were also the basis of the first digital methods-the diffraction and common-tangent stacks of what is now called classical or statistical migration (Lindsey and Hermann, 1970; Rockwell, 1971; Schneider, 1971; Johnson and French, 1982) . In the 1970s however, classical migration was largely abandoned in favor of the wave-equation methods that Claerbout (1971) introduced. In their review article, Gazdag and Sguazzero (1984) summarize the current view "that while these [classical] migration procedures make good sense and are intuitively obvious, they are not based on a completely sound theory."
As wave-equation methods have grown in popularity, migration has come to mean reverse propagation, in which recorded waves are downward continued or propagated backward in time and the image is extracted from the wave field by an imaging condition (Berkhout, 1984; Stolt and Weglein, 1985) . A problem with this approach, which was recognized early (Claerbout and Doherty, 1972; Schultz, 1976) , is that migration is often done with data from composite experiments that do not satisfy a single wave equation. This problem can be overcome by modifying the wave equation or by invoking a hypothetical experiment, such as the exploding-reflector model, which simulates the data, but the correct construction is often difficult to find.
In contrast, the classical diffraction stack always provides a straightforward procedure for imaging a point in the earth: One just stacks the data over the locus of points at which energy from the given image point could have arrived (French, 1974; Gardner et al., 1974) . Problems with this method arise from its apparent dependence on the locations of sources and receivers, and on its ambiguous relation to the wave equation. Recently, in adapting the diffraction stack to borehole seismic experiments (Miller, 1983; Miller et al., 1984) , we have found a new approach to seismic migration which addresses both of these issues and provides a sound theory for classical migration. This new approach decouples the forward and inverse problems in a way that retains the wave equation for analysis of the forward problem, but gives inversion algorithms that are applicable to hybrid (multisource, multireceiver) experiments where the data cannot be regarded as boundary conditions on a wave equation. It is also flexible enough to handle nearly arbitrary velocity models.
The ideas underlying our approach are summarized very simply: Seismic data at high frequencies, or in the far field, can be regarded as coming from integrals of the earth' s acoustic scattering potential over surfaces determined by the velocity model. Using the terminology of medical imaging (Herman, 1980) , we call these integrals "projections" of the scattering potential. A weighted diffraction stack then arises as a natural backp?ojection opetator in reconstructing the scattering potenOffset tial from its projections, i.e., from seismic data. The problem of reconstructing a function from its integrals over general geometric objects is part of the field of integral geometry (Gel' fand et al., 1966 (Gel' fand et al., , 1969 . When such problems involve integrals over surfaces, they are termed problems of inverting a generalized Radon transform (e.g., Helgason, 1984; Quinto, 1980) . Our approach can thus be described as "migration by inversion of a generalized Radon transform" (Beylkin, 1985) .
In fact, as we show here, neither a full theory of integral geometry nor of the generalized Radon transform is needed to obtain the main result. Once the geometry of the reconstruction problem has been understood, the basic inversion formula [equation (27) ] follows directly from a localization of Radon' s classical formula (Radon, 1917) for recovering a function from its integrals over planes (straight lines, in two dimensions). This approach was first proposed in Miller (1983) and is outlined in Miller et al. (1984) . An alternative derivation and analysis of this formula were developed in Beylkin (1985) , where connections with the theory of Fourier integral operators and with earlier work on the generalized Radon transform (Beylkin, 1982 (Beylkin, , 1984 are emphasized. The theory of Fourier integral operators provides a mathematicai formaiism for analyzing the accuracy of the inversion formula. Beylkin (1985) showed that the formula accurately images discontinuities in the scattering potential, which is the meaning normally given to seismic migration. Development of the method described here was stimulated greatly by results given in Norton and Linzer (1981) , which treated ultrasonic experiments in medical imaging. In addition to obtaining exact inversions for zero-offset experiments in a constant-background medium, Norton and Linzer (1981) recognized the analogy between acoustic scattering and the generalized Radon transform, and derived approximate imaging algorithms using backprojection of the data. Fawcett (1985) made a similar analysis of the constant-background zero-offset case and its connection to the generalized Radon transform. Our imaging method based on the generalized Radon transform is applicable to general experimental geometries and general background media. A basic principle of migration is that each point in the earth can be imaged by detecting the field scattered by that point. The most direct use of this principle was the classical diffraction stack, which evolved into wave-theoretical Kirchhoff migration (French, 1974; Schneider, 1978) . The diffraction stack is a summation of the seismograms along Hagedoorn' s (1954) curve of maximum convexity, also known as a diffraction curve or "reflection-time surface" (French, 1975) . For a fixed image point x, the reflection-time surface R, is the locus of data points at which energy from the image point could arrive (after single scattering). Mathematically, R, can be described as the set of triplets d = (r, s, t) in which the time t corresponds to the total traveltime from source s, to image point x, to receiver r. In set notation, R,= Figure 2 depicts an isochron surface for the same geometry as in Figure 1 . With a constantbackground velocity, an isochron surface is an ellipsoid (ellipse in two dimensions) with the source and receiver at the foci. It is well-known that a diffraction stack can be implemented indirectly by smearing the data points u(d) along their corresponding isochron surfaces I,. This process, commonly called backprojection, was the basis of the common-tangent stack (Rockwell, 1971 : Schneider, 1971 ). In a common-tangent stack, the final image at a point x is the sum of all data points u(d) that were backprojected along isochron surfaces passing through x (Figure 3 ). Since each isochron surface passing through x is associated with a data point on the reflectiontime surface R,, the common tangent and diffraction stacks give the same image. The numbers are just added in a different order.
MIGRATION
The geometrical idea embodied in equations (1) and (2) 
The background velocity co(x) need not be constant, while f(x) is the unknown perturbation to be determined from the data. The perturbation f is called the (acoustic) scattering potential of the medium, since it is a measure of the scattering strength at points where the actual medium differs from the background medium. 
! (7)
Equation (7) relates the recorded data to the unknown scattering potential ,f It admits the interpretation that the scattered field originates at points where the actual medium differs from the background medium through the interactionf(x)u(x, s, w) between the scattering potentialfand the total field U. The scattered wave field is then propagated by the background Green function G, to the receiver. Equation (7) The background velocity can be chosen arbitrarily in the exact equation (7), but the approximation (8) will be good only if the perturbation ,f is small in some sense. We assume the validity of equation (8) throughout this paper. We also assume that the Green function G, is available. G, can be written explicitly only for simple models, but numerical or asymptotic approximations can be computed for general models. 
that is, to points on the isochron surface I, [see equation (2)]. Equation ( (12) and (14) will contain a convolution with the source wavelet. One can then shift the time derivative onto the source wavelet itself (see Tarantola, 1984) . For reasons explained in a later section, we keep these equations in the given form. In the final section, we briefly discuss the effect of a band-limited source.
We call equation ( Consider first V, ~(r., x0)_ Since rays are perpendicular to surfaces of equal traveltime (phase) and traveltime increases as x0 moves away from r, this gradient points in the opposite direction from the ray that leaves x0 and reaches r in the background model, or along the ray that arrives at x0 from r.
Similarly, V, ~(x", s) points in the direction of the ray that arrives at x,, from the source s. The geometry is illustrated in Figure 6 . We call these gradient vectors the incident and scattered rays at the image point x0.
From the eikonal equation (9), the magnitudes of the incident and scattered rays are equal to l/c,(x,), the slowness of the background model at the point x,,. The total traveltime gradient V, z(r, x0, s) lies in the plane of the incident and scattered rays at x0 and bisects the angle between them (Figure 6 ). Let a be half the angle between the incident and scattered rays; using equations (22) The inversion integral we have derived is given explicitly in terms of the angular variable 5 rather than the experimental variables (r, s). As such it represents a scheme for generating explicit inversions for various experimental configurations. Passage from the generic expression (27) to any specific version consists of evaluating the Jacobian d2& Formally, the mapping from 5 to the source-receiver pair (r, s), defined at each image point x0, must be one-to-one and differentiable. In special cases (such as those given below) it is possible to derive an explicit expression for d*k in terms of the experimental variables. In general numerical implementation, however, we have found it more efficient to work directly with formula (27), either by computing (r, s, rO) as a function of regularly sampled 5, or by computing (5, TV) as a function of (r, s). In the former case, one numerically interpolates the field between its sampled values: in-the iatter case, one numerically computes the rate of change of 5 as its values vary according to the experimental setup and background model.
Acoustic CRT in two dimensions
The acoustic GRT and its inverse are easily modified to a 2-D world, which is useful for synthetic calculations (and for drawing pictures). In two dimensions, the geometrical-optics Green function is Thus, the only changes are in the dimension of the integral (5 now varies over unit vectors in the plane), in the exponent in the obliquity factor cos' a, and in the additional Hilbert transform which is applied to the scattered data before backprojection.
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SPECIAL CASES
As noted, inversion formulas (27) and (27a) are suitable for direct numerical implementation; all the necessary quantities can be determined by tracing rays from image points to the experiment' s sources and receivers. Nevertheless, it is instructive to derive explicit expressions in selected cases. We consid- 
Zero-offset migration
Consider a zero-offset acoustic experiment with sourcereceiver pairs ("transceivers") on the surface of a half-space that contains the structure to be imaged. This geometry is commonly used to model common-midpoint stacked surface seismic data. Let r = s = (rl, r2, r3 = 0) be the position of the transceiver and let the background velocity co be constant. The acoustic generalized Radon transform becomes an integration over hemispheres; the data at position r and time t come from an integral off(x) over a hemisphere centered at r of radius R = co t/2. Since the rays from r to an image point x and back to r lie along the straight line connecting r and x, the unit vector g(r, x, r) is The first example consists of data for a single-source, multiple-receiver experiment with the source and receivers arranged as in Figure 1 . The scattering object consisted of a famiil of point scatterers, which were separated by roughly one wavelength at the central frequency of the source and distributed to form the letter "S." Figure 10 shows the synthetic data after application of the Hilbert transform. The reconstructed images in Figure 10 illustrate the resolution obtained from different subsets of the data.
The second and third examples involve data from zerooffset experiments in which transceivers are placed at the receiver locations of Figure 1 . The scattering objects were the same family of point objects and a homogeneous block. Figures 11 and 13a show the synthetic data, while Figures 12 and  13b show the corresponding reconstructions.
The final example is a bit closer to real life. The geometry of the experiment has been described as a "vertical raypath deviated-well VSP" (DVSP for short). In this type of survey, the receiver moves up a deviated borehole, while the source moves along the surface directly above the receiver; that is, for r = (rI, rz, r3), s = (r,, r2, 0). This type of experimental geometry is easily handled by a direct application of the basic inversion algorithm. We know of no other wave-equation method that can treat this geometry.
The model is shown in Figure 14a . 2-D acoustic finite-difference program 160 times, synthetic scattered data were obtained for 80 source-receiver pairs. The source wavelet was a Blackman-Harris window with a duration of 21.3 ms (which contains frequencies ranging from 0 to about 50 Hz). Figure 15a shows the reconstructed image using a direct implementation of equation (27a). To simplify computation, straight raypaths were used to compute all geometric factors (including dc), and slowness in the layered background was integrated along straight rays to compute traveltimes. Figure  15b shows the vertical derivative of the image in Figure 15a , superimposed on the model. A similar result could be obtained by differentiating the data before inversion.
Note that all boundaries are recovered with the correct polarity. The shallow faulted layers are located very accurately. It is particularly interesting to note the accurate reconstruction of amplitudes in and around the wedge-shaped region between 150 and 500 m offset, just below the faulted layers (850 to 950 m). The reconstructed shapes of the dipping layers and the deepest flat layer show some distortion due to the breakdown of the Born approximation. The loss in amplitude at the bottom of the leftmost dipping layer results from a lack of illumination. The loss of amplitude on the deepest flat layer as it intersects the dipping boundary is physically correct and is due to the change in velocity contrast at that point.
CONCLUSIONS
We have described an integral-transform approach to seismic imaging that formalizes the classical diffraction stack. The basis of this approach is that acoustic scattering transforms the scattering potential into the data as integrals over isochron surfaces; in turn, integrating the data over dual surfaces recovers an image of the scattering potential. Since the experimental geometry and the velocity model enter only in deter- To simplify the figure, we have set co (x,,) = 1. mining the shapes and locations of the surfaces, the method is easily adapted to general source-receiver geometries and velocity models. Moreover, the dependence of spatial resolution on the geometry of the experiment, the reconstruction algorithm, and the assumptions about the medium is explicit in this method. It is thus possible to analyze the differences in performing just surface experiments, just borehole experiments, or both. It is also possible to describe an ideal experiment for a given configuration.
Analysis of the spatial resolution of seismic experiments and migration (or inversion) algorithms was treated in detail in (this paper also shows that the integraltransform approach can be modified to resemble a full wavefield extrapolation approach).
We The first issue is the relation between the available sourcereceiver pairs and the spatial dip spectrum of the reconstructed object. Locally, a restriction on the number of source points or receiver points restricts the set of available isochron surfaces in the generalized Radon transform, and hence, the set of tangent planes (parameterized by 5) available at each image point. Recall from the discussion of the classical Radon transform that integrals over planes in all directions are needed for a perfect reconstruction. Figure 15 shows a typical point from the image in Figure lOd , together with the set of isochron surfaces passing through that point. Roughly, the image spreads along the isochron surfaces. Comparison of the images in Figure 10 shows the effect of restricting the receiver set, and thus the dip spectrum at image points, while keeping other factors constant.
The difference between the two full-aperture images, Figures  10a and 12, is due to a more This essentially follows from the fact that the integrals which express these derivatives exist. For large w, one can thus apply stationary-phase arguments to the expression inside the integrals. A (first-order) stationary-phase analysis will account for contributions from the point x0, givingf(x,). It can be shown, moreover, that the second-order and higher-order terms in the Taylor expansion of the phase function, together with the first-order and higher-order terms in the Taylor expansion of the amplitude, give a total error that has at least one derivative more than the function to be reconstructed. Since the error is smooth, it follows that the discontinuities (surfaces of discontinuity) of the scattering potential f(x) are reconstructed reliably. In other words, the positions of these discontinuities and also the jumps at these discontinuities are recovered, within the limits of the linearized approximation to inverse scattering.
