Abstract-A new block algorithm for computing a full rank solution of the Sylvester-observer equation arising in state estimation is proposed. The major Computational Kernels of this algorithm are (i) solutions of ordinary Sylvester equations, in which case each one of the matrices is of much smaller order than that of the system matrix and furthermore, this small matrix can be chosen arbitrarily, (ii) orthogonal reduction of small order matrices. There are numerically stable algorithms for performing these tasks. The algorithm is rich in Level 3 Basic Linear Algebra Subprograms (BLAS-3) computations and thus suitable for high performance computing. Furthermore, the results on numerical experiments on some benchmark examples show that the algorithm has better accuracy than that of some of the existing block algorithms for this problem.
I. INTRODUCTION The matrix equation
where the matrices A ∈ R n×n , C ∈ R r×n are given and the matrices X ∈ R (n−r)×n , F ∈ R (n−r)×(n−r)
, and G ∈ R (n−r)×r are to be found, is called the Sylvester-observer matrix equation [6] .
The problem of solving (1) arises in the construction of reduced order Observers [14] for the linear systeṁ x(t) = Ax(t) + Bu(t) y(t) = Cx(t) (2) in the context of State Estimation. It is well-known that the solvability of (1) is guaranteed if Ω(F ) Ω(A) = ∅. If F is indeed a stable matrix, once a solution triple (X, F, G) of (1) is computed, an estimatex(t) to the state vector x(t) can be computed by solving the following algebraic system of equations [14] :
Here z(t) is the state vector of the observer systeṁ z(t) = F z(t) + Gy(t) + XBu(t)
which can have any initial condition z(0) = z 0 . The state estimation problem clearly requires that the solution matrix X of (1) has full rank. It is well-known [16] that necessary conditions for existence of a full rank solution X of (1) are that (A, C) is observable and (F, G) is controllable. We will assume the observability of (A, C) and the matrices F and G will be constructed in such a way that the controllability of (F, G) will be satisfied.
The block algorithms are composed of Level-3 Blas (Basic Linear Algebra Subprograms) computations. Such computations are ideally suited for achieving high-speed in today's high performance computers [8] . Indeed many traditional numerical linear algebra algorithms for matrix computations have been re-designed or new algorithms have been created for this purpose and a high-quality mathematical software package, called LAPACK [1] have been developed based on those block algorithms. Unfortunately, block algorithms in control are rare.
A well-known method for solving the Sylvester-observer equation, based on the observer-Hessenberg decomposition of the observable pair (A, C), is due to Van Dooren [17] . The method is recursive in nature and computes the solution matrix X and the matrices F and G recursively, one row or column at a time.
Van Dooren's algorithm has been generalized to a block algorithm by Carvalho and Datta [4] . Other block algorithms for this problem include [2] , [5] , [15] .
There are two basic approaches for state estimation [6] : Eigenvalue Assignment approach and Sylvester-Observer equation approach. Since one way of finding feedback matrix for eigenvalue assignment is via Sylvester-observer equation [10] , [16] , [17] , here we will pursue the Sylvester-observer equation approach.
In this paper, we present another block algorithm for solving the Sylvester-observer equation (1) . This new algorithm seems to be more accurate than some of the block algorithms mentioned above and is guaranteed to give a full-rank solution X with a triangular structure. This structure can be exploited in computing the first (n − r) components of the vectorx(t) during the process of solving the linear algebraic system (3).
II. A NEW BLOCK ALGORITHM
We propose to solve (1) by imposing some structure on the right hand side of the equation. This means that (like in the SVD-based method [5] ) no reduction is imposed on the system matrix A. To be more specific, given matrices A, C and a stable self-conjugate set S, we construct matrices X, F and R satisfying
and such that we are able to solve GC = R for G ∈ R (n−r)×r later. As the solution X is being computed, a Householder-QR [11] based strategy will reshape it so that at the end of the process X is a full-rank upper triangular matrix.
A. Development of the Algorithm
In this section, we propose our new block algorithm for solving equation (1) . First, we investigate the solution of GC = R for G. A solution exists only if the rows of the matrix R belong to the row space of the matrix C. Assume that the matrix C has full rank r and let C = R c Q c be the thin RQ factorization of C, where Q c ∈ R r×n and R c ∈ R r×r . If we choose
where N i ∈ R ni×r , i = 1, . . . , q, and n 1 + n 2 + . . . + n q = n − r = s, then we can find a solution G ∈ R (n−r)×r
In particular, the choice N 1 = I r ensures that rank(R) = rank(C) = r. Second, we partition X and F conformally:
Note that
where R c is a full rank r×r matrix. This shows that if we chose
For example if we choose N 1 = I r , N 2 = ·· = N q = 0, and F as in (9) with full-rank blocks F i,i−1 and
Substituting (7) and (9) into (5) and equating corresponding blocks on the right and left hand sides of (5), we obtain
Therefore, as long as the elements of the given set S can be successfully distributed in self-conjugate subsets S i ∈ C ni , i = 1, . . . , q, to be assigned as eigenvalues of the block matrices F ii , i = 1, . . . , q, we are able to construct matrices X, F and G from their blocks computed recursively using (10) and (11).
We define
Next we will now update each X i using QR factorization, so that the matrix X has an upper triangular structure.
After each block X i of the solution X has been computed, the matrix X i defined above has the structure below:
 * * * * * * * * * * * * * * * * * * * * * * * * * * * . . . . . . * * * * * * * * * * * * * * * * * * * * * . . . . . . * * * * * * * * * *
The matrix X i is now made upper triangular form by premultiplying X i with an appropriate orthogonal matrix Q i (for example, Q i can be product of suitable Householder matrices).
Symbolically, we write:
where X i is updated to the matrix Q 
is updated to
meaning that it is possible to update the solution matrices, at every step of the orthogonal reduction, simply by computing
B. A Block Algorithm for Solving XA − F X = GC
The above discussion leads to the following algorithm: Input: Matrices A ∈ R n×n and C ∈ R r×n of the system (2), and a self-conjugate set S ∈ C n−r . Output: Block matrices X,F , and G, such that Ω(F ) = S and XA − F X = GC. Assumption: The system (2) is observable, C has full rank, and Ω(A) S = ∅.
Step 1: Set s = n − r, = r and N 1 = I r×r , G 1 = R −1 c and n 1 = r.
Step 2: Compute the thin RQ factorization of C : R c Q c = C where Q c ∈ R r×n and R c ∈ R r×r .
Step 3: For i = 1, 2, . . . do Steps 4 to 10
Step 4: Set S i ∈ R be a self-conjugate subset of the part of S that was not used yet.
Step 5: Set F ii ∈ R × to be any matrix in upper real Scour form satisfying Ω(F ii ) = S i .
Step
Step 7: Solve the Sylvester equation using The HessenbergSchur Algorithm [11] :
Step 9: Find, implicitly, an orthogonal matrix Q i that reduces X i to upper triangular form via left multiplication by Q T i , using, say householder matrices [6] . Then compute the matrix updates
Step 10: If n 1 + . . . + n i = s then let q = i and exit loop.
Step 11: Form the matrices X = X 
Remarks:
1) Some compatibility between the structure of the vector S and the parameters n i , i = 1, . . . , q is required so that
Step 4 is always possible to be accomplished. 2) The algorithm does not require reduction of the system matrices A and C. This feature is specially attractive when A is large and sparse, as long as we are able to exploit this structure in the solution of the subproblems in Step 7. 3) In Step 6, it is possible to exploit the freedom of assigning F ij to facilitate the solution of the Sylvester equation in
Step 7. In particular, the diagonal blocks F ii can be chosen in Real-Schur forms, so that in the Hessenberg-Schur algorithm only the matrix A needs to be decomposed into Hessenberg form and this is to be done once for all the equations in step 6. 4) If matrix A is dense, an orthogonal similarity reduction A ← P T AP , C ← CP , can be used so to bring Hessenberg structure to the matrix A. This allows Step 7 to be computed efficiently so that the whole algorithm requires O(n 3 ) flops. If (X h , F, G) is the solution of this reduced problem, then X = X h P T is the solution of the original problem.
5) The algorithm is rich in Level 3-BLAS computations and
thus is suitable for high-performance computing using LAPACK [1] , [8] .
Flop-count:
• Reduction of A to Hessenberg form with implicit computation of P (if needed): 10n 
III. AN ILLUSTRATIVE NUMERICAL EXAMPLE
To illustrate the implementation of the proposed algorithm, consider Step 4: S 1 = −1.00 + 1.00i −1.00 − 1.00i
Step 5: We set F 11 to be
Step 6: The free assignment is done via
Step 7: Solving X 1 A − F 11 X 1 = N 1 Q c gives Step 8: n 1 = 2 , l = min{2, 7 − 2 − 2} = 2.
Step 9: The orthogonal matrix that reduces X 1 is 
Step 3: i = 2.
Step 4: S 2 = −2.00 − 1.00i −2.00 + 1.00i .
Step 5: We set F 22 to be
Step 7: 
Step 8: n 2 = 2 , l = min{2, 7 − 2 + (2 + 2)} = 1.
Step 9: The orthogonal matrix that reduces Step 3: i = 3.
Step 4: S 3 = {−1.0000}.
Step 5: We set F 33 = −1.0000.
Step 6: The free assignment is done via N 3 = 0 0 ,
Step 8: n 3 = 1 , l = min{2, 7 − 2 + (2 + 2 + 1)} = 0.
Step 9: The orthogonal matrix that reduces 
Step 10: Since n 1 + n 2 + n 3 = 7 − 2 we set p = 3 and exit the loop.
Step 11: The algorithm finishes with matrices X ∈ R 
Comparison of Efficiency and Accuracy with existing block algorithms:
Figures 1 and 2 show a comparison, in terms of accuracy and speed, of the proposed algorithm with the recent SVD-based [5] and the observer-Hessenberg reduction based [4] algorithms. The comparison is made on benchmark testing with the family Pentoep of pentadiagonal toeplitz matrices [13] . Speed is measured in terms of normalized cpu-time, that is, the required cpu-time is divided by the cpu-time of a call to the LAPACK routine dgemm for multiplying two arbitrary matrices. Accuracy is measured by computing the Frobenius norm XA − F X − GC F . The benchmarks were done in Matlab 6 in Pentium II 400 MHz environment; they show that the proposed algorithm can achieve a better accuracy with a comparable speed in structured problems.
IV. CONCLUSION
A new block algorithm for solving the Sylvester-observer equation is proposed. The algorithm does not require the reduction of the system matrix A as long as the solution of small sized standard Sylvester equations do not required this reduction. This algorithm is well-suited for high-performance implementation using LAPACK and it seems to be accurate compared with similar ones; numerical stability properties have not been studied yet. Here n is the size of the system matrix A = P entoep(n), regarded as toeplitz. The dash-dotted line corresponds to the proposed algorithm, the dashed line to the SVD-based algorithm and the solid line to the Hessenberg reduction algorithm.
