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ABS T RACT 
I n  order to o bta i n  a n umer i cal solu t i o n  to  the hea t eq u a t i on us i ng 
f i n i te d i fferen ces , ei ther i mpl i c i t or expli c i t  eq u a t i on s  are u sed to 
formula te a s olu t i o n . The a dva n t a ge i n  an expli c i t  formula t i o n i s  i t s 
s i mpli c i ty a n d  m i n i mal compu ter s tora ge req u i remen t s  whi le i t s d i s a dva n ­
ta ge i s  i ts i n s ta b i li ty .  The o p p o s i te i s  true for a n  i mpli c i t formula t i on 
s u ch as  the Cra n k - N i colso n  method; althou gh i t  i s  s ta b l e  i t  i s  more d i f­
f i c ult to i mp l emen t  a n d  req u i res a much larger memory capac i ty .  I n  th i s  
pa per we exami ne the a c c uracy a n d  s t a b i li ty o f  -a hybri d a p proa ch , a 
mod i f i ed" Cran k - N i colso n  formula t i o n , tha t  comb i nes the a dva n t a geou s  
fea t ures o f  both the i mpl i c i t a n d  expli c i t formula t i on s . Thi s hy bri d 
a p proach res ults i n  a 20% red u c t i o n i n  the a mo u n t  o f  work req u i red com­
p ared to the s ta ndard Cra n k - N i c olson  solu t i on i f  bo th method s  u se a 
s pec i al tri d i agonal  sys tem s olver . I f  Ga u s s i a n eli mi na t i on i s  u sed , the 
mod i f i ed Cra n k- N i cols o n  a p proa ch red u ces the amo u n t  o f  work by 87% . 
Regardless  o f  the li near sys tem s olver u sed , the mod i f i ed Cran k - N i colson  
a p proa ch redu ces by 50% the memory requ i remen t o f  the stan dard Cra n k ­
N i colso n  metho d . 
CHAPTE R  I 
I NT RODUCTION 
The pa rt i al d i fferen t i al equa t i o n whi ch w i ll be s tu d i ed ha s the 
genera 1 fo rm 
a Uxx + b Uxt  + c Ut t  + d Ux + eUt + fU + g = 0 ( 1 )  
where U i s  a funct i o n of two i ndependen t var i a bles x a n d  t .  The s u bs c r i pt 
deno tes d i fferen t i a t i o n wi th res pec t to  tha t va r i a ble . The coeff i c i en t s  
a, b, c ,  d ,  e, f, a n d  g a re also fu n c t i o n s  o f  x a n d  t .  As w i th o rd i n a ry 
d i fferen t i al eq u a t i o n s  ( OD E ),  the p ro blem i s  to  fi n d  a s olu t i o n fun c t i o n  
U ( x, t )  tha t s a t i sf i e s  the pa r t i al d i fferen t i al eq ua t i on ( P OE ) des c r i bed 
by ( 1 ) .  The solu t i o n fun c t i on U ( x ,t )  c a n  somet i mes be determ i ned an alyt­
i cally b u t  often one mu s t  res o r t  to  a n umer i cal s olut i o n .  
The o rder of a pa r t i al d i fferen t i al eq ua t i on i s  the hi ghes t n umber 
of der i va t i ves i n  a term of the eq u a t i on.  For example eq u a t i o n  ( 1 )  i s  a 
secon d - order P OE bec a use  the hi ghest  n umber of der i va t i ves i n  a s i n gle 
term i s  two . A p a r t i al d i fferen t i al eq u a t i on i s  s a i d  to  be l i nea r i f  the 
coeffi c i en t  fun c t i on s  depend only upon  x a n d  t .  I n  thi s pa per only the 
l i nea r c a se w i ll be con s i dered . Also, all con s t a n t s  a n d  fun c t i o n s  a re 
a s s umed to  be real-valued. 
A p a rt i al d i fferen t i al eq u a t i o n  i s  s a i d  to be homo geneo u s  i f  g = O .  
A s pec i al c a se of eq u a t i on ( 1 ) i s  the followi ng secon d - o rder li nea r homo­
geneo u s  POE  c alled the "hea t  eq u a t i o n "  : 
o ( 2) 
1 
2 
This P OE govern s the d i f fu s i on o f  hea t  i n  a thi n soli d rod o f  u n i form den -
s i ty. For  a der i va t i o n o f  the hea t  eq ua t i on see referen ces ( 6 )  or ( 9 ) . 
All second - o rder P OE' s c a n  be cla s s i f i ed a c co rdin g to the coeff i c ien ts 
a, b, and c a s  b2 - 4 a c  > 0 hyperbol i c 
b2 4 a c  0 pa ra boli c 
b2 - 4 a c  < 0 ell i p t i c 
Bec a u se the c oeff i c i en t s  a re f u n c t i o n s  o f  x a n d  t, a g i ven P OE may be 
elli p t i c  i n  one reg i on, hyperbol i c  i n  a second  reg i on, a n d  p a ra boli c i n  
s t i ll a thi rd reg i on. In  eq u a t i o n  ( 2 ) the c oeff i c i en t s  a re c o n s t a n t s  so  
the hea t  eq u a t i on i s  p a ra boli c everywhere . The a ux i l i a ry cond i t i on s  needed 
to fin d  U ( x, t ) d i ffer ma rkedly amo n g  the three; s i m i la rly the numer i cal 
method s  amo n g  the clas ses also d i ffer . 
Befo re s olvi n g  eq u a t i o n  ( 2 ) some a dd i t i onal concept s  a n d  defi n i t i on s  
m u s t  be developed . 
An o pera t o r  i s  a rule by wh i ch a f u n c t i on i s  a s so c i a ted w i th o ther 
f u n ct i o n s . For  example let U ( x, t ) = s i n ( n x ) exp ( t2 ) a n d  def i ne the 
opera tor  G = a/at + a2/ax2 a n d  a pply G to U : 
G U  = aU/at + a2u/ax2 = ( 2t  - n 2 ) s i n ( nx ) exp ( t2 ) .  
For the hea t  equa t i on ( 2 ) the o pera t o r  i s  L = a2/ax2 - a/at s o  the 
homogeneo u s  fo rm becomes LU = a2u/ax2 - aU/at  = o . An o pera t o r  i s  
s a i d  to be l i nea r i f  for  a ny n f u n c t i on s  F l, F2, . . .  , F n a n d  any  n coef­
f i c i en t s  C1' C2, ···, Cn 
L ( C l F l + . . . + Cn Fn ) = Cl L ( F l ) + . . .  + Cn L ( Fn ) 
The s um o f  n l i nea r opera to r s  i s  a no ther l i nea r o pera tor  
( Ll + . . .  + Ln ) ( F )  = Ll ( F )  + . . .  + Ln ( F ) . 
See ref. ( 9 ) . 
Now define the l i nea r o pera tors  Ll ( U )  = a
2u/ax2 a n d  L2 ( U )  = aU/at so  
tha t the d i fferen ce c a n  be  defi ned as  the opera t o r  L = L l - L2 whi ch i s  
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l inear a l so .  This opera tor is the one previou s l y  defined for the hea t 
eq u a tion in ( 2 ) , hence it is a l so l inear . The importa nce of l inear oper­
a tors is s t a ted bel ow in the two s pecia l c a ses of the Prin ciple of Super­
position 
" I f U l, U2, . . .  , Un are sol u tion s  of the homogeneous l inear eq ua t ion 
Au 0, a n d  if ( 1' (2'···' (n are a ny con s ta n t s, then 
( l U I + (2 U2 + . . .  + (n Un is a l so a sol u tion of the eq ua tion . " 
" I f U is a sol u tion of Au = f a n d  V is a sol u tion of Av = 0 , 
then W = U + V is a sol u tion of Aw = f " See ref .  ( 9 ) . 
As a p p l ied to non -homogeneou s P OE' s , one wou l d fir s t  fin d  a l l sol u tion s  
o f  the homogeneou s form a n d  then form a l inear combin a tion with these 
sol u tion s  a nd the sol u tion of the non -homogeneou s c a se . 
Auxil iary condition s are neces sary to u niq ue l y  determine the sol u tion 
to a P OE . Partia l differen tia l eq ua tion s are simil ar to ordinary differ­
en tia l eq u a tion s in this res pec t .  An n -order ODE req uires n a u xi l iary 
condition s to produ ce a u nique sol u tion from the famil y of sol u tion s . 
The n con dition s ena b l e  one to sol ve for the a ppropria te con s ta n t s  throu gh 
rel a tive l y  ea sy a l gebraic s tep s . By con s tra s t, the n a uxil iary condition s 
for P OE's are needed to sol ve for f u n c tion s a n d  not con s ta n t s, thu s  the 
probl em is in finitel y more diffic u l t .  For the hea t eq ua tion there are 
three deriva tives so three a uxil iary con dition s are needed to u niq uel y 
determine U ( x, t ) .  The three con dition s are given by two bou ndary con di­
tions a n d  an initia l con dition . For the ca se of hea t diffu sion in a thin 
sol id rod of u niform den sity, the bou n dary condition s s pecify the temp­
era t ure at ea ch end of the rod for a ny time t whil e the initia l con dition 
s pecifies the tempera t ure dis tribution everywhere a l on g  the rod a t  some 
s tartin g time to . 
4 
To i l l u strate the p recedi n g  te rms a nd de f i n i t i on s  we state a nd sol ve 
the s i mp l e st form of the heat equat i on ( wh i c h  w i l l  be c a l l ed the "ba s i c  
heat p robl em" ) . 
F i nd U ( x , t )  s u c h  that : 
( i ) U = k U  t xx o < x < 1 a nd t > 0 
( i i )  U ( O , t )  
( i i i ) U ( x , O )  
U ( l , t )  
h ( x )  
o t � 0 ( bou nda ry condi ti on s ) 
o < x < 1 ( i n i ti a l  cond i t i on ) 
The  con sta nt k i s  the coe ff i c i ent of the rma l condu cti v i ty a s soc i ated w i t h  
t h e  mate r i a l  i n  t h e  rod a nd t h e  fun cti on h ( x )  g i ve s  a n  i n i ti a l temperature 
d i str i but i on a l on g  the rod . The  c l a s s i ca l  sol ut i on to t h i s p robl em beg i n s 
by a s s um i n g  that U h a s a p a rti c u l a r  form U ( x , t )  = k f ( x )  g ( t ) . ( 2 . 5 )  
Due to the a s s umed form of the sol uti on , th i s  method i s  c a l l ed the 
Method of Sep a rat i on of Va r i a b l e s  D i ffe renti ate ( 2 . 5 )  a c cordi n g  to ( i ) 
f g' = k g  f" or 
g ' / ( k g )  = f "/ f  
Beca u se g i s  a f u n cti on of t on l y  a nd f depends on l y  u pon x ,  both s i de s  
must b e  a con stant for a ny x o r  t ,  s o  c a l l th i s con stant _ c 2 Conti n u i n g ,  
there a re two ordi n a ry d i fferenti a l  equat i on s  to sol ve : 
g ' / ( kg )  = - c 2 a nd f"/f = - c  
g' 
f "  
2 w h i c h  
2 - k c  g 
_c 2f 
s i mp l  i f i e s to 
( 3  ) 
( 4 ) 
To sol ve ( 4) req u i re s two a u x i l i a ry cond i t i on s  w h i c h  a re g i ve n  by ( i i )  
f ( O )  = f ( l )  = O .  The  gene ra l sol uti on to ( 4) i s  f ( x )  = Acos ( cx )  + Bs i n ( cx ) . 
The  f i rst a u x i l i a ry cond i t i on req u i re s  f ( O )  = A w h i c h  i mp l i e s  A = 0 
a nd the second requ i re s  f ( l )  B s i n ( c )  = O .  T he a ng l e s  for wh i c h the 
s i ne i s  z e ro a re c = nn  wher� n = I, 2 ,  3 , . . .  thus there a re a n  i nf i n i te 
n umber of soluti on s  for f ( x )  : 
f ( x) 
a n d  the  in finite s um is 
00 
r B s in ( nnx) 
1 n 
T u rnin g to g ( t) ,  a n  o bvio u s  genera l s o l u tion is 
g ( t) = C e xp ( - k c2 t) where C is a con s ta n t  to be deter -
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mined  f rom t he a u xi l ia ry condition ( iii) . Ha ving dete rmine d  c f rom a bove 
one c a n  s u b s tit ute  : 
The s o l u tion become s 
U ( x , t) 
The initia l con dition requires t h a t  
U ( x , O) h ( x) = r An s in ( n n x) . This s ta t emen t  wil l be 
t r ue if it c a n  be s hown t h a t  a n  a r bitrary f u n c tion h ( x) c a n  be re p re s e n ted 
by an in finite t rigonome t ric s e rie s . In  1 822  Jo seph  Fou rier a s s e rted  t ha t  
i n  t he in terva l ( - n ,  n )  a n  a rbitra ry f u n c tion cou l d  b e  expre s sed  by a n  
infinite t rigonome t ric s e rie s ; he  wa s a b l e t o  p rove his a s se rtion f o r  c e r-
tain simp l e  f u n c tio n s .  It h a s  s u bsequen t l y  been p ro ve n  true  under  genera l 
conditio n s  fo r a v e ry genera l c l a s s  o f  f u nc tio n s . ( re f .  10). The coeffi-
cie n t s  An mu s t  s a tis fy t he e q u a tion s  
An 
T h u s  t he s o l u tion to t he 
1 
2 f h ( x) s in ( nnx)dx 
o 
prob l em a s  p o s ed is 
U ( x , t) = 'f { ( 2 } h ( x)sin ( nnx)dx) exp ( - kn 2n 2 t) sin ( nnx)} . ( re f .  8) 
1 0 
Obvio u s l y  t he s o l u tion wil l n o t  be e a sy to eva l uate  a t  a n  a rbit rary 
p oin t ( x , t) a n d  t h a t  gives  a n  importa n t  motiva tion to fin d a n ume ric a l  
s o l u tion . A l s o  w e  have  s o l ved  o n l y  o n e  prob l em which i s  a r e l a tive l y  
simp l e  p ro b l em a t  t ha t. S uppose  t h e  initia l condition a n d  bo u n d a ry 
c o nd i t i on s  were mode rate l y  "me s sy" . The re s u l t i n g  a t t empt a t  so l v i n g the  
p ro b l em v i a  s e pa ra t i on o f  va r i a b l e s  cou l d  be  v e ry d i f f i c u l t and  perha p s  
i mp o s s i b l e .  
W h a t  a re s ome o t he r  types  o f  c o n d i t i o n s ? T here  a re t h ree  genera l 
c l a s s e s : 
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( i ) D i r i c h l e t bo unda ry cond i t i o n s  i n  wh i c h the  bou n d a ry condi t i on 
i s  a s i m p l e fun c t i on o f  the  fo rm 
u ( a , t) = F1 ( t) a n d  U ( l , t) = F2 ( t) 
( i i ) Neuma n n  bo u n d a ry cond i t i o n s  i n v o l v i n g a de r i v a t i ve of  U 
Ux ( a , t) = F 1 ( t) a n d  Ux ( l , t) = F2 ( t) . 
( i i i ) Ro b i n's bou n d a ry con d i t i on s  wh i c h i s  a m i x t u re o f  ( i ) a n d  
( i i )  : u ( a,t) + k Ux ( a , t) F 1 ( t) a n d  
U ( 1  , t )  + c U x ( a , t )  = F 2 ( t ) ( r e  f .  9 )  
T he D i r i c h l et c l a s s  h a s  a l ready been i l l u s tra ted by t he prob l em t ha t  wa s 
j u s t  s o l v e d. The  Neuma n n  cond i t i on s  m i g h t  a r i s e  i n  t he c a s e  o f  a rod 
i n s u l a ted a t  bo t h  e n d s  so  t h a t  the  tempe ra t u re l o s s  i n  the  d i rec t i on o f  
the  x- ax i s i s  z ero o r  n e a r  z e ro a t  b o t h  e n d s : U ( a,t) = U ( l , t) = a .  x x 
T he Ro bi n's c on d i t i o n s  m i g ht a p p l y  i n  a s i t u a t i on whe re t he e n d s  a re i n -
s u l a ted ( th e  d e r i v a t i ve pa rt o f  the  c o nd i t i on) a n d  t here i s  s ome i n tern a l  
s o u rce g e n e ra t i n g t h e  h e a t  a t  t h e  e n d s  ( the n on-de r i va t i ve pa rt) . 
T h u s  f a r  t he x- axi s h a s  been re s t r i c ted to t he i n terva l ( a , l) i n s tead 
o f  t he mo re g e n e ra l i n terva l ( a , L) .  L i kewi s e  t he temper a t u re h a s  bee n  
re s t r i c ted to  �,fj i n s te a d  o f  [ta.t J where ta i s  the  m i n i mum temper­
a t u re a nd t 1 i s  t he maxi mum t
empe r a t u re i n  some doma i n .  In o rd e r  to u s e  
t h e s e  res t r i c te d  i n te r va l s a h e a t  e q u a t i o n  c a n  be t ra n s fo rmed v i a  a c ha nge 
o f  v a r i a b l e s  so t h a t  ( a , L) and [ta.t 1] a re ma pped  to ( a. 1) a n d  [a. 1J 
re s p e c t i ve l y. Fo r exampl e  s uppose  one  ha s the  p ro b l em 
Ut = k Uxx for  0 < x < L ,  to � U ( x , t) � t 1 . ( 5) 
Now in troduce  t he two n ew va ria b l e s  z a n d  w a n d  t he f u n c t i o n  V 
z = xl L w = k t/ L2 a n d  V 
Di fferen t i a t i n g  o n e  o bta i n s 
aV = a(u - t  \ 
az ax t 1 �o") 
= ( t l\)��Ux) 
dx = 
dZ 
dx 
dZ 
S u b s titute  for Uxx in ( 5) 
Next fin d  Vw 
aV = 
aw 
a ( U - to \ d t  - 1-at t - tol dw \ 1 
Again s u bs t i t ute  for Ut i n  ( 6) : 
( 6  ) 
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(k ( t�;tO))Vw = ( k ( t�;tO))V zz  w h i c h  s i mp l i f i e s to 
e q u a tio n ( 2) by rep l a c i n g  z ,  w ,  and V by x ,  t ,  and U re spect i ve l y. E q ua t i on 
( 5) i s  now s a i d  to  be i n  d i me n sio n l e s s  fo rm. ( re f .  1 and 3) 
There a re o th e r  t ra n s fo rmatio n s  whic h can  s i mp l i fy t he e q u a t i on to  
be  s o l ved. I n  e q ua t i on ( 1) t he second  te rm invo l ves  m i xe d  p a rt i a l  de r i v -
a tive s. T h i s t e rm c a n  be elim i n a te d  i n  a ma n n e r  t ha t  is a nalogo u s  to t he 
tec hniq ue t h ro u g h  w hic h the  xy t e rm in a genera l con i c  s e c t i o n  ( from 
a na l yt i c  geome t ry) is  e l i mi na te d  t hrou g h  rota t i n g  t he axes.  Be rg a n d  
McGre g o r  s ta t e  t his f a c t  i n  re ference 9 : 
"By t he in trod u c tion o f  new v a ria b l e s  p ,  n ,  a n d  w, every 
s e c o n d - o rder  e q ua t i on a Uxx + 2 bUXY 
+ c Uyy + h Ux + k Uy + e U  = 
f ( x , y) , where a ,  b ,  c ,  h ,  k ,  a n d  e a re constan t s , can  be 
t ra n s fo rmed i n to  one a n d  o n l y  one of t he fo l l owin g s ta n d a rd 
8 
f o rms  
Wp p  + W n n  + rvJ 
= Q ( p,n) (7 ) 
Wp p  + W n n  + rW Q ( p,n) ( 8) 
Wp p  W Q ( p,n) ( 9  ) n 
W p p  + rW Q ( p,n) ( 10) 
w he re r i s  a con s t a n t  wi t h  one  o f  t he va l ue s  -1, 0, o r  1 . " 
From t he c l a s s i f i c a t i o n s  men t i oned  ea r l i e r  ( 7) is e l l i p t i c, ( 8) i s  hyper­
bo l i c, ( 9) i s  p a ra bo l i c, a nd ( 10) i s  degenerate . 
Just  a s  t he bound a ry con d i t i on s  c a n  be g i ven  i n  a va r i e ty o f  fo rms , 
t he hea t equa t i on i ts e l f c a n  a s sume ma ny d i fferent  fo rms . Some o f  the 
more common v a r i e t i e s  a re g i ven  be l ow ( ref . 7 and 9) : 
( i i ) 
k Uxx + q ( x,t,U) 
Ut = k U  + r{x,t)U + q ( x,t) xx  
( i i i ) aU/ at = a ( g ( x)Ux) l ax 
H a v i n g  i n troduced t he b a s i c  concepts  for pa rt i a l  d i fferent i a l  equa t i o n s  
a n d, i n  p a r ticul a r, f o r  p a ra bo l i c  P DE ' s, w h a t  c o n s titute s a " so l v a b l e "  
p ro b l em ? T h e  t h ree  c r i t e ria t h a t  a re g i ven i n  references  1, 3, a n d  8 
a re : ( i) The  s o l ut i on mus t e x i s t .  
( ii) T he so l ut i on mus t be un i que. 
( i i i ) The s o l utio n mus t depend  con t i nuous l y  o n  t he 
aux i l i a ry cond i t i o n s. 
Fo r t he ba sic hea t p ro b l em s ta te d  ea r l i e r, a s o l ut i o n wa s found in the  form 
o f  an  i n f i nite s e r i e s, hence  a s o l ut i o n e x i s t s . T here is, however, a n  
imp o r t an t p o i n t  to k e e p  i n  min d . From a prac t i ca l v i ewpoi n t  we expect  a 
s o l utio n for  the  p hy s i ca l p ro b l em to  e x i s t  but t he mat hema t i ca l model  fo r 
t he p hys i ca l  p r o b l em may be in error  a n d  coul d have  n o  s o l utio n . T h i s 
fact  a p p l i e s e qua l l y  to  t he un i que n e s s  requi remen t .  Neve r t h e l e s s, l et US 
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a s s ume t h a t  t he ba s i c  hea t pro bl em a c c uratel y ref l ects  t he p hys i ca l  s i t­
u a t i o n. T he fo l l ow i n g  t heorem i n  Ames' text ( ref. 3) g uara n tees u n i que­
nes s (0 a nd Bt are t he doma i n s of x and t res pec t i ve l y) 
" G i ven t he i n i t i a l bo u n dary va l ue pro b l em 
L ( U) g ( x , t)Uxx - Ut = f ( x , t,U , Ux) i n  0 
B t : 0 < t < T wi t h  U ( x ,O) = h ( x) ,  i f  
( i ) g ( x , t) i s  bo unded i n  0 + B t a n d  
a < x < b a n d  
( i i ) f ( x , t , U , Ux) i s  mo noton i c  decrea s i n g i n  U 
t hen t here ex i s t s  a t  mo s t  one so l u t i on .  " 
T he l a s t  req u i rement ( i i i ) for a " s o l v a b l e "  pro b l em says t h a t  sma l l c hanges 
i n  t he i n p u t  data  s ho u l d pro d uce sma l l c ha n ges i n  t he so l u t i on, t h u s  t he 
sys tem s ho u l d be s ta b l e. That  l a s t  c o nd i t i on i s  a l s o t he ba s i s  for t he 
"repea t a b i l i ty" o f  a n  exper i men t ;  we expec t exper i men t a l  res u l t s  to  be 
near l y  t he s ame when very s i m i l ar cond i t i on s  are present for ea c h  experi -
men t. For t he numeri c a l  a na l ys t , cond i t i o n ( i i i ) s ays  t h a t  i f  sma l l rou n d-
o ff errors a n d  tru n ca t i o n  errors are i n trod uced , t he n umeri ca l s o l u t i o n  
w i l l  s t i l l  be " c l o se" t o  t he a n a l yt i c  s o l u t i o n. Any pro b l em t h a t  meets 
requ i remen t s  ( i ) ,  ( i i ) ,  a n d  ( i i i ) i s  s a i d  to  be wel l - p o sed. 
Before exami n i n g s ome of t he n umeri ca l methods  for s o l v i ng the hea t 
eq ua t i on i t  wou l d  be i n s truc t i ve to exami ne four samp l e  prob l ems a n d  t heir  
s o l u t i o n s . 
( i ) F i n d  U ( x , t) s u c h  t ha t  Ut = Uxx s u bject  to t he i n i t i a l  
con d i t i o n U ( x , O) = s i n ( n x) , 0 < x < 1 , a n d  t he bou n dary 
c on d i t i on s  U (O , t) = U ( 1 , t) 0 for a l l t > O .  T he a na l yt i c 
s o l u t i on i s  U ( x , t) exp ( -n 2t)s i n ( n x) ( ref . 1) 
( i i ) F i nd  U ( x , t) s u c h  t h a t  Ut 
Uxx s u bj ect to t he i n i t i a l  
c o nd i t i on U ( x ,O) = exp ( x) , 0 < x < 1 , a n d  t he boundary 
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condi t i o n s  U ( O , t )  = exp ( t )  , U ( l , t ) = exp(t+1 ) fo r all t > 0. 
The a naly t i c  s olut i on i s  U ( x , t )  = exp ( x ) exp ( t )  
The ease wi th whi ch the s olu t i o n s  to examples ( i ) a nd ( i i )  can be evalua ted 
ma kes them i deal tes t ca ses fo r i n ves t i g a t i n g  the accuracy and s t a b i l i ty 
of a n u mer i cal method for solv i n g the hea t eq u a t i o n . 
( i i i ) 
( i v ) 
F i nd U ( x , t )  s uch tha t U = U t xx 
cond i t i on U ( x , O )  = 1 fo r ° < x < 1 
s u bj ect to the i n i t i al 
a nd the bounda ry condi t i on s  
U ( O , t )  = U ( l , t )  ° fo r all t � 0. The a n alyt i c  solu t i on i s  
U ( x , t ) ( 4/ n) I exp ( - ( 2 n+ 1 ) 2n 2 t ) s i n ( ( 2 n + 1 ) n x )  /(2n + 1 )  
o 
( ref . 1 )  
F i nd U ( x , t )  s uch tha t U = U t xx s u bj ect to the i n i t  i a 1 
condi t i on { 2X for ° . 5  U ( x , O )  = < x < 
2 ( 1 - x )  for . 5  < x < 1 a nd 
bou nda ry condi t i on s  U ( O , t )  = U ( l , t )  = ° fo r t > 0 .  The 
a nalyt i c  s olu t i o n i s  
U ( x ,  t )  = ( 8/ /) 
( ref . 1 )  
the 
The la s t  two examples i llu s t ra te the pos s i ble d i ffi culty one ca n have i n  
evalu a t i n g  the a n aly t i c  solu t i on a t  a g i ven po i n t ( x , t ) . Even tho u gh a n  
a naly ti c  s ol u t i o n may be a v a i la ble ( often that's not  the ca se ) o n e  m u s t  
s t i ll t u rn to n umer i cal methods t o  evalua te the s olu t i on a nd even i n  the 
f i r s t  two examples n umeri cal methods a re s t i ll needed to evalua te the 
exponen t i al a nd t r i g o nomet r i c  funct i on s . 
CHAPTE R I I 
THE  MO D I F I E D CRAN K- N I COLSON METHOD 
Numer i ca l  app rox i ma t i o n s  
The second-o rder P OE's o f  the pa ra bo l i c  type a re often descri bed a s  
ma rch i n g  prob l ems due to the fact tha t  a n umer i ca l  so l u t i o n i s  u s ua l l y  
o bta i ned by "f i x i ng" the t i me po s i t i on ,  i . e . , a t i me r ow , a nd compu t i n g  a 
s o l u t i on a t  each space poi n t , then adv anci n g  to the next row to compute a 
s o l u t i on . Fo r exampl e ,  i n  f i g u re 1 o ne wo u l d  be g i ven the i n i t i a l condi t i on s  
fo r t i me r ow t=O a nd the bou nda ry condi t i o n s  fo r x=O a nd x= 1 for a l l t > 0 
( i . e . , v a l ues a re known a t  tho se g r i d  po i n ts  tha t a re boxed ) . The va l ues 
fo r kllX , k = 1 ,  2 ,  . . . , n -l i n  t i me row t = lit co u l d  be ca l cu l a ted from the 
precedi n g  v a l ues i n  t i me row t=O . S i mi l a r ly the va l ues fo r t i me row t= 211t 
co u l d  be ca l cu l a ted from s ome combi n a t i o n  of the precedi n g  t i me rows . 
t i me t 
o 
mllt 
space x 
o lIx 211x 311x ( n - l ) lIx 
Q- - - - - p- - - - -p ------p-----"'------p---------0 b-----�-- - - - -¢ - ------�------ .... ------�- ------ ---6 
I , I I I I 
¢-----9------�-------9------..... ------�----------0 
0- -- --� ------6-------6-- -- - -..... - - - - --0 -- -- ------0 
fi g u re 1 
Con t i n u i n g  i n  thi s fashi o n  a tempera t u re can be compu ted fo r a ny g r i d  po i n t. 
The methods fo r ca l cu l a t i n g  the s o l u t i on to a hea t prob l em through a fi n i te 
d i fference appro ach can be g ro uped i n to two types : i mpl i c i t and expl i c i t 
1 1  
methods . As s u gges ted by the i r  name , expl i c i t  me thods produce  a so l u ti on 
a t  a po i n t ( x , t )  by ena b l i n g o n e  to s o l ve for the u n k nown U(x , t )  y i e l di ng 
a "fo rmu l a" type o f  s o l u t i on tha t g i ves  the va l u e for U(x , t )  i n  te rms of  
the k n own precedi n g  va l ue s . On the o ther ha nd , i mpl ic i t  me thods u s u a l l y  
have ma ny u n known s wh i ch c a n  be s o l ved v i a  a l i ne a r  sy s tem . 
1 2  
Due t o  thei r n ature , expli c i t me thods a re gene ra l l y ea s i e r t o  i mplement 
tha n i mpl i c i t  me thods a nd g i ve good res u l t s  i f  6x a nd 6t a re appropr i a te ly  
cho sen . Unfort u n a te l y  the ra nge  of  va l ues  for  6X a nd 6t nece s s a ry for 
s t a b i l i ty a nd a c c u ra cy nece s s i tates  sma l l s teps i n  t i me .  Thi s i mpl i e s a 
l o t o f  comp u ta t i o n for  rea s o n a b l e  v a l ues  of U ,  espec i a l l y  for l a rge t .  I n  
t u rn , th i s l a rge v o l ume o f  compu ta t i o n i n t rodu ces  the po ten t i a l  for di s a s ­
trou s res u l ts  thro ugh the i n t rodu c t i on o f  ro und-off e rrors  i n  the s o l u t i on 
v i a the fi n i te a r i thmet i c  u s ed i n  a l l compu ters .  I f  6x a nd 6t a re not  
cho sen appropr i a tel y the rou nd-off error  can  g row u n t i l i t  overwhe l ms the 
s o l u t i on ! The amo u n t  o f  compu t a t i on depends upon the method so  a n  exampl e 
i s  i n  o rde r. 
To appro x i ma te Uxx  = Ut a Tay l o r  e xpa n s i o n  c a n  be u sed . As s umi n g  
t i s  he l d  con s t a n t  a nd U i s  s uf f i c i en t l y  d i fferen t i a bl e wi th respect t o  x ,  
a u sefu l expa n s i on i s  
U(x+h ) = U(x ) + hU ' ( x )  + h2 U" ( x ) / 2  + h3 U ' " ( x ) / 6  + O ( h4 ) . ( 1 1 )  
S u bs t i t u t i n g  -h for h g i ves : 
U(x-h ) = U ( x )  - hU ' (x ) + h2 U" ( x ) / 2  - h3 U ' "  ( x ) / 6  + O(h4 ) ( 1 2 )  
As sumi n g  x i s  hel d  c o n s t a n t  a nd U i s  s uffi c i en t l y  d i fferen t i a b l e wi th re­
spect  to t ,  a fo rwa rd d i fference appro x i ma t i o n  to U '  ( t )  can  be obta i ned from 
( 1 1 )  by s u bs t i t u t i n g t for  x a nd k for h 
U ' ( t )  = ( U ( t+k ) - U ( t )  ) / k  + O ( k )  ( 1 3 ) 
S i m i l a r l y ,  u s i n g  ( 1 2 )  a bac kwa rd di ffe ren c e  appro x i ma t i on i s  
U ' ( t )  = ( U ( t )  - U ( t - k )  ) / k  + O ( k )  ( 14 ) 
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Add i n g  ( 1 1 )  a nd ( 1 2 )  g i ves a cen t ra l  d i fference appro x i ma t i o n  for U " ( x )  : 
U" ( x )  = ( U ( x+h ) - 2 U ( x )  + U ( x-h ) ) /h2 + 0 ( h2 ) 
Now set x i + 1  - x i = h a nd tj + 1  - tj k a nd U . . = U ( x . , t . ) 1 J 1 J 
( 1 5 ) 
Us i ng equa t i on s  
( 13 )  a nd ( 1 5 )  the ba s i c  hea t  eq ua t i on ( i g n o r i n g  hi gher o rder terms ) becomes : 
U - U = 0 xx  t 
2 ( U . 1 . - 2 U  . . + U· 1 . ) /h - ( U  . .  1 - U . .  ) /k = 0 1+ , J 1J 1- , J  1 , J + 1J 
Solv i n g  for  U i ·+ 1  g i ves the expl i c i t scheme , J 
2 U 1· . J
· + 1  = ( k/h  ) (  U. 1 . - 2 U  . . + U· 1 . ) + U . .  , 1 +  , J 1J 1 - , J 1 J  
Set r k /h2 to  y i el d 
U i , j + 1  ( 1  2 r ) U  . .  + r U· 1 . 1J 1 - , J 
U · . 1 - r U . 1 . + ( 1  - 2 r )  U · · - r U · 1 . = 0 1 , J + 1 +  , J 1J 1 - , J 
o r  
( 1 6 ) 
( 1 7 )  
( 1 8a ) 
( 1 8b ) 
Perhaps thi s resu l t  ca n be bet ter i l lustra ted by the compu ta t i o n a l  molecule 
( see appendi x  C )  i n  f i g u re 2 .  
t i me 
1 j 
j + 1  
space 
i -I i i + 1  
( r  }-(1- 2 r}--{ r )  
I 
( 1 )  
f i g u re 2 
S uppo se  the i n i t i a l condi t i on i s  U ( x , O )  = exp ( x )  fo r 0 < x < 1 a nd the 
bounda ry cond i t i on s  a re U ( O , t )  exp ( t )  a nd U ( l , t )  = exp ( t+ 1 )  for t > O .  
I f  we set h = �x 0 . 2  a nd k = �t = 0.0 1  then r = 0 . 25 a nd the i n i t i a l 
g r i d  rounded to  4 dec i mal p l aces i s  tha t shown i n  f i g u re 3. U s i ng the com-
puta t i onal  molecule i n  f i g u re 4 the i n ter i o r  g r i d  po i n t s  a re shown i n  f i g ure 
5 .  ( The t rue  errors  a re shown i n  pa ren theses . )  I f  there a re m i n ternal 
1 4  
s pa ce 
t i me 0 . 2  . 4  . 6  .8 1 . 0  
j 0 1 . 0000 1 .  22 14 1 . 4 9 1 8  1 .  822 1 2 . 2255 2 . 7 183 . 0 1 1 . 0101  2 . 7 456  
. 02 1.0202 2 . 7 732 
. 03 1.0305 2 . 801 1 
f i g ure 3 
s p ace 
t i me i - I  i + 1 
1 j ( . 25)---{ . 5)---{ . 25) I 
j+1 ( 1) 
f i g u re 4 
s p a ce 
t i me 0 .2 .4 . 6  .8 1.0 
j 0 1 . 0000 1.2 2 1 4  1.4 9 1 8  1 .  822 1 2 . 2255 2 . 7 1 83 .0 1 1 . 01 0 1  1 .  233 7  1 . 5068 1. 8404 2.24 7 9  2 . 7456 
.02 1 . 0202 1 . 24 6 1  1 . 52 1 9  1 . 858 9  2.2705 2. 7732 
( - . 000 1) 
. 03 1 . 0305 1. 2586 1.537 2  1 . 87 7 6  2.2 933 2 . 80 1 1 
( - . 000 1) 
f i g ure 5 
columns and n t i me rows  ( t>O) then the amount of wor k  to p rodu ce a comp l ete 
g r i d  of values i s  3mn mult i pli c a t i ons and 2mn addi t i ons . For the s a ke of 
a c c u ra cy s u p pose we need 6t = . 00 1  and 6x = . 1  on the reg i on O2 x < 1 
and t > O. Then there a re n i ne i nternal columns and 1000 rows to rea ch 
t = 1 . 0  so the solu t i on at t = 1 . 0 req u i res 2 7 ,000 mu l t i pli c a t i ons and 
18 , 000 addi t i ons . Obv i ou sly a s  the g r i d i s  ref i ned to reduce the t r unca t i on 
error the number of opera t i ons i nc rea ses drama t i c ally. W i th a la r ge number 
of opera t i o n s , t he rou nd-off error due to ma c h i ne l i mi ta t i o n s  on s to r i n g  
dec i ma l  d i g i t s may become a ser i o u s  factor . Al so , bec a u se a pp rox i ma te 
eq u a t i on s  a re bei n g  u sed , t hei r trunca t i on error i n  conju n c t i o n  wi t h  the 
ma c h i ne rou nd-o f f  error may a c t u all y overwhel m the s o l u t i on . 
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Both i mp l i c i t  a nd exp l i c i t  met hods res u l t i n  a f i n i te di fference a p ­
p ro x i ma t i on t o  ( 2 ) and bot h  a re s u bject  to severa l types o f  erro r s . Let U 
be t he exa c t  s o l u t i on of ( 2 ) a nd l et u be t he exa c t  sol u t i on o f  the f i n i te 
di fferen ce eq u a t i on s . T hen t he di s c ret i z a t i o n  error i s  U - u .  Nex t 
def i ne t he di fferen ce operator  Di '+ 1  s u c h  t ha t  t he f i n i te di fferen ce , J  
eq u a t i on ( 18b ) becomes D ·  ' + I ( u )  = O .  Accordi ng to Smi t h  ( ref . 1 ) ,  t he 1 ,J  
local t ru n c a t i on error i s  D i , j+ l ( U ) , The f i n i te di fferen ce eq u a t i on s  
a re s a i d  t o  be c o n s i s tent wi t h  ( 2 ) i f  
L i m  Di j+ l ( U )  0 6x , 6t� , 
In rea l i ty t he f i n i te di fferen ce eq u a t i on s  a re not s olved exa c t l y  due to 
t he f i n i te a r i t hmet i c  performed on every compu ter . The di fferen ce between 
u and  t he comp u ted s olu t i on c i s  c a l l ed t he round-off error 
u - c = rou nd-off erro r 
S u ppose a t  s ome poi n t , s ay ( x i , tj ) ,  a n  error i s  i n t rodu ced so t ha t  i n s tead 
of u i j  t he v a l ue i s  u i j  + ei j  . As s umi n g  t h a t  all s u bseq uen t a r i t hmet i c  
i s  exac t ,  a f i n i te di fference s c heme i s  s a i d  to be s ta b l e  i f  the error e . .  lJ 
a t  all  s u bseq u en t  po i n t s  dec rea ses s teadi l y .  
As s hown i n  ( ref . 1 )  a nd ( ref . 3) , t he expli c i t met hod j u s t  des c r i bed 
i n  ( 18a ) i s  s t a bl e for  0 < r < 0 . 5 or k < h2 / 2  To mi n i mi ze t he trun-
ca t i on error neces s i t a tes t he u se of  sma l l  v alue fo r h and a correspond i n g l y  
sma l ler value for k. I mp l i c i t  met hods permi t a coa rser mes h to be u sed 
w h i l e  s t i l l  y i eldi n g  compa r able a c c u ra cy . T hey a re also les s  s u s cept i bl e  
to f l u c t ua t i on s  due to a berra t i on s  or di s c o n t i n u i t i es i n  t he i n i t i a l or 
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boundary condi t i ons . 
The Cra nk - N i col son Me thod 
One of the ma i n  i mpl i c i t  me thods i s  c a l l ed the Crank -Ni col son me thod . 
Thi s approa ch depends upon an a verage of two t i me rows i n  compu t i ng U 
xx 
More prec i s e l y ,  s uppose we s tart wi th eq u a t i on ( 16) b u t  modi fy i t  to 
2 ( U. 1 . 1 - 2 U  . .  1 + U. 1 . 1 ) /h + 1+ , J + 1 , J + 1- , J + (19 ) 
2 ( U. 1 . - 2 U . . + U. 1 . ) /h 1+ , J 1J 1- , J ) / 2  
= ( U  . .  1 - U . . ) / k 1 , J +  1J 
Once  a g a i n  s e t  r k/h2 and s eparate the " j + l " terms from the "j " terms 
-rU i _ 1 , j + l  + (
2 +2r ) U i , j + l  - rU i + 1 , j + l  
rU . 1 . - ( 2 - 2r ) U  . . + rU·+ 1  . . 1 - , J 1 J 1 , J ( 20 ) 
To i l l u s trate thi s f i ni te di fference eq u a t i on the a s soc i a ted computa t i ona l 
molec ule i s  : 
A l i ne ar sys tem 
r 2+2;- -r, " " 
, " 
-r " 
, 
, 
'-
' 
, 
, 
" 
'-
" 
i - I 
j ( r  ) 
j + l  ( -r) 
i s  formed a s  var i e s  
U 1 , j + l  
I 
" " 
, 
, 
, 
"-
, 
" 
-r " 
, 
'-
'-
, 
" 2+2r Um , j + l  -r  
(2r-2) 
I 
(2r+2) 
f i g ure 6 
1 , 2 ,  . . .  , 
2r- 2 r 
, 
, 
, 
, 
r, " " 
, 
" 
, 
" 
, 
, 
i + l  
(r ) 
(-r ) 
m ( m  i nternal 
, 
, 
" 
'- " 
, " , " " 
, 
, 
, 
' ' r 
J 
" ' 
" 
'" 
, 
, 
r 2r-2 
columns ) 
?'1 I ( 2 1 ) 
• 
U mj 
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On the r i ght-ha nd s i de the f i r s t  a nd la s t  eq u a t i on s  need to be adj u s ted to 
correc t l y  ref l ec t  the known bounda ry v alues a t  UO ,j+ 1' Um+ 1 , j + 1' and 
Uo . , U 1 . . The correc t r i ght-ha nd s i de should be : , J m+ , J 
2 r- 2 r U 1 . Uo . UO , j + 1  , , , J , J " , I 
r ...  0 0 " 
. I + r + r .... " I : ...  '- f .... '- r 0 0 " 
l 
, '- " 
Um+ 1 ,j+1 J r 2 r- 2 Umj U 1 . m+ , J 
( Number the corrected eq u a t i on ( 22) a nd note that the la s t  two vec tor s 
cont a i n  m- 2 zeros . )  The l i nea r sys tem c reated i s  a symmetr i c t r i di agon al 
l i nea r sys tem whi ch can be solved by a s pec i a l  method des c r i bed i n  ( ref . 7)  
whi ch req u i res 3m-3 addi t i on s  a nd mult i p l i ca t i on s  and 2m- 1  di v i s i on s  for 
an m by m sys tem . S u p pose there a re n t i me rows ; there a re n l i near sys tems 
to be solved req u i r i ng a tota l of 3n ( m- 1)  addi t i on s / mu l t i p l i ca t i on s  a nd 
2mn - n di v i s i on s .  For a p roblem ha v i n g  100 i nternal s p a ce poi n t s  and 1000 
t i me rows thi s a mounts  to 2 9 7 , 000 addi t i on s / mult i pli c a t i on s  a nd 1 9 9 ,000 
di v i s i on s . 
The Cra n k -Ni colson method i s  s t a ble for a l l  v a l ues of r>O , however r 
shou l d  be j udi c i ou s l y  chosen to m i n i mi ze the trunca t i on error . Thi s s t a -
b i li ty i s  demon s trated v i a  the ma t r i x a p p roa ch t o  sta b i li ty a naly s i s  i n  
( ref. 1)  a nd ( ref. 3) . The i mportance of s ta b i li ty i s  tha t i t  g u a r a n tees 
convergence . For p a ra bo l i c  p a rt i a l  di fferen t i al equ a t i on s  thi s fact  i s  
s ta ted i n  the La x eq u i va l en ce theorem , also fou nd i n  ( ref . 1)  and  ( ref. 3) 
"Gi ven a p roperly posed i n i t i a l  bou nda ry v alue p roblem and a 
f i n i te di fference a p p rox i ma t i on to i t  tha t s a t i s f i es the con s i s tency 
condi t i on ,  then s ta b i l i ty i s  the neces s a ry a nd s uffi c i en t  condi t i on 
for convergence . " ( ref . 3) 
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T he Mod i f i ed Crank - N i c o l s on Met hod 
The next  i mp l i c i t  met ho d  i s  t he ma i n  s u bjec t  o f  resea rc h in t h i s paper . 
T he method  i s  a mod i f i ca t i on o f  t he Crank-N i c o l son met hod and emp l oys a 
mi x t u re o f  expl i c i t  and i mp l i c i t  comp u ta t i ons . T he a i m  o f  t h i s mod i f i ed 
Crank - N i co l s on met hod  ( Mo d CNM) i s  to red uce t he number o f  computa tion s 
wh i l e  s t i l l  ma i nt a i n i ng t he s t a b i l i ty and a c c u ra cy of  t he s tanda rd Cran k-
N i co l son met hod (SCNM) . 
Befo re g i v i ng t he der i v a t i on o f  t he eq u a t i ons u sed i n  t he Mod CNM , a 
b r i ef des c r i p t i on wo u l d be hel p f u l . To f a c i l i ta te t he des c r i p t i on ,  refer 
to  f i g u re 7 .  The v a l ues fo r "G" g r i d p o i nts a re o bta i ned from t he g i ven 
i ni t i a l cond i t i ons and t he bounda ry va l ue cond i t i ons . Beg i nn i ng w i t h  row 
s p ace 
0 . 1 .2 . 3 . 4  . S .6 . 7  . 8  . 9 1 . 0 
t 1 G G G G G G G G G G G 
t i me t 2 G I M M I M I M G 
j 
t3 G M I �1 I M I M I M G 
t 4 G I M I M I M I M I G 
ts G M M M M M G 
1 1 1 1 1 1 1 1 1 1 1 1 
f i g u re 7 
t 2 t he Mod C NM f i r s t  compu tes t he va l ues for the "W' g r i d p o i nts  v i a  t he 
S CNM ( 20) . Si nce t he S CNM i s  bei ng a p p l i ed to every o t her g r i d po int , 
eq u a t i on ( 20) mu s t  be mo d i f i ed . by rep l a c i ng h wi t h  2 h .  To refl ect  t h i s 
mod i f i ca t i on t he a bbrev i a t i on S CNM2 w i l l  be u sed . The v a l ues for t he " I " 
g r i d p o i nts  a re t hen comp u ted u s i ng s ome exp l i c i t  i nterpo l ant . For t he 
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next row , row t3 , the same comp uta tions a re a pplied except that t he values 
for the point s i n  alterna te col umns a re compu ted by t he S CNM2 fol l owed 
again by some interpol ant for t he rema i ning po i nts  i n  row t3 . The v a l ues 
for t he remain i ng rows a re s i mi la rly comp u ted . A deta i l ed deriv a tion of 
t he Mod CNM eq ua t i ons will now be g i ven . 
To beg i n ,  the same not a tion w i ll be u sed a s  wa s i nt roduced ea rlier 
Also let t he number of 
internal columns be 2n- 1  and the number of rows be 2m+ l and s ta rt a l l s u b -
s c r i p t  number i ng with 1 .  Although the g r i d i n  f i g u re 7 shows �x = . 1 ,  for 
the Mod CNM t he v alue for h w i l l  a c t ually be 2�x . Keep i n  mind tha t t he 
Mod CNM i s  a ppli ed to every other column so  t ha t  eq u a t i on ( 1 9) becomes : 
2U  . .  + U .  2 . )  ) / ( 8h
2) 1J l- , J 
( U  . .  1 - U ·  . ) / k 1 , J + 1J 
F u rther s i mp l ify i ng gives equ a t i ons ( 24) and ( 25) : 
r (  U i +2 , j + 1  - 2 Ui , j + 1  + Ui- 2 , j + 1  
+ U i +2 , j 2 U· · + U .  2 . ) 1J l- , J 
8U · . 1 - 8U· . 1 , J + 1J 
- r U . 2 . 1 + ( 8+ 2 r) U . .  1 - r U· 2 . 1 1+ , J + 1 , J + 1 - , J + = 
( 23) 
= 
( 24) 
rU i +2 , j + ( 8-2 r) U i j  + rU i _2 ,j 
( 25) 
This la s t  eq u a tion is a p pli c a ble to the " M "  points i n  t i me rows t 2 , t4 , 
t 6 , . . .  , t 2m and a s  i v aries , i = 2 k - 1  for k = 2 ,  3 ,  . . .  , n the l i nea r 
sys tem i n  ( 26) a rises 
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U3 , j+ l  8- 2 r  r, U3 . "- ,J 8+2 r  -r" 
"-
�5 , j+ l  r· "- U5 . , . ,J . "-
"-
, r " 
U 2n- 1 , j+ l 
" r 8- 2 r U2n- 1 ,j  
( Call t h is sys tem ( 26) . )  Once aga i n  t he r i g h t - hand s i de s ho u l d  be mod-
f i ed to refl ec t  t he known bounda ry values U 1 " U2 1 . ,J n+ ,J 
U2n+ 1 , j+ l  
8- 2 r  r, U3 . U 1 . , ,J ,J 
r, 
"- U5 . Q "- , ,J "- , 
, + r , , , 0 , r "- , 
, 
, 
8- 2 r  U2n- 1 ,j+ l U2n+ 1 , j  r 
and 
U 1 , j+ l 
1 27) 0 + r 
I 0 
U2n+ 1 , j+� 
( No te t ha t  t he la s t  two vec tors  c onta i n  n-3 zeroes . )  T he correc ted sys tem , 
sys tem ( 2 7) req u i res t he s o l u t i on o f  an n- l x n- l l i nea r sys tem . T he same 
sys tem appl i es to  t he "M" g r i d po i nt s  i n  t i me rows t3 , t5 , t 7 , ··· , t 2m+ 1 
except t h a t  t he approx i ma t i on to  U a t  t he f i r s t  and la s t  po i nt s  m u s t  be xx 
modi f i ed due to t he a symmet r i c spa ce step a t  t hese po i nt s . To appro x i mate 
Uxx one can rely upon t he def i ni t i on of f " ( x) as t he L i m ( f' ( x+h) - f ( x) ) / h .  h-+O 
For  t he po i nt ( x2 , t3) i n  f i g u re 7 ,  a centra l di fference approx i ma t i on c an 
be u sed fo r f' ( x+ h) i n  conjunct i on w i t h  Q ba c kward di fference appro x i ma t i on 
for fO ( x) .  The appro x i ma t i on for  U xx a t  (xi ,tj) becomes 
o r  
( ( U .  2 . - U . .  ) / 2 h  - ( U  . . - U ·  1 . ) / h  ) / h  1+ ,J 1 J 1 J 1 - ,J 
2 
( U . 2 . - 3U . . + 2 U. 1 . ) / ( 2 h  ) 1+ ,J 1 J 1- ,J 
( 28) 
( 2 9) 
2 1 
S u bs t i t u t i ng ( 2 9) i nto ( 23) a s  the a p p ro x i ma t i on to Uxx in the Mo d CNM g i ves 
the mo d i f i ed l i ne ar system a p p l i c a b l e to t i me rows t3 , ts' t7 ,··· , t2m+l 
( fo r  deta i l s  see a ppend i x  B) : 
r 4 -3r 
r, 
4+3r - r 
- r 8+2 r 
r, 
8- 2 r  
" '-
"'-
8+2r - r 
- r 4+3r 
U2 ,j +2 
�4 , j+2 
U2n , j+2 
U2 , j + l l 
�4 , j + l  
8- 2 r  "r 
+ 2 r  
I 
, r 4 -3r U2n , j + l  
U 1 , j+ l 
o , 
I 
I 
I 
, 
o 
l U2n+ 1 ,j+ l 
( No te tha t the l a s t  two vectors  conta i n  n- 2 zeros . )  
r � 1 ,j+2 
, 
+ 2 r  
0 
U2n+ 1 ,j+2 
( 30) 
Wha t can be u s e d  for the i nterpo l ant fo r e a ch t i me row t 2 , t3 , t4 , 
ts' ···' t2m+ 1 ? An e x p l i c i t  me thod s i mi l a r to one a l re ady des c r i bed w i l l  wo rk  
ni ce l y . U s i ng eq u a t i ons ( 14) and  (IS )  g i ves  the e x p l i c i t  me thod in  e q ua t i on 
( 3 1) : 
U . . 1 = ( rU .  1 . 1 + U . .  + rU 1·+ 1 , J· + l)/ ( 1  + 2 r) 1 , J + 1 - , J + l J ( 3 1) 
The comp u t at i ona l mo l e c u l e a s soc i a te d  w i th ( 31) i s  shown i n  f i g u re 8 .  
s p a ce i -I i + l 
t i me j 1 / ( 1+2r) 
j / � 
j+ l . r/ ( 1+2r) 1 r/ ( 1+2r) 
f i g u re 8 
By i t s e l f e q u a t i on ( 31) i s  onl y  s t a b l e for 0 < r < O.S but  u s ed in conjunct i on 
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wi th  t he more w i d ely s t a ble S CNM2 t he two me thods  may a l so be s ta b l e .  Th i s  
s t a b i l i ty w i ll be a d dre s se d  i n  a la ter c ha pter . 
The  Mo d CNM i s  d e s cr i bed by t he fol l ow i n g  algori t hm ( 32 )  
1. Con ve n t i o n s : Le t t h e  co l umn s a nd rows be n umbered a s  s hown i n  
f i g ure 7 a n d  l et the  n umber of  c o l umn s  be 2n + 1  
where n i s  s ome po s i t i ve i n teger grea ter than  1 .  
S i m i l ar l y  l et t he n umber o f  rows be 2m+1 where m 
i s  s ome po s i t i ve i n teger grea ter than  1 .  
I I .  Steps  a .  In i t i a l i ze row 1 accord i n g to t he i n i t i a l  con d i t i on s . 
b .  In i t i ali ze column s 1 a n d  2n+ 1 a c c ord i n g to the  bou n d -
ary v a l ue  con d i t i on s . 
c .  Apply sys tem (27 ) to c o l umn s 3 , 5 , 7 ,  . . .  , 2n-1 i n  row 
two . 
d .  Ap p l y  e q u a t i on ( 3 1 ) to c o l umn s 2 ,  4 ,  6 ,  . . .  , 2n i n  row 
two . 
e .  App l y  sys tem ( 30 )  to  column s 2 ,  4 ,  6 ,  . . .  , 2n i n  row 
t hree . 
f .  Apply e q u a t i on ( 3 1 ) to c olumn s 3 ,  5 ,  7 ,  . . .  , 2n - 1 i n  
row t hree . 
g. Re pe a t  s te p s  b - f to the  s u c ceed i n g  rows u n t i l row 
2m+ 1 i s  f i n i s he d . 
To i l l u s tra te t h i s a l gori t hm let's solve t he sample pro b l em ( i ) de ­
s cr i  bed a t  t he e n d  o f  c h a p ter o n e . Set  t:,x = t:,t = 0 . 1 so  r = 10 . Us i n g  
the  i n i t i a l  con d i t i on s  a n d  t he bo u n d ary value cond i t i on s  the  t i me - s p a ce gri d 
i s  t ha t  s hown i n  f i gure 9. For t h i s pro b l em sys tems (27 ) a n d  ( 30 )  are 4x4 
a n d  5 x 5  sys t ems re s p e c t i vely a n d  are s hown i n  equ a t i on s  ( 33 )  a n d  ( 34 )  re ­
s pe c t i vely . T he i n terpola n t , eq u a t i on ( 3 1 ) , become s equat i o n ( 35 )  and  i t s 
compu ta t i on a l  molec u l e  i s  t ha t  s hown i n  f i g ure 10 . App l y i n g the  Mod CNM 
23 
algor i t hm descri bed i n  ( 32 )  g i ve s  t he re s u l ts  s hown i n  f i g ure 1 1 .  The reader 
i s  enco ura ged to ver i fy t he s e  re s u l t s .  
t i me 0 
) . 1  . 2  
I , 
, , , 
1 . 0 
28 - 10 
- 10 28 
0 - 10 
0 0 
34 - 10 0 
- 10 28 - 10 
0 - 10 28 
0 0 - 10 
l 0 0 0 
U i , j + 1  
s pace 
0 
0 
0 
0 
0 
0 
- 10 
28 
- 10 
0 
0 
- 10 
28 
-10 
. 1  . 2  . 3  . 4  . 5  
. 3090 . 5878 . 8090 . 95 1 1  1 . 0000 
( T he r i g h t  ha l f  i s  symme tri c  
0 
0 
- 10 
28 
01 
0 
0 
- 10 
34J 
to the  l e ft h a l f . ) 
fi g ure 9 
U3 , j  + 1 
U5 , j +1 
U7 , j + 1  
U9 , j + 1 
equa t i on 33 
U2 , j +2 
U4 , j +2 
U6 , j +2 
= 
l 
U8 , j +2 
U 10 , j  +2 
e q u a t i on 34 
- 12 10 0 0 
-26 
10 
0 
0 
0 
10 - 12  10 0 
o 10 - 12 10 
o 0 10 - 12 
10 0 0 
- 12 10 0 
10 - 12 10 
0 10 - 12  
0 0 10 
( 10U i _1 , j + 1  + U i j  + lOU i + 1 , j + 1)/2 1  
e q ua t i on 3 5  
U7 . ,J 
0 U2 , j + 1 
0 U4 , j + 1 
o . U6 , j + 1  
I 
o US , j +] 
J -26 l U 10 , j + 1  
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s pace  i -I i+l 
t i me j 1 /21  
j /'� 
j+l 10/2 1  1 10/21 
f i g ure 10 
s p ace 
0 . 1  . 2  . 3  . 4  . 5  
t i me 0 0 . 3090 . 5878 . 8090 . 95 1 1  1 . 0000 
1 
. 1  0 . 08 1 9  . 1 9 70 . 2730 . 3393 . 3443 
. 2  0 . 0409 . 07 7 8  . 1048 . 1 1 50 . 1259  
. 3  0 . 0096 .0246 . 0343 . 0435 . 0454  
. 4  0 . 0053 . 0101 . 0 134 . 01 4 5  . 0 1 60 
I I I , 
I I I 
, 
I 
I I 
. 20'9 7  . 2960 1 . 0 0 . 1088 . 2742 . 326 7 
( Mu l t i p l y  the re s ul ts  i n  the la s t  row by .000 1) 
fi g ure 1 1  
CHAP T E R  I I I  
STAB I L I TY ANALYS I S  
The  s t a b i l i ty o f  the  ModCNM w i ll be exami ned u s i n g t he matr i x  a p proa ch 
demo n s trated i n  ( re f. 1 )  and ( re f . 3 ) . The  l i near sys tem i n  e q u a t i on (27 ) 
c a n  be wr i t ten i n  ma tr i x n o ta t i on a s  
A u. 1 = B U. + rV. + rV. 1 J + J J J + 
S i m i larly eq u a t i on ( 30 )  c a n  be wri tten a s  
( 36 )  
( 37 ) 
The i n terpola n t  for c o l umn s 2 , 4 ,  . . .  , 2n i n  rows 2 ,  4 ,  . . . , 2m g i ven by 
e q ua t i o n  (31 ) c a n  be wr i tten a s  t he sys t em 
U2n , j + 1  
U 1 , j + 1  
o I 
I 
r : 
T+2r i o 
l 
�2n+ 1 , j + 1  
+ r 1 +2r 
, 
" 
, 
, 
o 
" 
o 
" 
r U3 , j + 1  
I �5 , j + 1 I 
I 
U2n - 1 , j + 1  
a nd s i mi larly t he i n terpolan t  for columns 3 ,  5 ,  7 ,  . . .  , 2n - 1 i n  rows 3 ,  5 ,  
7 ,  . .. , 2m+ 1 c a n  be wr i t ten a s  
U3 , j +2 1 1 
U2 , j  +2 U3 , j + 1  l 
\ , 0 I , 
I , , �4 , j +2 �5 , j + 1  �5 , j +2 , " , , i I \ \ . 
J2n - 1 , j +j 
0 , \ I + 1 r \ I , mr I 1+2r \ \ 
I \ I 
I " " I 
U2n - 1 , j +2 
1 1 U2n , j +2 
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( 38 )  
(39 ) 
Us i ng t he ma t r i x n o t a t i on i n t roduced  i n  equa t i on s  ( 36 ) a n d  ( 37 ) g i ves  the 
ma tr i x e q u a t i o n s  fo r ( 38 )  a n d  (39 ) as : 
U. 2 J + 
T-a D  Uj +2 + bUj + 1  
( 4 0 )  
( 4 1 ) 
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where a = r/ ( 1 +2r ) a n d  b = 1/ ( 1 +2r ) . Thu s t he a l g o r i t hm g i ven i n  chap­
t e r  two i n  ( 32 )  c a n  be  reduced  to compu t i n g  Uj + 1' Uj + 1' Uj +2' Uj +2 given 
by e q ua t i o n s  ( 36 ) , ( 37 ) , ( 40 ) , and ( 4 1 ) re s pect i ve l y .  
I n  order  t o  d e te rmi n e  the  s t a b i l i ty o f  t he Mod CNM , an  i te ra t i on equ a -
t i on o f  the  fo rm U. 1 = G U. i s  d e s i red . Exten d i n g  t he r i ght - hand  s i de J + J 
g i ve s  Uj + 1  
= G U· = G ( G  u· 1 ) = G
2 
u. 1 = G
j + 1  Uo ( 42 )  J J - J - . . .  
Let  U be the  e x a c t  so l u t i on a n d  u be the  c omputed s o l u t i on .  T hen t he e rror 
ej + 1 d e pend s u po n  the  ma t r i x G and the  i n i t i a l  error eo as s hown : 
e - U = Gj + 1U j + 1  j + 1 - uj + 1  0 ( 43 )  
I f  t he e i g e n va l ue s  P i o f  G a re d i s t i nc t  t he i n i t i a l  e rro r eo c a n  be expre s s ed 
as  a l i ne a r  comb i na t i on of the  e i genvecto r s  g i o f  G 
= Gj + 1e = c Gj + 1 g + ej + 1  0 1 1 
By t he de f i n i t i on o f  an  e i ge n va l ue a n d  e i genvector  
( 44 )  become s 
Gg. 1 
a n d  
( 44 )  
and  equa t i on 
( 4 5 ) 
If t he modu l u s o f  t he e i genva l ue s  Pi a re l e s s  t ha n  o r  equa l t o  o n e  then ej + 1  
w i l l  decay w i t h  e a c h  i terat i on ma k i n g t he i te ra t i on sc heme s t a b l e .  
Can  t he Mod CNM be e x p re s sed  i n  the  de s i red form ? F rom equa t i on ( 36 )  
s o l ve fo r U ·  1 J + 
Uj + l = A
-I B Uj + rA
-I Vj + rA
-I Vj + l  
a n d  s u b s t i t u te for Uj + l i n  ( 40 )  t o  g i ve 
a VJ· + l + a DA
- I B U. + arDA-I V . + arDA-
I V . 1 + b U . J J J + J 
The l i near sys t ems for ( 46 )  a n d  ( 4 7 ) can be wri t ten a s  t he l arger 
rA- l 01 V. rA
-l 
+ 
arOA- 1 oJ \1: + arOA- 1  
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( 46 )  
( 4 7 ) 
sys tem : 
o JVj + 1  
1 -
a I  lVj + l 
T he s o l u t i on a l on g  t he j + l row , sys tem ( 48 �  ca n be wri tten  i n  ma tri x nota ­
t i on a s  
( 4 9 )  
S i m i l arl y e qu a t i on ( 37 )  ca n be s o l ved  for Dj +2 a n d  s u bs t i tu ted i n to ( 4 1 ) .  
T he e q u a t i on s  for Uj +2 a n d  
U
j +2 ca n be wri tten a s  the  sys tem g i ven i n  ( 50 )  
a n d  ( 5 1 )  
b I  
( 48 )  
�u 2] 
U; :2 0 
a OT�� :�l{�j + l + [ 0 2arOT�� : ]{�j + l] + [0 
A B Uj + l  0 2rA Vj + l 0 
T- l [ I 2arO A- 0 Vj +2
J 2 A- I Ii ( 50 )  r j +2 
Xj +2 CI Xj + l + C2Wj + l + 
C
3Wj +2 ( 5 1  ) 
Toget her sy stems ( 4 9 )  a n d  ( 5 1 ) re pre sent  the  s o l u t i on s  a l on g  rows j + l  a n d  
j +2 ,  t ha t  i s ,  t he s o l u t i o n s  t h a t  re s u l t a fter a "comp l e te " a p p l i ca t i on o f  
t he Mod CNM ; t he a p p l i ca t i on i s  comp l e te i n  t h e  sense  t ha t  e very co l umn has  
rece i ved a n  i n terpo l a ted v a l ue  a n d  a s tan dard Cra n k -Ni co l son  va l ue .  By com-
b i n i ng sys tems ( 4 9 )  a n d  ( 5 1 ) , a comp l e te a p p l i ca t i on of t he Mod CNM can be 
embod i ed i n  the  fo l l owi n g  l i n ea � sys tem 
[Xj + lJ [C l ° J fXj J [C2 OJ [Wj ] [C3 � [wj + ll ( 52 )  
Xj +2 
= 
0 c l
ob + l + 0 [2 · Wj + l + 0 [3j" wj +2J 
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o r  ( 53 )  
T h e  Mod CNM h a s  bee n  e x p re s s ed a s  a ma t r i x d i fference e q u a t i on i n  t he de sired 
form ( 42 )  men t i oned  e a rl i e r  i n  t he c ha p ter a n d  t he depende n cy of the j + 1  
a p p l i ca t i on upon  t he i n i t i a l a p pl i ca t i on i s  
Z = M j + 1Z + j + 1  1 0 
j 
L 
k=O 
M k 1 ( 54 )  
T h u s  t he mo d i f i ed Cra n k - N i cols o n  me thod  w i ll be s t a b l e i f  t he mod u l us  o f  t he 
e i gen values o f  M 1 i s  l e s s  t h a n  o r  eq u a l to  u n i ty .  
W h a t  a re t he e i gen value s  of  M 1 ? F rom equ a t i o n s  ( 48 )  a n d  ( 4 9) come s 
t he s u b s t i tu t i o n  rep re se n ted  by C 1 ' [ A- I B 
b�J C 1 a DA- 1 B ( 5 5 )  
a n d  from ( 50 )  a n d  ( 5 1 ) t he s u bs t i t u t i on re p re se n te d  by ( 1 ' 
( 56 )  
Us i n g f a c t  ( i ) from appe n d i x A ,  the  e i genva l ues  o f  M1 a re the  e i genva l ue s  o f  
C 1 a n d  
(
1 ' h e n c e  i t  w i l l  b e  nece s s a ry to  f i n d t he e i ge n v a l ues  o f  A
- 1 B a n d  
-- 1-A B .  
T he p ro d u c t  A- 1 B c a n  b e  re -wri  tten us i ng ( 27 ) i n  t he fo rm 
( 8 1  - rS ) - 1 ( 8 1  + rS ) where -2 1 '-
"-
"- '-
S 1 '-
"- '-
"- I "- "-
'- "- "-
'- 1 -2 
Mat r i x S i s  a symme t r i c t r i d i a g o n a l  mat r i x .  F rom appen d i x A ,  fact  ( i i i )  
g i ves  t he k� e i g e n value P k o f  A
- 1 B a s  
Pk = ( 8  - 2r ( 1  - c o s ( kn / n ) ) )  / ( 8  + 2r ( 1  - cos ( kn/n ) ) )  a n d  
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u s i ng t he tri g o n ome tr i c  i de n t i ty s i n2 ( a/2 ) ( 1  - co s ( a ) ) /2 y i elds t he 
form 
Pk = ( 8  - 4rs i n
2 ( kn/2n ) )  / ( 8  + 4rs i n2 ( kn /2n ) )  ( 57 ) 
for k = 1 , 2 ,  . . .  , n - 1  T h e  2n - 1 e i gen values  q k of  C 1 can be found us i n g 
fact ( i )  i n  a p p en d i x A a s  
q k = 
{ P
b
k ' 
k
k = 1 ,  . . .  , n - 1 
= n , . . .  , 2n - 1  ( 58 )  
B 0 d 0 . 2 1 th d 1 f h ' 1 eca u s e  r > an  < S l n  a < , e mo u U S  0 t e e l genva  ues  Pk are 
le s s  t ha n  one  for all r a n d  cle arly b < 1 for all r >  0 s i nce b = 1 / ( l+2r ) , 
he nce t h e  modulu s o f  all t he e i gen valu e s  of  C 1 are le s s  t ha n  u n i ty .  
To f i n d t he e i g e n v alue s o f  A- IS , the  ma tr i ce s  A a n d  S ( eq u a t i on 30 ) 
ca n e xpre s s e d  i n  a rela ted form 
A = D + rG a n d  B = D - rG 
where D d i a g ( 4 , 8 , 8 ,  . . . , 8 , 8 , 4 ) a nd 
G 
Th i s  perm i t s  A a n d  B to be factored a s  
A = D ( 1 + r D- 1 G )  a n d  B 
-- 1-A B 
A- IS = ( I  + r D- 1 G ) ( 1  - r D- 1G )  . 
3 - 1  " 
- 1 , 2 "-
"-
"-
The  pro d uct  D- 1 G ca n be compu te d  d i rectly a s  
3/4  
D - 1 G = d i a g ( l / 4 , 1 / 8 ,  . . .  , 1 / 8 , 1 / 4 ) · G - 1 / 8  
, , 
" 
" 
"-
"-
" 
"-
" 
" 
" 
"-
"-
"-
" 2 - 1  
...  
- 1  3 
s o  t h a t  
- 1/ 4  
1 / 4  - 1/ 8  " " , , 
�'1 / 8  
. 
1 / 4  
- 1 / 4  
( 5 9 )  
, 
: 1/ 8  
3 / 4  
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By Smi t h  i n  ( re f .  1) ( see fact ( i i i ) i n  appen d i x A ) , the  e i gen values  of t he 
pro duct A- 1B are ( l -rA)/ ( l +rA) where A i s  a n  e i gen value o f  0- l G .  G i ven 
t h a t  r > 0, i f  A > 0 t hen t he mod ulus  o f  the  e i g e n values o f  A- 1B wi l l  be 
le s s  t ha n  or equal  to  one . Gerschgori n ' s  c i rcl e t heorem s ta te s  t ha t  each 
e i ge n value o f  a n  n by n ma tri x A l i e s  o n  or i n  the  u n i on o f  t he c i rcl e s  
n 
1 A a 1 = L: l a 1 For t he ma tri x 0-
l G t he ci rcle s are I A  - 3/ 4 1 < 1 / 4  - i i  . 1 i j  J = 
j f i 
a n d  1 >- - 1 / 4 1 .::. 1 / 4  or 
o f  0- l G i s  non - n e g a t i ve .  
1 /2  < A < 1 a n d  0 '::' A '::' 1/2 s o  each e i ge nvalue 
-- 1- -Hence t he mo d ulu s o f  t he e i gen value s o f  A B ,  C 1 , 
a n d  M 1  are l e s s  t ha n  or equal to one , a n d  s o  the  mo d i f i ed Cra n k - N i co l son  
m e t h o d  i s  s t a b l e . 
CHAPTE R IV 
E X P E R IMENTAL RESULTS 
A perturba t i on a l  a n aly s i s  wa s u se d  to e xper i me n ta l l y exami ne the 
s t a b i l i ty of t he Mod CNM . T h i s techn i que  may be u sed to demo n s trate t he 
ma nner i n  wh i c h  a ro u n d i n g error i s  pro p a g a te d  w i t h  e a c h  s u c ce s s i ve a p p l i -
c a t i o n  o f  the  Mod CNM . For the  perturba t i onal a n a l ys i s ,  z ero boun dary 
c o n d i t i on s  were u se d  a s  we l l a s  zero i n i t i a l  cond i t i o n s  wi t h  t he excep t i on 
U ( . 5 , 0 )  wa s set to  o n e  to re pre sen t a ro u n d i n g  error . 
To e x am i n e  t h e  e ffec t  o f  me s h  le n g t h  vari a t i on u po n  the  decre a s e  i n  
the  i n i t i a l  perturba t i on , t he me s h  len g t h s  i n  the  s p a c e  a n d  t i me d i me n s i on s  
were vari e d  i n de penden t l y .  T h e  re s u l t s  were plot te d  for fo ur c a s e s : 
( i ) At t he po i n t s  ( . 5 , t ) , t = . 1 ,  . 2 ,  . . .  , 1 . 0 ,  f i x h a n d  vary 
k ( f i g ure 1 2 ) . 
( i i )  At t he po i nt s  ( . 5 , t ) , t 
h ( f  i g u re 1 3 ) . 
. 1 ,  .2 , . . .  , 1 . 0 ,  f i x k a n d  vary 
( i i i )  At t he po i nt ( . 5 , 1 . 0 )  f i x h a n d  v ary k ( f i g ure 1 4 ) .  
( i v )  At t he po i n t ( . 5 , 1 . 0 )  f i x k a n d  v ary h ( f i g ure 1 5 ) . 
The  trun c a t i o n  error i n  the  a p prox i ma t i o n ( 1 3 )  may be mi n i mi zed  by 
decre a s i n g k bu t ,  a s  i llu s tra t e d  i n  f i g ure 1 2 ,  t here i s  a corre s p on d i n g  
d e cre a s e  i n  s ta b i l i ty .  From f i g ure 1 3  the  gre a te s t  s t a b i li ty o c c urs when 
t he tru n ca t i on error to  U i s  m i n i m i zed , however t h i s  rule c a n n o t  be r i g i d ­xx 
ly a p pl i e d . T he li n e  h = 0 . 02 5  has a s l i g h tly l arger tru n ca t i on error than  
h = 0 . 02 b u t  t he corre s pond i n g g a i n  i n  s ta b i li ty may be  worth  t he larger 
3 1  
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t r u n c a t i o n  e r ro r .  
F i g u re s  1 4  a n d  1 5  i n d i c a te tha t certa i n  mesh s i ze s  a re t o  be a vo i ded  
i f  s t a b i l i ty and  rea s o n a b l e a c c u ra cy a re des i red . Of the mesh l e n g ths tha t 
were t e s te d , the o p t i mum s pace - me sh l en g th appears  t o  be h = 0 . 025 . For 
th i s  v a l ue of h the d e c re a s e  i n  the i n i t i a l  perturba t i on i s  second o n l y  to  
h = 0 . 0 1  whi ch req u i res a p p rox i ma te l y  twi ce  as  much wo rk ; thi s can  be  seen  
i n  f i g u re s  13 , 1 4 , 1 5 , and  t a b l e 3 .  
To expe r i me n ta l l y  e x am i n e  the a c c u ra cy o f  the Mod CNM , the fou r  p rob­
l ems at  the e n d  o f  cha p t e r  o n e  were tested . The re l a t i ve e r ro r  wa s computed  
as  the ( true  va l u e - comp uted  v a l u e)/ ( true  v a l u e) .  Some o f  the re s u l t s  a re 
t a bu l a te d  i n  t a b l e s  1 ,  2 ,  a n d  3 .  
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PERTURBATIONAL ANALYSIS : ERROR IN COLUMN C 0 . 5 , t )  
FIX h = 0 . 05 and VARY k 
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PERTURBATIONAL ANALYSIS : ERROR IN COLUMN (0 . 5 � t )  
FIX k = 0 . 0 1  and VARY h 
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PERTURBATIONAL ANALYSIS : ERROR AT POINT ( 0 . 5 � t . 0 ) 
FIX h = . 1 �  . 05 ,  . 02 5 �  . 0 2 �  . 0 t  
. . . 
. . ' 
. '  . 
. . 
. - . -
. -
- . 
--
- . -
--
- ------
' - ' -- ' - ' -
and VARY k 
-
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h = 0 . 1 00 
h - 0 . 05 0  
h = 0 . 025 
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PERTURBATIONAL ANALYSIS : ERROR AT POINT C 0 . 5 J 1 . 0 ) 
FIX k = 0 . 0 1 0 ; 0 . 00 2  and VARY h 
\\ � 
\\ / � � 
4�--�--------�--------�--------�--------�--� 
. 0 1 0  
k = 0 . 0 1 0  
k ... 0 . 002 
. 020 . 025 . 050 . 1 00 
h 
--t, 
�. 
<.0 
C 
) 
CD 
......, 
lJ1 
W 
0'\ 
3 7  
R e l a t i v e E r r o r  x 1 00 a t  ( . 5 , t )  
h == 0 . 0 2 5  a n d  k == 0 . 0 2 
Pro b 1 em Number 
t 1 2 3 4 
. 1  - . 0 1 61 - . 0 1 6 5  . 92 9  . 4 998 
. 2  . 0072  - . 014 9 l .  3 34 . 0444 
. 3  - . 03 6 7  - . 02 2 5  1 . 303 . 0548 
. 4  - . 0 1 56 - . 0203 l .  3 2 3  . 0703 
. 5  - . 05 5 6  - . 0 1 84 l .  2 8 1  . 02 92 
. 6  - . 03 36 - . 0200 1 . 304 . 0506 
. 7  - . 07 5 1  - . 02 1 1  l .  258  . 0 1 1 1  
. 8  - . 05 10 - . 0 1 9 1  1 . 285 . 033 1 
. 9  - . 09 3 7  - . 0 1 97 l .  245  - . 0089 
l . 0  - . 07 3 5  - . 0201  1 . 26 5  . 0 1 1 9  
t a b l e 1 
Re l a t i v e Error x 100 a t  ( . 5 , l . 0 )  
h == 0 . 05 
Pro b l em N um ber 
k 1 2 3 4 
. 02 5  7 . 6 9 1  - . 0803 - 3 . 054 - 6 . 2 1 6  
. 020 - 8 . 068  - . 0803 - 4 . 9 9 3  - 7 . 809 
. 0 1 0  - 9 . 534  - . 0803 - 7 . 24 9  - 9 . 3 1 4  
. 005 - 8 . 8 1 8  - . 07 8 1  - 7 . 087  - 8 . 680 
. 002 - 6 . 9 7 8  - . 07 1 4  - 5 . 7 1 7  - 6 . 9 7 4  
t a b l e 2 
Re l a t i ve Error x 100 a t  ( . 5 , l . 0 )  
k == 0 . 02 
Pro b l em Number 
h 1 2 3 4 
. 100 - 2 5 . 66 - . 303 5 - 1 8 . 88 - 2 9 . 64 
. 050 - 8 . 068 - . 0803 -4 . 99 3 - 7 . 809 
. 02 5 - . 07 3 5  - . 0201  1 .  265  . 0 1 1 9  
. 020 l .  02 7 - . 0 1 3 4  2 . 082 . 892 1 
. 0 1 0  2 . 6 18 - . 0022 3 . 298  2 . 068  
t a b l  e 3 
CHAPT E R  V 
FUT U R E  CONS IDERAT I ONS 
To comp a re t he amo u n t  of wo rk req u i red by t he Mod CNM a n d  t he S CNM , 
t he s e  a s s ump t i o n s  w i l l  be u se d : ( i ) There a re 2n - 1  i n te rn a l  me s h  po i n ts  i n  
e a c h  row ; ( i i )  There  a re 2m rows beyon d  t he i n i t i a l  row ; ( i i i ) Gau s s i an 
e l i mi na t i on requ i re s  a p p ro x i ma te l y  k3/3  o pe ra t i on s  to s o l ve a la rge k by 
k sys tem ; ( i v )  The  t r i d i a gon a l  sys tem s o l v e r  req u i re s  3k a d d i t i o n s / mult i ­
p l i ca t i on s  a n d  2k  d i v i s i on s  w h i c h  w i ll be c o u n te d  j o i n t l y  a s  5 k  opera t i ons ; 
( v )  T he i n te rpo l a n t  g i ven by e q u a t i on ( 3 1 ) requ i re s  two a dd i t i on s / mu l t i ­
pli c a t i o n s  a n d  o n e  d i v i s i on wh i c h comb i n e s  for  a count  o f  t h ree opera t i on s  
p e r  i n te rpola ted  v alue . 
Us i n g Ga u s s i an e l i m i n a t i on the  n umbe r o f  opera t i o n s  requ i re d  by t he 
Mod CNM i s  m ( n3/ 3  + 3 ( n - 1 )  + ( n - 1 ) 3/3  + 3n ) w h i c h  i s  a pprox i ma te l y  2mn3/ 3  
o pe ra t i on s  f o r  l a rge  n .  T h e  S CNM req u i re s  2m (2n- 1 )3/3  o p e ra t i o n s , o r  
a p p ro x i ma t e l y  1 6mn3/3  operat i on s  for l a rge n .  T he Mod CNM req u i re s  8 7 %  
fewe r o pe ra t i on s . 
U s i n g the  t r i d i a go n a l  s olve r ,  t he n umber o f  opera t i on s  req u i red by t he 
Mo d CNM a n d  t h e  S CNM a re re s pe c t i vely m ( 5n + 3 ( n - 1 )  + 5 ( n - 1 ) + 3n ) wh i c h i s  
a pprox i ma tely 1 6mn a n d  2m ( 5 ( 2 n - 1 ) )  w h i c h  i s  a p p ro x i ma tely 20mn , hence  t he 
Mod CNM req u i re s 20% fewe r opera t i o n s . 
T he mo d i f i ed Cra n k -N i colson  me t ho d  c a n  be u s e d  effe c t i vely to solve 
t he h e a t  e q ua t i on wi t h  rea s o n a ble a c c u ra cy . T he sa v i n g s  i n  c omp u ta t i on 
ma k e s  i t  a n  a t t ra c t i ve a l tern a t i ve to t h e  S CNM . Al t ho u g h  both  me t hods  re -
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s u l t i n  a t r i d i a gona l ma tr i x  s t ru c t u re wh i c h may be s to re d  i n  t hree vectors , 
t he l en g t h s  o f  t he vectors i n  the  Mod CNM a re ha l f  the  l en g t h s  req u i red by 
the  S CN M  s o  t he re i s  a 50� sa v i n g s  i n  s to rage  req u i reme n t s . 
To be u s e d  e ffe c t i ve l y  c a re fu l  con s i dera t i on mu s t  be g i ven to the  
c h o i ce  o f  me s h  l e n g t h s . F u rt h e r  re sea rc h  i s  n ee de d  to determi ne the  o p t i ­
mum me s h  l en g t h s  t h a t  m i n i mi z e the  trun c a t i on error  a n d  t he amo u n t  o f  wo rk 
w h i l e  ma x i m i z i n g  s t a b i l i ty .  
I n  t h i s t he s i s t he Mod CNM h a s  bee n  deve l o ped on l y  for t he one- d i me n ­
s i o n a l  p r o b l em . The  fo l l owi n g  q u e s t i o n s  s po t l i g ht a re a s  for fu t u re s t udy .  
How s ho u l d t he Mo d CNM be extended to han d l e  the  two - a n d  t h ree - d i men s i o n a l  
h e a t  e q ua t i on ? W h a t  s ho u l d b e  t he p a ttern of  a l tern at i ng i mp l i c i t/exp l i c i t  
comp u ta t i on s  i n  t h e s e  h i g he r  d i me n s i on s ? 
S u p p o s e  t he reg i on over  wh i c h t he heat  equa t i on i s  to be s o l ved i s  
i rregu l a r .  How s ho u l d t he Mod CNM be a l te red ? How can  t he Mod CNM be ada pted 
to n o n - re c t a n g u l a r coord i n a te s ? Can t he i dea be h i n d  t he Mod CNM ( u s i n g 
a l t e rn a t i n g  i mp l i c i t / e x p l i c i t  comp u t a t i on s ) be ada pted for u s e  by other  POE 
method s ? 
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APP E N D I X A 
FACTS AND  THEO REMS F ROM L I N EAR ALGE B RA 
1 .  G i ven  the  s q u a re ma t r i x S t ha t  h a s  bee n  
part i t i o ned  a s  s hown where A a n d  D a re a l s o  s q u a re 
ma t r i c e s , t hen det ( S )  = det ( A ) de t ( D ) a n d  the  e i genva l ue s  o f  S a re the  e i gen -
v a l u e s  o f  A a n d  D .  
2 .  T he e i gen va l ues  o f  a n  n by n t r i d i a gon a l  ma tr i x  o f  the  fo rm be l ow 
a + 2 -.J5C' co s ( kn / ( n+ 1 ) ) ,  k = 1 ,  . . .  , n . a b 
c " , " " , See Smi  t h  ( re f . 1 ) .  " 
" b , 
, 
, " c a 
3 .  I f  ( A  + h I ) a n d  ( A  + k I ) a re two mat r i ces  a n d  i f  p i s  a n  e i ge n va l u e 
h ( h ) / (  k ) · 
. 1 o f  ( A  + k I ) - l ( A  + h I ) . o f  A ,  t e n  p + p + 1 S  a n  e 1 genva  ue See 
Smi t h  ( re f .  1 ) . 
AP P E N D I X B 
DETA I LS FOR  THE  DE R I VAT I ON OF  SYSTEM  ( 30 )  
E q u a t i o n  ( 2 9 )  rep re s e n t s  t he a p p rox i ma t i on t o  U a t  t he po i n t s  xx 
( x2 , t 2j + 1 ) , j = 1 ,  2 ,  . . .  , t h u s ( 2 9 )  co u l d be wri tten a s  
4 1  
The  a p p ro x i ma t i o n  t o  Ut i s  
i ma t i o n  to the  h e a t  e q u a t i on 
U = t ( U2 , 2j + 1  - U2 ,  2j ) / k . The Mod CNM a p prox -
a t  ( x2 , t2j + 1 ) i s  ( z  1 + z 2 ) / 2 = z 3 where 
3 U2 , 2j + 1 + 2 U 1 , 2j + 1 ) / ( 2 h
2 ) , a n d  
Z
2 = ( U4 , 2J' - 3 U2 2 ' + 2 U 1 2 ' ) / (
2 h
2
) and  , J , J 
Z 3 = ( U2 , 2j + 1  - U2 , 2j ) / k .  Separa t i n g  the  " 2j + 1 "  terms 
from t he " 2j " t e rms a n d  s i mp l i fyi ng g i ve s  z4 = z 5 where 
-2 r U 1 , 2j + 1  + ( 4  
+ 3r ) U2 , 2j + 1  - r U4 , 2j + 1  a n d  
Z 5 = 2 r U 1 , 2j + ( 4  - 3 r ) U2 , 2j + rU4 , 2j wh i c h i s  t he e q u a t i on 
i n  t he f i r s t  row of sys tem ( 30 ) . Beca u s e  the bo unda ry v a l ues  a re known , 
U 1 , 2j + 1  a n d  U2 n + 1 , 2j + 1  s ho u l d be mo ved to the  r i g ht - ha n d  s i de a s  s hown i n  
( 30 ) . Due to symme t ry ,  a s i mi l a r der i v a t i o n  a p p l i e s to the  a pp roxi mat i on 
AP P E N D I X  C 
COMPUTAT I ONAL MOL E CULES  
42  
A comp uta t i on a l  mo l e c u l e i s  a l s o refe rre d  to  as  a s ta r , a s tenc i l , or  
a l oz e n ge . I t s  p u rpose  i s  to i l l u s trate  t he co u r s e  o f  a comp u t a t i on . For 
examp l e ,  s u pp o s e  the  s t a r  be l ow wa s a p p l i ed to U ( x , t ) .  Us i n g t he nota t i on 
U ( x . , t . )  1 J = U ·  . t he 1 J  , 
s p a c e  
t i me i - I  
I j 8 
j + 1  
s t a r  rep re s e n t s  t he 
3 U i , j + 1  
= 8U · I . 1 - , J  
i + 1 
4 6 
3 
f i  n i te d i fference eq u a t i on 
+ 4 U · . 1 J  + 6 U . I . 1 + , J 
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