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1 Einfu¨hrung
Die statistische Methode ist eines jener Verfahren, die der menschliche Geist
zum Zwecke der Erkenntnis des Lebens und der Lebensverha¨ltnisse der Men-
schen wie zur Erkenntnis der den Menschen umgebenden Natur ausgebildet
hat.
Franz Zizek (1938)
In der statistischen Datenanalyse wird u¨blicherweise angenommen, dass die empirischen
Daten einer Wahrscheinlichkeitsverteilung unterliegen. Das Ziel der Dichtescha¨tzung be-
steht darin, die unbekannte Dichtefunktion dieser unterliegenden Wahrscheinlichkeits-
verteilung anhand der empirischen Beobachtungen mittels statistischen Verfahren zu
scha¨tzen. In der explorativen Datenanalyse kann die in den Daten versteckte nu¨tzliche
Information aufgrund der gescha¨tzten Dichte untersucht werden.
Grob teilt man Dichtescha¨tzung in parametrische Dichtescha¨tzung und nichtparametri-
sche Dichtescha¨tzung. Die parametrische Dichtescha¨tzung geht auf Fisher (1922, 1932)
zuru¨ck. Fisher schlug die folgenden zwei Phasen fu¨r die Dichtescha¨tzung vor:
•
”
Specification. - Problems of specification are those in which it is required to specify
the mathematical form of the distribution of the hypothetical population from which
a sample is to be regarded as drawn.“ und
•
”
Estimation. - Problems of estimation are those in which it is required to estimate
the value of one or more of the population parameters from a random sample of the
population.“
Nichtparametrische Dichtescha¨tzung geht auf Pearson (1893, 1902) (vgl. Scott (1992))
zuru¨ck, wobei die unbekannte Dichtefunktion ohne Verteilungsannahme direkt aus den
empirischen Daten zu scha¨tzen ist. Heutzutage spielt nichtparametrische Dichtescha¨tzung
in der explorativen Datenanalyse mit der Entwicklung der Computertechnik eine im-
mer wichtigere Rolle, weil parametrische Dichtescha¨tzung stark von der Modellannahme
abha¨ngt und deswegen in der Praxis nicht einwandfrei anwendbar ist, falls man wenig
a priori Information u¨ber das unterliegende Modell hat. Die vorliegende Arbeit kon-
zentriert sich auf eine in der Praxis oft eingesetzte Familie der nichtparametrischen
Dichtescha¨tzung, na¨mlich die Kerndichtescha¨tzung, um die Anwendung der nichtpara-
metrischen Dichtescha¨tzung in der explorativen Datenanalyse zu erla¨utern. In dieser
Arbeit wird die Gaussian Kernfunktion als Default bei Kerndichtescha¨tzung verwendet.
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Die Auswahl des Gla¨ttungsparameters hat einen entscheidenden Einfluss auf Kerndich-
tescha¨tzung. In den letzten Jahren wurde eine Vielzahl von statistischen Verfahren ent-
wickelt, um einen in Bezug auf ein gewisses Kriterium optimalen Gla¨ttungsparameter
bei Kerndichtescha¨tzung zu bestimmen. Eine interessante Zusammenfassung dieser Me-
thoden findet man in Wand & Jones (1995) und Duong (2004). In der Doktorarbeit
von Duong (2004) wurden auch statistische Verfahren ausfu¨hrlich vorgestellt, mit denen
man eine volle Bandbreitenmatrix nach dem MISE (Mean Integrated Squared Error)
Kriterium bei Kerndichtescha¨tzung bestimmen kann. Trotz des Fortschritts in der Be-
rechnung des Gla¨ttungsparameters kann die wahre Dichte in manchen Fa¨llen durch
einen Kerndichtescha¨tzer mit festem Gla¨ttungsparameter nicht gut widerspiegelt wer-
den, insbesondere wenn die Daten einen langen Schwanz oder eine Multimodal-Struktur
haben. In der multivariaten Datenanalyse ist diese Situation noch schlimmer, so dass
ein Kerndichtescha¨tzer mit festem Gla¨ttungsparameter in der Regel kein guter Scha¨tzer
ist, weil sie stark unter
”
Curse of Dimensionality“ leidet. Aus diesem Grund wurde in
der Literatur (S. 202 von Scott (1992), S. 90 von Wand & Jones (1995)) erwa¨hnt, dass
ein Kerndichtescha¨tzer mit festem Gla¨ttungsparameter fu¨r die Dichtescha¨tzung in den
Fa¨llen nicht geeignet ist, wenn die Dimension der Daten gro¨ßer 5 ist. Es sei denn, wenn
der Umfang der Daten riesig ist. In der Arbeit von Scott & Wand (1991) wurden die
a¨quivalenten Gro¨ßen der Stichprobe in Bezug auf RCV (Root Coefficient of Variation),
AMIAE (Asymptotic Mean Integrated Absolute Error) und RRMSE (Relative Root
Mean Squared Error) u¨ber verschiedene Dimensionen (1-8) gezeigt, mit denen der glei-
che Scha¨tzungsfehler wie bei der Stichprobe mit Umfang 50 im univariaten Fall erreicht
werden kann. Obwohl ein Kerndichtescha¨tzer mit festem Gla¨ttungsparameter im hochdi-
mensionalen Fall an sich kein guter Scha¨tzer fu¨r die unbekannte wahre Dichte ist, bietet
sich die Kerndichtescha¨tzung in der multivariaten Datenanalyse als nu¨tzliches Werkzeug
an, um die in den Daten versteckte Struktur aufzudecken. In dieser Arbeit wird die An-
wendung der Kerndichtescha¨tzung in der multivariaten Datenanalyse aus den folgenden
Aspekten anhand simulierter und praktischer Daten erla¨utert:
1. Es gibt in der Regel keine statistische Methode, mit der man einen optimalen
Gla¨ttungsparameter bei Kerndichtescha¨tzung finden kann.
”
different useful infor-
mation can be available at different levels of smoothing;“
2. Durch Einbezug vom gemischten Modell (inklusiv dem Kerndichtescha¨tzer mit ad-
aptivem Gla¨ttungsparameter) in die Datenanalyse kann die wahre Datenstruktur
gut widerspiegelt werden. Man kann einen passenden Kerndichtescha¨tzer mit festem
Gla¨ttungsparameter als Pilot-Dichtescha¨tzer fu¨r das Konstruieren eines gemischten
Modells verwenden;
3. Das Dichtescha¨tzer basierte Clusteringverfahren liefert ein gutes Resultat bei der
Untersuchung der unbekannten Modal- bzw. Cluster-Struktur in den Daten;
4. Zum Zweck der Datenexploration gibt es im Prinzip kein optimales Prunen des
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Dichtescha¨tzer Basierten Dendrogramms. Mit einem Prunen des Dichtescha¨tzer Ba-
sierten Dendrogramms erha¨lt man nur eine gewisse Facette der Datenstruktur;
5. Man kann die Information aus Kerndichtescha¨tzung bzw. darauf basierten statis-
tischen Modellen auf eine geeignete Art und Weise mit in die Datenvisualisierung
einbeziehen. Dies bietet eine Mo¨glichkeit an, die Struktur der multivariaten Daten
insbesondere der hochdimensionalen Daten zu visualisieren;
6. Wegen (1) und (4) spielt die grafische Darstellung in (5) beim Anwenden der Kern-
dichtescha¨tzung in der explorativen Datenanalyse eine wichtige Rolle.
In diesem Einfu¨hrungskapitel werden zwei univariate Datensa¨tze benutzt, um die oben
erwa¨hnten in dieser Arbeit zu diskutierenden Probleme kurz vorzustellen. Da in dieser
Arbeit ein Kerndichtescha¨tzer mit sowohl festem als auch adaptivem Gla¨ttungspara-
meter verwendet wird, schreibt man einen Kerndichtescha¨tzer mit festem bzw. adapti-
vem Gla¨ttungsparameter als Fest-Kerndichtescha¨tzer bzw. Adaptiv-Kerndichtescha¨tzer
in den Stellen, in denen sie zusammen auftauchen. Ansonsten bezieht sich ein Kerndich-
tescha¨tzer immer auf einen Kerndichtescha¨tzer mit festem Gla¨ttungsparameter.
1.1 Auswahl des Gla¨ttungsparameters
Ein univariater Kerndichtescha¨tzer fˆk wird wie folgt definiert: Seien X1, ..., Xn ∈ R eine
Zufallsstichprobe aus einer Wahrscheinlichkeitsverteilung mit Dichtefunktion f , dann
fˆk(x;h) = (nh)
−1
n∑
i=1
K
(
x−Xi
h
)
(1.1)
wobei h der Gla¨ttungsparameter,K die Kernfunktion. Einen d-variaten Kerndichtescha¨tzer
definiert man entsprechend wie folgt: Seien X1, ..., Xn ∈ Rd eine Zufallsstichprobe aus
einer Wahrscheinlichkeitsverteilung mit Dichtefunktion f , dann
fˆk(x;H) = (n|H|1/2)−1
n∑
i=1
K(H−1/2(x−Xi)) (1.2)
wobei H eine d× d symmetrische und positiv definierte Bandbreitenmatrix, K die mul-
tivariate Kernfunktion. Zu bemerken ist, dass H = h2 fu¨r fˆk im univariaten Fall. Fu¨r
eine ausfu¨hrliche Beschreibung von Kerndichtescha¨tzern verweisen wir auf die Arbeit
von Silverman (1986), Scott (1992), Wand & Jones (1995), Simonoff (1996) und Duong
(2004). Eine allgemeine Form fˆ des d-variaten Kerndichtescha¨tzers wurde in Scott &
Szewczyk (2000) folgendermaßen definiert
fˆ(x, θ) =
m∑
i=1
wifi(x, θi) (1.3)
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wobei wi > 0 fu¨r i = 1, ...,m,
∑m
i=1 wi = 1 und fi eine beliebige Dichtefunktion mit
Parameter θi.
Die Auswahl eines geeigneten Gla¨ttungsparameters spielt die entscheidende Rolle bei
Kerndichtescha¨tzung. Seit der Geburt des Kerndichtescha¨tzers wurden verschiedene sta-
tistische Verfahren vorgeschlagen, um zu versuchen, einen optimalen Gla¨ttungsparame-
ter in Bezug auf ein gewisses Kriterium zu bestimmen. Typische Bandbreitenselektoren
sind LCV (Likelihood Cross Validation) von Habbema et al. (1974) und Duin (1976),
LSCV (Least Squares Cross Validation) von Rudemo (1982) und Bowman (1984), BCV
(Biased Cross Validation) von Scott & Terrell (1987), Direct-Plug-In Methode von Shea-
ther & Jones (1991), SCV (Smoothed Cross Validation) von Hall et al. (1992). Fu¨r eine
ausfu¨hrliche Beschreibung der obigen Bandbreitenselektoren verweisen wir auf die Ar-
beit von Scott (1992), Wand & Jones (1995), Duong (2004), Li & Racine (2007). Vier
Bandbreitenselektoren LCV, LSCV, BCV und Direct-Plug-In werden in Kapitel 2 an-
hand simulierter Daten vorgestellt und verglichen.
Im Folgenden wird anhand des Hidalgo Datensatzes veranschaulicht, wie die Auswahl
des Gla¨ttungsparameters das Resultat der Kerndichtescha¨tzung beeinflusst. Der Hi-
dalgo Datensatz wurde von Izenman und Sommer (1988) in die statistische Literatur
eingebracht und besteht aus 485 Messwerten von der Dicke der Hidalgo-Briefmarken, die
im 19.Jahrhundert in Mexico gedruckt wurden. Das Ziel der Untersuchung ist, die An-
zahl der Papierfabriken zu scha¨tzen, die damals die Briefmarkenpapiere fu¨r die Hidalgo-
Briefmarken herstellten. Im statistischen Sinne besteht das Ziel der Datenanalyse in der
Festlegung der Anzahl der Modi in Dichtefunktion f . Da f unbekannt ist, wird hier die
Modalstruktur von f anhand von fˆk untersucht. Abbildung 1.1 zeigt fˆk mit LCV, LSCV,
BCV und Direct-Plug-In Bandbreiten. Ein paar Erkla¨rungen dazu:
• Eine modifizierte Version der Hidalgo Daten (mit Hinzufu¨gung von Sto¨rungster-
men ρi ∼ U(−0, 0005; 0, 0005), i = 1, ..., 485) wird hier verwendet, weil ansonsten
man bei der LSCV Methode ein triviales Minimum (h = 0) nehmen mu¨sste. Auf
Details geht man in Abschnitt 2.2 ein;
• In Abbildung 1.1 verwendet man unterschiedliche y-Skala, um die Modi besser dar-
zustellen.
In Abbildung 1.1 sind unterschiedliche Datenstrukturen unter verschiedenen Gla¨ttungs-
parametern zu erkennen, z.B., man sieht 7 Modi in fˆk mit der Direct-Plug-In Bandbreite
und nur 2 Modi in fˆk mit der BCV Bandbreite. Es stellt sich nun die Frage, welche Mo-
di von fˆk auch tatsa¨chlich in f existieren. Dieses Problem wurde in der Arbeit von
Chaudhuri & Marron (1999) durch Nutzung eines grafischen Werkzeugs SiZer disku-
tiert. Die Grundidee von SiZer beruht auf der Scale Space Theorie (Lindeberg 1994) aus
der Computer Vision, wobei man die Eigenschaften von f anhand von Dichtescha¨tzern
mit einer Reihe von Gla¨ttungsparametern untersucht. In der Tat ist es u¨blich, dass
”
dif-
ferent useful information can be available at different levels of smoothing.“ Mit einem
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Abbildung 1.1: Kerndichtescha¨tzer mit LCV (Grafik oben links), LSCV (Grafik oben
rechts), BCV (Grafik unten links) und Direct-Plug-In (Grafik unten
rechts) Bandbreiten bei den Hidalgo Daten
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”
optimalen“ Gla¨ttungsparameter bekommt man in der Regel nur eine Version der Daten,
und
... all choices of the bandwidth h lead to useful density estimates. Large band-
widths provide a picture of the global structure in the unknown density, ...
small bandwidths, ..., reveal local structure which may or may not be present
in the true density.
Scott (1992)
Abbildung 1.2 zeigt den SiZer Plot von Chaudhuri & Marron (1999) fu¨r die Hidalgo
Daten, wobei das blaue bzw. rote Gebiet fu¨r die Stellen steht, an denen fˆ ′h signifikant
steigend bzw. fallend ist (fˆ ′h ist die erste Ableitung von fˆk(x, h)). Man markiert im
SiZer Plot die LCV bzw. Direct-Plug-In Bandbreite mit einer weißen bzw. gru¨nen Linie,
um den SiZer Plot mit den entsprechenden Kerndichtescha¨tzern in Abbildung 1.1 zu
vergleichen. Im SiZer Plot werden diejenige Modi, deren Nullstellen von fˆ ′h zwischen
einem blauen und einem roten Bereich liegen, als signifikant bezeichnet (Details vgl.
Chaudhuri & Marron (1999)). Aus dem SiZer Plot in Abbildung 1.2 ist der folgende
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Abbildung 1.2: SiZer Plot von Chaudhuri & Marron (1999) fu¨r die Hidalgo Daten
Schluss zu ziehen:
• Die Modi an x = {0, 072; 0; 08; 0, 10} sind tatsa¨chlich vorhanden, weil sie zwischen
einem blauen und einem roten Bereich liegen;
• Die Modi an x = {0, 09; 0, 11} sind zweifelhaft;
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• Die Modi an x = {0, 12; 0, 13} sind nur ein Artefakt aus der Stichprobenerhebung.
Im multivariaten Fall ist das Problem schwierig zu lo¨sen, weil die multivariate Daten-
struktur nicht direkt zu veranschaulichen ist. Darauf geht man in Kapitel 3 und 4 ein.
1.2 Kerndichtescha¨tzer und Gemischtes Modell
Die allgemeine Form des Kerndichtescha¨tzers in (1.3) stellt eigentlich ein gemischtes
Modell dar. Wenn man fi in (1.3) als Normaldichte annimmt, dann bekommt man
fˆ(x, θ) =
m∑
i=1
wiφi(x, θi) (1.4)
mit Normaldichte φi und θ = (µi,Σi), wobei µi der Erwartungswert und Σi die Varianz-
Kovarianz-Matrix der entsprechenden Normalverteilung. Typische Varianten von dem
Modell in (1.4) sind Adaptiv-Kerndichtescha¨tzer von Sain (1999, 2002) und Gemisch-
tes Modell aus dem Model Based Clustering (Fraley & Raftery (2002)). Ein fu¨r die
Daten gut geeignetes gemischtes Modell erha¨lt man im Prinzip entweder durch den EM-
Algorithmus (Celeux & Govaert (1992, 1995), Fraley & Raftery (2002)) oder durch Fu-
sion der Komponenten eines Pilot-Fest-Kerndichtescha¨tzers (Scott & Szewczyk (2000),
Sain (2002)). Im Folgenden wird dieses Problem anhand eines praktischen Datensatzes
kurz vorgestellt. In Kapitel 3 geht man darauf weiter ein.
Beispiel 1.2.1 Daten aus dem Sportzentrum der Universita¨t Augsburg
Das Tempo von 3646 Bewegungen beim Fußballtraining wurde gemessen. Die 3646 Mess-
werte teilt man in vier Kategorien (Stehen, Gehen, Traben und High Intensiv) auf. Man
nimmt an, dass die Messwerte aus einer unbekannten Wahrscheinlichkeitsverteilung mit
Dichtefunktion f kommen. Man wollte wissen, ob einer gemischten Normalverteilung die
3646 Messwerte unterliegen.
Abbildung 1.3 zeigt die Kerndichtescha¨tzer fu¨r f mit 7 verschiedenen Bandbreiten, wo-
bei die 7 Kerndichtescha¨tzer unterschiedlich eingefa¨rbt sind. In Abbildung 1.3 sieht man,
dass
• eine 4-Modi Struktur in den Kerndichtescha¨tzern zu erkennen ist;
• es Probleme am linken Rand gibt, weil das Tempo der Bewegung beim Fußballtrai-
ning auf keinen Fall kleiner Null sein kann.
Ein sinnvoller Lo¨sungsvorschlag fu¨r das Randproblem bei Kerndichtescha¨tzung ist durch
Nutzung einer Randkernfunktion. Man kann z.B. die folgende Floating-Randkernfunktion
von Scott (1992)
Kc(t) =
3
4
[(c+ 1)− 5
4
(1 + 2c)(t− c)2](t− (c+ 2))2I[c,c+2](t) (1.5)
7
1 Einfu¨hrung
0 2 4 6 8 10
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Kerndichteschaetzer mit 7 Bandbreiten
Speed
D
ic
ht
e
bw=0.05
bw=0.1
bw=0.15
bw=0.2
bw=0.25
bw=0.3
bw=0.35
Abbildung 1.3: Kerndichtescha¨tzer mit 7 verschiedenen Bandbreiten fu¨r f in Beispiel
1.2.1
benutzen, um f im linken Randbereich besser zu scha¨tzen. Abbildung 1.4 zeigt den ent-
sprechenden Kerndichtescha¨tzer mit Randkernfunktion Kc(t) fu¨r x ∈ [0;h) und der Bi-
weight Kernfunktion fu¨r x ∈ [h; 1, 05 ·max(x1, ..., xn)] mit Gla¨ttungsparameter h = 0, 5.
In Abbildung 1.4 ist keine Form einer gemischten Normalverteilung zu erkennen, deren
Hauptgrund darin liegt, dass es 213 Nulls in den Messungen aus Kategorie Stehen gibt
und die Daten am linken Rand keiner Normalverteilung folgen.
Im Folgenden zeigt man, dass eine gemischte Normalverteilung den Messwerten aus Ka-
tegorien Gehen, Traben und High Intensiv gut anpasst. Abbildung 1.5 zeigt die Kern-
dichtescha¨tzer fu¨r fos mit 7 verschiedenen Bandbreiten, wobei fos fu¨r die Dichtefunktion
der Verteilung der Daten aus Kategorien Gehen, Traben und High Intensiv steht. In
Abbildung 1.5 ist eine 3-Modi Struktur klar zu erkennen. Um zu zeigen, dass die Daten
aus einer gemischten Normalverteilung mit 3 Komponenten kommen, geht man wie folgt
vor:
• Durch Nutzung vom SiZer Plot in Abbildung 1.6 zeigt man, dass die 3 Modi
tatsa¨chlich in fos sind. Man sieht in Abbildung 1.6, dass zwei Modi (links und
mittel) zwischen einem blauen und einem roten Bereich liegen, was impliziert, dass
die zwei Modi signifikant sind. Aus der Tatsache, dass der Bereich zwischen dem
Modus in der Mitte und dem rechten Modus relativ groß ist und die Kurve auf der
rechten Seite des rechten Modus signifikant fallend ist, folgt dass der rechte Modus
auch tatsa¨chlich da ist;
8
1 Einfu¨hrung
0 2 4 6 8
0.
0
0.
1
0.
2
0.
3
0.
4
Kerndichteschaetzer mit Floating Randkern
Tempo
D
ic
ht
e
Abbildung 1.4: Kerndichtescha¨tzer mit Randkernfunktion Kc(t) fu¨r x ∈ [0, h) und der
Biweight Kernfunktion fu¨r x ∈ [h; 1, 05 ·max(x1, ..., xn)] mit Gla¨ttungs-
parameter h = 0, 5 fu¨r die Daten in Beispiel 1.2.1
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Abbildung 1.5: Kerndichtescha¨tzer mit 7 verschiedenen Bandbreiten fu¨r fos in Beispiel
1.2.1
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• Man berechnet den Dichtescha¨tzer fˆmos fu¨r fos mittels des Model Based Clustering
Verfahrens. Das beste Modell ist das gemischte Modell mit 3 Komponenten, deren
Mittelwerte an 1, 31, 3, 13 und 5, 56 liegen. Der Unterschied der BIC-Werte zwischen
dem besten Modell (-12365,59 bei V Modell mit 3 Komponenten) und zweitbesten
Modell (-12392,00 bei V Modell mit 4 Komponenten) betra¨gt 26, 41, was auf einen
signifikanten Unterschied zwischen den zwei Modellen hinweist (Fraley & Raftery
(1999));
• Man vergleicht das Clustering aus dem Model Based Clustering mit den vorgegebe-
nen Kategorien und stellt das Resultat im Fluctuationsdiagramm in Abbildung 1.7
dar. Man sieht in Abbildung 1.7, dass das 3-Cluster-Modell aus dem Model Based
Clustering die vorgegebene Klassifizierung der Daten in Kategorien Gehen, Traben
und High Intensiv gut widerspiegelt;
• Man konstruiert das gemischte Modell fˆkos fu¨r fos mit dem modifizierten SEM-
Algorithmus (vgl. Abs. 3.1), wobei der Kerndichtescha¨tzer mit h = 0, 3 als Pilot-
Kerndichtescha¨tzer verwendet wird. In Abbildung 1.8 stellt man die Kerndich-
tescha¨tzer mit h = {0, 1; 0, 2; 0, 3} und zwei gemischte Modelle (V Modell mit 3
Komponenten aus dem Model Based Clustering und das gemischte Modell aus dem
modifizierten SEM-Algorithmus) grafisch dar. Die Grafik in Abbildung 1.8 liefert
einen starken Hinweis darauf, dass die Daten einer gemischten Normalverteilung
mit 3 Komponenten unterliegen.
In unserem Beispiel werden die Daten anhand verschiedener Modelle untersucht, um
keine nu¨tzliche Information zu verlieren. Die Vorteile dieser Modelle in der explorativen
Datenanalyse ko¨nnen wie folgt beschrieben werden:
1. Ein Kerndichtescha¨tzer ist in der Regel ein
”
Overparametrized“ Dichtescha¨tzer, in
dem mehr lokale Eigenschaften der Daten zu erkennen sind;
2. Das Modell aus dem Model Based Clustering liefert ein ziemlich gutes Resultat,
wenn die Modellannahme stimmt;
3. Das Modell aus dem SEM Algorithmus stellt einen Kompromiss dar, das in der
Situation verwendet werden kann, wenn es keine sichere Modellannahme gibt und
ein
”
Overparametrized“ Modell scheitert.
1.3 Dichtescha¨tzung und Clustering
Eine der wichtigsten Anwendungen der Dichtescha¨tzung in der explorativen Datenana-
lyse liegt in der Identifizierung der Modalstruktur (Mode Hunting) und dem darauf
basierten Clustering. Grob kann man die Dichtescha¨tzer basierten Clusteringmethoden
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Abbildung 1.6: SiZer Plot fu¨r die Daten in Beispiel 1.2.1 ohne Kategorie stehen
Abbildung 1.7: Vergleich des 3-Cluster-Modells aus dem Model Based Clustering und
der vorgegebenen drei Kategorien Gehen, Traben und High Intensiv in
Beispiel 1.2.1 im Fluctuationsdiagramm
11
1 Einfu¨hrung
0 2 4 6 8
0.
0
0.
1
0.
2
0.
3
0.
4
Kerndichteschaetzer und gemischte Modelle
Speed
D
ic
ht
e
KDE mit bw=0.1
KDE mit bw=0.2
KDE mit bw=0.3
Modell aus MBC
Modell aus SEM
Abbildung 1.8: Kerndichtescha¨tzer mit h = {0, 1; 0, 2; 0, 3}, Gemischtes Modell mit 3
Komponenten aus dem Model Based Clustering, Gemischtes Modell
aus dem SEM Algorithmus mit dem Kerndichtescha¨tzer mit h = 0, 3
als Pilot-Dichtescha¨tzer in Beispiel 1.2.1
in parametrisches und nichtparametrisches Clustering aufteilen. Eine typische parame-
trische Methode ist das Model Based Clustering von Fraley & Raftery (2002). Beim
nichtparametrischen Dichtescha¨tzer basierten Clustering wird angenommen, dass die
Daten einer gewissen Wahrscheinlichkeitsverteilung mit Dichtefunktion f unterliegen
und zu den Doma¨nen der Modi in f geho¨ren. Das nichtparametrische Dichtescha¨tzer
basierte Clustering wurde zuerst in Wishart (1969) untersucht und dann von Hartigan
(1975) erweitert, indem er den Begriff
”
High Density Clusters“ in die Dichtescha¨tzer
basierte Clusteranalyse einfu¨hrte, die als zusammenha¨ngende Komponenten in der λ-
Niveaumenge
L(λ, f) = {x|f(x) > λ}
definiert worden sind. Die Grundidee von Hartigan liegt darin, dass falls die Daten
eine Clusterstruktur haben, dann sollte diese Struktur in den Hohe-Dichte-Regionen
auffa¨llig und gut zu identifizieren sein. Da f in der Praxis meist unbekannt ist, scha¨tzt
man f durch einen Dichtescha¨tzer fˆ und zieht die Modalstruktur von fˆ in Betracht,
um die Daten der gescha¨tzten Modalstruktur entsprechend in Clustern aufzuteilen. Im
Folgenden wird das nichtparametrische Dichtescha¨tzer basierte Clustering anhand der
Daten in Beispiel 1.2.1 (ohne Kategorie Stehen) kurz vorgestellt.
Man geht wie folgt vor:
• Man scha¨tzt f durch Kerndichtescha¨tzer fˆkos mit h = 0, 3;
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• Man zeigt die gescha¨tzte Clusterstruktur der Daten den High Density Clustern in
fˆkos entsprechend in Abbildung 1.9. Man sieht in Abbildung 1.9, dass es zwei High
Density Cluster in L(0, 086; fˆkos) gibt und die Submenge L(0, 135; fˆ
k
os) des linken
Clusters in zwei High Density Subclustern auf λ = 0, 135 gesplittet wird;
• In Abbildung 1.9 sind 3 Modi zu erkennen. Man ordnet die Daten mit dem Hill-
Climbing Algorithmus von Hinneburg & Gabriel (2007) zu den 3 Modi zu und stellt
diese Zuordnung der Daten in Abbildung 1.10 dar;
• Man vergleicht das Resultat aus dem obigen nichtparametrischen Clustering mit den
vorgegebenen Kategorien und stellt die Konfusionsmatrix tabellarisch in Tabelle 1.1
und grafisch im Fluctuationsdiagramm in Abbildung 1.11 dar.
Mode Cluster rechts Cluster mittel Cluster links
Gehen 1213 5 0
High Intensiv 136 1118 59
Traben 0 79 676
Tabelle 1.1: Konfusionsmatrix von dem Resultat aus dem nichtparametrischen Cluste-
ring und den vorgegebenen Kategorien Gehen, Traben und High Intensiv
in Beispiel 1.2.1
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Abbildung 1.9: Gescha¨tzte Clusterstruktur der Daten (ohne Kategorie Stehen) in
Beispiel 1.2.1
In Abbildung 1.9-1.11 sieht man, dass das nichtparametrische Dichtescha¨tzer basier-
te Clusteringverfahren ein sinnvolles Resultat liefert im Vergleich zu den vorgegebenen
Kategorien. Damit hat man auch die Mo¨glichkeit, die Clusterstruktur der Daten zu
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Abbildung 1.10: Zuordnung der Daten zu den 3 Modi in fˆkos fu¨r die Daten aus Katego-
rien Gehen, Traben und High Intensiv in Beispiel 1.2.1
Abbildung 1.11: Vergleich des Resultats aus dem nichtparametrischen Clustering mit
den vorgegebenen 3 Kategorien Gehen, Traben und High Intensiv im
Fluctuationsdiagramm
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scha¨tzen und zu visualisieren (vgl. Abbildung 1.9). Ein Nachteil des nichtparametri-
schen Dichtescha¨tzer basierten Clusterings liegt daran, dass dessen Resultat stark von
dem Dichtescha¨tzer abha¨ngt.
Das Dichtescha¨tzer basierte Clusteringverfahren bietet sich in der explorativen Daten-
analyse als nu¨tzliches Werkzeug an insbesondere im multivariaten Fall. In Kapitel 3 geht
man darauf ausfu¨hrlich ein.
1.4 Struktur der vorliegenden Arbeit
In der vorliegenden Arbeit wird die Anwendung der nichtparametrischen Dichtescha¨tzung
in der explorativen Datenanalyse anhand simulierter und praktischer Daten erla¨utert.
Wie oben erwa¨hnt konzentriert sich die Arbeit auf die Kerndichtescha¨tzung mit Gaus-
sian Kernfunktion als Default. In Kapitel 2 werden vier Bandbreitenselektoren (LCV,
LSCV, BCV und Direct-Plug-In) im uni- und multivariaten Fall anhand simulierter
Daten verglichen, um das Versta¨ndnis der Rolle des Gla¨ttungsparameters bei Kern-
dichtescha¨tzung zu vermitteln. Zwei u¨bliche Probleme in der praktischen Anwendung
von LSCV und BCV Methoden werden auch in Kapitel 2 diskutiert, die sind LSCV bei
Datensa¨tzen mit Bindungen, und wie man beim Anwenden der BCV Methode einen pas-
senden Gla¨ttungsparameter aus mehreren Kandidaten auswa¨hlt. In Kapitel 3 wird der
Zusammenhang von Kerndichtescha¨tzung mit gemischtem Modell und mit dem Dich-
tescha¨tzer basierten Clustering anhand zwei praktischer Datensa¨tze diskutiert. In der
explorativen Datenanalyse besteht ein enger Zusammenhang zwischen dem Kerndich-
tescha¨tzer, gemischtem Modell und Dichtescha¨tzer basiertem Clustering. Gute Beispiele
findet man in Scott & Szewczyk (2000), Sain (2002), Fraley & Raftery (1999,2002), Stu-
etzle (2003), Stuetzle et al. (2007) usw.. Die Datenvisualisierung bietet sich als nu¨tzliches
Werkzeug in der explorativen Datenanalyse an, deren Hauptaufgabe darin besteht, die
Eigenschaften der Daten wie Muster, Cluster, Korrelation usw. aufzudecken. In Kapi-
tel 4 werden verschiedene Visualisierungstechniken in der multivariaten Datenanalyse
vorgestellt. Der Schwerpunkt von Kapitel 4 liegt an der grafischen Darstellung der In-
formation aus dem Dichtescha¨tzer basierten Modell. Die statistische Software R wird in
dieser Arbeit fu¨r die Unterstu¨tzung der Argumente intensiv eingesetzt. In den letzten
Jahren wurde eine Vielzahl von R Paketen entwickelt, auch im Bereich von Kerndich-
tescha¨tzung. Kapitel 5 gibt einen U¨berblick u¨ber die relevanten R Pakete fu¨r Kerndich-
tescha¨tzung. Schließlich wird alles zusammengefasst und einen Ausblick gegeben.
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Die Auswahl des Gla¨ttungsparameters hat einen großen Einfluss auf Kerndichtescha¨tzung.
In den letzten Jahren wurde eine Vielzahl von Methoden vorgeschlagen, um einen so-
wohl theoretisch als auch praktisch zur Kerndichtescha¨tzung gut passenden Gla¨ttungs-
parameter zu bestimmen. In diesem Sinne ist die Auswahl einer geeigneten Bandbreite
eigentlich das Problem der Auswahl eines geeigneten Bandbreitenselektors. In der Ar-
beit von Loader (1999) wurden die Vor- und Nachteile der klassischen Methoden (LCV,
LSCV/AIC) und Plug-In Methoden (BCV, Direct-Plug-In) im univariaten Fall gut un-
tersucht. Wa¨hrend die damalige Stimme mehr fu¨r die Plug-In Methoden war, sagte
Loader, dass die Plug-In Methoden stark vom Pilot-Gla¨ttungsparameter abha¨ngig sind
und damit man wichtige Eigenschaft der Daten verpassen kann, und die große Variabi-
lita¨t und mo¨gliche Untergla¨ttung bei klassischen Methoden eigentlich die Unsicherheit
beim Auswa¨hlen des Gla¨ttungsparameters widerspiegeln. In der Praxis sind klassische
Methoden aber in manchen Situationen schlecht anwendbar, z.B., LCV beim Datensatz
mit dickem Tail und Ausreißern, LSCV beim Datensatz mit diskretisierter Variable.
In der Literatur werden zwei Gu¨tekriterien oft fu¨r den Scha¨tzer des einem gewissen Kri-
terium z.B. MISE entsprechenden optimalen Gla¨ttungsparameters benutzt: Konvergenz-
rate gegen den wahren optimalen Gla¨ttungsparameter und Variabilita¨t des gescha¨tzten
Gla¨ttungsparameters beim Datensatz mit endlichem Umfang. In diesem Kapitel werden
vier Bandbreitenselektoren (zwei Klassische: LCV und LSCV, zwei Plug-In: BCV und
Direct-Plug-In) im uni- und multivariaten Fall anhand simulierter Daten verglichen, um
zu zeigen, wie gut man den MISE-optimalen Gla¨ttungsparameter mit den vier Bandbrei-
tenselektoren aus einer Stichprobe mit endlichem Umfang scha¨tzen kann. Fu¨r interessan-
te Diskussion u¨ber die Konvergenzrate von Plug-In und Cross-Validation Bandbreiten
gegen den MISE-optimalen Gla¨ttungsparameter verweisen wir auf die Arbeit von Duong
& Hazelton (2003) sowie Duong (2004). Das Ziel dieser Untersuchung besteht darin, die
Rolle des Gla¨ttungsparameters bei Kerndichtescha¨tzung besser zu verstehen.
Das vorliegende Kapitel gliedert sich in 4 Teile. Abschnitt 2.1 gibt einen U¨berblick u¨ber
die vier Bandbreitenselektoren und die in diesem Kapitel verwendeten Rechenmethoden
an. In Abschnitt 2.2 werden die vier Methoden anhand der 1D (Hidalgo), 2D (gey-
ser) und 5D (simulierten) Daten verglichen. In Abschnitt 2.3 werden zwei Probleme bei
der Anwendung der CV-Methoden (LSCV und BCV) in der Datenanalyse diskutiert.
Schließlich fasst man alles in Abschnitt 2.4 zusammen.
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2.1 U¨berblick u¨ber die vier Methoden
Wie in (1.2) steht wird ein d-variater Kerndichtescha¨tzer wie folgt definiert: Seien
X1, X2, ..., Xn ∈ Rd eine Zufallsstichprobe aus einer Wahrscheinlichkeitsverteilung mit
unbekannter Dichtefunktion f , dann ist fˆ(x;H) mit
fˆ(x;H) =
1
n
n∑
i=1
KH(x−Xi) (2.1)
ein d-variater Kerndichtescha¨tzer fu¨r f , wobei x = (x1, x2, ..., xd)
T ,Xi = (Xi1, Xi2, ..., Xid)
T
fu¨r i = 1, ..., n, H eine d × d symmetrische und positiv definierte Bandbreitenmatrix,
KH(x) = |H|−1/2K(H−1/2x), wobei K die Kernfunktion. Zur Einfachheit der grafischen
Darstellung beschra¨nken wir uns in diesem Kapitel auf Kerndichtescha¨tzer fˆ(x;h) mit
Produktkern K und diagonaler Bandbreitenmatrix h. Der Kerndichtescha¨tzer fˆ(x;h)
sieht entsprechend wie folgt aus:
fˆ(x;h) =
1
n
n∑
i=1
Kh(x−Xi) (2.2)
wobei h = (h1, h2, ..., hd)
T und Kh der skalierte Produktkern mit
Kh(x−Xi) = 1(∏d
l=1 hl
)K (x1 −Xi1
h1
)
K
(
x2 −Xi2
h2
)
...K
(
xd −Xid
hd
)
(2.3)
Das MISE Gu¨tekriterium fu¨r fˆ(x;h) bei Kerndichtescha¨tzung definiert man wie folgt:
MISEfˆ(x;h) = E[ISEfˆ(x;h)] = E
∫
Rd
[fˆ(x;h)− f(x)]2dx (2.4)
wobei
ISEfˆ(x;h) =
∫
Rd
[fˆ(x;h)− f(x)]2dx.
Ein MISE-optimaler Gla¨ttungsparameter hMISE ist dann hMISE = argminh∈RdMISEfˆ(x;h).
Der LSCV-Gla¨ttungsparameter hˆlscv ist ein unbiased Scha¨tzer fu¨r hMISE in dem Sinne,
dass
hˆlscv = argminh∈RdMISElscvfˆ(x;h)
mit
MISElscvfˆ(x;h) = MISEfˆ(x;h)−
∫
f(x)2dx
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weil
MISEfˆ(x;h) = E
∫
fˆ(x;h)2dx− 2E
∫
fˆ(x;h)f(x)dx+
∫
f(x)2dx (2.5)
und f die wahre Dichtefunktion und nicht von h abha¨ngig ist.
Da das Gu¨tekriterium MISE im Allgemeinen auf eine komplizierte Art und Weise von
h abha¨ngt (Wand & Jones (1995)), wird in der Praxis oft eine asymptotische Form
AMISE (Asymptotic Mean Integrated Squared Error) von MISE mit
AMISEfˆ(x;h) =
R(K)
n
∏d
l=1 hl
+
1
4
µ2(K)
2(h2)TΨD(h
2) (2.6)
wobei R(K) =
∫
K(z)2dz, µ2(K)I =
∫
zzTK(z)dz, h = (h1, ..., hd)
T , ΨD eine d × d
Matrix, deren (i, j)-tes Element gleich ψ2ei+2ej ist, wobei ei ein d-Tupel mit 1 an der
i-ten Position und 0 sonst (Details vgl. S. 7 von Duong (2004)), fu¨r die Bestimmung
des Gla¨ttungsparameters bei Kerndichtescha¨tzung verwendet aber unter gewissen An-
nahmen (Wand & Jones (1995)). Bei Plug-In Methoden wird der AMISE-optimale
Gla¨ttungsparameter hAMISE mit hAMISE = argminh∈RdAMISEfˆ(x;h) gescha¨tzt.
Im Unterschied dazu hat die LCV Methode einen anderen mathematischen Hintergrund:
Der Kerndichtescha¨tzer fˆ wird als eine parametrische Familie von Dichten mit Parame-
ter h betrachtet, gegeben X1, ..., Xn. Bei der LCV Methode kann man zeigen, dass die
KLI (Kullback-Leibler Information) beim Maximieren der LCV Score-Funktion mini-
miert wird aber unter starken Annahmen an f (Hall (1987)). Im Folgenden werden die
vier Methoden und die Hauptkritik daran kurz vorgestellt.
2.1.1 LCV
Das LCV Kriterium wurde von Habbema, Hermans und Van den Broek (1974) und Duin
(1976) vorgeschlagen. Die Score-Funktion bei der LCV Methode definiert man wie folgt:
LCV (h) =
1
n
n∑
i=1
logfˆ−i(Xi, h) (2.7)
wobei
fˆ−i(Xi, h) =
1
(n− 1)
(∏d
l=1 hl
) n∑
j=1,j 6=i
d∏
l=1
K
(
Xil −Xjl
hl
)
(2.8)
Der Gla¨ttungsparameter wird bei der LCV Methode durch hˆlcv mit hˆlcv = argmaxh∈Rd(LCV (h))
gescha¨tzt.
Als Rechenmethode verwendet man in dieser Arbeit eine quasi-Newton Methode (BFGS
von Broyden, Fletcher, Goldfarb und Shanno (1970)), um die Score-Funktion LCV (h)
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in folgender Form zu optimieren:
LCV (h) = log
(
1
[(n− 1)∏dl=1 hl(√2pi)d]n
)
+
n∑
i=1
log
 n∑
j=1
(
d∏
l=1
exp
(
−(Xjl −Xil)
2
2h2l
)
− 1
)
(2.9)
Die Hauptkritik an der LCV Methode liegt an den folgenden Punkten (Silverman
(1986)):
1. Die LCV Methode ist sensitiv gegenu¨ber Ausreißern;
2. Die Methode versagt bei Daten mit dickem Schwanz in dem Fall, wenn eine Kern-
funktion mit du¨nnem Schwanz verwendet wird;
3. Es wurde gezeigt, dass der LCV Scha¨tzer wegen des Schwanzes in den Daten nicht
konsistent ist;
4. Die LCV Methode hat Probleme bei Daten mit diskretisierten Variablen.
2.1.2 LSCV
Die LSCV Methode wurde zuerst von Rudemo (1982) und Bowman (1984) vorgeschla-
gen. Die Zielfunktion bei der LSCV Methode wird wie folgt definiert (Li & Racine
(2007)):
LSCV (h) =
1
n2
n∑
i=1
n∑
j=1
(Kh ∗Kh)(Xi −Xj)− 2
n(n− 1)
n∑
i=1
n∑
j=1,j 6=i
Kh(Xi −Xj) (2.10)
wobei das Zeichen * fu¨r die Faltung steht. Der Gla¨ttungsparameter wird bei der LSCV
Methode durch hˆlscv mit hˆlscv = argminh∈Rd(LSCV (h)) gescha¨tzt.
Als Rechenmethode verwendet man in dieser Arbeit eine modifizierte quasi-Newton Me-
thode (L-BFGS-B von Byrd et. al. (1995)) fu¨r univariate Daten und die BFGS Methode
fu¨r multivariate Daten, um die Zielfunktion bei der LSCV Methode in folgender Form
zu optimieren:
LSCV (k) =
∏d
l=1 k
1/2
l
n(
√
2pi)d
 1
2d/2
+
n− 1
2d+3
+
1
n
i=2,...,n∑
j<i
−4( d∏
l=1
Zkllij −
1
4 · 2d/2
)2
(2.11)
wobei Zlij = exp
−(Xil−Xjl)2/4 und k = (k1, ...kd)T mit kl = 1/h2l fu¨r l ∈ (1, ..., d).
Die Kritikpunkte an der LSCV Methode und mo¨gliche Lo¨sungsvorschla¨ge werden wie
folgt aufgelistet:
1. hˆlscv hat eine große Variabilita¨t;
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2. In manchen Fa¨llen kommen im gesuchten Bereich mehrere lokale Minima von LSCV (h)
vor. In der explorativen Datenanalyse soll man in solcher Situation mit der Auswahl
des Gla¨ttungsparameters vorsichtig umgehen. Ein mo¨glicher Lo¨sungsvorschlag dazu
ist, dass man das gro¨ßte lokale Minimum auswa¨hlt;
3. hˆlscv konvergiert im univariaten Fall langsam gegen hMISE. In der Arbeit von Duong
& Hazelton (2005) wurde aber gezeigt, dass ein allgemeiner LSCV Bandbreitenscha¨tzer
Hˆlscv im multivariaten Fall mit der Konvergenzrate n
−min(d,4)/(2d+8) gegen HMISE
ein besseres Verhalten zeigt;
4. Ein anderes bekanntes Problem der LSCV Methode ist, dass die Zielfunktion fu¨r
kleinen Gla¨ttungsparameter hochsensitiv gegenu¨ber
”
very fine small-scale effects“ ist
(Silverman (1986)). Es wurde gezeigt, dass wenn die Daten diskretisierte Variable(n)
enthalten, existiert in manchen Fa¨llen kein lokales Minimum im Intervall von Null
bis hOS (Oversmoothed Bandbreite) (vgl. S. 165-166 in Scott (1992)). Auf dieses
Problem geht man in Abschnitt 2.3 ausfu¨hrlich ein. Ein nu¨tzlicher Trick bei Anwen-
dung der LSCV Methode in dieser Situation ist, dass man simulierte Sto¨rungsterme
zu diskretisierten Variablen hinzufu¨gt, z.B., simulierte gleichverteilte Terme (Zycha-
luk & Patil (2006)).
2.1.3 BCV
Die BCV Methode wurde zuerst von Scott & Terell 1987 vorgeschlagen. Die Zielfunktion
bei der BCV Methode definiert man wie folgt (Wand & Jones (1995)):
BCV (h) =
R(K)
n
∏d
l=1 hl
+
1
4
µ2(K)
2(h2)TΨD(h
2) (2.12)
Zum besseren Versta¨ndnis dieser Darstellung wird im Folgenden die BCV (h) im biva-
riaten Fall als Beispiel gezeigt. Die BCV Zielfunktion im bivariaten Fall kann wie folgt
geschrieben werden (Sain et al. (1994)):
BCV (h) =
R(K)
nh1h2
+
1
4
σ4K [h
4
1
∫ ∫
(f (2,0)(x1, x2))
2dx1dx2
+h42
∫ ∫
(f (0,2)(x1, x2))
2dx1dx2 + 2h
2
1h
2
2
∫ ∫
f (2,0)(x1, x2)f
(0,2)(x1, x2)dx1dx2]
(2.13)
wobei h = (h1, h2)
T , σ2K =
∫
u2Kdu (fu¨r K in (2.3)), f (2,0)(x1, x2) =
∂2
∂x1∂x1
f(x) und
f (0,2)(x1, x2) =
∂2
∂x2∂x2
f(x). Aus partieller Integration kann gezeigt werden, dass∫ ∫
(f (2,0)(x1, x2))
2dx1dx2 = E
[
∂4f(x1, x2)
∂x41
]
(2.14)
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∫ ∫
(f (0,2)(x1, x2))
2dx1dx2 = E
[
∂4f(x1, x2)
∂x42
]
(2.15)
und ∫ ∫
f (2,0)(x1, x2)f
(0,2)(x1, x2)dx1dx2 = E
[
∂4f(x1, x2)
∂x21∂x
2
2
]
(2.16)
Es gibt zwei Varianten von BCV (h), deren Unterschied an der Scha¨tzung von ΨD also
eigentlich von ψr liegt. In dieser Arbeit bezeichnet man die zwei Varianten von BCV (h)
mit BCV 1(h) und BCV 2(h) und die zwei entsprechenden Scha¨tzer von ψr mit ψˇr und
ψ˜r, die u¨blicherweise wie folgt definiert werden (Duong & Hazelton 2005):
ψˇr(h) =
1
n2
n∑
i=1
n∑
j=1,j 6=i
(K
(r)
h ∗Kh)(Xi −Xj) (2.17)
und
ψ˜r(h) =
1
n(n− 1)
n∑
i=1
n∑
j=1,j 6=i
K
(r)
h (Xi −Xj) (2.18)
Beim Rechnen von hˆbcv in dieser Arbeit wird die L-BFGS-B Methode verwendet, um die
BCV-Zielfunktion in folgender Form zu optimieren:
BCV 1(k) =
∏d
l=1 k
1/2
l
(2
√
pi)dn
1 + 1
32n
n∑
i=2
∑
j<i
( d∑
l=1
(zijlkl)− (2d+ 4)
)2
− (8d+ 16)
 d∏
l=1
(exp(−zijl))kl/4
 (2.19)
und
BCV 2(k) =
∏d
l=1 k
1/2
l
(
√
2pi)dn
 1
(
√
2)d
+
1
2n
n∑
i=2
∑
j<i
( d∑
l=1
(zijlkl)− (d+ 2)
)2
− (2d+ 4)
 d∏
l=1
(exp(−zijl))kl/2
 (2.20)
wobei zijl = (Xil −Xjl)2 und k = (k1, ...kd)T mit kl = 1/h2l fu¨r l ∈ (1, ..., d).
Die Hauptkritik an der BCV Methode liegt an dem Bias des BCV Scha¨tzers. In der
Literatur wurde auch gezeigt, dass man mit der BCV Methode die unbekannte Dich-
tefunktion u¨berscha¨tzen kann. Diese Probleme werden dann in Abschnitt 2.2 anhand
simulierter Daten veranschaulicht. In der praktischen Anwendung der BCV Methode
besteht auch die Schwierigkeit in der Identifizierung von einem geeigneten lokalen Mini-
mum der Zielfunktion. Darauf geht man in Abschnitt 2.3 ein.
2.1.4 DPI Direct-Plug-In
Die Direct-Plug-In Methode wurde von Sheather & Jones (1991) vorgeschlagen und von
Wand & Jones (1994) auf multivariaten Fall erweitert. Das Direct-Plug-In Kriterium
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basiert auf dem AMISE Kriterium und hat die gleiche Form wie bei der BCV Methode:
PI(h) =
R(K)
n
∏d
l=1 hl
+
1
4
µ2(K)
2(h2)TΨD(h
2) (2.21)
Der Unterschied zwischen der DPI und BCV Methode liegt nur in der Scha¨tzung von
ΨD also ψr. Bei der DPI Methode wird ψr durch ψˆr(G) gescha¨tzt, wobei G eine Pilot-
Bandbreitenmatrix ist. Fu¨r eine ausfu¨hrliche Beschreibung verweisen wir auf die Arbeit
von Wand & Jones (1995) und Duong & Hazelton (2005). In dieser Arbeit wird die R
Funktion Hpi.diag(ks) fu¨r die Berechnung des Direct-Plug-In Gla¨ttungsparameters hˆpi
benutzt.
Eigentlich ist der Direct-Plug-In Scha¨tzer hˆpi im univariaten Fall weit beliebt wegen
der schnellen Konvergenzrate und kleinen Variabilita¨t bei der Stichprobe mit endlichem
Umfang. Die Hauptkritik an der DPI Methode liegt an den folgenden Punkten (Loader
1999):
1. Der DPI Scha¨tzer ha¨ngt vom Pilot-Gla¨ttungsparameter ab. Ein großer Bias entsteht,
wenn die Annahme am Pilot-Gla¨ttungsparameter nicht stimmt;
2. Bei der DPI Methode wird starke Annahme (mindestens viermal differenzierbar) an
der unbekannten Zieldichte f gelegt;
3. Bei der DPI Methode wird die Kernfunktion ho¨herer Ordnung fu¨r die Bestimmung
des Pilot-Gla¨ttungsparameters verwendet.
Die Punkte 2 und 3 gelten auch fu¨r die BCV-Methode. In Abschnitt 2.2 wird die Qualita¨t
des DPI Scha¨tzers hˆPI anhand simulierter Daten u¨berpru¨ft und mit denen aus klassischen
Methoden verglichen.
2.2 Vergleich der vier Methoden
In diesem Abschnitt wird im 1D, 2D und 5D Fall gezeigt, wie die vier Bandbreitenselek-
toren (LCV, LSCV, BCV und Direct-Plug-In) den MISE-optimalen Gla¨ttungsparameter
hMISE widerspiegeln. Als Beispiele verwendet man hier simulierte Daten auf Basis der
Hidalgo Daten (Izenman & Sommer (1988)) im 1D Fall, simulierte Daten auf Basis
der geyser Daten (Azzalini & Bowman (1990)) im 2D Fall und simulierte Daten im 5D
Fall. Der hier verwendete geyser Datensatz ist eine Version der Eruptionsdaten aus dem
”
Old Faithful“ Geysir im oberen Geysir-Becken des Yellowstone-Nationalparks im Bun-
desstaat Wyoming (USA). Dabei gibt es 299 Messwerte von 1. August bis 15. August
von zwei Merkmalen: waiting (Wartezeit bis zur na¨chsten Eruption) und duration (Dau-
er einer Eruption). Abbildung 2.1 zeigt die geyser Daten im Scatterplot. Die relevante
Information u¨ber Hidalgo Daten befindet sich in Abschnitt 1.1.
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Abbildung 2.1: geyser Daten im Scatterplot
2.2.1 Vergleich der vier Methoden im univariaten Fall
Eine modifizierte Version der Hidalgo Daten (mit Hinzufu¨gung von Sto¨rungstermen
ρi ∼ U(−0, 0005; 0, 0005), i = 1, ..., 485) wird in dieser Arbeit fu¨r den Vergleich der vier
Methoden im univariaten Fall verwendet. Man geht wie folgt vor:
• Man konstruiert zwei gemischte Normalverteilungen S1 und S2 aus den modifizier-
ten Daten. Eine univariate gemischte Normaldichte definiert man wie folgt:
f(x) =
k∑
i=1
wiφσi(x− µi) (2.22)
wobei k ein positiver Integer, wi > 0 fu¨r i = 1, ..., k mit
∑k
i=1wi = 1, −∞ <
µi < ∞ und σi > 0 fu¨r i = 1, ..., k. Die Parameter fu¨r die Dichtefunktionen von
S1 und S2 sind hier k = 485, w1 =, ...,= wk =
1
485
, µi = Xi fu¨r i = 1, ..., 485,
σis1 = (hˆlscv + hˆlcv)/2 = 0, 000787 fu¨r i = 1, ..., 485 fu¨r die Dichtefunktion von S1
und σis2 = (hˆbcv + hˆpi)/2 = 0, 002837 fu¨r i = 1, ..., 485 fu¨r die Dichtefunktion von
S2, wobei hˆlscv, hˆlcv, hˆbcv und hˆpi die Ergebnisse aus den vier Bandbreitenselektoren
auf den modifizierten Daten sind;
• Man zieht 200 Zufallsstichproben jeweils aus S1 und S2;
• Fu¨r jede Stichprobe berechnet man die Bandbreiten mit den vier Bandbreitenselek-
toren, d.h., man erha¨lt dann 200 Bandbreiten fu¨r jeden Bandbreitenselektor;
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• Man berechnet die MISE-optimale Bandbreite hMISE. Wenn man den Produkt-
Normalkern bei Kerndichtescha¨tzung verwendet, dann hat die FunktionMISE{fˆ(x;h)}
eine geschlossene Form wie folgt:
MISE
{
fˆ(x;h)
}
=
1
2pi1/2nh
+ wT ((1− 1
n
)Ω2 − 2Ω1 + Ω0)w (2.23)
wobei w = (w1, ..., wk)
T , und Ωa eine k × k Matrix mit dem (i, j)-ten Element
Ωa(i, j) = φ(ah2+σ2i +σ2j )(µi − µj) fu¨r i, j ∈ (1, ..., k). Man kann numerische Metho-
de verwenden, um das Minimum der Funktion MISE{fˆ(x;h)}, also die MISE-
optimale Bandbreite zu finden. Mit R Funktion optimize(stats) bekommt man die
zwei MISE-optimalen Bandbreiten hMISE1 = 0, 000791 fu¨r den Kerndichtescha¨tzer
der Dichtefunktion von S1 und hMISE2 = 0, 001957 fu¨r den Kerndichtescha¨tzer der
Dichtefunktion von S2;
• Man fasst die Resultate zusammen und stellt sie grafisch dar. Bei der grafischen
Darstellung wird hMISE (hier hMISE1 und hMISE2) in senkrechter Linie in lila mar-
kiert. Um die Verteilung der 200 Bandbreiten fu¨r jeden Bandbreitenselektor bes-
ser zu erkennen, scha¨tzt man die Dichtefunktion der Bandbreiten mit R Funktion
density(stats) mit der Normal-Reference Bandbreite und zeichnet die Kurve dieses
Dichtescha¨tzers mit in der Grafik.
In der Grafik oben links in Abbildung 2.2 und 2.3 werden die Dichtefunktionen von
S1 und S2 im Contour Plot dargestellt. Abbildung 2.2 zeigt die Resultate aus den
200 Stichproben aus S1, wobei die Grafik oben rechts/mittel links/mittel rechts/unten
links/unten rechts fu¨r hˆlcv/hˆlscv/hˆbcv1/hˆbcv2/hˆpi steht. Analog zeigt Abbildung 2.3 die
Resultate aus den 200 Stichproben aus S2. Wenn man die Resultate in Abbildung 2.2
und 2.3 vergleicht, dann ist der folgende Schluss zu ziehen:
• LSCV bringt die beste Leistung: hˆlscv hat zwar gro¨ßere Variabilita¨t als hˆpi, aber
dafu¨r einen kleinen Bias zu hMISE;
• BCV2 bringt die zweite beste Leistung: hˆbcv1 hat einen kleinen Bias zu hMISE, aber
gro¨ßere Variabilita¨t als hˆpi und hˆlscv;
• hˆpi hat kleine Variabilita¨t aber einen großen Bias zu hMISE. Die DPI Methode liefert
eigentlich ein schlechtes Resultat trotz der kleinen Variabilita¨t;
• hˆlcv und hˆbcv1 haben sowohl große Variabilita¨t als auch einen großen Bias zu hMISE,
d.h., die zwei Methoden liefern die schlechtesten Ergebnisse.
Zu bemerken ist, dass man hier beim Anwenden der BCV Methode auf den 200 Stich-
proben aus S1 im Unterschied zu der Empfehlung der Literatur (Details vgl. Abs. 2.3)
das kleinere lokale Minimum genommen hat, falls es mehrere lokale Minima im gesuch-
ten Bereich gibt. Ansonsten liefern BCV 1 und BCV 2 in diesem Fall relativ schlechtere
Resultate, wie man in Abbildung 2.4 sieht.
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Abbildung 2.2: Dichtefunktion von S1 in der Grafik oben links. Verteilung der Band-
breiten aus vier Bandbreitenselektoren (LCV, LSCV, BCV (BCV1
und BCV2) und DPI) bei 200 Stichproben aus S1: Grafik oben
rechts/mittel links/mittel rechts/unten links/unten rechts steht fu¨r
hˆlcv/hˆlscv/hˆbcv1/hˆbcv2/hˆpi.
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Abbildung 2.3: Dichtefunktion von S2 in der Grafik oben links. Verteilung der Band-
breiten aus vier Bandbreitenselektoren (LCV, LSCV, BCV (BCV1
und BCV2) und DPI) bei 200 Stichproben aus S2: Grafik oben
rechts/mittel links/mittel rechts/unten links/unten rechts steht fu¨r
hˆlcv/hˆlscv/hˆbcv1/hˆbcv2/hˆpi.
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Abbildung 2.4: Verteilung der Bandbreiten aus BCV1 (Grafik links) und BCV2 (Gra-
fik rechts) bei 200 Stichproben aus S1, wenn man das gro¨ßte lokale
Minimum nimmt.
2.2.2 Vergleich der vier Methoden im bivariaten Fall
Eine modifizierte Version der geyserDaten (mit Hinzufu¨gung von ρi ∼ U(−0, 008333; 0, 008333),
i = 1, ..., 299 zur Variable duration) wird in dieser Arbeit fu¨r den Vergleich der vier Me-
thoden im bivariaten Fall verwendet. Beim Vergleich der vier Methoden im multivariaten
Fall geht man genauso wie im univariaten Fall vor.
Eine multivariate gemischte Normaldichte hat die folgende Form:
f(x) =
k∑
i=1
wiφΣi(x− µi) (2.24)
wobei k ein positiver Integer, w = (w1, ..., wk)
T ein Vektor mit positiven Elementen und∑k
i=1wi = 1, µi ein d × 1 Vektor und Σi die d × d Kovarianzmatrix fu¨r i = 1, ..., k
(Wand & Jones (1995)). In diesem Kapitel ist Σi eine Diagonalmatrix mit diagonalen
Elementen σ2i1, ..., σ
2
id.
Man konstruiert hier zwei gemischte Normaldichten wie folgt:
f2d1 =
k∑
i=1
wiφΣi1(x− µi) (2.25)
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und
f2d2 =
k∑
i=1
wiφΣi2(x− µi) (2.26)
wobei k = 299, w1 =, ...,= wk =
1
299
, und µi = (Xi1, Xi2)
T fu¨r i = 1, ..., k aus den
modifizierten geyser Daten, Σi1 =
(
1, 0076 0
0 0, 0205
)
und Σi2 =
(
3, 3149 0
0 0, 2375
)
fu¨r i = 1, ..., k. In der Grafik oben links in Abbildung 2.5 und 2.6 werden f2d1 und f2d2 im
Contour Plot dargestellt. Wenn man im multivariaten Fall den Produkt-Normalkern bei
Kerndichtescha¨tzung verwendet, dann hat MISE{fˆ(x;h)} mit h = (h1, ..., hd)T unter
gemischter Normaldichte f eine geschlossene Form wie folgt
MISE
{
fˆ(x;h)
}
=
1
n(4pi)d/2
∏d
l=1 hl
+ wT
{
(1− 1
n
)Ω2 − 2Ω1 + Ω0
}
w (2.27)
wobei Ωa eine k × k Matrix, deren (i, j)-tes Element
Ωa(i, j) =
d∏
l=1
φah2l +σ2il+σ2jl(µil − µjl) (2.28)
fu¨r i, j ∈ {1, ..., k}, falls Σi, i ∈ {1, ..., k} eine Diagonalmatrix ist. Aufgrund von (2.27)
und (2.28) kann man numerische Methode verwenden, um das lokale Minimum von
MISE{fˆ(x;h)} zu bestimmen, das der MISE-optimalen Bandbreite hMISE entspricht.
Mit der quasi-Newton Methode bekommt man hMISE1 =
(
2, 1742 0
0 0, 1294
)
fu¨r den
Kerndichtescha¨tzer fu¨r f2d1 und hMISE2 =
(
2, 9495 0
0 0, 2980
)
fu¨r den Kerndich-
tescha¨tzer fu¨r f2d2.
Analog wie in 2.2.1 zeigt Abbildung 2.5 die Resultate aus den 200 Stichproben mit Dich-
tefunktion f2d1, wobei die Grafik oben rechts/mittel links/mittel rechts/unten links/unten
rechts fu¨r hˆlcv/hˆlscv/hˆbcv1/hˆbcv2/hˆpi steht. Als Referenz wird die MISE-optimale Band-
breite hMISE1 mit einem gru¨nen Kreuz markiert. Um die Verteilung der Bandbreiten
besser zu erkennen, wird die Dichte der Bandbreiten mit R Funktion kde(ks) mit der
Direct-Plug-In Bandbreite gescha¨tzt und in den Grafiken in roten Contour Linien ge-
zeichnet. Analog zeigt Abbildung 2.6 die Resultate aus den 200 Stichproben mit Dichte-
funktion f2d2. Aus dem Vergleich der Resultate in Abbildung 2.5 und 2.6 ist der folgende
Schluss zu ziehen:
• Die LSCV-Bandbreite hat einen kleinen Bias zu hMISE in beiden Fa¨llen;
• hˆpi hat in beiden Fa¨llen die kleinste Variabilita¨t;
• Die LCV Methode bringt eine ziemlich gut Leistung bei Stichproben mit Dichte-
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Abbildung 2.5: Dichtefunktion f2d1 im Contour Plot in der Grafik oben links. Vertei-
lung der Bandbreiten aus vier Bandbreitenselektoren (LCV, LSCV,
BCV (BCV1 und BCV2) und DPI) bei 200 Stichproben mit Dich-
tefunktion f2d1: Grafik oben rechts/mittel links/mittel rechts/unten
links/unten rechts steht fu¨r hˆlcv/hˆlscv/hˆbcv1/hˆbcv2/hˆpi.
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Abbildung 2.6: Dichtefunktion f2d2 im Contour Plot in der Grafik oben links. Vertei-
lung der Bandbreiten aus vier Bandbreitenselektoren (LCV, LSCV,
BCV (BCV1 und BCV2) und DPI) bei 200 Stichproben mit Dich-
tefunktion f2d2: Grafik oben rechts/mittel links/mittel rechts/unten
links/unten rechts steht fu¨r hˆlcv/hˆlscv/hˆbcv1/hˆbcv2/hˆpi.
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funktion f2d2;
• Der Bias von hˆbcv und hˆpi zu hMISE ha¨ngt stark von der Varianz der Daten ab. Sie
neigen dazu, die unbekannte Dichtefunktion zu u¨berscha¨tzen;
• Die BCV Methoden (BCV1 und BCV2) liefern in beiden Fa¨llen eine schlechte
Scha¨tzung von hMISE wegen ihres großen Bias zu hMISE und der großen Varia-
bilita¨t.
2.2.3 Vergleich der vier Methoden im 5D Fall
Fu¨r den Vergleich der vier Bandbreitenselektoren im 5D Fall werden 200 Stichproben
mit jeweils 300 Daten aus der folgenden gemischten Normaldichte simuliert:
f5d(x) =
1
3
3∑
i=1
φD(x− µi) (2.29)
wobei D eine 5D Einheitsmatrix, µ1 = (1, 1, 1, 1, 0)
T , µ2 = (1, 1, 1, 0, 1)
T und µ3 =
(1, 1, 0, 1, 1)T . Analog wie in 2.2.2 berechnet man hMISE = (0, 5517; 0, 5514; 0, 6107; 0, 6102; 0, 6101)
T .
Die Resultate aus den vier Bandbreitenselektoren werden in Abbildung 2.7 im Paral-
lel Koordinaten Plot dargestellt. Um die Verteilung der Bandbreiten besser zu erken-
nen, wird die Dichte der Bandbreiten mit R Funktion kde(ks) mit der Direct-Plug-In
Bandbreite gescha¨tzt und in die Farbe der Linien abgebildet, wobei die Farbpalette
gray.colors(10) verwendet wird, mit der die dunklen Linien im Parallel Koordinaten Plot
fu¨r die Bandbreiten aus High Density Regions stehen. Als Referenz markiert man hMISE
mit einer gru¨nen Linie. Abbildung 2.8-2.12 zeigen die Scatterplot Matrizen von den 2D
Projektionen der 5D Bandbreiten aus den vier Bandbreitenselektoren, wobei die 2D
Projektionen des 5D-Kerndichtescha¨tzers mit der Direct-Plug-In Bandbreite in roten
Contour Linien mit gezeichnet werden, um die Verteilung der Bandbreiten besser zu
erkennen. Als Referenz werden die 2D Projektionen von hMISE mit gru¨nem Kreuz mar-
kiert. Kurz zu erwa¨hnen ist, dass die Projektionen in der 4×5D Ebene der Gleichma¨ßig-
keit der grafischen Darstellung halber nicht gezeigt werden. In Abbildung 2.7-2.12 sieht
man folgendes:
• Die BCV1 Methode zeigt eine bessere Leistung als die im uni- und bivariaten Fall:
hˆbcv1 hat kleine Variabilita¨t und auch keinen großen Bias;
• Die LCV Methode bringt eine gute Leistung;
• hˆlscv hat zwar einen kleinen Bias, aber dafu¨r große Variabilita¨t;
• Die DPI Methode unterscha¨tzt die MISE-optimale Bandbreite im 5D Fall. Der
Grund liegt vermutlich an der Verwendung der SAMSE (Sum of Asymptotic Mean
Squared Error) Pilot-Bandbreite. hˆpi hat zwar kleine Variabilita¨t, aber dafu¨r einen
großen Bias;
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LCV Bandbreite
D1 D2 D3 D4 D5
LSCV Bandbreite
D1 D2 D3 D4 D5
BCV1 Bandbreite
D1 D2 D3 D4 D5
BCV2 Bandbreite
D1 D2 D3 D4 D5
PI Bandbreite
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Abbildung 2.7: Verteilung der Bandbreiten aus vier Bandbreitenselektoren (LCV,
LSCV, BCV (BCV1 und BCV2) und DPI) bei den 200 Stichproben
mit Dichtefunktion f5d im 5D Fall im Parallel Koordinaten Plot: Gra-
fik oben/mittel links/mittel rechts/unten links/unten rechts steht fu¨r
hˆlcv/hˆlscv/hˆbcv1/hˆbcv2/hˆpi.
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• Die BCV2 Methode ist in diesem Beispiel wegen der großen Verzerrung und Varia-
bilita¨t nicht mehr zuverla¨ssig.
In diesem Abschnitt werden vier Bandbreitenselektoren (LCV, LSCV, BCV und Direct-
Plug-In) anhand simulierter Daten verglichen. Es hat sich ergeben, dass keine Methode
in der Lage ist, einen MISE-optimalen Gla¨ttungsparameter zu liefern, was auch von
dem Umfang der Stichprobe abha¨ngt. In diesem Sinne ko¨nnte man in der explorativen
Datenanalyse nu¨tzliche Information u¨ber die Daten verlieren, wenn man nur mit einem
theoretisch gesehen optimalen Gla¨ttungsparameter arbeitet. Aus diesem Grund ist in
der Praxis stark zu empfehlen, die unbekannte Dichte der Daten anhand verschiedener
Gla¨ttungsparameter zu scha¨tzen, damit man die Daten aus unterschiedlichen Aspekten
betrachten kann.
2.3 Diskussion u¨ber die Probleme bei CV Methoden
2.3.1 LSCV bei Daten mit diskretisierten Variablen
Wie oben erwa¨hnt wird die Zielfunktion LSCV (h) wie folgt geschrieben:
LSCV (h) =
∫
Rd
fˆ(x;h)2dx− 2
n
n∑
i=1
fˆ−i(Xi;h) (2.30)
und falls ein Normalkern bei Kerndichtescha¨tzung verwendet wird, dann gilt:
LSCV (h) =
1
(n− 1)
d∏
l=1
φ(0;
√
2hl) +
n− 2
n(n− 1)2
∑
i 6=j
d∏
l=1
φ(Xil −Xjl;
√
2hl)−
2
n(n− 1)
∑
i6=j
d∏
l=1
φ(Xil −Xjl;hl) (2.31)
mit i, j ∈ {1, ..., n}. Der Einfachheit halber kann man n ± 1 in der obigen Formel
durch n ersetzen (Scott 1992). Wenn man (Xil − Xjl)2 = (Xjl − Xil)2 beru¨cksichtigt,
dann bekommt man mit Umformung von (2.31) die folgende vereinfachte Form von
LSCV (k), k = (k1, ...kd)
T mit kl = 1/h
2
l fu¨r l ∈ {1, ..., d}:
LSCV (k) =
∏d
l=1 k
1/2
l
n(
√
2pi)d
 1
2d/2
+
n− 1
2d+3
+
1
n
i=2,...,n∑
j<i
−4( d∏
l=1
Zklijl −
1
4 · 2d/2
)2
(2.32)
wobei Zijl = exp{−(Xil −Xjl)2/4}.
Das Verhalten von LSCV (k) ist schwer festzustellen, weil das von Zijl abha¨ngt. Insbe-
sondere hat Zijl einen großen Einfluss auf LSCV (k), wenn ∃l, kl → ∞, weil in diesem
Fall Zklijl → 0 fu¨r Zijl 6= 1 und Zklijl = 1, falls Zijl = 1, also Xil = Xjl. Im Folgenden
wird anhand praktischer Daten gezeigt, wie diskretisierte Variablen in den Daten die
Funktion LSCV (k) beeinflussen. Es wird sich folgendes ergeben:
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Abbildung 2.8: 2D Projektionen der 5D LCV-Bandbreiten aus 200 Stichproben mit
Dichtefunktion f5d. 2D Projektionen des 5D-Kerndichtescha¨tzers mit
der Direct-Plug-In Bandbreite in roten Contour Linien. 2D Projektio-
nen von hMISE in gru¨nem Kreuz.
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Abbildung 2.9: 2D Projektionen der 5D LSCV-Bandbreiten aus 200 Stichproben mit
Dichtefunktion f5d. 2D Projektionen des 5D-Kerndichtescha¨tzers mit
der Direct-Plug-In Bandbreite in roten Contour Linien. 2D Projektio-
nen von hMISE in gru¨nem Kreuz.
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Abbildung 2.10: 2D Projektionen der 5D BCV1-Bandbreiten aus 200 Stichproben mit
Dichtefunktion f5d. 2D Projektionen des 5D-Kerndichtescha¨tzers mit
der Direct-Plug-In Bandbreite in roten Contour Linien. 2D Projektio-
nen von hMISE in gru¨nem Kreuz.
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Abbildung 2.11: 2D Projektionen der 5D BCV2-Bandbreiten aus 200 Stichproben mit
Dichtefunktion f5d. 2D Projektionen des 5D-Kerndichtescha¨tzers mit
der Direct-Plug-In Bandbreite in roten Contour Linien. 2D Projektio-
nen von hMISE in gru¨nem Kreuz.
37
2 Kerndichtescha¨tzung und Gla¨ttungsparameter
Abbildung 2.12: 2D Projektionen der 5D DPI-Bandbreiten aus 200 Stichproben mit
Dichtefunktion f5d. 2D Projektionen des 5D-Kerndichtescha¨tzers mit
der Direct-Plug-In Bandbreite in roten Contour Linien. 2D Projektio-
nen von hMISE in gru¨nem Kreuz.
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• Bei Daten mit diskretisierten Variablen kann LSCV (k) gegen minus unendlich ge-
hen, wenn ∃l, kl →∞, aber das bedeutet nicht, dass man kein lokales Minimum in
dem gesuchten Intervall finden kann, was in der Literatur oft ignoriert worden ist;
• Das Verhalten von LSCV (k) ist bei Daten mit mehreren diskretisierten Variablen
ziemlich kompliziert.
2.3.1.1 LSCV (k) im univariaten Fall
Sei m die Anzahl von Bindungen Xi = Xj, j < i in den Daten, dann
LSCV (k) =
k1/2
n
√
2pi
(
1
21/2
+
m(8
√
2− 32)
8n
)
(2.33)
wenn k → ∞. LSCV (k) wird gegen minus unendlich gehen, wenn der Term in Klam-
mern kleiner Null ist. Durch Lo¨sung der Ungleichung bekommt man m > n/(4
√
2− 2),
was mit dem Ergebnis mit einer trivialen Kernfunktion von Silverman (1986) m >
n ·K ∗K(0)/(4K(0)− 2K ∗K(0)) u¨bereinstimmt. In der Literatur wurde dann manch-
mal behauptet, dass LSCV (h) in diesem Fall eine triviale Lo¨sung hˆlscv = 0 nimmt.
Generell gilt die Behauptung nicht, weil man in manchen Fa¨llen ein anderes lokales
Minimum als hˆlscv nehmen kann, weil das gro¨ßte Minimum beim Anwenden der LSCV-
Methode ausgewa¨hlt werden soll (Wand & Jones (1995)). Das folgende kleine Beispiel
zeigt, dass man trotz des schlechten Verhaltens von LSCV (h) fu¨r h sehr klein eine
LSCV-optimale Bandbreite erhalten kann. Zum besseren Versta¨ndnis vom Gla¨ttungspa-
rameter wird LSCV (h) anstatt von LSCV (k) in dem Beispiel benutzt.
Beispiel 2.3.1: geyser Datensatz
Hier verwendet man den Kerndichtescha¨tzer mit Gla¨ttungsparameter hˆlscv, um die unbe-
kannte Dichte von waiting zu scha¨tzen. Das Verhalten von Zielfunktion LSCV (h) wird
sehr schlecht, wenn h gegen Null geht, weil m = 1095 >> n/(4
√
2 − 2) = 81, 7643.
Trotzdem findet man das lokale Minimum an der Stelle etwa 2,2047. Abbildung 2.13
zeigt den Verlauf von LSCV (h) auf h = [1, 3] (Grafik links) und den Kerndichtescha¨tzer
mit Gla¨ttungsparameter hˆlscv = 2, 2047 (Grafik rechts).
2.3.1.2 LSCV (k) im bivariaten Fall
Seien M1, M2 und M12 die Indexmengen von Bindungen mit
M1 = ((i, j)|Xi1 = Xj1, j < i) ,
M2 = ((i, j)|Xi2 = Xj2, j < i)
und
M12 = ((i, j)|Xi2 = Xj2 ∧Xi2 = Xj2, j < i) ,
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Abbildung 2.13: Verlauf von LSCV (h) auf h = [1, 3] (Grafik links) und Kerndich-
tescha¨tzer mit Gla¨ttungsparameter hˆlscv = 2, 2047 (Grafik rechts) in
Beispiel 2.3.1
und m1, m2 und m12 die entsprechenden Ma¨chtigkeiten, dann gilt:
LSCV (k) =
(k1k2)1/2
2pin
{1
2
+
n− 1
32
+
1
n
∑
(i,j)∈(M1\M12)
(
−4
(
Zk2ij2 −
1
8
)2)
+
1
n
∑
(i,j)∈(M2\M12)
(
−4
(
Zk1ij2 −
1
8
)2)
− 49m12
16n
+
1
n
(i,j)/∈(M1∪M2)∑
i=2,...,n,j<i
−4( 2∏
l=1
Z
kl
ijl −
1
8
)2}
(2.34)
Im Folgenden wird in zwei Fa¨llen (k1, k2 →∞, und k1 →∞) diskutiert, wie diskretisier-
te Daten die Zielfunktion LSCV (k) beeinflussen. Die Schlussfolgerung im Fall k1 →∞
gilt in analoger Weise auch fu¨r den Fall k2 →∞.
• Fu¨r k1, k2 →∞:
LSCV (k) =
(k1k2)
1/2
2pin
(
1
2
− 3m12
n
)
(2.35)
LSCV (k) geht gegen minus unendlich, wenn m12 > n/6;
• Fu¨r k1 →∞:
LSCV (k) =
(k1k2)
1/2
2pin
1
2
+
m1
16
− 49m12
16
+
∑
(i,j)∈(M1\M12)
(
−4
(
Zk2ij2 −
1
8
)2)
(2.36)
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Der Zielfunktionswert ha¨ngt von Zij2 und k2 folgendermaßen ab:
– LSCV (k) hat das Supremum
LSCV (k)sup =
(k1k2)
1/2
2pin
(
1
2
+
m1 − 49m12
16n
)
(2.37)
wenn Zk2ij2 → 1/8, also k2(X2i −X2j)2 → 4 log 8, fu¨r (i, j) ∈ (M1\M12);
– LSCV (k) hat das Infimum
LSCV (k)inf =
(k1k2)
1/2
2pin
(
1
2
− 3m1
n
)
(2.38)
wenn Zk2ij2 → 1, also k2(Xi2 −Xj2)2 → 0 fu¨r (i, j) ∈ (M1\M12).
Im bivariaten Fall haben M12 einen großen Einfluss auf LSCV (k). LSCV (k) geht gegen
minus unendlich, wenn m12 > n/6. M1 wirkt auf LSCV (k) zusammen mit Bindungen
bei der anderen Variable: falls sie fast gleich sind, dann geht LSCV (k) gegen minus
unendlich, wenn m1 > n/6, aber falls es gilt k2(X2i − X2j)2 → 4 log 8 fu¨r (i, j) ∈
(M1\M12), dann wird LSCV (k) gegen minus unendlich gehen, wenn 49m12 −m1 > 8n.
Es ist problematisch, hˆlscv beim geyser Datensatz zu bestimmen, weil m1 = 1095 fu¨r
Variable waiting, m2 = 1835 fu¨r Variable duration und m12 = 76 > n/6 = 49, 833. Es
ist aber noch zu untersuchen, ob man im multivariaten Fall auch ein anderes Minimum
fu¨r hˆlscv anstatt der trivialen Lo¨sung hˆlscv = 0 wie im univariaten Fall finden kann.
2.3.1.3 LSCV (k) bei Daten mit mehr als 2 diskretisierten Variablen
Eine allgemeine Form von LSCV (k) kann man wie folgt darstellen. Seien Mva die In-
dexmenge der Bindungen mit a ∈ {1, ..., d} und va ∈ Pa, Pa die Menge aller mo¨glichen
Permutationen der a Elemente, und mva die entsprechende Ma¨chtigkeit, dann gilt:
LSCV (k) =
(k1k2)1/2
2pin
{ 1
2d/2
+
n− 1
2d+3
+
1
n
{
∑
g∈P1
∑
(i,j)∈Mv1
−4
 d∏
l=1,l 6=g
Z
kl
ijl −
1
4 · 2d/2
2
−
∑
a=2,...,(d−1)
∑
g∈Pa
∑
(i,j)∈Mva
−4
 l 6=g∏
l∈(1,...,d)
Z
kl
ijl −
1
4 · 2d/2
2} − mvd
n
(
−4
(
1− 1
4 · 2d/2
)2)
+
1
n
∑
(i,j)/∈(⋃d
l=1(Ml))
−4( d∏
l=1
Z
kl
lij −
1
4 · 2d/2
)2}
(2.39)
wobei i = 2, ..., n, j < i. Man sieht in obiger Formel, dass ein allgemeines Kriterium
nicht zu definieren ist, um festzustellen, in welcher Beziehung mva zu n steht, so dass
LSCV (k) im Fall k →∞ also h sehr klein, gegen minus unendlich geht.
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2.3.1.4 Bemerkung
Es ist in der Praxis u¨blich, dass die zu analysierenden Daten Bindungen enthalten. Zwei
Hauptgru¨nde sind:
• Die Bindungen kommen bei der Messung natu¨rlicherweise vor;
• Die Daten sind in gewissem Masse diskretisiert worden, um den Speicherplatz zu
ersparen oder die Rechenzeit fu¨r die Datenanalyse zu reduzieren.
Im Betrachten der guten Qualita¨t von hˆlscv ist es von Bedeutung, die LSCV Methode bei
Daten mit Bindungen richtig anzuwenden. Eine einfach vorstellbare Lo¨sung zu diesem
Problem ist durch Hinzufu¨gung gleichverteilter Sto¨rungsterme (Zychaluk & Patil 2006).
Im multivariaten Fall ist es aber in manchen Fa¨llen schwer zu entscheiden, zu welcher
Variable die Sto¨rungsterme hinzu zu fu¨gen sind, z.B., in geyser Daten enthalten beide
Variablen Bindungen mit m1 = 1095 fu¨r Variable waiting und m2 = 1835 fu¨r Variable
duration, aber die Diskretisierung von waiting hat eigentlich keinen großen Einfluss
auf die Anwendung der LSCV Methode. Noch zu erwa¨hnen ist, dass der Verlauf von
LSCV (h) vor der Datenmanipulation sorgfa¨ltig u¨berpru¨ft werden soll, weil ein globales
Minimum an Null nicht bedeutet, dass man keine sinnvolle hˆlscv finden kann.
2.3.2 Identifizierung eines geeigneten Minimums bei der BCV Methode
Beim Anwenden der BCV Methode kommen im gesuchten Bereich oft mehrere lokale
Minima vor. Fu¨r die Auswahl eines geeigneten Minimums wird der folgende Vorschlag
weit akzeptiert (Scott 1992):
... therefore, hˆBCV is taken to be the largest local minimizer of BCV (h) less
than or equal to the oversmoothed bandwidth.
Im Folgenden werden die folgenden Punkte u¨ber dieses Problem anhand der in Abschnitt
2.2 benutzten Daten gezeigt:
1. Dieses Problem kommt oft vor;
2. Die obere Grenze (Oversmoothed Bandbreite) spielt dabei eine wichtige Rolle;
3. In der Regel soll man nicht immer das gro¨ßte lokale Minimum nehmen.
Zuerst wird das Problem im univariaten Fall anhand der univariaten Daten aus Ab-
schnitt 2.2 veranschaulicht. Abbildung 2.14-2.17 zeigen BCV 1(h) und BCV 2(h) auf
[0, 1hos; 2hos] bei 16 per Zufall ausgewa¨hlten Stichproben aus den 200 Stichproben aus
S1 und S2 (vgl. Abs. 2.2), wobei hos = 1, 144sn
−1/5 die oversmoothed Bandbreite mit
empirischer Standardabweichung s ist. Um (2) und (3) deutlich zu zeigen, markiert man
hMISE und hos in den Grafiken mit lila und roter Linie. In Abbildung 2.14-2.17 sieht
man folgendes:
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1. BCV 1(h) und BCV 2(h) haben ein unique lokales Minimum bei Stichproben aus
S2, das hMISE entspricht;
2. BCV 2(h) hat zwei lokale Minima bei Stichproben aus S1. Im Intervall [0, 1hos;hos]
liegt das kleinere lokale Minimum, das hMISE entspricht;
3. BCV 1(h) hat zwei lokale Minima im Intervall [0, 1hos;hos] bei Stichproben aus S1.
Das kleinere lokale Minimum spiegelt hMISE wider.
Aus diesem Beispiel ist der folgende Schluss zu ziehen:
• Ob BCV (h) in [0, 1hos;hos] mehrere lokale Minima hat oder nicht, ha¨ngt von der
unbekannten wahren Dichte ab;
• hos wird als die obere Grenze des gesuchten Intervalls eingesetzt, um die evtl.
U¨bergla¨ttung durch einen Kerndichtescha¨tzer mit einem großen Gla¨ttungsparame-
ter zu vermeiden. In Abbildung 2.15 sieht man, dass sich bei fast allen Grafiken ein
gro¨ßeres lokales Minimum in der Na¨he von hos befindet;
• In Abbildung 2.14-2.17 sieht man, dass die MISE-optimale Bandbreite durch das
kleinere lokale Minimum von BCV 1(h) bzw. BCV 2(h) widerspiegelt worden ist,
was dem obigen Vorschlag von Scott (1992) widerspricht.
In der explorativen Datenanalyse wird Kerndichtescha¨tzung oft fu¨r die Identifizierung
der Modalstruktur in den Daten verwendet. In diesen Fa¨llen hat die richtige Auswahl der
Bandbreite einen großen Einfluss auf das Resultat. Zur Veranschaulichung nimmt man
BCV 1(h) bei Stichprobe 31 aus S1 als Beispiel. Dabei hat BCV 1(h) zwei lokale Minima
hˆ1 = 0, 0015 und hˆ2 = 0, 0033 in [0, 1hos;hos]. Abbildung 2.3.2 zeigt die wahre Dichte-
funktion von S1, die zwei Kerndichtescha¨tzer mit Gla¨ttungsparameter hˆ1 und hˆ2. In
Abbildung 2.3.2 sieht man, dass man mit hˆ2 die wahre Dichte u¨berscha¨tzt und deswegen
manche wichtige Eigenschaften der Daten verpasst, wa¨hrend die wahre Modalstruktur
durch Dichtescha¨tzer mit hˆ1 gut widerspiegelt wird. Zum Zweck der Datenanalyse kann
man natu¨rlich verschiedene Gla¨ttungsparameter verwenden, um unterschiedliche Versio-
nen der Daten zu bekommen, z.B., man bekommt in diesem Fall mit hˆ2 einen groben
U¨berblick u¨ber die Datenstruktur. Es stellt sich nun aber die Frage, welches lokale Mini-
mum sollte man bei der BCV Methode nehmen im Sinne von MISE, wenn sich mehrere
lokale Minima in [0, 1hos;hos] befinden? Meine Empfehlung wa¨re, dass man das kleinste
lokale Minimum nimmt.
Im multivariaten Fall hat man eben das Problem beim Identifizieren eines geeigneten
lokalen Minimums beim Anwenden der BCV Methode. Mit der Erho¨hung der Dimen-
sion wird es wegen grafischer Darstellung und des Rechenaufwands ziemlich schwierig,
einen U¨berblick u¨ber das Verhalten von BCV (h) zu bekommen. Im Folgenden wird das
Problem an den bivariaten Daten aus Abschnitt 2.2 veranschaulicht.
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Abbildung 2.14: Verlauf von BCV 1(h) bei 16 per Zufall ausgewa¨hlten Stichproben aus
den 200 Stichproben aus S1 in Abschnitt 2.2. hMISE und hos werden
mit lila und roter Linie markiert.
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Abbildung 2.15: Verlauf von BCV 2(h) bei 16 per Zufall ausgewa¨hlten Stichproben aus
den 200 Stichproben aus S1 in Abschnitt 2.2. hMISE und hos werden
mit lila und roter Linie markiert.
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Abbildung 2.16: Verlauf von BCV 1(h) bei 16 per Zufall ausgewa¨hlten Stichproben aus
den 200 Stichproben aus S2 in Abschnitt 2.2. hMISE und hos werden
mit lila und roter Linie markiert.
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Abbildung 2.17: Verlauf von BCV 2(h) bei 16 per Zufall ausgewa¨hlten Stichproben aus
den 200 Stichproben aus S2 in Abschnitt 2.2. hMISE und hos werden
mit lila und roter Linie markiert.
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Abbildung 2.18: Wahre Dichtefunktion von S1 und zwei Kerndichtescha¨tzer mit
Gla¨ttungsparameter hˆ1 = 0, 0015 und hˆ2 = 0, 0033
Analog wie im univariaten Fall zieht man zufa¨llig 9 Stichproben jeweils aus den 200
Stichproben mit Dichtefunktion f2d1 bzw. f2d2 und stellt bei denen das Verhalten von
BCV 1(h) und BCV 2(h) auf [0, 1 · hos; 1, 2 · hos] in Abbildung 2.19-2.22 im Imageplot
dar. Bei grafischer Darstellung werden die Funktionswerte an 31 × 31 Gitterpunkten
berechnet und deren Inverse in R Farbpalette cm.colors(10) abgebildet, wobei die großen
(kleinen) Werte von BCV 1(h) und BCV 2(h) blau (rosa) eingefa¨rbt sind. Als Referenz
wird im Imageplot die MISE-optimale Bandbreite mit gru¨nem Kreuz markiert.
In Abbildung 2.19-2.22 sieht man folgendes:
1. BCV 2(h) zeigt ein besseres Verhalten in dem Sinne, dass sie im gesuchten Bereich
ein unique lokales Minimum hat;
2. Die kleinen Werte von BCV 1(h) befinden sich in einem großen zusammenha¨ngenden
Bereich;
3. BCV 1(h) (BCV 2(h)) nimmt bei Stichprobe Nr. 62 und Nr. 97 (Nr. 148) mit Dichte-
funktion f2d1 (f2d2) ihre kleinen Werte in getrennten oder fast getrennten Bereichen,
was impliziert, dass man verschiedene Lo¨sungen unter unterschiedlichen Startvek-
toren bekommen kann.
Zur Veranschaulichung von 2 und 3 nimmt man die Bestimmung von hˆbcv1 bei Stichprobe
Nr. 97 mit Dichtefunktion f2d1 und bei Stichprobe Nr. 50 mit Dichtefunktion f2d2 als
Beispiel. In Abbildung 2.23 stellt man das Minimum-Suchen beim numerischen Verfahren
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Abbildung 2.19: BCV 1(h) bei 9 per Zufall ausgewa¨hlten Stichproben aus den 200
Stichproben mit Dichtefunktion f2d1 in Abschnitt 2.2. hMISE in
gru¨nem Kreuz.
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Abbildung 2.20: BCV 2(h) bei 9 per Zufall ausgewa¨hlten Stichproben aus den 200
Stichproben mit Dichtefunktion f2d1 in Abschnitt 2.2. hMISE in
gru¨nem Kreuz.
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Abbildung 2.21: BCV 1(h) bei 9 per Zufall ausgewa¨hlten Stichproben aus den 200
Stichproben mit Dichtefunktion f2d2 in Abschnitt 2.2. hMISE in
gru¨nem Kreuz.
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Abbildung 2.22: BCV 2(h) bei 9 per Zufall ausgewa¨hlten Stichproben aus den 200
Stichproben mit Dichtefunktion f2d2 in Abschnitt 2.2. hMISE in
gru¨nem Kreuz.
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grafisch dar, wobei (0, 2; 0, 2)T .∗hos, (0, 2; 1)T .∗hos, (1; 0, 2)T .∗hos und (1; 1).∗hos (.∗ steht
fu¨r komponentenweises Produkt) jeweils als Startvektoren ausgewa¨hlt werden. In der
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Abbildung 2.23: Minimum-Suchen beim numerischen Verfahren bei Stichprobe Nr. 97
(50) mit Dichtefunktion f2d1 (f2d2)
Grafik in Abbildung 2.23 steht die dunkle gru¨ne/dunkle rote/dunkle blaue/lila Linie fu¨r
den Suchweg mit Startvektor (0, 2; 0, 2)T .∗hos/(0, 2; 1)T .∗hos/(1; 0, 2)T .∗hos/(1; 1)T .∗hos.
Die Startposition und Endeposition des Suchwegs werden in der Grafik in S und E
markiert. S und E werden gleich eingefa¨rbt, falls die entsprechenden Start- und Ende-
punkte aus dem selben Suchweg sind. Wenn ein Endepunkt mehrere Startpunkte hat,
dann werden sie alle gleich eingefa¨rbt. In Abbildung 2.23 sieht man folgendes:
• Das Suchverfahren mit den obigen vier Startvektoren liefert bei Stichprobe Nr. 97
mit Dichtefunktion f2d1 kein gutes Resultat, wa¨hrend man mit einem anderen Start-
punkt (hier (4; 0, 2)T als Beispiel) aus dem rosa Bereich unten rechts eine sinnvollere
Bandbreite bekommt;
• Das Suchverfahren mit den vier Startvektoren liefert bei Stichprobe Nr. 50 mit
Dichtefunktion f2d2 ein gutes Resultat, wa¨hrend man mit einem anderen Start-
punkt (hier (3; 0, 35)T als Beispiel) aus dem Mittelbereich ein verzerrtes Ergebnis
bekommt.
Abbildung 2.24 zeigt beispielhaft die zwei Dichtescha¨tzer fu¨r f2d1 anhand der Stich-
probe Nr. 97 mit Gla¨ttungsparametern aus numerischen Verfahren mit Startpunkten
hos (Grafik links) und (4; 0, 2)
T (Grafik rechts). In Abbildung 2.24 ist deutlich zu er-
kennen, dass der Kerndichtescha¨tzer in der linken Grafik zur U¨bergla¨ttung fu¨hrt. Ge-
nerell wird ein großer Bias entstehen, wenn man das Problem der oben erwa¨hnten
Minimum-Identifizierung beim Anwenden der BCV Methode nicht beachtet. Ein mo¨gli-
cher Lo¨sungsvorschlag ist, mehrere Startvektoren beim numerischen Optimierungsver-
fahren zu benutzen, um alle lokale Minima im gesuchten Gebiet finden zu ko¨nnen. In der
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Abbildung 2.24: Zwei Kerndichtescha¨tzer fu¨r f2d1 anhand der Stichprobe Nr. 97 mit
Bandbreiten aus numerischen Verfahren mit Startpunkt hos (Grafik
links) und (4; 0, 2)T (Grafik rechts)
explorativen Datenanalyse sollte man ein sinnvolles Minimum oder ein paar geeignete
Minima fu¨r Kerndichtescha¨tzung auswa¨hlen, um die richtige Version oder verschiedene
wichtige Versionen von den Daten zu gewinnen. Im Unterschied zur Literatur bevorzu-
ge ich genauso wie im univariaten Fall das kleinere lokale Minimum, falls sich mehrere
lokale Minima im gesuchten Bereich befinden, weil die Daten in diesem Fall mehr lokale
Eigenschaften haben und ein Kerndichtescha¨tzer mit kleinerer Bandbreite die lokalen
Eigenschaften der Daten gut widerspiegeln kann. Dies ist aber noch weiter zu untersu-
chen.
2.4 Zusammenfassung
In diesem Kapitel werden vier Bandbreitenselektoren (LCV, LSCV, BCV (BCV1 und
BCV2), DPI) anhand simulierter Daten verglichen. Das Ziel dieses Vergleichs besteht
darin, das Versta¨ndnis der Rolle des Gla¨ttungsparameters bei Kerndichtescha¨tzung zu
vermitteln. Es hat sich ergeben, dass die LSCV Methode im Betrachten von MISE-
optimaler Bandbreite die beste Leistung bringt. Eigentlich haben die klassischen Metho-
den (LCV, LSCV) in unseren Beispielen ihren Vorteil gezeigt, na¨mlich die volle Orien-
tierbarkeit an den empirischen Daten. Aufgrund dieser Eigenschaft sind die LCV und
LSCV Methoden in der explorativen Datenanalyse zu empfehlen.
Es ist schon bekannt, dass die LSCV Methode beim Datensatz mit Bindungen nicht
einwandfrei anwendbar ist. In der Literatur wird dieses Problem im univariaten Fall
gut analysiert. In diesem Kapitel wurde die Untersuchung dieses Problems anhand
einer Umformung von LSCV (h) auf multivariaten Fall erweitert. Das Verhalten von
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LSCV (h), h → 0 kann man im bivariaten Fall festlegen. Es wurde auch gezeigt, dass
dieses Verhalten im mehrdimensionalen Fall kompliziert ist und von Fall zu Fall be-
schrieben werden soll. Zu beachten ist, dass man in manchen Fa¨llen trotz des globalen
Minimums von LSCV (h) an h = 0 eine sinnvolle Bandbreite bekommen kann, was in
der Literatur oft ignoriert worden ist.
In diesem Kapitel wurde das Problem der Auswahl eines geeigneten Minimums bei BCV
anhand der Beispiele aus Abschnitt 2.2 erla¨utert und veranschaulicht. Im Unterschied
zu dem Auswahlvorschlag von Scott (1992) wird in dieser Arbeit das kleinere lokale
Minimum bevorzugt in den Fa¨llen, in denen sich mehrere lokale Minima im gesuchten
Gebiet befinden. Da die Minimum-Suche durch numerische Verfahren funktioniert und
in der Regel vom Startvektor abha¨ngt, spielt die Auswahl eines passenden Startvektors
beim Bestimmen von hˆbcv eine wichtige Rolle. In der Praxis der Datenanalyse ist zu
empfehlen, dass man beim numerischen Verfahren verschiedene Startvektoren benutzen
soll, um alle lokale Minima von BCV (h) zu finden und die entsprechenden Bandbrei-
ten bei Kerndichtescha¨tzung zu verwenden, damit man keine nu¨tzliche Information der
Daten verliert.
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Ein Fest-Kerndichtescha¨tzer kann die wahre unbekannte Dichte in manchen Fa¨llen nicht
gut widerspiegeln, insbesondere wenn die Daten einen langen Schwanz (Silverman (1986))
oder eine Multimodal-Struktur haben. Bei multimodalen Daten ist es in der Regel
schwierig, eine geeignete feste Bandbreite fu¨r die richtige Scha¨tzung von wahren Mo-
di und den Regionen zwischen wahren Modi auszuwa¨hlen. Im hochdimensionalen Fall
leidet die Fest-Kerndichtescha¨tzung stark unter
”
Curse of Dimensionality“ , das Scott
(1992) wie folgt
... the apparent paradox of ’neighborhoods’ in higher dimensions - if the neigh-
borhoods are ’local’, then they are almost surely ’empty’, whereas if a neigh-
borhood is not ’empty’, then it is not ’local’.
beschrieb, es sei denn, falls der Umfang der Daten riesig ist.
Um den Scha¨tzungsfehler bei Kerndichtescha¨tzung zu reduzieren, wurde seit der Geburt
von Kerndichtescha¨tzung eine Vielzahl von statistischen Methoden vorgeschlagen. Es
wurde gezeigt, dass man den Bias bei Kerndichtescha¨tzung durch Einbezug von adapti-
vem Gla¨ttungsparameter reduzieren kann (Terrell & Scott (1992), Sain (1994), Sain &
Scott (1996), Sain (2002)). In Sain (2002) wurden zwei Algorithmen fu¨r die Konstruktion
des Adaptiv-Kerndichtescha¨tzers fu¨r die praktische Anwendung vorgestellt. Eigentlich
ist ein Adaptiv-Kerndichtescha¨tzer eine spezielle Form vom gemischten Modell, das in
Scott & Szewczyk (2000) wie folgt definiert wurde,
fˆ(x, θ) =
m∑
i=1
wifi(x, θi) (3.1)
wobei wi > 0 fu¨r i = 1, ...,m,
∑m
i=1 wi = 1 und fi eine beliebige Dichtefunktion mit Pa-
rameter θi. Ein bekanntes und weit verbreitetes gemischtes Modell ist wohl das Modell
aus dem Model Based Clustering von Fraley & Raftery (2002).
Obwohl ein Fest-Kerndichtescha¨tzer im multivariaten Fall an sich in der Regel kein guter
Scha¨tzer der unbekannten wahren Dichte ist, wird die multivariate Fest-Kerndichtescha¨tzung
in der explorativen Datenanalyse fu¨r die Aufdeckung der Modalstruktur (Mode Hunting)
und das darauf basierte Clustering breit angewendet, wobei angenommen wird, dass die
Daten einer gewissenWahrscheinlichkeitsverteilung unterliegen und zu den Doma¨nen der
Modi der entsprechenden Dichtefunktion zugeordnet werden ko¨nnen. Das Dichtescha¨tzer
basierte Clustering beruht auf den Grundideen von
”
Level Mode Analysis“ von Wishart
(1969) und
”
High Density Cluster“ von Hartigan (1975). Typische Methoden sind z.B.,
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DBSCAN von Ester et al. (1996), Generalized Single Linkage Methode von Stuetzle et
al. (2007). Ein Fest-Kerndichtescha¨tzer liefert unvermeidbar manche nicht signifikante
Modi und deswegen ist es wichtig, die signifikanten Modi zu identifizieren und die Daten
dementsprechend zuzuordnen. Gute Vorschla¨ge fu¨r die Untersuchung der Modalstruk-
tur in den Daten findet man in Minnotte & Scott (1993), Chaudhuri & Marron (1997),
Godtliebsen et al. (2002), Duong et al. (2007) und Stuetzle et al. (2007).
Das vorliegende Kapitel gliedert sich in 4 Teile. Zuna¨chst im ersten Teil vergleicht man
6 Varianten des Modells in (3.2) anhand eines simulierten Beispiels. Dann im zweiten
Teil stellt man die statistischen Methoden vor, mit denen man die Modalstruktur bzw.
Clusterstruktur der Daten auf Basis der Dichtescha¨tzung untersuchen kann. Im dritten
Teil wird das Dichtescha¨tzer basierte hierarchische Verfahren anhand simulierter und
praktischer Daten ausfu¨hrlich erla¨utert. Im letzten Teil dieses Kapitels wird anhand ei-
nes praktischen Beispiels erla¨utert, wie man das Dichtescha¨tzer basierte hierarchische
Verfahren anwendet in dem Fall, wenn der Umfang der Daten groß ist.
3.1 Kerndichtescha¨tzer und Gemischtes Modell
Seien X1, ..., Xn ∈ Rd eine Zufallsstichprobe aus einer Wahrscheinlichkeitsverteilung mit
unbekannter Dichtefunktion f , dann wird f hier durch
fˆ(x, θ) =
m∑
i=1
wiφi(x, θi) (3.2)
gescha¨tzt, wobei wi > 0 fu¨r i = 1, ...,m,
∑m
i=1wi = 1 und φi eine Normaldichte mit Pa-
rameter θi = (µi,Σi) mit µi = (µi1, µi2, ..., µid)
T und Σi die Varianz-Kovarianz-Matrix.
Man sieht in (3.2), dass die Anzahl der zu scha¨tzenden Parameter von Modell zu Modell
variiert. Die extremen Fa¨lle sind: Modell mit 2 zu scha¨tzenden Parametern, wobei wi = 1,
µ1 = µ2 = ... = µm = µ1d (1d ist der Vektor mit d Eins), Σ1 = Σ2 = ... = Σm = h
2Id
(Id ist eine d × d Einheitsmatrix), und Modell mit m(d + 1)(d + 2)/2 zu scha¨tzenden
Parametern, wobei alle Parameter unterschiedlich sind. In diesem Abschnitt werden die
folgenden 6 Varianten von dem Modell in (3.2) anhand eines simulierten Beispiels vor-
gestellt und graphisch veranschaulicht: Fest-Kerndichtescha¨tzer mit diagonaler LSCV-
Bandbreitenmatrix, zwei Binned Sample-Point Kerndichtescha¨tzer von Sain (2002) mit
diagonaler Bandbreitenmatrix, Gemischtes Modell aus dem Model Based Clustering von
Fraley & Raftery (2002), Gemischtes Modell aus dem CEM-Algorithmus und Gemisch-
tes Modell aus einem modifizierten SEM-Algorithmus von Celeux & Govaert (1992).
Beispiel 3.1.1: 200 simulierte Daten aus bivariater gemischten Normalverteilung mit 7
Komponenten
Die Daten werden wie folgt simuliert:
• Aus (0, 1; ...; 0, 9) × (0, 1; ...; 0, 9) 81 Punkten werden 7 Punkte per Zufall als Erwar-
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tungswerte µi, i = 1, ..., 7 fu¨r die 7 Komponenten der gemischten Normalverteilung
ausgewa¨hlt;
• Jede Komponente hat eine diagonale Varianz-Kovarianz-Matrix Σi, i = 1, ..., 7,
deren Diagonalelemente per Zufall aus (1/60, ..., 9/60) × (1/60, ..., 9/60) ausgewa¨hlt
werden;
• Das Gewicht der Komponenten wi, i = 1, ..., 7 in der gemischten Normalverteilung
ist proportional zu der Summe der Diagonalelemente von Σi;
• Die Daten aus der i-ten Komponente werden mit Wahrscheinlichkeit wi gezogen.
In Beispiel 3.1.1 werden bivariate Daten simuliert, weil die Daten in der 2D Ebene gra-
fisch darstellbar sind. Abbildung 3.1 zeigt die simulierten Daten, wobei man die Daten
aus verschiedenen Komponenten unterschiedlich einfa¨rbt und die Positionen der Erwar-
tungswerte der 7 Komponenten mit
”
x“ markiert. Im Folgenden zeigt man die 6 Varian-
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Abbildung 3.1: Simulierte Daten mit 7 Komponenten in Beispiel 3.1.1. Daten aus ver-
schiedenen Komponenten unterschiedlich eingefa¨rbt. µi, i = 1, ..., 7 mit
”
x“ markiert
ten des Modells in (3.2) anhand des Beispiels 3.1.1.
Modell 1 Fest-Kerndichtescha¨tzer mit diagonaler LSCV-Bandbreitenmatrix
Dabei werden die Modellparameter in (3.2) wie folgt definiert: m = n, wi = 1/n, µi = Xi,
Σ = Σ1 = Σ2 = ... = Σn = argminΣ(LSCV ), wobei Σ fu¨r eine diagonale Matrix steht.
In Abbildung 3.2 wird Modell 1 im Contour-Plot dargestellt. Man sieht in Abbil-
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Abbildung 3.2: Fest-Kerndichtescha¨tzer mit diagonaler LSCV-Bandbreitenmatrix im
Contour-Plot in Beispiel 3.1.1
dung 3.2, dass drei Komponenten (gru¨n/schwarz/rosa eingefa¨rbt) dadurch identifiziert
werden, wa¨hrend die anderen 4 Komponenten nicht nur einen sondern mehrere Modi
des Dichtescha¨tzers enthalten, was impliziert, dass der Fest-Kerndichtescha¨tzer mit der
LSCV-Bandbreitenmatrix eine Untergla¨ttung darstellt.
Modell 2 Binned Sample-Point Kerndichtescha¨tzer von Sain (2002) mit diagonaler
Bandbreitenmatrix
Den Binned Sample-Point Kerndichtescha¨tzer von Sain (2002) definiert man wie folgt:
fˆs(x) =
1
n
m∑
j=1
njKHj(x− tj) (3.3)
wobeim die Anzahl von Bins, nj die Anzahl von Daten im j-ten Bin,K die Kernfunktion,
tj der Mittelpunkt des j-ten Bins oder der Mittelpunkt der Daten im j-ten Bin, Hj die
Bandbreitenmatrix fu¨r die Daten im j-ten Bin, und wj = nj/n, µj = tj, Σj = Hj im
Vergleich zu (3.2). Es gibt folgende zwei Varianten beim Konstruieren von fˆs(x) in Sain
(2002):
V1 Man teilt den Datenraum in Bins, deren Mittelpunkte als tj genommen werden, und
berechnet Hj nach einem gewissen Kriterium (hier LSCV), wobei die leeren Bins
nicht beru¨cksichtigt werden;
V2 Man nimmt zuerst einen Fest-Kerndichtescha¨tzer als Pilot-Dichtescha¨tzer und dann
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ordnet die Daten zu dem am na¨chsten liegenden Modus des Pilot-Dichtescha¨tzers
zu. Man berechnet tj und Hj diesem Clustering entsprechend.
Das LSCV-Kriterium fu¨r die Bestimmung von Hj bei Binned Sample-Point Kerndich-
tescha¨tzung wird hier verwendet und sieht wie folgt aus (Sain (1999)):
LSCV =
∫
(fˆs(x))
2dx+
2
n(n− 1)
n∑
i=1
m∑
j=1
n∗ijKHj(Xi − tj) (3.4)
wobei n∗ij = nj − 1, falls Xi ∈ Bj, und n∗ij = nj, ansonsten, wobei Bj fu¨r den j-ten Bin
steht.
Im Folgenden stell man V1 und V2 anhand des Beispiels 3.1.1 vor.
Zu V1: Man teilt den Datenraum in 7 × 7 Bins, davon gibt es 16 leere Bins und 9
Einzel-Punkt-Bins (d.h., diejenige Bins, die nur einen einzelnen Punkt enthalten).
Bemerkung:
Hj wird hier durch numerische Verfahren bestimmt. Mit der Erho¨hung der Anzahl von
Bins kann der Scha¨tzungsfehler reduziert werden, dafu¨r hat man aber mehr unbekannte
Parameter beim numerischen Verfahren zu bestimmen. Als ein Kompromiss werden hier
49 Bins genommen.
Abbildung 3.3 zeigt die Daten in 49 Bins und die entsprechenden Gitterlinien. Beim
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Abbildung 3.3: Daten in Beispiel 3.1.1 in 49 Bins und die entsprechenden Gitterlinien
numerischen Verfahren werden die 16 leeren Bins nicht beru¨cksichtigt und die 9 Einzel-
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Punkt-Bins mit dem Nachbarn kombiniert. Dadurch gibt es 27 Bins (m = 27 in (3.3)) mit
54 Diagonalelementen aus Hj, j = 1, ..., 27, die beim numerischen Verfahren nach dem
LSCV-Kriterium in (3.4) zu scha¨tzen sind. Abbildung 3.4 zeigt V1 im Contour Plot. Man
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Abbildung 3.4: V1 von Sain (2002) im Contour-Plot in Beispiel 3.1.1
sieht in Abbildung 3.4, dass V1 zwar eine gemischte Normalverteilung darstellt aber die
Formen der 7 Komponenten in der gemischten Normalverteilung nicht gut widerspiegeln
kann. In der Tat ist der Dichtescha¨tzer V1 stark von der Auswahl der Anzahl und
Position von Bins abha¨ngig und deshalb aus den folgenden zwei Hauptgru¨nden nicht zu
empfehlen:
1. Falls die Anzahl von Bins gering ist, dann hat V1 keinen Vorteil gegenu¨ber einem
Fest-Kerndichtescha¨tzer in Bezug auf den Scha¨tzungsfehler, und wenn man noch
beachtet, dass in diesem Fall die Form eines Bins in V1 kaum mit einer Komponente
des gemischten Modells in Beispiel 3.1.1 u¨bereinstimmt, dann ist V1 eigentlich ein
schlechter Scha¨tzer;
2. Falls die Anzahl von Bins groß ist, dann hat man viele Parameter beim numerischen
Verfahren zu scha¨tzen. Es ist deswegen fraglich, ob das Resultat noch zuverla¨ssig
ist.
ZuV2: Man verwendet den Fest-Kerndichtescha¨tzer ausModell 1 als Pilot-Dichtescha¨tzer
fu¨r die Konstruktion von V2. Mit dem Hill-Climbing Algorithmus (vgl. Abs. 1.3) werden
19 Modi im Pilot-Dichtescha¨tzer gefunden. In Abbildung 3.5 zeigt man die Zuordnung
der Daten zu den 19 Modi, indem man die Modi und die dazu zugeho¨rigen Daten mit
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Linien verbindet. Von den 19 Gruppen gibt es 5 Einzel-Punkt-Gruppen, die beim nu-
merischen Verfahren fu¨r die Bestimmung von Hj zuerst mit dem Nachbarn kombiniert
werden sollen. Beim numerischen Verfahren nimmt man die Position der Modi als tj
und die empirische Varianz von den zu tj zugeordneteten Daten zu tj als Anfangswert
fu¨r Hj. Hj wird dann nach dem LSCV-Kriterium in (3.4) durch das numerische Ver-
fahren bestimmt. In Abbildung 3.6 wird V2 im Contour-Plot dargestellt. Man sieht
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Abbildung 3.5: Zuordnung der Daten in Beispiel 3.1.1 zu 19 Modi im Pilot-
Dichtescha¨tzer beim Konstruieren von V2
in Abbildung 3.6, dass vier Komponenten des wahren Modells (rosa/schwarz/rot/gru¨n
eingefa¨rbt) im V2 identifiziert worden sind, wa¨hrend die gelbe Komponente in V2 in
zwei Teile gesplittet wurde. V2 stellt einen besseren Dichtescha¨tzer dar im Vergleich
zu V1, weil es die Mo¨glichkeit bietet, dass die Form einer Komponente im gemischten
Modell in Beispiel 3.1.1 richtig gescha¨tzt wird, und tj den Mittelwert µj widerspiegelt.
Die folgenden zwei Probleme von V2 sind zu beachten:
1. V2 ha¨ngt stark von dem Gla¨ttungsparameter des Pilot-Dichtescha¨tzers ab;
2. Beim Konstruieren von V2 werden die Daten zuerst zu den am na¨chsten liegenden
Modi zugeordnet, was zu einer Partition der Daten fu¨hrt, was impliziert, dass V2
auch vom Partitionsverfahren abha¨ngt.
Modell 3 Gemischtes Modell aus dem Model Based Clustering von Fraley & Raftery
(2002)
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Abbildung 3.6: V2 von Sain (2002) im Contour-Plot in Beispiel 3.1.1
Dabei wird die unbekannte wahre Dichte durch
fˆfr(x) =
m∑
j=1
wjφ(x, θj), (3.5)
gescha¨tzt, wobei m die Anzahl der Komponenten im gemischten Modells ist, und wj
fu¨r die Wahrscheinlichkeit steht, dass x zu der j-ten Komponente geho¨rt. Die Modell-
parameter wj und θj werden durch den EM-Algorithmus bestimmt. Die Log-Likelihood
Funktion sieht entsprechend wie folgt aus (Fraley & Raftery (2002)):
Lfr(θ1, ..., θm;w1, ..., wm, zij|x) =
n∑
i=1
m∑
j=1
zijlog(wjφ(Xi|θj)) (3.6)
wobei zij = 1, wenn Xi zu der j-ten Komponente geho¨rt, und 0 ansonsten. Beim E-Step
des EM-Algorithmuses scha¨tzt man zij durch
zˆij =
w
(t)
j φ(Xi|θ(t)j )∑m
k=1w
(t)
k φ(Xi|θ(t)k )
(3.7)
wobei w
(t)
j und θ
(t)
j die gescha¨tzten Modellparameter aus der letzten Iteration sind. Beim
M-Step des EM-Algorithmuses wird die Log-Likelihood Funktion in (3.6) maximiert in
Bezug auf w und θ unter Festhaltung von zij. Als Initialwert fu¨r das gemischte Modell
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beim EM-Algorithmus wird das Resultat aus einem hierarchischen Clustering genom-
men. Eine ausfu¨hrliche Beschreibung des Algorithmuses findet man in Celeux & Govaert
(1995) und Fraley & Raftery (2002).
Beim Auswa¨hlen des fu¨r die Daten am besten geeigneten Modells wird das BIC-Kriterium
benutzt mit
BICi = 2log(p(D|θˆi,Mi))− vilog(n), (3.8)
wobei Mi das i-te Modell, D die vorgegebenen Daten, vi die Anzahl der zu scha¨tzenden
unabha¨ngigen Modellparameter in Mi. Die Hauptargumente fu¨r Nutzung des obigen BIC
Kriteriums fu¨r die Auswahl des besten Modells sind (Fraley & Raftery (2002)):
• Man sucht das Modell mit maximaler p(Mi|D) - die posterior Wahrscheinlichkeit
von Mi gegeben Daten D;
• p(Mi|D) ∝ p(D|Mi)p(Mi) mit p(D|Mi) =
∫
p(D|θi,Mi)p(θi|Mi)dθi, wobei p(θi|Mi)
die a priori Verteilung von θi ist. Wenn wir p(Mi), i = 1, ..., K (K steht fu¨r die
Anzahl der zu vergleichenden Modelle) als gleich annehmen ko¨nnen, dann ist das
Modell mit maximaler P (D|Mi) zu wa¨hlen;
• Es gilt 2log(p(D|Mi)) ≈ BICi (Schwarz 1978; Haughton 1988; Fraley & Raftery
2002).
Abbildung 3.7 zeigt die BIC-Werte (definiert in (3.8)) von verschiedenen Modellen fu¨r
die Daten in Beispiel 3.1.1. Man sieht in Abbildung 3.7, dass das beste Modell dem BIC
Kriterium gema¨ß ein VII Modell (Σj = λjI2) mit 6 Komponenten ist. In Abbildung 3.8
wird dieses beste Modell im Contour-Plot dargestellt. Man sieht in Abbildung 3.8, dass 6
Komponenten des wahren Modells (rosa/schwarz/gelb/rot/gru¨n/leicht blau eingefa¨rbt)
dadurch identifiziert worden sind, wa¨hrend die blaue Komponente falsch zu der roten
Komponente zugeordnet wurde. In unserem Beispiel stellt Modell 3 den besten Scha¨tzer
(auch im Vergleich zu Modell 4 unten) fu¨r die wahre Dichte dar - dies ist zu erwarten,
weil die Daten aus einer gemischten Normalverteilung kommen. Falls diese Modellannah-
me nicht stimmt, kann das Model Based Clustering aber nicht immer ein zuverla¨ssiges
Resultat liefern.
Modell 4 Gemischte Modelle aus dem CEM- und SEM-Algorithmus
Das gemischte Modell fˆn(x, θ) konstruiert man wie folgt:
S1 Man berechnet einen Fest-Kerndichtescha¨tzer mit Gaussian Kernfunktion k(.) und
Gla¨ttungsparameter h als Pilot-Kerndichtescha¨tzer;
S2 Man fu¨hrt den EM-Algorithmus auf das Modell aus S1 unter Festhaltung von wi
und Σi fu¨r i = 1, ..., n;
S3 Man ordnet die Daten zu den neuen Modi zu und vera¨ndert wi, i = 1, ..., n entspre-
chend;
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Abbildung 3.7: BIC-Werte der gemischten Modelle aus dem Model Based Clustering
von Fraley & Raftery (2002) in Beispiel 3.1.1
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Abbildung 3.8: Das beste gemischte Modell (VII Modell mit 6 Komponenten) aus dem
Model Based Clustering von Fraley & Raftery (2002) in Beispiel 3.1.1
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S4 Man kombiniert die Einzel-Punkt-Cluster mit dem na¨chsten Cluster;
S5 Man gibt Σi einen Initialwert und fu¨hrt den CEM- oder SEM-Algorithmus (Celeux
& Govaert (1992)) durch.
Ein paar Erkla¨rungen zu Modell 4:
1. Beim Bestimmen der Modellparameter fu¨r fˆn(x, θ) werden die EM (hier EM, CEM
und SEM) Algorithmen benutzt. Im Vergleich zu den Modellen von Sain (2002) ist Mo-
dell 4 sowohl fu¨r große Datensa¨tze als auch fu¨r multivariate Daten besser geeignet, weil
in solchen Fa¨llen die Modellparameter im V1 und V2 nach dem LSCV-Kriterium beim
numerischen Verfahren schwierig zu bestimmen sind;
2. Modell 4 beruht auf der Grundidee des nichtparametrischen Clusterings, na¨mlich
dass man die Daten nach ihrer Zuordnung zu den Modi der Dichtefunktion in Clus-
tern aufteilen kann. Da die wahre Dichtefunktion f(x, θ) in der Regel unbekannt ist,
wird f(x, θ) zuerst in S1 durch den Pilot Kerndichtescha¨tzer mit Gla¨ttungsparameter h
gescha¨tzt;
3. Wenn man einen Kerndichtescha¨tzer als ein gemischtes Modell betrachtet, dann be-
steht das Modell aus n Komponenten mit wi = 1/n, µi = Xi, diag(Σi) = h
2 fu¨r
i = 1, ..., n, wobei diag(A) fu¨r den Vektor der Diagonalelemente von Matrix A steht.
Man fu¨hrt einen EM-Algorithmus unter Festhaltung von wi und Σi durch, um die n
Komponenten nach der Modalstruktur des Pilot-Kerndichtescha¨tzers zu fusionieren. In
den EM-Algorithmus werden Zufallsvariablen z1, ..., zn eingefu¨hrt mit zi = (zi1, ..., zim)
T ,
wobei zij = 1, wenn Xi von der j-ten Komponente erzeugt worden ist, and 0, sonst. Beim
E-Step wird die posterior Wahrscheinlichkeit P t(j|Xi, θ(t)), dass Xi von der j-ten Kom-
ponente erzeugt wird, folgendermaßen berechnet:
P (t)(j|Xi, θ(t)) =
w
(t)
j φ(Xi|θ(t)j )∑m
k=1 w
(t)
k φ(Xi|θ(t)k )
(3.9)
wobei wj = 1/n, m = n hier, und θ
(t)
j der Modellparameter aus der letzten Iteration des
EM-Algorithmuses. Die Log-Likelihood Funktion mit P (t)(j|Xi, θ(t)) sieht wie folgt aus:
LL(w, θ;w(t), θ(t)) =
n∑
i=1
m∑
j=1
(logP (j) + logφ(Xi|θj))P (t)(j|Xi, θ(t)) (3.10)
Beim M-Step wird der neue Mittelwert µ
(t+1)
j wie folgt bestimmt:
µ
(t+1)
j =
∑n
i=1 P
(t)(j|Xi, θ(t))Xi∑n
i=1 P
(t)(j|Xi, θ(t)) (3.11)
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und im Fall m = 1 gilt
µ(t+1) =
∑n
i=1 k((µ
(t) −Xi)/h)Xi∑n
i=1 k((µ
(t) −Xi)/h) (3.12)
Eine ausfu¨hrliche Beschreibung dieses EM-Algorithmuses findet man z.B. in McLachlan
& Basford (1988), Celeux & Govaert (1995) und Nabney (2002). Die gleiche Formel wie
in (3.12) wurde auch in Hinneburg et al. (2007) fu¨r die Bestimmung des na¨chsten Punkts
xl+1 fu¨r xl bei ihrem Hill-Climbing Algorithmus verwendet;
4. Mit dem obigen Verfahren landet man von Xi aus auf das am na¨chsten liegende loka-
le Maximum des Pilot Dichtescha¨tzers. Die Clusterstruktur wird dadurch identifiziert,
indem man Xi, i = 1, ..., n zu dem entsprechenden Modus zuordnet;
5. Beim Konstruieren von fˆn(x, θ) spielt der Gla¨ttungsparameter h des Pilot-Kerndichtescha¨tzers
eine wichtige Rolle. Fu¨r die Bestimmung von h ist die LSCV-Methode zu empfehlen, weil
sie eigentlich komplett daten-orientiert ist. Im hochdimensionalen Fall sind die Normal-
Reference-Bandbreiten zu empfehlen aus den folgenden zwei Hauptgru¨nden:
• Im hochdimensionalen Datenraum sind die Daten in der Regel du¨nn verteilt. Mit
der LSCV-Methode erha¨lt man in meisten Fa¨llen einen relativ kleinen Gla¨ttungs-
parameter, so dass sich die Fusion bei S2 und S3 nicht lohnt;
• Außerdem sind die LSCV-Bandbreiten schwierig zu bestimmen, weil es zu viele
Parameter beim numerischen Verfahren zu scha¨tzen gibt.
6. In S4 werden die Einzel-Punkt-Cluster mit dem am na¨chsten liegenden Cluster kom-
biniert, weil die Existenz eines Einzel-Punkt-Clusters zur trivialen Lo¨sung beim EM-
Algorithmus fu¨hrt (Nabney (2002));
7. Ein CEM (Classification EM) Algorithmus (Celeux & Govaert 1992) unterscheidet
sich vom EM-Algorithmus dadurch, dass man einen C-Step zwischen dem E-Step und
M-Step des EM-Algorithmuses hinzufu¨gt. Beim C-Step vera¨ndert man die Partition der
Daten anhand von P (t)(j|Xi, θ(t)) aus dem E-Step so, dass man Xi zu der j-ten Kompo-
nente zuordnet mit maximaler P (t)(j|Xi, θ(t));
8. Ein SEM (Stochastic EM) Algorithmus (Celeux & Govaert 1992) unterscheidet sich
vom EM-Algorithmus dadurch, dass man einen S-Step zwischen dem E-Step und M-Step
des EM-Algorithmuses hinzufu¨gt. Beim S-Step vera¨ndert man die Partition der Daten
anhand von P (t)(j|Xi, θ(t)) aus dem E-Step so, dass man Xi nach der posterior Wahr-
scheinlichkeit P (t)(j|Xi, θ(t)) per Zufall zu der j-ten Komponente zuordnet;
9. Mit dem SEM-Algorithmus von Celeux & Govaert (1992) hat man die Mo¨glichkeit, aus
einem kleineren lokalen Maximum der Likelihood Funktion hinaus zu kommen und auf
ein gro¨ßeres lokales Maximum zu landen. Fu¨r diesen Zweck wird hier eine modifizierte
Version dieses SEM-Algorithmuses benutzt, die man wie folgt formulieren kann:
67
3 Dichtescha¨tzung und Clusteranalyse
• E-Step: Man berechnet die posterior Wahrscheinlichkeit P (t)(j|Xi, θ(t));
• SM-Step:
SM1 Man ordnetXi nach der posterior Wahrscheinlichkeit P (t)(j|Xi, θ(t)) per Zufall
zu der j-ten Komponente zu und scha¨tzt w
(t+1)
j und θ
(t+1)
i entsprechend;
SM2 Man berechnet den neuen Wert der Log-Likelihood Funktion LL(w(t+1), θ(t+1))
und vergleicht ihn mit LL(w(t), θ(t)). Falls
LL(w(t+1), θ(t+1)) < LL(w(t), θ(t))
dann geht man zum E-Step zuru¨ck mit w = w(t) und θ = θ(t);
SM3 Falls
|LL(w(t+1), θ(t+1))− LL(w(t), θ(t))|/LL(w(t+1), θ(t+1)) < eps
stopp, falls nicht, dann zuru¨ck zum E-Step, wobei eps als Abbruchkriterium
vorgegeben ist.
• V-Step: Man fu¨hrt den CEM-Algorithmus durch auf Basis von dem Resultat aus
dem SM-Step.
Mit dem obigen modifizierten SEM-Algorithmus landet man sicher auf ein großes loka-
les Maximum der Log-Likelihood Funktion. Er liefert in der Regel schon nach ein paar
Versuchen ein besseres Resultat als das aus dem CEM-Algorithmus. Abbildung 3.9 zeigt
23 steigende Funktionswerte aus 500 Iterationen des SEM-Algorithmuses im Vergleich
zu den Funktionswerten aus dem CEM-Algorithmus. Man sieht in Abbildung 3.9, dass
man mit dem modifizierten SEM-Algorithmus auf ein gro¨ßeres lokales Maximum landet.
10. fˆn(x, θ) bietet nur eine Version der Daten, weil das Modell stark von dem Pilot-
Kerndichtescha¨tzer abha¨ngt.
In Abbildung 3.10 werden die gemischten Modelle aus dem CEM-Algorithmus (Grafik
links) und modifizierten SEM-Algorithmus (Grafik rechtes) in Contour-Linien darge-
stellt. Man sieht in Abbildung 3.10, dass der CEM-Algorithmus ein a¨hnliches Resultat
liefert wie V2 von Sain (2002), wa¨hrend man mit dem modifizierten SEM-Algorithmus
ein besseres Ergebnis bekommt. Das gemischte Modell aus dem modifizierten SEM-
Algorithmus zeigte 5 Komponenten richtig (rosa/schwarz/gelb/rot/gru¨n eingefa¨rbt),
wa¨hrend die blaue Komponente falsch zu der roten Komponente zugeordnet worden
ist und die leicht-blaue Komponente in 5 kleinen Subkomponenten gesplittet wurde.
In Tabelle 3.1 stellt man die entsprechenden Likelihood, BIC und ARI (Adjusted Rand
Index) der obigen Modelle dar. Der Adjusted Rand Index (Hubert & Arabie (1961))
misst die A¨hnlichkeit vom obigen Resultat aus dem Dichtescha¨tzer basierten Clustering
mit der vorgegebenen Klassifikation der Daten und wurde wie folgt definiert: Seien P1
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Abbildung 3.9: 23 steigende Funktionswerte der Log-Likelihood aus 500 Iterationen
des modifizierten SEM-Algorithmuses in schwarzen Punkten und Funk-
tionswerte der Log-Likelihood aus dem CEM-Algorithmus in roten
Punkten in Beispiel 3.1.1
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
−0.2 0.0 0.2 0.4 0.6 0.8 1.0
−
0.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
Gemischtes Modell mit 14 Moden aus CEM
x
x
x
x
x
x
x
 10 
 10 
 10 
 20 
 20 
 20 
 20  20 
 2  
 30 
 30 
 30 
 30 
 30 
 30 
 30
 40 
 40 
 40 
 40 
 4  
 40 
 40 
 40 
4  
 50 
 50 
 50 
 50 
 50 
 50 
 5  
 50 
 50 
 50 
 5
 60 
 60 
 60 
 60 
 60 
 60 
 60 
 60 
 60 
6  
 60 
 70 
 70 
 70 
 70 
 70 
 70 
 70 
 70 
 70 
 80 
 80 
 80 
 80 
 8  
 80 
 80 
 80 
 90 
 90 
 90 
 90 
 90 
 90 
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
−0.2 0.0 0.2 0.4 0.6 0.8 1.0
−
0.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
Gemischtes Modell mit 14 Moden aus SEM
x
x
x
x
x
x
x
 10 
 10 
 20 
 20 
 20 
 20 
 20 
 30 
 3  
 30 
 30 
 30 
 30 
 3
 40 
 40 
 40 
 40 
 40 
 40 
 40 
 40 
4  
 50 
 5  
 50 
 5
  50 
 50 
 5  
 50 
 50
 60 
 60 
 60 
 60 
 60 
 60 
 60 
 60 
 60 
6  
 60 
 70 
 7  
 70 
 70 
 70 
 70 
 70 
 7  
 70 
 80 
 80 
 80 
 8  
 80 
 80 
 80 
 80 
 80 
 80 
 90 
 90 
 90  90 
 90 
Abbildung 3.10: Gemischtes Modell aus dem CEM-Algorithmus in Contour-Linien
(Grafik links) und Gemischtes Modell aus dem modifizierten SEM-
Algorithmus in Contour-Linien (Grafik rechts) in Beispiel 3.1.1
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KDE V1 V2 MBC CEM SEM
Likelihood 56,8002 -19,7611 18,2840 23,1776 -51,5289 57,4882
BIC -3070,688 -749,4967 -329,0158 -75,5061 -468,6417 -250,6074
ARI 0 0,0981 0,4421 0,6498 0,4303 0,4767
Tabelle 3.1: Vergleich der 6 Varianten des Modells in (3.2) bezu¨glich Likelihood, BIC
und ARI anhand des Beispiels 3.1.1
und P2 zwei Partitionierungen von n Objekten, und nij die Anzahl der Objekte, die zu
der i-ten Submenge in P1 und gleichzeitig zu der j-ten Submenge in P2 geho¨ren, dann
ARI =
∑
ij
(
nij
2
)−∑i (ni.2 )∑j (n.j2 ) / (n2 )
1
2
(∑
i
(
ni.
2
)
+
∑
j
(
n.j
2
))−∑i (ni.2 )∑j (n.j2 ) / (n2 ) , (3.13)
wobei ni. =
∑
j nij und n.j =
∑
i nij.
Aus Vergleich der obigen Modelle durch die grafische bzw. tabellarische Darstellung sieht
man, dass das Modell aus dem Model Based Clustering die wahre Dichte in Beispiel 3.1.1
am besten widerspiegelt. In der Regel liefert ein parametrisches Modell ein sinnvolles
Resultat, wenn die Modellannahme getroffen ist. Zum Schluss dieses Abschnitts noch
ein paar Bemerkungen zum EM-Algorithmus und gemischten Modell:
• Das Resultat des EM-Algorithmuses ha¨ngt stark vom Startwert ab. Als Startwert
fu¨r den EM-Algorithmus nimmt man beispielsweise beim Model Based Clustering
(Modell 3) das Resultat aus einem hierarchischen Clustering. Es besteht durch-
aus die Mo¨glichkeit, dass man das Resultat aus anderen Clusteringverfahren dafu¨r
verwendet;
• Beim EM-Algorithmus besitzt die Zielfunktion in der Regel mehrere lokale Maxi-
ma. Es ist immer fraglich, wie man ein geeignetes lokales Maximum wa¨hlt. Mit dem
(modifizierten) SEM-Algorithmus hat man z.B. die Mo¨glichkeit, mehrere lokale Ma-
xima durch die stochastische Zuordnung beim (SM) S-Step zu finden und das gro¨ßte
Maximum aus ihnen auszuwa¨hlen;
• Beim EM-Algorithmus besteht die Mo¨glichkeit, dass man auf das triviale Maximum
(LL(.) gegen unendlich) landet, wenn es Einzel-Punkt-Cluster gibt. Um das Problem
zu beheben, wird in diesem Abschnitt der Einzel-Punkt-Cluster vor dem M-Step mit
dem am na¨chsten liegenden Cluster fusioniert, wenn er durch den C- bzw. (SM) S-
Step beim CEM- bzw. (modifizierten)) SEM-Algorithmus erzeugt worden ist. Fu¨r
dieses Problem gibt es verschiedene Lo¨sungsvorschla¨ge. In Nabney (2002) wird z.B.
das Problem dadurch gelo¨st, indem der Varianz Σ des Einzel-Punkt-Clusters beim
M-Step die gesamte Varianz der Daten zugewiesen wird;
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• Es gibt in der Regel keine 1 zu 1 Relation zwischen den Modi und Modellkomponen-
ten. Es ist u¨blich, dass ein Modus aus mehreren Modellkomponenten zusammenge-
bastelt wird;
• Dass ein parametrisches Verfahren ein sinnvolles Resultat liefert, wenn die Modell-
annahme getroffen wird, ist a¨quivalent dazu, dass in diesem Fall man mit einem
nichtparametrischen Verfahren ein relativ schlechteres Ergebnis bekommt, so wie es
hier in diesem Abschnitt zu sehen ist.
3.2 Dichtescha¨tzer basierte Clusteranalyse
Die in diesem Abschnitt vorzustellende Clusteranalyse beruht auf den folgenden zwei
Annahmen:
• Die empirischen Daten sind aus einer Wahrscheinlichkeitsverteilung mit Dichtefunk-
tion f ;
• Die Daten ko¨nnen zu den Doma¨nen der Modi in f zugeordnet werden.
Der Zusammenhang von der Multimodalita¨t und Datengruppierung wurde zuerst in
der Arbeit
”
Mode Analysis“ von Wishart (1969) untersucht. Hartigan (1975) erweiter-
te die Idee von Wishart und fu¨hrte den Begriff
”
High Density Clusters“ in die Dich-
tescha¨tzer basierte Clusteranalyse ein, die als zusammenha¨ngende Komponenten der
λ-Niveaumenge beschrieben wurden. Eine λ-Niveaumenge wurde in dieser Arbeit als
L(λ, f) geschrieben und wie folgt definiert:
L(λ, f) = {x|f(x) > λ} (3.14)
Da f in der Praxis meist unbekannt ist, scha¨tzt man f in der Regel durch einen geeigne-
ten Dichtescha¨tzer fˆ und zieht die Modalstruktur von fˆ in Betracht fu¨r das Clustering
der empirischen Daten. Die Grundidee von Hartigan liegt darin, dass falls die Daten
eine Clusterstruktur haben, dann sollte diese Struktur in den Hohe-Dichte-Regionen
auffa¨llig und gut zu identifizieren sein. Ausgehend von diesem Grundgedanken wurden
in den letzten Jahren verschiedene statistischen Verfahren entwickelt, die auf der Mo-
dalanalyse der Single- und Multi-Niveaumenge beruhen. Bei Methoden auf Basis der
Single-Niveaumenge wird die Clusterstruktur der Daten in L(λ, f) mit nur einem λ un-
tersucht, typische Methoden befinden sich z.B. in Ester et al. (1996), Walther (1997)
und Cuevas et al. (2000, 2001). Der Hauptnachteil dieser Methode liegt in den folgenden
zwei Punkten:
• Man untersucht nicht die ganze Clusterstruktur der Daten;
• Das Resultat wird stark von der Auswahl von λ beeinflusst.
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Um dieses Problem zu beheben, wurden Methoden auf Basis der Multi-Niveaumenge
vorgeschlagen, wobei die Clusterstruktur der Daten u¨ber verschiedenen Dichteniveaus
gescha¨tzt wird, typische Methoden sind z.B. Runt Pruning von Stuetzle (2003), Level
Set Tree von Klemela¨ (2004, 2005) und die Generalized Single Linkage Methode von
Stuetzle et al. (2007). Zwei Punkte sind hier zu bemerken:
• Das Resultat aus allen beiden (Single- und Multi-Niveaumenge basierten) Verfahren
ha¨ngt eigentlich von Dichtescha¨tzer fˆ ab;
• Es ist in der Regel unvermeidbar, dass manche Modi in fˆ Artefakte wegen der
Datenerhebung sind.
In diesem Abschnitt werden zuerst die DBSCAN Methode, die Methoden von Stuetz-
le (2003) und Stuetzle et al. (2007) anhand des Beispiels 3.1.1 vom letzten Abschnitt
vorgestellt und grafisch veranschaulicht. Dann stellt man die Methode von Duong et al.
(2007) vor, mit der man signifikante Modi identifizieren kann. Im Folgenden wird immer
angenommen, dass X1, ..., Xn ∈ Rd eine unabha¨ngige identisch verteilte Stichprobe aus
einer Wahrscheinlichkeitsverteilung mit Dichtefunktion f sind.
DBSCAN von Ester et al. (1996)
In die DBSCAN-Clusteranalyse wurden die folgenden Begriffe eingefu¨hrt:
• N(p) (-Nachbarschaft von P ): Seien D die Daten aus Rd, p und q zwei beliebige
Punkte aus D, dann
N(p) = {q ∈ D|dist(p, q) ≤ } (3.15)
wobei dist(p, q) ein Distanzmaß von p und q ist;
• MinPts: Minimale Anzahl von Punkten in N(p);
• Kernpunkte (core points): Punkte innerhalb eines Clusters;
• Randpunkte (border points): Punkte am Rand eines Clusters;
• Direkt Dichte-Erreichbar (directly density-reachable): p ist von q aus direkt dichte-
erreichbar, wenn p ∈ N(q) und |N(q)| ≥ MinPts, wobei |N(q)| fu¨r die Anzahl
der Daten in N(q) steht;
• Dichte-Erreichbar (density-reachable): p ist von q aus dichte-erreichbar, wenn es
eine Reihe von Daten p1, ..., pk mit p1 = q und pk = p gibt, dass pi+1 von pi aus
direkt dichte-erreichbar ist;
• Dichte-Zusammenha¨ngend (density-connected): p und q sind dichte-zusammenha¨ngend,
wenn es einen Punkt o existiert, dass beide Punkte p und q von o aus dichte-
erreichbar sind.
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Aufgrund der obigen Definitionen wird ein Cluster C definiert als eine nichtleere Sub-
menge von D mit folgenden zwei Eigenschaften:
1. ∀p, q ∈ D: wenn p ∈ C und q von p aus dichte-erreichbar ist, dann q ∈ C;
2. ∀p, q ∈ C: p und q sind dichte-zusammenha¨ngend.
Wenn dist z.B. die euklidische Distanz bedeutet, dann kann man mit der DBSCAN
Methode die
”
High Density Cluster“ identifizieren, die aus allen Xi mit fˆuni(Xi, h) ≥ λ,
wobei fˆuni(Xi, h) fu¨r Kerndichtescha¨tzer mit der spha¨rischen Uniform-Kernfunktion und
Gla¨ttungsparameter h = Id steht und λ = MinPts/(n(2)
d), und denjenigen Punkten,
deren Distanz zu Xi kleiner  sind, bestehen.
Man sieht in der obigen Beschreibung der DBSCAN Methode, dass deren Resultat von
 und MinPts abha¨ngt. In unserem Beispiel setzt man MinPts = 4 (wie in Ester et
al. (1996)),  ∈ {0, 075; 0, 080; 0, 085; 0, 090} und stellt die Resultate in Abbildung 3.11
dar, wobei die Sto¨rungsbeobachtungen in grau gezeichnet werden und die Daten aus
verschiedenen High Density Clustern unterschiedlich eingefa¨rbt sind. Man sieht in Ab-
bildung 3.11, dass die DBSCAN Methode in unserem Beispiel eigentlich schlechtere Re-
sultate liefert im Vergleich zu den Methoden in Abschnitt 3.1, z.B., in der Grafik oben
links ( = 0, 075) hat man zwar 29% der Daten als Sto¨rungsbeobachtungen klassifiziert,
kann aber die zwei Komponenten (oben links in der Grafik) des wahren gemischten
Modells (vgl. Abs. 3.1) nicht trennen; in der Grafik unten rechts ( = 0, 090) hat man
wenigere Sto¨rungsbeobachtungen (11% der Daten), aber dafu¨r einen großen in schwarz
eingefa¨rbten Cluster, der 78, 5% der Daten entha¨lt.
Runt Pruning von Stuetzle (2003)
Die Grundidee der Runt Pruning Methode besteht in der Scha¨tzung vom Cluster Baum
von f (hier als CB geschrieben). CB bezieht sich auf die hierarchische Struktur von f
und wird wie folgt definiert:
1. Jeder Knoten N von CB steht fu¨r eine Submenge T (N) = {x|f(x) > λ(N)} von
T = {x|f(x) > 0}. Der Wurzel von CB steht fu¨r T ;
2. Beim Bestimmen der Subknoten von N findet man das kleinste λs, so dass die
Menge L(λs; f) ∩ T (N) k paarweise disjunkte zusammenha¨ngende Komponenten
S1, ..., Sk entha¨lt. Dabei gibt es 3 Fa¨lle zu unterscheiden:
a) Falls λs nicht existiert, dann ist N ein Blatt von CB;
b) Falls k = 2, dann hat N zwei Subknoten N1 und N2, die fu¨r S1 und S2 stehen;
c) Falls k > 2, dann hat N zwei Subknoten N1 und N2, die fu¨r S
′
1 = S1 und
S ′2 = S2 ∪ ... ∪ Sk stehen;
3. Jedes Blatt von CB steht fu¨r einen Cluster.
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Abbildung 3.11: Clustering der Daten in Beispiel 3.1.1 mit der DBSCAN Methode
mit MinDts = 4 und  ∈ {0, 075; 0, 080; 0, 085; 0, 090}. Daten aus
verschiedenen High Density Clustern unterschiedlichen eingefa¨rbt.
Sto¨rungsbeobachtungen in grau gezeichnet.
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Da f in der Regel unbekannt ist, wurde CB in Stuetzle (2003) durch den Cluster Baum
von fˆnn (hier als ĈBnn geschrieben.) gescha¨tzt. fˆnn ist der Nearest Neighbour Dich-
tescha¨tzer mit
fˆnn(y) =
1
nV d(y, x)d
(3.16)
wobei V fu¨r das Volumen der Einheitskugel in Rd steht und d(y, x) = minid(y,Xi),
i ∈ {1, ..., n}. fˆnn(y) und ĈBnn besitzen die folgenden Eigenschaften:
• fˆnn(y) hat eine große Varianz;
• fˆnn(y) hat Singularita¨ten an X1, ..., Xn;
•
L(λ; fˆnn) = {x|fˆnn(x) > λ} =
⋃
i
Ku(Xi, r(λ)) (3.17)
wobei Ku fu¨r die Kugel mit Zentrum Xi und Radius r(λ) steht und r(λ) = (
1
nV λ
)
1
d
(aus (3.16));
• Sei G = (V,E) ein vollsta¨ndiger Graph mit V = D, E = {eij} mit i, j = 1, ..., n und
i 6= j, w(eij) = w(Xi, Xj) = ||Xi − Xj||2, wobei w(eij) fu¨r das Gewicht der Kante
eij in E steht, und weiter seien B der Minimale Erzeugende Baum von G und
B1, ..., Bk paarweise disjunkte Subba¨ume von B, deren allen Kanten ihr Gewicht
gro¨ßer r(λ) haben, und seien D1, ..., Dk die entsprechenden Submengen von D in
B1, ..., Bk, dann sind Li =
⋃
Xj∈Di Ku(Xj, r(λ)), i = 1, ..., k die paarweise disjunkten
zusammenha¨ngenden Komponenten von L(λ; fˆnn);
• ĈBnn hat n Bla¨tter;
• ĈBnn ist isomorph zum Single Linkage Dendrogramm. Die linke Grafik in Abbil-
dung 3.12 zeigt das Single Linkage Dendrorgramm fu¨r die Daten in Beispiel 3.1.1;
• ĈBnn kann durch rekursive Abbru¨che der Kanten (ihrem Gewicht nach) in B erhal-
ten werden. Die rechte Grafik in Abbildung 3.12 zeigt den Minimalen Erzeugenden
Baum fu¨r die Daten in Beispiel 3.1.1.
Da ein ĈBnn n Bla¨tter hat und deswegen die Clusterstruktur der Daten nicht widerspie-
gelt, schneidet man ĈBnn dann nach dem ”
Runt Size“, damit man signifikante Cluster
identifizieren kann. Dieses Pruning-Verfahren kann wie folgt grob beschrieben werden:
• Der Runt Size eines Knotens N in ĈBnn wird definiert als die minimale Anzahl der
Bla¨tter in seinen beiden Subknoten. Da ein Nicht-Blatt-Knoten N in ĈBnn eine
Kante eij in B bedeutet, ist der Runt Size von N in ĈBnn gleich der minimalen
Anzahl der Daten in den beiden durch eij verbundenen Komponenten in B;
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Abbildung 3.12: Single Linkage Dendrogramm (Grafik links) und Minimaler Erzeugen-
der Baum (Grafik rechts) fu¨r die Daten in Beispiel 3.1.1
• Man berechnet den Runt Size fu¨r jeden Knoten und bestimmt eine Schwelle  nach
dem Quasi-Ellenbogen-Kriterium, das wie folgt aussieht: Abbildung 3.13 zeigt die
20 gro¨ßten Runt Sizes der Knoten in ĈBnn fu¨r die Daten in Beispiel 3.1.1. Nach
dem Quasi-Ellenbogen-Kriterium wird  = 37 ausgewa¨hlt, weil der Punkt 37 die
gro¨ßte
”
Gap“ zu den unteren Punkten hat;
• Diejenige Knoten, deren Runt Size gro¨ßer als  ist, werden gesplittet;
• Jedes Blatt im bearbeiteten ĈBnn steht fu¨r einen signifikanten ”High Density Clus-
ter“ in den Daten;
• Man ordnet die Daten dem Minimalen Erzeugenden Baum entsprechend zu den
signifikanten
”
High Density Clustern“ zu, um die Clusterstruktur der ganzen Daten
zu bekommen.
Mit  = 37 werden die Daten in Beispiel 3.1.1 in drei Clustern aufgeteilt. In der linken
Grafik in Abbildung 3.14 werden die Daten aus den 3 Clustern in 3 verschiedenen For-
men (
”
1“ ,
”
2“ und
”
3“) im Scatterplot gezeichnet. Die rechte Grafik in Abbildung 3.14
zeigt den entsprechenden gescha¨tzten Cluster Baum aus Stuetzle (2003). Um die Clus-
terstruktur aus dem Runt Pruning Verfahren von der wahren Clusterstruktur der Daten
zu unterscheiden, werden im Scatterplot in Abbildung 3.14 die Daten aus den wahren
Clustern unterschiedlich eingefa¨rbt. Man sieht im Scatterplot in Abbildung 3.14, dass das
Clustering aus dem Runt Pruning Verfahren mit  = 37 die wahre Clusterstruktur nicht
widerspiegelt, weil nur die in gru¨n eingefa¨rbte Komponente fast richtig identifiziert wur-
de. In Abbildung 3.13 sieht man, dass es eine andere Mo¨glichkeit besteht,  = 11 fu¨r das
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Abbildung 3.13: 20 gro¨ßte Runt Sizes der Knoten in ĈBnn fu¨r die Daten in Beispiel
3.1.1
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Abbildung 3.14: Daten in Beispiel 3.1.1 aus 3 verschiedenen Clustern aus dem Runt
Pruning Verfahren in 3 unterschiedlichen Formen (
”
1“ ,
”
2“ und
”
3“)
im Scatterplot (Grafik links) und der entsprechende gescha¨tzte Clus-
ter Baum aus Stuetzle (2003) (Grafik rechts)
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Pruning Verfahren auszuwa¨hlen. Mit  = 11 werden die Daten in 7 Clustern aufgeteilt.
Analog wie in Abbildung 3.14 wird diese Clusterstruktur in Abbildung 3.15 dargestellt.
Man sieht in Abbildung 3.15, dass dieses Clustering die wahre Clusterstruktur besser
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Abbildung 3.15: Daten in Beispiel 3.1.1 aus 7 verschiedenen Clustern aus dem Runt
Pruning Verfahren in 7 unterschiedlichen Formen im Scatterplot
(Grafik links) und der entsprechende gescha¨tzte Cluster Baum aus
Stuetzle (2003) (Grafik rechts)
scha¨tzt als das Clustering mit  = 37. Da der Unterschied zwischen der gescha¨tzten
Clusterstruktur und wahren Clusterstruktur direkt in der Grafik zu erkennen ist, geht
man darauf nicht weiter ein.
Generalized Single Linkage Methode von Stuetzle et al. (2007)
In Stuetzle et al. (2007) wurde ĈB durch einen Graph Cluster Baum (hier als GCB
geschrieben) approximiert, der wie folgt konstruiert wurde:
1. Man berechnet einen Dichtescha¨tzer fˆ ;
2. Man konstruiert einen vollsta¨ndigen Graph G = (V,E) mit V = D, E = {eij} mit
i, j = 1, ..., n und i 6= j, w(eij) = w(Xi, Xj) = mint∈[0,1]fˆ((1 − t)Xi + tXj), wobei
w(eij) fu¨r das Gewicht der Kante eij in E steht;
3. Ein Begriff
”
Threshold Graph“ G(λ) wurde eingefu¨hrt, der als Subgraph von G aus
denjenigen Kanten von G besteht, deren Gewicht gro¨ßer λ ist, definiert wurde;
4. Ein GCB bezieht sich auf die Baumstruktur der zusammenha¨ngenden Komponen-
ten von G(λ) mit verschiedenen λ;
5. Jeder Knoten N von GCB steht fu¨r einen Subgraph T (N) von G, der mit einem
Dichteniveau λ(N) verbunden ist;
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6. Der Wurzel von GCB steht fu¨r G mit λ(G) = 0;
7. Beim Bestimmen der Subknoten von N findet man das kleinste λs, so dass G(λs)∩
T (N) k paarweise disjunkte zusammenha¨ngende Komponenten S1, ..., Sk entha¨lt.
Dabei gibt es 3 Fa¨lle zu unterscheiden:
a) Falls λs nicht existiert, dann ist N ein Blatt von GCB;
b) Falls k = 2, dann hat N zwei Subknoten N1 und N2, die fu¨r S1 und S2 stehen;
c) Falls k > 2, dann hat N zwei Subknoten N1 und N2, die fu¨r S
′
1 = S1 und
S ′2 = S2 ∪ ... ∪ Sk stehen;
8. Jedes Blatt von GCB steht fu¨r einen Cluster.
Ein GCB besitzt die folgenden Eigenschaften:
• Wenn Xi, Xj (i, j beliebig, i 6= j) in der selben zusammenha¨ngenden Komponente
in G(λ) liegen, dann liegen Xi, Xj auch in der selben zusammenha¨ngenden Kompo-
nente in L(λ; fˆ);
• Xi, Xj geho¨ren zu der selben Komponente in G(λ), dann und genau dann wenn sie
zu der selben Komponente in Bmax(λ) geho¨ren, wobei Bmax(λ) fu¨r den Subraum
des Maximalen Erzeugenden Baums Bmax steht, deren allen Kanten ihr Gewicht
gro¨ßer λ haben. Abbildung 3.16 zeigt den Maximalen Erzeugenden Baum fu¨r die
Daten in Beispiel 3.1.1, wobei der Kerndichtescha¨tzer mit LSCV-Bandbreiten als fˆ
verwendet wird.
Da ein GCB n Bla¨tter hat und deswegen die wahre Clusterstruktur der Daten nicht
widerspiegelt, schneidet man GCB analog wie oben beim Schneiden von ĈBnn beim
Runt Pruning Verfahren aber nach dem Runt Excess Maß anstatt des Runt Sizes. Das
Runt Excess Maß eines Knotens N im GCB wird definiert als das minimale Excess Maß
seiner beiden Subknoten. Das Excess Maß eines Knotens Ns im GCB wird gescha¨tzt
durch
Eˆ(Ns) =
1
n
∑
i
I(Xi ∈ T (Ns))(1− λ(Ns)/fˆ(Xi)) (3.18)
wobei I eine Indikatorfunktion ist mit I(Xi ∈ T (Ns)) = 1, falls Xi ∈ T (Ns), und
0 ansonsten. Man verwendet das Excess Maß eines Knotens beim Pruning von GCB,
um die signifikanten Cluster identifizieren zu ko¨nnen, weil sie in der Regel ein großes
Excess Maß haben. Zu bemerken ist, dass der U¨bersichtlichkeit halber das Excess Maß
im spa¨teren Teil dieser Arbeit als
Eˆ(Ns) =
∑
i
I(Xi ∈ T (Ns))(1− λ(Ns)/fˆ(Xi)) (3.19)
gezeigt wird, weil ansonsten die Zahlen viel zu klein sind. In dieser Arbeit benutzt man
dann  fu¨r Eˆ(Ns) beim Pruning des Dendrogramms.
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Abbildung 3.16: Maximaler Erzeugender Baum auf Basis von fˆ fu¨r die Daten in Bei-
spiel 3.1.1
Abbildung 3.17 zeigt die 20 gro¨ßten Runt Excess Maß der Knoten (die letzten 5 Nullen
sind aus der Rundung) im GCB fu¨r die Daten in Beispiel 3.1.1. Wenn man  = 14, 4 nach
dem Quasi-Ellenbogen-Kriterium auswa¨hlt und den GCB dementsprechend schneidet,
dann werden die Daten in drei Clustern aufgeteilt. Abbildung 3.18 zeigt den gescha¨tz-
ten Cluster Baum, wobei die Ziffer neben dem Knoten fu¨r die Anzahl der Daten in der
diesem Knoten entsprechenden Submenge der Daten steht. In Abbildung 3.19 werden
die Daten aus den 3 Clustern im Scatterplot dargestellt. Man sieht in Abbildung 3.19,
dass das Resultat aus der Generalized Single Linkage Methode mit  = 14, 4 a¨hnlich wie
das beim obigen Runt Pruning Verfahren mit  = 37 ist und die wahre Clusterstruktur
nicht gut widerspiegelt. In Abschnitt 3.3 geht man auf die Generalized Single Linkage
Methode von Stuetzle et al. (2007) weiter ein.
Methode von Duong et al. (2007)
Die Methoden von Chaudhuri & Marron (1999), Godtliebsen et al. (2002) und Duong et
al. (2007) beruhen auf der Grundidee der Scale Space Theorie (Lindeberg 1994) aus der
Computer Vision, wobei es eigentlich um die Repra¨sentation eines Bildes durch die Dar-
stellung einer Serie von gegla¨tteten Bildern geht. Die Anwendung der Grundidee der Sca-
le Space Theorie im Bereich der nichtparametrischen Dichtescha¨tzung liegt darin, dass
man f durch Dichtescha¨tzung mit einer Reihe von Gla¨ttungsparametern scha¨tzt und die
Eigenschaften von f anhand dieser Dichtescha¨tzer untersucht, wa¨hrend der Schwerpunkt
der meisten statistischen Methoden in diesem Bereich an der Suche nach einem
”
opti-
malen“ Scha¨tzer von f liegt. Diese Vorgehensweise der Dichtescha¨tzung ist besonders
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Abbildung 3.17: 20 gro¨ßte Runt Excess Maße der Knoten im GCB fu¨r die Daten in
Beispiel 3.1.1
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Abbildung 3.18: Gescha¨tzter Cluster Baum aus der Generalized Single Linkage Metho-
de von Stuetzle et al. (2007) fu¨r die Daten in Beispiel 3.1.1
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Abbildung 3.19: Daten in Beispiel 3.1.1 aus 3 Clustern aus der Generalized Single
Linkage Methode von Stuetzle et al. (2007) in
”
1“,
”
2“ und
”
3“im
Scatterplot
nu¨tzlich und hilfreich in der explorativen Datenanalyse, weil man davon ausgehen kann,
dass
”
different levels of smoothing may reveal different useful information“ (Marron &
Chung (1997)). Das zentrale Problem bei diesem Verfahren ist: Welche Eigenschaften
sind zu finden und welche gefundenen Eigenschaften sind tatsa¨chlich vorhanden.
In multivariater Datenanalyse bezieht sich die Eigenschaft der Daten in erster Linie auf
das lokale Maximum in f , das man durch Berechnen von fˆ ′ und fˆ ′′ scha¨tzen kann. Die
Verteilungseigenschaften von fˆ ′ und fˆ ′′ wurden in Chaudhuri & Marron (1999), Godt-
liebsen et al. (2002) und Duong et al. (2007) genutzt, um zu testen, ob die gefundenen
lokalen Maxima signifikant sind. Im Folgenden wird die Methode von Duong et al. (2007)
anhand des Beispiels 3.1.1 vorgestellt.
Sei H = (hij)i,j∈{1,...,d} ∈ Rd×d die Bandbreitenmatrix mit hij = hihj, dann gilt:
fˆ (r)(x;H) = n−1
n∑
i=1
K
(r)
H (x−Xi) (3.20)
wobei f (r) fu¨r die r-te Ableitung von f steht, und
K ′H(x) = |H|−1/2H−1/2K ′(H−1/2x) (3.21)
K ′′H(x) = |H|−1/2H−1/2K ′′(H−1/2x)H−1/2 (3.22)
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Unter gewissen Bedingungen (Duong et al. (2007)) haben fˆ ′(x;H) und fˆ ′′(x;H) die
folgenden asymptotischen Verteilungseigenschaften, wenn n→∞:
•
n1/2|H|1/4H1/2(fˆ ′(x;H)− f ′(x)) D→ N(0,Σ′(x)) (3.23)
wobei
D→ die Konvergenz in Verteilung bedeutet und Σ′(x) = R(K ′)f(x) mit R(g) =∫
Rd
g(x)g(x)Tdx fu¨r eine quadratisch integrierbare Funktion g;
•
n1/2|H|1/4vech(H1/2(fˆ ′′(x;H)− f ′′(x))H1/2) D→ N(0,Σ′′(x)) (3.24)
wobei vech fu¨r den Vektor der Elemente einer oberen Dreiecksmatrix steht mit
vech
[
a b
c d
]
= (a, b, d)T und
Σ′′(x) = R(vech(K ′′))f(x) (3.25)
Beim Bestimmen der signifikanten Modi wurde getestet, ob ||vech(fˆ ′′(x))||2 signifikant
von Null verschieden ist. Der Test sieht wie folgt aus:
• H0 : ||vech(f ′′(x))||2 = 0 gegen H1 : ||vech(f ′′(x))||2 6= 0;
• Unter H0 gilt:
(var(fˆ ′′(x)))−1/2vech(fˆ ′′(x;H)) ∼ N(0, Id∗),
wobei
var(fˆ ′′(x)) = n−1|H|−1/2R(vech(H−1/2K ′′H−1/2))f(x)
und d∗ = n(n+ 1)/2;
• Die Teststatistik
W2(x) = ||(var(fˆ ′′(x)))−1/2vech(fˆ ′′(x;H))||2
ist approximativ Chi-Quadrat verteilt mit n(n+ 1)/2 Freiheitsgraden;
• Man scha¨tzt W2(x) durch
Ŵ2(x) = ||(v̂ar(fˆ ′′(x)))−1/2vech(fˆ ′′(x;H))||2,
wobei
v̂ar(fˆ ′′(x)) = n−1|H|−1/2R(vech(H−1/2K ′′H−1/2))fˆ(x;H).
Der Ablehnungsbereich entha¨lt die signifikanten Modi in f und die Regionen in der Na¨he
von den signifikanten Modi. Dieses Resultat kann man besta¨tigen, indem man testet, ob
||f ′(x)|| signifikant von Null verschieden ist. Der Test sieht wie folgt aus:
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• H0 : ||f ′(x)|| = 0 gegen H1 : ||f ′(x)|| 6= 0;
• Unter H0 gilt:
(var(fˆ ′(x)))−1/2fˆ ′(x;H)) ∼ N(0, Id),
wobei
var(fˆ ′(x)) = n−1|H|−1/2H−1/2R(K ′)H−1/2f(x);
• Die Teststatistik
W1(x) = ||(var(fˆ ′(x)))−1/2fˆ ′(x;H)||2
ist approximativ Chi-Quadrat verteilt mit d Freiheitsgraden;
• Man scha¨tzt W1(x) durch
Ŵ1(x) = ||(v̂ar(fˆ ′(x)))−1/2fˆ ′(x;H)||2,
wobei
v̂ar(fˆ ′(x)) = n−1|H|−1/2H−1/2R(K ′)H−1/2fˆ(x;H).
Der Ablehnungsbereich dieses Tests deutet auf diejenige Regionen hin, die kein lokales
Maximum oder Minimum enthalten.
Genauso wie im uni- und bivariaten Fall sind Ŵ2(x1) und Ŵ2(x2) bzw. Ŵ1(x1) und
Ŵ1(x2) hoch korreliert, wenn x1 und x2 nah zueinander liegen. In diesem Sinne geht
es hier um eine Serie von simultanen abha¨ngigen Tests. Um das Problem zu behan-
deln, wurde die Methode von Hochberg (1988) in Duong et al. (2007) folgendermaßen
verwendet: Seien α das Signifikanzniveau, m die Anzahl der Tests und P(1), ..., P(m) die
geordneten fallenden P-Werte den Nullhypothesen H0,(1), ..., H0,(m) entsprechend, dann
werden H0,(1), ..., H0,(j) abgelehnt, falls P(j) ≤ α/(m − j + 1), also man findet hier jmax
mit jmax = argmaxjP(j) ≤ α/(m− j − 1), so dass H0,(1), ..., H0,(jmax) abgelehnt werden.
Ein anderes Problem bei diesem Test ist, dass es Regionen gibt, in denen zu wenige
Daten liegen. Die sind
”
too sparse for inference“. Aus diesem Grund beschra¨nkt sich der
Test nur auf denjenigen Regionen, deren effektiver Stichprobenumfang ESS ≥ 5 ist mit
ESS(x) =
n∑
i=1
KH(x−Xi)/KH(0) (3.26)
Duong & Wand bieten ein R Paket feature, mit dem man die signifikanten Modi der
Daten mit der oben vorgestellten Methode untersuchen kann. Abbildung 3.20 zeigt das
Resultat aus feature fu¨r die Daten in Beispiel 3.1.1 (vgl. Abs. 5.1). In Abbildung 3.20
ist kein signifikanter Modus unter Signifikanzniveau 0,05 zu erkennen, was verschieden
von den obigen Resultaten aus Stuetzle (2003) und Stuetzle et al. (2007) ist. Eigentlich
ist die Identifizierung der signifikanten Modi in den Daten eine schwierige Aufgabe und
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Abbildung 3.20: Resultat aus feature fu¨r die Daten in Beispiel 3.1.1
deswegen wurde eine Vielzahl von statistischen Methoden in den letzten Jahren dafu¨r
entwickelt. In der Regel liefern aber verschiedene Methoden unterschiedliche Resultate.
Aus diesem Grund ist es nu¨tzlich, diese Resultate auf eine geeignete Art und Weise zu
visualisieren und anhand der Grafiken zu vergleichen, damit man die unterschiedlichen
Versionen der Datenstruktur erhalten kann. In Kapitel 4 geht man auf die grafischen
Methoden weiter ein.
3.3 Dichtescha¨tzer basiertes hierarchisches Clustering
Das Dichtescha¨tzer basierte hierarchische Clustering ist eine Variante der Generalized
Single Linkage Methode von Stuetzle et al. (2007) und wurde in Nugent (2007) vorge-
stellt. Das geprunte Dendrogramm aus dem Dichtescha¨tzer basierten Single bzw. Com-
plete Linkage Verfahren wird in dieser Arbeit als Dichtescha¨tzer Basiertes Cluster Den-
drogramm genannt, das man wie folgt konstruieren kann:
• Man berechnet einen geeigneten Dichtescha¨tzer fˆ anhand der empirischen Daten.
In diesem Abschnitt werden ein paar Varianten vom Modell in (3.2) als fˆ fu¨r die
Konstruktion des Dichtescha¨tzer Basierten Cluster Dendrogramms benutzt;
• Als Distanzmaß d(x, y) von x und y verwendet man
d(x, y) = 1/mint∈[0,1]fˆ(tx+ (1− t)y)
falls x 6= y, und d(x, y) = 0, falls x = y;
85
3 Dichtescha¨tzung und Clusteranalyse
• Ein Dichtescha¨tzer Basiertes Dendrogramm bezieht sich auf das Dendrogramm aus
dem Single bzw. Complete Linkage Clustering mit d(x, y) als Distanzmaß von x und
y;
• Ein Dichtescha¨tzer Basiertes Cluster Dendrogramm ist eine geprunte Version des
Dichtescha¨tzer Basierten Dendrogramms, deren Bla¨tter fu¨r die signifikanten Cluster
stehen.
In der explorativen Datenanalyse bietet sich das Dichtescha¨tzer Basierte Cluster Dendro-
gramm als eine nu¨tzliche Visualisierungsmethode an, um die unbekannte Datenstruktur
insbesondere die Clusterstruktur der Daten aufzudecken. In diesem Abschnitt wird das
Dichtescha¨tzer basierte hierarchische Verfahren bzw. das entsprechende Dichtescha¨tzer
Basierte Cluster Dendrogramm anhand zwei praktischer Datensa¨tze (Oliveno¨l (pre-
sphered) und Italienwein Daten) vorgestellt. Man vergleicht auch deren Resultate mit
den Ergebnissen aus dem Single bzw. Complete Linkage Clustering mit d(x, y) = ||x−y||2
und Kmeans-Verfahren. Kurz zu erwa¨hnen ist, dass sich ein Single bzw. Complete Linka-
ge Clustering in dieser Arbeit nur auf das hierarchische Verfahren mit d(x, y) = ||x−y||2
bezieht, es sei denn, falls man
”
Dichtescha¨tzer basiertes
”
davor setzt.
Im Folgenden wird die Konstruktion eines Dichtescha¨tzer Basierten Cluster Dendro-
gramms zuerst anhand eines kleinen Beispiels veranschaulicht. Der Einfachheit halber
simuliert man hier einfach 11 Punkte aus einer gemischten Normalverteilung mit 4 Kom-
ponenten ohne Beru¨cksichtigung der Ziehungswahrscheinlichkeit: 2 Punkt aus N(1; 0, 2),
2 Punkte aus N(4; 0, 2), 3 Punkte aus N(2; 0, 2) und die anderen 4 Punkte aus N(3; 0, 2).
In Abbildung 3.21 zeigt man die Daten und einen Kerndichtescha¨tzer mit Bandbreite
0, 2. Das entsprechende Dichtescha¨tzer Basierte Dendrogramm aus dem Single Linkage
Verfahren zeigt man in Abbildung 3.22. Ein paar Erkla¨rungen dazu:
• Die X-Achse entspricht der X-Achse in der Grafik in Abbildung 3.21;
• Die Y-Achse steht fu¨r das Dichteniveau eines Knotens im Dendrogramm;
• Die Y-Koordinaten fu¨r die Bla¨tter im Dendrogramm sind 0, 7;
• Die Dichteniveaus, an denen die Knoten des Dendrogramms gesplittet worden sind
(vgl. Abbildung 3.23), werden in der Grafik in Abbildung 3.21 und 3.22 in horizon-
talen Linien gezeichnet;
• Die gru¨ne/blaue/orange Linie verbindet zwei Einzelpunkte/einen Einzelpunkt mit
einer Punktgruppe/zwei Punktgruppen;
• Die Ziffer unter jedem Nicht-Blatt-Knoten steht fu¨r das Runt Excess Maß (vgl. Abs.
3.2), d.h., das minimale Excess Maß von seinen beiden Subknoten.
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Abbildung 3.21: Simulierte 11 Punkte aus einer Normalverteilung mit 4 Komponenten
und Kerndichtescha¨tzer mit h = 0, 2
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Abbildung 3.22: Dichtescha¨tzer Basiertes Dendrogramm fu¨r die 11 simulierten Punkte
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In Abbildung 3.22 ist die Clusterstruktur der Daten im Dichtescha¨tzer Basierten Dendro-
gramm gut zu erkennen, weil der Umfang der Daten klein ist. In der Situation, dass der
Umfang der Daten groß ist, werden nur diejenige Knoten mit großem Runt Excess Maß
gesplittet, um die Datenstruktur besser zu zeigen. Somit erha¨lt man ein Dichtescha¨tzer
Basiertes Cluster Dendrogramm. In Abbildung 3.23 stellt man ein Dichtescha¨tzer Ba-
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Abbildung 3.23: Dichtescha¨tzer Basiertes Cluster Dendrogramm fu¨r die 11 simulierten
Daten
sierten Cluster Dendrogramm dar. Man sieht in Abbildung 3.23, dass die 11 simulierten
Daten in 4 Clustern aufgeteilt worden sind.
Aufgrund eines vorhandenen Dichtescha¨tzer Basierten Dendrogramms werden die Da-
ten dadurch in Clustern aufgeteilt, indem man das Dendrogramm auf eine geeignete Art
und Weise abschneidet. Traditionellerweise wird ein Dendrogramm in der Regel entwe-
der nach dem Fusionsniveau oder nach einer vorgegebenen Anzahl von Clustern abge-
schnitten. Mit traditionellem Schneiden eines Dichtescha¨tzer Basierten Dendrogramms
kann man aber die Clusterstruktur der Daten nicht gut untersuchen, weil dadurch nur
die High Density Cluster u¨ber einem bestimmten Dichteniveau beru¨cksichtigt werden
ko¨nnen, wa¨hrend die gesamte Clusterstruktur der Daten (u¨ber verschiedenen Dichteni-
veaus) meist vom Interesse ist. Man schneidet das Dichtescha¨tzer Basierte Dendrogramm
hier nach dem Runt Excess Maß eines Knotens im Dendrogramm.
Im Folgenden wird das Dichtescha¨tzer Basierte Cluster Dendrogramm anhand der oben
erwa¨hnten zwei Beispiele veranschaulicht. Man geht wie folgt vor:
• Man verwendet hier vier Varianten von dem Modell in (3.2) als fˆ fu¨r die Konstruie-
ren des Dichtescha¨tzer Basierten Dendrogramms. Die sind, V1: Fest-Kerndichtescha¨tzer
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mit LSCV Bandbreiten bei Oliveno¨l Daten und mit Normal-Reference Bandbreiten
bei Italienwein Daten; V2: Fest-Kerndichtescha¨tzer mit Normal-Reference Band-
breiten bei Oliveno¨l Daten und mit den Standardabweichungen der Variablen als
Gla¨ttungsparameter bei Italienwein Daten; V3: Gemischtes Modell aus dem CEM-
Algorithmus (vgl. Abs. 3.1) mit V2 als Pilot-Dichtescha¨tzer; V4: Gemischtes Modell
aus dem Model Based Clustering von Fraley & Raftery (2002);
Eine Bemerkung dazu:
Bei Italienwein Daten verwendet man die Normal-Reference Bandbreiten und
Standardabweichungen der Variablen als Gla¨ttungsparameter bei Kerndichtescha¨tzung,
weil der Datensatz 178 Punkte in 13 Dimensionen hat und ein Kerndichtescha¨tzer
mit kleinem Gla¨ttungsparameter in diesem Fall kein sinnvolles Ergebnis liefert.
• Man konstruiert das Dichtescha¨tzer Basierte Single bzw. Complete Linkage Dendro-
gramm auf Basis von V1, V2, V3, V4. Es gibt also 8 Dendrogramme in jedem Beispiel;
• Ein Dichtescha¨tzer Basiertes Dendrogramm wird nach dem Runt Excess Maß ge-
prunt;
• Bei der Auswahl von einem geeigneten Runt Excess Maß fu¨r das Pruning des Den-
drogramms wird das Quasi-Ellenbogen-Kriterium verwendet;
• In manchen Fa¨llen wa¨hlt man mehrere Runt Excess Maße fu¨r das Pruning des
Dendrogramms aus, wenn es Unsicherheit beim Verwenden des Quasi-Ellenbogen-
Kriteriums besteht;
• Man vergleicht das Resultat aus dem Dichtescha¨tzer basierten hierarchischen Ver-
fahren mit den Ergebnissen aus dem Single bzw. Complete Linkage Verfahren und
der Kmeans-Methode. Beim Vergleichen der obigen Resultate wird der Adjusted
Rand Index benutzt;
• Die Resultate werden in erster Linie tabellarisch und grafisch dargestellt.
Beispiel 3.3.1 (Oliveno¨l Daten):
Der Datensatz entha¨lt 572 Stichproben von Oliveno¨l, die aus 3 Regionen Italiens kom-
men. Zwei kategorielle Variablen in den Daten sind die 3 Regionen und 9 dazu zugeho¨rige
Gebiete. Stetige Variablen in den Daten sind 8 Fettsa¨ure-Messungen. In diesem Beispiel
teilt man die 572 Stichproben anhand der 8 Fettsa¨ure-Messungen in Clustern auf und
vergleicht man das Resultat mit den vorgegebenen Regionen und Gebieten. Man geht in
diesem Beispiel davon aus, dass die Daten nach den 8 Fettsa¨ure-Messungen komplett in
den vorgegebenen Regionen und Gebieten aufgeteilt werden ko¨nnen.
Abbildung 3.24 zeigt jeweils die 20 gro¨ßten Runt Excess Maße aus dem Dichtescha¨tzer
basierten Single bzw. Complete Linkage Clustering auf Basis von V1, V2, V3, V4. Wenn
man beispielsweise 2S14 als die Abku¨rzung fu¨r das 4-Cluster Modell (4 recht) aus dem
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Abbildung 3.24: 20 gro¨ßte Runt Excess Maße aus dem Dichtescha¨tzer basierten Sin-
gle bzw. Complete Linkage Clustering auf Basis von V1, V2, V3, V4 in
Beispiel 3.3.1
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ersten (1 mittel rechts) geprunten Single Linkage Dendrogramm (S mittel links) auf
Basis von V2 (2 links) benutzt, dann sieht das Pruning in diesem Beispiel wie folgt aus:
1S14 an  = 46, 2; 1S29 an  = 17, 3; 1C12 an  = 187; 1C27 an  = 45;
2S15 an  = 11, 7; 2C12 an  = 177; 2C28 an  = 27, 8; 3S14 an  = 11, 7;
3C14 an  = 80; 3C27 an  = 27, 8; 4S13 an  = 43, 9; 4C15 an  = 45, 7.
Eine kleine Bemerkung dazu:
Nach dem Quasi-Ellenbogen-Kriterium wa¨hlt man nicht immer ein optimales Runt Ex-
cess Maß fu¨r das Prunen des Dendrogramms, z.B., wenn man das Dendrogramm aus
2S15 mit Runt Excess Maß  = 3, 0 anstatt von  = 11, 7 (aus dem Quasi-Ellenbogen-
Kriterium) prunt, dann erha¨lt man ein 5-Cluster Modell mit Adjusted Rand Index 0, 88
und 0, 53 mit den vorgegebenen Regionen und Gebieten, was ein viel besseres Resultat
darstellt.
Als Beispiel werden die Resultate aus 1S14 und 2C28 im Dichtescha¨tzer Basierten Cluster
Dendrogramm in Abbildung 3.25 dargestellt. Die Ziffer in der Grafik in Abbildung 3.25
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Abbildung 3.25: Resultate aus 1S14 (Grafik links) und 2C28 (Grafik rechts) im Dich-
tescha¨tzer Basierten Cluster Dendrogramm in Beispiel 3.3.1
zeigt die Anzahl der Daten in dem Cluster, fu¨r den der entsprechende Knoten neben der
Ziffer steht.
In Tabelle 3.2 vergleicht man die Resultate aus dem Dichtescha¨tzer basierten hierarchi-
schen Clustering mit denen aus dem Model Based Clustering (Fraley & Raftery 2002),
Complete Linkage Clustering, Kmeans-Verfahren und den vorgegebenen Klassen (Region
und Area). Dazu ein paar Erkla¨rungen:
• Man schneidet ein Single bzw. Complete Linkage Dendrogramm nach einer vorge-
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gebenen Anzahl von Clustern;
• Die Resultate aus dem Single Linkage Verfahren werden nicht beru¨cksichtigt, weil
dieses Verfahren in diesem Fall einen großen Cluster mit ein paar Einzel-Punkt-
Clustern liefert;
• Nur zwei Resultate (mit 5 und 9 Clustern) aus dem Complete Linkage Verfahren
werden ausgewa¨hlt, weil ein großer Cluster mit 439 Daten immer mit beim Resultat
(bis zum 8-Cluster Modell) aus dem Complete Linkage Verfahren ist;
• Die anderen Abku¨rzungen in Tabelle 3.2 sind, Reg.:Region; MBC5: 5-Cluster Modell
aus dem Model Based Clustering; CL5 bzw. CL9: 5- bzw. 9-Cluster Modell aus dem
Complete Linkage Verfahren; KM2: 2-Cluster Modell aus dem Kmeans Verfahren
und analog fu¨r KM3, KM4, KM5, KM7, KM8 und KM9;
• Diejenige Werte in Tabelle 3.2, die gro¨ßer gleich 0, 70 sind, werden in Fettschrift
gezeigt.
Reg.Area1S141S291C121C272S152C122C283S143C143C274S134C15MBC5CL5CL9KM2KM3KM4KM5KM7KM8
Area .48
1S14 .91 .52
1S29 .37 .59 .41
1C12 .57 .28 .63 .21
1C27 .42 .48 .46 .48 .28
2S15 .30 .17 .38 .12 .09 .15
2C12 .55 .27 .56 .19 .39 .24 .10
2C28 .45 .71 .50 .54 .29 .52 .17 .29
3S14 .47 .25 .55 .18 .24 .22 .68 .25 .26
3C14 .42 .54 .42 .39 .23 .37 .09 .38 .56 .18
3C27 .46 .69 .50 .50 .30 .50 .17 .28 .69 .26 .78
4S13 .81 .44 .86 .33 .71 .38 .35 .54 .42 .43 .34 .42
4C15 .50 .68 .54 .46 .35 .43 .16 .28 .63 .24 .57 .68 .54
MBC5 .55 .72 .57 .49 .35 .45 .15 .29 .63 .24 .60 .69 .54 .88
CL5 .07 .17 .09 .10 .09 .07 .24 .00 .17 .21 .06 .16 .05 .11 .12
CL9 .02 .28 .03 .17 .03 .14 .12 .00 .27 .10 .16 .26 .01 .24 .25 .71
KM2 .44 .27 .38 .18 .09 .20 .40 .08 .26 .56 .21 .23 .26 .23 .26 .13 .15
KM3 .81 .43 .82 .34 .56 .40 .32 .65 .42 .43 .38 .43 .80 .46 .47 .19 .15 .27
KM4 .40 .64 .43 .43 .40 .38 .09 .22 .57 .13 .48 .58 .55 .68 .69 .11 .24 .16 .39
KM5 .53 .75 .56 .52 .34 .48 .20 .33 .66 .26 .62 .73 .52 .74 .78 .19 .32 .27 .56 .73
KM7 .39 .54 .43 .56 .22 .51 .13 .21 .56 .20 .43 .55 .35 .51 .53 .09 .17 .20 .37 .45 .63
KM8 .37 .54 .36 .54 .19 .50 .09 .21 .57 .15 .44 .51 .29 .45 .48 .13 .22 .21 .34 .47 .57 .80
KM9 .38 .61 .42 .53 .22 .50 .13 .22 .62 .20 .43 .56 .35 .52 .55 .13 .21 .21 .35 .50 .59 .64 .64
Tabelle 3.2: Vergleich der Resultaten aus verschiedenen Clusteringmethoden in Bei-
spiel 3.3.1 anhand vom Adjusted Rand Index
In Tabelle 3.2 sieht man folgendes:
• Die Aufteilung der Daten in den vorgegebenen Regionen wird durch die Modelle
aus 1S14, und 4S13 gut widerspiegelt;
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• Die Aufteilung der Daten in den vorgegebenen Gebieten wird durch die Modelle aus
2C28, MBC5 und KM5 gut widerspiegelt;
• Die zwei am a¨hnlichsten Modelle in Bezug auf den Adjusted Rand Index sind das
Modell aus 1S14 und Region;
• Das Complete Linkage Verfahren liefert in diesem Beispiel schlechtere Resultate als
die aus den anderen Verfahren;
• Das Modell aus MBC5 ist sehr a¨hnlich wie das Modell aus 4C15;
• Das Modell aus 3C27 ist a¨hnlich (0,69 in Tabelle 3.2) wie das Modell aus 2C28, weil
der Fest-Kerndichtescha¨tzer bei 2C28 als Pilot-Dichtescha¨tzer fu¨r die Konstruktion
des gemischten Modells bei 3C27 verwendet wurde und man die beiden Dendro-
gramme nach gleichem Runt Excess Maß (27,8) geprunt hat;
• KM5 liefert ein a¨hnliches Resultat wie die Modelle aus 3C27, 4C15 und MBC5.
Der Grund liegt darin, dass das Kriterium von der Kmeans-Methode eigentlich
zu maximieren der Likelihood Funktion eines gemischten Modells mit spha¨rischer
Kovarianz-Matrix fu¨hrt.
Es besteht nun die Frage, ob die Werte in Tabelle 3.2 von Oliveno¨l Daten abha¨ngig
sind. Im Folgenden werden die obigen Modelle anhand der Italienwein Daten unter-
sucht, um diese Frage zu kla¨ren.
Beispiel 3.3.2 (Italienwein Daten):
Der Datensatz zeigt 178 italienische Weine und 13 Merkmale des Weins, z.B., sein Gehalt
an Alkohol oder die Intensita¨t. Die 178 italienischen Weine werden nach den 13 Merk-
malen in 3 Klassen eingestuft. Die Klasse des Weins ist auch in den Daten vorgegeben.
In diesem Beispiel versucht man, die Weine nach den 13 Merkmalen durch Nutzung der
obigen Clusteringmethoden in Clustern aufzuteilen. Man vergleicht dann die Resultate
miteinander und mit der vorgegebenen Weinklasse. Analog wie in Beispiel 3.3.1 stellt
man die Resultate des Vergleichs in Beispiel 3.3.2 in Tabelle 3.3 dar. In Tabelle 3.3 wer-
den diejenige Werte, die gro¨ßer gleich 0, 80 sind, in Fettschrift gezeigt.
In Tabelle 3.3 sieht man folgendes:
• Das beste Modell ist das 3-Cluster-Modell aus 2C13, das einen Adjusted Rand Index
von 0, 91 mit der vorgegebenen Weinklasse hat;
• Das Dichtescha¨tzer basierte Complete Linkage Verfahren liefert ein besseres Resul-
tat als die anderen Verfahren;
• Die Resultate aus 3C13 und 2C13 sind a¨hnlich (0,85 in Tabelle 3.3);
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Kla.1S121C132S132C133S123C134S134C13MBC2CL2CL3KM2
1S12 .45
1C13 .85 .54
2S13 .38 .70 .39
2C13 .91 .48 .85 .36
3S12 .34 .63 .35 .68 .35
3C13 .83 .51 .85 .37 .85 .32
4S13 .57 .25 .52 .28 .54 .32 .51
4C13 .56 .46 .65 .38 .60 .37 .64 .43
MBC2 .53 .25 .55 .20 .54 .19 .54 .35 .44
CL2 .30 .00 .26 .00 .26 .00 .27 .31 .12 .14
CL3 .37 .03 .35 .05 .32 .05 .32 .33 .19 .23 .49
KM2 .37 .01 .35 .02 .33 .03 .36 .46 .21 .19 .74 .47
KM3 .37 .06 .37 .09 .33 .10 .32 .37 .23 .23 .42 .72 .45
Tabelle 3.3: Vergleich der Resultaten aus verschiedenen Clusteringmethoden in Bei-
spiel 3.3.2 anhand vom Adjusted Rand Index
• Die Modelle aus dem Complete Linkage Verfahren und der Kmeans Methode ko¨nnen
die vorgegebene Weinklasse nicht gut widerspiegeln. Der Grund liegt auch darin,
dass die Standardabweichungen der Variablen sehr unterschiedlich sind.
Aus Analysen der Daten in Beispiel 3.3.1 und 3.3.2 zieht man die folgenden Schlussfol-
gerungen:
• Ein gepruntes Dichtescha¨tzer basiertes Single bzw. Complete Linkage Dendrogramm
hilft dabei, die Clusterstruktur multivariater Daten zu untersuchen;
• Das Resultat aus dem Dichtescha¨tzer basierten hierarchischen Verfahren ha¨ngt stark
von Modellparametern des darunter liegenden Dichtescha¨tzers ab;
• Das Resultat aus dem Dichtescha¨tzer basierten hierarchischen Verfahren ha¨ngt auch
stark davon ab, mit welchem Runt Excess Maß man das Dendrogramm prunt. Es ist
fu¨r den Zweck der Datenexploration zu empfehlen, dass man ein paar Runt Excess
Maße fu¨r das Pruning des Dichtescha¨tzer Basierten Dendrogramms auswa¨hlt und
die entsprechenden Resultate grafisch darstellt, um keine nu¨tzliche Information zu
verlieren. Eine dazu passende grafische Methode stellt man in Abschnitt 4.3 vor;
• In beiden Beispielen liefert das Dichtescha¨tzer basierte Complete Linkage Verfahren
ein besseres Resultat als das aus dem Dichtescha¨tzer basierten Single Linkage Ver-
fahren in Bezug auf den Adjusted Rand Index mit den vorgegebenen Datenklassen.
Das kann folgendermaßen gekla¨rt werden: Beim Dichtescha¨tzer basierten Complete
Linkage Verfahren wird das
”
max/min/max“ Prinzip verwendet. Sei E die Menge
aller Kanten des vollsta¨ndigen Graphs G = (V,E), wobei V die Menge der Daten,
und weiter seien k die Anzahl der zu fusionierenden Komponenten beim hierarchi-
schen Verfahren und Ea,b die Menge aller Kanten zwischen Clustern a und b mit
1 ≤ a, b ≤ k, dann bedeutet
”
max/min/max“ folgendes:
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max Man gibt jeder Kante in E ein Gewicht von
1/mint∈[0,1]fˆ((1− t)Xi + tXj)
fu¨r Xi, Xj ∈ V, i 6= j;
min Fu¨r die Fusion vergleicht man in der Tat die Kanten mit maximalem Gewicht
(also mit minimaler Dichte) aus Ea,b fu¨r 1 ≤ a, b ≤ k;
max Sei Emin die Menge der im letzten Schritt gewa¨hlten Kanten, dann wird die
Kante mit maximaler Dichte aus Emin gewa¨hlt, damit man die zwei durch diese
Kante verbundenen Cluster fusioniert.
Im Unterschied dazu wird das
”
max/max/max“ Prinzip beim Dichtescha¨tzer ba-
sierten Single Linkage Verfahren verwendet. Da sich im multivariaten Fall oft zwi-
schen den ausgewa¨hlten Dichteniveaus
”
max/min/max“ und
”
max/max/max“ ein
großes Teil des Wahrscheinlichkeitsmaßes von einem Cluster befinden kann, lie-
fert das Dichtescha¨tzer basierte Complete Linkage Verfahren in Beispiel 3.3.1 (8-
dimensional) und 3.3.2 (13-dimensional) bessere Resultate als das entsprechende
Single Linkage Verfahren. Ein anderes Beispiel mit grafischer Veranschaulichung
findet man in Abschnitt 4.3.
Dazu ein paar Bemerkungen:
• Der Adjusted Rand Index misst zwar die A¨hnlichkeit zwei Klassifikationen der Da-
ten, ist aber kein absolutes Kriterium. Beim Vergleichen von zwei Klassifikationen
sind grafische Methoden sehr hilfreich, z.B., durch ein diagonalisiertes Mosaicplot
(Fluctuationsdiagramm) kann die Verteilung der Daten in beiden Klassifizierungen
gut veranschaulicht werden;
• Genauso wie bei anderen Clustermethoden wird die Identifizierung von Ausrei-
ßern beim Dichtescha¨tzer basierten Single bzw. Complete Linkage Verfahren ver-
nachla¨ssigt;
• Beim Bestimmen des Distanzmaßes von zwei Punkten Xi und Xj wird numerische
Methode verwendet, d.h., man nimmt k a¨quidistante Punkte entlang der Kante
t ·Xi + (1− t) ·Xj mit t ∈ [0, 1] und vergleicht die Dichte an diesen k Punkten, um
das Distanzmaß von Xi und Xj zu bestimmen;
• Der Rechenaufwand fu¨r die Bestimmung des Distanzmaßes entlang n(n−1)/2 (n ist
der Umfang der Daten) Kanten ist teuer, falls der Datensatz groß ist. Ein nu¨tzlicher
Vorschlag wa¨re, dass man nur die Kanten zwischen m mit m << n am na¨chsten
von Xi entfernten Daten und Xi, fu¨r i = 1, ..., n, beru¨cksichtigt. In dem praktischen
Beispiel im na¨chsten Abschnitt wird m = 20 ausgewa¨hlt, weil der Umfang der Daten
mit n = 16384 groß ist;
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• Ein Dichtescha¨tzer Basiertes Dendrogramm ist eigentlich ein Baum, wenn man die
Nicht-Blatt-Knoten des Dendrogramms als Kanten eines Baums B = (V,EB) be-
trachtet, wobei V die Menge der Daten und EB die Menge der Kanten. Im Folgenden
wird B als Dichtescha¨tzer Basierter Baum genannt. Das Verfahren, in dem man die
Knoten eines Dichtescha¨tzer Basierten Dendrogramms splittet, bis man n Bla¨tter
hat, ist a¨quivalent dazu, dass man die n − 1 Kanten des entsprechenden Dich-
tescha¨tzer Basierten Baums nach der Inverse ihrer Gewichte abbricht. In diesem
Sinne ist ein Dichtescha¨tzer Basiertes Cluster Dendrogramm nicht kontinuierlich zu
erweitern, wenn man das Dendrogramm nach der Gro¨ße des Runt Excess Maßes
prunt;
• Man verwendet (3.18) (bzw. (3.19)), um das Excess Maß E(N) = ∫
D(N)
(p(x) −
λ(N))dx (vgl. Stuetzle et al. (2007)) eines High Density Clusters zu scha¨tzen, wo-
bei N der Knoten des Cluster Baums, λ(N) das dem Knoten N entsprechende
Dichteniveau und D(N) die dem Knoten N entsprechende Teilmenge vom Feature
Space. Falls der Umfang der Daten klein ist, dann ist Eˆ(Ns) in (3.18) kein guter
Scha¨tzer fu¨r E(N).
Zum Schluss dieses Abschnitts stellt man anhand des kleinen Beispiels mit 11 simulierten
Punkten im Anfang dieses Abschnitts ein intuitives Kriterium fu¨r das Pruning des Dich-
tescha¨tzer basierten Dendrogramms vor. Beim Dichtescha¨tzer basierten Clustering kann
die Modalstruktur der Daten dadurch bestimmt werden, indem man den entsprechenden
Dichtescha¨tzer Basierten Baum B zerlegt. Seien Bi, i = 1, ..., k die den k High Density
Regions aus dem Dichtescha¨tzer basierten Clustering entsprechenden Subba¨ume von B,
dann wird hier das folgende intuitive Maß fu¨r das Prunen des Dichtescha¨tzer Basierten
Dendrogramms vorgeschlagen:
Eˆh(N) =
∑
Xp,Xq adjazent ∈VBi
∣∣∣∣∣
∫ Xq
Xp
(fˆ − λ(N))dx
∣∣∣∣∣ /Dis(VBi) (3.27)
wobei VBi die Punktmenge von Bi ist, und Dis(VBi) fu¨r die gesamte La¨nge der Kanten
in Bi steht.
Erkla¨rungen zu Eˆh(N):
1. Man scha¨tzt mit Eˆh(N) die Ho¨he des High Density Clusters anstatt des Volumens
E(N);
2. Dabei scha¨tzt man die Fla¨che der Querschnitte des High Density Clusters auf Basis
der Kanten des entsprechenden Subbaums von B und dividiert diese Fla¨che durch
die gesamte La¨nge der Kanten in diesem Subbaum;
3. Die Fla¨che des Querschnitts
∣∣∣∫ XqXp (fˆ − λ(N))dx∣∣∣ scha¨tzt man durch die gesamte
Fla¨che einer Reihe von Trapezen auf Basis der a¨quidistanten Punkte Xi, i = 1, ..., s
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entlang der Kante epq mit X1 = Xp und Xs = Xq. Die Y-Koordinaten der 4 Ecke-
punkte eines Trapezes sind λ, λ, fˆ(Xa), fˆ(Xb) mit a und b adjazent in {1, ..., s}. Zu
bemerken ist, dass Xi und fˆ(Xi), i = 1, ..., s fu¨r die Konstruktion von B bereits
vorhanden sind. Es gibt dafu¨r keinen extra Rechenaufwand.
Im Folgenden zeigt man Eˆh(N) anhand des kleinen Beispiels mit 11 simulierten Punkten
vom Anfang dieses Abschnitts. In Tabelle 3.4 stellt man die Kanten des entsprechenden
Dichtescha¨tzer (Kerndichtescha¨tzer mit h = 0, 2) Basierten Baums dar.
Erkla¨rungen zu Tabelle 3.4:
1. In der Tabelle werden die 10 Kanten nach der Gro¨ße ihrer minimalen Dichte aufge-
listet;
2. Zu C1 und C2: Eine negative Zahl −a, a > 0 steht fu¨r einen Punkt Xa und eine
positive Zahl b, b > 0 steht fu¨r den Cluster aus der b-ten Fusion;
3. EP1 und EP2 stehen fu¨r die zwei Endepunkte einer Kante in B;
4. Dist steht fu¨r die euklidische Distanz;
5. GP1 und GP2 stehen fu¨r die zwei Endepunkte einer Kante in der grafischen Dar-
stellung (vgl. Abbildung 3.27);
6. GDist steht fu¨r die La¨nge der Kante in der grafischen Darstellung (vgl. Abbil-
dung 3.27).
KantenNr. C1 C2 Minimale Dichte EP1 EP2 Dist GEP1 GEP2 GDist
1 -7 -6 0, 5996 X6 X7 0, 1339 X6 X7 0,1339
2 -9 1 0, 5661 X6 X9 0, 0380 X6 X9 0,0380
3 -8 2 0, 4905 X7 X8 0, 1102 X7 X8 0,1102
4 -11 -10 0, 3173 X10 X11 0, 1518 X10 X11 0,1518
5 -2 -1 0, 3119 X1 X2 0, 1620 X1 X2 0,1620
6 -4 -3 0, 2907 X3 X4 0, 2164 X3 X4 0,2164
7 -5 6 0, 2821 X4 X5 0, 2806 X4 X5 0,2806
8 7 3 0, 2646 X8 X3 1, 2311 X5 X9 0,4520
9 5 8 0, 0589 X6 X2 1, 7709 X2 X3 0,7839
10 4 9 0, 0496 X1 X10 3, 1686 X1 X10 3,1686
Tabelle 3.4: Dichtescha¨tzer (Kerndichtescha¨tzer mit h = 0, 2) Basierter Baum der 11
simulierten Punkte vom Anfang dieses Abschnitts
Abbildung 3.26 zeigt die 11 simulierten Daten in blauen Punkten, den Kerndichtescha¨tzer
mit h = 0, 2 in schwarzer Kurve und die Kanten des darauf basierten Maximalen Erzeu-
genden Baums (bezu¨glich der minimale Dichte entlang einer Kante) in gru¨nen Linien.
In Abbildung 3.27 werden die High Density Cluster jeweils aus dem 1-ten, 2-ten und
3-ten Splitten des Dichtescha¨tzer Basierten Dendrogramms in unterschiedlichen Farben
gezeichnet. In Abbildung 3.26 und 3.27 sieht man folgendes:
97
3 Dichtescha¨tzung und Clusteranalyse
1 2 3 4
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
KDE mit BW=0.2 und darauf basierter MST
Daten
D
ic
ht
e
l l l l l l l ll ll
Abbildung 3.26: 11 simulierte Daten in blauen Punkten. Kerndichtescha¨tzer mit
h = 0, 2 in schwarzer Kurve. Kanten des darauf basierten Maximalen
Erzeugenden Baums in gru¨nen Linien
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Abbildung 3.27: 2, 3 und 4 High Density Cluster aus dem 1-ten, 2-ten und 3-ten
Splitten des Dichtescha¨tzer Basierten Dendrogramms fu¨r das kleine
Beispiel mit 11 simulierten Punkten
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1. Eine 4-Cluster-Struktur ist klar zu erkennen;
2. Im univariaten Fall wird E(N) durch
∑
Xp,Xq adjazent ∈VBi
∣∣∣∫ XqXp (fˆ − λ(N))dx∣∣∣ appro-
ximiert, insbesondere in den High Density Clustern u¨ber einem hohen Dichteniveau;
3. Die La¨nge der Kante in B, die zwei Subba¨ume Bi und Bj von B mit i 6= j verbin-
det, ist nicht immer die minimale euklidische Distanz zwischen VBi und VBj . In der
grafischen Darstellung nimmt man die Kante mit minimaler euklidischen Distanz
zwischen VBi und VBj (vgl. Tabelle 3.4), um die U¨berlappung der Fla¨chen zu ver-
meiden. Dies fu¨hrt nicht zur großen Verzerrung in der grafischen Darstellung, weil
die minimale Dichte entlang dieser neuen Kante nach der Definition des Maximalen
Erzeugenden Baums kleiner als die minimale Dichte aller Kanten sowohl in Bi als
auch in Bj und gro¨ßer als das entsprechende Dichteniveau ist.
Abbildung 3.28 zeigt die Runt Excess Maße in (3.19) (Grafik links) und die oben vor-
gestellten neuen intuitiven Maße (Grafik rechts) fu¨r das Prunen des Dichtescha¨tzer Ba-
sierten Dendrogramms. Im Vergleich zu der linken Grafik in Abbildung 3.28 weist die
rechte Grafik klar auf Eˆh(N) = 0, 3 aus dem Quasi-Ellenbogen-Kriterium fu¨r das Prunen
des Dichtescha¨tzer Basierten Dendrogramms hin, was zu einem 4-Cluster-Modell fu¨hrt,
das der Verteilung bei der Simulation entspricht. Zu bemerken ist, dass man mit Eˆh(N)
in vielen Fa¨llen das gleiche Resultat wie bei Nutzung des gescha¨tzten Excess Maßes in
(3.19) bekommt, was zu erwarten ist. In Abschnitt 4.3 stellt man auf Basis der Grafiken
in Abbildung 3.27 eine grafische Methode vor, um die Form der High Density Cluster
zu beschreiben.
3.4 Eine praktische Anwendung
In diesem Abschnitt wird die Anwendung des Dichtescha¨tzer basierten hierarchischen
Verfahrens bei Analyse großer Datensa¨tze anhand eines praktischen Beispiels im Bereich
von Fernerkundung gezeigt. Weitere Analyse ist no¨tig. Zuerst stellt man den out5d Da-
tensatz vor.
Beispiel 3.4.1 out5d Daten
Die out5d Daten enthalten Messungen aus SPOT, von magnetischer Strahlung und von
Radiometrics Messungen (Kalium, Thor und Uran) in 128 × 128 Regionen in Western
Australien. Die Namen der Variablen im Datensatz sind SPOT , Mag, Potas, Thor und
Uran. Das Ziel der Datenanalyse besteht in der Untersuchung der Verteilung von Kali-
um, Thor und Uran in Western Australien. Die Information u¨ber out5d Daten befindet
sich unter http://davis.wpi.edu/xmdv/datasets/out5d.html.
Abbildung 3.29 zeigt die Histogramme von Mag, Potas, Thor und Uran mit Binbreite
= 2 in Software Mondrian, wobei die Daten mit Potas ≤ 164 in rot markiert sind. Die
Grafik unten in Abbildung 3.29 zeigt die 128 × 128 Regionen in der Landkarte. Durch
99
3 Dichtescha¨tzung und Clusteranalyse
l
l
l
l l l l l l l
2 4 6 8 10
0.
0
0.
5
1.
0
1.
5
Runt Excess Masse in (3.19)
Ex
ce
ss
 M
as
s
1.69
1.62
0.4
0 0 0 0 0 0 0
l
l
l
l l l l l l l
2 4 6 8 10
0.
0
0.
1
0.
2
0.
3
0.
4
Neue Intuitive Masse
Ex
ce
ss
 M
as
s
0.39
0.31
0.3
0 0 0 0 0 0 0
Abbildung 3.28: Runt Excess Maße in (3.19) (Grafik links) und neue intuitiven Maße
(Grafik rechts) fu¨r das Prunen des Dichtescha¨tzer Basierten Dendro-
gramms fu¨r das kleine Beispiel mit 11 simulierten Punkten
das Highlighting in Abbildung 3.29 werden die 128×128 Regionen grob in zwei Gruppen
aufgeteilt. Die in rot markierte Gruppe besteht aus den Regionen, die in erster Linie we-
nig Kalium und auch relativ wenig Thor und Uran enthalten. Eigentlich kann man viel
Information u¨ber die Struktur der out5d Daten erhalten, wenn man die interaktiven
Visualisierungsmethoden von Mondrian ausnutzt.
Im Folgenden wird das Dichtescha¨tzer basierte Single Linkage Verfahren auf Basis vom
Kerndichtescha¨tzer mit der Biweight Kernfunktion und vom Nearest Neighbour Dich-
tescha¨tzer in die Datenanalyse mit einbezogen, um die Daten aus einem anderen Sicht-
winkel zu betrachten. Man geht wie folgt vor:
• Man scha¨tzt die unbekannte Dichte der Verteilung von Kalium, Thor und Uran und
identifiziert die
”
High Density Regions“ in der gescha¨tzten Dichte;
• Man untersucht die Verteilungen von Kalium, Thor und Uran in den
”
High Density
Regions“.
Single Linkage Verfahren auf Basis vom Kerndichtescha¨tzer
Da es bei Kerndichtescha¨tzung das Randproblem bei Potas (vgl. Abbildung 3.29) gibt,
wird hier ein Kerndichtescha¨tzer wie folgt verwendet:
fˆr(x) =
1
n
∏d
s=1 hs
n∑
i=1
d∏
s=1
Kd
(
xs −Xis
hs
)
(3.28)
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Abbildung 3.29: Mag, Potas, Thor und Uran im Histogramm in Mondrian. Daten
mit Potas ≤ 164 in rot markiert. Die Grafik unten zeigt die 128 × 128
Regionen in der Landkarte.
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wobei n = 16384, d = 3, xs, s = 1, 2, 3 jeweils fu¨r Potas, Thor und Uran steht,
K1(t) =
3
4
(1− c+ 5
4
(2c− 1)(t− c)2)(t− c+ 2)2I[c−2,c](t) (3.29)
fu¨r x1 ∈ (255− h1; 255] mit c = 255−x1h1 und
K1(t) = K2(t) = K3(t) =
15
16
(1− t2)2I[−1,1](t)
fu¨r x1 ∈ [0; 255− h1].
Ein anderes Problem fu¨r die Nutzung vom Single Linkage Verfahren auf Basis von fˆr
liegt darin, dass der Rechenaufwand fu¨r die Bestimmung der minimalen Dichten entlang
n(n−1)/2 Kanten wegen des Umfangs der out5d Daten ziemlich groß ist. Ein nu¨tzlicher
Vorschlag wa¨re, dass man nur die Kanten zwischen m mit m << n am na¨chsten von Xi
entfernten Daten und Xi, fu¨r i = 1, ..., n, beru¨cksichtigt. Unserer Erfahrung nach reicht
es, einen m mit m ∈ [ n
100
, n
20
] zu wa¨hlen, wenn n groß ist, um einen zusammenha¨ngenden
Graph zu konstruieren. Hier in unserem Beispiel wurde m = 20 gewa¨hlt. Abbildung 3.30
zeigt die nach fˆr eingefa¨rbten Regionen in der Landkarte, wobei die R Farbpalette
palette(gray((0:255)/255))
verwendet wurde. Abbildung 3.31 zeigt die Verteilung der Farben in der Landkarte in
Abbildung 3.30: Einfa¨rbung der Regionen nach fˆr in der Landkarte in Beispiel 3.4.1
Abbildung 3.30 in einem selbstgewichteten Histogramm, in dem die Fla¨che des k-ten
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Rechtecks proportional zu
∑
i∈X[k] |Xi|, wobei X[k] fu¨r die Subgruppe der Daten im k-
ten Rechteck steht, dargestellt wird. Die Grafik links in Abbildung 3.32 zeigt die 20
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Abbildung 3.31: Verteilung der Farben in der Landkarte in Abbildung 3.30 in Beispiel
3.4.1
gro¨ßten Runt Excess Maße aus dem auf fˆr basierten Single Linkage Dendrogramm. Man
wa¨hlt Runt Excess Maß = 2769, 4 fu¨r das Pruning des Dendrogramms und stellt das
Resultat im Visualisierungsbaum (vgl. Abs. 4.3) in der rechten Grafik in Abbildung 3.32
dar. Beim Pruning mit Runt Excess Maß = 2769, 4 erha¨lt man zwei Cluster mit 15577
Punkten in den High Density Regions und 807 Punkten als Noise. In Abbildung 3.33
stellt man die Verteilung von Kalium, Thor und Uran in beiden High Density Regions
in Histogramm dar. Man sieht in Abbildung 3.33, dass die Aufteilung der Daten aus
dem auf fˆr basierten Single Linkage Verfahren sehr a¨hnlich wie die in den Grafiken
in Abbildung 3.29 gezeigte Aufteilung ist. Das Dichtescha¨tzer basierte Single Linkage
Verfahren bietet hier eine gute theoretische Unterstu¨tzung fu¨r diese Aufteilung der Daten
an.
Single Linkage Verfahren auf Basis von Nearest Neighbour Dichtescha¨tzer
Hier wird das Runt Pruning Verfahren von Stuetzle (2003) verwendet. Die Grafik links in
Abbildung 3.34 zeigt die 20 gro¨ßten Runt Sizes aus dem auf fˆnn basierten Single Linkage
Dendrogramm. Man wa¨hlt Runt Size = 910 fu¨r das Pruning des Dendrogramms aus und
stellt den entsprechenden Cluster Baum in der rechten Grafik in Abbildung 3.34 dar,
in der die 8 Knoten des Cluster Baums unterschiedlich eingefa¨rbt worden sind, damit
die Verteilungen von Kalium, Thor und Uran in den entsprechenden Subgruppen der
Daten im Histogramm in Abbildung 3.35 gut zu unterscheiden sind. In Abbildung 3.34
und 3.35 sieht man folgendes:
• Die Verteilungen von Kalium, Thor und Uran in den 4 Subgruppen der Daten, die
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Abbildung 3.32: 20 gro¨ßte Runt Excess Maße aus dem auf fˆr basierten Single Lin-
kage Dendrogramm (Grafik links). Resultat mit Runt Excess Maß
= 2769, 4 im Visualisierungsbaum (Grafik rechts)
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Abbildung 3.33: Verteilung von Kalium, Thor und Uran in der 1-ten High Density Re-
gion (Grafiken oben) und in der 2-ten High Density Region (Grafiken
unten)
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den 4 linken Knoten des Cluster Baums in Abbildung 3.34 entsprechen, vera¨ndern
sich kaum;
• Die kleinere Gruppe aus dem ersten Splitten des Cluster Baums besteht aus den
Regionen, die mehr Kalium und relativ mehr Uran enthalten im Vergleich zu der
gro¨ßeren Gruppe;
• Die kleinere Gruppe aus dem zweiten Splitten des Cluster Baums besteht aus den
Regionen, die relativ weniger Uran enthalten im Vergleich zu der gro¨ßeren Gruppe;
• Die kleinere Gruppe aus dem dritten Splitten des Cluster Baums besteht aus den
Regionen, die relativ weniger Kalium enthalten im Vergleich zu der gro¨ßeren Grup-
pe;
• Die kleinere Gruppe aus dem vierten Splitten des Cluster Baums besteht aus den
Regionen, die relativ weniger Kalium und Uran enthalten im Vergleich zu der gro¨ße-
ren Gruppe.
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Abbildung 3.34: 20 gro¨ßte Runt Sizes aus dem auf fˆnn basierten Single Linkage Den-
drogramm (Grafik links). Resultat mit Runt Size = 910 im Visualisie-
rungsbaum (Grafik rechts)
In Hinsicht der Untersuchung der Verteilung von Kalium, Thor und Uran macht eigent-
lich nur das erste Splitten des Cluster Baums aus dem obigen Runt Pruning Verfahren
einen Sinn. In der Tat ist das Resultat aus dem ersten Splitten des Cluster Baums aus
dem Runt Pruning Verfahren sehr a¨hnlich wie das obige Resultat aus dem Pruning des
auf fˆr basierten Single Linkage Dendrogramms, wie es im Fluctuationsdiagramm der
beiden Resultate in Abbildung 3.36 zu erkennen ist. In Abbildung 3.37 werden die High
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Abbildung 3.35: Verteilung von Kalium, Thor und Uran den Knoten des Cluster
Baums in Abbildung 3.34 entsprechend. Die 4 Reihen der 3 lin-
ken/rechten Spalten stehen fu¨r die Verteilung von Kalium, Thor
und Uran in den 4 Subgruppen der Daten, die den 4 linken/rechten
Knoten des Cluster Baums entsprechen.
Abbildung 3.36: Fluctuationsdiagramm der beiden Resultate aus den auf fˆr und fˆnn
basierten Single Linkage Verfahren in Beispiel 3.4.1
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Density Regions aus den obigen beiden Verfahren in der Landkarte gezeichnet, in der die
Regionen nach SPOT eingefa¨rbt sind. Die Abku¨rzung KDBSL bzw. NNDBSL in Ab-
bildung 3.37 steht fu¨r das Kerndichtescha¨tzer bzw. Nearest Neighbour Dichtescha¨tzer
basierte Single Linkage Verfahren. Die Grafik in Abbildung 3.37 besta¨tigt die A¨hnlich-
keit der obigen beiden Resultate, weil es kaum Unterschied zwischen den Landkarten
aus KDBSL und NNDBSL gibt.
Aus der Analyse der out5d Daten sind folgende Schlu¨sse zu ziehen:
• Bei der Untersuchung der Verteilung von Kalium, Thor und Uran ist das Dich-
tescha¨tzer basierte hierarchische Verfahren hilfreich;
• Das Runt Pruning Verfahren von Stuetzle (2003) ist fu¨r die Analyse großer Da-
tensa¨tze gut geeignet;
• Beim Anwenden des Kerndichtescha¨tzer basierten hierarchischen Verfahrens auf
großen Datensa¨tzen braucht man nur die Gewichte von m · n/2 Kanten fu¨r die
Konstruktion des Dichtescha¨tzer Basierten Baums zu bestimmen, indem man je-
weils die m am na¨chsten entfernten Nachbarn der Daten beru¨cksichtigt;
• Das Randproblem soll in der Datenanalyse beachtet werden. In unserem Beispiel
haben die Randwerte von Variable Potas einen großen Einfluss auf das Resultat
der Datenanalyse. Deswegen liefern die beiden Dichtescha¨tzer basierten Verfahren
fast das gleiche Resultat. Es wa¨re vielleicht sinnvoll, nur das Teil der Daten mit
Potas < 255 zu untersuchen. Um zu wissen, ob dies erlaubt ist, ist die Meinung
eines Fachmanns aus dem Bereich der Fernerkundung erforderlich.
Abbildung 3.37: Resultate aus den auf fˆr und fˆn basierten Single Linkage Verfahren in
der Landkarte in Beispiel 3.4.1
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Visualisierung ist ein großes wissenschaftliches Gebiet und es gibt stets Diskussionen
u¨ber die Subgebiete der Visualisierung und deren genaue Definitionen. In diesem Kapitel
beschra¨nken wir uns auf die Visualisierung in der explorativen statistischen Datenanaly-
se, die in erster Linie zur Datenexploration dient. Die Hauptaufgabe der Visualisierung
in der explorativen Datenanalyse liegt darin, die Eigenschaften der Daten wie Muster,
Cluster, Korrelation usw. aufzudecken.
Der Schwerpunkt dieses Kapitels liegt in der Visualisierung der multivariaten Daten.
Heutzutage kommen in zahlreichen Wissenschaftsbereichen sowohl der Naturwissen-
schaft als auch der Sozialwissenschaft oft empirische Daten mit vielen Merkmalen vor,
was impliziert, dass die Daten im statistischen Sinne im hochdimensionalen Raum ver-
teilt sind. In den letzten Jahren wurden verschiedene Methoden vorgeschlagen, mit denen
man multivariate Daten grafisch darstellen kann. Eine interessante Zusammenfassung
dieser Methoden findet man in Chen, Ha¨rdle und Unwin (2008).
Das vorliegende Kapitel gliedert sich in 3 Teile. Zuerst werden ein paar u¨bliche Visua-
lisierungsmethoden fu¨r die multivariaten Daten vorgestellt. Dann im zweiten Teil wird
gezeigt, wie man die Information aus Dichtescha¨tzung mit in die Datenvisualisierung
einbezieht. Schließlich werden zwei Visualisierungsmethoden vorgeschlagen, mit denen
man die Information aus dem Dichtescha¨tzer basierten hierarchischen Verfahren grafisch
darstellen kann.
4.1 Vorstellung der u¨blichen Visualisierungsmethoden
In diesem Abschnitt werden die folgenden Visualisierungsmethoden anhand simulier-
ter Daten vorgestellt: Scatterplot Matrix, Parallel Koordinaten Plot (Inselberg (1985)),
Andrews Kurve (Andrews (1972)), Glyph-Visualisierung auf Basis von statistischer Soft-
ware Gauguin (Gribov & Unwin (2006)), Heatmap und Projection Pursuit auf Basis
von statistischer Software GGobi (Swayne et al. (1999)). Das Ziel dieses Abschnitts be-
steht darin, einen ersten Blick in die multivariate Datenvisualisierung zu geben. Zuerst
stellt man in Beispiel 4.1.1 die simulierten Daten vor. Fu¨r
Beispiel 4.1.1 (Simulierte Daten)
Man simuliert hier 500 Daten X1, ..., X500 ∈ R5 aus einer gemischten Normalverteilung
mit Dichtefunktion
fb1 =
6∑
i=1
φ(µi,Σi)/6, (4.1)
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wobei µ1 = (−1, 5; 1, 5; 1, 5; 1, 5; 1, 5)T , µ2 = (1, 5;−1, 5; 1, 5; 1, 5; 1, 5)T ,
µ3 = (1, 5; 1, 5;−1, 5; 1, 5; 1, 5)T , µ4 = (1, 5; 1, 5; 1, 5;−1, 5; 1, 5)T ,
µ5 = (1, 5; 1, 5; 1, 5; 1, 5;−1, 5)T , µ6 = (0, 0, 0, 0, 0)T und Σi = I5 fu¨r i = 1, ..., 6.
In fb1 sieht man, dass das gemischte Modell aus 6 Komponenten besteht und die 6
Komponenten klar voneinander getrennt sind. Im Folgenden werden die oben erwa¨hn-
ten multivariaten Visualisierungsmethoden anhand des Beispiels 4.1.1 vorgestellt. Es ist
interessant zu wissen, ob die 6 Modi in den simulierten Daten durch Visualisierung zu
erkennen sind.
Scatterplot Matrix
Seien Y1, ..., Yd Zufallsvariablen aus R
d, dann werden in einer Scatterplot Matrix die
Beobachtungen fu¨r jeweils zwei Zufallsvariablen Yi und Yj mit i, j ≤ d, i 6= j in ei-
nem Streudiagramm dargestellt. In diesem Sinne geht es bei einer Scatterplot Matrix
eigentlich um d(d − 1)/2 marginale Verteilungen. Abbildung 4.1 zeigt die Scatterplot
Matrix fu¨r die Daten in Beispiel 4.1.1, wobei die Daten aus verschiedenen Komponenten
unterschiedlich eingefa¨rbt sind. In Abbildung 4.2 fu¨gt man die gescha¨tzten Dichtefunk-
tionen (Kerndichtescha¨tzer mit LSCV-Bandbreiten) der 2D marginalen Verteilungen in
roten Contour Linien zu den Scatterplots hinzu. Man sieht in Abbildung 4.1 und Abbil-
dung 4.2, dass die 6 Modi in den Daten durch die Scatterplot Matrix nicht widerspiegelt
werden ko¨nnen. In der Scatterplot Matrix in Abbildung 4.2 stellt man eigentlich auch
die Information aus Kerndichtescha¨tzung dar durch Hinzufu¨gung der Contour Linien zu
den Scatterplots.
Abbildung 4.1: Daten in Beispiel 4.1.1 in der Scatterplot Matrix
Parallel Koordinaten Plot
Bei der Parallelkoordinaten-Darstellung definiert man eine Abbildung von Rd → R2, in-
dem die d Achsen parallel nebeneinander senkrecht zur Abszisse in einer 2 dimensionalen
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Abbildung 4.2: Daten in Beispiel 4.1.1 (mit Hinzufu¨gung des Kerndichtescha¨tzers mit
LSCV-Bandbreiten in roten Contour Linien zum Scatterplot) in der
Scatterplot Matrix
Ebene dargestellt werden. Die Daten vom d dimensionalen euklidischen Raum werden
in der Tat auf diese Art und Weise in die 2 dimensionale Ebene projiziert. Der Parallel
Koordinaten Plot bietet sich als nu¨tzliches Werkzeug fu¨r die Visualisierung multivariater
Daten an, mit dem man die in den multivariaten Daten versteckten Strukturen wie z.B.
Korrelation und Clusterstruktur untersuchen kann. Fu¨r eine ausfu¨hrliche Beschreibung
dieser Methode verweisen wir auf die Arbeit von Inselberg (1985, 2006). Die linke Grafik
in Abbildung 4.3 zeigt die Daten von Beispiel 4.1.1 im Parallel Koordinaten Plot, wobei
die Daten aus 6 Komponenten unterschiedlich eingefa¨rbt sind. Die Parallelkoordinaten-
Darstellung hat einen Nachteil, na¨mlich, dass die Datenstruktur wegen der U¨berlappung
der Linien nicht gut erkennbar sein kann, wenn der Umfang der Daten groß ist. Im Fall
eines großen Datensatzes kann man z.B. durch Vera¨nderung der Reihenfolge der Koordi-
naten oder durch Verwendung von anderen grafischen Mitteln wie z.B. durch Einbezug
von Alpha Blending in die grafische Darstellung die Erkennbarkeit der Datenstruktur
verbessern. In der rechten Grafik in Abbildung 4.3 werden die Daten im Parallel Koordi-
naten Plot mit Alpha Blending = 0, 2 dargestellt. Man sieht in Abbildung 4.3, dass die
6-Komponenten Struktur durch die Parallelkoordinaten-Darstellung nicht direkt erkenn-
bar ist. Fu¨r den Zweck der Daten Exploration wird ein Parallel Koordinaten Plot in der
Praxis oft interaktiv dargestellt, die u¨blicherweise durch Java-Programmierung verwirk-
licht wird. Die Software Mondrian aus ROSUDA der Universita¨t Augsburg bietet z.B.
eine volle interaktive Darstellung des Parallel Koordinaten Plots. Na¨here Information
befindet sich unter http://rosuda.org/software/Mondrian/Mondrian.html.
Andrews Kurve
Bei der Andrews Kurve definiert man eben eine Abbildung von Rd → R2, indem man
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Abbildung 4.3: Daten in Beispiel 4.1.1 im Parallel Koordinaten Plot. Die Linien aus
den 6 Komponenten werden unterschiedlich eingefa¨rbt (Grafik links).
Mit Einbezug von Alpha Blending = 0, 2 (Grafik rechts)
einen Punkt Xi = (Xi1, ..., Xid)
T , i ∈ {1, ..., n} in Rd durch die folgende Funktion
f(t) =
Xi1√
2
+Xi2 ∗ sin(t) +Xi3 ∗ cos(t) +Xi4 ∗ sin(2t) +Xi5 ∗ cos(2t) + ... (4.2)
in eine Kurve in R2 transformiert. In Abbildung 4.4 werden die Daten in Beispiel 4.1.1 in
die Andrews Kurve ohne Alpha Blending (Grafik links) und mit Alpha Blending = 0, 2
(Grafik rechts) dargestellt. Man sieht in der rechten Grafik in Abbildung 4.4, dass die
wahre Datenstruktur in der Andrews Kurve genauso wie beim Parallel Koordinaten Plot
nicht direkt erkennbar ist.
Glyph-Visualisierung
Bei der Glyph-Visualisierung definiert man ein visuelles Mapping von Variablen → Ele-
menten der Grafik, was bedeutet, dass die Parameter (Variablen) der Daten in systema-
tischer Weise zu den grafischen Elementen zugeordnet werden. Die grafischen Elemente
sind z.B. Position, La¨nge, Breite, Form, Farbe, Gro¨ße, Orientierung, Texture einer Gra-
fik. Dieses visuelle Mapping besteht aus
• 1→ 1 Mapping, d.h., verschiedene Variablen werden zu unterschiedlichen grafischen
Elementen zugeordnet;
• 1 → n Mapping, d.h., eine Variable wird zu mehreren grafischen Elementen zuge-
ordnet;
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Abbildung 4.4: Daten in Beispiel 4.1.1 in der Andrews Kurve. Die Linien aus den 6
Komponenten werden unterschiedlich eingefa¨rbt (Grafik links). Mit
Einbezug von Alpha Blending = 0, 2 (Grafik rechts)
• n → 1 Mapping, d.h., mehrere Variablen werden zu einem grafischen Element zu-
geordent.
Typische Glyph-Visualisierungen sind z.B. Chernoff Faces, Colour Icons, Stick Figures,
Star Glyphs, Pies und Metapher-Grafiken. Fu¨r eine ausfu¨hrliche Zusammenfassung von
Glyph-Visualisierungstechniken verweisen wir auf die Arbeit von Ward (2008). In Ab-
bildung 4.5 werden die Daten in Beispiel 4.1.1 in Star Glyphs (Grafik oben) und Bar
Glyphs (Grafik unten) dargestellt. Fu¨r die Glyph-Visualisierung hier wird die statistische
Software Gauguin (Gribov & Unwin (2006)) verwendet, die noch zusa¨tzliche Cluste-
ringfunktionen fu¨r die Aufdeckung der Datenstruktur anbietet. Na¨here Information dazu
befindet sich unter http://rosuda.org/software/Gauguin/gauguin.html.
Glyph-Visualisierungstechniken wurden in den letzten Jahren ha¨ufig in der multivariaten
Visualisierung eingesetzt. Ein Problem der Glyph-Visualisierung liegt in der Verzerrung
der Wahrnehmung, was bedeutet, dass manche Variablen bzw. die Zusammenha¨nge von
manchen Variablen einfacher wahrzunehmen als die von anderen Variablen sind, z.B.,
in diesem Sinne haben die benachbarten Variablen den Vorteil gegenu¨ber den nichtbe-
nachbarten Variablen in Bar Glyphs in Abbildung 4.5. Da die Werte der Daten in einer
Glyph-Darstellung nicht direkt ablesbar sind, ist in der Praxis eine interaktive Glyph-
Darstellung zu empfehlen. Die Software Gauguin bietet ein volles Linking zwischen
den Glyphs und anderen Grafiken, damit die Benutzer die empirischen Daten mo¨glichst
vollsta¨ndig untersuchen ko¨nnen.
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Abbildung 4.5: Daten in Beispiel 4.1.1 in Star Glyphs (Grafik oben) und Bar Glyphs
(Grafik unten)
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Heatmap
Der Begriff von Heatmap (auch Matrix Visualisierung genannt) wurde zuerst von Bertin
(1967) in die Datenanalyse eingefu¨hrt. Gegeben seien die Daten D in Matrixform D ∈
Rn×d, wobei n bzw. d fu¨r die Anzahl von Daten bzw. Variablen steht, dann wird eine
Heatmap grundsa¨tzlich wie folgt konstruiert:
• Man wa¨hlt eine geeignete Permutation P1 fu¨r die Daten und P2 fu¨r die Variablen;
• Man ordnet die Zeilen und Spalten von D nach P1 und P2 und erha¨lt eine neue
Datenmatrix D′, z.B., man ordnet u¨blicherweise die Zeilen von D nach einem hier-
archischen Dendrogramm und die Spalten von D nach Korrelationen der Variablen;
• Man stellt D′ grafisch in zweidimensionalen, rechteckigen, n×d Gitterpunkten dar,
wobei der Gitterpunkt in i-ter Zeile und j-ter Spalte der Gro¨ße des Eintrags d′i,j in
D′ entsprechend eingefa¨rbt ist;
• Bemerkung: In der praktischen Anwendung sind die Zeilen und Spalten von D oft
umtauschbar, z.B., bei der Anwendung der Heatmap auf den Microarray Daten.
Im Folgenden zeigt man zwei Beispiele der Datenvisualisierung in der Heatmap. Da-
bei wird das Rot-Weiß-Blau Farbspektrum verwendet, d.h., die kleinen (großen) Werte
werden rot (blau) eingefa¨rbt, und die Werte, die nah am Mittelwert liegen, werden in
weißer Farbe dargestellt. Abbildung 4.6 zeigt die Daten in Beispiel 4.1.1 in einer Heat-
map, wobei die Zeilen der Datenmatrix in der linken (rechten) Grafik nach dem Single
(Complete) Linkage Dendrogramm geordnet worden sind. Man sieht in Abbildung 4.6,
dass 5 große Modi der Daten in der rechten Grafik zu erkennen sind, wa¨hrend die linke
Grafik nur 3 große Modi zeigt. Zu bemerken ist, dass das Complete Linkage Verfah-
ren in diesem Fall in der Tat ein ziemlich gutes Resultat liefert, das aber nicht durch
die Heatmap vollsta¨ndig widerspiegelt worden ist. Den Vergleich des Resultats aus dem
Complete Linkage Clustering mit den vorgegebenen 6 Komponenten stellt man im Fluc-
tuationsdiagramm in Abbildung 4.7 dar.
Eine Heatmap Darstellung der Daten ha¨ngt stark von P1 und P2 ab, d.h., man erha¨lt un-
terschiedliche Heatmaps unter verschiedenen P1 und P2. Abbildung 4.8 zeigt ein anderes
Beispiel fu¨r die Datenvisualisierung in der Heatmap, wobei die Italienwein Daten in
Beispiel 3.3.2 in Heatmaps gezeigt werden. Man sieht in Abbildung 4.8, dass im Unter-
schied zur vorgegebenen Weinklasse keine Clusterstruktur der Daten in der Heatmap zu
erkennen ist. Der Grund liegt darin, dass wie es in Abschnitt 3.3 steht ein hierarchisches
Clustering Verfahren mit d(x, y) = ||x− y||2 die wahre Clusterstruktur der Daten nicht
gut widerspiegeln kann.
In der Praxis wird diese Visualisierungstechnik sehr breit fu¨r die Aufdeckung der Clus-
terstruktur in den empirischen Daten angewendet. Die wichtigste Anwendung von der
Heatmap-Visualisierung befindet sich wohl in der Visualisierung von den Microarray
Daten. Die folgenden zwei Punkte sind wichtig bei der Heatmap-Visualisierung:
114
4 Dichtescha¨tzung und Visualisierung
Abbildung 4.6: Daten in Beispiel 4.1.1 in Heatmap. Permutation der Zeilen der Da-
tenmatrix nach dem Single Linkage Dendrogramm (Grafik links) und
Complete Linkage Dendrogramm (Grafik rechts)
Abbildung 4.7: Vergleich des Resultats aus dem Complete Linkage Verfah-
ren mit den vorgegebenen 6 Komponenten in Beispiel 4.1.1 im
Fluctuationsdiagramm
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Abbildung 4.8: Italienwein Daten in Beispiel 3.3.2 in Heatmaps. Permutation der
Zeilen der Datenmatrix nach dem Single Linkage Dendrogramm (Gra-
fik links) und Complete Linkage Dendrogramm (Grafik rechts)
• Die Nu¨tzlichkeit einer Heatmap-Darstellung ha¨ngt stark von dem dahinter stehen-
den statistischen Modell ab. Es ist wichtig, ein fu¨r die Daten geeignetes statistisches
Modell zu wa¨hlen;
• Die Information aus dem statistischen Modell soll durch die Permutation der Zei-
len bzw. Spalten von D und durch die Einfa¨rbung der Gitterpunkte mo¨glichst
vollsta¨ndig widerspiegelt werden. Es ist wichtig, eine dafu¨r geeignete Permutati-
on und ein passendes Farbspektrum zu bestimmen.
Außer den obigen zwei Punkten ist eine interaktive Heatmap-Darstellung der Daten zu
empfehlen. Die Software SEURAT (Gribov (2009)) aus ROSUDA der Universita¨t Augs-
burg bietet z.B. eine volle interaktive Heatmap Visualisierung, wodurch man mo¨glichst
viel Information aus den Daten extrahieren kann.
Projection Pursuit
Projection Pursuit steht fu¨r eine Klasse statistischer Verfahren zur Entdeckung der un-
bekannten Struktur in multivariaten Daten. Der Name
”
Projection Pursuit“ wurde von
Friedman & Tukey (1974) vergeben. Die Grundidee von Projection Pursuit liegt darin,
dass man die interessanten Projektionen der multivariaten Daten durch Maximierung
einer Zielfunktion (u¨blicherweise als Projection Pursuit Index genannt) findet und un-
tersucht, weil die Struktur der multidimensionalen Daten in der Regel nicht direkt be-
schreibbar ist. Eine Projektion der Daten definiert man wie folgt: Sei X eine n×d Daten-
matrix, dann bekommt man eine d′-dimensionale Projektion Y von X durch Y = XA,
wobei A eine d×d′ orthonormale Projektionsmatrix ist. Eine interessante Projektion der
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Daten bezieht sich in erster Linie auf die Projektion mit einer Nicht-Normal-Struktur
der projizierten Daten, weil die meisten Projektionen der multidimensionalen Daten
eine Normal-Struktur zeigen. Um die interessanten Projektionen der Daten zu finden,
wurde in den letzten Jahren eine Menge von Projection Pursuit Indizes vorgeschlagen.
In GGobi werden die Indizes Holes, Central Mass, PCA, LDA, Gini-C und Entropy-
C verwendet. Fu¨r eine ausfu¨hrliche Beschreibung von Projection Pursuit bzw. GGobi
verweisen wir auf die Arbeit von Friedman & Tukey (1974), Huber (1985), Friedman
(1987), Jones et al. (1987), Hall (1989), Nason (1992, 1995), Cook et al. (1993, 1995,
1997, 2007, 2008) u.a. und unter http://ggobi.org/.
Im Folgenden wird dieses Verfahren anhand des Beispiels 4.1.1 kurz vorgestellt und
mittels statistischer Software GGobi (Swayne et al. (1999)) veranschaulicht. Hier ver-
sucht man, die Clusterstruktur der Daten in Beispiel 4.1.1 zu untersuchen, indem man
die interessanten uni- und bivariaten Projektionen der Daten anhand des Holes Indexes
untersucht. Ein Holes Index wird wie folgt definiert:
IHoles(A) =
1− 1
n
∑n
i=1 exp(−12y′iyi)
1− exp(−d′
2
)
(4.3)
wobei [y1, y2, ..., yn]
T = Y die n × d′ Matrix der Projektion der Daten ist. Im Vergleich
zu den anderen Zielfunktionen findet man durch Maximierung von IHoles(A) die Pro-
jektionen mit einem
”
Gap“ zwischen zwei Clustern der projizierten Daten (Cook et al.
(2008)). Abbildung 4.9 zeigt beispielhaft zwei interessante 1D Projektionen der Daten
in Beispiel 4.1.1 in Bezug auf den Holes Index. Ein paar Erkla¨rungen dazu:
• Daten aus verschiedenen Komponenten werden unterschiedlich eingefa¨rbt (vgl. Gra-
fik oben rechts). Abbildung 4.10 zeigt die eingefa¨rbten Daten in der Scatterplot
Matrix in GGobi;
• Zwei eindimensionale Projektionen der Daten mit ProjektionsmatrizenA1 = (−0, 628;
0, 238; 0, 273;−0, 609; 0, 322)T (Grafik mittel rechts) und A2 = (0, 085;−0, 664;
0, 143;−0, 721; 0, 105)T (Grafik unten rechts) werden gezeigt;
• IHoles(A1) = 0, 814 (vgl. Grafik mittel links) und IHoles(A2) = 0, 818 (vgl. Grafik
mittel rechts);
• In der Grafik mittel rechts befindet sich ein
”
Gap“ in der gescha¨tzten Dichtefunktion
der 1D projizierten Daten, mit dem die gelbe Gruppe in zwei Teile gesplittet worden
ist;
• In der Grafik unten rechts befindet sich ein
”
Gap“ in der gescha¨tzten Dichtefunktion
der 1D projizierten Daten, mit dem die gelbe Gruppe eigentlich von den anderen
Gruppen getrennt worden ist.
Ein paar Bemerkungen dazu:
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• Die Existenz von dem
”
Gap“ ha¨ngt von dem Gla¨ttungsparameter ab (vgl. Gra-
fik oben links in Abbildung 4.9). In der Regel ist es no¨tig zu u¨berpru¨fen, ob der
”
Gap“ signifikant ist;
• Die gelbe Gruppe hat einen großen Einfluss auf das Ergebnis (vgl. auch Abbil-
dung 4.10), weil die Gruppe von den anderen 5 Gruppen umringt ist;
• Fu¨r die Entdeckung der Clusterstruktur in den Daten in Beispiel 4.1.1 ist es no¨tig,
die zwei in der Grafik unten rechts in Abbildung 4.9 gezeigten getrennten Teilmengen
der Daten weiter zu untersuchen;
• Falls keine a priori Information u¨ber die Gruppierung der Daten vorhanden ist, ist
die Clusterstruktur in den Daten rein durch Untersuchung der interessanten 1D
Projektionen der Daten nicht aufzudecken. Dafu¨r besteht die Notwendigkeit, die
Information aus einem Clusteringverfahren mit in die Visualisierung einzubeziehen.
Abbildung 4.11 zeigt zwei interessante 2D Projektionen der Daten in Beispiel 4.1.1 in
Bezug auf den Holes Index. In Abbildung 4.11 sieht man einerseits, dass die ersten vier
Gruppen (von links nach rechts, vgl. Grafik oben rechts) eigentlich in beiden interessan-
ten 2D Projektionen gut getrennt worden und wegen der Existenz der Daten aus den
anderen zwei Gruppen (gelb und grau eingefa¨rbt) nicht erkennbar sind, andererseits dass
die Clusterstruktur der Daten in den beiden 2D Projektionen ohne a priori Information
nicht direkt aufzudecken ist. Ein sinnvoller Vorschlag fu¨r das unsupervised Clustering
mittels Projection Pursuit liegt in der wiederholten Bi-partitionierung der projizierten
Daten jeweils in der interessantesten Projektion der multidimensionalen Daten (vgl. auch
Miasnikov et al. (2004)).
Oben wurden ein paar Visualisierungsmethoden fu¨r die multivariaten Daten anhand von
Beispielen vorgestellt. In der Tat ist es u¨blich und notwendig, eine Visualisierungstech-
nik zusammen mit einem geeigneten statistischen Modell zu benutzen, so dass man die
Datenstruktur durch die Visualisierung der Daten bzw. der Information aus dem statis-
tischen Modell aufdecken kann. Im na¨chsten Abschnitt wird anhand der Beispiele 4.1.1,
3.3.1 und 3.3.2 gezeigt, dass man die unbekannte Datenstruktur durch grafische Dar-
stellung der Information aus Dichtescha¨tzung gut untersuchen kann. In Abschnitt 4.3
wird gezeigt, dass die Clusterstruktur in den Daten in Beispiel 4.1.1 durch geeignete Vi-
sualisierung der Information aus dem Dichtescha¨tzer basierten hierarchischen Clustering
aufzudecken ist.
4.2 Dichtescha¨tzung und Visualisierung
In diesem Abschnitt wird die Nutzung der Information aus Dichtescha¨tzung in der Da-
tenvisualisierung diskutiert. In den folgenden Situationen ist es hilfreich, die Information
aus Dichtescha¨tzung mit in der Datenvisualisierung einzubeziehen:
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Abbildung 4.9: Zwei interessante 1D Projektionen der Daten in Beispiel 4.1.1 in Bezug
auf den Holes Index in GGobi
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Abbildung 4.10: Eingefa¨rbte Daten in Beispiel 4.1.1 in der Scatterplot Matrix in
GGobi
• Die Daten sind grafisch nicht direkt darstellbar, z.B., multivariate Daten mit Di-
mension gro¨ßer 3;
• Das Muster der Daten ist in einer punkt-orientierten grafischen Darstellung schwie-
rig erkennbar, z.B., im Fall eines großen bivariaten Datensatzes;
• Man wollte die Verteilung der Daten besser zeigen, z.B., durch ein Histogramm in
der univariaten Datenanalyse.
Das 1D Histogramm ist wohl eine der popula¨rsten grafischen Methoden fu¨r die Darstel-
lung der Daten aus einer 1D stetigen Variable. Im 2-3D Fall sind die punkt-orientierten
grafischen Methoden nicht gut anwendbar, wenn der Umfang der Daten groß ist, weil
in diese Situation die Datenstruktur wegen der U¨berfu¨llung von Pixeln in der Grafik
kaum erkennbar ist. Aus diesem Grund kann man die Information aus einem geeig-
neten statistischen Modell auf Basis der zu untersuchenden Daten grafisch darstellen
anstatt der originalen Daten, z.B., einen geeigneten Dichtescha¨tzer in Contour Linien
oder im Imageplot. In diesem Abschnitt wird anhand der Beispiele 4.1.1, 3.3.1 und 3.3.2
diskutiert, wie man die Information aus Dichtescha¨tzung und darauf basiertem Cluste-
ringverfahren fu¨r die multivariate (Dimension der Daten gro¨ßer 3) Datenanalyse grafisch
darstellt. Das Ziel des Einbezugs der multivariaten Dichtescha¨tzung in die Visualisierung
liegt hauptsa¨chlich darin, die Cluster- bzw. Modal-Struktur der Daten zu untersuchen.
Dichtescha¨tzer mit dem Parallel Koordinaten Plot
Fu¨r den Einbezug der Information aus Dichtescha¨tzung in den Parallel Koordinaten Plot
wird hier Folgendes vorgeschlagen:
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Abbildung 4.11: Zwei interessante 2D Projektionen der Daten in Beispiel 4.1.1 in
Bezug auf den Holes Index in GGobi
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• Man wa¨hlt ein geeignetes Farbspektrum fu¨r das Zeichnen der Linien im Parallel
Koordinaten Plot aus;
• Die Linien mit fˆ(x) < λ werden in der Grafik unterdru¨ckt, d.h., weiß oder leicht
eingefa¨rbt, wobei fˆ(x) die gescha¨tzte Dichte ist;
• Die Linien mit fˆ(x) ≥ λ werden der Gro¨ße von fˆ(x) nach eingefa¨rbt.
Abbildung 4.12 zeigt die Daten in Beispiel 4.1.1 im Parallel Koordinaten Plot, wobei
• das beste Modell mit 6 Komponenten aus dem Model Based Clustering von Fraley
& Raftery (2002) als gescha¨tzte Dichte fˆ verwendet wird;
• das Farbspektrum (weiß - blau) benutzt wird, was bedeutet, dass die Linien mit
kleinen (großen) Werten von fˆ leicht (blau) eingefa¨rbt werden;
• ein gewisser Teil der Daten mit kleinen Werten von fˆ unterdru¨ckt (weiß eingefa¨rbt)
wird (10% in der Grafik oben links, 20% oben rechts, 30% unten links 40% unten
rechts);
• die Linien der Gro¨ße von fˆ nach eingefa¨rbt werden.
In Abbildung 4.12 ist die Datenstruktur klarer zu erkennen im Vergleich zu Abbil-
dung 4.3. In der Tat wird die wahre Dichte durch das gemischte Modell aus dem Model
Based Clustering gut widerspiegelt, wenn man Abbildung 4.12 mit Abbildung 4.13, in
der die Linien im Parallel Koordinaten Plot nach der Gro¨ße der wahren Dichte eingefa¨rbt
sind, vergleicht. Zu bemerken ist, dass der Einbezug der Information aus Dichtescha¨tzung
in den Parallel Koordinaten Plot nur die Mo¨glichkeit bietet, die Daten aus einem anderen
Sichtwinkel zu betrachten. Um die Datenstruktur weiter zu untersuchen, ist eine interak-
tive Darstellung der Daten im Parallel Koordinaten Plots no¨tig. Dafu¨r stehen die Soft-
wares Manet, Mondrian, iplots Paket in R aus ROSUDA der Universita¨t Augsburg
zur Verfu¨gung. Weitere Information befindet sich unter http://rosuda.org/software/.
Dichtescha¨tzung mit dem Einbettungsverfahren
Multivariate Daten ko¨nnen durch das Einbettungsverfahren auf Basis eines geeigneten
Dichtescha¨tzers visualisiert werden. Im Folgenden wird ein Einbettungsverfahren vor-
gestellt, in dem die
”
Querschnitte“ des Dichtescha¨tzers gezeigt werden. Dieses Einbet-
tungsverfahren ist fu¨r 3 bis 6 dimensionale Daten gut geeignet und bietet die Mo¨glichkeit
an, dass die Benutzer im multivariaten Raum
”
surfen“ ko¨nnen, um die interessanten Re-
gionen zu finden und na¨her zu untersuchen. Dabei geht man wie folgt vor:
• Man teilt die Variablen (nach Korrelationsverha¨ltnissen, durch die Faktoranalyse
oder per Zufall) in zwei Subgruppen V1 und V2 auf;
• Dementsprechend wird der ganze Datenraum in zwei Subra¨umen R1 und R2 aufge-
teilt;
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Abbildung 4.12: Daten in Beispiel 4.1.1 im Parallel Koordinaten Plot. Die Linien mit
kleinen (großen) Werten von fˆm werden leicht (blau) eingefa¨rbt. Da-
ten unterdru¨cken (weiß eingefa¨rbt): 10% in der Grafik oben links, 20%
oben rechts, 30% unten links und 40% unten rechts.
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Abbildung 4.13: Daten in Beispiel 4.1.1 im Parallel Koordinaten Plot. Die Linien mit
kleinen (großen) Werten von der wahren Dichte werden leicht (blau)
eingefa¨rbt. Daten unterdru¨cken (weiß eingefa¨rbt): 10% in der Grafik
oben links, 20% oben rechts, 30% unten links und 40% unten rechts.
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• Man bestimmt die Gitterpunkte G1 ⊂ R1;
• Man bettet R1 in R2 ein, d.h., jeder Punkt in R2 steht dann fu¨r eine 2- oder 3
dimensionale Hyperebene in Rd;
• Man wa¨hlt eine Route Ro (eine stetige Kurve) im R2 als einen Slider aus;
• Man berechnet die Dichtescha¨tzer fˆ((g, r)T ), wobei g ∈ G1, r ∈ ro mit ro ⊂ Ro;
• Wenn man sich entlang Ro ”bewegt“, erha¨lt man eigentlich eine Serie von ”Quer-
schnitten“ des Dichtescha¨tzers;
• Man findet die interessanten Regionen und untersucht sie na¨her.
Die Grundidee fu¨r das Einbettungsverfahren liegt darin, dass man die wahre Cluster-
struktur der Daten durch Betrachtung der Querschnitte von fˆ erkennen kann, weil mul-
tivariate Daten im Datenraum in der Regel spa¨rlich verteilt sind. Es ist auch zu erwar-
ten, dass diese Erkennung nicht stark von fˆ beeinflusst wird. Im Folgenden wird diese
Einbettungsmethode anhand des Beispiels 4.1.1 veranschaulicht. Als Beispiel wird das
Einbettungsverfahren wie folgt konstruiert:
• Man verwendet hier zwei Dichtescha¨tzer als Basis fu¨r das Einbettungsverfahren, die
sind fˆm((g, r)
T ), das beste Modell aus dem Model Based Clustering, und fˆk((g, r)
T ),
der Kerndichtescha¨tzer mit Normal-Reference Bandbreiten;
• Man teilt die fu¨nf Variablen der Daten per Zufall in zwei Subgruppen mit V1 =
(Y3, Y4) und V2 = (Y1, Y2, Y5);
• Man wa¨hlt 41 × 41 a¨quidistante Gitterpunkte in R1. Die linke Grafik in Abbil-
dung 4.14 zeigt G1;
• Als ro werden 16 a¨quidistante Punkte entlang der Diagonal von R2 ausgewa¨hlt. Die
rechte Grafik in Abbildung 4.14 zeigt ro bzw. Ro;
• Abbildung 4.15 zeigt die Querschnitte von fˆm((g, r)T ) im Imageplot;
• Abbildung 4.16 zeigt die Querschnitte von fˆk((g, r)T ) im Imageplot;
Zum Vergleichen stellt man die Querschnitte der wahren Dichte f((g, r)T ) im Imageplot
in Abbildung 4.17 dar. Man sieht in Abbildung 4.15-4.17 folgendes:
• Die Modalstruktur wird in Abbildung 4.15 richtig identifiziert;
• Die Modalstruktur wird in Abbildung 4.16 auch richtig (außer am Rand) identifi-
ziert, obwohl fˆk einen schlechten Scha¨tzer fu¨r f darstellt.
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Ro: Position der Einbettung
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Abbildung 4.14: 41 × 41 a¨quidistante Gitterpunkte in R1 (Grafik links) und 16 a¨quidi-
stante Punkte entlang der Diagonal von R2 als ro (Grafik rechts)
In diesem Fall kann man die interessanten Regionen dadurch na¨her untersuchen, indem
man fˆm bzw. fˆk an mehreren Punkten in diesen Regionen oder an anderen Punkten
aus Routen in der Na¨he von diesen Regionen berechnet. Beispielsweise kann man 16
a¨quidistante Gitterpunkte aus Ro in der Strecke von 0, 33 ≤ Y1 = Y2 = Y5 ≤ 2, 33
als r′o auswa¨hlen und die entsprechenden Querschnitte von fˆm, fˆk und f in Abbil-
dung 4.18, 4.19 und 4.20 darstellen. In Abbildung 4.15-4.20 sieht man, dass zwei Mo-
di (1, 5; 1, 5;−1, 5; 1, 5; 1, 5)T und (1, 5; 1, 5; 1, 5;−1, 5; 1, 5)T durch dieses Einbettungs-
verfahren auf Basis der beiden Dichtescha¨tzer richtig identifiziert worden sind. Abbil-
dung 4.21 zeigt das Bestimmtheitsmaß aus zwei einfachen linearen Modellen f((g, r)T ) ∼
fˆm((g, r)
T ) und f((g, r)T ) ∼ fˆk((g, r)T ) fu¨r g ∈ G1 jeweils an ro (Grafik links) r′o (Gra-
fik rechts). In Abbildung 4.21 ist zu erkennen, dass f an diesen Stellen durch fˆm gut
gescha¨tzt und im Zentralbereich auch durch fˆk widerspiegelt wird.
Oben wurde gezeigt, dass zwei Modi der Daten in Beispiel 4.1.1 durch das Einbet-
tungsverfahren richtig identifiziert worden sind. Um alle mo¨glichen Modi der Daten
zu entdecken, sind mehrere
”
Querschnitte“ eines Dichtescha¨tzers zu untersuchen. Die
Schwierigkeit dieses Einbettungsverfahrens liegt darin, dass man eine unendliche Zahl
mo¨glicher
”
Querschnitte“ hat. Dieses Problem kann dadurch gelo¨st werden, indem man
die 2 oder 3D Hyperebenen, auf denen die gescha¨tzten Dichten an allen Gitterpunk-
ten kleiner λ (ein vorgegebenes Dichteniveau) sind, ignoriert. Auf diese Art kann man
sich nur auf die Regionen konzentrieren, wo sich die High Density Cluster befinden.
Eine interaktive Darstellung ist beim Anwenden dieses Einbettungsverfahrens stark zu
empfehlen, damit man mit R1 in R2 ”
surfen“ kann, um die unbekannte Datenstruktur
vollsta¨ndig zu untersuchen.
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Abbildung 4.15: 16 Querschnitte von fˆm((g, r)
T ) im Imageplot
Abbildung 4.16: 16 Querschnitte von fˆk((g, r)
T ) im Imageplot
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Abbildung 4.17: 16 Querschnitte von f((g, r)T ) im Imageplot
Abbildung 4.18: Querschnitte von fˆm((g, r)
T ) an weiteren 16 Punkten aus Ro im
Imageplot
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Abbildung 4.19: Querschnitte von fˆk((g, r)
T ) an weiteren 16 Punkten aus Ro im
Imageplot
Abbildung 4.20: Querschnitte von f((g, r)T ) an weiteren 16 Punkten aus Ro im
Imageplot
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Abbildung 4.21: Bestimmtheitsmaß aus zwei einfachen linearen Modellen von
f((g, r)T ) ∼ fˆm((g, r)T ) und f((g, r)T ) ∼ fˆk((g, r)T ) an ro (Grafik
links) und r′o (Grafik rechts)
Dichtescha¨tzung mit Heatmap
Die Heatmap-Visualisierung dient dazu, das Muster der Daten durch Permutation der
Zeilen bzw. Spalten der Datenmatrix zu erkennen. Wie in Abschnitt 4.1 erwa¨hnt spielt
bei der Heatmap-Visualisierung das dahinter stehende statistische Modell eine entschei-
dende Rolle. Die Information aus Dichtescha¨tzung kann dadurch mit in die Heatmap-
Visualisierung einbezogen werden, indem man die Zeilen bzw. Spalten der Datenmatrix
dem Dichtescha¨tzer basierten hierarchischen Dendrogramm entsprechend permutiert.
Abbildung 4.22 zeigt die Daten aus Beispiel 3.3.2 in der Heatmap, wobei die Zeilen der
Datenmatrix nach dem Dichtescha¨tzer Basierten Dendrogramm aus 2C13 (vgl. Abs. 3.3)
permutiert worden sind. Man sieht in Abbildung 4.22, dass man eine gute Klassifizie-
rung der Daten sogar mit einer Subgruppe der Variablen erhalten kann, z.B., man kann
die Daten anhand der Variable OD280 oder Hue in zwei Gruppen (rot und nicht rot)
und dann die nicht-rote Gruppe anhand der Variable Proline weiter in zwei Gruppen
(blau und rot) aufteilen.
In Beispiel 3.3.2 wird die vorgegebene Weinklasse durch das Resultat aus 2C13 gut
widerspiegelt. Da in der explorativen Datenanalyse diese a priori Information in der
Regel nicht vorhanden ist, besteht der Hauptziel der Heatmap-Visualisierung in der Ex-
ploration der Gruppierungsmo¨glichkeit der Daten. In diesem Sinne ist zu empfehlen,
dass man die Zeilen bzw. Spalten der Datenmatrix nach unterschiedlichen statistischen
Modellen permutiert und die daraus resultierten Datenmatrizen in der Heatmap dar-
stellt, um mo¨glichst viel Information u¨ber die Clusterstruktur der Daten zu erhalten. Im
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Abbildung 4.22: Italienwein Daten in der Heatmap. Permutation der Zeilen der
Datenmatrix nach dem Dendrogramm aus 2C13 (vgl. Abs. 3.3)
na¨chsten Abschnitt werden zwei grafische Methoden vorgeschlagen, mit denen man die
Information aus einem Dichtescha¨tzer basierten hierarchischen Verfahren in die Daten-
visualisierung einbeziehen kann.
4.3 Dichtescha¨tzer basiertes hierarchisches Verfahren und
Datenvisualisierung
In diesem Abschnitt werden zwei grafische Methoden vorgeschlagen, um die Information
aus einem Dichtescha¨tzer Basierten Cluster Dendrogramm in die Datenvisualisierung
mit einzubeziehen. Die sind
1. Visualisierungsbaum: Ein Dichtescha¨tzer Basiertes Cluster Dendrogramm kann man
als einen Bina¨rbaum betrachten (vgl. Abs. 3.3). Man verwendet hier den Algorith-
mus von Reingold und Tilford (1981), um diesen Bina¨rbaum direkt zu zeichnen;
2. Methode aufgrund der Idee, die man fu¨r die Veranschaulichung von Eˆh(N) in Ab-
bildung 3.27 (vgl. Abs. 3.3) verwendet hat. In diesem Abschnitt wird diese Methode
als Methode2 genannt.
Im Folgenden werden die obigen zwei Methoden anhand von Beispielen vorgestellt.
Visualisierungsbaum
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Der Visualisierungsbaum ist ein nu¨tzliches Werkzeug in der multivariaten Datenanalyse.
Zwei wichtigste Anwendungen des Visualisierungsbaums sind
1. CART von Breiman et al. (1984) zu zeigen (z.B. KLIMT von Urbanek (2003));
2. Resultat des Clusterings darzustellen (z.B. Dendrogramm).
Im Folgenden wird anhand des Modells aus 1S29 (vgl. Tabelle 3.2 in Abs. 3.3) gezeigt, wie
man den Bina¨rbaum aus einem Dichtescha¨tzer basierten hierarchischen Verfahren gra-
fisch darstellt und dadurch zum Zweck der Datenanalyse weiter benutzt. Abbildung 4.23
l
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Abbildung 4.23: Grafische Darstellung des Bina¨rbaums aus 1S29 (vgl. Tabelle 3.2 Abs.
3.3) mit dem Algorithmus von Reingold und Tilford (1981)
zeigt den Bina¨rbaum aus 1S29 nach Reingold und Tilford (1981). Ein paar Erkla¨rungen
dazu:
• die y-Koordinate eines Knotens entspricht deren Tiefe;
• es gibt einen horizontalen Minimalabstand zwischen den Knoten auf der gleichen
Tiefe;
• ein Vaterknoten liegt zentriert u¨ber seinen beiden Kindern;
• der linke (rechte) Subknoten steht fu¨r die gro¨ßere (kleinere) Subgruppe der Daten;
• die Kanten des Bina¨rbaums kreuzen sich nicht;
• die Ziffer neben des Knotens steht fu¨r die Anzahl der Daten im Cluster.
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Den Visualisierungsbaum in Abbildung 4.23 kann man modifizieren, indem man Poly-
gone anstatt von Punkten fu¨r die Darstellung der Knoten des Bina¨rbaums verwendet.
Die Fla¨che des Polygons ist proportional zu der Gro¨ße der entsprechenden Subgruppe
der Daten. Abbildung 4.24 zeigt diesen modifizierten Visualisierungsbaum. Eine andere
Dichteschaetzer Basierter Cluster Dendrogramm 2
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Abbildung 4.24: Modifizierter Bina¨rbaum aus 1S29 (vgl. Tabelle 3.2 Abs. 3.3). Fla¨che
des Polygons proportional zu der Gro¨ße der entsprechenden Subgrup-
pe der Daten.
modifizierte Version des Visualisierungsbaums in Abbildung 4.23 stellt man in Abbil-
dung 4.25 dar, wobei die Dicke der Kante von dem Vaterknoten zu einem seinen Kindern
proportional zu der Gro¨ße der durch diesen Kinderknoten dargestellten Subgruppe der
Daten ist.
Genauso wie bei anderen multivariaten Visualisierungsmethoden ist in der Praxis ei-
ne interaktive Darstellung des Visualisierungsbaums sehr hilfreich fu¨r die Untersuchung
der Datenstruktur. Eine mo¨gliche interaktive Zusammenarbeit von dem Visualisierungs-
baum mit der Scatterplot Matrix und dem Parallel Koordinaten Plot durch Linking und
Highlighting sieht beispielsweise wie folgt aus: Man markiert einen Knoten im Visua-
lisierungsbaum und highlightet diese Untermenge der Daten in der Scatterplot Matrix
und im Parallel Koordinaten Plot, um weitere Information u¨ber diese Untermenge der
Daten zu erhalten. Zur Veranschaulichung dieses Vorgehens markiert man den rechten
Knoten im Visualisierungsbaum in Abbildung 4.26 und highlightet diese Untermenge
mit 54 Daten in der Scatterplot Matrix in Abbildung 4.27 und im Parallel Koordinaten
Plot in Abbildung 4.28. Durch das Highlighting sieht man in Abbildung 4.27 und 4.28,
dass die Daten aus diesem Cluster durch Variablen S3 und S4 ziemlich gut von anderen
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Abbildung 4.25: Modifizierter Bina¨rbaum (2) aus 1S29 (vgl. Tabelle 3.2 Abs. 3.3).
Fla¨che des Polygons proportional zu der Gro¨ße der entsprechenden
Subgruppe der Daten. Dicke der Kante von dem Vaterknoten zu
einem seinen Kindern proportional zu der Gro¨ße der durch diesen
Kinderknoten dargestellten Subgruppe der Daten.
Dichteschaetzer Basierter Cluster Dendrogramm 4
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Abbildung 4.26: Markierung des rechten Knotens im Visualisierungsbaum
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Abbildung 4.27: Highlightete Untermenge mit 54 Daten in der Scatterplot Matrix
Abbildung 4.28: Highlightete Untermenge mit 54 Daten im Parallel Koordinaten Plot
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Daten getrennt sind.
Der Visualisierungsbaum kann auch erweitert (reduziert) werden, indem man ein pas-
sendes kleineres (gro¨ßeres) Excess Maß fu¨r das Prunen des Dichtescha¨tzer Basierten
Dendrogramms auswa¨hlt. In diesem Sinne kann man die Datenstruktur durch Betrach-
tung von verschiedenen Versionen des Visualisierungsbaums vollsta¨ndig untersuchen,
insbesondere wenn man die Daten interaktiv im Visualisierungsbaum darstellt.
Methode2
Hier wird die Grundidee fu¨r die Veranschaulichung von Eˆh(N) in Abbildung 3.27 (vgl.
Abs. 3.3) auf den multivariaten Fall erweitert. Wie in Abschnitt 3.3 erwa¨hnt kann
die Modalstruktur der Daten beim Dichtescha¨tzer basierten Clustering dadurch be-
stimmt werden, indem man den entsprechenden Dichtescha¨tzer Basierten Baum B zer-
legt. Wir verwenden hier Bi, i = 1, ..., k fu¨r die den k High Density Regions aus
dem Dichtescha¨tzer basierten Clustering entsprechenden Subba¨ume von B, und Brr fu¨r
B\(B1 ∪B2∪, ...,∪Bk).
Im Folgenden wird Methode2 anhand des Beispiels 3.1.1 vorgestellt, wobei das Single
Linkage Verfahren auf Kerndichtescha¨tzer fˆ mit LSCV-Bandbreiten basiert. Man prunt
das entsprechende Dichtescha¨tzer Basierte Dendrogramm mit den 4 gro¨ßten intuitiven
Maßen (in diesem Fall ist es gleich wie mit den 4 gro¨ßten Runt Excess Maßen) und erha¨lt
jeweils 2, 3, 4 und 5 High Density Cluster. Abbildung 4.29-4.32 zeigt jeweils Brrk und
Bi, i = 1, ..., k fu¨r k = 2, ..., 5 im Scatterplot (Grafik links) und im Methode2 (Grafik
rechts). Man stellt Methode2 anhand der Abbildung 4.29 (k = 2) wie folgt vor (auch
vgl. Abs. 3.3):
• B1 und B2 werden in rot und gru¨n eingefa¨rbt;
• Brr2 wird in leicht grau eingefa¨rbt;
• Um die U¨berlappung bei der grafischen Darstellung zu vermeiden, ersetzt man die-
jenige Kanten beim Konstruieren des Dichtescha¨tzer basierten Dendrogramms, die
einen Punkt mit einer Datengruppe bzw. zwei Datengruppen verbinden, durch die
Kanten mit minimaler euklidischen La¨nge zwischen dem Punkt und der Daten-
gruppe bzw. zwischen den zwei Datengruppen (vgl. Tabelle 3.4), und vera¨ndert B
entsprechend;
• Die X-Achse im Methode2 besteht aus den Kanten von dem vera¨nderten B, d.h.,
der vera¨nderte B wird Kante fu¨r Kante in die X-Achse im Methode2 gelegt;
• Die Y-Achse im Methode2 steht fu¨r die Funktionswerte von fˆ ;
• B1 hat 112 Daten und 111 Kanten. In diesem Fall werden die 111 Querschnitte
auf Basis der 111 Kanten auf die 2 dimensionale Ebene in der mittleren Grafik
im Methode2 gelegt. Die Fla¨che jedes Querschnitts kann durch die Summe der
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Fla¨chen von einer Reihe der Trapeze approximiert werden. Es gilt analog fu¨r B2
und Brr2 .
Abbildung 4.29: 2 High Density Regions in Beispiel 3.1.1
Man sieht in Abbildung 4.29-4.32, dass die Form eines High Density Clusters auf diese
Art und Weise grafisch dargestellt werden kann. Dadurch hat man die Mo¨glichkeit, die
Clusterstruktur der Daten anhand der Grafik zu untersuchen. Beim Prunen des Dich-
tescha¨tzer basierten Single Linkage Dendrogramms mit dem intuitiven Maß in (3.27) aus
dem Ellenbogen-Kriterium erha¨lt man ein 3-Cluster Modell, was mit dem Resultat durch
Nutzung des Runt Excess Maßes u¨bereinstimmt (vgl. Abs. 3.2). Abbildung 4.33 zeigt
die 10 gro¨ßten intuitiven Maße aus dem Dichtescha¨tzer basierten Single Linkage Den-
drogramm. Die Grafiken in Abbildung 4.29-4.32 deuten klar auf eine 3-Cluster-Struktur
aber auch auf eine 4-Cluster-Struktur der Daten in Beispiel 3.1.1 hin.
Im Folgenden zeigt man die Anwendung vonMethode2 in Beispiel 4.1.1. Abbildung 4.34
zeigt die 20 gro¨ßten Runt Excess Maße (Grafik links) und die 20 gro¨ßten intuitiven Maße
(Grafik rechts) beim Dichtescha¨tzer (Kerndichtescha¨tzer mit h = (0, 5; 0, 5; 0, 5; 0, 5; 0, 5)T )
basierten Single Linkage Verfahren. Mit dem Runt Excess Maß = 7, 6 oder Intuitive
Maß = 0, 02 aus dem Quasi-Ellenbogen-Kriterium erha¨lt man durch Pruning des Dich-
tescha¨tzer basierten Single Linkage Dendrogramms 4 High Density Cluster. In Abbil-
dung 4.35-4.37 zeigt man Brrk und Bi, i = 1, ..., k fu¨r k = 2, ..., 7 im Methode2. Man
sieht in Abbildung 4.35-4.37, dass diese Clusterstruktur mit 4 High Density Cluster pro-
blematisch ist, weil es noch eine Menge der restlichen Punkte gibt, die aber nicht alle in
der Low-Density-Region liegen.
Eigentlich soll die Clusterstruktur der simulierten Daten in Beispiel 4.1.1 einfach zu
entdecken sein, wenn man die dahinter liegende gemischte Normalverteilung betrachtet.
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Abbildung 4.30: 3 High Density Regions in Beispiel 3.1.1
Abbildung 4.31: 4 High Density Regions in Beispiel 3.1.1
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Abbildung 4.32: 5 High Density Regions in Beispiel 3.1.1
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Abbildung 4.33: 10 gro¨ßte intuitive Maße aus dem Dichtescha¨tzer basierten Single
Linkage Dendrogramm in Beispiel 3.1.1
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Abbildung 4.34: 20 gro¨ßte Runt Excess Maße (Grafik links) und 20 gro¨ßte intuitiven
Maße (Grafik rechts) beim Dichtescha¨tzer (Kerndichtescha¨tzer mit
h = (0, 5; 0, 5; 0, 5; 0, 5; 0, 5)T ) basierten Single Linkage Verfahren in
Beispiel 4.1.1
Abbildung 4.35: 2 High Density Cluster im Methode2 (Grafik links) und 3 High
Density Cluster im Methode2 (Grafik rechts) in Beispiel 4.1.1
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Abbildung 4.36: 4 High Density Cluster im Methode2 (Grafik links) und 5 High
Density Cluster im Methode2 (Grafik rechts) in Beispiel 4.1.1
Abbildung 4.37: 6 High Density Cluster im Methode2 (Grafik links) und 7 High
Density Cluster im Methode2 (Grafik rechts) in Beispiel 4.1.1
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Der Grund fu¨r das obige Scheitern liegt darin, dass ein gewisses Teil des Wahrscheinlich-
keitsmaßes der gesuchten Cluster unter dem
”
max/max/max“ Dichteniveau liegt (vgl.
Abs. 3.3), wenn man das Single Linkage Verfahren auf Basis des Kerndichtescha¨tzers mit
h = (0, 5; 0, 5; 0, 5; 0, 5; 0, 5)T verwendet. In diesem Fall ist die wahre Clusterstruktur gut
zu identifizieren, wenn man das Complete Linkage Verfahren auf Basis des Kerndich-
tescha¨tzers mit h = (0, 5; 0, 5; 0, 5; 0, 5; 0, 5)T benutzt. Abbildung 4.38 zeigt die 20 gro¨ßten
Runt Excess Maße (Grafik links) und die 20 gro¨ßten intuitiven Maße (Grafik rechts)
beim Dichtescha¨tzer basierten Complete Linkage Verfahren. Mit dem Runt Excess Maß
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Abbildung 4.38: 20 gro¨ßte Runt Excess Maße (Grafik links) und 20 gro¨ßte intuitiven
Maße (Grafik rechts) beim Dichtescha¨tzer (Kerndichtescha¨tzer mit
h = (0, 5; 0, 5; 0, 5; 0, 5; 0, 5)T ) basierten Complete Linkage Verfahren
in Beispiel 4.1.1
= 46, 15 oder Intuitive Maß = 0, 07 aus dem Quasi-Ellenbogen-Kriterium erha¨lt man
durch Pruning des Dichtescha¨tzer basierten Complete Linkage Dendrogramms 6 High
Density Cluster. Man zeigt die 6 High Density Cluster im Methode2 in Abbildung 4.39.
In Abbildung 4.39 sieht man, dass 487 Punkte in den 6 High Density Clustern aufgeteilt
worden sind, was der wahren Datenstruktur entspricht.
In der Tat spielt die Visualisierung der High Density Cluster beim Dichtescha¨tzer basier-
ten hierarchischen Verfahren eine wichtige Rolle, weil es in der explorativen Datenanalyse
kaum ein optimales Pruning des entsprechenden Dendrogramms geben kann, es sei denn,
dass die Daten eine ganz klare Clusterstruktur besitzen. In diesem Sinne gibt es eine
gewisse Gemeinsamkeit zwischen der Festlegung eines geeigneten Maßes fu¨r das Pru-
ning des Dichtescha¨tzer basierten Dendrogramms und der Bestimmung eines optimalen
Gla¨ttungsparameters bei Kerndichtescha¨tzung. Die Zusammenarbeit von dem intuitiven
Maß und Methode2 hilft beim Anwenden des Dichtescha¨tzer basierten Clusterings in
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Abbildung 4.39: 6 High Density Cluster aus Prunen des Dichtescha¨tzer basierten Com-
plete Linkage Dendrogramms im Methode2 in Beispiel 4.1.1
der explorativen Datenanalyse, um alle mo¨glichen signifikanten High Density Cluster zu
identifizieren und keine Information u¨ber die Clusterstruktur der Daten zu verlieren.
Zum Zweck der Datenexploration ist stark zu empfehlen, die Daten mit verschiedenen
grafischen Methoden zu visualisieren, weil jede Methode eigene Vor- und Nachteile hat
und in der Regel nur gewisse Facetten der Daten darstellen kann. Z.B., ein Visualisie-
rungsbaum zeigt die Clusterstruktur der Daten aber nicht die Form der High Density
Cluster und die entsprechenden Dichteniveaus, die aber im Methode2 gut darstellbar
sind. In Zukunft ist neue interaktive Visualisierungs-Software fu¨r die Unterstu¨tzung der
Anwendung der Dichtescha¨tzung in der explorativen Datenanalyse zu entwickeln auf-
grund der folgenden Tatsachen:
• Es besteht eine starke Abha¨ngigkeit von Gla¨ttungsparametern, Fest-Kerndichtescha¨tzern
und darauf basierten statistischen Modellen;
• Durch verschiedene Prunings eines Dichtescha¨tzer basierten Dendrogramms erha¨lt
man unterschiedliche Versionen der Daten;
• Es wurde in diesem Kapitel gezeigt, dass eine interaktive Darstellung der Informati-
on aus Kerndichtescha¨tzung bzw. den darauf basierten statistischen Verfahren beim
Untersuchen der Datenstruktur hilft;
• Interaktive Softwares fu¨r die explorative Datenanalyse wurden bereits gut entwickelt
(vgl. Softwares am ROSUDA der Universita¨t Augsburg unter http://rosuda.org/software/).
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R ist eine objekt-orientierte und interpretierte Sprache und Programmierumgebung fu¨r
Statistical Computing, die urspru¨nglich (1994) von Ross Ihaka und Robert Gentleman
an der University of Auckland, Neuseeland entwickelt worden ist. R ist eine Open Source
Software basiert auf den Definitionen von S, die von John Chambers und seinen Kollegen
in den Bell Laboratories, New Jersey seit den 70er Jahren fu¨r Probleme der Datenanalyse
entwickelt wurde. In 1998 vergab die ACM (Association for Computing Machinery) ihren
”
Software System Award“ fu¨r S (vgl. Vorwort in Ligges (2004)):
. . . the S system, which has forever altered the way people analyze, visualize,
and manipulate data . . . S is an elegant, widely accepted, and enduring software
system, with conceptual integrity, thanks to the insight, taste, and effort of John
Chambers.
Fu¨r eine ausfu¨hrliche Vorstellung von R verweisen wir auf die Arbeit von Venables &
Ripley (2002), Ligges (2004), Chambers (2008). Na¨here Information u¨ber R befindet
sich auch unter http://r-project.org/.
R kann u¨ber Pakete erweitert werden, die zusa¨tzliche Funktionalita¨t bereitstellen. In
den letzten Jahren wurde eine Vielzahl von R Paketen in verschiedensten Bereichen der
Datenanalyse entwickelt. Da R-Funktionen in diese Arbeit fu¨r die Unterstu¨tzung der
Argumente intensiv eingesetzt wurden, werden in diesem Kapitel die R-Funktionen fu¨r
Kerndichtescha¨tzung anhand von Beispielen erla¨utert. Das vorliegende Kapitel gliedert
sich in 2 Teile. Im ersten Teil werden die mit Kerndichtescha¨tzung relevanten R-Pakete
bzw. Funktionen anhand der Hidalgo und geyser Daten vorgestellt. Im zweiten Teil
werden zwei aus der Nutzung der R Funktionen in dieser Arbeit entstehenden Probleme
besprochen und ein paar Bemerkungen zu den im ersten Teil vorgestellten R Funktionen
gegeben.
5.1 Kerndichtescha¨tzung in R
Fu¨r die univariate Kerndichtescha¨tzung steht eine Vielzahl vonR Funktionen zur Verfu¨gung.
Im Unterschied dazu bietet R wenige Pakete fu¨r Kerndichtescha¨tzung im multivariaten
Fall. In diesem Abschnitt werden die mit Kerndichtescha¨tzung relevanten R Pakete bzw.
Funktionen anhand der Hidalgo und geyser Daten vorgestellt.
In Tabelle 5.1 werden die R-Funktionen fu¨r die Bestimmung des Gla¨ttungsparameters
bei univariater Kerndichtescha¨tzung mit Gaussian Kernfunktion aufgelistet. Die entspre-
chenden Bandbreiten fu¨r die Hidalgo Daten werden in der letzten Spalte der Tabelle
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gezeigt. In Tabelle 5.1 stellt man diejenige Terme in Schra¨gschrift dar, die noch zu kla¨ren
sind.
Nr. Funktionsname Paket Methode Bandbreite
1 bandwidth.nrd1 MASS Rule of Thumb 0,0184
2 bcv2 MASS BCV 0,0146
3 bw.nrd0 stats Rule of Thumb 0,0039
4 bw.nrd stats Normal-Reference 0,0046
5 bw.ucv3 stats LSCV 0,0005
6 bw.bcv stats BCV 0,0037
7 bw.SJ stats Plug-In (Sheather & Jones (1991)) 0,0012
8 dpih KernSmooth Direct Plug-In fu¨r Histogramm (Wand (1995)) 0,0029
9 dpik KernSmooth Direct Plug-In (Sheather & Jones (1991)) 0,0020
10 hcv4 sm LSCV
11 hnorm sm Normal-Reference 0,0046
12 hsj sm Direct Plug-In (Sheather & Jones (1991)) 0,0000
13 npudensbw5 np LCV (Default), LSCV, Normal-Reference 0,0000
14 plugin.density plugdensity Plug-In (Engel et al. (1994)) 0,0012
15 ucv6 MASS LSCV 0,0021
16 width.SJ7 MASS Plug-In (Sheather & Jones (1991)) 0,0048
Tabelle 5.1: Univariate Bandbreitenselektoren in R
Erkla¨rungen zu Tabelle 5.1:
1. bandwidth.nrd(MASS) liefert einen Gla¨ttungsparameter von 4hnr, wobei hnr fu¨r die
Normal-Reference Bandbreite steht;
2. bcv(MASS) liefert einen Gla¨ttungsparameter von 4hbcv, wobei hbcv fu¨r die BCV-
optimale Bandbreite steht;
3. Wegen der Bindungen in den Hidalgo Daten gibt es eine triviale optimale LSCV-
Bandbreite, na¨mlich hlscv = 0 (vgl. Abs. 2.3). bw.ucv(stats) liefert in diesem Fall
einen Gla¨ttungsparameter am linken Rand des gesuchten Bereichs;
4. Man bekommt eine Fehlermeldung wegen der Bindungen in den Hidalgo Daten;
5. Bei npudensbw(np) stehen drei Bandbreitenselektoren (LCV (Default), LSCV und
Normal-Reference) zur Verfu¨gung. Der LCV-Bandbreitenselektor wird hier benutzt
und liefert eine ziemlich kleine Bandbreite wegen der Bindungen in den Hidalgo
Daten;
6. ucv(MASS) liefert einen Gla¨ttungsparameter von 4hlscv, wobei hlscv fu¨r die LSCV-
optimale Bandbreite steht;
7. width.SJ(Mass) liefert einen Gla¨ttungsparameter von 4hsj, wobei hsj fu¨r die Plug-
In-optimale Bandbreite steht.
Tabelle 5.2 zeigt die multivariaten Bandbreitenselektoren in R. Man sieht in Tabel-
le 5.2, dass die meisten Funktionen aus Paket ks kommen. Das R Paket ks bietet auch
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Funktionen, mit denen man nach Duong (2004) eine optimale volle Bandbreitenmatrix
berechnen kann. Im Unterschied dazu liefern die anderen R Funktionen eine diagonale
Bandbreitenmatrix fu¨r die multivariate Kerndichtescha¨tzung. Ein paar Erkla¨rungen zu
Nr. Funktionsname Paket Dimension der Daten Methode
10 hcv1 sm 1-2 LSCV
17 Hbcv ks 2-6 BCV fu¨r volle Bandbreitenmatrix (Duong (2004))
18 Hbcv.diag ks 2-6 BCV
11 hnorm sm 1-3 Normal-Reference
19 Hlscv ks 2-6 LSCV fu¨r volle Bandbreitenmatrix (Duong (2004))
20 Hlscv.diag ks 2-6 LSCV
21 Hpi ks 2-6 Plug-In (Duong (2004))
22 Hpi.diag ks 2-6 Plug-In (Duong (2004))
23 Hscv ks 2-6 SCV
24 Hscv.diag ks 2-6 SCV fu¨r volle Bandbreitenmatrix (Duong (2004))
13 npudensbw2 np 1 - LCV, LSCV, Normal-Reference
Tabelle 5.2: Multivariate Bandbreitenselektoren in R
Tabelle 5.2:
1. hcv(sm) liefert nicht immer einen LSCV-optimalen Gla¨ttungsparameter. Ein Bei-
spiel befindet sich in Abschnitt 5.2;
2. Im multivariaten Fall (Dimension der Daten gro¨ßer 6) funktioniert npudensbw(np)
mit LCV und LSCV Bandbreitenselektoren in der Regel nicht gut.
Die Zuordnung der Bandbreitenselektoren in R nach R Paketen bzw. nach der dahinter
stehenden Methodik wird in Abbildung 5.1 veranschaulicht, wobei die Abku¨rzung (unten
im Rechteck) NR bzw. RT fu¨r
”
Normal-Reference“ bzw.
”
Rule of Thumb“ steht. Die
Nummer im Kreis steht fu¨r die entsprechende R Funktion (vgl. Tabelle 5.1 und 5.2).
Tabelle 5.3 zeigt die R Funktionen fu¨r die Berechnung des Kerndichtescha¨tzers.
Funktionsname Paket Bandbreite (Default) Dim. Methode
akj quantreg Normal-Reference 1 Adaptive Kerndichtescha¨tzung
bkde KernSmooth Oversmoothed Bandbreite 1 Binned Kerndichtescha¨tzer
bkde2D KernSmooth Muss vorgegeben werden 2 Binned Kerndichtescha¨tzer
density stats Normal-Reference 1 Binned Kerndichtescha¨tzer
kde1 ks Muss vorgegeben werden 1-6 Binned und Nicht-Binned Kerndichtescha¨tzer
plugin.density plugdensity Bandbreite (Engel et al. (1994)) 1 Nicht-Binned Kerndichtescha¨tzer
npudens2,3 np aus npudensbw(np) 1- Methode von Li & Racine (2003)
sm.density sm Normal-Reference 1-3 Nicht-Binned Kerndichtescha¨tzer
Tabelle 5.3: Kerndichtescha¨tzer in R
Erkla¨rungen zu Tabelle 5.3:
1. Mit kde(ks) kann man Kerndichtescha¨tzer fu¨r 1-6 dimensionale Daten berechnen.
Die Funktion liefert auch Binned Kerndichtescha¨tzer fu¨r 1-4 dimensionale Daten.
Beim Nutzen der Funktion kde(ks) muss der Gla¨ttungsparameter vorgegeben wer-
den;
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Bandbreitenselektoren in R
SCV LCV NR LSCV BCV PI RT
Mul. Uni.
BWS in R
24 23 20 19 18 17 11 4 13 10 5 15 2 6 21 22 14 7 8 9 12 16 1 3
Farbe − Paket
rot − ks
grün − sm
blau − stats
lila − MASS
orange − np
dunkle grün − plugdensity
dunkle rot − KernSmooth
Abbildung 5.1: Veranschaulichung der Zuordnung der Bandbreitenselektoren in R
2. Mit npudens(np) kann man Kerndichtescha¨tzer fu¨r Daten berechnen, die diskrete
Variable enthalten. Die entsprechenden statistischen Modelle befinden sich in Li &
Racine (2003, 2007);
3. Mit npudens(np) kann man Kerndichtescha¨tzer fu¨r Daten mit beliebiger Dimension
berechnen. Zu bemerken ist, dass man beim Nutzen dieser Funktion fu¨r multiva-
riate Kerndichtescha¨tzung den Gla¨ttungsparameter angeben sollte, weil ansonsten
npudens(np) die Bandbreite aus npudensbw(np) mit der LCV (Default) Methode
nehmen wu¨rde und dies im multivariaten Fall (Dimension der Daten gro¨ßer 6) in
der Regel nicht gut funktioniert.
Zum Schluss dieses Abschnitts ist das R Paket feature zu erwa¨hnen, das auf der Arbeit
von Duong et al. (2007) beruht, deren Grundidee bereits in Abschnitt 3.2 dieser Arbeit
kurz vorgestellt wurde. Hier zeigt man die R Funktion featureSignif(feature) anhand
der geyser Daten. Abbildung 5.2 zeigt die geyser Daten im Feature Plot. Die fu¨r die
Darstellung eines Feature Plots wichtigen Parameter in featureSignif(feature) sind (vgl.
Abbildung 5.2):
• bw: Bandbreite fu¨r den Kerndichtescha¨tzer. Wenn bw nicht vorgegeben ist, dann
wird eine Reihe von mo¨glichen Gla¨ttungsparametern fu¨r die Kerndichtescha¨tzung
verwendet, in welchem Fall man eine interaktive Grafik bekommt, wobei die Auswahl
des Gla¨ttungsparameters durch den Slider unten in der Grafik kontrolliert wird. In
unserem Beispiel ist bw nicht vorgegeben;
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• addData: Wenn TRUE, dann werden die Datenpunkte zum Feature Plot hinzu-
gefu¨gt. In unserem Beispiel wird der default Wert von addData (FALSE) genom-
men;
• addSignifGradRegion: Wenn TRUE, dann werden die Regionen mit signifikanter
fˆ ′ (vgl. Abs. 3.2) gezeigt. Der default Wert ist FALSE. In unserem Beispiel wird
TRUE genommen;
• addSignifCurvRegion: Wenn TRUE, dann werden die Regionen mit signifikanter
fˆ ′′ (vgl. Abs. 3.2) gezeigt. Der default Wert ist FALSE. In unserem Beispiel wird
TRUE genommen;
• gradCol: Farbe fu¨r die Darstellung der Regionen mit signifikanter fˆ ′. Der default
Wert ist grenn4, welcher in unserem Beispiel verwendet wird;
• curvCol: Farbe fu¨r die Darstellung der Regionen mit signifikanter fˆ ′′. Der default
Wert ist blue, welcher in unserem Beispiel verwendet wird.
Abbildung 5.2: geyser Daten im Feature Plot
5.2 Probleme der R Funktionen bei Kerndichtescha¨tzung
Bei Nutzung der obigen R Funktionen fu¨r die Unterstu¨tzung der Argumente in dieser
Arbeit sind ein paar Probleme entstanden. Im Folgenden werden zwei dieser Probleme
anhand von Beispielen diskutiert.
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Randproblem bei Kerndichtescha¨tzung
Ein triviales Problem der Kerndichtescha¨tzung in R liegt in der Behandlung des Rand-
problems. Das Randproblem bei Kerndichtescha¨tzung kann wie folgt beschrieben werden:
• Der Definitionsbereich von manchen Variablen ist beschra¨nkt;
• Die wahre Dichte ist nicht kontinuierlich am Rand, na¨mlich, der Funktionswert ist
positiv im Definitionsbereich und gleich Null außerhalb des Definitionsbereichs;
• Mit einer gewo¨hnlichen symmetrischen Kernfunktion wird der Kerndichtescha¨tzer
stetig u¨ber den Rand hinaus gesetzt, wenn man die unbekannte Dichte an einem
Punkt im Randbereich scha¨tzt. Dies fu¨hrt zum Bias im Randbereich.
Das Randproblem wird bei multivariater Kerndichtescha¨tzung noch auffa¨lliger, weil der
Randbereich mit der Erho¨hung der Datendimension gro¨ßer wird. In den letzten Jahren
wurde eine Vielzahl von statistischen Verfahren vorgeschlagen, um dem Randproblem
bei Kerndichtescha¨tzung zu begegnen. Typische Methoden sind
• Spiegelungsverfahren (Schuster (1985));
• Nutzung einer Randkernfunktion im Randbereich (Mu¨ller (1991), Jones (1993),
Dong & Simonoff (1994), Jones & Foster (1996), Mu¨ller & Stadtmu¨ller (1999),
usw.);
• Nutzung einer nichtsymmetrischen Kernfunktion (Chen (2000), Scaillet (2003), Bou-
ezmarni & Rombouts (2007).
Als Beispiel zeigt Abbildung 5.3 zwei Kerndichtescha¨tzer mit der Biweight Kernfunk-
tion und h = 0, 5 fu¨r die Daten in Beispiel 1.2.1, wobei die linke (rechte) Grafik den
Kerndichtescha¨tzer ohne (mit) Behandlung des Randproblems zeigt (vgl. Abs. 1.2). Man
sieht in Abbildung 5.3, dass der Kerndichtescha¨tzer in der linken Grafik am linken Rand
problematisch ist, weil das Tempo der Bewegung auf keinen Fall kleiner Null ist und
deswegen die wahre Dichtefunktion am linken Rand eigentlich nicht kontinuierlich sein
soll.
Problem der Bandbreitenselektoren
Das Hauptproblem bei Bandbreitenselektoren in R liegt darin, dass die R Bandbreiten-
selektoren nicht immer das gesuchte lokale Minimum der Zielfunktion liefern, was in der
praktischen Datenanalyse zum Irrtum fu¨hren kann. Anhand der folgenden zwei kleinen
Beispiele wird dieses Problem veranschaulicht.
Beispiel 5.1.1
Man fu¨gt Sto¨rungsterme ρi ∼ U(−0, 00005; 0, 00005), i = 1, ..., 485 zu den Hidalgo
Daten hinzu und bestimmt hˆlscv mit R Funktionen bw.ucv(stats), hcv(sm) und npu-
densbw(np) wie folgt:
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Abbildung 5.3: Kerndichtescha¨tzer fu¨r die Daten in Beispiel 1.2.1 ohne (Grafik links)
und mit (Grafik rechts) Randproblem-Behandlung
st.bwucv<-bw.ucv(thickn,lower=1e-10,nb=1000)
st.hcv<-hcv(thickn,hstart=1e-20,ngrid=101)
st.npu<-npudensbw(thickn,bwmethod="cv.ls")$bw
Als Ru¨ckgabe bekommt man st.hcv = 2, 2904e−05, stnpu = 2, 3160e−05 und st.bwucv =
1, 0496e− 10 mit der folgenden Warnung:
Warning message:
In bw.ucv(thickn[[i]], lower = 1e-10) :
Minimum trat am Rand der Bereichs auf
In der Tat liegt hˆlscv ca. an 2.3e − 05, wie der Funktionsverlauf von LSCV (h) im Be-
reich von h = [1, 0e − 05; 4, 5e − 05] in Abbildung 5.4 zeigt. In diesem Sinne liefert
bw.ucv(stats) kein sinnvolles Resultat. Der Grund liegt darin, dass die binned Methode
dabei verwendet wird und damit die Modifikation der Daten (mit ρi) den Funktions-
verlauf von LSCV nicht vera¨ndert, wenn man den default Wert von nb (nb = 1000)
nimmt. Falls man aber z.B. nb = 1e + 5 verwendet, dann liefert bw.ucv(stats) eine
Bandbreite hˆlscv = 2, 3185e − 05, was dem gesuchten lokalen Minimum von LSCV (h)
entspricht. Damit dass bw.ucv(stats) in solche Situation ein sinnvolles Resultat liefert,
soll nb so gewa¨hlt werden, dass die Gro¨ßenordnung von range(x)/nb gleich oder kleiner
der Gro¨ßenordnung von ρi ist, wobei range(x) fu¨r die Reichweite der Daten steht.
Beispiel 5.1.2
In diesem Beispiel berechnet man hˆlscv fu¨r die geyser Daten mit R Funktionen Hl-
scv(ks), hcv(sm) und npudensbw(np). Ohne Modifizierung der Daten hat LSCV (h) ein
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Abbildung 5.4: Funktionsverlauf von LSCV (h) im Bereich von h = [1, 0e − 05; 4, 5e −
05] in Beispiel 5.1.1
globales Minimum an h = (0, 0)T (vgl. Abs. 2.3). Die Resultate in diesem Beispiel sind
(0, 8297; 0, 0686)T aus hcv(sm), (8, 9435e − 17; 9, 5681e − 17)T aus npudensbw(np) und
die folgende Fehlermeldung aus Hlscv(ks):
Fehler in solve.default(cov, ...) :
System ist fu¨r den Rechner singula¨r:
reziproke Konditionszahl = 4.32152e-18
Die Fehlermeldung entsteht, weil die Bandbreitenmatrix H in der 124-ten Iteration nicht
invertierbar ist. Es stellt sich nun die Frage, welche der zwei anderen R Funktionen
die gesuchte hˆlscv liefert. Zuerst stellt man in Abbildung 5.5 die Funktionswerte von
LSCV (h) im Bereich von [0, 8297 ∗ 0, 9; 0, 8297 ∗ 1, 1] × [0, 0686 ∗ 0, 9; 0, 0686 ∗ 1, 1] im
Imageplot (Grafik links) und Contour Plot (Grafik rechts) dar, wobei die Position von
hˆlscv aus hcv(sm) mit gru¨nem Kreuz markiert wird. Man sieht in Abbildung 5.5, dass
das Resultat aus hcv(sm) (0, 8297; 0, 0686)T kein lokales Minimum von LSCV (h) ist.
Analog wird das Resultat aus npudensbw(np) in Abbildung 5.6 u¨berpru¨ft. Man sieht
in Abbildung 5.6, dass das Resultat aus npudensbw(np) (8, 9435e − 17; 9, 5681e − 17)T
eben kein lokales Minimum von LSCV (h) ist.
In Beispiel 5.1.1 und 5.1.2 sieht man, dass man beim Bestimmen von hˆlscv vorsich-
tig mit R Funktionen bw.ucv(stats), hcv(sm) und npudensbw(np) umgehen soll. Es
ist in den obigen Situationen no¨tig, deren Resultate grafisch zu u¨berpru¨fen und evtl.
mit Resultaten aus anderen Funktionen zu vergleichen, damit man einen sinnvollen
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Gla¨ttungsparameter erhalten kann. Es ist hilfreich, die Bindungen der Daten vor der
Kerndichtescha¨tzung zu untersuchen (vgl. Abs. 2.3). Beim Bestimmen von hˆbcv gibt es
auch Problem bei Auswahl eines geeigneten lokalen Minimums, falls BCV (h) mehrere
lokale Minima im gesuchten Bereich besitzt. Eine Diskussion u¨ber dieses Problem befin-
det sich in Abschnitt 2.3.
Zum Schluss dieses Abschnitts noch ein paar Bemerkungen zur Kerndichtescha¨tzung in
R:
• Die R Funktionen fu¨r die Kerndichtescha¨tzung basieren auf S3 Methoden, wobei
die Struktur eines Objekts nur implizit angegeben werden kann, wa¨hrend sie bei
S4 Methoden genau spezifiziert werden muss. Eine genaue Beschreibung von S4
Methoden befindet sich in der Arbeit von Chambers (1998), Venables & Ripley
(2003) und Chambers (2008);
• Die zuru¨ckgelieferten Objekte aus R Bandbreitenselektoren sind meist vom Typ
numeric, wa¨hrend die Objekte aus plugin.density(plugdensity) und npudensbw(np)
vom Typ list sind, was impliziert, dass der Typ des Resultats aus einem Bandbrei-
tenselektor zu beachten ist, wenn dieses Resultat als Argument fu¨r eine andere R
Funktion verwendet werden soll;
• Alle R Funktionen fu¨r das Berechnen des Kerndichtescha¨tzers liefern Objekte vom
gleichen Typ list zuru¨ck aber mit verschiedenen La¨ngen und Klassen, was impliziert,
dass diese Resultate nicht kompatibel verwendbar sind;
• Es ist manchmal nicht einfach, die Ursache fu¨r einen Fehler beim Durchfu¨hren einer
R Funktion herauszufinden, z.B., den Fehler bei Hlscv(ks) in Beispiel 5.1.2. Die
zwei Hauptgru¨nde dafu¨r sind:
– eine R Funktion wird in vielen Fa¨llen in mehreren Computersprachen (R, C,
Fortran) geschrieben;
– die Zwischenergebnisse werden in der Regel nicht gezeigt.
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Die Dichtescha¨tzung geho¨rt zu einem der wichtigsten Werkzeuge in der explorativen Da-
tenanalyse, dessen Ziel darin besteht, die unbekannte Dichte der Daten anhand der vor-
handenen empirischen Beobachtungen mittels statistischer Verfahren abzuscha¨tzen und
die in den Daten versteckte nu¨tzliche Information im Betracht der gescha¨tzten Dichte zu
extrahieren. Heutzutage spielt nichtparametrische Dichtescha¨tzung in der explorativen
Datenanalyse mit der Entwicklung der Computertechnik eine immer wichtigere Rolle,
weil parametrische Dichtescha¨tzung stark von der Modellannahme abha¨ngt und in der
Praxis oft wegen des Mangels der a priori Information nicht einwandfrei einsetzbar ist.
Die vorliegende Arbeit konzentriert sich auf eine in der Praxis oft eingesetzte Familie der
nichtparametrischen Dichtescha¨tzung, na¨mlich die Kerndichtescha¨tzung. Ziel dieser Ar-
beit ist es, zu untersuchen, wie die unbekannte Struktur der Daten durch den Einsatz der
nichtparametrischen Dichtescha¨tzung aufzudecken ist. In dieser Arbeit wird angenom-
men, dass die Daten einer gewissen Wahrscheinlichkeitsverteilung mit Dichtefunktion f
unterliegen und zu den Doma¨nen der Modi in f geho¨ren.
Die Auswahl des Gla¨ttungsparameters hat einen großen Einfluss auf Kerndichtescha¨tzung.
In Kapitel 2 dieser Arbeit wurden vier Bandbreitenselektoren (LCV, LSCV, BCV und
Direct-Plug-In) im uni- und multivariaten Fall anhand simulierter Daten verglichen, um
das Versta¨ndnis der Rolle des Gla¨ttungsparameters bei Kerndichtescha¨tzung zu vermit-
teln. Es hat sich ergeben, dass kein Bandbreitenselektor einen sowohl theoretisch als auch
praktisch zur Kerndichtescha¨tzung gut passenden Gla¨ttungsparameter liefern kann. Zum
Zweck der Datenexploration ist zu empfehlen, dass man die unbekannte wahre Dichte-
funktion durch Kerndichtescha¨tzung mit einer Reihe von Gla¨ttungsparametern scha¨tzt
und die Eigenschaften der wahren Dichtefunktion anhand dieser Kerndichtescha¨tzer un-
tersucht, weil
”
different useful information can be available at different levels of smoo-
thing.“
In manchen Fa¨llen kann die wahre Dichte durch einen Kerndichtescha¨tzer mit festem
Gla¨ttungsparameter nicht gut widerspiegelt werden, insbesondere wenn die Daten einen
langen Schwanz oder eine Multimodal-Struktur haben. In der multivariaten Datenana-
lyse ist diese Situation noch schlimmer, weil sie stark unter
”
Curse of Dimensionali-
ty“ leidet. Es wurde in der Literatur (S. 202 von Scott (1992), S. 90 von Wand & Jones
(1995)) erwa¨hnt, dass ein Kerndichtescha¨tzer mit festem Gla¨ttungsparameter fu¨r die
Dichtescha¨tzung in den Fa¨llen nicht geeignet ist, wenn die Dimension der Daten gro¨ßer
5 ist. In Kapitel 3 dieser Arbeit wurden die folgenden zwei Anwendungsmo¨glichkeiten
der Fest-Kerndichtescha¨tzung in der multivariaten Datenanalyse diskutiert:
1. Man verwendet einen Fest-Kerndichtescha¨tzer als Pilot-Dichtescha¨tzer fu¨r das Kon-
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struieren eines gemischten Modells, das besonders fu¨r die Daten mit einer Multimodal-
Struktur gut geeignet ist;
2. Das auf einem Fest-Kerndichtescha¨tzer basierte Clusteringverfahren liefert ein gutes
Resultat bei der Untersuchung der unbekannten Modal- bzw. Cluster-Struktur in
den hochdimensionalen Daten.
In Abschnitt 3.1 wurde ein Fest-Kerndichtescha¨tzer als ein
”
Overparametrized“ Modell
betrachtet und weiter als Pilot-Dichtescha¨tzer fu¨r die Konstruktion eines gemischten
Modells Modell 4 verwendet. Modell 4 wird dadurch konstruiert, dass man zuerst die
Daten zu den Modi des Pilot-Dichtescha¨tzers zuordnet und dann einen modifizierten
SEM-Algorithmus darauf durchfu¨hrt. Modell 4 stellt einen Kompromiss dar, das in der
Situation verwendet werden kann, wenn keine sichere Modellannahme vorhanden ist und
ein Fest-Kerndichtescha¨tzer scheitert.
In der explorativen Datenanalyse versucht man mit systematischer Anwendung von Me-
thoden auf den Datenbestand, um die unbekannte Datenstruktur anhand der empiri-
schen Daten aufzudecken. Im multivariaten Fall bezieht sich die Datenstruktur in erster
Linie auf die Modi der Daten. Eine der wichtigsten Anwendungen der Dichtescha¨tzung
in der explorativen Datenanalyse liegt in der Identifizierung der Modalstruktur (Mode
Hunting), was dann auf eine natu¨rliche Weise zum Clustering der Daten fu¨hrt. In Ab-
schnitt 3.3 und 4.3 wurde anhand der simulierten und praktischen Datensa¨tze gezeigt,
dass die unbekannte Struktur der Daten durch die Zusammenarbeit des Prunings eines
Dichtescha¨tzer basierten Single oder Complete Linkage Dendrogramms und einer Visua-
lisierungsmethode Methode2 aufgedeckt werden kann.
Die Rolle der Datenvisualisierung in der explorativen Datenanalyse ist mit der weite-
ren Entwicklung der Computertechnik immer wichtiger geworden. In Kapitel 4 wurden
verschiedene Visualisierungsmethoden in der multivariaten Datenanalyse anhand von
Beispielen vorgestellt. Beim Anwenden der nichtparametrischen Dichtescha¨tzung in der
Datenexploration besteht die Notwendigkeit, die Information aus Kerndichtescha¨tzung
bzw. den darauf basierten statistischen Modellen zu visualisieren. Es wurde diskutiert,
wie man die Information aus Kerndichtescha¨tzung bzw. den darauf basierten statisti-
schen Modellen mit in der Datenvisualisierung effektiv einbeziehen kann. Zwei Vorschla¨ge
fu¨r die Visualisierung der Information aus dem Dichtescha¨tzer basierten hierarchischen
Verfahren wurden in Abschnitt 4.3 gegeben, die sind, Visualisierungsbaum und Metho-
de2. Es hat sich ergeben, dass diese zwei Visualisierungsmethoden beim Untersuchen
der Clusterstruktur der Daten hilfreich sind.
In dieser Arbeit wurde die Anwendung der multivariaten Dichtescha¨tzung in der explo-
rativen Datenanalyse anhand simulierter und praktischer Datensa¨tze diskutiert. Zusam-
menfassend sind dabei folgende Punkte zu beachten:
1. Bei Kerndichtescha¨tzung sollen verschiedene Gla¨ttungsparameter genommen wer-
den, weil
”
different useful information can be available at different levels of smoo-
155
6 Zusammenfassung und Ausblick
thing;“
2. Unter der Annahme, dass die Daten einer Wahrscheinlichkeitsverteilung mit Dich-
tefunktion f unterliegen und zu den Doma¨nen der Modi in f geho¨ren, kann ein
gemischtes Modell auf Basis eines Fest-Kerndichtescha¨tzers (Pilot-Dichtescha¨tzer)
konstruiert werden, indem man die Komponenten des Pilot-Dichtescha¨tzers durch
Nutzung einer Variante des EM-Algorithmuses fusioniert. Dieses gemischte Modell
ha¨ngt aber stark von dem Pilot-Dichtescha¨tzer ab;
3. Die Datenstruktur im multivariaten Fall ist kompliziert und die Form bzw. das
Wahrscheinlichkeitsmaß eines High Density Clusters ist schwierig zu beschreiben.
Es wurde in Abschnitt 3.3 und 4.3 gezeigt, dass man die Clusterstruktur der mul-
tivariaten Daten durch Untersuchung der Baumstruktur des entsprechenden Dich-
tescha¨tzer basierten Single bzw. Complete Linkage Dendrogramms aufdecken kann.
Diese Baumstruktur ha¨ngt aber auch von dem darunter liegenden Dichtescha¨tzer
ab;
4. Aufgrund von (1), (2) und (3) ist zu empfehlen, die Information aus Kerndich-
tescha¨tzung mit verschiedenen Gla¨ttungsparametern und darauf basierten statisti-
schen Modellen zu visualisieren, damit man die Datenstruktur vollsta¨ndig untersu-
chen kann.
In Zukunft sind die folgenden Punkte in Bezug auf diese Arbeit noch zu erforschen:
• Die Form bzw. das Wahrscheinlichkeitsmaß eines High Density Clusters ist noch
genauer zu beschreiben (vgl. auch (3.18), (3.19) und (3.27));
• Neue Kriterien sind zu entwickeln, anhand denen die Gla¨ttungsparameter bei Kern-
dichtescha¨tzung fu¨r das darauf basierte gemischte Modell bzw. Clustering auf eine
automatische Weise bestimmt werden ko¨nnen;
• Neue statistische Verfahren sind zu entwickeln, um die Komponenten eines multi-
variaten Kerndichtescha¨tzers zu fusionieren (vgl. Abs. 3.1 und Scott & Szewczyk
(2001));
• In Abschnitt 3.3 und 4.3 dieser Arbeit wurde gezeigt, dass die Clusterstruktur in
multivariaten Daten durch Untersuchung des Dichtescha¨tzer basierten Baums auf-
gedeckt werden kann. Der Zusammenhang von Clustering und Graph ist noch weiter
zu erforschen.
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