Abstract-For self-localization, a detailed and reliable map of the environment can be used to relate sensor data to static features with known locations. This paper presents a method for construction of detailed radar maps that describe the expected intensity of detections. Specifically, the measurements are modelled by an inhomogeneous Poisson process with a spatial intensity function given by the sum of a constant clutter level and an unnormalized Gaussian mixture. A substantial difficulty with radar mapping is the presence of data association uncertainties, i.e., the unknown associations between measurements and landmarks. In this paper, the association variables are introduced as hidden variables in a variational Bayesian expectation maximization (VBEM) framework, resulting in a computationally efficient mapping algorithm that enables a joint estimation of the number of landmarks and their parameters.
I. INTRODUCTION

M
ANY automotive systems require a good understanding of the environment and the nearby traffic situation. To gain information about the surroundings, the vehicle is equipped with a set of onboard sensors, such as cameras, radars and internal sensors [1] . In recent years, a lot of research focus has shifted towards self-driving vehicles and that has given rise to new problems, which resemble those traditionally studied in robotics. For example, self-driving vehicles require detailed information about the world in order to localize itself and to plan its path. Consequently, there is a need for other types of environment descriptions than provided by traditional road maps.
In robotics, maps are often constructed as a robot navigates in an unknown environment using a set of onboard sensors. This problem is referred to as simultaneous localization and mapping (SLAM) and has received considerable attention in the literature [2] , [3] . Examples of SLAM algorithms are EKF-SLAM, Fast-SLAM [4] , LMB-SLAM [5] and Graph-SLAM [6] , [7] , where the latter has emerged as the algorithm of choice in many contexts. To enable self-driving vehicles in open traffic, the requirements on the localization performance are very strict. One way to obtain the needed accuracy is to construct maps for localization using data collected by sensors mounted on vehicles equipped with reference position systems [8] , [9] . Having access to accurate reference data, the position uncertainties become negligible and thus, in contrast to a SLAM problem, the focus can be strictly on map construction. Radar has become a central sensor in many automotive applications, due to its ability to measure the distance, angle and relative speed to surrounding objects, and for its robustness to different weather conditions. The construction of radar maps has been studied in [10] and [11] where the probability hypothesis density (PHD) filter is utilized in order to estimate a map of the static environment. Common for many existing mapping and SLAM algorithms is that they rely on a point target assumption for the landmarks. However, when observing the nearby environment with a radar, many landmarks might give rise to multiple detections each scan and are thus better modelled as extended objects [12] - [16] . From these papers, it is clear that the unknown associations between objects and detections, i.e., the data association uncertainties, is a major challenge.
In this paper, the aim is to estimate a map of the world as seen by a radar, i.e., a map not solely consisting of point landmarks. The focus is on offline estimation and, in contrast to SLAM, we condition on the vehicle trajectory. The proposed radar mapping algorithm makes use of the Variational Bayesian Expectation Maximization (VBEM) algorithm [17] to jointly solve the mapping and the data association problems. Using VBEM we iteratively compute an approximate distribution over the map given the distribution over the data associations, and vice versa. This is fundamentally different compared to common SLAM algorithms that rely on a front-end processing step to estimate the data associations. Also, in contrast to LMB-SLAM [5] and the PHD filter solutions in [10] , [11] , the proposed algorithm does not rely on recursive approximations, but instead makes use of measurements from all times in order to determine the data association hypotheses and estimate the map parameters.
Each landmark in the map is modelled as an extended object that, similar as in [13] , [14] , is represented by a weighted Gaussian density. This model makes the mapping problem closely related to that of Gaussian mixture modelling which is a well-studied problem in the literature. For Gaussian mixtures it is common to employ iterative batch algorithms, such as Expectation Maximization (EM) [18] to deal with the data association uncertainties. The same concept is used in the probabilistic multiple hypotheses tracking (PMHT) algorithm [19] , [20] which relies on EM to perform object tracking. A clear drawback with EM in these applications is that the number of parameters, i.e., the number of Gaussian components in a mixture or the number of tracked objects, is assumed to be known. In VBEM on the other hand, the number of mixture components can be set large and, through optimization, the components that are not needed in order to model the observed mixture will get insignificant weights [21] . Thus, VBEM automatically handles the model selection problem.
Inspired by the Gaussian mixture literature, we derive radar mapping solutions using both VBEM and EM, where the latter is mainly used as a reference in the evaluation. Despite the similarities, there are important differences between Gaussian mixture modelling and the studied radar mapping problem. For example, we consider data collected by a sensor with a limited field of view, we get multiple detections at each discrete time instant and there are clutter measurements in the data set. Results on both a simulated example and on real data show that the proposed VBEM mapping algorithm enables joint estimation of the number of landmarks, their parameters and the clutter intensity.
The paper is organized as follows. In Section II, the considered problem is described and the models used for the data and for the map are presented. Section III provides a deeper discussion of the chosen models and the difficulties associated with the mapping problem. It also motivates the choice of methods. The derived solutions using EM and VBEM are presented in Sections IV and V, respectively, together with short theoretical backgrounds of the methods. In Section VI, the algorithms are evaluated. Finally, in Section VII, the presented work is summarized together with conclusions.
II. PROBLEM FORMULATION
The objective in this paper is to find a method for estimating a map based on detections provided by radars mounted on a moving vehicle. To limit the problem to map estimation, the sensor pose is assumed known, e.g., given by an accurate reference system. The purpose of the map is not to describe the physical environment, or what kind of objects that are present, but the world as seen by the radar. In other words, we aim to describe a probabilistic radar sensor model as a function of the sensor pose. The remainder of this section describes the studied problem in more detail.
The measurements are modelled by an inhomogeneous Poisson process, which is characterized using a map in a north-east coordinate frame. Consequently, the number of detections at each time instant is given by a Poisson distribution and the location of measurements is described by an intensity function over the observed space. The spatial distribution of a measurement is assumed to be the sum of a constant clutter level and a Gaussian mixture, where each component in the mixture is referred to as a landmark. Based on these assumptions, each landmark in the map is modelled by a weight, , that corresponds to the expected number of detections generated by landmark , a mean position and a covariance matrix, , that define the distribution of the detections from the landmark. The clutter is described by the intensity parameter , resulting in expected number of clutter detections at each scan with a sensor whose observation volume is . Assuming that there are landmarks in the map, and using the above notation, the sought parameter vector is (1) It is worth to emphasize that the number of landmarks , and thus the number of parameters, is unknown and needs to be estimated based on data. A detailed mathematical description of the measurement model (the likelihood function) is given in Section III-A, but in the remainder of this section we elaborate on the underlying model assumptions and introduce some key notation.
What the radar observes depends on its position and heading angle, i.e., its pose, since the radar observations describe the relative distance between the sensor and a landmark. The sensor pose at time is denoted by (2) where is the position of the sensor in the north-east coordinate frame, and is the heading angle. To limit the problem to map building, the position and heading angle of the sensor are assumed to be known at each time instant. The (known) trajectory from time 1 to is denoted by . The sensor has a field of view described by a known function which is defined such that the expected number of detections is for a landmark within the field of view, and zero otherwise. Consequently, we describe the field of view as a function of the vehicle position, , and the position of a landmark, , according to (3) where . Similar to, e.g., [14] , the field of view function is thus assumed to be constant over each Gaussian.
Each measurement from the environment is given as a range, , and an angle, , relative to the radar sensor. A measurement may either originate from a landmark or from clutter and our final objective is to estimate the parameter vector in (1) from many such observations. Suppose that the :th measurement at time is generated by landmark , the observed range and angle are modelled as (4) where captures the extension of the landmark and is the measurement noise. Since the sensor pose is known, the measurements can be transformed into the north-east coordinate frame, according to (5) The complete set of data, collected during time steps and transformed into global coordinates, is denoted by , where . It is assumed that detections from moving objects can be filtered out due to their velocity such that the considered data set only contains detections from the static environment and clutter. Given the data, , the aim in this paper is to estimate the parameters in (1) . As discussed in the introduction, the main difficulty concerning this problem is the unknown data associations.
A. Notation
In the paper we use the following notation:
• For brevity, in some equations we drop the dependence of and in the notation for the measurement noise and use .
• is the normal (or Gaussian) probability density function of a random vector with mean and covariance .
• is the Inverse Wishart density function of a random matrix , i.e., a positive definite matrix with dimension . The parameters are a scaling matrix and the degrees of freedom .
• is the Gamma probability density function of a scalar variable . The parameters and are called shape and rate parameters, respectively.
• denotes the digamma function, defined as the derivative of the logarithm of the Gamma function .
III. MODEL PROPERTIES AND SOLUTION STRATEGIES
In this section we discuss difficulties associated with the considered problem, and how these have been handled in related work, mainly on the topic of Gaussian mixture models (GMM). More specifically, the focus is on data association uncertainties and how to deal with the unknown number of landmarks. We also present a detailed description of the used models and a derivation of key expressions needed for the solutions presented in the following sections.
When estimating some parameters based on a set of data, , a common strategy is to consider some optimality criterion. One aim can be to find the parameters that maximize the likelihood of the data (6) Or, using prior knowledge regarding , the aim can be to find the maximum a posteriori (MAP) or the minimum mean squared error (MMSE) estimate of the parameters (7) (8) where the posterior density, . The main difficulty associated with the problem described in Section II, is that there are uncertainties in the data associations. That is, the source of measurements is unknown. The association uncertainty makes direct computation of the likelihood in (6) and thus the posterior density in (7) and (8) very hard. By introducing a variable , that defines the data associations, the likelihood can be expressed as (9) where both and can be computed based on the used models. However, even when marginalizing over , the likelihood is intractable since the number of association hypotheses grows fast as the number of measurements and potential sources increases.
There are different methods that can be used for handling the unknown data associations in a Gaussian mixture context. One approach is to employ a sampling-based method, such as Gibbs sampling [22] , to generate samples from the joint density . Since sampling from the joint density often is hard, a Gibbs sampler constructs samples from the density by multiple draws from conditional distributions. More specifically, suppose that we want to draw samples from the joint density , where . Then, the :th sample is denoted , where each is drawn from the conditional distribution . For problems involving a lot of data, i.e., many association variables, the method becomes impractical.
An efficient method that circumvents the difficulties associated with (9) is the EM algorithm. EM is an iterative method that in each iteration finds a point estimate of the parameters and uses that to compute the expectation of the associations. The algorithm utilizes the logarithm of the complete data likelihood, i.e., , which has a simple form for many common models. In VBEM, which is a generalized version of EM, both the associations and the parameters are treated as random variables. In order to obtain a tractable solution, the joint density is approximated by a factorization and the aim is to find densities and that make the approximation as good as possible [17] , [22] - [24] . Thus, in VBEM, the inference problem is transformed into an optimization problem. A major advantage with this formulation, compared to EM, is that the number of components in the Gaussian mixture does not need to be estimated before initialization. Instead, the number of components can be set much larger than the true number and the prior on the mixture weight are chosen such that most of its probability mass is close to zero. Then, through the optimization, the components that are not needed in order to model the observed mixture will get negligible weights.
In this paper we derive solutions to the mapping problem in Section II using VBEM and EM. The motivation for using VBEM is the ability of the method to simultaneously estimate the number of components in a mixture and their parameters. In addition, the resulting algorithm is computationally efficient and straightforward to implement. The EM mapping algorithm is derived in order to get a reference method and for the possibility to incorporate parts of it into the VBEM solution. The remainder of this section considers model properties and approximations that enable the mapping solutions using EM and VBEM.
A. Factorization of the Complete Data Likelihood
Both EM and VBEM make use of the logarithm of the complete data likelihood, , in order to estimate the parameters of interest. Since the logarithm of a product equals a sum of logarithms, the expression is simplified whenever the likelihood is a product of distributions, each with the property that its logarithm is a simple function. In this section, we show how the likelihood for the model in Section II can be factorized.
To facilitate the derivations, the data associations are described by a matrix whose elements are 1 if measurement at time step originates from component , and 0 otherwise. The association denotes the event that measurement is clutter. It is worth remembering that the Poisson model assumption allows several measurements to originate from the same landmark but, ignoring possibly unresolved landmarks, a measurement can be generated by at most one landmark. Given data from independent scans, the likelihood can be factorized according to (10) Introducing as the number of associations at time step , i.e., the number of measurements, each factor in (10) can be written as (11) Since the data is generated from a Poisson process, the probability of receiving measurements is (12) where is the expected number of measurements at time instant . Using , we have
To express , we first recall that the available data set, , consists of a large number of measurement where the noise contributions depend on the distances and angles between the sensor and the observed features. An approximation of the noise in the global coordinate fame is obtained by the first order Taylor expansion of the nonlinear model in (5), with respect to and . That is (14) where (15) This description provides a Gaussian approximation of the measurement noise in the global coordinate frame,
where . Based on (16), we get (17) By combining the expressions in (12), (13) and (17), we obtain (18) where the factor was eliminated by noting that is 1 exactly times. This factorized expression will be used as a starting point in the derivations of the EM mapping algorithm in Section IV and the VBEM counterpart in Section V.
B. Prior for the Parameters
To compute the posterior distribution of the parameters, we need a prior density . It is assumed that the parameters are independent before we observe any data, implying that (19) where the individual priors are specified according to
The reason for using a uniform prior over the map is that no information regarding the landmark positions is available a priori we receive the observations. The Inverse-Wishart prior for is chosen since it is conjugate to a Gaussian likelihood. Similarly, the choice of a Gamma prior for and is motivated by the fact that it is a conjugate prior to the Poisson distribution that is used to model the number of detections.
C. Approximations
In each iteration of the proposed algorithms, the field of view function,
, and the measurement noise covariance, , are assumed to be constants based on the latest estimate of the landmark means. More specifically, at iteration , it is assumed that and that . The argument for this simplification is that both the field of view function and the noise covariance are much less informative regarding the parameters of the observed landmarks than the measurements. In addition, as the algorithm starts to converge, the estimated landmarks move very little in each iteration, implying that .
IV. EM FOR ESTIMATION OF A POISSON PROCESS
Often in the EM algorithm, the aim is to find the parameter vector that maximizes the likelihood . However, since we have defined a prior for the parameter vector, in this paper EM is employed to find a MAP estimate of . Consequently, the objective in this section is to perform the optimization (20) As discussed in Section III-A, a direct computation of the likelihood,
, is difficult when the data associations are unknown. Instead, the maximization in EM is performed by iteratively finding a better parameter vector according to (21) where denotes the parameters from iteration , and is referred to as the auxiliary function that is maximized in the ML setting of EM. Given the sensor positions is defined as (22) In (22), is called the hidden variable (or missing data) which is a variable that, if it was known, would make the problem simple.
As stated in Section III, defines the associations between the data and the potential sources of the measurements.
Each iteration of the EM algorithm consists of two steps, called the expectation (E) step and the maximization (M) step. To find a MAP estimate of , these steps are performed according to (22) and (21):
E: Determine the expectation of the log-likelihood with respect to . M: Maximize with respect to . For the model presented in Section II, and further discussed in Section III-A, the auxiliary function is found as the expectation with respect to of the logarithm of (10). That is, (23) Given the prior in (19), (24) In (23) and (24), if not sooner, the benefit of the factorization in Section III-A becomes clear since the expression to work with becomes a sum where the association variables enter linearly. We now present the computations involved in the E and M steps using (23) and (24) .
A. E Step
In the E step of the algorithm, the expectation of the loglikelihood, with respect to the hidden variables, is computed. Due to the form of the expression for the log-likelihood, where enters linearly, it is enough to compute the expected value of each association. More specifically, it is enough to compute (25) For this probability can be expressed as (26) where and are given by the parameter vector from the last iteration, . Similarly, for , i.e., when the measurement is clutter,
The normalization of the these probabilities follows from the assumption that each measurement either originates from a landmark, or is due to clutter. Thus, the association probabilities sum to one according to .
B. M Step
In the M step, the aim is to find the parameter vector that maximizes the auxiliary function. For and , the sought values are obtained using the straightforward approach of setting the first order derivative to zero, i.e., (28) and solve for . This way, the new parameter values for and are given by:
where is a shorthand notation for the expectation . At this point, it is worth recalling the approximations in Section III-C. These approximations greatly simplify the derivative with respect to since they imply that the derivative of and of are zero. For the covariances, , the derivative of is of such form that directly solving for is not possible. Instead we propose that the maximization is performed by a gradient-based optimization approach. To enable a computation of the gradient with respect to , the covariance matrix is parameterized using the Cholesky factorization (32) where is a lower triangular matrix. Since is a 2 2 matrix, contains 3 parameters that are to be found in the optimization. Gathering the terms in (23) and (24) that depend on , and denoting the expression by , the optimization problem can be formulated as (33)
The gradient of , needed in the optimization, is
The derivation of (34) is outlined in Appendix A and the resulting EM mapping algorithm is described using pseudocode in Algorithm 1. 
C. Negligible Measurement Noise
Depending on the environment and the used sensors, the measurement noise might be very small compared to the extensions of the landmarks. In these cases, the measurement noise is negligible and the landmark covariance is assumed to alone describe the spread of the detections. Then, the expression for simplifies to (35) It also makes it possible to find an analytical expression for using the Inverse-Wishart prior for the covariance matrix:
The resulting mapping algorithm is obtained by replacing the computations of and in Algorithm 1 with the expressions in (35) and (36).
V. VBEM FOR ESTIMATION OF A POISSON PROCESS
Similarly to the EM approach, when applying VBEM to the mapping problem, the unknown data associations need to be considered while estimating the parameters of the map. We employ the mean field approximation [17] and thus assume that the joint posterior density of the parameters, , and the associations, , can be factorized according to
We then wish to find distributions and to make the approximation as good as possible in the "exclusive" Kullback-Leibler sense [25] , [26] . More specifically, the aim is to minimize
The optimization is performed iteratively by minimizing (38) with respect to while keeping fixed, and then repeating the procedure in order to find a new based on the current . One can show that the best fit for the distribution of the associations is [17] (39) Similarly, the distribution over the parameters can be found as (40) The joint density in (39) and (40) can be expresses as (41) where is factorized according to Section III-A. Each iteration of the VBEM algorithm thus consists of the computations of (39) and (40).
A. Approximations
A key property of the VBEM framework is that it provides tractable solutions for models that belong to the conjugate-exponential family [23] , [27] . These models satisfy two conditions; the complete data likelihood belongs to the exponential family while the prior for the parameters is conjugate to the likelihood. In this paper, this holds for and . However, the expressions for the means and the covariances are more complicated due to the presence of the measurement noise.
Considering a Normal-Inverse-Wishart prior for the landmark mean and covariance (42) The measurement model is Gaussian, but with a varying covariance , depending on from which position the landmark is observed. Using the measurement model (16), the single-measurement likelihood is (43) Hence, if , the resulting posterior density, , is no longer a Normal-Inverse-Wishart distribution. Instead the functional form of the distribution changes between iterations implying that the model does not belong to the conjugate-exponential family. To overcome this issue, there are approximations that can be used.
In this paper, we employ two strategies for dealing with the non-conjugate-exponential model. First, we constrain the variational distribution of to implying that the uncertainties in the covariance estimate is ignored and the computation of is performed according to EM [28] . Second, for we adopt the Laplace approximation as suggested in [29] . That is, defining , the second order Taylor expansion of is (44) where denotes the gradient of , evaluated at . Similarly, is the Hessian of . By setting equal to the MAP estimate of . Thus,
and the variational distribution of is (46) where the mean and covariance are given by
Using this approximation, the resulting variational distribution of the mean turns out to be a Gaussian density even if no Gaussian assumption is made.
B. Resulting Algorithm
Each iteration in the VBEM algorithm consists of the computation of and according to (39) and (40), respectively. In order to compute , we introduce as the probability that measurement was generated by landmark , or is clutter if . Then, the distribution of can be written as (49) Since each measurement either originates from one of the landmarks or is a clutter detection, the probabilities must satisfy (50)
To be able to compute according to (39), a distribution over the parameters is required. Using the approximations in Section V-A, where where and are chosen such that has most its mass close to zero, indicating that the weights are likely to be very small. The mean and covariance of the distribution are:
It is worth noting that the expression in (61) is identical to that in (30), i.e., the mean in the EM mapping solution. The derived EM algorithm will be useful also for since the variational distribution of the covariance matrix is constrained to . Hence, the MAP estimate can be found using the same gradient-based approach as in (32)-(34).
For clarity, a summary of the resulting mapping algorithm is presented in Algorithm 2. The complexity of the algorithm is bilinear in the number of landmarks, , and the total number of measurements, , i.e., . However, an advantage with the method is that a large mapping problem can be divided into several local, and thus smaller, mapping problems, something that will reduce the complexity. Perform a gradient-based optimization for , using the objective function in (33) and the gradient in (34).
17:
Compute , for 18: end while
C. Negligible Measurement Noise
As discussed in Section IV-C, there are situations when the measurement noise can be considered negligible. There might also be scenarios where the Laplace and Dirac approximations introduce errors that are considered worse than the achieved benefits. By ignoring the measurement noise, the model belongs to the conjugate-exponential family and, as shown in Appendix C, the joint variational distribution of and is Normal-Inverse-Wishart. That is, The probability that a measurement is clutter is still given as , but it is worth noticing that the normalization changes due to the change in .
VI. EVALUATION
In this section, the proposed VBEM mapping algorithm is evaluated on two scenarios. First, we consider a simulated scenario where the sensor observes the environment while traveling two laps on a track. Second, we apply the mapping algorithm on a set of real radar data. As a reference, the performance is compared to that of an iterative extended object PHD mapping algorithm [13] , [30] and the EM mapping algorithm derived in Section IV.
A. Implementation Details
Here we give a short summary of the chosen settings for the methods in the evaluation.
1) VBEM:
The VBEM algorithm is initiated with landmarks. The prior landmark means, , are drawn from a uniform distribution over the map while the other parameters are set to and . These values result in a priori expectations/variances 
and
. Note that the parameters and are chosen such that the weights are likely to be very small.
2) EM:
Since the EM algorithm is not able to estimate the number of landmarks, we assume that some other algorithm provides EM with a perfect estimate of such that the algorithm can be initiated with , i.e., the true number of landmarks, for the simulated scenario. Clearly, this is an idealized and slightly unrealistic assumption but we argue that it is interesting to compare the VBEM solution with what should be the best possible version of EM. The prior parameter values are set to the same values as for VBEM.
3) PHD: To consider extended landmarks, we use the PHD algorithm in [13] but constrain the objects to be static. In addition, the prediction of a static map and the effect of the limited field of view in the update step follow the mapping ideas in [30] . The PHD algorithm runs with a known clutter intensity and hence, does not need to be estimated. The intensity function is represented by a Gaussian mixture where the maximum number of components is set to . To keep the number of components below , a merge and prune step is included in the algorithm. In the filter, the probability of survival is and the probability of detection is . The birth intensity is modelled by a Gaussian component with weight and the mean at the center of the field of view. The extension parameters, including and , are set to the same values as for the VBEM and EM algorithms.
B. Simulated Data
In the simulated scenario, the sensor travels two laps on the track depicted in Fig. 2 . There are landmarks along the track, each described by a position, a covariance matrix and a weight. In this example,
. There is also a uniform clutter intensity resulting in expected clutter measurements at each time instant. To start with, . The data is generated assuming an ideal field of view with a range of 60 m and angle degrees, such that
The measurement noise covariance is set to where m and . 
1) Results:
One advantage with VBEM for this problem is the possibility to initiate the algorithm with a number of landmarks that is known to be much larger than the true number and, as seen in Fig. 3 , most of the weights go towards zero over time. This is a consequence from the optimization, where the Gaussian components not needed to describe the joint density will get negligible weights and thus can be removed from the map. The number of iterations until convergence differs between the solutions, but for illustration, 30 iterations are executed for both EM and VBEM.
To evaluate the ability to estimate all the properties of the landmarks, i.e., position, weight and covariance, we use the squared L2 norm, sometimes also referred to as the integral squared error. For two functions and , the squared L2 norm is defined as (70)
In [31] , it is shown that for Gaussian mixtures, (70) has a simple and exact form that can be used here. In addition, we study how accurately the different methods estimate the clutter intensity. The resulting squared L2 norm and the estimated are depicted in Figs. 4 and 5, respectively.
To see how the estimation of the landmark parameters is affected by the clutter level, we run the algorithms with . The squared L2 norm after 30 iterations, as a function of the increasing clutter intensity, is illustrated in Fig. 6 .
Comparing the two VBEM solutions, incorporation of the measurement noise results in a better description, in squared L2 sense, of the measurement intensity. However, by neglecting the noise, the estimated number of landmarks is more accurate. Moreover, despite using the same models as VBEM and being initialized with the true number of landmarks, the EM algorithms do not perform as well as their VBEM counterparts. It is worth noting that a considerable weakness with the PHD mapping algorithm is that it may declare a landmark as lost (non-existing) if it is not detected at a few time instances. This is not an issue in the batch solutions where all data is considered in each iteration. Finally, by increasing the clutter intensity, we show that the proposed VBEM method manage to extract the landmarks even in dense clutter.
C. Real Radar Data
In this section, we apply the VBEM, EM and PHD mapping algorithms to a set of real radar data from a short road segment. Fig. 7 shows an intensity plot of the collected data, together with the sensor trajectory, in a north-east coordinate frame.
Since the clutter intensity, needed in the PHD algorithm, and the number of landmarks, needed in the EM algorithm, are unknown when using real data, we use the estimated and provided by the VBEM algorithm. In reality, there is no ground truth available showing what a radar map of an area should look like and consequently, when running a mapping algorithm on real data, it is not possible to perform evaluation in the same manner as for the simulated example. Instead, we evaluate the map regarding how well it describes data by computing the log likelihood. The log likelihoods for the three methods are shown in Fig. 8 , where it is clear that the proposed VBEM algorithm provides the best description of data in this scenario.
For illustration, Figs. 9 and 10 show examples of the maps obtained using VBEM and PHD, respectively. Comparing the figures we note that some landmarks in the VBEM map have been clustered in the PHD map, resulting in a less detailed map.
VII. CONCLUSION
In this paper we present a method for estimating radar maps. The proposed map consists of a constant clutter level and an unknown number of landmarks. Each landmark is modelled by a weighted Gaussian component with a mean position, a covariance matrix that captures the extension and a weight corresponding to the expected number of measurements from the landmark. We promote a solution that estimates the model parameters using VBEM. The result is an efficient batch solution that enables joint estimation of the number of landmarks, their parameters and the clutter intensity. In the evaluation, the proposed VBEM algorithm is shown to provide a better description of the world compared to the corresponding EM algorithm (with given number of landmarks) and a PHD mapping algorithm (with given clutter intensity). 
APPENDIX
In the Appendix the derivations of the expressions needed to perform mapping using EM and VBEM are summarized.
A. Derivation of EM Solution
This section provides details on the derivations needed for the gradient descent performed to find the landmark covariances in the EM mapping algorithm. The procedure follows from [32] .
The gradient of (33) is found by computing the gradients of and . First, we factorize the measurement noise covariance in the same manner as , that is, , and introduce (71) Given these matrices, and setting to the identity matrix, the following relations hold (72)
For the left hand sides of (72), the derivatives with respect to the matrix can can found in tables. Then, since for a matrix, the derivative of a scalar is . . . . . . . . .
the derivatives with respect to can be found as a part of the derivative with respect to .
B. Derivation of VBEM Solution
This section presents the details of the derivations of the VBEM mapping solution. The derivation starts with the variational distribution and continues with .
1) Computation of
: To find the distribution over the association variables, we compute the expectation of with respect to . That is,
where all the terms that not include are gathered in the constant .
To be able to compute the probabilities , and thus the distribution of the associations, we need to compute the expectations involved in (74). First, considering that the variational distribution of is and that
The expectation of the logarithm of is [24] (76)
where denotes the digamma function. This expression is applicable to both and . Finally, we wish to find the expectation of (77) To perform the derivations, we use the following relations Using these rules, one can rewrite (77) as (78) Taking a look at the integral over Ignoring the constant term, the density can be found as (83) which can be identified as a Gamma distribution with parameters according to (84) The Gamma prior for the weights implies that similar derivations provide us with . To find we gather the terms in that include . That is,
Here, the terms where enters as a part of the field of view function or the noise covariance are ignored due to the assumptions in Section III-C. According to the Laplace approximation in (46), (86) where is the MAP estimate of that is obtained using EM. The covariance is found by deriving (85) twice with respect to .
C. VBEM Mapping Without Noise
Describing the mean and covariance by a Normal-InverseWishart distribution, and are dependent. Consequently, the derivations of and start from the joint distribution,
Starting with the means, since , the distribution is found by collecting the terms in (87) that depend on . 
