Low ionization metal absorption due to O i has been identified as an important probe of the physical state of the inter-/circumgalactic medium at the tail-end of reionization. We use here high-resolution hydrodynamic simulations to interpret the incidence rate of O i absorbers at z ∼ 6 as observed by Becker et al. (2011) . We infer weak O i absorbers (EW 0.1Å) to have typical H i column densities in the range of subDLAs, densities of 80 times the mean baryonic density and metallicities of about 1/500 th solar. This is similar to the metallicity inferred at similar overdensities at z ∼ 3, suggesting that the metal enrichment of the circumgalactic medium around low-mass galaxies has already progressed considerably by z ∼ 6. The apparently rapid evolution of the incidence rates for O i absorption over the redshift range 5 z 6 mirrors that of self-shielded Lyman-Limit systems at lower redshift and is mainly due to the rapid decrease of the meta-galactic photo-ionization rate at z 5. We predict the incidence rate of O i absorbers to continue to rise rapidly with increasing redshift as the IGM becomes more neutral. If the distribution of metals extends to lower density regions, O i absorbers will allow the metal enrichment of the increasingly neutral filamentary structures of the cosmic web to be probed.
INTRODUCTION
Lyman-α absorption line studies are an important tool to study the ionization state of the IGM at the tail-end of reionization (e.g. Songaila 2004; Fan et al. 2006; Bolton & Haehnelt 2007; Becker, Rauch & Sargent 2007; McQuinn et al. 2008; Mesinger 2010; Becker & Bolton 2013) . At z > 6, however, little detailed information can be obtained from Lyman-α absorption about the spatial distribution of the neutral gas, as a significant fraction of the IGM is opaque to Lyman series photons. As pointed out by Oh (2002) , O i absorption provides an interesting alternative to study the distribution of neutral metal enriched gas in the IGM. O i has an atomic transition with a rest wavelength longer than Lyα, so is visible redward of the Lyα emission. O i also has an ionization energy close to that of neutral hydrogen (∆E = 0.019 eV) and is an excellent tracer of (self-shielded) neutral gas.
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The most comprehensive searches for O i absorption at high redshift so far have been performed by Becker, Rauch & Sargent (2007) and Becker et al. (2011) . The results of the Becker et al. (2011) survey are summarised in the left panel of Figure 1 and Table 1. The survey was based on spectra of 17 QSOs with emission redshifts ranging from 5.8 < zem < 6.4. High-resolution spectra were obtained for nine of the QSOs, using Keck (HIRES) or Magellan (MIKE) and moderate-resolution spectra were obtained for the rest using Keck (ESI). Ten low-ionization metal systems were detected, with nine of these systems containing O i lines. The O i absorption systems are summarised in Table 1 . The total absorption path-length of the 2011 survey was ∆X = 39.5, where X is defined as
and H(z) is the Hubble constant at redshift z (Bahcall & Peebles 1969) . Even though the survey path extends from z = 5.3, all ten detected systems occur at z > 5.75 and, as the left panel The height of the bars is the ratio of the number of O i absorbers to the number of sightlines that were surveyed at the redshift of the absorber. All of the O i absorption systems were found at z > 5.75 and the line of sight number density of absorbers appears to increase rapidly with increasing redshift. Middle: The dependence of neutral fraction on overdensity for the simulation with no self-shielding, with the threshold self-shielding model used in Bolton & Haehnelt (2013) and the self-shielding prescription used in Rahmati et al. (2013a) . The photo-ionization rate in this case was taken to be log(Γ/s −1 ) = −12.8. Right: A plot of the background photo-ionization rate Γ against redshift z. The points are measurements of the UV background at different redshifts taken from Becker & Bolton (2013) , Wyithe & Bolton (2011) , Calverley et al. (2011) and Bolton & Haehnelt (2007) . The Haardt & Madau (2001) and Haardt & Madau (2012) models for Γ are also shown. The shaded grey region shows the range of Γ consistent with the observed incidence rate of O i absorbers at z ∼ 6. of Figure 1 demonstrates, the incidence of low-ionization systems appears to increase rapidly with increasing redshift. Becker et al. (2011) suggested that this rapid evolution is due to the evolution of the meta-galactic UV background at z ∼ 6. They further pointed out that the overall incidence rate is comparable to that of Damped Lyman-α systems (DLAs) and Lyman-Limit systems (LLSs) at z ∼ 3 and proposed that the absorbers may be probing the circumgalactic medium of faint galaxies at high redshift (see Kulkarni et al. (2013) and Maio, Ciardi & Müller (2013) for recent modelling of DLA host galaxies and metal enrichment at these high redshifts). There are still many questions to be answered, however, about the spatial distribution of the gas giving rise to this absorption and the physical properties of the absorbing gas, as well as the link between these absorbers and self-shielded absorption systems at lower redshift. While the incidence rate of DLAs appears to evolve rather slowly with redshift (e.g. Seyffert et al. 2013) , the incidence rate of LLSs is increasing rapidly with increasing redshift (Fumagalli et al. 2013; Songaila & Cowie 2010) . Bolton & Haehnelt (2013, BH13) have recently emphasized that this rapid evolution of LLSs is expected to accelerate further as the tail-end of the epoch of reionization is probed.
In this paper, we will use the same hydrodynamical simulation used in BH13 to reproduce the observed damping wing redward of the Lyman-α emission in the z = 7.085 QSO ULASJ1120+0641 (Mortlock et al. 2011) to model the O i absorbers of Becker et al. (2011) . The simulations have been shown to reproduce well the properties of the Lyman-α forest in QSO absorption spectra over a wide redshift range 2 z 6 and should allow us to obtain a reasonable representation of the spatial distribution of neutral self-shielded gas at z 6, where the meta-galactic photoionization rate is expected to drop rapidly. To model the O i absorption, we adopt a relatively simple approach, where we assume a simple power-law metallicity-density relation and apply self-shielding corrections to our simulations, which do not include radiative transfer. This allows us to vary the metal distribution and ionization state sufficiently to obtain a good match for the data and to constrain in this way both the metal/oxygen distribution and the ionization state of the CGM/IGM. Recently Finlator et al. (2013) have attempted to model the distribution of metals and self-shielded gas from first principles with full radiative transfer simulations. This approach, based on much more expensive ab initio simulations, is offering important complementary insights towards a self-consistent picture for the production and transport of metals and ionizing photons.
We will discuss the details of our simulations in section 2. Section 3 will describe our modelling of the O i absorbers in the Becker et al. (2011) survey. In section 4, we will discuss our results with regard to metallicity and photo-ionization rate of the inter-/circumgalactic medium and present predictions for the evolution of O i absorption at z > 6. Section 5 gives a summary and our conclusions. A calculation of the neutral fraction of O i with the photo-ionization code CLOUDY (Ferland et al. 1998 ) is presented in an appendix.
MODELLING THE HIGH-REDSHIFT IGM

Hydrodynamical simulation of the CGM and IGM
Our modelling is based on a cosmological hydrodynamical simulation with outputs at redshifts z = (6.0, 7.1, 8.0). The simulation, described in detail in BH13, was performed using the parallel TreeSPH code gadget-3 (the previous version of the code, gadget-2, is described in Springel (2005) ). The simulation has a gas particle mass of 9.2 × 10 4 h −1 M and a box of size 10h −1 cMpc (where cMpc refers to comoving Mpc). The gravitational softening length was 0.65h −1 ckpc. The following values were assumed for the cosmological parameters (h, Ωm, ΩΛ, Ω b h 2 , σ8, n) = (0. 72, 0.26, 0.74, 0.023, 0.80, 0.96) .
In the simulation, the IGM is reionized instantaneously by a uniform photo-ionizing background at z = 9. The photo-ionizing background is based on the Haardt & Madau (2001) model for emission from quasars and galaxies. The simulation does not include radiative transfer and was performed assuming the optically thin limit for ionizing radiation. The left column of panels in Figure 2 show the neutral fraction for a thin slice of the simulation midway through the simulation box in the optically thin limit. The hydrogen photo ionization rates Γ are those of the Haardt & Madau (2001) model as indicated on the plot. The neutral fraction of the gas increases with increasing redshift, as expected. No fully neutral regions (shaded white) are seen in these optically thin simulations. Regions surrounded by neutral hydrogen column densities with log NHI 17 are, however, optically thick for ionizing radiation and the gas self-shields. This is neglected in the optically thin approximation. We model this by post-processing the simulations with simple models for the self-shielding as described in the next section.
Modelling self-shielded regions
We used two methods to add self-shielded regions to our simulation in post-processing. The first method approximates the effect of self-shielding by assuming a simple density threshold above which the gas becomes fully neutral (Haehnelt, Steinmetz & Rauch 1998) . This is motivated by numerical simulations of the IGM, which show that the gas responsible for the intervening Lyman-α absorption exhibits a reasonably tight correlation between (absorptionweighted) density and the column density of the absorbers. As in BH13 we first applied a simple self-shielding model that assumes that the absorption length corresponds to the Jeans length of gas in photo-ionization equilibrium as proposed by Schaye (2001) .
The assumed density threshold is given by ∆ss = 36 Γ .
(2) Here, ∆ = ρ / ρ is the overdensity, Γ−12 = Γ/10 −12 s −1 is the background photo-ionization rate and T4 = T /10 4 K, with T the temperature of the gas. As already mentioned, this approximation assumes the typical size of an absorber to be the local Jeans length. It also assumes that the column density at which a LLS becomes self-shielding is log NHI = 17.2. Note that the case-A recombination coefficient for ionized hydrogen was used as given in Abel et al. (1997) . Rahmati et al. (2013a) have recently demonstrated that the above threshold self-shielding model, while being a reasonable first-order approximation, corresponds to a significantly sharper transition than predicted by full radiative transfer simulations that take recombination radiation into account. We therefore also implemented a simple fitting formulae suggested by Rahmati et al. (2013a) based on their simulations that include radiative transfer. In the Rahmati et al. (2013a) 
Γ Phot is the total photo-ionization rate and nH,ss is the characteristic number density for self-shielding, which can be related to ∆ss. The neutral fraction of the gas can then be calculated using Γ Phot , nH and the temperature of the gas.
A comparison of the neutral fraction as a function of overdensity for the simple threshold self-shielding model, the Rahmati et al. (2013a) model and the case of no selfshielding is shown in the middle panel of Figure 1 for our simulations at z = 6 with log(Γ/s −1 ) = −12.8 (our fiducial value consistent with Lyman-α forest measurements at z ∼ 6 based on both the effective optical depth and the proximity effect method shown in the right panel). In the case of no self-shielding, the gas in the simulation is highly ionized everywhere. Even at the highest overdensities, the neutral fraction of the gas is still only about one percent. The Rahmati et al. (2013a) model predicts a neutral fraction close to that of our optically thin simulation at low overdensities (∆ 1), but the transition to fully neutral gas is much more gentle than in the threshold self-shielding model. At intermediate overdensities corresponding to sub-DLA column densities, the predicted neutral fraction changes smoothly from 1 percent for LLS column densities to 100 percent for DLA column densities. As we will see later, the significant difference in the predicted neutral fraction for sub-DLA column densities for the two self-shielding models is important for our estimates of the metallicity [O/H] of the observed O i absorbers.
In the second to fourth panels of Figure 2 , we show the effect of the two self-shielding models on the distribution of neutral hydrogen. The threshold self-shielding model is only shown for our fiducial value log(Γ/s −1 ) = −12.8. The Rahmati et al. (2013a) self-shielding model was applied to the simulation for two different assumed values of the photo-ionization rate, log(Γ/s −1 ) = −12.8 and log(Γ/s −1 ) = −14.0, respectively.
As Γ decreases, the density threshold for self-shielding decreases and the fully neutral self-shielded regions fill an increasing fraction of the volume in the simulations. The selfshielded regions "move out" from the outer part of galaxy haloes into the filaments (Miralda-Escudé, Haehnelt & Rees 2000) . As discussed by BH13, the increase of the volume filling factor of self-shielded regions directly translates into an increase of the expected incidence rate of H i absorbers optically thick to ionizing radiation. As we will see later this can also explain nicely why Becker et al. (2011) observed an increasing incidence of O i systems with increasing redshift. Note that, over this redshift interval, the incidence of self-shielded regions may be impacted far more strongly by changes in the photo-ionization rate than by the evolution of the density field.
COMPARING SIMULATED AND OBSERVED O I ABSORBERS
Synthetic O I absorption spectra
Using sightlines extracted from the simulation, synthetic O i spectra were generated by first calculating the optical depth and hence the normalised flux. The optical depth at each pixel was calculated using the temperature of the gas, its peculiar velocity, the number density of H i and assuming a relationship nOI = ZO f OI/HI nHI. Here, ZO is the metallicity of the gas which is applied to the simulation in post-processing and f OI/HI is the ratio of the neutral fractions of O i and H i which we estimated using the photoionization code CLOUDY (Ferland et al. 1998 ) as described in the appendix. The solar abundance of oxygen was taken as log ZO, = −3.13 (Asplund et al. 2009 ). The effect of instrumental broadening was included by convolving the spectra with a Gaussian with a FWHM of 6.7 km s −1 , equal to the instrumental profile of HIRES (which accounts for the majority of the O i detections in the Becker et al. (2011) sample.)
The left panel of Figure 3 shows the effect of changing Γ on the O i spectra for three different sightlines. The spectra were generated assuming log(Γ/s −1 ) = (−12.8, −14.0). As expected, there are more absorption lines in the spectra simulated assuming a smaller Γ, due to the increasing volume filling factor of fully neutral regions seen in Figure  2 . 
Modelling the metallicity as a function of overdensity
To model the O i absorption, we also need to make assumption for the metallicity [O/H] of the absorbing gas. To do this from first principles is difficult as this requires correctly modelling where and how efficiently stars form, as well as the metal yields and the transport and mixing of metals out of the galaxies into the circumgalactic and intergalactic media (see Finlator et al. (2013) for a recent attempt with regard to O i absorption). The density range probed by the absorbers is rather limited and we will make here the simple assumption of a power-law dependence of the metallicity, Z ∝ ∆ n , without any scatter. This is certainly a rough approximation but, as we will see later, it allows us to reproduce the O i absorbers remarkably well. We normalize this power-law model at an overdensity in the middle of the range probed by the simulated O i absorbers.
The left panel of Figure 4 shows the range of overdensities probed by the simulated O i absorbers for a model that fits the incidence rate observed by Becker et al. (2011) . The overdensities probed range from 1.4 < log ∆ < 2.3 at z = 6.0. An overdensity ∆ = 80 falls approximately in the middle of this range and was used as pivot point for the power-law model of the metallicity. The metallicity was thus parameterized as,
where Z80 is the metallicity at ∆ = 80 and n is the powerlaw index. The right panel of Figure 3 shows the effect on the O i spectra of varying this power-law index for n = (0, 1, 2). The H i column densities probed by the simulated O i absorbers are shown in the middle panel of Figure 4 . They range from 17.8 < log NHI < 19.9. As we will discuss in more detail in the appendix O i is a good tracer of H i if the gas is "well-shielded". The right panel of Figure 4 shows the neutral hydrogen fraction of the O i absorbers, which ranges from 10 percent to fully neutral for absorbers with EW > 0.01Å.
Comparison to observations
To compare the simulated O i absorption to the Becker et al. (2011) sample, the equivalent widths (EWs) of the lines were measured. A threshold flux was calculated and regions where the calculated flux was lower than this threshold were identified as absorption features. The equivalent width per pixel was then calculated and summed over the number of pixels spanned by the absorption feature to calculate the total equivalent width. Becker et al. (2011) have quantified the effect of noise on the detection probability of their O i absorbers, so the equivalent widths were measured for synthetic spectra with no added noise. An estimate of the completeness of the sample as a function of equivalent width as determined by Becker et al. (2011) for their observed sample is shown as the solid curve in the right panel of Figure 4 (with values on the right hand side axis).
For a quantitative comparison with the simulated O i Fig. 4 has been applied to the curves. The metallicity model used is the same as in the left panel. The right panel shows the effect of introducing different cut-off overdensities, below which the metallicity is set to zero. The red curve assumes a power law model for the metallicity that extends to arbitrarily low density. The blue curve assumes that regions with ∆ < 50 contain no metals. The black dashed curve assumes that there are no metals below a cut-off overdensity of ∆ = 80. The thick black curve shows the observed cumulative incidence rate of O i absorbers obtained by Becker et al. (2011) . The metallicity model used is the same as in the left panel.
absorption to the Becker et al. (2011) sample, we have compiled cumulative incidence rates as shown in Figure 5 . The parameters of the assumed metallicity density relation were chosen to give a good match to the data for our fiducial photo-ionization rate log(Γ/s −1 ) = −12.8, a value consistent with the observations at z = 6 as shown in the right panel of Figure 1 Wyithe & Bolton 2011) . The left panel of Figure 5 shows the cumulative distribution with and without applying the completeness correction to the sample of simulated O i spectra. As the left panel shows, a metallicity-density relation with Z80 = 10 −2.65 Z gives a good match to the data for the Rahmati et al. (2013a) self-shielding model.
We have also tested the effect of using the threshold density for self-shielding instead of the Rahmati et al. (2013a) prescription. With the threshold self-shielding model, self-shielded regions have a larger covering factor. There are therefore many more O i absorbers of a given EW and the EW distribution extends to larger values for the same metallicity. It is possible to fit the observed EW distribution of the observed O i absorbers with either of the two self-shielding prescriptions we have implemented, but, as we discuss in more detail in section 4.1, the inferred metallicity differs significantly. As the Rahmati et al. (2013a) prescription includes radiative transfer effects, we will consider our simulations with this prescription to be our fiducial selfshielding model.
In the middle panel of Figure 5 , we show how changing Γ affects the cumulative incidence rate. The number of lines seen at small equivalent widths increases strongly as Γ decreases, but the number of lines seen at larger equivalent widths is insensitive to changes in Γ. We have tested a wide range of Γ. The incidence rate of weak O i absorbers decreases rapidly with increasing photo-ionization rate, compared to our fiducial value of log(Γ/s −1 ) = −12.8. When we decrease the photo-ionization rate, the incidence rate quickly saturates once the O i absorbers have become fully neutral. We show here two extreme cases with log(Γ/s −1 ) = (−12.3, −14.0), which represent a highly ionized and significantly neutral IGM, respectively.
The right panel of Figure 5 shows the effect of applying a cut-off to the metallicity at different overdensities. Below this cut-off, it is assumed that no metals are present. Above this cut-off, the metallicity follows the power-law model as before. The simulations of Finlator et al. (2013) which attempt to model the metal transport into low density regions predict such a cut-off. The details of this cut-off will, however, depend sensitively on the details of the galactic wind implementations in numerical simulations. A cut-off of ∆ = 80 (0.003% of simulation volume) produced too few simulated O i absorbers compared to the Becker et al. (2011) survey. A cut-off of ∆ = 50 (0.01% of simulation volume) made only a small difference compared to not using a cut-off at all. This suggests that the metals have travelled out to regions with overdensities as low as ∆ ∼ 50 − 80 by z ∼ 6 and that the metallicity at lower densities is not (yet) probed by the current data. Note that the effect of a high cut-off overdensity is similar to that of a high Γ.
We have also compared the velocity widths, ∆v90, of the simulated O i absorption to that of the Becker et al. Varying Z80 and n in the model of the metallicity, as well as changing Γ, both have very noticeable effects on the number of absorption lines produced by the simulation. As shown in Figure 6 , increasing the normalisation Z80 (left panel) does not change the slope of the cumulative distribution while varying the power law index n does. The maximum equivalent width seen in the simulation decreases with decreasing n. While some degeneracy exists between Z80 and n, therefore, we have some leverage with which to constrain these parameters by matching both the slope and the amplitude of the observed distribution.
RESULTS
The metallicity and photo-ionization rate at
z ∼ 6
In the left panel of Figure 7 we show the metallicity-density relation of our fiducial model which reproduces the incidence rate of the observed O i absorbers and compare it to that measured by Schaye et al. (2003) at z = 3 for two plausible models of the UV background at this redshift 1 , as well as to those of Simcoe (2011) 
with a background photo-ionization rate log(Γ/s −1 ) = −12.8. This relation was determined by calculating dN (> EWOI)/dX and the maximum O i EW for a range of Z80 and n and finding the best match to the observations of Becker et al. (2011) with a K-S test.
Rather surprisingly, our modelling of the O i absorbers suggests that there is little, if any, evolution of the metallicities of the CGM between 3 < z < 6 in the overdensity range probed by the O i absorbers. Note, however, that our assumption of no scatter in the metallicity density relation is certainly not realistic. We will come back to this later. For reference, we also show the inferred metallicities for the threshold self-shielding model. As already discussed, the metallicities are typically a factor of ten lower (with a steeper density dependence) due to the larger neutral fractions in this model.
When varying the metallicity distribution and photoionization rate, we found a rather weak dependence of the O i incidence rate on the latter, which was degenerate with adjusting the metal distribution unless the photo-ionization was so high that the gas in self-shielded region became highly ionized and their incidence rate too low to reproduce the Becker et al. (2011) data. That occurred at log Γ −12.4. The red bar in the left panel of Figure 7 shows how the inferred Z80 changes as the photo ionization rate varies in the range −13.5 < log(Γ/s −1 ) < −12.5. As expected, the inferred metallicity thereby increases with increasing photoionization rate (the value denoted by the red triangle is for our fiducial model with log(Γ/s −1 ) = −12.8 suggested by measurements of the photo-ionization rate from Lyman-α forest data). The dependence of the inferred metallicity on the assumed photo-ionization rate is thereby weak (a change of 0.5 dex in inferred metallicity for a change of 1.6 dex of the photo-ionization rate). We also note again that modelling the self-shielding carefully is important. With the simple threshold self-shielding model the normalization of the inferred metallicity at the characteristic overdensity ∆ = 80 Figure 7 . Left: The dark blue shaded region and the light blue line show the metallicity inferred as a function of overdensity for the Rahmati et al. (2013a) and the threshold self-shielding model, respectively. The dark blue shaded region is thereby defined by the four metallicity models shown in the right panel of Figure 6 and the central white line is our fiducial metallicity model. The assumed photoionization rate is log(Γ/s −1 ) = −12.8 and the value of the inferred Z 80 for our fiducial metallicity model is denoted by the red triangle. The red bar shows how the inferred Z 80 increases using the Rahmati et al. (2013a) self-shielding model as the photionization rate is increased in the range log(Γ/s −1 ) = (−13.5, −12.5). Also shown is the metallicity as a function of overdensity at z = 3, as measured by Schaye et al. (2003) , in grey for two different models of the UV background and measurements of the metallicity of the IGM by Simcoe (2011) . Middle: The red triangle shows the median z ∼ 6 metallicity of completeness-corrected simulated O i absorbers with EW OI 0.01 for our fiducial model as measured by comparing total O i and H i column density. The vertical error bar represents the 1σ range of metallicities of the simulated absorbers, while the horizontal error bar indicates the redshift range of the O i absorbers observed by Becker et al. (2011) . The grey points show a compilation of metallicity measurements of DLAs compiled in Rafelski et al. (2012) . The upper limit for the metallicity measured by Simcoe et al. (2012) for a possible proximate DLA in the foreground of the z = 7.085 QSO ULASJ1120+0641 is also shown. Right: Comparison of the predicted evolution of the incidence rate dN/dX of our simulated O i absorbers with EW OI 0.01Å and and that of observed LLSs (black points) and DLAs (open points). The square points at z = 7 and z = 8 show predictions for the incidence rate of OI absorbers with a threshold EW OI = 0.001Å. LLSs: Songaila & Cowie (2010) and as compiled in Fumagalli et al. (2013) . DLAs: As compiled in Seyffert et al. (2013) .
would be 0.8 dex lower and the inferred dependence on overdensity would be significantly steeper than for the Rahmati et al. (2013a) self-shielding model.
The number of observed O i absorbers is still far too small for a robust determination of the differential O i EW distribution and its errors, but as we will discuss in more detail in section 4.5, the main uncertainties in the inferred metallicity are anyway due to still uncertain model assumptions as e.g. demonstrated in Figure 7 by the sensitivity to the details of the self-shielding model and the assumed photo-ionization rate. We have thus not attempted to calculate formal confidence intervals for Z80 and n. The blue shaded region in the left panel of Figure 7 shows instead a range of metallicity density relations at fixed photoionization rate for which we show the corresponding cumulative O i incidence rate in the right panel of Figure 6 .
In the middle panel of Figure 7 , we compare the metallicity that would be measured along lines of sight through our simulation that contain O i absorbers by comparing the total O i and H i column densities with the measured metallicity of DLAs at a range of redshifts 2 . Our inferred metallicity for the O i absorbers is at the lower end of the range of measured DLAs at somewhat lower redshift. This should not be surprising given the sub-DLA column densities we have inferred for the O i absorbers which should probe the CGM at somewhat lower overdensities and larger distances from the host galaxy than the DLAs. We also show the upper limit for the metallicity obtained by Simcoe et al. (2012) for the case that the damping wing redwards of Lyman-α in the z = 7.085 QSO ULASJ1120+0641 is interpreted as due to a proximate foreground DLA at z = 7.041. This upper limit is significantly below our estimate for the metallicity of the O i absorbers. We have also calculated predicted metallicities for absorbers with log NHI 20.45 (the column density range inferred by Simcoe et al. (2012) ) for our fiducial metallicity model and photo-ionization rates −14.0 log Γ 12.8 and found them to be a factor three or more higher than the upper limit on the metallicity inferred by Simcoe et al. (2012) . This renders the interpretation as a proximate foreground DLA rather unlikely (see also BH13 and the corresponding discussion in Finlator et al. (2013) who come to similar conclusions), but we should note again here that we made no attempt to model the likely scatter in metallicity of the CGM in our simulations.
The relation to lower redshift DLAs and LLSs
In the right panel of Figure 7 , we compare the redshift evolution of the incidence rate of our modelled O i absorbers for a range of plausible assumptions of the photo-ionization rate to the evolution of the incidence of LLSs and DLAs at lower redshift 3 . As already discussed by Becker et al. (2011) , the incidence rate of their observed O i absorbers at z = 6 is similar to that of LLSs at z = 4. The incidence rate of our simulated O i absorbers at z = 5 matches very well with that of observed DLAs and LLSs at lower redshift. At z > 5 the photo-ionization rate appears to drop (right panel of Figure 1 ; Wyithe & Bolton 2011; Calverley et al. 2011 ) which can be mainly attributed to a rapidly decreasing mean free path with increasing redshift as the tail-end of reionization is approached (McQuinn, Oh & Faucher-Giguère 2011) . If we assume such a drop of the photo-ionization rate our simulations reproduce the rapid evolution of the incidence rate of the O i absorbers in the Becker et al. (2011) data very well. As we will discuss in more detail in the next section, the rapid evolution of the incidence rate of the simulated O i absorbers is expected to continue at z > 6. Inspection of Figure 2 further shows that the incidence rate depends more strongly on the photo-ionization rate and only to a lesser extent on the increasing density with redshift. This explains e.g. the rather small difference in the incidence rates of our modelled O i absorbers at z = 6 and z = 7 for our fiducial photo-ionization rate (log Γ = −12.8) shown by the star and the red triangle in the right panel of 7, respectively. Figure 8 shows the spatial distribution of the O i EW for our models for a range of redshifts and photo-ionization rates. For this we have calculated H i column densities by integrating the neutral hydrogen density as shown in Figure 2 with the Rahmati et al. (2013a) self-shielding model over the thickness of the slice shown and used the correlation between H i column density and O i EW in the middle panel of Figure 4 to translate the H i column densities into O i equivalent widths. The relation used was log EWOI = 2.51 log NHI − 47.86.
The spatial distribution of O i absorbers
The black contours shows the location of O i absorbers with EWOI 0.01Å. Figure 8 suggests that the observed absorbers at z ∼ 6 indeed probe the (outer parts) of the haloes of (faint) high-redshift galaxies as suggested by Becker et al. (2011) . If the metal distribution extends to lower densities than currently probed the O i absorbers are expected to start to probe more and more the filamentary structures connecting these galaxies as the meta-galactic photo-ionization rate decreases and the Universe becomes increasingly more neutral with increasing redshift.
Predictions for the incidence rate of O i
absorbers at z = 7 and beyond
We have also used our simulations to predict the evolution of the number of absorption systems at z = 7 and z = 8. For this we assumed the inferred metallicity-(over)density relation at z = 6. This seems to be a reasonable assumption given the apparent absence of a metallicity evolution at the relevant densities between z = 3 and z = 6. The left panel of Figure 9 shows a cumulative plot for the incidence rate dN (> EWOI)/dX for our modelling at z = (6.0, 7.1, 8.0) for a fixed photo-ionization rate, log(Γ/s −1 ) = −12.8. The results for z = 6 are shown in red with (dotted curve) and without (solid curve) completeness correction, while the results at z = 7.1 and z = 8.0 are shown only without the Becker et al. (2011) completeness correction as the blue solid and black dotted curve, respectively. The significant, but moderate evolution is here only due to the increasing (column) densities with increasing redshift.
The two right panels of Figure 9 show the cumulative incidence rate for two background photo-ionization rates at z = 7.1 and z = 8.0, respectively. The solid lines represent metallicity models with no cut-off and the dashed lines represent models with a cut-off for the presence of metals at ∆ = 50. If the presence of metals should indeed be limited to overdensities ∆ 50, the total incidence rate saturates at dN (> EWOI)/dX ∼ 0.5 and there is very little, if any, sensitivity to a decrease in the photo-ionization rate. The EW of the weakest O i absorbers is 0.01Å, not much larger than the weakest absorbers detected by Becker et al. (2011) at z ∼ 6. This is because, in this case, increasing redshift and/or decreasing photo-ionization rate increase only moderately the covering factor of self-shielded regions that contain metals. If, instead, the presence of metals follows our assumed power-law metallicity-density relation all the way to low densities, there will be a larger number of additional weak O i absorbers and the total incidence rate increases by about a factor of ten to dN (> EWOI)/dX ∼ 10 for O i absorbers with EW > 0.001Å. In this case the weakest absorbers remain sensitive to the value of the decreasing photo-ionization rate. Note, however, that pushing to such small O i EW will almost certainly require a 30m telescope. Note further that by assuming that the metallicity does not evolve with redshift our predictions are optimistic and smaller numbers of O i absorbers would be expected if the metallicity of the CGM/IGM were to decrease over the redshift range considered. 
Caveats
In this work, we have made a number of simplifying assumptions which may have affected our results. Most critical is probably our approximate treatment of radiative transfer effects, especially for our predictions towards higher redshift where we move deeper into the epoch of reionization.
• Our treatment of self-shielding is based on the full radiative transfer simulations of Rahmati et al. (2013a) and should be reasonably accurate as long as internal sources within the O i absorbers do not dominate the ionizing flux. Rahmati et al. (2013b) have investigated the effect of local stellar ionizing radiation and found that it can have a significant effect for LLSs and sub-DLAs (see also Kohler & Gnedin 2007) . This may mean that we have somewhat underestimated the metallicity necessary to produce the observed O i absorbers.
• Our assumption of a fixed metallicity-density relation is also certainly not correct. From observations of DLAs, we know that the metallicity scatter in absorbers with larger column density is significant. We should expect this to be the case also for the O i absorbers, which are essentially subDLAs. In a self-consistent picture for the ionizing sources and the production and transport of metals one may even expect an anti-correlation between metallicity and the amout of neutral gas present.
• Our simulations also neglect the effect of outflows on the gas distribution. There may thus be overall less gas at the impact parameters producing O i absorbers than our simulations predict and this may lead to a systematic underestimate of metallicites. Note that the simulations by Rahmati et al. (2013a) did include the effect of galactic winds.
• Somewhat problematic is also the rather small box size of our simulations, which is dictated by the need to resolve the small scale filamentary structures which dominate the absorption signatures in QSO spectra at high redshift (see Bolton & Becker (2009) for a detailed discussion). There should thus also be more scatter in the correlation between overdensity and hydrogen column density than our simulations suggest.
• For our predictions towards higher redshift, the neglect of the expected substantial fluctuations of the photoionization rate is another issue. The expected number of O i absorbers should vary greatly on scales of the mean free path of ionizing photons, which becomes comparable or smaller than the box size of our simulations at z 6.
Comparison to other work
Detailed simulations of O i absorption at the tail-end of reionization are still in their infancy. Most notably, Finlator et al. (2013) have recently presented full cosmological radiative transfer simulations which also follow the metal enrichment history of the circumgalactic medium. The relevant processes (reionization, metal transport by galactic winds) are difficult to simulate from first principles and it is perhaps not surprising that Finlator et al. (2013) were somewhat struggling to reproduce the observed O i absorbers by Becker et al. (2011) . As far as we can tell from comparing their work to ours, the main difference is -as the authors point out themselves -that in their simulations the build-up of the meta-galactic UV background had progressed already too far by z ∼ 6. This then leaves too little neutral gas in self-shielded regions. In contrast to our findings, Finlator et al. (2013) also predict a decrease of the incidence rate of O i absorbers with increasing redshift. The difference here can be traced to the fact that, in their simulations, the filamentary structure connecting the DM haloes hosting their galaxies is not metal enriched and/or substantially neutral. Finally, we should note that the metallicity in their simulation at z ∼ 6 is about a factor of ten higher than we infer at the relevant overdensities at the same redshift perhaps suggesting that the implementation of galactic winds in their simulations does not transport metals to sufficiently large distances.
SUMMARY AND CONCLUSIONS
We have used cosmological hydrodynamical simulations to model the neutral hydrogen and the associated OI absorption in regions of the circumgalactic medium at high redshift. A simple power-law metallicity-density relation was assumed. The self-shielding to ionizing radiation was modelled by post-processing the simulations using two different schemes. Our simulations reproduce the incidence rate of observed O i absorbers at z = 6 and their cumulative incidence rate with a metallicity [O/H] ∼ −2.7 at a typical overdensity ∆ = 80, with the presence of oxygen extending to an overdensity at least as low as ∆ ∼ 50 − 80, a moderate density dependence with power-law index n = 1.3, and a photo-ionization rate in agreement with measurements from Lyman-α forest data, log(Γ/s −1 ) = −12.8. The metallicity we infer here is very similar to that inferred by Schaye et al. (2003) at z ∼ 3 from C iv absorption by (highly ionized) gas at a similar overdensity. There appears, therefore, to be remarkably little evolution of the typical metallicity of the CGM between 3 < z < 6 at these overdensities. The efficient metal enrichment of the CGM appears to have started early in the history of the Universe and in low-mass galaxies. Our inferred metallicity is also in good agreement with the lower end of those of DLAs at slightly lower redshift. This gives further support to a picture where the observed O i absorption arises at somewhat larger impact parameter and lower overdensity with somewhat lower column density than typical DLAs.
Our simulations further reproduce the observed rapid redshift evolution of observed O i absorbers at z > 5 for reasonable assumptions for the evolution of the meta-galactic photo-ionization rate. The rapid evolution is mainly due to the self-shielding threshold moving out first from the inner part into the outer part of galactic haloes and then into the filamentary structures of the cosmic web. This is due to the decreasing photo-ionization rate as we progress deeper into the epoch of reionization with increasing redshift. The observed evolution of the incidence rate of O i absorbers thereby matches well onto that of LLSs and DLAs at lower redshift.
Finally, we have made predictions for the expected number of O i absorbers at redshifts larger than currently observed and predict that the rapid evolution will continue with increasing redshift as the O i absorbers probe the increasingly neutral cosmic web. Pushing the detection of O i absorbers to higher redshift (z > 6) and lower EW should therefore provide a rich harvest and should allow unique insight into the enrichment history of the circumgalactic medium and the details of how reionization proceeds.
