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The Concept of Attention
Our capacity for processing of
information is limited; only a small
part of the information available at
the level of the sensory surfaces is
perceived consciously and able to
influence our behavior. The term
attention captures the cognitive
functions which are responsible
for filtering out unwanted
information and bringing to
consciousness what is relevant for
the organism. Our brain
continuously assigns priority to
some aspects of sensory
information over others, and this
selection is likely to determine
which of the signals will enter our
consciousness and memory and
influence our overt behavior 
and trains of thoughts. Closely
related to this aspect of selectivity
is the assumption that the
available quantity of attention is
finite. Attending to one stimulus
must necessarily reduce the
resources available for other
stimuli, a property believed to
reflect capacity limitations that
cannot be attributed to mere
limitations of our sensory or 
motor systems. A final aspect
guiding current thinking is the
concept, well supported by
experimental evidence, that
attention can be allocated in two
ways. Attention is either grabbed
by the sensory stimulus
automatically, in a bottom-up
fashion, without any voluntary
choice, or it is alternatively
deployed voluntarily in a 
top-down manner.
For a long time, clever
psychophysical paradigms were
the only means to get a handle on
the functional architecture of
attention, an approach which
necessarily offered only limited
information on the underlying
neuronal hardware. This has
changed with the advent of
methods which allow us to
correlate measures of perception
and depending on attention with
the signatures of neuronal 
activity. The modern neuroimaging
techniques like positron electron
tomography (PET) and functional
magnetic resonance imaging
(fMRI) have allowed us to
delineate the structures in the
human brain using and deploying
attention. On the other hand, the
increasing sophistication of
behavioral paradigms in studies 
of experimental animals,
especially monkeys, has 
allowed us to analyze the effects
of attention at the level of 
single neurons.
Both approaches have led to
significant advancements in the
understanding of the neuronal
underpinnings of attention. Many
of these insights are based on
studies of visual attention.
However, this emphasis on the
visual domain does not mean that
attention is more important in the
visual than in other sensory
domains. Rather this focus on
visual attention is the
consequence of pragmatically
exploiting our highly developed
understanding of the organization
of the visual system and the
relative ease with which visual
stimuli may be controlled.
Psychophysical Investigation of
Attention
Specific psychophysical
paradigms have been used to
address different aspects of
attention. These experiments have
been applied predominantly in the
acoustic and visual domains, the
latter being our focus here.
Selectivity provided by attention
has usually been studied by
filtering tasks requesting the
subject to report an attribute of
one stimulus out of an array of
simultaneously presented stimuli
that satisfies a given selection
criteria: ‘report whether the green
number presented amidst the set
of numbers is even or not’. The
two main questions here are
which selection criteria are
effective and to what extent
stimuli that do not satisfy the
criterion are ignored.
The overwhelming majority of
studies suggest that selection by
simple, physical attributes such as
brightness, colour or location are
much more effective in filtering
tasks than criteria requiring a
more difficult discrimination such
as identification of stimuli based
on semantic criteria. In many
filtering tasks, subjects have been
shown to remember barely any of
the stimuli that were to be
ignored. Yet, under some
conditions of attentional selection
semantic analysis of rejected
stimuli occurs.
A second experimental
approach is offered by monitoring
and search tasks (divided
attention tasks) designed to test
for capacity limitations. Similar to
filtering tasks, multiple stimuli are
presented simultaneously, but
subjects have to report aspects of
more than one of the stimuli. The
question asked is whether
subjects may reach the same level
of accuracy in discriminating
stimuli presented simultaneously
as compared to stimuli given in
succession.
Applying this strategy, capacity
limitations already appear when
only two targets must be detected
and reported. For instance, a mere
change in instruction induces
differences in the detection of two
target characters presented
among two spatially separated
pairs of characters. If the subjects
are required to report how many
targets are present anywhere in
the display, their performance for
simultaneously and successively
presented stimuli will be equally
good. However, when the task is
to indicate for each pair of
characters individually whether a
target is present or not, the
accuracy in the simultaneous
condition is significantly reduced.
In other words, the change in
instruction results in an impaired
detection of targets that were
clearly recognized when attention
was not restricted to a subset of
the display. The obvious
interpretation is that once the
observer directs his attention to a
particular source, such as to one
of the pairs in order to detect the
target there, processing of
information at any other location is
reduced.
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How is attention controlled and
what are the perceptual
advantages offered by attention?
These questions are usually
addressed by cueing tasks
assessing whether knowledge of
the target provided in advance will
improve the analysis. A paradigm
is shown in Figure 1 requiring the
discrimination of the orientation of
a conventional Landolt ‘C’
optotype — a type of standard
visual symbol — briefly presented
at one of two possible positions in
the visual field while the subject
fixates a central spot. In order to
test whether the subject will be
better able to discriminate the
target orientation if the location of
presentation is known in advance,
acuity thresholds are measured
for two conditions differing with
respect to whether a spatial cue
flashed at the position of the
target following a few 100ms later
is absent or present. A difference
between thresholds for the ‘cue-’
and the ‘no-cue-condition’ would
demonstrate the effect of
allocating spatial attention.
Recent studies using similar
displays have indeed shown that
spatial attention improves the
performance in such
comparatively low-level spatial
resolution tasks. Importantly, this
holds not only for multiple
element displays (discrimination
of one target among many
distractors) but also for single
element displays like the one
depicted in Figure 1 suggesting
that these effects are not entirely
due to ‘noise reduction’, that is
the exclusion of non-targets from
analysis, but also due to
enhanced spatial resolution
(‘signal enhancement’).
Attention and Eye Movements
Goal directed eye movements
such as saccades allow us to
bring visual targets of interest
onto the fovea, the retinal region
of highest spatial resolution, and
are an obvious instrument of
visual selection. For this reason,
saccades are sometimes referred
to as overt shifts of spatial
attention and opposed to covert
shifts that enable us to allocate
spatial attention to a position in
the visual field different from the
stimulus seen by the fovea. As for
covert shifts of attention,
saccades can be performed either
voluntarily, or induced
automatically by salient targets
suddenly appearing in the visual
periphery. In both cases, the
execution of saccades requires
the extraction of the location of
the target. It has been argued that
this information may be offered or
improved by a preceding covert
shift of attention and that covert
and overt shifts of spatial
attention may be coupled in an
obligatory manner.
This hypothesis has gained
experimental support by dual-task
paradigms, requiring a goal
directed saccadic eye movement
combined with a target
discrimination task. For instance,
if a letter, tachistoscopically
presented amidst a set of
distractor elements, has to be
discriminated, discrimination is
facilitated if the letter, rather than
one of the distractor elements,
serves as a target of an ensuing
saccadic eye movement. The
inability to shift attention away
from the saccade target selected
is shown by the finding that
subjects are unable to
perceptually benefit from prior
knowledge of the position of the
letter, if the letter position is
different from the position of the
saccade target. The preparation
of a saccade towards a location
appears to induce a concurrent
shift of attention towards the
same location. In view of this tight
coupling covert and overt shifts of
attention might share a significant
part of the neuronal machinery for
planning and executing shifts of
attention. In its most explicit terms
this premotor theory of attention
assumes that attention is shifted
covertly to a given location by eye
movement motor commands
disconnected from the
oculomotor effectors.
Deficits in Attention
The first and still an important
source of information on the brain
substrates of attention have been
studies of attentional deficits
following brain lesions. This
approach very early on pointed to
an important role of parietal
cortex, the thalamus, and
midbrain structures such as the
superior colliculus. For instance,
patients with damage of parietal
cortex can present with deficits in
disengaging attention from a cued
location in the ipsilateral hemifield
rendering the detection of
(invalidly cued) targets in the
opposite hemifield grossly
Figure 1. Cueing task used to show that prior knowledge of target location improves the
scrutiny of the target.
The target in this experiment is a Landolt ‘C’ optotype, whose orientation (gap either
upward or downward) has to be discriminated by the subject. In a typical experiment,
the C can appear at one of two possible positions in the visual field: right or left of the
fixation spot, and the minimum size of the C required for reliable discrimination — a
measure of visual acuity — is determined. As shown on the right, acuity decreases with
increasing horizontal eccentricity. Cueing the location of the presentation of the C by
briefly flashing a white spot a few 100ms before the target comes on leads to signifi-
cant improvements in acuity for peripheral locations (red asterix).
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impaired. This deficit seems to be
more pronounced after lesions on
the right side. On the other hand,
patients suffering from thalamic
lesions seem to be deficient
predominantly in the engagement
of attention as suggested by
delayed detection of cued visual
targets in the hemifield contra-
lateral to the side of the lesion (as
compared to the detection of
cued targets in the ipsilateral
hemifield). This deficit, albeit more
subtle, has also been reported for
patients with parietal lesions.
The ability to avoid locations
already visited is a prerequisite for
efficient scanning of the visual
scene. The attentional system
favours novel locations by
inhibiting the return to locations
already scrutinized. Inhibition of
return has been shown to be
abnormal in patients suffering
from midbrain lesions involving
the superior colliculus.
An example of a part of the
brain which only recently has
been implicated in attention,
based on patient studies, is the
cerebellum. This possibility has
been suggested by the
demonstration of attentional
deficits in autistic children who
may suffer from cerebellar
pathology. These children exhibit
slowed shifts of attention between
different sensory channels.
However, experiments which have
tried to reveal deficits of spatial
attention in adult cerebellar
patients have yielded inconsistent
results and the existence of
attentional deficits in adult
cerebellar patients is still
contentious.
Neuronal Mechanisms of
Attention
Spotting the relevant stimulus in a
set of multiple stimuli could in
principle be based on suppressing
the neuronal representations of
the non-attended stimuli or by
enhancing the neuronal
representation of the attended
ones. Recent work on the
processing of visual information in
the two major parts of visual
cortex, the ventral pathway for
object vision and the dorsal
pathway for spatial vision,
suggest that both suppression
and enhancement may play a role.
Studies of the ventral pathway
for object vision have emphasized
the role of suppression of
irrelevant parts of a cluttered
visual scene. For instance, fMRI
responses to individual objects
are weaker when shown within the
context of simultaneously
presented objects. Likewise,
responses of neurons in areas of
the ventral stream to otherwise
optimal stimuli placed inside their
visual receptive fields are reduced
if a second stimulus is presented
nearby within the field. Hence the
different elements of a cluttered
visual scene are not processed
independently but interact in a
mutually suppressive manner.
However, if attention is directed to
a selected object in the scene, the
response it evokes may become
as large as the response evoked
by the same object shown alone.
That is the competition between
the various elements of the scene
can be biased by directing
attention to one of the
simultaneously presented objects,
lessening the suppressive
interaction induced by the
neighboring objects.
Work on the dorsal pathway for
spatial visual and motion analysis
has recently carried this idea of
biased competition further by
showing that the benefit from
attention is based not only on
reduced responses to non-
attended locations or object
features but also on enhanced
responses. This conclusion is
based on a careful analysis of the
effects of attention on direction-
tuning curves of motion-selective
neurons in area MT of the monkey
cortex, which plotted the motion
response of a neuron as a
function of motion direction.
Attention scales the direction
tuning function in a multiplicative
manner without changing its
width. This is suggested by
experiments in which a test
pattern B is accompanied by a
second pattern A, both presented
inside the receptive field, with
pattern A always moving in the
cell’s anti-preferred direction.
Shifting the monkey’s attention to
Figure 2. Effect of directing attention to one of two random dot patterns, moving inside
the receptive field of a direction-selective neuron, recorded from area MT (middle tem-
poral), an extrastriate visual area located in the superior temporal sulcus (STS) of the
macaque parieto-occipital cortex.
(A) A diagram of the left hemisphere of the rhesus monkey brain. The inset shows a view
of the unfolded STS. MST, medial superior temporal area. (B) Stimulus configuration.
Pattern A always moved in the cell’s anti-preferred direction, pattern B in one of 12 pos-
sible directions. The cross indicates the position of the fovea. (C) Direction tuning curves
for a representative MT neuron when pattern B was the target (upper curve), when pattern
A was the target (lower curve) and when neither pattern was behaviourally relevant
(central curve) because the animal was instructed to respond to a luminance change at
the fixation point. Data points are fitted by a Gaussian function with varying ‘directional’
gain and width. The example shown indicates that switching attention changes the gain
of the function but not its width. This impression is supported by a plot of the population
data showing the distribution of the change in the parameter’s gain (D) and width (E) for
a group of 56 MT neurons when attention switched from pattern A to pattern B. While the
directional gain increased on average by 60%, the width did not change significantly. 
B–E adapted from Treue and Trujillo (1999).
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pattern A reduces the gain of the
direction tuning curve for A below
the ‘passive viewing condition’ in
which both A and B are irrelevant.
On the other hand, attending to A
increases the gain of the function
beyond the gain for passive
viewing control (Figure 2).
Multiplicative gain scaling of
neuronal response functions does
not seem to be confined to dorsal
stream areas. Paying attention to
stimuli varying in orientation
increases responses of area V4
neurons, adequately described by
multiplicatively scaling up the
Gaussian shaped orientation
tuning curves.
In the ventral stream area V4,
neurons activated by attended
stimuli show increased
synchronization of gamma-
frequency oscillations of their
local field potentials; the
synchronization of low-frequency
oscillations is reduced by
attention. Interestingly, these
modulations occur as early as 50
to 150 ms after the onset of the
response, whereas changes in the
discharge rate are not seen until
after 400 ms. Neurons with axons
converging onto a common
postsynaptic target can be
assumed to amplify their
postsynaptic effects if firing
synchronously and, conversely, to
weaken their postsynaptic effects
if lacking sychronicity. Hence
changes in gamma-band
synchronization might translate
into changes in discharge rate 
at a subsequent stage of
processing, depending on the
degree of synchronicity. Such 
a mechanism might also account
for the gain modulation by
attention seen in the dorsal
pathway.
These and other studies
suggest how attention affects the
processing of sensory
information. But how is attention
shifted from one location or object
feature to another? The functional
analogies between overt shifts of
visuospatial attention and covert
shifts of visuospatial attention
have prompted the idea that these
processes might share a common
neuronal substrate. Recent
neuroimaging studies of the
human cortex show substantial
overlap of the cortical areas
activated by covert and overt
shifts of attention in the frontal
and posterior parietal cortex, in
line with the premotor theory of
attention. A particularly neat
demonstration of the validity of
this concept comes from recent
microstimulation experiments on
the monkey frontal eye fields
(FEF). The FEF is a
topographically organized cortical
representation of saccadic eye
movements. Microstimulation at
particular locations in the FEF
evokes saccades towards specific
locations in the visual field. In the
experiments testing the role of the
FEF in shifting attention, monkeys
Figure 3. Model for the control of spatial attention, based on a representation of
saliency, suggested by Koch and Ullman (see Itti and Koch, 2001).
The visual scene is analyzed by a number of specialized pre-attentive feature detectors
sensitive to motion, intensity, color and so on, which operate in parallel over the visual
scene. Saliency is derived from the feature specific maps by adding for each location
in the visual field the various feature contrast values. A winner takes all mechanism,
operating on the resulting saliency map selects the spatial location with the highest
saliency. Top-down bias signals, operating on the saliency map, can modify the
saliency distribution and induce shifts of attention to locations other than the one
determined by the bottom-up feature maps.
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performed a spatial attention task
while neurons in the FEF were
electrically stimulated with current
intensities well below those at
which saccadic eye movements
would be elicited.
Microstimulation improved the
monkeys’ performance on the
spatial attention task only when
the attended object was placed in
the part of space represented by
the cortical site stimulated. This
observation may indicate that the
FEF might house plans to shift
attention towards distinct spatial
locations, realized in an overt or a
covert manner, rather than plans
for distinct saccade vectors.
Unlike the FEF, the superior
colliculus, a major subcortical
center for orienting eye
movements made towards salient
objects, seems to reserve its
oculomotor machinery for eye
movements. Saccade-related
neurons in the deeper layers of
the colliculus are silent if monkeys
make covert shifts of attention to
spatial locations which would give
rise to vigorous responses if being
the target of a saccade.
Modelling Attention
Attention is attracted by objects in
the visual scene which are more
conspicuous or salient than
others, independent of the
particular feature considered,
allowing them to pop-out
perceptually without any effort. An
object unexpectedly lighting up in
an otherwise dark scene will
attract attention, as will an object
moving in front of a stationary
background, or the single green
apple in a large pile of oranges.
For specific visual features like
motion or color, the saliency of
the object is determined by the
feature contrast — for instance
the difference in velocity 
between the object and the
background, or the difference in
color (Figure 3).
It is usually assumed that these
feature contrasts are extracted in
parallel for all positions in the
visual field by specific feature
detectors, and represented in
specialized visual cortical areas.
Recent models of attention
suggest that saliency maps are
derived from the specific feature
contrast maps by simply adding
for each location in the visual field
the various feature contrast
values. Attention would then be
directed to the spatial location
with the highest saliency. To allow
the inner eye to move away from
the location with the highest
saliency to the second-most
salient location, the saliency of
the first location visited must be
suppressed once scrutinized. This
suppression would be the basis of
the inhibition of return, a term
which refers to a disadvantage
associated with a cued location, if
the interval between cue and
target is increased beyond some
optimum. Scanpaths would be
realized by moving along a
sequence of spatial locations of
decreasing saliency. Top-down
signals, originating from the
frontal and posterior parietal areas
controlling voluntary orienting,
might redirect attention to less
salient locations by entering
spatially specific biasing signals,
modifying the saliency map.
The existence of a dedicated
saliency map in visual cortex is
contentious, although neurons in
the lateral intraparietal area (area
LIP) seem to encode the saliency
of visual objects. Neurons in
monkey area LIP respond to
visual stimuli falling into their
receptive field, if abruptly turned
on. If however the stimulus is
already available outside the
receptive field and then moved
into the receptive field by an 
eye movement made by the
monkey, the same neurons 
do not respond. However, a 
clear response is observed 
again, if the stimulus moved into
the receptive field by the eye
movement is made salient, 
by turning it on immediately
before entering the receptive 
field.
Summary and Outlook
Attention is a major cognitive
function which pervades every
aspect of our mental life. By
suppressing irrelevant and
enhancing relevant information,
our brain determines which of the
many signals impinging on our
sensory surfaces will enter our
consciousness and will influence
our behavior and thoughts.
Modulating the synchronicity and
the gain of cortical neurons
involved in processing sensory
information seems to be the major
mechanism on which attention is
based. However many questions
remain. For instance, what is the
role of subcortical structures such
as the superior colliculus or the
cerebellum in using and deploying
attention? What are the neuronal
circuits controlling the interaction
of covert and overt shifts of
attention? And most importantly,
where and how are the top-down
signals produced, that we need in
order to prevent ourselves being
determined by the saliency of 
the physical world, and which
instead allow us to reinterpret 
the world according to our
internally generated needs 
and interests?
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