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Abstract
We consider the massless Nelson model with two types of massive particles which we call
atoms and electrons. The atoms interact with photons via an infrared regular form-factor and
thus they are Wigner-type particles with sharp mass-shells. The electrons have an infrared
singular form-factor and thus they are infraparticles accompanied by soft-photon clouds cor-
related with their velocities. In the low coupling regime we construct scattering states of one
atom and one electron and demonstrate their asymptotic clustering into individual particles.
The proof relies on the Cook’s argument, clustering estimates and the non-stationary phase
method. The latter technique requires sharp estimates on derivatives of the ground state wave
functions of the fiber Hamiltonians of the model, which were proven in the earlier papers of
this series. Although we rely on earlier works on the atom-atom and electron-photon scattering
in the Nelson model, the paper is written in a self-contained manner. A perspective on the open
problem of the electron-electron scattering in this model is also given.
1 Introduction
The infrared problem is a family of long-standing difficulties related to large scales and low
energies, which affect spectral and scattering theory of models of Quantum Field Theory (QFT).
One aspect of this problem is to provide a consistent mathematical description of scattering pro-
cesses involvingmassless particles (‘photons’), massive electrically charged particles (‘electrons’),
and massive electrically neutral particles (‘atoms’). On the side of Functional Analysis, these
questions concern a construction of wave operators for some sophisticated self-adjoint operators.
Scattering of atoms and photons is relatively well understood both in models of non-relativistic
Quantum Electrodynamics (QED) [FGS01, DP13.1] and in the relativistic framework of algebraic
QFT [Bu77, Dy05, Du17, DH15, He14]. Also collisions of one electron and photons found con-
sistent descriptions in both frameworks, in spite of a complicated structure of electrically charged
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particles (‘infraparticle problem’) [Pi05, CFP07, AD15]. The fact that the electron always moves
slower than the photons is the key decoupling mechanism in this situation. This mechanism is
absent in the next more difficult case, which is the electron-atom scattering. To our knowledge,
such collision processes are out of control in any rigorous setting of QFT. The main result of this
paper is a construction of atom-electron scattering states in the massless Nelson model, whose in-
frared behaviour is similar to QED. Our analysis provides a solid basis for a future construction of
two-electron scattering states, which is the ultimate goal of this series of papers.
Let us now describe in informal terms the setting and results of the present paper. The Hilbert
space of our model is H = Γ(ha) ⊗ Γ(he) ⊗ Γ(hf) where the respective factors are the Fock spaces
of atom, electron and photon degrees of freedom over the single-particle spaces ha, he, hf. The
Hamiltonian of the Nelson model describing the interaction of these particles is a self-adjoint
operator onH , formally given by
H :=
∫
d3p Ωˆ(p)η∗1(p)η1(p) +
∫
d3p Ωˆ(p)η∗2(p)η2(p) +
∫
d3kω(k)a∗(k)a(k) (1.1)
+
∫
d3pd3k
(
v1(k) η
∗
1(p + k)a(k)η1(p) + v2(k) η
∗
2(p + k)a(k)η2(p) + h.c.
)
. (1.2)
Here η
(∗)
1
(p), η
(∗)
2
(p), a(∗)(k) are the improper creation/annihilation operators of atoms, electrons and
photons and Ωˆ(p) := p2/2, ω(k) := |k| are the ‘bare’ dispersion relations of the massive and
massless particles, respectively. We remark that the terms in (1.1) describe the free evolution of
the three species of particles, while (1.2) are the interaction terms. The distinction between the two
massive particle species is encoded in the form-factors v1, v2. They have the form
v1(k) := λ
χ[0,κ)(k)|k|α√
2|k| , v2(k) := λ
χ[0,κ)(k)√
2|k| (1.3)
where λ is the coupling constant, χ[a,b) is an approximate characteristic function of the region
a ≤ |k| ≤ b, the parameter κ is a fixed ultraviolet cut-off and the parameter α > 0 regularizes
the interaction between atoms and photons. By alluding to the underlying classical system, the
presence of the factor |k|α in the form-factor of the atom can be physically interpreted as zero
charge of this particle, while its absence in the form-factor of the electron indicates that this particle
is charged.
We start our discussion of scattering theory with identifying physical single-particle states of
the massive particles, which may not be elements of ha, he in the presence of interaction. The fact
that the Hamiltonian H conserves the numbers of massive particles simplifies this analysis. By
restricting H to the respective subspaces we obtain Hamiltonians H(n1 ,n2) describing n1 atoms and
n2 electrons interacting with photons. Alluding to the translation invariance of the model, we can
write the direct integral decompositions
H(1,0) ≃
∫ ⊕
d3p H1,p, H
(0,1) ≃
∫ ⊕
d3p H2,p, (1.4)
of the single-atom and single-electron Hamiltonians into the ‘fiber Hamiltonians’ H1,p, H2,p at
fixed momentum p. The decisive difference between the atoms and the electrons, which can be
traced back to the distinct form factors in (1.3), is that H1,p has a ground state vector ψp, while
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H2,p does not, in the relevant region of momenta p. In other words, denoting by Ei,p, i = 1, 2,
the lower boundary of the spectrum of Hi,p, it turns out that E1,p is an eigenvalue while E2,p is
not [KM12, HH08, Da18]. The absence of the ground states of H2,p is a manifestation of the
infraparticle problem for the electron in the Nelson model.
Physical states of our model describing one atom in empty space are readily obtained
ψ1,h ≃
∫ ⊕
d3p h(p)ψ1,p, h ∈ L2(R3, d3p). (1.5)
For the construction of scattering states it is crucial to provide renormalised creation operators
which create such physical single-atom states from the vacuum vector Ω ∈ H . They are given by
ηˆ∗1(h) :=
∞∑
m=0
1√
m!
∫
d3p d3mk h(p) f m1,p(k1, . . . , km)a
∗(k1) . . . a
∗(km)η
∗(p − k), (1.6)
where k = k1 + · · · + km and { f m1,p}m∈N0 are the m-photon wave functions of the vectors ψ1,p. We
refer here to ‘virtual’ photons which together with the ‘bare’ atom state η∗1(h)Ω form the physical
single-atom state. The complicated form of (1.6) is dictated by the requirement that
ψ1,h = ηˆ
∗
1(h)Ω, (1.7)
and it is easy to see that eiHtηˆ∗1(h)Ω = ηˆ
∗
1(e
iE1 th)Ω, where (eiE1 th)(p) := eiE1,p th(p). Thus natural
candidates for scattering states of two atoms have the form
Ψ+at,h,h′ = lim
t→∞
eiHtηˆ∗1(e
−iE1 th)ηˆ∗1(e
−iE1 th′)Ω, (1.8)
where the interacting evolution eiHt should be compensated by the free evolution e−iE1t at asymp-
totic times, similarly as in quantum-mechanical scattering. Up to certain technical modifications
(which disappear in the limit t → ∞) we proved the existence of the limit in (1.8) in [DP13.1] as a
test case for the present investigation. In the absence of infrared problems similar results had been
obtained in [Al73, Al72, Fr].
The single-particle problem for the electron is considerably more difficult, since the ground
states of the fiber Hamiltonians H2,p are not available. The construction of single-electron states in
models of non-relativistic QED, developed by Fröhlich, Pizzo and Chen in [Fr73, Fr74, Pi03, Pi05,
CFP07, CFP09], proceeds as follows: First, one introduces an infrared cut-off σ > 0 by replacing
the form factor v2 in (1.3) with v
σ
2
(k) := λ
χ[σ,κ)(k)√
2|k| and denotes the resulting fiber Hamiltonians H2,σ.
These Hamiltonians have ground states ψ2,p,σ, corresponding to eigenvalues E2,p,σ. These ground
states are given by families of wave functions { f m
2,p,σ
}m∈N0 and we can define their renormalized
creation operators ηˆ∗
2,σ
(h) by replacing f m
1,p
with f m
2,p,σ
in (1.6). However, the vectors ηˆ∗
2,σ
(h)Ω tend
weakly to zero as σ → 0, thus we cannot use the analogue of formula (1.7) to construct single-
electron states. The infrared cut-off σ can be removed only after dressing the renormalized single-
electron states ηˆ∗
2,σ
(h)Ω with soft-photon clouds. As these clouds are correlated with the electron
velocity, we first need to divide the momentum spectrum of the electron into cubes {Γ(t)
j
} j∈N, whose
volumes tend to zero as t → ∞. Denoting by v j the velocity in the center of each cube, the
soft-photon cloud is given by
Wσ(v j, t) := exp
{
−
∫
d3k vσ2 (k)
a(k)ei|k|t − a∗(k)e−i|k|t
|k|(1 − ek · v j)
}
, (1.9)
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where ek := k/|k|. Now physical single-electron states have the form
ψ+2,h := lim
t→∞
eiHt
∑
j
Wσ(v j, t)ηˆ∗2,σt(e−iE2,σt teiγσt (v j ,t)h(t)j )Ω, (1.10)
where h
(t)
j
is the restriction of h to the j-th cell of the partition at time t, the phase γσt(v j, t) is
needed for technical reasons which will be explained below, and the time-dependent cut-off σt
tends to zero as t → ∞ at a sufficiently fast rate. The existence of the limit in (1.10) was shown
in [Pi05]. We remark that the general form of the approximating sequence in (1.10) is consistent
with the Dollard formalism of long-range scattering [Dy17].
With the single-particle problem settled, we can move on to the main result of the present paper,
which is the construction of atom-electron scattering states. Given formulas (1.7), (1.8), (1.10) it
is not difficult to guess that they have the form
Ψ+h1,h2 := limt→∞
eiHt
∑
j
Wσt(v j, t)ηˆ∗1,σt(e−iE1,σt th1)ηˆ∗2,σt (e−iE2,σt teiγσt (v j,t)h
(t)
2, j
)Ω, (1.11)
where h
(t)
2, j
is the restriction of h2 to the j-th cell of the partition at time t, and where we introduced
the time-dependent cut-off also for the atom for technical reasons. Apart from the existence of the
limit in (1.11) we also show the clustering property
〈Ψ+h1,h2 ,Ψ+h′1,h′2〉 = 〈ψ1,h1 , ψ1,h′1〉 〈ψ
+
2,h2
, ψ+2,h′
2
〉 (1.12)
which says that the states (1.11) asymptotically decouple into the constituent particles. The ex-
istence of the limit in (1.11) is shown by a combination of methods from the work [Pi05] on
single-electron states and the paper [DP13.1] on scattering of two atoms. Also the estimates on the
derivatives of the wave functions f m
1/2,p,σ
, established in the companion papers [DP13.2, DP17.1],
play a crucial role. These sophisticated estimates, obtained by iterative analytic perturbation theory
combined with the theory of non-commutative recurrence relations, enter whenever we refer to the
non-stationary phase method in the discussion below.
To explain the main steps of the proof, let us introduce the auxiliary approximating vectors
Ψσ, j(s, t) := e
iHtWσ(v j, t)ηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(v j ,t))Ω, (1.13)
Φσ, j(s, t) := e
iHtηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(v j ,t))Ω, (1.14)
which are in obvious relation to (1.11) given that h1,t(p) := e
−iE1,p,σ th1(p), h
(s)
2, j,t
(p) := e−iE2,p,σ th(s)
2, j
(p).
Anticipating the use of the Cook’s method, we determine the time derivative of Ψσ, j(s, t) and
estimate its dependence on the parameters σ, t. (We leave aside the dependence on the partition via
j, s for the purpose of this introductory discussion). This derivative can be expressed as follows:
∂tΨσ, j(s, t) = ∂t(e
iHtWσ(v j, t)e−iHt)Φσ, j(s, t) + (eiHtWσ(v j, t)e−iHt)∂tΦσ, j(s, t). (1.15)
As for the second term on the r.h.s. of (1.15), we obtain
∂tΦσ, j(s, t) = e
iHti[[HaI , ηˆ
∗
1,σ(h1,t)], ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(v j ,t))]Ω (1.16)
+ eiHtηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(i(∂tγσ(v j, t))h
(s)
2, j,t
eiγσ(v j,t))Ω (1.17)
+ eiHt
(
iηˆ∗1,σ(h1,t)Hˇ
c
I ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(v j ,t))Ω + {1↔ 2}
)
. (1.18)
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In (1.16), which involves the photon-annihilator part Ha
I
of the interaction Hamiltonian (1.2),
we recognize the double commutator expression familiar from our work on scattering of two
atoms [DP13.1]. By adapting the non-stationary phase analysis from this reference we obtain
(1.16) = O(σ−δλ0 t−1−ρ) for some fixed ρ > 0 and a parameter δλ0 > 0 which can be made arbitrarily
small at the cost of reducing the maximal value λ0 of the coupling constant. The term in (1.18)
results from a mismatch between the forward time evolution eitH without the infrared cut-off and
the backward time-evolution e−iEi,σ t with an infrared cut-off. It involves the creation part of the
interaction Hamiltonian for |k| ≤ σ and can be estimated by O(σ1−δλ0 ). Since ultimately we will set
σ = σt ∼ t−γ for some γ > 0 sufficiently large, this term does not cause any problems. However,
the term in (1.17), involving the time-derivative of the phase, is not meant to be estimated. Like
in the single-electron case studied in [Pi05], its role is to cancel a slowly decaying term which
originates from the first term on the r.h.s. of (1.15). In fact, by a non-trivial generalization of the
analysis from [Pi05] we obtain
∂t(e
iHtWσ(v j, t)e−iHt)Φσ, j(s, t)
= eiHtηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(−i(∂tγσ)(v j, t)h(s)2, j,teiγσ(v j ,t))Ω + O(σ−δλ0 t−1−ρ) (1.19)
and note the cancellation between the first term on the r.h.s. of (1.19) and (1.17). Thus altogether
we get
∂tΨσ, j(s, t) = O
(
1
σδλ0
1
t1+ρ
+ σ1−δλ0
)
(1.20)
and all the error terms above are understood in the Hilbert space norm.
Another important ingredient in the proof of existence of the atom-electron scattering states (1.11)
are clustering estimates. By extending the non-stationary phase arguments from [DP13.1] so as to
incorporate the soft-photon clouds and phases, we are able to show for σ′ ≥ σ > 0
〈Wσ′(vl, t)ηˆ∗1,σ′(h′1,t)ηˆ∗2,σ′(h
′(t)
2,l,t
eiγσ′ (vl ,t))Ω,Wσ(vˆ j, t)ηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(t)2, j,teiγσ(vˆ j ,t))Ω〉
= 〈ηˆ∗1,σ′(h′1,t)Ω, ηˆ∗1,σ(h1,t)Ω〉〈Wσ′(vl, t)ηˆ∗2,σ′(h
′(s)
2,l,t
eiγσ(vl,t))Ω,Wσ(vˆ j, t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j,t))Ω〉 (1.21)
+ O
(
1
σδλ0
(
1
tσε
+
1
t1−ε
+ (σ′)ρ
))
, (1.22)
where ε > 0 can be chosen arbitrarily small. Apart from giving the clustering property (1.12), this
estimate is a crucial ingredient of the proof of convergence of (1.11), as we will see below. As we
know from [Pi05], for σ′ = σ further clustering is possible, replacing (1.21) with
〈ηˆ∗1,σ′(h′1,t)Ω, ηˆ∗1,σ(h1,t)Ω〉〈Wσ′(vl, t)Ω,Wσ(vˆ j, t)Ω〉〈ηˆ∗2,σ′(h
′(t)
2,l,t
eiγσ(vl ,∞))Ω, ηˆ∗2,σ(h
(t)
2, j,t
eiγσ(vˆ j ,∞))Ω〉. (1.23)
This observation from [Pi05], combining the Cook’s method with the fact that single-electron
states (at fixed infrared cut-off) are vacua of the asymptotic photon fields [FGS04], is recalled in
Subsection 3.3 below. We remark that such ‘clustering out’ of soft-photon clouds does not seem
possible for σ′ , σ.
With the ingredients (1.20)–(1.23) we can proceed to the actual proof of the existence of the
atom-electron scattering states (1.11). We follow the general strategy from [Pi05]: Denoting by
Ψh1,h2,t :=
∑
jΨσt , j(t, t) the approximating sequence on the r.h.s. of (1.11), we aim at the estimate
‖Ψh1,h2,t2 −Ψh1,h2,t1‖ ≤ cλ0
M∑
i=1
t
εi
2
t
ηi
1
(1.24)
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for t2 ≥ t1 and ηi > 2εi. This bound gives convergence via a telescopic argument (cf. proof of
Theorem 2.4 below). Estimate (1.24) is proven in three steps:
(a) Change of the partition. Relies on the variant (1.23) of the clustering estimate for equal
infrared cut-offs.
(b) Cook’s argument. Relies on estimate (1.20).
(c) Shift of the infrared cut-off. Clustering estimate (1.21)–(1.22) for different infrared cut-offs
reduces the problem to the shift of the cut-off in the single-atom and single-electron case.
The latter problem was solved in [Pi05] and we recall the argument in Appendix I.
A natural future direction of our project is to construct scattering states of two electrons in the
Nelson model. The candidate scattering states have the form
Ψ+el,h,h′ = lim
t→∞
eiHt
∑
j, j′
Wσt(v j, t)Wσt(v j′ , t) ×
× eiθ j, j′ ηˆ∗2,σt(e−iE2,σt teiγσt (v j′ ,t)h
(t)
j′ )ηˆ
∗
2,σt
(e−iE2,σt teiγσt (v j ,t)h
′(t)
j
)Ω, (1.25)
where θ j, j′ denotes a suitable two-particle Coulomb phase, which remains to be specified. Since
our main estimates (1.20)–(1.23) rely in a crucial way on the assumption that α > 0 in the atom
form-factor in (1.3), we are not yet able to control the limit in (1.25). However, preliminary
computations suggest that a proper choice of the Coulomb phase may provide a generalization of
the Cook’s method estimate (1.20) to the two-electron case. Furthermore, by applying the method
mentioned below (1.23), a counterpart of the clustering estimate (1.21)–(1.23) should follow, but
only for σ′ = σ. With these ingredients we could accomplish steps (a) and (b) of the proof of
convergence above in the two-electron case. However, in step (c) we would not be able to reduce
the problem to the single electron case, due to the absence of the clustering estimate for two
electrons for σ′ > σ. This latter problem is currently the main technical obstruction to the proof
of existence of two-electron scattering states. A possible strategy to circumvent this difficulty is to
replace the approximating sequences in (1.25) and (1.10) by formulas from [Dy17], suggested by
the Dollard formalism. The advantage of the latter is that they are expressed in terms of infrared-
finite quantities and thus a priori do not require a time-dependent infrared cut-off.
Our paper is organized as follows: In Section 2 we define the model, discuss more precisely
the single-atom and single-electron states and state our main result which is the existence of atom-
electron scattering states. In Section 3 we derive the Cook’s method estimate (1.20) and the cluster-
ing estimates (1.21)–(1.23). Section 4 is devoted to the proof of estimate (1.24), following the steps
(a),(b),(c), mentioned above. The more technical part of the discussion is postponed to the appen-
dices. In Appendix A we recall our spectral results from the companion papers [DP13.2, DP17.1].
In Appendix B we show the self-adjointness of H and some relevant domain problems. Appendix C
is concerned with Fock space combinatorics, especially the problem of keeping track of ‘contrac-
tions’ of pairs of creation/annihilation operators. These methods are applied in Appendix D to
compute expectation values of the renormalised creation operators of electrons and photons, re-
sulting from scalar products of scattering states approximants. The time-dependence of these ex-
pressions is analysed in Appendix E using the method of non-stationary phase. These last four
appendices recall and generalize the relevant material from [DP13.1]. Appendices F, G are de-
voted to the problem of cancellation of the phase and constitute a substantial generalisation of the
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corresponding problem from [Pi05]. In Appendix H we give a new proof of the known fact that
the massive single-particle states are vacua of the asymptotic photon fields. This is used in the
clustering problem, as mentioned below (1.23). Finally Appendix I gives a simplified version of
an argument from [Pi05] concerning the shift of the infrared cut-off.
Acknowledgment: The authors are grateful to J. Fröhlich for the unpublished notes that have
inspired this series of papers. W.D. was supported be the DFG within the grant DY107/2-1.
2 Preliminaries and results
2.1 The model
We consider an interacting system of two types of massive spinless bosons, which we call ‘atoms’
and ‘electrons’, and massless spinless bosons, which we call ‘photons’. Let ha, he, hf be the
respective single-particle spaces (all naturally isomorphic to L2(R3, d3p)) and Γ(ha), Γ(he), Γ(hf)
the corresponding symmetric Fock spaces. The (improper) creation/annihilation operators on
Γ(ha), Γ(he), Γ(hf) will be denoted by η
(∗)
1
(p), η
(∗)
2
(p), a(∗)(k), respectively. They satisfy the canon-
ical commutation relations:
[η1(p), η
∗
1(p
′)] = δ(p − p′), [η2(p), η∗2(p′)] = δ(p − p′), [a(k), a∗(k′)] = δ(k − k′), (2.1)
with all other commutators being zero.
The free Hamiltonians of the atoms, electrons and photons are given by
Ha :=
∫
d3p Ωˆ(p)η∗1(p)η1(p), He :=
∫
d3p Ωˆ(p)η∗2(p)η2(p), Hf :=
∫
d3kω(k)a∗(k)a(k), (2.2)
where Ωˆ(p) =
p2
2
and ω(k) = |k|. We recall that these operators are essentially self-adjoint on
Ca, Ce, Cf, respectively, where Ca/e/f ⊂ Γ(ha/e/f) are dense subspaces consisting of finite linear
combinations of symmetrized tensor products of elements of C∞0 (R
3).
The physical Hilbert space of our system is H := Γ(ha) ⊗ Γ(he) ⊗ Γ(hf) and we will follow the
standard convention to denote operators of the form A ⊗ 1 ⊗ 1, 1 ⊗ B ⊗ 1, 1 ⊗ 1 ⊗ C, by A, B, C,
respectively. The Hamiltonian describing the free evolution of the composite system of electrons
and photons is given by
Hfr := Ha + He + Hf (2.3)
and it is essentially self-adjoint on C := Ca ⊗ Ce ⊗ Cf.
Now we introduce the interaction between atoms, electrons and photons. Let λ ∈ R s.t. 0 <
|λ| < 1 be the coupling constant, κ = 1 be the ultraviolet cut-off1 and let 1/2 ≥ α > 0 be a parameter
which controls the infrared regularity of atoms. Given these parameters, we define the form-factors
v1(k) := λ
χκ(k)|k|α
(2|k|)1/2 , v2(k) := λ
χκ(k)
(2|k|)1/2 . (2.4)
1We set κ = 1 to simplify the proofs of Theorem A.1 and Theorem A.3, given in the companion paper [DP13.2].
In the present paper we will write κ explicitly.
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Here χκ ∈ C∞0 (R3) is rotationally invariant, non-increasing in the radial direction, supported in Bκ
and equal to one on B(1−ε0)κ, for some fixed 0 < ε0 < 1. (We denote by Br the open ball of radius r
centered at zero). The interaction Hamiltonian, defined as a symmetric operator on C, is given by
the following formula
HI :=
∑
i∈1,2
∫
d3pd3k vσi (k)
(
η∗i (p + k)a(k)ηi(p) + h.c.
)
. (2.5)
For future reference we denote by Ha
I
(resp. Hc
I
) the terms involving a(k) (resp. a∗(k)) on the r.h.s.
of (2.5). In view of the presence of the factor |k|α in (2.4), we will say that the interaction of atoms
and photons is infrared regular. In contrast, the interaction of electrons and photons is infrared
singular.
Proceeding analogously as in [Fr73, Fr74], the full HamiltonianH := Hfr+HI can be defined as
a self-adjoint operators on a dense domain inH . We outline briefly this construction: First, we note
that both Hfr and HI preserve the number of atoms and electrons. Let us therefore defineH (n1 ,n2) :=
Γ(n1)(ha) ⊗ Γ(n2)(he) ⊗ Γ(hf), where Γ(n)(ha/e) is the n-particle subspace of Γ(ha/e) and let H(n1 ,n2)fr and
H
(n1 ,n2)
I
be the restrictions of the respective operators to H (n), defined on C(n1,n2) := C ∩ H (n1 ,n2).
As shown in Lemma B.1, using the Kato-Rellich theorem, each H(n1 ,n2) = H
(n1 ,n2)
fr
+ H
(n1 ,n2)
I
can
be defined as a self-adjoint operator on the domain of H
(n1 ,n2)
fr
, which is bounded from below and
essentially self-adjoint on C(n1,n2). Then we can define
H :=
⊕
(n1 ,n2)∈N×20
H(n1 ,n2) (2.6)
as an operator on C. Since H(n1 ,n2) ± i have dense ranges on C(n1,n2), the operators H ± i have dense
ranges on C, thus H is essentially self-adjoint on this domain.
On C we have the following formula for H
H =
∫
d3kω(k)a∗(k)a(k)
+
∑
i∈{1,2}
( ∫
d3p Ωˆ(p)η∗i (p)ηi(p) + (
∫
d3pd3k vi(k)η
∗
i (p + k)a(k)ηi(p) + h.c.)
)
. (2.7)
It reduces to a more familiar expression on C(n1,n2)
H(n1 ,n2) =
n1∑
j=1
(−i∇x1, j )2
2
+
n2∑
j=1
(−i∇x2, j )2
2
+
∫
d3kω(k)a∗(k)a(k)
+
n1∑
j=1
∫
d3k v1(k) (e
ikx1, ja(k) + e−ikx1, ja∗(k))
+
n2∑
j=1
∫
d3k v2(k) (e
ikx2, ja(k) + e−ikx2, ja∗(k)), (2.8)
where x1, j is the position operator of the j-th atom and x2, j is the position operator of the j-th
electron.
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As auxiliary objects we will also need the Hamiltonians Hσ with an infrared cut-off 0 < σ ≤ κ.
It is constructed starting from the form-factors
vσ1 (k) := λ
χ[σ,κ)(k)|k|α
(2|k|)1/2 , v
σ
2 (k) := λ
χ[σ,κ)(k)
(2|k|)1/2 , (2.9)
and repeating the steps above. Here χ[σ,κ)(k) = 1B′σ(k)χκ(k), where B′σ is the complement of the
ball of radius σ and 1∆ is the characteristic function of the set ∆. For future convenience we also
introduce a function χ˜[σ,κ) on R s.t. χ[σ,κ)(k) = χ˜[σ,κ)(|k|).
Finally, we introduce the atom, electron and photon momentum operators
Pℓa :=
∫
d3p pℓη∗1(p)η1(p), P
ℓ
e :=
∫
d3p pℓη∗2(p)η2(p), P
ℓ
f :=
∫
d3k kℓa∗(k)a(k), (2.10)
for ℓ ∈ {1, 2, 3}, which are essentially self-adjoint on C. We recall that H is translationally invariant,
that is it commutes with the total momentum operators Pi, given by
Pℓ := Pℓa + P
ℓ
e + P
ℓ
f , ℓ ∈ {1, 2, 3}, (2.11)
which are essentially self-adjoint on C as well.
2.2 Fiber Hamiltonians and renormalized creation operators
Due to translation invariance, H(1,0) and H(0,1) can be decomposed into fiber Hamiltonians the usual
way:
H(1,0) = Π∗
∫ ⊕
d3p H
(1)
1,p
Π, H(0,1) = Π∗
∫ ⊕
d3p H
(1)
2,p
Π, (2.12)
where Π := FeiPf x and F is the Fourier transform in the atom/electron variables, and
H
(1)
1/2,p
:= Ωˆ(p − Pf) + Hf +
∫
d3k v1/2(k) (b(k) + b
∗(k)). (2.13)
As auxiliary quantities we also introduce fiber Hamiltonians with a fixed infrared cut-off σ:
H
(1)
1/2,p,σ
= Ωˆ(p − Pf) + Hf +
∫
d3k vσ1/2(k) (b(k) + b
∗(k)). (2.14)
Their normalized ground state vectors, denoted ψ1/2,p,σ, correspond to the eigenvalues E1/2,p,σ and
have phases fixed in Definition 5.3 of [DP13.2]. Namely, the phases of the vectors ψi,p,σ, i = 1, 2,
are determined by the definitions
ψi,p,σ := W
∗
i,p,σφi,p,σ, φi,p,σ :=
∮
γ
dw
HW
i,p,σ
−wΩ
‖
∮
γ
dw
HW
i,p,σ
−wΩ‖
, Wi,p,σ := e
−
∫
d3k vσ
i
(k)
b(k)−b∗(k)
|k|(1−ek ·∇Ei,p,σ ) , (2.15)
where HW
i,p,σ
:= Wi,p,σHi,p,σW
∗
i,p,σ
, Wi,p,σ are defined as in (2.24) below, Ω is the vacuum vector in
the fiber Fock space Γ(hfi), and γ is a circle of integration enclosing no other point of the spectrum
of HW
i,p,σ
apart form Ei,p,σ.
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For p ∈ S := { p ∈ R3 | |p| < 1/3 }, λ ∈ (0, λ0] and σ ∈ (0, κλ0], where λ0, κλ0 sufficiently small,
the eigenvalues E1/2,p,σ and wave functions { f n1/2,p,σ} of ψ1/2,p,σ satisfy the regularity properties
proven in [DP13.2] and listed in Appendix A.
Now we define the renormalized creation operators of the massive particles
ηˆ∗1/2,σ(h) :=
∞∑
m=0
1√
m!
∫
d3p d3mk h(p) f m1/2,p,σ(k1, . . . , km)a
∗(k1) . . . a
∗(km)η
∗
1/2(p − k). (2.16)
This lengthy expression can be condensed as follows
ηˆ∗1/2,σ(h) :=
∞∑
m=0
1√
m!
∫
d3p d3mk h(p) f m1/2,p,σ(k)a
∗(k)m η∗1/2(p − k), (2.17)
using the short-hand notation, which will appear frequently below:
f m1/2,p,σ(k) := f
m
1/2,p,σ(k1, . . . , km), (2.18)
a∗(k)m := a∗(k1) . . . a
∗(km), (2.19)
k := k1 + · · · + km. (2.20)
It is shown in Lemma B.2 that ηˆ∗
1/2,σ
(h) and ηˆ∗
1/2,σ
(h1)ηˆ
∗
1/2,σ
(h2), for h1, h2 ∈ C20(S ), are well defined
operators on C. Since ηˆ1/2,σ(h) := (ηˆ∗1/2,σ(h))∗ are obviously well defined on C, we also obtain that
ηˆ∗
1/2,σ
(h) are closable.
2.3 Single-atom states
Since atoms are non-relativistic counterparts of Wigner particles, the construction of the single-
atom states is quite simple. For any h ∈ L2(R3, d3p), supp h ⊂ S , we define
ψ1,h,σ = Π
∗
∫ ⊕
d3p h(p)ψ1,p,σ. (2.21)
The space of all such single-atom states will be denotedH1,σ. We also note a simple relation
ψ1,h,σ = ηˆ
∗
1,σ(h)Ω. (2.22)
With the help of Theorem A.1 it is easy to show that ψ1,h := limσ→0 ψ1,h,σ exists. The resulting
subspace of single-atom states without the infrared cut-off will be denoted by H1 ⊂ H (1). By
Lemma 3.1 below, for any two single-atom states ψ1,h, ψ1,h′ as above
〈ψ1,h, ψ1,h′〉 = 〈h, h′〉, (2.23)
where the scalar product on the l.h.s. above is inH (1) and on the r.h.s. in L2(R3).
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2.4 Single-electron states
Since electrons are infraparticles, the construction of single-electron states is more difficult. We
outline it here following [Pi05]. We denote by ψ2,p,σ the normalized ground states of the Hamil-
tonians H
(1)
2,p,σ
, whose phases are fixed in Definition 5.1 of [DP13.2]. It is well known that the
Hamiltonians H
(1)
2,p
, p ∈ S , do not have ground states and that w− limσ→0 ψ2,p,σ = 0. However,
substitutes for these ground states can be constructed as follows: We introduce the Weyl operator
for p ∈ S and 0 < σ ≤ κ
Wp,σ = e
−
∫
d3k vσ
2
(k)
(b(k)−b∗(k))
|k|(1−ek ·∇E2,p,σ ) , (2.24)
where ek := k/|k|. Now we define the transformed Hamiltonian
H
(1),w
2,p,σ
= Wp,σH
(1)
2,p,σ
W∗p,σ. (2.25)
We will denote by φ2,p,σ := Wp,σψ2,p,σ the normalized eigenvectors of the transformed Hamiltoni-
ans. In this case we have the existence of the limit φ2,p := limσ→0 φ2,p,σ.
Cell partition: Let us consider a region in momentum space, for convenience a cube V of volume
equal to one, centered at zero. We now construct for 1 ≤ t a cell partition of V , according to the
following recipe: At time 1 ≤ t the linear dimension of each cell is 1/2n, where n ∈ N is s.t.
(2n)1/ε ≤ t < (2n+1)1/ε (2.26)
for a small exponent 0 < ε < 1/15 fixed a posteriori. (The upper bound 1/15 is convenient
in Corollary 3.12). Thus there are N(t) := 23n ≤ t3ε cells. Each such cell is denoted Γ(t)
j
and
the collection of all cells Γ(t). We will also need an approximate characteristic function 1˜
Γ
(t)
j
(k)
supported inside of Γ
(t)
j
, which tends to the sharp characteristic function of Γ
(t)
j
as t → ∞. We
construct this function as follows:
Definition 2.1. Let ϕ ∈ C∞(R) be equal to zero on (−∞, 0), equal to one on (1,∞) and monotonously
increasing. Let us fix a > 0, 0 < ε < 1 and define a function on R3:
ϕˆa,ε(p) =
3∏
i=1
ϕ
(
(pi + a)
aε
)
ϕ
(
− (p
i − a)
aε
)
. (2.27)
This function is equal to one on the cube [−a(1 − ε), a(1 − ε)]×3 and vanishes outside of [−a, a]×3.
Now let p j(n) be the position of the center of the j-th cell in the n-th partition. We set
1˜
Γ
(t)
j(n(t))
(p) = ϕˆ2−(n(t)+1),ε(t)(p − p j(n(t))), (2.28)
where the dependence t 7→ n(t) is restricted by (2.26) and t 7→ ε(t) = t−7ε, where ε appeared
in (2.26).
We recall that such smooth partition was not needed in [Pi05] in the context of Compton scattering.
We need it here, because Coulomb scattering requires much more detailed information about the
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localization of particles in space.
Phases: Let us define the one-particle phase similarly as in [Pi05]:
γσ(v j, t)(p) :=

−
∫ t
1
{ ∫ σSτ
σ
d|k|
∫
dµ(ek) v
σ
2
(k)2(2|k|)
(
cos(k·∇E2,p,στ−|k|τ)
1−ek ·v j
)}
dτ, for t ≤ ( κλ0
σ
) 1
α ,
−
∫ ( κλ0
σ
) 1
α
1
{ ∫ σSτ
σ
d|k|
∫
dµ(ek) v
σ
2
(k)2(2|k|)
(
cos(k·∇E2,p,στ−|k|τ)
1−ek ·v j
)}
dτ, for t > ( κ
λ0
σ
)
1
α ,
(2.29)
where ek := (sin θ cos φ, sin θ sinφ, cos θ) is the normal vector to the unit sphere, dµ := sin θdθdφ is
the measure on the unit sphere, τ 7→ σSτ = κλ0τ−α, 1/2 < α < 1 and κλ0 is specified in the ‘Standing
assumptions and conventions’ below. We also write γ˙σ(v j, t)(p) := ∂tγσ(v j, t)(p).
Photon clouds: The photon cloud associated with the cube Γ
(t)
j
has the form:
Wσ(v j, t) := exp
{
−
∫
d3k vσ2 (k)
a(k)ei|k|t − a∗(k)e−i|k|t
|k|(1 − ek · v j)
}
, (2.30)
where v j := ∇E2,p j ,σ is the velocity in the center of the cube Γ(t)j .
Single-electron states: Let us set h
(s)
j
(p) := 1˜
Γ
(s)
j
(p)h(p), and define:
ψ2,σ, j(s, t) := e
iHtWσ(v j, t)ηˆ∗σ(e−iE2,p,σ teiγσ(v j ,t)h(s)j )Ω, (2.31)
ψ2,h,t :=
∑
j∈Γ(t)
ψσt , j(t, t), (2.32)
for a fast dependence of t 7→ σt, i.e. σt = κλ0 t−γ, 4 < γ ≤ γ0.
Theorem 2.2. [Pi05] Let h ∈ C2
0
(S ) be such that ∇E2,p , 0 for p ∈ supp h. Then, under our
standing assumptions listed below, the following limit exists
ψ+2,h := lim
t→∞
ψ2,h,t (2.33)
and are called single-electron states. Furthermore, for any two states ψ+
2,h
, ψ+
2,h′ as above
〈ψ+2,h, ψ+2,h′〉 = 〈h, h′〉, (2.34)
where the scalar product on the l.h.s. above is inH (1) and on the r.h.s. in L2(R3).
Remark 2.3. From rotation invariance and strict convexity of p 7→ ∇E2,p one concludes that
∇E2,p , 0 is equivalent to p , 0 for p ∈ S . (Cf. Theorem A.1).
Strictly speaking the proof of Theorem 2.2 in [Pi05] was obtained for a sharp partition in
momentum space. However, it will be clear from the proof of our main result (Theorem 2.4
below) that this result remains valid also in the present case. (Note that the single-electron case is
considered in Section 3 in parallel with the electron-atom case).
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2.5 Results: Atom-electron scattering states
Given h ∈ C2
0
(S ), we define the corresponding velocity supports
Vi(h) := {∇Ei,p | p ∈ supp h}, (2.35)
where i = 1 pertains to the atom and i = 2 to the electron. Now let h1, h2 ∈ C20(S ) be s.t.
V1(h1) ∩ V2(h2) = ∅ and V1(h1),V2(h2) do not contain zero. For each cube j we write
Ψσ, j(s, t) = e
iHtWσ(v j, t)ηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(v j ,t))Ω, (2.36)
where h1,t(p) = e
−iE1,p,σ th1(p), h
(s)
2, j,t
= e−iE2,p,σ th(s)
2, j
(p). Now we set σt := κ
λ0/tγ, 4 < γ ≤ γ0 (the fast
cut-off), and define
Ψh1,h2,t =
∑
j∈Γ(t)
Ψσt , j(t, t). (2.37)
Our main result is the following:
Theorem 2.4. Let h1, h2 be such that V1(h1), V2(h2) are disjoint and do not contain zero. Then,
under our standing assumptions listed below, the following limit exists
Ψ+h1,h2 = limt→∞
Ψh1,h2,t (2.38)
and is called the atom-electron scattering state. Furthermore, for any two states Ψ+
h1,h2
, Ψ+
h′
1
,h′
2
as
above, we have
〈Ψ+h1,h2 ,Ψ+h′1,h′2〉 = 〈ψ1,h1 , ψ1,h′1〉 〈ψ
+
2,h2
, ψ+2,h′
2
〉, (2.39)
where ψ1,h1 , ψ1,h′1 and ψ
+
2,h2
, ψ+
2,h′
2
are the constituent single-atom and single-electron states of the
states Ψ+
h1,h2
,Ψ+
h′
1
,h′
2
, respectively.
Proof. In Theorem 4.1 below we show that for some finite M ∈ N and ηi > 2εi ≥ 0
‖Ψh1,h2,t2 − Ψh1,h2,t1‖ ≤ cλ0
M∑
i=1
t
εi
2
t
ηi
1
. (2.40)
From this bound we obtain convergence via the telescopic argument: We set Ψ(t) := Ψh1,h2,t and
proceed as in the proof of Theorem 3.1 of [Pi05]: Suppose tn
1
≤ t2 < tn+11 . Then we can write
‖Ψ(t2) −Ψ(t1)‖ ≤
( n−1∑
k=1
‖Ψ(tk+11 ) − Ψ(tk1)‖
)
+ ‖Ψ(t2) −Ψ(tn1)‖ ≤ cλ0
M∑
i=1
n∑
k=1
t
(k+1)εi
1
t
kηi
1
≤ cλ0
M∑
i=1
t
εi
1
t
ηi−εi
1
∞∑
k′=0
1
t
k′(ηi−εi)
1
≤ cλ0
M∑
i=1
1
t
ηi−2εi
1
1
1 − (1/t1)ηi−εi
. (2.41)
Since the last expression tends to zero as t1 → ∞, we obtain convergence of t 7→ Ψ(t) as t → ∞.
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The clustering estimate (2.39) follows from the existence of the limit in (2.38) and from Theo-
rem 3.7. In this latter theorem one sets s = t and σ = σ′ = σt. 
Standing assumptions and conventions:
1. We will only consider outgoing asymptotic configurations (t → ∞), since the incoming case
(t → −∞) is analogous. The corresponding asymptotic quantities will be denoted by an
upper index +, for example Ψ+
h1,h2
in (2.38).
2. The parameters pmax = 1/3 and 1/2 ≥ α > 0 are kept fixed in the remaining part of the paper.
3. As specified in Proposition A.1 and Theorem A.3, the maximal coupling constant λ0 > 0
corresponds to the values of pmax and 1/2 ≥ α > 0 fixed above.
4. We will set α = (1 + 16ε)−1 (introduced in (2.29)) and ε > 0 sufficiently small, as in Corol-
lary 3.6. Specifically, we require that 7ε ≤ 3 for the proof of Proposition 4.8 and 7ε ≤ α for
the proof of Proposition 4.9. In Appendix I the value of ε is again reduced.
5. We always assume that the coupling constant satisfies |λ| ∈ (0, λ0], where λ0 is s.t. Theo-
rems A.1 and A.3 hold. We recall that the maximal value of the infrared cut-off admitted by
these theorems is 0 < κλ0 ≤ κ. We first reduce this maximal value to κ˜λ0 := min{κλ0 , (1−ε0)κ}
to ensure that the infrared cut-off does not interfere with the smooth ultraviolet cut-off. Next,
we fix the functions h1, h2 appearing in Theorem 2.4, whose velocity supports Vi(hi), i = 1, 2,
are disjoint. Now we choose 0 < κλ0 ≤ κ˜λ0 s.t. for 0 < σ ≤ κλ0 the approximate velocity
supports Vi,σ(hi) := {∇Ei,p,σ | p ∈ supp hi}, i = 1, 2, are also disjoint and the same is true for
h′
1
, h′
2
also appearing in Theorem 2.4. Such a choice of κλ0 is possible due to relation (A.5).
The infrared cut-offs will always be restricted to κλ0 ≥ σ′ ≥ σ > 0.
6. We denote by γ ∈ (4, γ0] the parameter which controls the time dependence of the (fast)
infrared cut-off, i.e., σt = κ
λ0/tγ. The parameter γ0 is kept fixed until the proof of the first
estimate in (4.59), given in Appendix I, where γ is chosen sufficiently large and t > 1 that
implies γ0 sufficiently large. The parameter γ0 appears also in the definition of the slow
infrared cut-off σs,t := κ
λ0(σt/κ
λ0)1/(8γ0) in Subsection E.2. Another slow cut-off σSt =
κλ0
tα
,
1/2 < α < 1 was defined below (2.29) and controls the phase. We note that for t ≥ 1 we
have 0 ≤ σt ≤ σSt ≤ σs,t ≤ κλ0 .
7. λ˜0 7→ δλ˜0 , λ˜0 7→ δ′λ˜0 , will denote positive functions of λ˜0 ∈ (0, λ0], which may differ from
line to line, and have the property
lim
λ˜0→0
δλ˜0 = 0, lim
λ˜0→0
δ′
λ˜0
= 0. (2.42)
We will assume that 0 < δλ0 < 1/(8γ0) (cf. the proof of Lemma E.4). Furthermore, in our
estimates δλ0 will always be chosen sufficiently small without further notice (at the cost of
reducing λ0).
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8. We will denote by c, c′, c′′ numerical constants which may depend on S , ε0, κ, α, γ0, α and
functions h1, h2 but not on σ, t, λ, λ0 or the electron and photon momenta. (Independence
of λ0 is used in the proofs of Lemmas D.4, D.5. If a constant depends on one of the latter
parameters, this will be indicated by a subscript, e.g. cλ0). The values of the constants may
change from line to line.
9. We will denote by (p, q) 7→ D(p, q), (p, q) 7→ D′(p, q) smooth, compactly supported func-
tions on R3 × R3, which may depend of S , ε0, κ, α, γ0, α and functions h1, h2, but not on σ,
t, λ, λ0 or the photon momenta. These functions may change from line to line.
10. We will denote by k = (k1, . . . , km) ∈ R3m a collection of photon variables. For any such
ki ∈ R3 we denote by (k1i , k2i , k3i ) the components. A lower or upper index m of a function
indicates that it is a symmetric function of (k1, . . . , km). For example:
f m(k) := f m(k1, . . . , km). (2.43)
Similarly, we set a∗(k)m := a∗(k1) . . . a∗(km). We note that the order in which the components
of k are listed is irrelevant, since they enter always into symmetric expressions.
11. We separate the atom, electron and photon variables p1, p2 ∈ R3, k ∈ R3m by semicolons.
For example:
Gm(p1; p2; k) := Gm(p1; p2; k1, . . . , km). (2.44)
12. Two collections consisting of (1) atom and photon variables: p1 ∈ R3, k ∈ R3m, (2) electron
and photon variables: p2 ∈ R3, r ∈ R3m are separated by a bar. For example
Fm,n(p1; k | p2; r) := Fm,n(p1; k1, . . . , km | p2; r1, . . . , rn). (2.45)
13. Given k = (k1, . . . , km) we write k := k1 + · · · + km.
14. We denote by e a generic vector on a unit sphere in R3. For k ∈ R3 we write ek := k/|k|.
15. If X is an element of a Banach space and ‖X‖ ≤ cY for some Y ∈ R+ then we write X = O(Y).
3 Preparations
3.1 A domain
In Theorem 3.5 below we derive bounds for ∂tΨσ, j(s, t), where Ψσ, j(s, t) appeared in (2.36) above.
For the purpose of this derivation we introduce a suitable domain: First, we fix l1, l2 ∈ N0, r1, r2 > 0
and consider vectors of the form
Ψ
r1,r2
l1,l2
=
∞∑
m=0
1√
m!
∫
d3l1 p1d
3l2 p2d
3mk Fl1,l2,m(p1, p2; k)η
∗
1(p1)
l1η∗2(p2)
l2a∗(k)mΩ, (3.1)
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where Fl1 ,l2,m ∈ L2sym(B×(l1+l2)r1 × B×mr2 , d3l1 p1d3l2 p2d3mk), i.e., Fl1,l2 ,m are square-integrable functions,
symmetric (independently) in their atom, electron, and photon variables. The support in each
atom/electron (resp. photon) variable is a ball of radius r1 (resp. r2). Moreover, the norms of
Fl1,l2 ,m satisfy the bound
‖Fl1,l2 ,m‖2 ≤
cm√
m!
(3.2)
for some c ≥ 0, independent of m, which guarantees that the vector (3.1) is well defined. Now we
set
D := Span{Ψr1,r2
l1,l2
| l1, l2 ∈ N0, r1, r2 > 0 }, (3.3)
where Span means finite linear combinations. This domain is dense and it contains C. We show
in Lemma B.2 that H,Ha,He,Hf,H
a/c
I
and ηˆ∗
1/2,σ
(h), h ∈ C20(S ), are well-defined on D and leave
this domain invariant. All equalities of operators in this paper are understood to hold onD, unless
stated otherwise.
3.2 Time derivatives
In this subsection we will consider time-derivatives of various time-dependent families of vectors,
which will be needed for application of the Cook’s method in Section 4. We start by recalling the
following simple lemma [DP13.1, Lemma 2.3].
Lemma 3.1. Let h ∈ C2
0
(S ) and ψi,h,σ := ηˆ
∗
i,σ
(h)Ω, i = 1, 2. Then
ψi,h,σ = Π
∗
∫ ⊕
d3p h(p)ψi,p,σ. (3.4)
Consequently, H
(1,0)
σ ψ1,h,σ = ψ1,E1,σh,σ, H
(0,1)
σ ψ2,h,σ = ψ2,E2,σh,σ, where (Ei,σh)(p) := Ei,p,σh(p) and
H
(n1 ,n2)
σ is defined from (2.8) by introducing the infrared cut-off σ in the form factors v1(k), v2(k).
To simplify some statements and proofs in the remaining part of this subsection we introduce:
Notation: We will use the index (σ) ∈ {σ, ∅} to distinguish quantities with and without the infrared
cut-off. For (σ) = ∅ the index can simply be omitted. For example H(σ) ∈ {Hσ,H} or v(σ)i ∈ {vσi , vi}.
Lemma 3.2. Let Ψ ∈ D and Ψt = e−iH(σ)tΨ. Then
∂t(e
iH(σ)tWσ(vˆ j, t)e−iH(σ)t)Ψ−t = eiH(σ)tWσ(vˆ j, t)
∑
i∈{1,2}
Aσ,iΨ, (3.5)
where
Aσ,i :=
∫
d3pd3k vσi (k)η
∗
i (p + k)Fσ,t(k)ηi(p), Fσ,t(k) :=
vσ
2
(k)
|k|
(
e−i|k|t
(1 − ek · vˆ j)
+
ei|k|t
(1 + ek · vˆ j)
)
.(3.6)
16
Proof. We compute
∂t(e
iH(σ)tWσ(vˆ j, t)e−iH(σ)t) = eiH(σ)t(i[H(σ),Wσ(vˆ j, t)] + ∂tWσ(vˆ j, t))e−iH(σ)t
= eiH(σ)ti[HI,(σ),Wσ(vˆ j, t)]e−iH(σ)t. (3.7)
Now we recall that
Wσ(vˆ j, t) = exp
{
−
∫
d3k vσ2 (k)
a(k)ei|k|t − a∗(k)e−i|k|t
|k|(1 − ek · vˆ j)
}
, (3.8)
HI,(σ) =
∑
i∈{1,2}
∫
d3pd3k v
(σ)
i
(k)η∗i (p + k)
(
a(k) + a∗(−k))ηi(p), (3.9)
where v
(σ)
i
∈ {vσ
i
, vi}. Making use of the formulas, where a(g) :=
∫
d3k a(k)g(k), a∗(g) := a(g)∗,
[a(g), ea
∗( f )−a( f )] = ea
∗( f )−a( f )〈g, f 〉, (3.10)
[a∗(g), ea
∗( f )−a( f )] = ea
∗( f )−a( f )〈 f , g〉, (3.11)
we get
i[HI,(σ),Wσ(vˆ j, t)] =Wσ(vˆ j, t)
∑
i∈{1,2}
∫
d3pd3k v
(σ)
i
(k)η∗i (p + k)Fσ,t(k)ηi(p) (3.12)
=Wσ(vˆ j, t)
∑
i∈{1,2}
Aσ,i, (3.13)
where
Fσ,t(k) :=
vσ
2
(k)
|k|
(
e−i|k|t
(1 − ek · vˆ j)
+
ei|k|t
(1 + ek · vˆ j)
)
. (3.14)
We note that v
(σ)
i
(k)vσ
2
(k) = vσ
i
(k)vσ
2
(k), thus we can replace v
(σ)
i
with vσ
i
on the r.h.s. of (3.12). This
concludes the proof. 
Lemma 3.3. Let us set
φ
(σ)
2,σ, j
(s, t) := eiH(σ)tηˆ∗2,σ(h
(s)
2, j,t
eiγσ(v j ,t))Ω, (3.15)
Φ
(σ)
σ, j
(s, t) := eiH(σ)tηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(v j ,t))Ω. (3.16)
The following equalities hold true:
∂tφ
(σ)
2,σ, j
(s, t) = eiH(σ)tηˆ∗2,σ(iγ˙σ(v j, t)h
(s)
2, j,t
eiγσ(v j ,t))Ω + eiH(σ)tiHˇcI,(σ)ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(v j ,t))Ω, (3.17)
∂tΦ
(σ)
σ, j
(s, t) = eiH(σ)ti[[HaI,(σ), ηˆ
∗
1,σ(h1,t)], ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(v j,t))]Ω (3.18)
+ eiH(σ)tηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(iγ˙σ(v j, t)h
(s)
2, j,t
eiγσ(v j ,t))Ω (3.19)
+ eiH(σ)t
(
iηˆ∗1,σ(h1,t)Hˇ
c
I,(σ)ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(v j ,t))Ω + {1 ↔ 2}
)
. (3.20)
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The operators Ha
I,(σ)
and Hˇc
I,(σ)
are defined on C by
HaI,(σ) :=
∑
i∈{1,2}
∫
d3pd3k v
(σ)
i
(k)η∗i (p + k)a(k)ηi(p), (3.21)
HˇcI,(σ) :=
∑
i∈{1,2}
∫
d3pd3k vˇ
(σ)
i
(k)η∗i (p − k)a∗(k)ηi(p), (3.22)
where vˇ
(σ)
1
(k) ∈ {0, λ 1Bσ (k)|k|α
(2|k|)1/2 }, vˇ(σ)2 (k) ∈ {0, λ
1Bσ (k)
(2|k|)1/2 }, v(σ)i ∈ {vσi , vi}.
Proof. We consider only the case (σ) = ∅, since (σ) = σ is analogous and simpler. Also, we
derive only the formula for ∂tΦ
(σ)
σ, j
(s, t), as the formula for ∂tφ
(σ)
2,σ, j
(s, t) can be obtained by similar
and simpler steps.
We write h
γ
2,t
:= h
(s)
2, j,t
eiγσ(v j ,t) and note that it depends on t both via the free evolution and γ. We
compute
∂tΦσ, j(s, t) = e
iHtiHηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(h
γ
2,t
)Ω + eiHtηˆ∗1,σ(∂th1,t)ηˆ
∗
2,σ(h
γ
2,t
)Ω + eiHtηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(∂t(h
γ
2,t
))Ω
= eiHtiHηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(h
γ
2,t
)Ω − eiHtηˆ∗2,σ(h2,t)ηˆ∗1,σ(i(E1,σh1)t)Ω
− eiHtηˆ∗1,σ(h1,t)ηˆ∗2,σ(i(E2,σh2)γt )Ω + eiHtηˆ∗1,σ(h1,t)ηˆ∗2,σ(iγ˙σ(v j, t)hγ2,t)Ω, (3.23)
where (Ei,σhi)(p) := Ei,p,σhi(p), and (E2,σh2)
γ
t := e
−iE2,σ tE2,σh2eiγσ(v j,t), i = 1, 2. The first term on
the r.h.s. above is well defined by Lemma B.2. The equality
(∂tηˆ
∗
1,σ(h1,t))ηˆ
∗
2,σ(h
γ
2,t
)Ω = ηˆ∗1,σ(∂th1,t)ηˆ
∗
2,σ(h
γ
2,t
)Ω (3.24)
can easily be justified with the help of Lemmas C.4 and D.4. Now we note the following identity,
which is meaningful due to Lemma B.2:
iHηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(h
γ
2,t
)Ω = i[[H, ηˆ∗1,σ(h1,t)], ηˆ
∗
2,σ(h
γ
2,t
)]Ω + ηˆ∗1,σ(h1,t)iHηˆ
∗
2,σ(h
γ
2,t
)Ω
+ ηˆ∗2,σ(h
γ
2,t
)iHηˆ∗1,σ(h1,t)Ω, (3.25)
where we made use of the fact that HΩ = 0. As for the first term on the r.h.s. of (3.25), we note
that [Hfr, ηˆ
∗
1,σ
(h1,t)] and [H
c
I
, ηˆ∗
1,σ
(h1,t)] are sums of products of creation operators and therefore
commute with ηˆ∗2,σ(h
γ
2,t
). Thus we get
i[[H, ηˆ∗1,σ(h1,t)], ηˆ
∗
2,σ(h
γ
2,t
)]Ω = i[[HaI , ηˆ
∗
1,σ(h1,t)], ηˆ
∗
2,σ(h
γ
2,t
)]Ω, (3.26)
where Ha
I
is given by (3.21).
As for the second term on the r.h.s. of (3.25), we obtain
ηˆ∗1,σ(h1,t)iHηˆ
∗
2,σ(h
γ
2,t
)Ω = ηˆ∗1,σ(h1,t)i(H − Hσ)ηˆ∗2,σ(hγ2,t)Ω + ηˆ∗1,σ(h1,t)ηˆ∗2,σ(i(E2,σhγ2)t)Ω
= ηˆ∗1,σ(h1,t)iHˇ
c
I,σηˆ
∗
2,σ(h
γ
2,t
)Ω + iηˆ∗1,σ(h1,t)ηˆ
∗
2,σ((E2,σh
γ
2
)t)Ω. (3.27)
Here in the first step we applied Lemma 3.1 and in the last step we made use of the fact that the
operator
HˇaI,σ :=
∑
i∈{1,2}
∫
d3pd3k vˇσi (k)η
∗
i (p + k)a(k)ηi(p) (3.28)
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annihilates ηˆ∗2,σ(h2,t)Ω due to the fact that vˇ
σ
i
are supported below the infrared cut-off. As the last
term on the r.h.s. of (3.25) can be treated analogously, this concludes the proof. 
Before we state and prove the main result of this section, we need an auxiliary result about the
phases whose proof is postponed to the appendices:
Proposition 3.4. Let Aσ,1, Aσ,2 be as in Lemma 3.2. Then, for any 0 < δ < (α
−1 − 1), 1 ≤ s ≤ t,
[Aσ,1, ηˆ
∗
1,σ(h1,t)]ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j ,t))Ω = R1j(σ, t, s), (3.29)
ηˆ∗1,σ(h1,t)[Aσ,2, ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j,t))]Ω = ηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(−iγ˙σ(vˆ j, t)h(s)2, j,teiγσ(vˆ j ,t))Ω + R2j(σ, t, s), (3.30)
[Aσ,2, ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j,t))]Ω = ηˆ∗2,σ(−iγ˙σ(vˆ j, t)h(s)2, j,teiγσ(vˆ j ,t))Ω + R2j(σ, t, s), (3.31)
where
‖R1j(σ, t, s)‖ ≤
c
σδλ0
(
(σSt )
1+α + t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
, (3.32)
‖R2j(σ, t, s)‖ ≤
c2t
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
, (3.33)
0 < δ < (α−1 − 1), ct := c(ε(t)t−ε)−1 and the slow cut-off σSt = κλ0 t−α appeared in (2.29).
Proof. For estimates (3.30), (3.31) see Proposition F.1. For estimate (3.29) see Proposition G.1. 
Theorem 3.5. We define for 1 ≤ s ≤ t
ψ
(σ)
2,σ, j
(s, t) := eiH(σ)tWσ(vˆ j, t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j,t))Ω, (3.34)
Ψ
(σ)
σ, j
(s, t) := eiH(σ)tWσ(vˆ j, t)ηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))Ω. (3.35)
Then
‖∂tψ(σ)2,σ, j(s, t)‖ ≤
c2t
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
(3.36)
+ cσ1−δλ0 , (3.37)
‖∂tΨ(σ)σ, j(s, t)‖ ≤
c2t
σδλ0
(
(σSt )
1+α + t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
(3.38)
+
c1,t
σδλ0
1
(κλ0)2
(
σ
α/(8γ0)
t
t
+
1
t2σ
1/(4γ0)
t
)
(3.39)
+ cσ1−δλ0 , (3.40)
where (3.37), (3.40) can be omitted in the case (σ) = σ. We set above 0 < δ < (α−1 − 1),
c1,t := c((ε(t)t
−ε)−2 + t1−α) and ct := c(ε(t)t−ε)−1.
Proof. We discuss only Ψ
(σ)
σ, j
(s, t), as the analysis of ψ
(σ)
2,σ, j
(s, t) is analogous and simpler. We write
Ψ
(σ)
σ, j
(s, t) = (eiH(σ)tWσ(vˆ j, t)e−iH(σ)t)(eiH(σ)tηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))Ω) (3.41)
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and compute the derivative w.r.t. t. We will consider separately two terms
Ψ
(σ)
σ, j
(s, t)(1) = ∂t(e
iH(σ)tWσ(vˆ j, t)e−iH(σ)t)(eiH(σ)tηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))Ω), (3.42)
Ψ
(σ)
σ, j
(s, t)(2) = (eiH(σ)tWσ(vˆ j, t)e−iH(σ)t)∂t(eiH(σ)tηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j,t))Ω). (3.43)
We start with the analysis of (3.42). Making use of Lemma 3.2 we get
Ψ
(σ)
σ, j
(s, t)(1) = eiH(σ)tWσ(vˆ j, t)(Aσ,1 + Aσ,2)ηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j,t))Ω
= eiH(σ)tWσ(vˆ j, t)[Aσ,1, ηˆ∗1,σ(h1,t)]ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))Ω (3.44)
+eiH(σ)tWσ(vˆ j, t)ηˆ∗1,σ(h1,t)[Aσ,2, ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))]Ω. (3.45)
As for (3.44),(3.45), Proposition 3.4 gives
‖[Aσ,1, ηˆ∗1,σ(h1,t)]ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))Ω‖ ≤
c
σδλ0
(
(σSt )
1+α + t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
, (3.46)
ηˆ∗1,σ(h1,t)[Aσ,2, ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j ,t))]Ω = ηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(−iγ˙σ(vˆ j, t)h(s)2, j,teiγσ(vˆ j ,t))Ω + R2j(σ, t, s), (3.47)
where
‖R2j(σ, t, s)‖ ≤
c2t
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
. (3.48)
Relations (3.48) and (3.46) give the contribution (3.38) to the bound in the statement of the theo-
rem.
Let us now have a look at (3.43): We have by Lemma 3.3
∂t(e
iH(σ)tηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j ,t))Ω) = eiH(σ)ti[[HaI,(σ), ηˆ
∗
1,σ(h1,t)], ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j,t))]Ω (3.49)
+eiH(σ)tηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(iγ˙σ(vˆ j, t)h
(s)
2, j,t
eiγσ(vˆ j ,t))Ω (3.50)
+eiH(σ)t
(
iηˆ∗1,σ(h1,t)Hˇ
c
I,(σ)ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j ,t))Ω + {1↔ 2}
)
. (3.51)
The first term on the r.h.s. of (3.47), substituted in (3.45) cancels (3.50) (cancellation of the phase).
Concerning (3.49), we obtain from Proposition D.2 that
‖[[HaI,(σ), ηˆ∗1,σ(h1,t)], ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))]Ω‖ ≤
c1,t
σδλ0
1
(κλ0)2
(
σ
α/(8γ0)
t
t
+
1
t2σ
1/(4γ0)
t
)
. (3.52)
This gives rise to contribution (3.39) in the statement of the theorem.
As for (3.51), which is non-zero only in the case (σ) = ∅, we obtain immediately from Propo-
sition D.7 that it gives rise to contribution (3.40) in the statement of the theorem. This concludes
the proof. 
Corollary 3.6. For α = (1 + 16ε)−1, δ = 8ε, and ε > 0 sufficiently small, we have
‖∂tψ(σ)2,σ, j(s, t)‖ ≤
cλ0
σδλ0
1
t1+7ε
+ cσ1−δλ0 , (3.53)
‖∂tΨ(σ)σ, j(s, t)‖ ≤
cλ0
σδλ0
1
t1+7ε
+ cσ1−δλ0 , (3.54)
where the terms cσ1−δλ0 can be omitted for (σ) = σ and c(λ0) means that the constant may depend
on λ0.
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Proof. We consider only (3.54) as the proof of (3.53) is similar and simpler. It suffices to choose
the parameters, within the specified restrictions, so that (3.38)–(3.40) give the required bound.
Since we set ε(t) = t−7ε, we have 1
ε(t)t−ε ≤ t8ε and therefore c2t := [c(ε(t)t−ε)−1]2 ≤ c2t16ε. To ensure
that the four contributions to (3.38) can be bounded by the first term on the r.h.s. of (3.54), we
recall that σSt = κ
λ0 t−α and demand
16ε + 7ε < α(1 + α) − 1, α(1 + α) > 1, (3.55)
16ε + 7ε < 3α − 2, 3α − 1 > 1, (3.56)
16ε + 7ε < δα, (3.57)
16ε + 7ε < 1 − (1 + δ)α, (1 + δ)α < 1. (3.58)
We note that 3α − 1 > 1 always holds if α(1 + α) > 1 is true, (since 1/2 ≥ α > 0). Setting
0 < δ < α/4, we demand that the following condition holds:
(1 + α)−1 < α < (1 + δ)−1. (3.59)
which ensures α(1 + α) > 1 and (1 + δ)α < 1. To be specific, we set
α = (1 + 2δ)−1, (3.60)
which also ensures 1/2 < α < 1. Given this, we can choose ε sufficiently small (depending of α)
so that conditions (3.55)-(3.58) are met.
Let us now consider (3.39). By (3.60), we have (1 − α) ≤ 2δ, thus for δ = 8ε we get
c1,t ≤ ct16ε. (3.61)
Consequently, to ensure the required bound on (3.39), we impose the conditions
16ε + 7ε <
αγ
8γ0
, (3.62)
16ε + 7ε < 1 − γ
4γ0
, (3.63)
which hold for ε sufficiently small. 
3.3 Clustering estimates
In this section we discuss clustering of scalar products of approximating vectors into scalar prod-
ucts of their basic building blocks (atom, bare electron and the photon cloud). We start with the
following theorem, which can be considered our main technical result. It ensures clustering into
physical particles (atom and the electron dressed with the cloud).
Theorem 3.7. For κλ0 ≥ σ′ ≥ σ > 0, there holds the estimate
〈Wσ′(vl, s)ηˆ∗1,σ′(h′1,s)ηˆ∗2,σ′(h
′(s)
2,l,s
eiγσ′ (vl ,s))Ω,Wσ(vˆ j, s)ηˆ∗1,σ(h1,s)ηˆ∗2,σ(h(s)2, j,seiγσ(vˆ j ,s))Ω〉
= 〈ηˆ∗1,σ′(h′1,s)Ω, ηˆ∗1,σ(h1,s)Ω〉 ×
× 〈Wσ′(vl, s)ηˆ∗2,σ′(h
′(s)
2,l,s
eiγσ(vl,s))Ω,Wσ(vˆ j, s)ηˆ∗2,σ(h(s)2, j,seiγσ(vˆ j,s))Ω〉 + RWl, j(σ′, σ, s), (3.64)
where
|RWl, j(σ′, σ, s)| ≤
c
σδλ0
1
κλ0
{
1
sσ1/(8γ0)
+
1
s1−8ε
+ (σ′)α/(8γ0)
}
. (3.65)
21
Proof. Follows from Proposition D.8, ε(s) := s−7ε¯ and s ≤ t. 
In the remaining part of this section we will also cluster out the photon clouds. We will consider
only the case σ′ = σ which suffices for our proposes. In this case it is possible to use the Cook’s
method to accelerate clustering as noted in [Pi05]. For the reader’s convenience, we recall this
argument here.
Let us first introduce clouds depending on a parameter λˆ:
Wλˆσ(vˆ j, t) := exp
{
− λˆ
∫
d3k vσ2 (k)
a(k)ei|k|t − a∗(k)e−i|k|t
|k|(1 − ek · vˆ j)
}
. (3.66)
We also set for κλ0 ≥ σ > 0
Wˆλˆσ,l, j(t) :=Wλˆσ(vl, t)∗Wλˆσ(vˆ j, t). (3.67)
(We suppress the dependence of the l.h.s. on vl, vˆ j as it will be clear from the context). We can
write
Wˆλˆσ,l, j(t) = exp
{ − λˆ(a(hσl, j,t) − a∗(hσl, j,t))}, (3.68)
hσl, j,t(k) :=
vσ
2
(k) fvˆ j ,vl(ek)
|k| e
−i|k|t , (3.69)
fvˆ j,vl(ek) :=
ek · (vˆ j − vl)
(1 − ek · vˆ j)(1 − ek · vl)
. (3.70)
With these definitions, we also have
〈Wσ(vl, t)Ω,Wσ(vˆ j, t)Ω〉 = e−
‖hσ
l, j
‖2
2
2 =: e−
1
2Cl, j,σ . (3.71)
Notation: If there is no danger of confusion, we will use the following short-hand notation:
Wσ :=Wσ(vˆ j, t), W′σ :=Wσ(vl, t), a := a(hσl, j,t), Wˆλˆ := Wˆλˆσ,l, j(t), (3.72)
ηˆ∗2,σ := ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j ,t)), ηˆ∗′2,σ := ηˆ
∗
2,σ(h
′(s)
2,l,t
eiγσ(vl,t)). (3.73)
Similarly as in [Pi05], we will use the following observation:
Lemma 3.8. Let Ψ,Ψ′ ∈ D. Then
〈W′σΨ′,WσΨ〉 = 〈W′σΩ,WσΩ〉 〈Ψ′,Ψ〉 +
∫ 1
0
rλˆ
′
l, j,σ(t)e
−
‖hσ
l, j
‖2
2
2
(1−(λˆ′)2)dλˆ′, (3.74)
where
rλˆl, j,σ(t) := −〈(Wˆλˆ)∗Ψ′, aΨ〉 + 〈aΨ′,WˆλˆΨ〉. (3.75)
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Proof. With the help of relation (3.11) we show that f (λˆ, t) := 〈Wλˆσ(vl, t)Ψ′,Wλˆσ(vˆ j, t)Ψ〉 satisfies
the following differential equation
d f (λˆ, t)
dλˆ
= −λˆ‖hσl, j‖22 f (λˆ, t) + rλˆl, j,σ(t), (3.76)
whose solution is
f (λˆ, t) = e
− 1
2
‖hσ
l, j
‖2
2
λˆ2
f (0, t) +
∫ λˆ
0
rλˆ
′
l, j,σ(t)e
−
‖hσ
l, j
‖2
2
2
(λˆ2−(λˆ′)2)dλˆ′. (3.77)
By evaluating (3.77) at λˆ = 1 we obtain (3.74). 
Lemma 3.8 is useful if the rest term rλˆ
l, j,σ
(t) decays as t → ∞. As noted in [Pi05], this can be
achieved exploiting the fact that single-particle vectors of the form ηˆ∗1/2,σ(h)Ω are annihilated by
the asymptotic annihilation operators of photons [Pi05, FGS04]. For completeness, we provide an
elementary proof of this fact, based on the Riemann-Lebesgue lemma, in Appendix H.
Proposition 3.9. [Pi05] The following equality holds true
〈W′σηˆ∗′2,σΩ,Wσηˆ∗2,σΩ〉 = 〈W′σΩ,WσΩ〉 〈ηˆ∗′2,σΩ, ηˆ∗2,σΩ〉 + ol, j,σ,s(t), (3.78)
where limt→∞ ol, j,σ,s(t) = 0.
Proof. We apply Lemma 3.8 with
Ψ = ηˆ∗2,σ(h
(s)
2, j,t
eiγσ(vˆ j,t))Ω, Ψ′ = ηˆ∗2,σ(h
′(s)
2,l,t
eiγσ(vl,t))Ω. (3.79)
We note that
a(hσl, j,t)Ψ = a(h
σ
l, j,t)ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j ,t))Ω = a(hσl, j,t)e
−iHσtηˆ∗2,σ(h
(s)
2, j
eiγσ(vˆ j ,t))Ω, (3.80)
and analogously for Ψ′. Since γσ(vˆ j, t) is constant for sufficiently large t and fixed σ (see (2.29))
and the single-particle state ηˆ∗2,σ(h
(s)
2, j
eiγσ(vˆ j,∞))Ω is a vacuum of the asymptotic annihilation operator
(see Appendix H) we have
lim
t→∞
|rλˆ′l, j,σ′,σ(s, t)| = 0. (3.81)
This concludes the proof. 
Theorem 3.10. [Pi05] There holds the bound
〈Wσ(vl, s)ηˆ∗2,σ(h
′(s)
2,l,s
eiγσ(vl,s))Ω,Wσ(vˆ j, s)ηˆ∗2,σ(h(s)2, j,seiγσ(vˆ j ,s))Ω〉
= 〈Wσ(vl)Ω,Wσ(vˆ j)Ω〉 〈ηˆ∗2,σ(h
′(s)
2,l
eiγσ(vl ,∞))Ω, ηˆ∗2,σ(h
(s)
2, j
eiγσ(vˆ j ,∞))Ω〉 + O
(
1
σδλ0
(
1
s7ε
))
. (3.82)
Remark 3.11. The power 6ε (out of 7ε) in the error term on the r.h.s. of (3.82) will be needed for
summation over the partition in the next section.
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Proof. Let us set
Mˆl, j(σ, s, t) := 〈eiHσtWσ(vl, t)ηˆ∗2,σ(h
′(s)
2,l,t
eiγσ(vl ,t))Ω, eiHσtWσ(vˆ j, t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))Ω〉. (3.83)
We note that the first term on the l.h.s. of (3.82) equals Mˆl, j(σ, s, s). We define
ψ(s, t) := eiHσtWσ(vˆ j, t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j,t))Ω, (3.84)
ψ′(s, t) := eiHσtWσ(vl, t)ηˆ∗2,σ(h
′(s)
2,l,t
eiγσ(vl,t))Ω. (3.85)
Next, we write
Nˆl, j(σ, s, t) := 〈Wσ(vl)Ω,Wσ(vˆ j)Ω〉 〈ηˆ∗2,σ(h
′(s)
2,l
eiγσ′ (vl,t))Ω, ηˆ∗2,σ(h
(s)
2, j
eiγσ(vˆ j ,t))Ω〉 (3.86)
and note that Nˆl, j(σ, s,∞) is the first term on the r.h.s. of (3.82). Now we write for t ≥ s
|Mˆl, j(σ, s, s) − Nˆl, j(σ, s, t)|
≤ |Mˆl, j(σ, s, s) − Mˆl, j(σ, s, t)| + |Mˆl, j(σ, s, t) − Nˆl, j(σ, s, t)|. (3.87)
We consider the first term on the r.h.s. of (3.87):
Mˆl, j(σ, s, s) − Mˆl, j(σ, s, t) =
∫ t
s
dt′ ∂t′ Mˆl, j(σ, s, t
′)
=
∫ t
s
dt′
(
〈∂t′ψ′(s, t′), ψ(s, t′)〉 + 〈ψ′(s, t′), ∂t′ψ(s, t′)〉
)
= O
(
1
σδλ0
1
s7ε
)
. (3.88)
In the last step of (3.88) we used Corollary 3.6 and Lemma 3.1 which give
‖∂t′ψ′(s, t′)‖, ‖∂t′ψ(s, t′)‖ ≤
c
σδλ0
1
(t′)1+7ε
and ‖ψ′(s, t′)‖, ‖ψ(s, t′)‖ ≤ c, (3.89)
respectively. By Proposition 3.9
lim
t→∞
|Mˆl, j(σ, s, t) − Nˆl, j(σ, s, t)| = 0. (3.90)
Thus by taking the limit t →∞ in (3.87) we conclude the proof. 
The following corollary is a straightforward consequence of Theorems 3.7 and 3.10.
Corollary 3.12. The following estimate holds true
〈Wσ(vl, s)ηˆ∗1,σ(h′1,s)ηˆ∗2,σ(h
′(s)
2,l,s
eiγσ(vl ,s))Ω,Wσ(vˆ j, s)ηˆ∗1,σ(h1,s)ηˆ∗2,σ(h(s)2, j,seiγσ(vˆ j ,s))Ω〉
= 〈ηˆ∗1,σ(h′1,s)Ω, ηˆ∗1,σ(h1,s)Ω〉 ×
× 〈Wσ(vl, s)Ω,Wσ(vˆ j, s)Ω〉 〈ηˆ∗2,σ(h
′(s)
2,l,s
eiγσ(vl,∞))Ω, ηˆ∗2,σ(h
(s)
2, j,s
eiγσ(vˆ j ,∞))Ω〉 + RWl, j(σ, s), (3.91)
where, for 0 < ε < 1/15,
|RWl, j(σ, s)| ≤
cλ0
σδλ0
{
1
sσ1/(8γ0)
+
1
s7ε
+ σα/(8γ0)
}
. (3.92)
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4 Convergence of the approximating vector
We recall the definition of atom-electron scattering states approximants from Subsection 2.5: Let
h1, h2 ∈ C20(S ) have disjoint velocity supports (see (2.35)) which do not contain zero. For each
cube Γ
(t)
j
we write
Ψσ, j(s, t) = e
iHtWσ(v j, t)ηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(v j ,t))Ω, (4.1)
where h1,t(p) = e
−iE1,p,σ th1(p), h
(s)
2, j,t
= e−iE2,p,σ th(s)
2, j
(p) and the two dispersion relations p 7→ E1,p,σ and
p 7→ E2,p,σ may be different. Now we set σt := κλ0/tγ and define
Ψh1,h2,t =
∑
j∈Γ(t)
Ψσt , j(t, t). (4.2)
Let N(t) = 23n(t) be the number of cells in the partition Γ(t). We will write for t2 ≥ t1
∑
j∈Γ(t)
=
N(t)∑
j=1
,
N(t2)∑
j=1
=
N(t1)∑
j=1
∑
l( j)
, (4.3)
where l( j) numbers the sub-cells of a given cell at t1, so we have
1 ≤ l( j) ≤ N(t2)
N(t1)
. (4.4)
Our main technical result is Theorem 4.1 below. It implies the existence of the electron-atom
scattering states, stated in Theorem 2.4, via the telescopic argument.
Theorem 4.1. We consider the difference
Ψh1,h2,t2 − Ψh1,h2,t1 = eiHt2
N(t1)∑
j=1
∑
l( j)
Wσt2 (vl( j), t2)ηˆ∗1,σt2 (h1,t2)ηˆ
∗
2,σt2
(h
(t2)
2,l( j),t2
e
iγσt2
(vl( j),t2))Ω
−eiHt1
N(t1)∑
j=1
Wσt1 (v j, t1)ηˆ∗1,σt1 (h1,t1)ηˆ
∗
2,σt1
(h
(t1)
2, j,t1
e
iγσt1
(v j ,t1))Ω. (4.5)
It satisfies, for some finite M ∈ N and ηi > 2εi ≥ 0
‖Ψh1,h2,t2 − Ψh1,h2,t1‖ ≤ cλ0
M∑
i=1
t
εi
2
t
ηi
1
. (4.6)
Proof. Follows from Propositions 4.2, 4.8 and 4.9. 
4.1 Change of the partition
In this subsection we consider the change of the partition from Γ(t1) to Γ(t2) as time goes from t1 to
t2 > t1.
25
Proposition 4.2. We consider the difference
D0 := eiHt2
N(t1)∑
j=1
∑
l( j)
Wσt2 (vl( j), t2)ηˆ∗1,σt2 (h1,t2)ηˆ
∗
2,σt2
(h
(t2)
2,l( j),t2
e
iγσt2
(vl( j),t2))Ω (4.7)
−eiHt2
N(t1)∑
j=1
Wσt2 (v j, t2)ηˆ∗1,σt2 (h1,t2)ηˆ
∗
2,σt2
(h
(t1)
2, j,t2
e
iγσt2
(vl ,t2))Ω. (4.8)
It satisfies
‖D0‖ ≤ c
σ
δλ0
t2
1
tε
1
. (4.9)
Proof. Follows immediately from Lemmas 4.3 and 4.5 below. 
In the following lemma we replace h
(t1)
2, j,t2
with
∑
l( j) h
(t2)
2,l( j),t2
in (4.8) at a cost of an error term.
Lemma 4.3. Let D0 be as defined above. Then
‖D0‖ = ‖
N(t1)∑
j=1
∑
l( j)
Wσt2 (vl( j), t2)ηˆ∗1,σt2 (h1,t2)ηˆ
∗
2,σt2
(h
(t2)
2,l( j),t2
e
iγσt2
(vl( j),t2))Ω
−
N(t1)∑
j=1
∑
l( j)
Wσt2 (v j, t2)ηˆ∗1,σt2 (h1,t2)ηˆ
∗
2,σt2
(h
(t2)
2,l( j),t2
e
iγσt2
(v j,t2))Ω‖ + O
(
1
σ
δλ0
t2
1
t2ε
1
)
. (4.10)
Remark 4.4. In the case of a sharp partition the error term above would be zero.
Proof. We have
h
(t1)
2, j
(p) := 1˜
Γ
(t1)
j
(p)h2(p) = (1˜Γ(t1)
j
(p) − 1
Γ
(t1)
j
(p))h2(p) + 1Γ(t1)
j
(p)h2(p)
= (1˜
Γ
(t1)
j
(p) − 1
Γ
(t1)
j
(p))h2(p) +
∑
l( j)
1
Γ
(t2)
l( j)
(p)h2(p)
= (1˜
Γ
(t1)
j
(p) − 1
Γ
(t1)
j
(p))h2(p) +
∑
l( j)
(1
Γ
(t2)
l( j)
(p) − 1˜
Γ
(t2)
l( j)
(p))h2(p) +
∑
l( j)
h
(t2)
2,l( j)
(p)
=
∑
l( j)
h
(t2)
2,l( j)
(p) + O
(
t−5ε1
)
+ O
(
23(n(t2)−n(t1))t−5ε2
)
=
∑
l( j)
h
(t2)
2,l( j)
(p) + O
(
t−5ε1
)
, (4.11)
where we made use of Lemma 4.7, relation (4.4), and the fact that 2n(t) ≤ tε ≤ 2n(t)+1 which gives
23(n(t2)−n(t1))t−5ε
2
≤ 8t−5ε
1
since t1 ≤ t2 and the rest term is in the L2 norm. Let us set
∆h
(t1,t2)
2, j
:= h
(t1)
2, j
−
∑
l( j)
h
(t2)
2,l( j)
= O(t−5ε1 ). (4.12)
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Now we can write
−(4.8) = eiHt2
N(t1)∑
j=1
∑
l( j)
Wσt2 (v j, t2)ηˆ∗1,σt2 (h1,t2)ηˆ
∗
2,σt2
(h
(t2)
2,l( j),t2
e
iγσt2
(v j,t2))Ω
+eiHt2
N(t1)∑
j=1
Wσt2 (v j, t2)ηˆ∗1,σt2 (h1,t2)ηˆ
∗
2,σt2
(∆h
(t1 ,t2)
2, j,t2
e
iγσt2
(v j ,t2))Ω
= eiHt2
N(t1)∑
j=1
∑
l( j)
Wσt2 (v j, t2)ηˆ∗1,σt2 (h1,t2)ηˆ
∗
2,σt2
(h
(t2)
2,l( j),t2
e
iγσt2
(v j,t2))Ω + O
(
1
σ
δλ0
t2
1
t2ε
1
)
, (4.13)
where we made use of Proposition D.1, (4.12) and N(t1) ≤ ct3ε1 . 
Lemma 4.5. Let us denote by D01 the difference under the norm in (4.10). Then
‖D01‖ ≤ cλ0
σ
δλ0
t2
1
tε
1
. (4.14)
Proof. We write
D01 =
N(t1)∑
j=1
∑
l( j)
(
Wσt2 (vl( j), t2)Ψ
vl( j)
l( j)
(t2) −Wσt2 (v j, t2)Ψ
v j
l( j)
(t2)
)
, (4.15)
Ψvl( j)(t2) := ηˆ
∗
1,σt2
(h1,t2)ηˆ
∗
2,σt2
(h
(t2)
2,l( j),t2
e
iγσt2
(v,t2))Ω, (4.16)
Wˆ j′, j(t2) := Wσt2 (v j′ , t2)∗Wσt2 (v j, t2). (4.17)
Let us consider the norm squared of this expression
‖D01‖2 =
N(t1)∑
j′, j=1
∑
l′( j′),l( j)
(
〈Ψvl′( j′)
l′( j′) (t2),Wˆl′( j′),l( j)(t2)Ψ
vl( j)
l( j)
(t2)〉 + 〈Ψv j′l′( j′)(t2),Wˆ j′, j(t2)Ψ
v j
l( j)
(t2)〉
−2Re 〈Ψvl′( j′)
l′( j′) (t2),Wˆl′( j′), j(t2)Ψ
v j
l( j)
(t2)〉
)
(4.18)
First, we look at the sum of the off-diagonal terms (i.e. terms where j , j′ or l( j) , l′( j)) which
we denote ‖D01‖2
off−diag. Here Corollary 3.12 and Lemma 3.1 give
‖D01‖2off−diag ≤ N(t2)2
cλ0
σ
δλ0
t2
{
1
t2σ
1/(8γ0)
t2
+
1
t7ε
2
+ (σt2)
α/(8γ0)
}
≤ 1
σ
δλ0
t2
cλ0
tε
2
, (4.19)
where we used that N(t2)
2 ≤ ct6ε
2
and set ε sufficiently small. Now we consider the sum of the
diagonal terms:
‖D01‖2diag :=
N(t1)∑
j=1
∑
l( j)
(
〈Ψvl( j)
l( j)
(t2),Ψ
vl( j)
l( j)
(t2)〉 + 〈Ψv jl( j)(t2),Ψ
v j
l( j)
(t2)〉
−2Re 〈Ψvl( j)
l( j)
(t2),Wˆvl( j),v jl( j), j (t2)Ψ
v j
l( j)
(t2)〉
)
. (4.20)
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Making use of Corollary 3.12, we get similarly as in (4.19) for small ε
〈Ψv j
l( j)
(t2),Ψ
v j
l( j)
(t2)〉 = ‖h1‖2‖h(t2)2,l( j)‖2 + O
(
cλ0
σ
δλ0
t2
1
t7ε
2
)
, (4.21)
〈Ψvl( j)
l( j)
(t2),Wˆl( j), j(t2)Ψv jl( j)(t2)〉 = e−
Cl( j), j,σt2
2 ‖h1‖22〈h(t2)2,l( j)eiγσt2 (vl( j),∞), h(t2)2,l( j)eiγσt2 (v j ,∞)〉
+ O
(
cλ0
σ
δλ0
t2
1
t7ε
2
)
, (4.22)
where
Cl( j), j,σt2 :=
∫
|vσt2
2
(k)|2| fv j ,vl( j)(ek)|2
d3k
2|k|2 , fv j,vl( j)(ek) :=
ek · (v j − vl( j))
(1 − ek · v j)(1 − ek · vl( j))
. (4.23)
Since summation over the cells in (4.20) gives a factor t3ε
2
, it follows that
‖D01‖2diag = 2‖h1‖22
N(t1)∑
j=1
∑
l( j)
(
‖h(t2)
2,l( j)
‖22 − e−
Cl( j), j,σt2
2 Re 〈h(t2)
2,l( j)
e
iγσt2
(vl( j),∞), h(t2)
2,l( j)
e
iγσt2
(v j ,∞)〉
)
+O
(
cλ0
σ
δλ0
t2
1
t4ε
2
)
. (4.24)
Now we will show that the leading terms above are of order O(| log σt2 |2t−ε1 ), by exploiting the
fact that v j − vl( j) is ‘small’ and therefore Cl( j), j,σt2 is close to zero, and γσt2 (vl( j),∞) is close to
γσt2 (v j,∞). In fact, we have
|vl( j) − v j| ≤ c|pl( j) − p j| ≤ c
√
3
2n(t1)+1
≤ c
′
tε
1
, (4.25)
where we used that v j := ∇E2,p j,σ, where p j is the momentum in the center of the j-th cube, and
that the second derivatives of p 7→ E2,p j,σ are bounded uniformly inσ (see second estimate in (A.1)
below). Consequently,
Cl( j), j,σt2 ≤
c
t2ε
1
| log σt2 |, hence
(
1 − e−
Cl( j), j,σt2
2
) ≤ c
t2ε
1
| log σt2 |. (4.26)
Now we get from Lemma 4.6 and formula (4.25):
|γσt2 (vl( j),∞)(p) − γσt2 (v j,∞)(p)| ≤ c| log σt2 |2|vl( j) − v j| ≤
c
tε
1
| log σt2 |2. (4.27)
Hence
|1 − ei(γσt2 (vl( j),∞)(p)−γσt2 (v j,∞)(p))| ≤ c
tε
1
| log σt2 |2. (4.28)
Making use of (4.28), (4.26) and the fact that
N(t1)∑
j=1
∑
l( j)
‖h(t2)
2,l( j)
‖22 ≤ ‖h2‖2 (4.29)
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we obtain that
‖D01‖2diag = O(| log σt2 |2t−ε1 ) + O
(
cλ0
σ
δλ0
t2
1
t4ε
2
)
, (4.30)
which concludes the proof. 
Lemma 4.6. There holds the bound for p , 0
|γσ(vi,∞)(p) − γσ(v j,∞)(p)| ≤ c| log σ|2|vi − v j|, (4.31)
where c can be chosen uniformly for p in closed subsets of S not containing zero.
Proof. We write
γσ(vi,∞)(p) − γσ(v j,∞)(p)
= Re
∫ 1/σ1/α
1
dτ
∫ σSτ
σ
d|k| vσ2 (k)2(2|k|)e−i|k|τ
∫
dµ(e)ei|k|∇E2,p,σ ·eτ(−) fvi,v j(e), (4.32)
where
fvi,v j(e) :=
e · (vi − v j)
(1 − e · vi)(1 − e · v j)
. (4.33)
Now Lemma F.4 gives
|
∫
dµ(e)ei∇E2,p,σ ·e|k|τ fvi,v j(e)| ≤
c
|k|τ supe supℓ∈{0,1}
|∂ℓθ fvi,v j(e)|, (4.34)
where (θ, φ) refers to spherical coordinates with ∇E2,p,σ in the direction of the z-axis. In our case
sup
e
sup
ℓ∈{0,1}
|∂ℓθ fvi,v j(e)| ≤ cv := c|vi − v j|. (4.35)
Thus we get
|γσ(vi,∞)(p) − γσ(v j,∞)(p)| ≤ cv
∫ 1/σ1/α
1
dτ
τ
∫ σSτ
σ
d|k|
|k| ≤ cv
∫ 1/σ1/α
1
dτ
τ
| log σ| ≤ cv| log σ|2.(4.36)
This concludes the proof. 
Lemma 4.7. Let h ∈ C20(S ). Then
‖(1˜
Γ
(t)
j
− 1
Γ
(t)
j
)h‖2 ≤ ct−5ε. (4.37)
Proof. Making use of the definition of 1˜
Γ
(t)
j
we compute
‖(1˜
Γ
(t)
j
− 1
Γ
(t)
j
)h‖22 =
∫
d3p 1
Γ
(t)
0
(p)|h(p − p j)|2(1˜Γ(t)
0
(p) − 1
Γ
(t)
0
(p))2
≤
∫
d3p 1
Γ
(t)
0
(p)|h(p − p j)|2χ
(
p ∈ [−an, an]×3\[−an(1 − ε), an(1 − ε)]×3
)
≤ ca3
n
ε, (4.38)
where an = 2
−(n+1), a3
n
≤ t−3ε, ε(t) = t−7ε and Γ(t)
0
denotes a cube centered at zero. 
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4.2 Cook’s argument
Proposition 4.8. We consider the difference D1 which has the form
D1 := eiHt2
N(t1)∑
j=1
Wσt2 (v j, t2)ηˆ∗1,σt2 (h1,t2)ηˆ
∗
2,σt2
(h
(t1)
2, j,t2
e
iγσt2
(v j ,t2))Ω
−eiHt1
N(t1)∑
j=1
Wσt2 (v j, t1)ηˆ∗1,σt2 (h1,t1)ηˆ
∗
2,σt2
(h
(t1)
2, j,t1
e
iγσt2
(v j,t1))Ω. (4.39)
Then we have
‖D1‖ ≤ cλ0
σ
δλ0
t2
1
t4ε
1
. (4.40)
Proof. Let D1 j be the contribution to D1 from the j-th cell. We have by Corollary 3.6 in the case
(σ) = ∅
‖D1 j‖ ≤
∫ t2
t1
dt
∥∥∥∥∥∂t{eiHtWσt2 (v j, t)ηˆ∗1,σt2 (h1,t)ηˆ∗2,σt2 (h(t1)2, j,teiγσt2 (v j,t))Ω
}∥∥∥∥∥
≤
∫ t2
t1
dt
(
cλ0
σ
δλ0
t2
1
t1+7ε
+ cσ
1−δλ0
t2
)
≤ cλ0
σ
δλ0
t2
(
1
t7ε
1
+
1
t
γ−1
1
)
≤
c′
λ0
σ
δλ0
t2
1
t7ε
1
, (4.41)
where in the last step we used that 7ε ≤ 3 ≤ γ − 1. Since N(t1) ≤ t3ε1 , the proof is complete. .
4.3 Variation of the infrared cut-off
Proposition 4.9. We consider the difference:
D2 := eiHt1
N(t1)∑
j=1
Wσt2 (v j, t1)ηˆ∗1,σt2 (h1,t1)ηˆ
∗
2,σt2
(h
(t1)
2, j,t1
e
iγσt2
(v j ,t1))Ω
−eiHt1
N(t1)∑
j=1
Wσt1 (v j, t1)ηˆ∗1,σt1 (h1,t1)ηˆ
∗
2,σt1
(h
(t1)
2, j,t1
e
iγσt1
(v j,t1))Ω. (4.42)
Then we have for some η˜i > 2ε˜i ≥ 0
‖D2‖ ≤ cλ0
12∑
i=1
t
ε˜i
2
t
η˜i
1
, (4.43)
Proof. We abbreviate the notation as follows
Ψσ, j :=Wσ(v j, t1)ηˆ∗1,σ(h1,t1)ηˆ∗2,σ(h(t1)2, j,t1e
iγσ(v j ,t1))Ω, Wσ :=Wσ(v j, t1), (4.44)
ηˆ∗1,σ := ηˆ
∗
1,σ(h1,t1), ηˆ
∗
2,σ, j := ηˆ
∗
2,σ(h
(t1)
2, j,t1
eiγσ(v j ,∞)), ηˆ∗(t1)
2,σ, j
:= ηˆ∗2,σ, j(h
(t1)
2, j,t1
eiγσ(v j ,t1)), (4.45)
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and denote σ′ := σt1 , σ := σt2 . First, we note that
‖D2‖2 =
N(t1)∑
l, j=1
(
〈Ψσ′,l,Ψσ′, j〉 − 〈Ψσ′,l,Ψσ, j〉 − 〈Ψσ,l,Ψσ′, j〉 + 〈Ψσ,l,Ψσ, j〉
)
. (4.46)
Now we cluster each term above into physical particles according to Theorem 3.7:
〈Ψσ′,l,Ψσ′, j〉 = 〈ηˆ∗1,σ′Ω, ηˆ∗1,σ′Ω〉 〈Wσ′ ηˆ∗(t1)2,σ′,lΩ,Wσ′ ηˆ∗(t1)2,σ′, jΩ〉 + RWl, j(σ′, σ′, t1), (4.47)
〈Ψσ′,l,Ψσ, j〉 = 〈ηˆ∗1,σ′Ω, ηˆ∗1,σΩ〉 〈Wσ′ ηˆ∗(t1)2,σ′,lΩ,Wσηˆ∗(t1)2,σ, jΩ〉 + RWl, j(σ′, σ, t1), (4.48)
〈Ψσ,l,Ψσ′, j〉 = 〈ηˆ∗1,σΩ, ηˆ∗1,σ′Ω〉 〈Wσηˆ∗(t1)2,σ,lΩ,Wσ′ ηˆ∗(t1)2,σ′, jΩ〉 + RWl, j(σ′, σ, t1), (4.49)
〈Ψσ,l,Ψσ, j〉 = 〈ηˆ∗1,σΩ, ηˆ∗1,σΩ〉 〈Wσηˆ∗(t1)2,σ,lΩ,Wσηˆ∗(t1)2,σ, jΩ〉 + RWl, j(σ, σ, t1). (4.50)
(We note that in Theorem 3.7 alwaysσ′ ≥ σ, therefore we have RW
l, j
(σ′, σ, t1), rather thanRWl, j(σ, σ
′, t1),
in (4.49)). Thus we can rewrite the first difference in (4.46) as follows by adding and subtracting
the term in (4.52)
〈Ψσ′,l,Ψσ′, j〉 − 〈Ψσ′,l,Ψσ, j〉 = 〈ηˆ∗1,σ′Ω, ηˆ∗1,σ′Ω〉 〈Wσ′ ηˆ∗(t1)2,σ′,lΩ,Wσ′ ηˆ∗(t1)2,σ′, jΩ〉 (4.51)
−〈ηˆ∗1,σ′Ω, ηˆ∗1,σΩ〉 〈Wσ′ ηˆ∗(t1)2,σ′,lΩ,Wσ′ ηˆ∗(t1)2,σ′, jΩ〉 (4.52)
+〈ηˆ∗1,σ′Ω, ηˆ∗1,σΩ〉 〈Wσ′ ηˆ∗(t1)2,σ′,lΩ,Wσ′ ηˆ∗(t1)2,σ′, jΩ〉 (4.53)
−〈ηˆ∗1,σ′Ω, ηˆ∗1,σΩ〉 〈Wσ′ ηˆ∗(t1)2,σ′,lΩ,Wσηˆ∗(t1)2,σ, jΩ〉 + R(1,2)l, j , (4.54)
where R
(1,2)
l, j
:= RW
l, j
(σ′, σ′, t1) + RWl, j(σ
′, σ, t1). This can be rearranged as follows
〈Ψσ′,l,Ψσ′, j〉 − 〈Ψσ′,l,Ψσ, j〉 = 〈ηˆ∗1,σ′Ω, (ηˆ∗1,σ′Ω − ηˆ∗1,σΩ)〉 〈Wσ′ ηˆ∗(t1)2,σ′,lΩ,Wσ′ηˆ∗(t1)2,σ′, jΩ〉 (4.55)
+ 〈ηˆ∗1,σ′Ω, ηˆ∗1,σΩ〉 〈Wσ′ ηˆ∗(t1)2,σ′,lΩ, (Wσ′ ηˆ∗(t1)2,σ′, jΩ −Wσηˆ∗(t1)2,σ, jΩ)〉 + R(1,2)l, j , (4.56)
Now making use of (4.59)–(4.62) we estimate
|〈Ψσ′,l,Ψσ′, j〉 − 〈Ψσ′,l,Ψσ, j〉| ≤ c(σ′)α + c
3∑
i=1
t
εi
2
t
ηi
1
+ c
| log t2|
t
ρ
1
+
c
t
η
1
= c
6∑
i=1
t
εi
2
t
ηi
1
, (4.57)
where all the terms can be estimated by tεi
2
/t
ηi
1
for some εi, ηi > 0 s.t. ηi > 2εi. Since the argument
for the last two terms in (4.46) is analogous (related by the exchange σ↔ σ′), we obtain
‖D2‖ ≤ c
( 12∑
i=1
t
εi
2
t
ηi
1
)1/2
≤ c
12∑
i=1
t
εi/2
2
t
ηi/2
1
. (4.58)
This completes the proof of the proposition, given (4.59)–(4.62) below.
The estimates for the variation of the cut-off in the single-electron and single-atom case have
the form: ∥∥∥∥∥
N(t1)∑
j=1
(Wσ′ ηˆ∗(t1)2,σ′Ω −Wσηˆ∗(t1)2,σ Ω)
∥∥∥∥∥ ≤ c | log t2|2tρ
1
, ‖ηˆ∗1,σΩ − ηˆ∗1,σ′Ω‖ ≤ c(σ′)α. (4.59)
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for some ρ > 0. We recall that the former estimate was first proven in [Pi05], we give a simplified
proof in Appendix I. The latter estimate follows from Proposition A.1 and Lemma 3.1.
Finally, recalling that σ′ := σt1 , σ := σt2 , setting ε sufficiently small and using N(t1) ≤ t3ε1 we
obtain from Theorem 3.7
N(t1)∑
l, j
|RWl, j(σ′, σ, t1)| ≤ cλ0
t6ε
1
σδλ0
{
1
t1σ1/(8γ0)
+
1
t1−8ε
1
+ (σ′)α/(8γ0)
}
≤ cλ0
t
γδλ0+
γ
8γ0
2
t1−6ε
1
+ c
t
γδλ0
2
t1−14ε
1
+ c
t
γδλ0
2
t
αγ
8γ0
−6ε
1
= cλ0
3∑
i=1
t
εi
2
t
ηi
1
, (4.60)
N(t1)∑
l, j
|RWl, j(σ′, σ′, t1)| ≤ cλ0
t
γδλ0+
γ
8γ0
1
t1−6ε
1
+ c
t
γδλ0
1
t1−14ε
1
+ c
t
γδλ0
1
t
αγ
8γ0
−6ε
1
=
cλ0
t
η
1
, (4.61)
N(t1)∑
l, j
|RWl, j(σ, σ, t1)| ≤ cλ0
t6ε
1
σδλ0
{
1
t1σ1/(8γ0)
+
1
t1−8ε
1
+ (σ)α/(8γ0)
}
≤ cλ0
3∑
i=1
t
εi
2
t
ηi
1
, (4.62)
where 2εi < ηi and in (4.62) we used that σ ≤ σ′ and thus we could estimate this term as in (4.60).

A Spectral theory
In this appendix we restate our spectral results from [DP13.2, DP17.1]. We refer to these latter
references for a detailed comparison with earlier literature and only mention here that the most
innovative items are (A.2) and (A.17) below for |β| = 2.
We do not write the index 1, 2 distinguishing the particles in this appendix, since the statement
holds both in the infrared regular and infrared singular situation or it is clear from the context
which situation is meant.
Theorem A.1. [DP13.2] Fix 0 ≤ α ≤ 1/2 and let pmax = 1/3. Then there exists λ0 > 0 and
κ ≥ κλ0 > 0 s.t. for all |λ| ∈ (0, λ0] and p ∈ S := Bpmax the following statements hold:
(a) For σ ∈ (0, κλ0], Ep,σ is a simple eigenvalue corresponding to a normalized eigenvector ψp,σ,
whose phase is fixed in Definition 5.3 of [DP13.2] (see (2.15) above). S ∋ p 7→ Ep,σ is
analytic and strictly convex, for all σ ∈ (0, κλ0]. Moreover, for some 0 < δλ0 < 1/4, specified
below
|∂β1p Ep,σ| ≤ c, |∂β2p Ep,σ| ≤ c, |∂β3p Ep,σ| ≤ c/σδλ0 , (A.1)
‖∂βpψp,σ‖ ≤ c/σδλ0 (A.2)
for multiindices βi, β s.t. |βi| = i and 0 < |β| ≤ 2.
(b) For σ ∈ (0, κλ0] the estimate
|Ep − Ep,σ| ≤ cσ (A.3)
holds true. Moreover, S ∋ p 7→ Ep is twice continuously differentiable and strictly convex.
32
(c) For α > 0, Ep is an eigenvalue corresponding to a normalized eigenvector ψp. Moreover, for
a suitable choice of the phase of ψp (see (2.15) above) and σ ∈ (0, κλ0]
‖ψp − ψp,σ‖ ≤ c(α)−1σα. (A.4)
The constant c above is independent of σ, p, λ, α within the assumed restrictions. Clearly, all
statements above remain true after replacing λ0 by some λ˜0 ∈ (0, λ0]. The resulting function
λ˜0 7→ δλ˜0 can be chosen s.t. limλ˜0→0 δλ˜0 = 0.
In Appendix I we also use properties (A.5)–(A.9) below, which are not stated explicitly in the
above theorem. Estimate (A.5) is also used in the discussion of approximate velocity supports in
‘Standing assumptions and conventions’. Estimate (A.10) enters into the proof of Lemma F.10.
Properties (A.5)–(A.8) date back to [Pi03] and (A.9) even to [Fr73, Fr74]. Estimate (A.10),
which is slightly stronger than strict convexity stated in (A.1), was shown in [KM12, FP10] for
different models. For the reader’s convenience, we indicate below how to extract them from
[DP13.2, DP17.1].
Proposition A.2. Under the assumptions of Theorem A.1
|∇E2,p,σ − ∇E2,p,σ′ | ≤ cσ′1/4, (A.5)
‖φ2,p,σ − φ2,p,σ′‖ ≤ cσ′1/4, (A.6)
|∇E2,p,σ − ∇E2,p′,σ| ≤ C|p − p′|, (A.7)
‖φ2,p,σ − φ2,p−k,σ‖ ≤ c|k|
1
16 , (A.8)
‖b(k1) . . . b(km)ψp,σ‖ ≤ (cλ)m
χ[σ,κ](k1)
|k1|3/2
. . .
χ[σ,κ](km)
|km|3/2
, (A.9)
∂2|p|E|p|e,σ ≥ c > 0, (A.10)
where 0 < σ ≤ σ′ ≤ κλ0 , p, p′ ∈ S . In (A.10) we used that p 7→ Ep,σ is rotation invariant and e is
an arbitrary vector on the unit sphere.
Proof. For (A.5) and (A.6) we refer to relation (C.41) and Corollary 5.6 (a) of [DP13.2], respec-
tively. Estimate (A.7) is a consequence of ∂
β
pE2,pσ ≤ c for |β| = 2 (cf. Theorem A.1) via a Taylor
expansion. As for (A.8), formula (1.8) and estimate (1.3) of [DP13.2] combined with definition
(4.42) and estimate (4.44) of [DP17.1] (for n = 1) give ‖∂pφ2,p,σ‖ ≤ c/σδλ0 . Now (A.8) follows
from (A.6) by a consideration analogous to (E.23) of [DP13.2]. Property (A.9) is shown in Ap-
pendix D of [DP13.2], where also the limiting procedure defining b(k1) . . . b(km)ψp,σ is described.
Finally, (A.10) is shown in Appendix E of [DP13.2]. 
Let us express ψp,σ in terms of its m-particle components in the Fock space:
ψp,σ = { f mp,σ}m∈N0. (A.11)
Here f mp,σ ∈ L2sym(R3m, d3mk), i.e., each f mp,σ is a square-integrable function symmetric in m variables
from R3. Let us introduce the following auxiliary functions:
gm1,σ(k1, . . . , km) :=
m∏
i=1
cλχ[σ,κ∗)(ki)|ki|α
|ki|3/2
, (A.12)
gm2,σ(k1, . . . , km) :=
m∏
i=1
cλχ[σ,κ∗)(ki)
|ki|3/2
, (A.13)
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where κ∗ := (1 − ε0)−1κ, 0 < ε0 < 1 and c is some positive constant independent of m, σ, p and
λ within the restrictions specified above. (We will also write gmσ if there is no need to distinguish
between the infrared regular and infrared singular situation). Finally, we introduce the notation
Ar1,r2 := { k ∈ R3 | r1 < |k| < r2 }, (A.14)
where 0 ≤ r1 < r2. Now we are ready to state the required properties of the functions f mp,σ:
Theorem A.3. [DP17.1] Fix 0 ≤ α ≤ 1/2 and let pmax = 1/3. Then there exists λ0 > 0 and
κ > κλ0 > 0 s.t. for all p ∈ S = Bpmax , λ ∈ (0, λ0] and σ ∈ (0, κλ0] there holds:
(a) Let { f qp,σ}q∈N0 be the q-particle components of ψp,σ and let A
×q
σ,κ be defined as the Cartesian
product of q copies of the closure of the set Aσ,κ introduced in (A.14). Then, for any p ∈ S ,
the function f
q
p,σ is supported inA
×q
σ,κ.
(b) The function
S × A×qσ,∞ ∋ (p; k1, . . . , kq) 7→ f qp,σ(k1, . . . , kq) (A.15)
is twice continuously differentiable and extends by continuity, together with its derivatives, to
the set S ×A×qσ,∞.
(c) For any multiindex β, 0 ≤ |β| ≤ 2, the function (A.15) satisfies
|∂β
kl
f qp,σ(k1, . . . , kq)| ≤
1√
q!
|kl|−|β|gqσ(k1, . . . , kq), (A.16)
|∂βp f qp,σ(k1, . . . , kq)| ≤
1√
q!
(
1
σδλ0
)|β|
gqσ(k1, . . . , kq), (A.17)
|∂pi′∂ki
l
f qp,σ(k1, . . . , kq)| ≤
1√
q!
1
σδλ0
|kl|−1gqσ(k1, . . . , kq), (A.18)
where the function λ˜0 7→ δλ˜0 has the properties specified in Theorem A.1 and gqσ denotes gq1,σ
or g
q
2,σ
(cf. (A.12), (A.13) above) depending whether f
q
p,σ is a wave function of an atom or of
an electron.
In the proof of Lemma I.2 we will also need information about the wave functions of φp,σ.
Thus we write φp,σ = { f mw,p,σ}m∈N0 , and note the general relation
f mw,p,σ(k1, . . . , km) =
1√
m!
〈Ω, b(k1) . . . b(km)φp,σ〉. (A.19)
(The r.h.s. above is well defined by considerations from Appendix D of [DP13.2] and by the simple
relation between φp,σ and ψp,σ). We have the following:
Proposition A.4. Under the assumptions of Theorem A.3, we have
| f mw,p,σ(k)| ≤
1√
m!
gmσ(k), |∂p j f mw,p,σ(k)| ≤
1
σδλ0
1√
m!
gmσ(k). (A.20)
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Proof. In formula (4.42) of [DP17.1] we define
fˆ mp,σ(k1, . . . , km) = W
∗
p,σb(k1) . . . b(kn)φp,σ. (A.21)
Then in Proposition 4.7 of [DP17.1] and the subsequent analysis in this reference we establish that
‖ fˆ mp,σ(k)‖ ≤ gmσ(k), ‖∂p j fˆ mp,σ(k)‖ ≤
1
σδλ0
gmσ(k). (A.22)
By comparing (A.19) with (A.21) and recalling thatWp,σ = e
b∗( fp,σ)−b( fp,σ), fp,σ(k) :=
χ[σ,κ)(k)√
2|k||k|(1−∇Ep,σ ·ek) ,
we obtain
f mw,p,σ(k) =
1√
m!
〈W∗p,σΩ, fˆ mp,σ(k)〉 (A.23)
∂p j f
m
w,p,σ(k) = −
1√
m!
〈W∗p,σb∗( fp,σ)Ω, fˆ mp,σ(k)〉 +
1√
m!
〈W∗p,σΩ, ∂p j fˆ mp,σ(k)〉. (A.24)
Thus (A.22) gives (A.20). 
B Domain questions
Lemma B.1. There exist constants 0 ≤ a < 1 and b ≥ 0 s.t. for any Ψ ∈ C(n1,n2) there holds the
bound
‖H(n1 ,n2)
I
Ψ‖ ≤ a‖H(n1 ,n2)
fr
Ψ‖ + b‖Ψ‖, (B.1)
where H
(n1 ,n2)
I
= HI|C(n1,n2) , H(n1 ,n2)fr = Hfr|C(n1 ,n2) and the constant b may depend on n.
Proof. Let us use the form of the interaction Hamiltonian appearing in formula (2.8). We have
H
(n1 ,n2)
I
= H
a,(n1 ,n2)
I
+ H
c,(n1 ,n2)
I
, where
H
a,(n1 ,n2)
I
:= H
a,(n1)
I,1
+ H
a,(n2)
I,2
:=
n1∑
j=1
∫
d3k v1(k) e
ikx1, ja(k) +
n2∑
j=1
∫
d3k v2(k) e
ikx2, ja(k) (B.2)
and H
c,(n1 ,n2)
I
:= (H
a,(n1 ,n2)
I
)∗, Hc,(n1/2)
I,1/2
:= (H
a,(n1/2)
I,1/2
)∗. Let us set C1/2(k) :=
∑n1/2
j=1
eikx1/2, j and compute
for some Ψ ∈ C(n1,n2)
‖Ha,(n1/2)
I,1/2
Ψ‖ ≤
∫
d3k v1/2(k)‖C1/2(k)a(k)Ψ‖ ≤ n1/2
∫
d3k v1/2(k)‖a(k)Ψ‖
≤ n1/2‖ω−1/2v1/2‖2〈Ψ,HfΨ〉 12 ≤ 1
8
‖HfrΨ‖ + 2n21/2‖ω−1/2v1/2‖22‖Ψ‖, (B.3)
where in the last step we anticipate that (B.1) should hold with 0 < a < 1.
Let us now consider the creation part of H
(n1 ,n2)
I
. Making use of the canonical commutation
relations, we get
‖H˜c,(n1/2)
I,1/2
Ψ‖2 =
∫
d3k1d
3k2 v1/2(k1)v1/2(k2)〈C1/2(k1)∗a∗(k1)Ψ,C1/2(k2)∗a∗(k2)Ψ〉
≤ ‖H˜a,(n1/2)
I,1/2
Ψ‖2 + n21/2‖v1/2‖22‖Ψ‖2, (B.4)
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where H˜
a,(n1/2)
I,1/2
differs fromH
a,(n1/2)
I,1/2
by an (inessential) replacement x1/2, j → −x1/2, j. Since ‖H˜a,(n1/2)I,1/2 Ψ‖
satisfies the bound (B.3), the proof is complete. 
Lemma B.2. The domain D, defined in (3.3), is contained in the domains of H,Ha,He,Hf,Ha/cI
and ηˆ∗
1/2,σ
(h), h ∈ C20(S ). Moreover, these operators leaveD invariant.
Proof. Let Ψr1,r2
l1,l2
be a vector of the form (3.1). Then
ηˆ∗1,σ(h)Ψ
r1,r2
l1 ,l2
=
∑
m,m′
1√
m′!
1√
m!
∫
d3p′ d3l1 p1 d
3l2 p2 d
3m′k′ d3mk F′1,m′(p
′; k′)Fl1,l2,m(p1, p2; k)
× η∗1(p′)η∗1(p1)l1η∗2(p2)l2a∗(k′)m
′
a∗(k)mΩ
=
∞∑
m˜=0
1√
m˜!
∫
d3(l1+1) p˜1 d
3l2 p2 d
3m˜k˜ F˜m˜(p˜1, p2; k˜)η
∗
1(p˜1)
l1+1η∗2(p2)
l2a∗(k˜)m˜Ω, (B.5)
where F′1,m′(p
′; k′) := h(p′ + k′) f m
′
1,p′+k,σ(k
′), m˜ := m + m′, k˜ := (k, k′), p˜1 := (p1, p′) and
F˜m˜(p˜1, p2; k˜) =
m˜∑
m=0
√
m˜!√
(m˜ − m)!
√
m!
(F′1,(m˜−m)Fl1 ,l2,m)sym(p˜1, p2; k˜), (B.6)
where the symmetrization is performed in the p˜1 and k˜ variables separately. By Theorem A.3, F
′
1,m′
satisfies the bound (3.2), and therefore
‖F˜m˜‖2 ≤ c
m˜
√
m˜!
, (B.7)
for some constant c. Hence ηˆ∗1,σ(h)Ψ
r1,r2
l1,l2
is well defined and belongs to D. The corresponding
statements for ηˆ∗
2,σ
(h) are proven analogously.
Next, we note that
HaΨ
r1,r2
l1,l2
=
∞∑
m=0
1√
m!
∫
d3l1 p1 d
3l2 p2 d
3mk (Ωˆ(p1,1) + · · · + Ωˆ(p1,l1))
× Fl1,l2,m(p1; p2; k)η∗(p1)l1η∗(p2)l2a∗(k)mΩ, (B.8)
HeΨ
r1,r2
l1,l2
=
∞∑
m=0
1√
m!
∫
d3l1 p1 d
3l2 p2 d
3mk (Ωˆ(p2,1) + · · · + Ωˆ(p2,l2))
× Fl1,l2,m(p1; p2; k)η∗(p1)l1η∗(p2)l2a∗(k)mΩ, (B.9)
HfΨ
r1,r2
l1,l2
=
∞∑
m=0
1√
m!
∫
d3l1 p1 d
3l2 p2 d
3mk (ω(k1) + · · · + ω(km))
× Fl1,l2,m(p1; p2; k)η∗(p1)l1η∗(p2)l2a∗(k)mΩ.(B.10)
Due to the support properties of Fl1,l2,m these vectors are well defined and belong toD.
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Finally, we consider the operators H
a/c
I
. We recall that the interaction Hamiltonian restricted to
H (l1 ,l2) has the form H(l1 ,l2)
I
= H
a,(l1 ,l2)
I
+ H
c,(l1 ,l2)
I
, where
H
a,(l1 ,l2)
I
:= H
a,(l1)
I,1
+ H
a,(l2)
I,2
:=
l1∑
j=1
∫
d3k v1(k) e
ikx1, ja(k) +
l2∑
j=1
∫
d3k v2(k) e
ikx2, ja(k) (B.11)
and H
c,(l1 ,l2)
I
:= (H
a,(l1 ,l2)
I
)∗, Hc,(l1/2)
I,1/2
:= (H
a,(l1/2)
I,1/2
)∗. Now we express Ψr1,r2
l1,l2
in terms of its m-photon
components, i.e.,
{Ψr1,r2
l1,l2
}(l1,l2,m)(p1; p2; k1, . . . , km) = Fl1,l2,m(p1,1, . . . , p1,l1; p2,1, . . . , p2,l2; k1, . . . , km). (B.12)
We can write
(HaIΨ
r1,r2
l1,l2
)(l1 ,l2,m)(p1; p2; k1, . . . , km)
=
√
m + 1
∫
d3k v1(k)
l1∑
i=1
(Ψr1,r2
l1,l2
)(l1 ,l2,m+1)(p1,1, . . . , p1,i − k, . . . , p1,l1; p2; k, k1, . . . , km)
+
√
m + 1
∫
d3k v2(k)
l2∑
i=1
(Ψr1,r2
l1,l2
)(l1 ,l2,m+1)(p1; p2,1, . . . , p2,i − k, . . . , p2,l2; k, k1, . . . , km). (B.13)
It is easy to see that for some constant c, independent of m,
‖(HaIΨr1,r2l1,l2 )
(l1,l2 ,m)‖2 ≤ c
m
√
m!
. (B.14)
Similarly, we obtain that
(HcIΨ
r1,r2
l
)(l1,l2 ,m)(p1; p2; k1, . . . , km)
=
1√
m
m∑
i=1
l1∑
j=1
v1(ki)(Ψ
r1,r2
l1 ,l2
)(l1 ,l2,m−1)(p1,1, . . . , p1, j + ki, . . . , p1,l1 ; p2; k1, . . . , ki∗ , . . . , km)
+
1√
m
m∑
i=1
l2∑
j=1
v2(ki)(Ψ
r1,r2
l1,l2
)(l1 ,l2,m−1)(p1; p2,1, . . . , p2, j + ki, . . . , p2,l2; k1, . . . , ki∗ , . . . , km), (B.15)
where ki∗ means omission of the i-th variable. This gives, again, a bound of the form (B.14) and
concludes the proof. 
C Fock space combinatorics
In Lemmas C.1, C.3 and C.6 belowwe verify the identities first forGi,m,G
′
i,m, Fn,m, F
′
n,m of Schwartz
class and then extend them to square integrable functions using Theorem X.44 of [RS2].
Lemma C.1. Let Gi,m,G
′
i′,m ∈ L2(R3 ×R3m) be symmetric in their photon variables, see (2.44). Let
us define as operators on C
B∗i,m(Gi,m) :=
∫
d3p d3mkGi,m(p; k)η
∗
i (p − k)a∗(k)m, i = 1, 2 (C.1)
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and Bi,m(Gi,m) := (B
∗
i,m(Gi,m))
∗. Then there holds the identity
〈Ω, Bi′,m(G′i′,m)B∗i,m(Gi,m)Ω〉 = δi,i′m!
∫
d3pd3mkG
′
i′,m(p; k)Gi,m(p; k). (C.2)
Proof. We compute
〈Ω, Bi′,m(Gi′,m)B∗i,m(Gi,m)Ω〉
=
∫
d3p d3mk
∫
d3p′ d3mk′G
′
i′,m(p
′; k′)Gi,m(p; k)〈Ω, a(k′)mηi′(p′ − k′)η∗i (p − k)a∗(k)mΩ〉
= δi,i′
∫
d3p d3mk
∫
d3p′ d3mk′G
′
i′,m(p
′; k′)Gi,m(p; k)δ(p − k − p′ + k′)〈Ω, a(k′)ma∗(k)mΩ〉
= δi,i′
∫
d3p d3mk
∫
d3mk′G
′
i′,m(p − k + k′; k′)Gi,m(p; k)〈Ω, a(k′)ma∗(k)mΩ〉
= δi,i′
∫
d3p d3mk
∫
d3mk′G
′
i′,m(p − k + k′; k′)Gi,m(p; k)
∑
ρ∈Sm
m∏
j=1
δ(kρ( j) − k′j)
= δi,i′m!
∫
d3p d3mkGi,m(p; k)G
′
i′,m(p; k), (C.3)
where S m is the set of all permutations of an m-element set and in the last step we exploited the
fact that G′m is symmetric in its photon variables. 
In the following lemma we describe various contraction patterns which will appear in the ex-
pressions considered below in this Appendix. We refer to Section 3 of [DP13.1] for graphical
illustrations and simple examples of these contraction patterns.
Lemma C.2. Let n,m, n˜, m˜ ∈ N0 be s.t. n + m = n˜ + m˜. Let us choose
r = (r1, . . . , rn) ∈ R3n, k = (k1, . . . , km) ∈ R3m, (C.4)
r˜ = (r˜1, . . . , r˜n˜) ∈ R3n˜, k˜ = (k˜1, . . . , k˜m˜) ∈ R3m˜ (C.5)
and define the sets
Cn := {1, . . . , n}, C′n := {n + 1, . . . , n + m}, (C.6)
Cn˜ := {1, . . . , n˜}, C′n˜ := {n˜ + 1, . . . , n˜ + m˜}. (C.7)
(Note that C′n is the complement of Cn in {1, . . . , n + m}. Similarly for C′n˜). Let S m+n be the set of
all permutations of an m + n element set. For any ρ ∈ S m+n we introduce the following notation:
rˆ := (ri)(i,ρ(i))∈Cn×Cn˜ , rˇ := (ri)(i,ρ(i))∈Cn×C′n˜ , (C.8)
kˆ := (ki−n)(i,ρ(i))∈C′n×C′n˜ , kˇ := (ki−n)(i,ρ(i))∈C′n×Cn˜ , (C.9)
so that r = (rˆ, rˇ), k = (kˆ, kˇ). Similarly,
ˆ˜r := (r˜ρ(i))(i,ρ(i))∈Cn×Cn˜ , ˇ˜r := (r˜ρ(i))(i,ρ(i))∈C′n×Cn˜ , (C.10)
ˆ˜k := (k˜ρ(i)−n˜)(i,ρ(i))∈C′n×C′n˜ ,
ˇ˜k := (k˜ρ(i)−n˜)(i,ρ(i))∈Cn×C′n˜ , (C.11)
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so that r˜ = (ˆ˜r, ˇ˜r) and k˜ = (ˆ˜k, ˇ˜k). (If { i | (i, ρ(i)) ∈ Cn × Cn˜ } = ∅ then we say that rˆ is empty, and
analogously for other collections of photon variables introduced above). Finally, we define
δ(rˆ − ˆ˜r) :=
∏
(i,ρ(i))∈Cn×Cn˜
δ(ri − r˜ρ(i)), (C.12)
δ(rˇ − ˇ˜k) :=
∏
(i,ρ(i))∈Cn×C′n˜
δ(ri − k˜ρ(i)−n˜), (C.13)
δ(kˇ − ˇ˜r) :=
∏
(i,ρ(i))∈C′n×Cn˜
δ(ki−n − r˜ρ(i)), (C.14)
δ(kˆ − ˆ˜k) :=
∏
(i,ρ(i))∈C′n×C′n˜
δ(ki−n − k˜ρ(i)−n˜). (C.15)
Then there holds, as an equality of tempered distributions
〈Ω, a(r˜)n˜a(k˜)m˜a∗(r)na∗(k)mΩ〉 =
∑
ρ∈Sm+n
δ(rˆ − ˆ˜r)δ(rˇ − ˇ˜k)δ(kˇ − ˇ˜r)δ(kˆ − ˆ˜k). (C.16)
Proof. Let (v1, . . . , vn+m) = (r1, . . . , rn, k1, . . . , km) and (v˜1, . . . , v˜n+m) = (r˜1, . . . , r˜n˜, k˜1, . . . , k˜m˜).
There holds
〈Ω, a(r˜)n˜a(k˜)m˜a∗(r)na∗(k)mΩ〉 =
∑
ρ∈Sm+n
m+n∏
j=1
δ(v j − v˜ρ( j))
=
∑
ρ∈Sm+n
δ(r1 − v˜ρ(1)) . . . δ(rn − v˜ρ(n))δ(k1 − v˜ρ(n+1)) . . . δ(km − v˜ρ(n+m)) (C.17)
=
∑
ρ∈Sm+n
( ∏
(i,ρ(i))∈Cn×Cn˜
δ(ri − r˜ρ(i))
)( ∏
(i,ρ(i))∈Cn×C′n˜
δ(ri − k˜ρ(i)−n˜)
)
×
( ∏
(i,ρ(i))∈C′n×Cn˜
δ(ki−n − r˜ρ(i))
)( ∏
(i,ρ(i))∈C′n×C′n˜
δ(ki−n − k˜ρ(i)−n˜)
)
, (C.18)
which concludes the proof. 
Lemma C.3. Let Fn,m, F
′
n,m ∈ L2((R3 × R3n) × (R3 × R3m)) be symmetric in the photon variables.
Let us introduce the following operators on C
B∗n,m(Fn,m) :=
∫
d3qd3p
∫
d3nrd3mk Fn,m(q; r | p; k)a∗(r)na∗(k)mη∗2(p − k)η∗1(q − r) (C.19)
and set Bn,m(Fn,m) := (B
∗
n,m(Fn,m))
∗. There holds
〈Bn˜,m˜(F′n˜,m˜)∗Ω, Bn,m(Fn,m)∗Ω〉 =
∑
ρ∈Sm+n
∫
d3qd3p
∫
d3nrd3mk Fn,m(q; r | p; k)
× F′n˜,m˜(q + kˇ − rˇ; rˆ, kˇ | p − kˇ + rˇ; kˆ, rˇ) (C.20)
for n+m = n˜+m˜. Otherwise the expression on the l.h.s. is zero. Here S m+n is the set of permutations
of an m + n element set and the notation kˆ, kˇ, rˆ, rˇ is explained in Lemma C.2.
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Proof. We compute the expectation value
〈B∗n˜,m˜(F′n˜,m˜)Ω, B∗n,m(Fn,m)Ω〉 (C.21)
=
∫
d3q˜d3 p˜d3qd3p
∫
d3n˜r˜d3m˜k˜d3nrd3mk F
′
n˜,m˜(q˜; r˜ | p˜; k˜)Fn,m(q; r | p; k)
×δ(q˜ − q − r˜ + r)δ(p˜ + q˜ − p − q)〈Ω, a(r˜)n˜a(k˜)m˜a∗(r)na∗(k)mΩ〉. (C.22)
The last factor is non-zero only if n˜ + m˜ = n + m. Then
〈Ω, a(r˜)n˜a(k˜)m˜a∗(r)na∗(k)mΩ〉 =
∑
ρ∈Sm+n
δ(rˆ − ˆ˜r)δ(rˇ − ˇ˜k)δ(kˇ − ˇ˜r)δ(kˆ − ˆ˜k), (C.23)
where we made use of Lemma C.2. Thus the r.h.s. of (C.22) is a sum over ρ ∈ S m+n of terms of
the form: ∫
d3q˜d3 p˜d3qd3p
∫
d3nrd3mk F
′
n˜,m˜(q˜; rˆ, kˇ | p˜; kˆ, rˇ)Fn,m(q; r | p; k)
× δ(p˜ + q˜ − p − q)δ(q˜ − q − kˇ + rˇ)
=
∫
d3qd3p
∫
d3nrd3mk Fn,m(q; r | p; k)F′n˜,m˜(q + kˇ − rˇ; rˆ, kˇ | p − kˇ + rˇ; kˆ, rˇ) (C.24)
which concludes the proof. 
Lemma C.4. Let G1,m,G
′
1,m,G2,m,G
′
2,m ∈ L2(R3 × R3m) be symmetric in the photon variables. We
define, as an operator on C,
B∗i,m(Gi,m) :=
∫
d3p d3mkGi,m(p; k)η
∗
i (p − k)a∗(k)m (C.25)
and set Bi,m(Gi,m) = (B
∗
i,m(Gi,m))
∗. There holds the identity
〈Ω, B1,n˜(G′1,n˜)B2,m˜(G′2,m˜)B∗1,n(G1,n)B∗2,m(G2,m)Ω〉
=
∑
ρ∈Sm+n
∫
d3qd3p
∫
d3nrd3mkG1,n(q; r)G2,m(p; k)
×
(
G
′
1,n˜(q + kˇ − rˇ; rˆ, kˇ)G
′
2,m˜(p − kˇ + rˇ; kˆ, rˇ)
)
, (C.26)
for n+m = n˜+m˜. Otherwise the expression on the l.h.s. is zero. Here S m+n is the set of permutations
of an m + n element set and the notation kˆ, kˇ, rˆ, rˇ is explained in Lemma C.2.
Proof. Follows immediately from Lemma C.3. 
We recall from (3.22) that
HˇcI,σ :=
∑
i∈{1,2}
HˇcI,σ,i :=
∑
i∈{1,2}
∫
d3pd3k vˇσi (k)η
∗
i (p − k)a∗(k)ηi(p), (C.27)
where vˇ1(k) = λ
1Bσ (k)|k|α
(2|k|)1/2 , vˇ2(k) = λ
1Bσ (k)
(2|k|)1/2 .
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Lemma C.5. Let G2,m ∈ L2(R3 × R3m) be supported in R3 × { k ∈ R3 | |k| ≥ σ }×m and symmetric in
its photon variables. There holds the identity
〈Ω, B2,n˜(G2,n˜)(HˇcI,σ,i′)∗HˇcI,σ,iB∗2,m(G2,m)Ω〉 = ‖vˇσ2 ‖22m!δm,n˜
∫
d3p
∫
d3mk |G2,m(p; k)|2. (C.28)
Proof. We compute the expectation value
〈Ω, B2,n˜(G2,n˜)(HˇcI,σ,i′)∗HˇcI,σ,iB∗2,m(G2,m)Ω〉
=
∫
d3u˜d3w˜d3ud3w
∫
d3q˜d3p
∫
d3n˜r˜d3mk vˇσi′ (w˜)vˇ
σ
i (w)G1,m˜(q˜; r˜)G2,m(p; k)
× 〈Ω, η2(q˜ − r˜)η∗i′(u˜)ηi′(u˜ − w˜)η∗i (u − w)ηi(u)η∗2(p − k)Ω〉
× 〈Ω, a(r˜)n˜a(w˜)a∗(w)a∗(k)mΩ〉. (C.29)
We note that
〈Ω, η2(q˜ − r˜)η∗i′(u˜)ηi′(u˜ − w˜)η∗i (u − w)ηi(u)η∗2(p − k)Ω〉
= δi′,2δi,2δ(q˜ − r˜ − u˜)δ(p − k − u)〈Ω, ηi′(u˜ − w˜)η∗i (u − w)Ω〉
= δi′,2δi,2δ(q˜ − r˜ − u˜)δ(p − k − u)δ(u˜ − w˜ − u + w). (C.30)
In the following we can assume i = 2, i′ = 2, as otherwise the expression is zero. Now we consider
the expectation value of the photon creation operators:
〈Ω, a(r˜)n˜a(w˜)a∗(w)a∗(k)mΩ〉 = δ(w − w˜)〈Ω, a(r˜)n˜a∗(k)mΩ〉, (C.31)
for r˜, k,w, w˜ in the supports of the respective functions. (Here we made use of the fact that |w˜| ≤ σ,
whereas |ri| ≥ σ, |k j| ≥ σ). Thus we have
〈Ω, B2,n˜(G2,n˜)(HˇcI,σ,2)∗HˇcI,σ,2B∗2,m(G2,m)Ω〉
=
∫
d3w
∫
d3q˜d3p
∫
d3n˜r˜d3mk vˇσ2 (q˜ − r˜ − p + k + w)vˇσ2 (w)
×G1,m˜(q˜; r˜)G2,m(p; k)〈Ω, a(r˜)n˜a(q˜ − r˜ − p + k + w)a∗(w)a∗(k)mΩ〉
=
∫
d3w
∫
d3q˜d3p
∫
d3n˜r˜d3mk vˇσ2 (q˜ − r˜ − p + k + w)vˇσ2 (w)
×G1,m˜(q˜; r˜)G2,m(p; k)δ(q˜ − r˜ − p + k)〈Ω, a(r˜)n˜a∗(k)mΩ〉
= ‖vˇσ2 ‖22m!δm,n˜
∫
d3p
∫
d3mkG2,m(p; k)G1,m˜(p; k), (C.32)
where in the first step we substituted (C.30) and integrated over u˜, w˜, u, in the second step we used
(C.31) and in the last step we used Lemma C.1. This concludes the proof. 
Lemma C.6. Let G1,m,G2,m ∈ L2(R3×R3m) be supported in R3×{ k ∈ R3 | |k| ≥ σ }×m and symmetric
in their photon variables. There holds the identity
〈Ω, B2,n˜(G2,n˜)(HˇcI,σ)∗B1,m˜(G1,m˜)B∗1,n(G1,n)HˇcI,σB∗2,m(G2,m)Ω〉
= ‖vˇσ2 ‖22
∑
ρ∈Sm+n
∫
d3qd3p
∫
d3nrd3mkG1,n(q; r)G2,m(p; k)
×G1,m˜(q + kˇ − rˇ; rˆ, kˇ)G2,n˜(p − kˇ + rˇ; kˆ, rˇ) (C.33)
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for m + n = m˜ + n˜, otherwise the l.h.s. is zero. Here S m+n is the set of permutations of an m + n
element set and the notation kˆ, kˇ, rˆ, rˇ is explained in Lemma C.2.
Proof. We compute the expectation value
〈Ω, B2,n˜(G2,n˜)(HˇcI,σ,i′)∗B1,m˜(G1,m˜)B∗1,n(G1,n)HˇcI,σ,iB∗2,m(G2,m)Ω〉
=
∫
d3u˜d3w˜d3ud3w
∫
d3q˜d3 p˜d3qd3p
∫
d3n˜r˜d3m˜k˜d3nrd3mk
vˇσi′ (w˜)vˇ
σ
i (w)G1,m˜(q˜; r˜)G2,n˜(p˜; k˜)G1,n(q; r)G2,m(p; k)
×〈Ω, η2(p˜ − k˜)η∗i′(u˜)ηi′(u˜ − w˜)η1(q˜ − r˜)η∗1(q − r)η∗i (u − w)ηi(u)η∗2(p − k)Ω〉
×〈Ω, a(r˜)n˜a(w˜)a(k˜)m˜a∗(r)na∗(w)a∗(k)mΩ〉. (C.34)
We note that
〈Ω, η2(p˜ − k˜)η∗i′(u˜)ηi′(u˜ − w˜)η1(q˜ − r˜)η∗1(q − r)η∗i (u − w)ηi(u)η∗2(p − k)Ω〉
= δi′ ,2δi,2δ(p˜ − k˜ − u˜)δ(p − k − u)〈Ω, ηi′(u˜ − w˜)η1(q˜ − r˜)η∗1(q − r)η∗i (u − w)Ω〉
= δi′ ,2δi,2δ(p˜ − k˜ − u˜)δ(p − k − u)δ(u˜ − w˜ − u + w)δ(q˜ − r˜ − q + r). (C.35)
In the following we can assume i = 2, i′ = 2, as otherwise the expression is zero. Now we consider
the expectation value of the photon creation operators:
〈Ω, a(r˜)n˜a(k˜)m˜a(w˜)a∗(w)a∗(r)na∗(k)mΩ〉 = δ(w − w˜)〈Ω, a(r˜)n˜a(k˜)m˜a∗(r)na∗(k)mΩ〉, (C.36)
for r, k,w, r˜, k˜, w˜ in the supports of the respective functions. (Here we made use of the fact that
|w˜| ≤ σ, whereas |ri| ≥ σ, |k j| ≥ σ). Thus we have
〈Ω, B2,n˜(G2,n˜)(HˇcI,σ,2)∗B1,m˜(G1,m˜)B∗1,n(G1,n)HˇcI,σ,2B∗2,m(G2,m)Ω〉
=
∫
d3w
∫
d3 p˜d3q˜d3qd3p
∫
d3n˜r˜d3m˜k˜d3nrd3mk vˇσ2 (p˜ − k˜ − p + k + w)vˇσ2 (w)
×G1,m˜(q˜; r˜)G2,n˜(p˜; k˜)G1,n(q; r)G2,m(p; k)δ(q˜ − r˜ − q + r)δ(p˜ − k˜ − p + k)
×〈Ω, a(r˜)n˜a(k˜)m˜a∗(r)na∗(k)mΩ〉
= ‖vˇσ2 ‖22
∫
d3qd3p
∫
d3n˜r˜d3m˜k˜d3nrd3mk
×G1,m˜(q + r˜ − r; r˜)G2,n˜(p + k˜ − k; k˜)G1,n(q; r)G2,m(p; k)
×〈Ω, a(r˜)n˜a(k˜)m˜a∗(r)na∗(k)mΩ〉
= ‖vˇσ2 ‖22
∑
ρ∈Sm+n
∫
d3qd3p
∫
d3nrd3mkG1,n(q; r)G2,m(p; k)
×G1,m˜(q + kˇ − rˇ; rˆ, kˇ)G2,n˜(p − kˇ + rˇ; kˆ, rˇ), (C.37)
where in the first step we substituted (C.35), integrated over u˜, w˜, u, and used (C.36). In the last
step we made use of Lemma C.2.
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D Vacuum expectation values of renormalized creation opera-
tors
D.1 L2-bound
Proposition D.1. Let h1, h2 ∈ C20(S ). Then
‖ηˆ∗1,σ(h1)ηˆ∗2,σ(h2)Ω‖ ≤
c
σδλ0
‖h1‖2‖h2‖2. (D.1)
Proof. Let us set
G1,m(q; k) := h1(q) f
m
1,q,σ(k), G2,m(q; k) := h2(q) f
m
2,q,σ(k). (D.2)
Now we can write
‖ηˆ∗1,σ(h1)ηˆ∗2,σ(h2)Ω‖2 =
∑
m,n,m˜,n˜∈N0
m˜+n˜=m+n
1√
m!n!m˜!n˜!
〈Ω, B1,n˜(G1,n˜)B2,m˜(G2,m˜)B∗1,n(G1,n)B∗2,m(G2,m)Ω〉. (D.3)
Making use of Lemma C.4, we obtain
〈Ω, B1,n˜(G1,n˜)B2,m˜(G2,m˜)B∗1,n(G1,n)B∗2,m(G2,m)Ω〉
=
∑
ρ∈Sm+n
∫
d3qd3p
∫
d3nrd3mkG1,n(q; r)G2,m(p; k)
×
(
G1,n˜(q + kˇ − rˇ; rˆ, kˇ)G2,m˜(p − kˇ + rˇ; kˆ, rˇ)
)
, (D.4)
where the notation in (D.4) is explained in Lemma C.2. Now by applying the Cauchy-Schwarz
inequality to the integrals w.r.t. p and q, using definitions (D.2) and applying the bound (A.17) for
β = 0, we obtain we obtain
(D.4) ≤ ‖h1‖22‖h2‖22
(m + n)!√
m!n!m˜!n˜!
‖g˜n2,σ‖22‖gm2,σ‖22, (D.5)
where we estimated gn
1,σ
(k) ≤ gn
2,σ
(k) in the above computation. Now the claim follows from
estimate (D.28) below. 
D.2 Double commutator
In this section we define
G1,m(q; k) := e
−iE1,q,σ th1(q) f
m
1,q,σ(k), G2,m(q; k) := e
−iE2,q,σ teiγσ(v j ,t)(q)h(s)
2, j
(q) f m2,q,σ(k). (D.6)
Moreover, we set
B∗i,m(Gi,m) :=
∫
d3qd3mkGi,m(q; k)a
∗(k)mη∗i (q − k). (D.7)
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It turns out that the behaviour of the double commutator in (3.18) is governed by the decay of
the functions
F
G1 ,G2
i,n,m
(q; r | p; k) := (n + 1)
∫
d3rn+1 vi(rn+1)G1,n+1(q + rn+1; r, rn+1)G2,m(p − rn+1; k), (D.8)
where q, p ∈ R3, r ∈ R3n, k ∈ R3m. For any such function we define an auxiliary operator
B∗n,m(F
G1 ,G2
i,n,m
) :=
∫
d3qd3p
∫
d3nrd3mk F
G1,G2
i,n,m
(q; r | p; k)a∗(r)na∗(k)mη∗1(q − r)η∗2(p − k). (D.9)
We do not specify domains as it will act only on the vacuum below. Key properties of expectation
values of such operators are given in Lemma C.3 above. We write
HaI,i =
∫
d3pd3k vi(k)η
∗
i (p + k)a(k)ηi(p), H
a
I :=
∑
i∈{1,2}
HaI,i. (D.10)
Now we state and prove the estimate on the double commutator.
Proposition D.2. For 1 ≤ s ≤ t there holds the bound
‖[[HaI , ηˆ∗1,σ(h1,t)], ηˆ∗2,σ(h(s)2, j,teiγσ(v j ,t))]Ω‖ ≤
c1,t
σδλ0
1
(κλ0 )2
(
σ
α/(8γ0)
t
t
+
1
t2σ
1/(4γ0)
t
)
, (D.11)
where c1,t = c
(
t(1−α) + (ε(t)t−ε)−2
)
. (The same bound holds if Ha
I
is replaced with Ha
I,σ
, since F
G1,G2
i,n,m
,
given by (D.8), does not change if vi is replaced with v
σ
i
).
Proof. We write h
γ
2,t
(q) := e−iE2,q,σ teiγσ(v j,t)(q)h(s)
2, j
(q) and compute:
〈[[HaI , ηˆ∗1,σ(h1,t)], ηˆ∗2,σ(hγ2,t)]Ω, [[HaI , ηˆ∗1,σ(h1,t)], ηˆ∗2,σ(hγ2,t)]Ω〉
=
∑
m,n,m˜,n˜∈N0
m+n=m˜+n˜
1√
m!n!m˜!n˜!
〈[[HaI , B∗1,n˜(G1,n˜)], B∗2,m˜(G2,m˜)]Ω, [[HaI , B∗1,n(G1,n)], B∗2,m(G2,m)]Ω〉
=
∑
m,n,m˜,n˜∈N0
m+n=m˜+n˜
1√
m!n!m˜!n˜!
〈(B∗n˜−1,m˜(FG1 ,G22,n˜−1,m˜) + B∗m˜−1,n˜(FG2,G11,m˜−1,n˜))Ω,
(B∗n−1,m(F
G1 ,G2
2,n−1,m) + B
∗
m−1,n(F
G2,G1
1,m−1,n))Ω〉, (D.12)
where in the last step we made use of Lemma D.3 and the operators B∗m,n( · ) are defined in (D.9).
(By convention, B∗−1,m(F
G1 ,G2
i,−1,m)Ω = B
∗
−1,n(F
G2 ,G1
i,−1,n )Ω = 0). With functionsGi1,n,Gi2,n,G j1,n,G j2,n of the
form (D.6), with i1, i2, j1, j2 ∈ {1, 2}, we define
Ci,i′(Gi1 ,Gi2;G j1 ,G j2)
:=
∑
m,n,m˜,n˜∈N0
m+n=m˜+n˜
1√
m!(n + 1)!m˜!(n˜ + 1)!
〈B∗n˜,m˜(F
Gi1 ,Gi2
i,n˜,m˜
)Ω, B∗n,m(F
G j1 ,G j2
i′,n,m )Ω〉. (D.13)
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From (D.12) we obtain
‖[[HaI , ηˆ∗1,σ(h1,t)], ηˆ∗2,σ(hγ2,t)]Ω‖2 = C2,2(G1,G2;G1,G2) + C1,1(G2,G1;G2,G1)
+C2,1(G1,G2;G2,G1) + C1,2(G2,G1;G1,G2). (D.14)
We will study in detailC2,2(G1,G2;G1,G2) as the analysis of the remaining terms is analogous. We
recall from Lemma C.3 that
〈B∗n˜,m˜(FG1,G22,n˜,m˜ )Ω, B∗n,m(FG1,G22,n,m )Ω〉 =
∑
ρ∈Sm+n
∫
d3qd3p
∫
d3nrd3mk F
G1,G2
2,n,m
(q; r | p; k)
× FG1,G22,n˜,m˜ (q + kˇ − rˇ; rˆ, kˇ | p − kˇ + rˇ; kˆ, rˇ). (D.15)
The notation kˆ, kˇ, rˆ, rˇ is explained in Lemma C.2. Now from Lemma E.3 we obtain
|FG1,G2
2,n,m
(q; r | p; k)| ≤ c1,t
σδλ0
1
(κλ0)2
(
σ
α/(8γ0)
t
t
+
1
t2σ
1/(4γ0)
t
)
1√
m!n!
D(p, q)gm2,σ(k)g
n
2,σ(r), (D.16)
where D ∈ C∞0 (R3 × R3) and c1,t = c
(
t2(1−α) + (ε(t)t−ε)−2
)
. From this bound we get
|FG1,G2
2,n,m
(q; r | p; k)FG1,G22,n˜,m˜ (q + kˇ − rˇ; rˆ, kˇ | p − kˇ + rˇ; kˆ, rˇ)|
≤
c2
1,t
σ2δλ0
1
(κλ0 )4
(
σ
α/(8γ0)
t
t
+
1
t2σ
1/(4γ0)
t
)2
D′(p, q)
1√
m!n!m˜!n˜!
gm2,σ(k)
2gn2,σ(r)
2, (D.17)
where D′ is again a smooth, compactly supported function. Making use of (D.13),(D.15) and the
last two bounds we get
|C2,2(G1,G2;G1,G2)|
≤
c21,t
σ2δλ0
1
(κλ0)4
(
σ
α/(8γ0)
t
t
+
1
t2σ
1/(4γ0)
t
)2 ∑
m,n,m˜,n˜∈N0
m+n=m˜+n˜
(m + n)!√
m!(n + 1)!m˜!(n˜ + 1)!
× 1√
m!n!m˜!n˜!
‖gm2,σ‖22‖gn2,σ‖22
≤
c21,t
σ2δλ0
1
(κλ0)4
(
σ
α/(8γ0)
t
t
+
1
t2σ
1/(4γ0)
t
)2(κ∗
σ
)4λ2c2
≤
c21,t
σ2δλ0
1
(κλ0)4
(
σ
α/(8γ0)
t
t
+
1
t2σ
1/(4γ0)
t
)2
, (D.18)
where we made use of Lemma D.4 and definition (A.13). This concludes the proof. 
Lemma D.3. For any n,m ∈ N0 there holds
[[HaI , B
∗
1,n(G1,n)], B
∗
2,m(G2,m)]Ω = B
∗
n−1,m(F
G1,G2
2,n−1,m)Ω + B
∗
m−1,n(F
G2 ,G1
1,m−1,n)Ω, (D.19)
where F
G1,G2
i,n−1,m is defined in (D.8) and we set B
∗
−1,m(F
G1 ,G2
i,−1,m)Ω = B
∗
−1,n(F
G2 ,G1
i,−1,n )Ω = 0.
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Proof. First we compute the inner commutator on C:
[HaI,i, B
∗
1,n(G1,n)] =
∫
d3qd3nrd3ud3wG1,n(q; r)vi(w)[a(w)η
∗
i (u + w)ηi(u), a
∗(r)nη∗1(q − r)]. (D.20)
We note that
[a(w)η∗i (u + w)ηi(u), a
∗(r)nη∗1(q − r)] =
n∑
i′=1
δ(w − ri′)a∗(ri′∗)n−1η∗i (u + w)ηi(u)η∗1(q − r)
+a(w)a∗(r)nδ(u − q + r)η∗i (u + w)δi,1, (D.21)
where a∗(ri′∗)
n−1 = a∗(r1) . . . a∗(ri′−1)a∗(ri′+1) . . . a∗(rn) for n ≥ 1 and a∗(ri′∗)n−1 = 0 for n = 0. Since
G1,n is symmetric in the photon variables, the contributions to (D.20) proportional to the first and
the second term on the r.h.s. of (D.21) are
[HaI,i, B
∗
1,n(G1,n)]1
:= n
∫
d3qd3(n−1)rd3rnd
3uG1,n(q; r, rn)vi(rn)a
∗(r)n−1η∗i (u + rn)ηi(u)η
∗
1(q − r − rn), (D.22)
and
[HaI,i, B
∗
1,n(G1,n)]2 :=
∫
d3qd3nrd3wG1,n(q; r)vi(w)a(w)a
∗(r)nη∗i (q − r + w)δi,1, (D.23)
respectively. Now let us compute the first contribution to the double commutator:
[[HaI,i, B
∗
1,n(G1,n)]1, B
∗
2,m(G2,m)]Ω
= n
∫
d3qd3(n−1)rd3rnd
3u
∫
d3pd3mkG1,n(q; r, rn)vi(rn)G2,m(p; k)
× [a∗(r)n−1η∗i (u + rn)ηi(u)η∗1(q − r − rn), a∗(k)mη∗2(p − k)]Ω
= n
∫
d3qd3p
∫
d3(n−1)rd3rnd
3mkG1,n(q; r, rn)v2(rn)G2,m(p; k)
× a∗(r)n−1a∗(k)mη∗2(p − k + rn)η∗1(q − r − rn)Ω δi,2. (D.24)
By changing variables p → p − rn and q→ q + rn, we get
[[HaI,i, B
∗
1,n(G1,n)]1, B
∗
2,m(G2,m)]Ω = δi,2B
∗
n−1,m(F
G1 ,G2
2,n−1,m)Ω. (D.25)
The second contribution to the double commutator has the form:
[[HaI,i, B
∗
1,n(G1,n)]2, B
∗
2,m(G2,m)]Ω
=
∫
d3qd3nrd3w
∫
d3pd3mkG1,n(q; r)vi(w)G2,m(p; k)
× [a(w)a∗(r)nη∗i (q − r + w), a∗(k)mη∗2(p − k)]Ωδi,1
= m
∫
d3qd3p
∫
d3nrd3(m−1)kd3kmG1,n(q; r)v1(km)G2,m(p; k, km)
× a∗(r)na∗(k)m−1η∗1(q − r + km)η∗2(p − k − km)Ωδi,1. (D.26)
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By changing variables q → q − km and p → p + km we obtain
[[HaI,i, B
∗
1,n(G1,n)]2, B
∗
2,m(G2,m)]Ω = δi,1B
∗
m−1,n(F
G2 ,G1
1,m−1,n)Ω, (D.27)
which concludes the proof. 
Lemma D.4. [DP13.1] There hold the estimates
∑
m,n,m˜,n˜∈N0,
m+n=m˜+n˜
(m˜ + n˜)!
m!n!m˜!n˜!
‖gmi,σ‖22 ‖gni′,σ‖22 ≤
(
κ∗
σ
)4λ2c2
, (D.28)
∑
m,n,m˜,n˜∈N0
m+n=m˜+n˜
(m˜ + n˜)!
m!n!m˜!n˜!
‖gm−1i,σ ‖22 ‖gni′,σ‖22 ≤ 2
(
κ∗
σ
)4λ2c2
, (D.29)
∑
m,n,m˜,n˜∈N0
m+n=m˜+n˜
(m˜ + n˜)!
m!n!m˜!n˜!
‖gm−1i,σ ‖22 ‖gn−1i′,σ‖22 ≤ 4
(
κ∗
σ
)4λ2c2
, (D.30)
where gm
i,σ
, κ∗ are defined in (A.12), (A.13), i, i′ = 1, 2, and we set by convention g−1i,σ = 0.
Lemma D.5. There hold the estimates
∞∑
ℓ,ℓ′=0
1
ℓ!ℓ′!
∑
m≥ℓ,m˜≥ℓ′,n,n˜≥0,
m+n=m˜+n˜
(m˜ + n˜)!
(m − ℓ)!n!(m˜ − ℓ′)!n˜!‖g
m
i,σ‖22 ‖gni′,σ‖22 ≤
(
κ∗
σ
)16λ2c2
, (D.31)
∞∑
ℓ,ℓ′=0
1
ℓ!ℓ′!
∑
m≥ℓ,m˜≥ℓ′,n,n˜≥0,
m+n=m˜+n˜
(m˜ + n˜)!
(m − ℓ)!n!(m˜ − ℓ′)!n˜!‖g
m−1
i,σ ‖22 ‖gni′,σ‖22 ≤ 4
(
κ∗
σ
)16λ2c2
, (D.32)
∞∑
ℓ,ℓ′=0
1
ℓ!ℓ′!
∑
m≥ℓ,m˜≥ℓ′,n,n˜≥0
m+n=m˜+n˜
(m˜ + n˜)!
(m − ℓ)!n!(m˜ − ℓ′)!n˜!‖g
m−1
i,σ ‖22 ‖gn−1i′,σ‖22 ≤ 8
(
κ∗
σ
)4λ2c2
, (D.33)
where gm
i,σ
, κ∗ are defined in (A.12), (A.13), i, i′ = 1, 2, and we set by convention g−1σ = 0.
Remark D.6. Up to irrelevant numerical constants Lemma D.4 follows from Lemma D.5.
Proof. We first note that by definition of the functions gm
i,σ
‖gmi,σ‖22 ≤ (λc)2m(log(κ∗/σ))m. (D.34)
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Now for any a, b ∈ {0, 1} we compute
∞∑
ℓ,ℓ′=0
1
ℓ!ℓ′!
∑
m≥ℓ,m˜≥ℓ′,n,n˜≥0,
m+n=m˜+n˜
(m˜ + n˜)!
(m − ℓ)!n!(m˜ − ℓ′)!n˜!‖g
m−a
i,σ ‖22‖gn−bi′,σ‖22
=
∞∑
ℓ,ℓ′=0
1
ℓ!ℓ′!
∑
m+a≥ℓ,m˜≥ℓ′,n+b,n˜≥0,
m+n+a+b=m˜+n˜
(m˜ + n˜)!
(m + a − ℓ)!(n + b)!(m˜ − ℓ′)!n˜!‖g
m
i,σ‖22‖gni′,σ‖22
≤
∑
m+a,m˜,n+b,n˜≥0
m+n+a+b=m˜+n˜
∑
ℓ≤m+a,ℓ′≤m˜
(
m + a
ℓ
)(
m˜
ℓ′
)
(m˜ + n˜)!
m!n!m˜!n˜!
‖gmi,σ‖22‖gni′,σ‖22
=
∑
m+a,m˜,n+b,n˜≥0
m+n+a+b=m˜+n˜
2m+a+m˜
(m˜ + n˜)!
m!n!m˜!n˜!
‖gmi,σ‖22‖gni′,σ‖22
≤ 2a
∑
m+a,n+b≥0
( ∑
m˜,n˜≥0
m˜+n˜=m+n+a+b
(m˜ + n˜)!
m˜!n˜!
)
(2λc)2(m+n)
m!n!
(log(κ∗/σ))
m+n
≤ 22a+b
∑
m,n≥0
(2
√
2λc)2(m+n)
m!n!
(log(κ∗/σ))
m+n = 22a+b
(
κ∗
σ
)16λ2c2
. (D.35)
This concludes the proof. 
D.3 Contributions involving Hˇc
I,σ
This subsection is devoted to terms involving Hˇc
I,σ
, appearing in (3.20). The following elementary
proposition, which relies on Lemma C.6, gives contributions (3.37), (3.40) to expressions from
Theorem 3.5.
Proposition D.7. Let Hˇc
I,σ
be defined as in (3.22). Then there hold the bounds
‖HˇcI,σηˆ∗2,σ(hγ2,t)Ω‖ ≤ cσ1−δλ0 , (D.36)
‖ηˆ∗1,σ(h1,t)HˇcI,σηˆ∗2,σ(hγ2,t)Ω‖ ≤ cσ1−δλ0 , (D.37)
where h
γ
2,t
(p) := h
(s)
2, j,t
(p)eiγσ(v j ,t)(p).
Proof. Let us show (D.36). We rewrite the expression from the statement of the proposition as
follows:
〈HˇcI,σηˆ∗2,σ(hγ2,t)Ω, HˇcI,σηˆ∗2,σ(hγ2,t)Ω〉
=
∑
m∈N0
1
m!
〈Ω, B2,m(G2,m)(HˇcI,σ)∗HˇcI,σB∗2,m(G2,m)Ω〉. (D.38)
Now Lemma C.5 gives
〈Ω, B2,n˜(G2,n˜)(HˇcI,σ)∗HˇcI,σB∗2,m(G2,m)Ω〉 = ‖vˇσ2 ‖22m!δm,n˜
∫
d3p
∫
d3mk |G2,m(p; k)|2. (D.39)
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Making use of Theorem A.3, and of definition (D.6), we obtain the bound
|G2,m(p; k)|2 ≤ 1
m!
D(p)gn2,σ(k)
2, (D.40)
where p 7→ D(p) is some smooth compactly supported function independent of σ, t. Consequently,
the r.h.s. of (D.39) can be estimated by c‖vˇσ
2
‖22‖gm2,σ‖22. Substituting this bound to (D.38) and making
use of definition (A.13) of functions gm
2,σ
, we get
‖HˇcI,σηˆ∗2,σ(h2,t)Ω‖2 ≤ c‖vˇσ2 ‖22
(
κ∗
σ
)c′λ2
. (D.41)
Exploiting the fact that ‖vˇσ
2
‖2 ≤ cσ, we conclude the proof of (D.36).
Let us now show (D.37). We rewrite the expression from the statement of the proposition as
follows:
〈ηˆ∗1,σ(h1,t)HˇcI,σηˆ∗2,σ(hγ2,t)Ω, ηˆ∗1,σ(h1,t)HˇcI,σηˆ∗2,σ(hγ2,t)Ω〉
=
∑
m,n,m˜,n˜∈N0
m+n=m˜+n˜
1√
m!n!m˜!n˜!
〈Ω, B2,n˜(G2,n˜)(HˇcI,σ)∗B1,m˜(G1,m˜)B∗1,n(G1,n)HˇcI,σB∗2,m(G2,m)Ω〉. (D.42)
Now Lemma C.6 gives
〈Ω, B2,n˜(G2,n˜)(HˇcI,σ)∗B1,m˜(G1,m˜)B∗1,n(G1,n)HˇcI,σB∗2,m(G2,m)Ω〉
= ‖vˇσ2 ‖22
∑
ρ∈Sm+n
∫
d3qd3p
∫
d3nrd3mkG1,n(q; r)G2,m(p; k)
×G1,m˜(q + kˇ − rˇ; rˆ, kˇ)G2,n˜(p − kˇ + rˇ; kˆ, rˇ), (D.43)
where S m+n is the set of permutations of an m+ n element set. Making use of Theorem A.3, and of
definition (D.6), we obtain the bounds
|G1,n(q; r)G2,m(p; k)G1,m˜(q + kˇ − rˇ; rˆ, kˇ)G2,n˜(p − kˇ + rˇ; kˆ, rˇ)|
≤ 1√
m!n!m˜!n˜!
D(p, q)gn2,σ(r)
2gm2,σ(k)
2, (D.44)
where (p, q) 7→ D(p, q) is some smooth compactly supported function independent of σ, t. Conse-
quently, the r.h.s. of (D.43) can be estimated by
c‖vˇσ2 ‖22(m + n)!
1√
m!n!m˜!n˜!
‖gn2,σ‖22‖gm2,σ‖22. (D.45)
Substituting this bound to (D.42) and making use of Lemma D.4, we get
‖ηˆ∗1,σ(h1,t)HˇcI,σηˆ∗2,σ(h2,t)Ω‖2 ≤ c‖vˇσ2 ‖22
(
κ∗
σ
)4λ2c2
. (D.46)
Exploiting the fact that ‖vˇσ
2
‖2 ≤ cσ, we conclude the proof of (D.37). 
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D.4 Clustering estimates
Consider the expressions
MWl, j(σ
′, σ, s, t)
:= 〈Wσ′(vl, t)ηˆ∗1,σ′(h′1,t)ηˆ∗2,σ′(h′(s)2,l,teiγσ′ (vl,t))Ω,Wσ(vˆ j, t)ηˆ∗1,σ(h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j,t))Ω〉, (D.47)
NWl, j(σ
′, σ, s, t)
:= 〈ηˆ∗1,σ′(h′1,t)Ω, ηˆ∗1,σ(h1,t)Ω〉 〈Wσ′(vl, t)ηˆ∗2,σ′(h′(s)2,l,teiγσ′ (vl,t))Ω,Wσ(vˆ j, t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))Ω〉. (D.48)
We want to estimate the difference MW
l, j
(σ′, σ, s, t) − NW
l, j
(σ′, σ, s, t). We set for κλ0 ≥ σ′ ≥ σ > 0
consistently with (3.67)
Wˆ1σ′,σ,l, j(t) :=Wσ′(vl, t)∗Wσ(vˆ j, t). (D.49)
(We suppress the dependence of the l.h.s. on vl, vˆ j as it will be clear from the context). We
generalize some definitions from Subsection 3.3 and state two simple estimates
Wˆ1σ′,σ,l, j(t) = exp
{ − (a(hσ′,σ
l, j,t
) − a∗(hσ′,σ
l, j,t
)
)}
= e
−a(hσ′ ,σ
l, j,t
)
e
a∗(hσ
′ ,σ
l, j,t
)
e
1
2
Cl, j,σ′ ,σ , (D.50)
h
σ′,σ
l, j,t
(k) :=
vσ
2
(k) f σ
′,σ
vˆ j ,vl
(k)
|k| e
−i|k|t , f σ
′,σ
vˆ j,vl
(k) :=
ek · (vˆ j − vl)
(1 − ek · vˆ j)(1 − ek · vl)
+
χ[σ,σ′](k)
1 − ek · vl
, (D.51)
Cl, j,σ′ ,σ := ‖hσ
′,σ
l, j,t
‖22, e
1
2
Cl, j,σ′ ,σ = O(σ−δλ0 ), (D.52)
|hσ′,σ
l, j,t
(k)| ≤ cλχ[σ,κ)(k)|k|3/2 . (D.53)
Now we are ready to prove the following proposition:
Proposition D.8. We have for κλ0 ≥ σ′ ≥ σ > 0 and MW
l, j
,NW
l, j
given by (D.47), (D.48)
MWl, j(σ
′, σ, s, t) = NWl, j(σ
′, σ, s, t)+ RWl, j(σ
′, σ, s, t), (D.54)
where the rest term satisfies
|RWl, j(σ′, σ, s, t)| ≤
c
σδλ0
1
κλ0
{
1
tσ1/(8γ0)
+
1
ε(s)ts−ε
+ (σ′)α/(8γ0)
}
. (D.55)
Proof. First, we obtain from (D.50) and (D.47)
MWl, j(σ
′, σ, s, t) = e
1
2
Cl, j,σ′ ,σ
∞∑
ℓ′,ℓ=0
(−1)ℓ′
ℓ′!ℓ!
M
ℓ′,ℓ
l, j
(σ′, σ, s, t), where (D.56)
M
ℓ′,ℓ
l, j
(σ′, σ, s, t)
:= 〈ηˆ∗1,σ′(h′1,t)a∗(hσ
′,σ
l, j,t
)ℓ
′
ηˆ∗2,σ′(h
′(s)
2,l,t
eiγσ′ (vl,t))Ω, ηˆ∗1,σ(h1,t)a
∗(hσ
′,σ
l, j,t
)ℓηˆ∗2,σ(h
(s)
2, j,t
eiγσ(vˆ j ,t))Ω〉. (D.57)
Similarly,
NWl, j(σ
′, σ, s, t) = e
1
2
Cl, j,σ′ ,σ
∞∑
ℓ′,ℓ=0
(−1)ℓ′
ℓ′!ℓ!
Nℓ
′,ℓ
l, j
(σ′, σ, s, t), where (D.58)
Nℓ
′,ℓ
l, j
(σ′, σ, s, t) := 〈ηˆ∗1,σ′(h′1,t)Ω, ηˆ∗1,σ(h1,t)Ω〉 ×
× 〈Ω, a∗(hσ′,σ
l, j,t
)ℓ
′
ηˆ∗2,σ′(h
′(s)
2,l,t
eiγσ′ (vl,t))Ω, a∗(hσ
′,σ
l, j,t
)ℓηˆ∗2,σ(h
(s)
2, j,t
eiγσ(vˆ j ,t))Ω〉. (D.59)
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Let us write consistently with our earlier notations
h
γ
2,t
(p) := h
(s)
2, j,t
(p)eiγσ(vˆ j ,t)(p), ht := h
σ′,σ
l, j,t
, hℓt (k1, . . . , kℓ) := ht(k1) . . . ht(kℓ), (D.60)
kℓ := (k1, . . . , kℓ), kℓ := k1 + · · · + kℓ, |k|ℓ := |k1| + · · · + |kℓ|. (D.61)
Now let us consider the expression
a∗(ht)
ℓηˆ∗2,σ(h
γ
2,t
)Ω =
∞∑
m=0
1√
m!
∫
d3p d3mkd3ℓk′ hγ
2,t
(p) f m2,p,σ(k)h
ℓ
t (k
′)a∗(k′)ℓa∗(k)m η∗2(p − k)
=
∞∑
m=0
1√
m!
∫
d3p d3mkd3ℓk′ hγ
2,t
(p − k′) f m
2,p−k′,σ(k)h
ℓ
t (k
′)a∗(k′)ℓa∗(k)m η∗2(p − k − k′)Ω
=
∞∑
m′≥ℓ
1√
(m′ − ℓ)!
∫
d3p d3m
′
k˜ h
γ
2,t
(p − k˜
ℓ
)(hℓt f
m′−ℓ
2,p−k˜ℓ,σ
)(k˜)a∗(k˜)m
′
η∗2(p − k˜)Ω, (D.62)
where we set m′ := m + ℓ, k˜ := (k, k′) and (hℓ f m
′−ℓ
2,q−k˜ℓ,σ
)(k˜) := h(k˜1) . . . h(k˜ℓ) f
m′−ℓ
2,q−k˜ℓ ,σ
(k˜ℓ+1, . . . , k˜m′).
Thus we put a∗(ht)ℓηˆ∗2,σ(h
γ
2,t
) as a sum of terms of the form (C.25) and we set accordingly
G1,m(q; k) := e
−iE1,q,σ th1(q) f
m
1,q,σ(k), (D.63)
Gℓ2,m(q; k) := e
−i(E2,q−kℓ ,σ+|k|ℓ)teiγσ(vˆ j ,t)(q−kℓ)h(s)
2, j
(q − k
ℓ
)(hℓ f m−ℓ2,q−kℓ,σ)(k), (D.64)
G′1,m(q; k) := e
−iE1,q,σ′ th′1(q) f
m
1,q,σ′(k), (D.65)
G′ℓ
′
2,m(q; k) := e
−i(E2,q−kℓ′ ,σ′+|k|ℓ′ )teiγσ′ (vl,t)(q−kℓ′ )h′(s)
2,l
(q − k
ℓ′)(h
ℓ′ f m−ℓ
′
2,q−kℓ′ ,σ′)(k), (D.66)
where ( f m−ℓ
2,q,σ
hℓ)(k) := h(k1) . . . h(kℓ) f
m−ℓ
2,q,σ
(kℓ+1, . . . , km). Now we can write
Mℓ
′,ℓ
l, j
(σ′, σ, s, t) =
∑
m≥ℓ,m˜≥ℓ′,n,n˜≥0
m˜+n˜=m+n
1√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! ×
× 〈Ω, B1,n˜(G′1,n˜)B2,m˜(G′ℓ
′
2,m˜)B
∗
1,n(G1,n)B
∗
2,m(G
ℓ
2,m)Ω〉. (D.67)
Making use of Lemma C.4, we obtain
〈Ω, B1,n˜(G′1,n˜)B2,m˜(G′ℓ
′
2,m˜)B
∗
1,n(G1,n)B
∗
2,m(G
ℓ
2,m)Ω〉
=
∑
ρ∈Sm+n
∫
d3qd3p
∫
d3nrd3mkG1,n(q; r)G
ℓ
2,m(p; k)
×
(
G
′
1,n˜(q + kˇ − rˇ; rˆ, kˇ)G
′ℓ′
2,m˜(p − kˇ + rˇ; kˆ, rˇ)
)
, (D.68)
where the notation in (D.68) is explained in Lemma C.2.
Let us denote the summands on the r.h.s. of (D.68) by I
ℓ′,ℓ,(1)
m,n,m˜,n˜. Let Iˇ
ℓ′,ℓ,(1)
m,n,m˜,n˜ be such summands
coming from permutations for which kˇ or rˇ are non-empty. They will give contributions to the
rest term in (D.54). We note that there are (m + n)! − m!n! such permutations. Let Mℓ′,ℓ,(1ˇ)
l, j
be the
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contribution to (D.67) involving all the summands Iˇ
ℓ′,ℓ,(1)
m,n,m˜,n˜. By Lemma E.4 we have
|Mℓ′,ℓ,(1ˇ)
l, j
| ≤
∑
m≥ℓ,m˜≥ℓ′,n,n˜≥0
m˜+n˜=m+n
(m + n)!√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! |Iˇ
ℓ′,ℓ,(1)
m,n,m˜,n˜(σ, σ
′, s, t)l, j|
≤ c
κλ0
{
1
tσ1/(8γ0)
+
1
ε(s)ts−ε
+ (σ′)α/(8γ0)
}
×
×
∑
m≥ℓ,m˜≥ℓ′,n,n˜≥0
m˜+n˜=m+n
(m + n)!
(‖gn−1
2,σ
‖22 + ‖gn2,σ‖22)(‖gm−12,σ ‖22 + ‖gm2,σ‖22)
(m − ℓ)!n!(m˜ − ℓ′)!n˜! . (D.69)
Thus from (D.56), second relation in (D.52) and Lemma D.5 we obtain
|RWl, j(σ′, σ, s, t)| ≤
c
σδλ0
1
κλ0
{
1
tσ1/(8γ0)
+
1
ε(s)ts−ε
+ (σ′)α/(8γ0)
}
. (D.70)
Now let Iˆ
ℓ′,ℓ,(1)
m,n,m˜,n˜ denote the expressions I
ℓ′,ℓ,(1)
m,n,m˜,n˜ coming from permutations for which kˇ and rˇ are
empty. (We note that there are m!n! such permutations and that in this case m = m˜, n = n˜). We
obtain from Lemma C.1 that
Iˆ
ℓ′,ℓ,(1)
m,n,m˜,n˜ =
∫
d3qd3nr G1,n(q; r)G
′
1,n˜(q; r)
∫
d3pd3mkGℓ2,m(p; k)G
′ℓ′
2,m˜(p; k)
=
1
n!
1
m!
〈Ω, B1,n˜(G′1,n˜)B∗1,n(G1,n)Ω〉〈Ω, B2,m˜(G′ℓ
′
2,m˜)B
∗
2,m(G
ℓ
2,m)Ω〉. (D.71)
Let M
ℓ′,ℓ,(1ˆ)
l, j
be the contribution to Mℓ
′,ℓ
l, j
involving all such Iˆ
ℓ′,ℓ,(1)
m,n,m˜,n˜. Since the sum over permutations
in (D.68) gives the compensating factor m!n!, we obtain
M
ℓ′,ℓ,(1ˆ)
l, j
(σ′, σ, s, t) =
∑
m≥ℓ,m˜≥ℓ′,n,n˜≥0
m˜+n˜=m+n
1√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! ×
× 〈Ω, B1,n˜(G′1,n˜)B∗1,n(G1,n)Ω〉〈Ω, B2,m˜(G′2,m˜)B∗2,m(G2,m)Ω〉
= Nℓ
′,ℓ
l, j
(σ′, σ, s, t), (D.72)
where in the last step we compared definition (C.25) of B∗
i,n
(Gi,n) with definition (2.16) of the
renormalized creation operator and with the definition of Nℓ
′,ℓ
l, j
(σ′, σ, s, t) in (D.59). 
E Non-stationary phase analysis
E.1 Preliminaries concerning the partition and phases
As compared to the paper on scattering of two atoms [DP13.1], the non-stationary phase arguments
must be modified due to the presence of the phases and due to the time-dependent partition.
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Lemma E.1. Recall from Definition 2.1 that h
(s)
2, j
(p) = 1˜
Γ
(s)
j
(p)h2(p), where 1˜Γ(s)
j
(p) = ϕˆan,ε(p − p j)
and
ϕˆan,ε(p) =
3∏
i=1
ϕ
(
(pi + an)
anε
)
ϕ
(
− (p
i − an)
anε
)
. (E.1)
Here ε = ε(s) = s−7ε, an := 2−(n+1), where n = n(s) is restricted by 2n ≤ sε < 2n+1 and ε > 0 will be
fixed a posteriori. We set θ := anε and note that θ
−1 ≤ 2/(ε(s)s−ε) ≤ 2/(ε(t)t−ε). We have:
|∂pih(s)2, j(p)| ≤ cθ−1(|h j2(p)| + |(∂pih2) j(p)|), (E.2)
|∂pi′∂pih(s)2, j(p)| ≤ cθ−2(|h j2(p)| + |(∂pih2) j(p)| + |(∂pi′∂pih2) j(p)|), (E.3)
where h
j
2
(p) := 1
Γ
(s)
j
(p)h2(p) (i.e. upper index j indicates restriction with a sharp characteristic
function).
Proof. We compute
∂pih
(s)
2, j
(p) = (∂pi 1˜Γ(s)
j
(p))h2(p) + 1˜Γ(s)
j
(p)∂pih2(p), (E.4)
∂pi′∂pih
(s)
2, j
(p) = (∂pi′∂pi 1˜Γ(s)
j
(p))h2(p) + ∂pi′ 1˜Γ(s)
j
(p)∂pih2(p)
+ ∂pi 1˜Γ(s)
j
(p)∂pi′h2(p) + 1˜Γ(s)
j
(p)∂pi′∂pih2(p). (E.5)
We have
∂p1 ϕˆan,ε(p) =
1
anε
(
ϕ′
(
(p1 + an)
anε
)
ϕ
(
− (p
1 − an)
anε
)
− ϕ
(
(p1 + an)
anε
)
ϕ′
(
− (p
1 − an)
anε
))
×
×
3∏
i=2
ϕ
(
(pi + an)
anε
)
ϕ
(
− (p
i − an)
anε
)
. (E.6)
Thus we obtain
|∂p1 ϕˆan,ε(p)| ≤
c
anε
1[−an,an]×3(p) (E.7)
for a universal constant c (depending on sup |ϕ|). Consequently we get
|∂p1 1˜Γ(t)
j
(p)| ≤ c
anε
1
Γ
(t)
j
(p), (E.8)
which implies (E.2). By an analogous argument we obtain
|∂pi′∂pi 1˜Γ(t)
j
(p)| ≤ c
(anε)2
1
Γ
(t)
j
(p), (E.9)
which concludes the proof. 
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Lemma E.2. Let 1/2 < α < 1 and σSτ = κ
λ0τ−α. Set tσ := min(t, (κλ0/σ)1/α) and define as in (2.29)
γσ(v j, t)(p) = −
∫ tσ
1
{ ∫ σSτ
σ
d|k|
∫
dµ(ek) v
σ
2 (k)
2(2|k|)
(cos(k · ∇E2,p,στ − |k|τ)
1 − ek · v j
)}
dτ. (E.10)
Then, uniformly in p ∈ S ,
|γσ(v j, t)(p)| ≤ c, (E.11)
|∂piγσ(v j, t)(p)| ≤ c, (E.12)
|∂pi′∂piγσ(v j, t)(p)| ≤
c
σδλ0
t(1−α). (E.13)
Proof. First, we note that γσ(v j, t)(p) is the real part of
γ˜σ(v j, t)(p) = −
∫ tσ
1
{ ∫ σSττ
στ
d|k|
∫
dµ(ek) χ[σ,κ)(k/τ)
2
(
ei(k·∇E2,p,σ−|k|)
1 − ek · v j
)}
dτ
τ
= −
∫ tσ
1
{ ∫ σSττ
στ
d|k|
∫
dµ(e)
(
ei|k|(e·∇E2,p,σ−1)
1 − e · v j
)}
dτ
τ
= −
∫ tσ
1
{ ∫
dµ(e)
(1 − e · v j)
(
eiσ
S
ττ(e·∇E2,p,σ−1) − eiστ(e·∇E2,p,σ−1)
i(e · ∇E2,p,σ − 1)
)}
dτ
τ
, (E.14)
where we used that χ[σ,κ)(k/τ) = 1 in the region of integration. Let us introduce notation
dµ˜(e) :=
dµ(e)
(1 − e · v j)
, f (p, e) := (e · ∇E2,p,σ − 1). (E.15)
Then we can write
γ˜σ(v j, t)(p) = i
∫ tσ
1
{ ∫
dµ˜(e) f (p, e)−1
(
eiσ
S
ττ f (p,e) − eiστ f (p,e)
)}
dτ
τ
. (E.16)
Let us consider auxiliary integrals, depending on a parameter a ∈ R
Ia :=
∫ tσ
1
eiaστ f (p,e)
dτ
τ
, Ja :=
∫ tσ
1
eiaκ
λ0τ1−α f (p,e)dτ
τ
. (E.17)
We have
∂aIa =
∫ tσ
1
eiaστ f (p,e)iσ f (p, e)dτ =
eiaσtσ f (p,e) − eiaσ f (p,e)
a
, (E.18)
∂aJa =
∫ tσ
1
eiaκ
λ0 τ1−α f (p,e)iκλ0τ1−α f (p, e)
dτ
τ
=
1
1 − α
eiaκ
λ0 t1−ασ f (p,e) − eiaκλ0 f (p,e)
a
. (E.19)
Thus we obtain
I1 = I0 +
∫ 1
0
da
eiaσtσ f (p,e) − eiaσ f (p,e)
a
, (E.20)
J1 = J0 +
1
1 − α
∫ 1
0
da
eiaκt
1−α
σ f (p,e) − eiaκ f (p,e)
a
. (E.21)
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The expressions we are interested in are Re(−iI1), Re(iJ1). Since I0 and J0 are real, we get
Re(−iI1) =
∫ 1
0
da
sin(aσtσ f (p, e)) − sin(aσ f (p, e))
a
=
∫ σtσ f (p,e)
0
dx
sin(x)
x
−
∫ σ f (p,e)
0
dx
sin(x)
x
= Si(σtσ f (p, e)) − Si(σ f (p, e)). (E.22)
Re(iJ1) = − 1
1 − α
∫ 1
0
da
sin(aκλ0 t1−ασ f (p, e)) − sin(aκλ0 f (p, e))
a
= − 1
1 − α
(
Si(κλ0 t1−ασ f (p, e)) − Si(κλ0 f (p, e))
)
. (E.23)
Thus we get
γσ(v j, t)(p) =
∫
dµ˜(e) f (p, e)−1
(
Si(σtσ f (p, e)) − Si(σ f (p, e))
− 1
1 − αSi(κ
λ0 t1−ασ f (p, e)) +
1
1 − αSi(κ
λ0 f (p, e))
)
. (E.24)
Now we note that for x ∈ R
|Si(x)| ≤ c, |Si′(x)| ≤ c|x| , |Si
′′(x)| ≤ c|x| . (E.25)
Hence
|γσ(v j, t)(p)| ≤ c, (E.26)
|∂piγσ(v j, t)(p)| ≤ c, (E.27)
|∂pi∂pi′γσ(v j, t)(p)| ≤
c
σδλ0
(σtσ + σ + κ
λ0 t1−ασ + κ
λ0) ≤ c
σδλ0
t1−α, (E.28)
where in the last step we estimated σtσ ≤ σtασt1−ασ ≤ t1−α, since tσ ≤ (κλ0 )1/ασ−1/α and tσ ≤ t. We
also noted that in the second derivative of ∂pi∂pi′γσ(v j, t)(p) the third derivative of E2,p,σ arises. 
E.2 Non-stationary phase arguments
Lemma E.3. Let Gi,m, i ∈ {1, 2}, be as specified in (D.6) and let FG1,G22,n,m be defined as in (D.8) i.e.,
it has the form
F
G1,G2
2,n,m
(q; r | p; k)= (n + 1)
∫
d3r˜ vℓ(r˜)e
−i(E1,q+r˜,σ+E2,p−r˜,σ)thγ
2
(p − r˜)h1(q + r˜) f n+11,q+r˜,σ(r, r˜) f m2,p−r˜,σ(k), (E.29)
where h1, h2 ∈ C20(S ) have disjoint velocity supports (cf. (2.35)) and hγ2(p) = h(s)2, j′(p)eiγσ(v j′ ,t)(p),
1 ≤ s ≤ t. There holds the bound
|FG1,G2
2,n,m
(q; r | p; k)| ≤ c1,t
σδλ0
1
(κλ0)2
(
σ
α/(8γ0)
t
t
+
1
t2σ
1/(4γ0)
t
)
1√
m!n!
D(p, q)gm2,σ(k)g
n
2,σ(r), (E.30)
where D ∈ C∞0 (R3 × R3), c1,t = c
(
t(1−α) + (ε(t)t−ε)−2
)
and the estimate is uniform in j′. The same
estimate holds for F
G2,G1
1,n,m
.
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Proof. For 0 < σ ≤ κλ0 , we introduce the slow (time-dependent) cut-off σs,t := κλ0(σt/κλ0)1/(8γ0),
where σt = κ
λ0/tγ, 4 < γ ≤ γ0. Let χ ∈ C∞0 (R3), 0 ≤ χ ≤ 1, be supported in B1+ε (the ball of radius
1 + ε) for some 0 < ε < 1 and be equal to one on B1. We set χ1(k˜) := χ(k˜/σs,t), χ2(k˜) := 1 − χ1(k˜)
and define
F
G1 ,G2
j,2,n,m
(q; r | p; k) :=
∫
d3r˜ v2(r˜)χ j(r˜)e
−i(E1,q+r˜,σ+E2,p−r˜,σ)thγ
2
(p − r˜)h1(q + r˜)
× f n+11,q+r˜,σ(r, r˜) f m2,p−r˜,σ(k). (E.31)
We set V(q, p, r˜) := E1,q+r˜,σ + E2,p−r˜,σ and note that by disjointness of the approximate velocity
supports2 of h1, h2, the condition h2(p − r˜)h1(q + r˜) , 0, together with Theorem A.1, implies that
|∇r˜V(q, p, r˜)| ≥ ε′ > 0 (E.32)
for some fixed ε′, independent of q, p, r˜ within the above restrictions. Thus we can write
e−iV(q,p,r˜)t =
∇r˜V(q, p, r˜) · ∇r˜e−iV(q,p,r˜)t
(−it)|∇r˜V(q, p, r˜)|2
. (E.33)
Now we define the function
J(q, p, r˜) :=
∇r˜V(q, p, r˜)
|∇r˜V(q, p, r˜)|2
h
γ
2
(p − r˜)h1(q + r˜)χκ(r˜), (E.34)
where χκ ∈ C∞
0
(R3) is equal to one on Bκ and vanishes outside of a slightly larger set. We note that,
by Theorem A.1, Lemma E.1 and Lemma E.2, for any multiindex β s.t. 0 ≤ |β| ≤ 2
|∂βr˜ J(q, p, r˜)| ≤ D(q, p)c1,t, c1,t =
c
σδλ0
(
t(1−α) + (ε(t)t−ε)−2
)
, (E.35)
where (q, p) 7→ D(q, p) is a smooth, compactly supported function, independent of j′ and we
exploited that t ≥ s. Moreover, for 0 ≤ |β| ≤ 2,
|∂βr˜v2(r˜)| ≤
χ3(r˜)
|r˜| 12+|β|
, |∂βr˜χ j(r˜)| ≤
c
(σs,t)|β|
, (E.36)
where χ3 is a smooth, compactly supported function, independent of σ. In addition, for 0 ≤ |β| ≤ 2
we obtain from Theorem A.3
|∂βr˜ f m2,p−r˜,σ(k)| ≤
1√
m!
c
σδλ0
gm2,σ(k), (E.37)
|∂βr˜ f n+11,q+r˜,σ(r, r˜)| ≤
1√
n!
c
σδλ0
|r˜|α
|r˜|3/2+|β|g
n
1,σ(r). (E.38)
We note that, by the support properties of χ1, we have
F
G1,G2
1,2,n,m
(q; r | p; k) = 1{σ≤(1+ε)σs,t}(t)FG1,G21,2,n,m(q; r | p; k). (E.39)
2Cf. ‘Standing assumptions and conventions’.
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Thus we can assume that σ ≤ (1 + ε)σs,t. Now using the Gauss Law we obtain from (E.31)
F
G1,G2
1,2,n,m
(q; r | p; k) = 1
it
∫
σ≤|r˜|≤(1+ε)σs,t
d3r˜ e−iV(q,p,r˜)t∇r˜ ·
(
J(q, p, r˜)v2(r˜)χ1(r˜) f
n+1
1,q+r˜,σ(r, r˜) f
m
2,p−r˜,σ(k)
)
+
σ2
it
∫
dµ(e) e−iV(q,p,σe)te ·
(
J(q, p, r˜)v2(r˜)χ1(r˜) f
n+1
1,q+r˜,σ(r, r˜) f
m
2,p−r˜,σ(k)
)∣∣∣∣∣
r˜=σe
,(E.40)
where e is the normal vector to the unit sphere and dµ(e) is the spherical measure. (Notice that the
contribution corresponding to the outer surface vanishes because of the smooth cut-off associated
with χ1).
Let us consider the first term on the r.h.s. of (E.40). Let I1 be the corresponding integrand. Making
use of (E.35)–(E.38), we obtain
|I1| ≤ 1√
m!n!
∑
0≤|β1 |+|β2 |+|β3 |≤1
c1,t
(σs,t)|β1 |
D(q, p)
σδλ0
χ3(r˜)|r˜|α
|r˜|2+|β2 |+|β3 |g
n
1,σ(r)g
m
2,σ(k)
≤ c1,t√
m!n!
D(q, p)
σδλ0
χ3(r˜)|r˜|α
|r˜|3 g
n
1,σ(r)g
m
2,σ(k), (E.41)
where in the last step above we made use of the fact that |r˜| ≤ (1+ε)σs,t in the region of integration.
Now let I2 be the integrand in the boundary integral on the r.h.s. of (E.40). Making use, again, of
bounds (E.35)–(E.38), we get
|I2| ≤
c1,t√
m!n!
D(q, p)
σδλ0
χ3(r˜)|r˜|α
|r˜|2 g
n
1,σ(r)g
m
2,σ(k)
∣∣∣∣∣
r˜=σe
=
c1,t√
m!n!
D(q, p)
σδλ0
χ3(σe)σ
α
σ2
gn1,σ(r)g
m
2,σ(k). (E.42)
Thus (E.40), (E.41), (E.42) give
|FG1,G2
1,2,n,m
(q; r | p; k)| ≤ c1,t√
m!n!
D(q, p)
σδλ0
(σs,t)
α
t
gn1,σ(r)g
m
2,σ(k), (E.43)
which is the first contribution to the bound in (E.30), where we also use gn
1,σ
(r) ≤ gn
2,σ
(r).
Now we proceed to F
G1,G2
2,2,n,m
. By integrating twice by parts in the defining expression, we get
F
G1,G2
2,2,n,m
(q; r | p; k) = 1
(it)2
∫
d3r˜ e−iV(q,p,r˜)t ·
×∇r˜ ·
( ∇r˜V(q, p, r˜)
|∇r˜V(q, p, r˜)|2
∇r˜ ·
(
J(q, p, r˜)v2(r˜)χ2(r˜) f
n+1
1,q+r˜,σ(r, r˜) f
m
2,p−r˜,σ(k)
))
. (E.44)
By Theorem A.1, the function
(q, p, r˜) 7→ ∇r˜V(q, p, r˜)|∇r˜V(q, p, r˜)|2
(E.45)
is bounded by c/σδλ0 , together with its first derivatives, on the support of (q, p, r˜) 7→ h2(p− r˜)h1(q+
r˜)χκ(r˜). Thus we obtain from the bounds (E.36), (E.37), (E.38) and (E.35) that the integrand I in
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(E.44) satisfies
|I| ≤ 1√
m!n!
∑
0≤|β1 |+|β2 |+|β3 |≤2
c1,t
(σs,t)|β1 |
D(q, p)
σδλ0
χ3(r˜)|r˜|α
|r˜|2+|β2 |+|β3 |g
n
1,σ(r)g
m
2,σ(k)
≤ 1√
m!n!
c1,t
(σs,t)2
D(q, p)
σδλ0
χ3(r˜)|r˜|α
|r˜|2 g
n
1,σ(r)g
m
2,σ(k), (E.46)
where in the second step we made use of the fact that σs,t ≤ |r˜| in the region of integration. Thus
we get from (E.44) that
|FG1,G2
2,2,n,m
(q; r | p; k)| ≤ 1√
m!n!
c1,tD(q, p)
σδλ0
1
t2(σs,t)2
gn1,σ(r)g
m
2,σ(k), (E.47)
which gives the second contribution to (E.30). The factor (n + 1), appearing in (E.29), can be
estimated by 2n and incorporated into the constant appearing in the definition of gn
1,σ
.
To estimate F
G2,G1
1,n,m
, one repeats analogous steps. The main difference is that one needs to
exchange the indices 1 ↔ 2 between formulas (E.37), (E.38). Consequently, the crucial factor |r˜|α
does not appear in any of these inequalities. However, it appears in the first bound in (E.36) as now
we have the regular form-factor v1. 
Lemma E.4. Let Iˇ
ℓ,ℓ′,(1)
m,n,m˜,n˜ be defined as follows
Iˇ
ℓ′,ℓ,(1)
m,n,m˜,n˜ :=
∫
d3qd3p
∫
d3nrd3mkG1,n(q; r)G
ℓ
2,m(p; k)
×G′1,n˜(q + kˇ − rˇ; rˆ, kˇ)G
′ℓ′
2,m˜(p − kˇ + rˇ; kˆ, rˇ), (E.48)
where G1,n,G
ℓ
2,m
,G′
1,n˜
,G′ℓ
′
2,m˜
are defined in (D.63)–(D.66). The notation k = (kˆ, kˇ), r = (rˆ, rˇ) is
explained in Lemma C.2, and we consider a permutation in (D.68) for which kˇ or rˇ are non-empty.
Then there holds for 0 < σ ≤ σ′ ≤ κλ0 and uniformly in l, j and ℓ′, ℓ
|Iˇℓ′,ℓ,(1)m,n,m˜,n˜(σ, σ′, s, t)l, j| ≤
c
κλ0
{
1
tσ1/(8γ0)
+
1
ε(s)ts−ε
+ (σ′)α/(8γ0)
}
×
(‖gn−1
2,σ
‖22 + ‖gn2,σ‖22)(‖gm−12,σ ‖22 + ‖gm2,σ‖22)√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! . (E.49)
We note that for kˇ (resp. rˇ) non-empty we have m , 0 (resp. n , 0) and there always holds
m + n = m˜ + n˜. We set by convention g−1
2,σ
= 0.
Proof. We will write h2, j(p) := h
(s)
2, j
(p), h′
2,l
(p) := h
′(s)
2,l
(p). Making use of definitions (D.63)–(D.66)
we write
G1,n(q; r) := e
−iE1,q,σ th1(q) f
n
1,q,σ(r), (E.50)
Gℓ2,m(p; k) := e
−i(E2,p−kℓ ,σ+|k|ℓ)teiγσ(vˆ j,t)(p−kℓ)h2, j(p − kℓ)(hℓ f m−ℓ2,p−kℓ ,σ)(k), (E.51)
G′1,n˜(q + kˇ − rˇ; rˆ, kˇ) := e−iE1,q+kˇ−rˇ,σ′ th′1(q + kˇ − rˇ) f n˜1,q+kˇ−rˇ,σ′(rˆ, kˇ), (E.52)
G′ℓ
′
2,m˜(p − kˇ + rˇ; kˆ, rˇ) := e−i(E2,p−kˇ+rˇ−(kˆ,rˇ)ℓ′ ,σ′+|(kˆ,rˇ)|ℓ′ )teiγσ′ (vl ,t)(p−kˇ+rˇ−(kˆ,rˇ)ℓ′ )
× h′2,l(p − kˇ + rˇ − (kˆ, rˇ)ℓ′)(hℓ
′
f m˜−ℓ
′
2,p−kˇ+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ). (E.53)
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By inserting these definitions, we obtain
Iˇ
ℓ′,ℓ,(1)
m,n,m˜,n˜ =
∫
d3qd3p
∫
d3nrd3mkG1,n(q; r)G
ℓ
2,m(p; k)
×G′1,n˜(q + kˇ − rˇ; rˆ, kˇ)G
′,ℓ′
2,m˜(p − kˇ + rˇ; kˆ, rˇ)
=
∫
d3qd3p
∫
d3nrd3mk e
i(E1,q+kˇ−rˇ,σ′+E2,p−kˇ+rˇ−(kˆ,rˇ)ℓ′ ,σ′+|(kˆ,rˇ)|ℓ′ )te−i(E1,q,σ+E2,p−kℓ ,σ+|k|ℓ)t ×
×eiγσ(vˆ j ,t)(p−kℓ)e−iγσ′ (vl ,t)(p−kˇ+rˇ−(kˆ,rˇ)ℓ′ )h1(q) f n1,q,σ(r)h2, j(p − kℓ)(hℓ f m−ℓ2,p−kℓ ,σ)(k) ×
×h′1(q + kˇ − rˇ) f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ)h
′
2,l(p − kˇ + rˇ − (kˆ, rˇ)ℓ′)(h
ℓ′
f
m˜−ℓ′
2,p−kˇ+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ). (E.54)
By making a change of variables p → p + kˇ we arrive at our main formula
Iˇ
ℓ′,ℓ,(1)
m,n,m˜,n˜ :=
∫
d3qd3p
∫
d3nrd3mk e
i(E1,q+kˇ−rˇ,σ′+E2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′
+|(kˆ,rˇ)|ℓ′ )te−i(E1,q,σ+E2,p+kˇ−kℓ,σ+|k|ℓ)t ×
× eiγσ(vˆ j ,t)(p+kˇ−kℓ)e−iγσ′ (vl,t)(p+rˇ−(kˆ,rˇ)ℓ′ )h1(q) f n1,q,σ(r)h2, j(p + kˇ − kℓ)(hℓ f m−ℓ2,p+kˇ−kℓ ,σ)(k) ×
×h′1(q + kˇ − rˇ) f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ)h
′
2,l(p + rˇ − (kˆ, rˇ)ℓ′)(h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ). (E.55)
Case 1: Either: In (hℓ f m−ℓ
2,p+kˇ−kℓ,σ
)(kˆ, kˇ) some components of kˇ are arguments of f m−ℓ
2,p+kˇ−kℓ ,σ
.
Or: In (h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ) some components of rˇ are arguments of f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′ .
In this case it suffices to consider the latter possibility, as the former one is analogous. Thus
we suppose that rˇ1 (the first component of rˇ) is an argument of f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′ . Let us set σ
′
s :=
κλ0(σ′/κλ0)1/(8γ0), which clearly satisfies σ′ ≤ σ′s ≤ κλ0 . Let χ ∈ C∞(R3), 0 ≤ χ ≤ 1, be supported
in B1 (the unit ball) and be equal to one on B1−ǫ for some 0 < ǫ < 1. We set χ1(rˇ1) := χ(rˇ1/σ′s),
χ2(rˇ1) := 1− χ1(rˇ1) and define Iˇℓ
′,ℓ,(1),( j′)
m,n,m˜,n˜ , for j
′ ∈ {1, 2}, by multiplying the integrand in (E.55) with
χ j(rˇ1). Namely,
Iˇ
ℓ′,ℓ,(1),( j′)
m,n,m˜,n˜ :=
∫
d3qd3p
∫
d3nrd3mk e
i(E1,q+kˇ−rˇ,σ′+E2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′+|(kˆ,rˇ)|ℓ′ )te−i(E1,q,σ+E2,p+kˇ−kℓ,σ+|k|ℓ)t ×
× eiγσ(vˆ j ,t)(p+kˇ−kℓ)e−iγσ′ (vl ,t)(p+rˇ−(kˆ,rˇ)ℓ′ )h1(q)(χ j(rˇ1) f n1,q,σ(r))h2, j(p + kˇ − kℓ)(hℓ f m−ℓ2,p+kˇ−kℓ ,σ)(k) ×
×h′1(q + kˇ − rˇ) f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ)h
′
2,l(p + rˇ − (kˆ, rˇ)ℓ′)(h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ). (E.56)
Let us first consider (E.56) with j′ = 1. We conclude from Theorem A.3, the definition of the
functions gn
1/2,σ
in (A.12)-(A.13) and estimate (D.53) that
|χ1(rˇ1) f n1,q,σ(r)(hℓ f m−ℓ2,p+kˇ−kℓ ,σ)(k) f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ)(h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ)|
≤ 1√
(m − ℓ)!n!(m˜ − ℓ′)!n˜!χ1(rˇ1)g
n
1,σ(r)g
m
2,σ(k)g
n˜
1,σ(rˆ, kˇ)g
m˜
2,σ(kˆ, rˇ)
≤ 1√
(m − ℓ)!n!(m˜ − ℓ′)!n˜!
cχ(rˇ1/σ
′
s)χ[σ,κ∗)(rˇ1)
2|rˇ1|α
|rˇ1|3
gn−11,σ (r
′)gm2,σ(k)g
n˜
1,σ(rˆ, kˇ)g
m˜−1
2,σ (kˆ, rˇ
′)
≤ 1√
(m − ℓ)!n!(m˜ − ℓ′)!n˜!
cχ(rˇ1/σ
′
s)χ[σ,κ∗)(rˇ1)
2|rˇ1|α
|rˇ1|3
gn−12,σ (r
′)2gm2,σ(k)
2, (E.57)
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where we decomposed r = (rˇ1, r
′), rˇ = (rˇ1, rˇ′) and in the first step we used σ′ ≥ σ and esti-
mate (D.53). Substituting (E.57) to (E.56) and making use of the fact that (E.57) is independent of
p, q, (so we can apply the Cauchy-Schwarz inequality to the p, q integration first) we get
|Iˇℓ′,ℓ,(1),(1)m,n,m˜,n˜ | ≤ (σ′s)α
c‖h2, j‖2‖h′2,l‖2‖h1‖2‖h′1‖2√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! ‖g
n−1
2,σ ‖22‖gm2,σ‖22. (E.58)
Let us now consider Iˇ
ℓ′,ℓ,(1),(2)
m,n,m˜,n˜ given by (E.56) for j
′ = 2. For this purpose, we set w1 := kˇ − rˇ′,
w2 := rˇ
′ − (kˆ, rˇ)ℓ′ , w = (w1,w2) and note that rˇ1 does not appear in (kˆ, rˇ)ℓ′ , since by assumption rˇ1
is not an argument of hℓ
′
. We write
V(rˇ1, p, q,w) := E1,q+kˇ−rˇ,σ′ + E2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′ = E1,q−rˇ1+w1 ,σ′ + E2,p+rˇ1+w2,σ′ . (E.59)
We note that, by disjointness of the velocity supports of h1, h2, the condition h
′
1(q− rˇ1 +w1)h
′
2,l(p+
rˇ1 + w2) , 0 implies that
|∇rˇ1V(rˇ1, p, q,w)| ≥ ε′ > 0, (E.60)
for some ε′ independent of rˇ1, p, q, w, σ, σ′ within the above restrictions. Thus we can write the
following identity
eiV(rˇ1,p,q,w)t =
∇rˇ1V(rˇ1, p, q,w) · ∇rˇ1eiV(rˇ1 ,p,q,w)t
it|∇rˇ1V(rˇ1, p, q,w)|2
. (E.61)
Now we define the function
J(rˇ1, p, q,w) :=
∇rˇ1V(rˇ1, p, q,w)
|∇rˇ1V(rˇ1, p, q,w)|2
eiγσ′ (vl,t)(p+rˇ1+w2)h
′
1(q − rˇ1 + w1)h
′
2,l(p + rˇ1 + w2). (E.62)
We note that, by Theorem A.1, Lemma E.1 and Lemma E.2 we have for |β| = 0, 1
|∂β
rˇ1
J(rˇ1, p, q,w)| ≤ θ−|β|C(rˇ1, p, q,w), |∂βrˇ1χ j(rˇ1)| ≤
c
(σ′s)|β|
, (E.63)
where
C(kˇ1, p, q,w) := c
∑
β1,β2;0≤|β1 |+|β2 |≤1
|∂β1
rˇ1
h′1(q − rˇ1 + w1)| |(∂β2rˇ1 h2)
l(p + rˇ1 + w2)|. (E.64)
Moreover, we obtain from Theorem A.3 and estimate (D.53) that
|∂β
rˇ1
(χ2(rˇ1) f
n
1,q,σ(r))| ≤
1√
n!
(
1
σ′s
)|β|
gn1,σ(r), (E.65)
|∂β
rˇ1
(χ˜2(rˇ1)(h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ))| ≤
1√
(m˜ − ℓ′)!
(
1
σδλ0
+
1
σ′s
)|β|
gm˜2,σ(kˆ, rˇ), (E.66)
|(hℓ f m−ℓ
2,p+kˇ−kℓ ,σ
)(k)| ≤ 1√
(m − ℓ)!g
m
2,σ(k), (E.67)
|∂β
rˇ1
f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ)| ≤
1√
n˜!
(
1
σδλ0
)|β|
gn˜1,σ′(rˆ, kˇ), (E.68)
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where the function χ˜ satisfies the same properties as χ and is s.t. χχ˜ = χ. Now coming back to
formula (E.56) and integrating by parts we obtain
Iˇ
ℓ′,ℓ,(1),(2)
m,n,m˜,n˜ := −
1
it
∫
d3qd3p
∫
d3nrd3mk ei(V(rˇ1,p,q,w)tei|(kˆ,rˇ)|ℓ′ te−i(E1,q,σ+E2,p+kˇ−kℓ ,σ+|k|ℓ)t ×
× eiγσ(vˆ j ,t)(p+kˇ−kℓ)h1(q)h2, j(p + kˇ − kℓ)(hℓ f m−ℓ2,p+kˇ−kℓ,σ)(k) ×
× ∇rˇ1 ·
(
J(rˇ1, p, q,w)χ2(rˇ1) f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ) f
n
1,q,σ(r)(h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ)
)
. (E.69)
Making use of the bounds (E.63), (E.65)-(E.68) we estimate
|Iˇℓ′,ℓ,(1),(2)m,n,m˜,n˜ | ≤
c
t
(
1
(σ′)δλ0
+
1
σ′s
+ θ−1
)
×‖h1‖2‖h2, j‖2
∑
β1,β2;0≤|β1 |+|β2 |≤1 ‖∂β1h′1‖2‖(∂β2h2)l‖2√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! ‖g
n
2,σ‖22‖gm2,σ‖22. (E.70)
Exploiting (E.70), (E.58), the fact that σ′s = κ
λ0(σ′/κλ0)1/(8γ0), and δλ0 ≤ 1/(8γ0) we obtain
|Iˇℓ′,ℓ,(1)m,n,m˜,n˜(σ, σ′, s, t)| ≤ Dl, j(h, s)
1
κλ0
(
1
t
(
1
σ1/(8γ0)
+ θ−1
)
+ (σ′)α/(8γ0)
)
×
(‖gn−1
2,σ
‖22 + ‖gn2,σ‖22)(‖gm−12,σ ‖22 + ‖gm2,σ‖22)√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! , (E.71)
where
Dl, j(h, s) := c‖h1‖2‖h2, j‖2
∑
β1,β2;0≤|β1 |+|β2 |≤1
‖∂β1h′1‖2‖(∂β2h2)l‖2
≤ c′‖h1‖2‖h2‖2
∑
β1,β2;0≤|β1 |+|β2 |≤1
‖∂β1h′1‖2‖(∂β2h2)‖2, (E.72)
and we estimated trivially
‖gn−12,σ ‖22‖gm2,σ‖22 + ‖gn2,σ‖22‖gm2,σ‖22 ≤ (‖gn−12,σ ‖22 + ‖gn2,σ‖22)(‖gm−12,σ ‖22 + ‖gm2,σ‖22) (E.73)
to obtain an expression in (E.49) which is symmetric under the substitution m ↔ n. Since
θ−1 ≤ 1/(ε(s)s−ε), this concludes the analysis of Case 1.
Case 2: Either: In (hℓ f m−ℓ
2,p+kˇ−kℓ,σ
)(kˆ, kˇ) some components of kˇ are arguments of hℓ.
Or: In (h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ) some components of rˇ are arguments of h
ℓ′
.
We consider only the latter possibility, since the former one is analogous and simpler. We denote
again by rˇ1 the relevant variable. We recall from (D.51) that
h(rˇ1) := h
σ′,σ
l, j
(rˇ1) :=
vσ
2
(rˇ1) f
σ′,σ
vˆ j ,vl
(rˇ1)
|rˇ1|
, (E.74)
f σ
′,σ
vˆ j,vl
(rˇ1) :=
erˇ1 · (vˆ j − vl)
(1 − erˇ1 · vˆ j)(1 − erˇ1 · vl)
+
χ[σ,σ′](rˇ1)
1 − erˇ1 · vl
=: f0(rˇ1) + f[σ,σ′](rˇ1). (E.75)
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Accordingly, we write the decomposition
h(rˇ1) = h0(rˇ1) + h[σ,σ′](rˇ1) :=
λχ[σ,κ)(rˇ1) f0(rˇ1)√
2|rˇ1|3/2
+
λχ[σ,κ)(rˇ1) f[σ,σ′](rˇ1)√
2|rˇ1|3/2
. (E.76)
For future reference, we note the bounds
|h0(rˇ1)| ≤ cλ
χ[σ,κ)(rˇ1)
|rˇ1|3/2
, |∂rˇ1h0(rˇ1)| ≤
c
|rˇ1|
λ
χ[σ,κ)(rˇ1)
|rˇ1|3/2
. (E.77)
We note that |∂rˇ1h[σ,σ′](rˇ1)| is problematic in the relevant region σ ≤ |rˇ1| ≤ κ due to the discon-
tinuity at |rˇ1| = σ′. Therefore, before we apply the non-stationary phase method, we have to
treat the h[σ,σ′](rˇ1) contribution by a separate argument. For this purpose, we recall the expression
(h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ) appearing in (E.55) and perform the corresponding decompositions
(h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ) := (h
ℓ′
0 f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ) + (h
ℓ′
[σ,σ′] f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ), (E.78)
Iˇ
ℓ′,ℓ,(1)
m,n,m˜,n˜ := Iˇ
ℓ′,ℓ,(1)
0,m,n,m˜,n˜
+ Iˇ
ℓ′,ℓ,(1)
[σ,σ′],m,n,m˜,n˜, (E.79)
where only the factor involving variable rˇ1 was decomposed. We analyse first Iˇ
ℓ′,ℓ,(1)
[σ,σ′],m,n,m˜,n˜. By
(D.51) we have explicitly
Iˇ
ℓ′,ℓ,(1)
[σ,σ′],m,n,m˜,n˜ :=
∫
d3qd3p
∫
d3nrd3mk e
i(E1,q+kˇ−rˇ,σ′+E2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′+|(kˆ,rˇ)|ℓ′ )te−i(E1,q,σ+E2,p+kˇ−kℓ ,σ+|k|ℓ)t ×
× eiγσ(vˆ j ,t)(p+kˇ−kℓ)e−iγσ′ (vl,t)(p+rˇ−(kˆ,rˇ)ℓ′ )h1(q) f n1,q,σ(r)h2, j(p + kˇ − kℓ)(hℓ f m−ℓ2,p+kˇ−kℓ ,σ)(k) ×
×h′1(q + kˇ − rˇ) f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ)h
′
2,l(p + rˇ − (kˆ, rˇ)ℓ′)(h
ℓ′
[σ,σ′] f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ). (E.80)
Similarly as in (E.57), we can write
| f n1,q,σ(r)(hℓ f m−ℓ2,p+kˇ−kℓ ,σ)(k) f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ)(h
ℓ′
[σ,σ′] f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ)|
≤ 1√
(m − ℓ)!n!(m˜ − ℓ′)!n˜!
cχ[σ,σ′](rˇ1)
|rˇ1|3/2
gn1,σ(r)g
m
2,σ(k)g
n˜
1,σ(rˆ, kˇ)g
m˜−1
2,σ (kˆ, rˇ
′)
≤ 1√
(m − ℓ)!n!(m˜ − ℓ′)!n˜!
cχ[σ,σ′](rˇ1)|rˇ1|α
|rˇ1|3
gn−11,σ (r
′)gm2,σ(k)g
n˜
1,σ(rˆ, kˇ)g
m˜−1
2,σ (kˆ, rˇ
′)
≤ 1√
(m − ℓ)!n!(m˜ − ℓ′)!n˜!
cχ[σ,σ′)(rˇ1)|rˇ1|α
|rˇ1|3
gn−12,σ (r
′)2gm2,σ(k)
2, (E.81)
where we decomposed r = (rˇ1, r
′), rˇ = (rˇ1, rˇ′) and in the first step we used σ′ ≥ σ.
Substituting (E.81) to (E.80) and making use of the fact that (E.81) is independent of p, q, (so
we can apply the Cauchy-Schwarz inequality to the p, q integration first) we get
|Iˇℓ′,ℓ,(1)
[σ,σ′],m,n,m˜,n˜| ≤ (σ′)α
c‖h2, j‖2‖h′2,l‖2‖h1‖2‖h′1‖2√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! ‖g
n−1
2,σ ‖22‖gm2,σ‖22. (E.82)
Now we proceed to the analysis of Iˇ
ℓ′,ℓ,(1)
0,m,n,m˜,n˜
, appearing in (E.79), which will be similar to the
arguments in Case 1. That is, we will use an auxiliary infrared cut-off σ′s := κ
λ0(σ′/κλ0)1/(8γ0),
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which clearly satisfies σ′ ≤ σ′s ≤ κλ0 . Let χ ∈ C∞(R3), 0 ≤ χ ≤ 1, be supported in B1 and be equal
to one on B1−ǫ for some 0 < ǫ < 1. We set χ1(rˇ1) := χ(rˇ1/σ′s), χ2(rˇ1) := 1 − χ1(rˇ1). Now we define
Iˇ
ℓ′,ℓ,(1),( j′)
0,m,n,m˜,n˜
, for j′ ∈ {1, 2}, by
Iˇ
ℓ′,ℓ,(1),( j)
0,m,n,m˜,n˜
:=
∫
d3qd3p
∫
d3nrd3mk e
i(E1,q+kˇ−rˇ,σ′+E2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′+|(kˆ,rˇ)|ℓ′ )te−i(E1,q,σ+E2,p+kˇ−kℓ,σ+|k|ℓ)t ×
× eiγσ(vˆ j ,t)(p+kˇ−kℓ)e−iγσ′ (vl ,t)(p+rˇ−(kˆ,rˇ)ℓ′ )h1(q) f n1,q,σ(r)h2, j(p + kˇ − kℓ)(hℓ f m−ℓ2,p+kˇ−kℓ,σ)(k) ×
×h′1(q + kˇ − rˇ) f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ)h
′
2,l(p + rˇ − (kˆ, rˇ)ℓ′)χ j(rˇ1)(h
ℓ′
0 f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ). (E.83)
By repeating the arguments in (E.57)-(E.58), we obtain
|Iˇℓ′,ℓ,(1),(1)
0,m,n,m˜,n˜
| ≤ (σ′s)α
c‖h2, j‖2‖h′2,l‖2‖h1‖2‖h′1‖2√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! ‖g
n−1
2,σ ‖22‖gm2,σ‖22. (E.84)
Now we proceed to the analysis of Iˇ
ℓ′,ℓ,(1),(2)
0,m,n,m˜,n˜
. For this purpose, we recall the notation w1 := kˇ− rˇ′,
w2 := rˇ
′ − (kˆ, rˇ)ℓ′ , w := (w1,w2) and write
V1(rˇ1, p, q,w1) := E1,q+kˇ−rˇ1−rˇ′,σ′ + |(kˆ, rˇ)|ℓ′ = E1,q−rˇ1+w1 ,σ′ + |(kˆ, rˇ)|ℓ′ . (E.85)
We note that with our assumptions |(kˆ, rˇ)|ℓ′ contains a summand |rˇ1|. We also note that E2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′ ,
appearing in (E.83), is independent of rˇ1, because the contributions from rˇ and (kˆ, rˇ)ℓ′ cancel. We
will now apply a non-stationary phase argument exploiting that the velocity of the photon is always
larger than the velocity of the massive particle (in the relevant range of parameters). Namely,
|∇rˇ1V1(rˇ1, p, q,w1)| =
∣∣∣∣∣ − (∇E)1,q−rˇ1+w1,σ′ + rˇ1|rˇ1|
∣∣∣∣∣ ≥ c > 0, (E.86)
uniformly in the arguments of V1 and in σ, σ
′. (Recall from Proposition 3.2 of [DP13.2] that
|∇E1,p,σ| ≤ 1/3 + c|λ| for p ∈ S ). We define the function
J1(rˇ1, p, q,w1) :=
∇kˇ1V1(rˇ1, p, q,w1)
|∇rˇ1V1(rˇ1, p, q,w1)|2
eiγσ′ (vl,t)(p+rˇ1+w2)h
′
1(q − rˇ1 + w1)h
′
2,l(p + rˇ1 + w2). (E.87)
We note that, by Theorem A.1, Lemma E.1 and Lemma E.2 we have for |β| = 0, 1
|∂β
rˇ1
J1(rˇ1, p, q,w1)| ≤ θ−|β|C(rˇ1, p, q,w), |∂βrˇ1χ j(rˇ1)| ≤
c
(σ′s)|β|
, (E.88)
where
C(kˇ1, p, q,w) := c
∑
β1,β2;0≤|β1 |+|β2 |≤1
|∂β1
rˇ1
h′1(q − rˇ1 + w1)| |(∂β2rˇ1 h2)l(p + rˇ1 + w2)|. (E.89)
Moreover, we obtain from Theorem A.3 (c) and (E.77)
|∂β
rˇ1
(χ2(rˇ1) f
n
1,q,σ(r))| ≤
1√
n!
(
1
σ′s
)|β|
gn1,σ(r), (E.90)
|∂β
rˇ1
(χ˜2(rˇ1)(h
ℓ′
0 f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ))| ≤
1√
(m˜ − ℓ′)!
(
1
σ′s
)|β|
gm˜2,σ(kˆ, rˇ), (E.91)
|(hℓ f m−ℓ
2,p+kˇ−kℓ ,σ
)(k)| ≤ 1√
(m − ℓ)!g
m
2,σ(k), (E.92)
|∂β
rˇ1
f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ)| ≤
1√
n˜!
(
1
σδλ0
)|β|
gn˜1,σ′(rˆ, kˇ), (E.93)
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where the function χ˜ satisfies the same properties as χ and is s.t. χχ˜ = χ. These bounds are similar
as in (E.65)-(E.68). The main difference is the appearance of h0(rˇ1) in (E.91) which is differentiated
and estimated with the help of (E.77) and the fact that p + rˇ − (kˆ, rˇ)ℓ′ is independent of rˇ1 in the
present case.
Now coming back to formula (E.83) and integrating by parts we obtain
Iˇ
ℓ′,ℓ,(1),(2)
0,m,n,m˜,n˜
:= −1
it
∫
d3qd3p
∫
d3nrd3mk eiV1(rˇ1,p,q,w1)te
iE2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′ te
−i(E1,q,σ+E2,p+kˇ−kℓ,σ+|k|ℓ)t ×
×eiγσ(vˆ j ,t)(p+kˇ−kℓ)h1(q)h2, j(p + kˇ − kℓ)(hℓ f m−ℓ2,p+kˇ−kℓ ,σ)(k) ×
×∇rˇ1 ·
(
J(rˇ1, p, q,w)χ2(rˇ1) f
n˜
1,q+kˇ−rˇ,σ′(rˆ, kˇ) f
n
1,q,σ(r)(h
ℓ′
f
m˜−ℓ′
2,p+rˇ−(kˆ,rˇ)ℓ′ ,σ′)(kˆ, rˇ)
)
. (E.94)
Now we conclude the argument as in Case 1: Making use of the bounds (E.88), (E.90)-(E.93), we
estimate
|Iˇℓ′,ℓ,(1),(2)m,n,m˜,n˜ | ≤
c
t
(
1
(σ′)δλ0
+
1
σ′s
+ θ−1
)
×‖h1‖2‖h2, j‖2
∑
β1,β2;0≤|β1 |+|β2 |≤1 ‖∂β1h′1‖2‖(∂β2h2)l‖2√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! ‖g
n
2,σ‖22‖gm2,σ‖22. (E.95)
Exploiting (E.95), (E.84), (E.82) and the fact that σ′s = κ
λ0(σ′/κλ0)1/(8γ0), and δλ0 ≤ 1/(8γ0) we
obtain
|Iˇℓ′,ℓ,(1)m,n,m˜,n˜(σ, σ′, s, t)| ≤ Dl, j(h, s)
1
κλ0
(
1
t
(
1
σ1/(8γ0)
+ θ−1
)
+ (σ′)α/(8γ0)
)
×
(‖gn−1
2,σ
‖2
2
+ ‖gn
2,σ
‖2
2
)(‖gm−1
2,σ
‖2
2
+ ‖gm
2,σ
‖2
2
)
√
(m − ℓ)!n!(m˜ − ℓ′)!n˜! , (E.96)
where Dl, j(h, s) is given by (E.72) and we used (E.73). Since θ
−1 ≤ 1/(ε(s)s−ε), this concludes the
proof. 
F Analysis of the phase I
In this section we will often write h
γ
2,t
:= h
(s)
2, j,t
eiγσ(vˆ j ,t). We note that h
γ
2,t
depends on j and s although
it is hidden in the notation.
Proposition F.1. We set
A2,σ :=
∫
d3pd3k vσ2 (k)η
∗
2(p + k)Fσ,t(k)η2(p), (F.1)
Fσ,t(k) :=
vσ
2
(k)
|k|
(
e−i|k|t
(1 − ek · vˆ j)
+
ei|k|t
(1 + ek · vˆ j)
)
:= fσ,t(k) + f σ,t(−k). (F.2)
Then, for any 0 < δ < (α−1 − 1), 1 ≤ s ≤ t,
[A2,σ, ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j,t))]Ω = ηˆ∗2,σ(−iγ˙σ(vˆ j, t)h(s)2, j,teiγσ(vˆ j ,t))Ω + R j(σ, t, s), (F.3)
ηˆ∗1,σ(h1,t)[A2,σ, ηˆ
∗
2,σ(h
(s)
2, j,t
eiγσ(vˆ j,t))]Ω = ηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(−iγ˙σ(vˆ j, t)h(s)2, j,teiγσ(vˆ j ,t))Ω + R j(σ, t, s), (F.4)
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where
‖R j(σ, t, s)‖ ≤
c2t
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
‖h1‖2, ct := c(ε(t)t−ε)−1. (F.5)
Proof. We consider only (F.4) as the proof of (F.3) is analogous and simpler. We compute
[A2,σ, ηˆ
∗
2,σ(h
γ
2,t
)]
= [
∫
d3p
∫
d3k η∗2(p + k)Fσ,t(k)v
σ
2 (k)η2(p), ηˆ
∗
2,σ(h
γ
2,t
)]
=
∞∑
m=0
1√
m!
∫
d3mk′d3p
∫
d3kd3q η∗2(p + k)h
γ
2,t
(q)Fσ,t(k)v
σ
2 (k)δ(p − q + k′)a∗(k′)m f m2,q,σ(k′m)
=
∞∑
m=0
1√
m!
∫
d3mk′d3p
∫
d3k η∗2(p + k)h
γ
2,t
(p + k′)Fσ,t(k)v
σ
2 (k)a
∗(k′)m f m
2,p+k′,σ(k
′m)
=
∞∑
m=0
1√
m!
∫
d3mk′d3p
( ∫
d3k h
γ
2,t
(p − k)Fσ,t(k)vσ2 (k) f m2,p−k,σ(k′m)
)
η∗2(p − k′)a∗(k′)m. (F.6)
We obtain ∫
d3k h
γ
2,t
(p − k) f m2,p−k,σ(k′m)
(
fσ,t(k) + f¯σ,t(−k)
)
vσ2 (k)
=
∫
d3k
(
e−iE2,p−k,σ thγ
2
(p − k) f m2,p−k,σ(k′m) − e−iE2,p,σ tei∇E2,p,σ ·kthγ2(p) f m2,p,σ(k′m)
) ×
× ( fσ,t(k) + f¯σ,t(−k))vσ2 (k)
+
∫
d3k e−iE2,p,σ tei∇E2,p,σ ·kthγ
2
(p) f m2,p,σ(k
′m)
(
e−i|k|t
|k|(1 − ek · vˆ j)
+
ei|k|t
|k|(1 + ek · vˆ j)
)
vσ2 (k)
2. (F.7)
By a change of variables, the last term in (F.7) can be rewritten as follows∫
d3k e−iE2,p,σ thγ
2
(p) f m2,p,σ(k
′m)
(
e−i(|k|t−∇E2,p,σ ·kt)
|k|(1 − ek · vˆ j)
+
ei(|k|t−∇E2,p,σ ·kt)
|k|(1 − ek · vˆ j)
)
vσ2 (k)
2
= h
γ
2
(p)e−iE2,p,σ t f m2,p,σ(k
′m)2
∫
d3k vσ2 (k)
2 1
|k|(1 − ek · vˆ j)
cos((∇E2,p,σ · k − |k|)t). (F.8)
We define
−1
2
γ˙2,σ(vˆ j, t)(p) :=
∫
d3k vσ2 (k)
2 1
|k|(1 − ek · vˆ j)
cos((∇E2,p,σ · k − |k|)t). (F.9)
We divide this expression into two parts:
−1
2
γ˙12,σ(vˆ j, t)(p) :=
∫
σ≤|k|≤σS,t
d3k vσ2 (k)
2 1
|k|(1 − ek · vˆ j)
cos((∇E2,p,σ · k − |k|)t), (F.10)
−1
2
γ˙22,σ(vˆ j, t)(p) :=
∫
|k|≥σS,t
d3k vσ2 (k)
2 1
|k|(1 − ek · vˆ j)
cos((∇E2,p,σ · k − |k|)t), (F.11)
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where σS,t := max{σSt , σ }. Comparing with (2.29), we see that γ˙12,σ(vˆ j, t)(p) = γ˙σ(vˆ j, t)(p).
Let us denote by [A2,σ, ηˆ
∗
2,σ
(h
γ
2,t
)]2 the contribution to [A2,σ, ηˆ
∗
2,σ
(h
γ
2,t
)] coming from the last term
on the r.h.s. of (F.7). By inserting the decomposition from (F.10), (F.11), we obtain
ηˆ∗1,σ(h1,t)[A2,σ, ηˆ
∗
2,σ(h
γ
2,t
)]2Ω = ηˆ
∗
1,σ(h1,t)ηˆ
∗
2,σ(−γ˙σ(vˆ j, t)hγ2,t)Ω (F.12)
+ ηˆ∗1,σ(h1,t)ηˆ
∗
2,σ(−γ˙22,σ(vˆ j, t)hγ2,t)Ω. (F.13)
Clearly, (F.12) gives the first term on the r.h.s. of (F.4) while (F.13) contributes to the rest term. In
fact,
‖ηˆ∗1,σ(h1,t)ηˆ∗2,σ(−γ˙22,σ(vˆ j, t)hγ2,t)Ω‖ ≤
c
σδλ0
(
1
t2σSt
)
‖h1‖2‖h(s)2, j‖2, (F.14)
where we made use of Proposition F.2 (a).
Now let us denote the contribution to [A2,σ, ηˆ
∗
2,σ
(h
γ
2,t
)] coming from the first term on the r.h.s.
of (F.7) by [A2,σ, ηˆ
∗
2,σ(h
γ
2,t
)]1. By Proposition F.2 (b), we have
‖ηˆ∗1,σ(h1,t)[A2,σ, ηˆ∗2,σ(hγ2,t)]1Ω‖ ≤
c2t
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
‖h1‖2, (F.15)
where ct := c(ε(t)t
−ε)−1. This completes the proof. 
Proposition F.2. (a) Let us define as in (F.9)
−1
2
γ˙22,σ(vˆ j, t)(p) :=
∫
|k|≥σS,t
d3k vσ2 (k)
2 1
|k|(1 − ek · vˆ j)
cos((∇E2,p,σ · k − |k|)t). (F.16)
Then
M
γ
j
(σ, s, t)1/2 := ‖ηˆ∗1,σ(h1,t)ηˆ∗2,σ(−γ˙22,σ(vˆ j, t)hγ2,t)Ω‖ ≤
c
σδλ0
(
1
t2σSt
)
‖h1‖2‖h(s)2, j‖2. (F.17)
(b) Let us define as in (F.7)
Fm(p; k
′) :=
∫
d3k
(
e−iE2,p−k,σthγ
2
(p − k) f m2,p−k,σ(k′m) − e−iE2,p,σ tei∇E2,p,σkthγ2(p) f m2,p,σ(k′m)
) ×
× Fσ,t(k)vσ2 (k). (F.18)
and set
[A2,σ, ηˆ
∗
2,σ(h
γ
2,t
)]1 :=
∞∑
m=0
1√
m!
∫
d3mk′d3pFm(p; k
′)η∗2(p − k′)a∗(k′)m. (F.19)
Then, for any 0 < δ < (α−1 − 1),
R
γ
j
(σ, s, t)1/2 := ‖ηˆ∗1,σ(h1,t)[A2,σ, ηˆ∗2,σ(hγ2,t)]1Ω‖ ≤
c2t
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
‖h1‖2, (F.20)
where ct := c(ε(t)t
−ε)−1.
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Proof. To prove (a), let us set
G1,m(q; k) := e
−iE1,q,σ th1(q) f
m
1,q,σ(k), (F.21)
G2,m(q; k) := e
−iE2,q,σ thγ
2
(q)(−γ˙22,σ)(vˆ j, t)(q) f m2,q,σ(k), (F.22)
G′1,m(q; k) := G1,m(q; k), (F.23)
G′2,m(q; k) := G2,m(q; k). (F.24)
Now we can write
M
γ
j
(σ, s, t) =
∑
m,n,m˜,n˜∈N0
m˜+n˜=m+n
1√
m!n!m˜!n˜!
〈Ω, B1,n˜(G′1,n˜)B2,m˜(G′2,m˜)B∗1,n(G1,n)B∗2,m(G2,m)Ω〉. (F.25)
Making use of Lemma C.4, we obtain
|〈Ω, B1,n˜(G′1,n˜)B2,m˜(G′2,m˜)B∗1,n(G1,n)B∗2,m(G2,m)Ω〉|
≤
∑
ρ∈Sm+n
∫
d3qd3p
∫
d3nrd3mk
∣∣∣G1,n(q; r)G2,m(p; k)
×
(
G
′
1,n˜(q + kˇ − rˇ; rˆ, kˇ)G
′
2,m˜(p − kˇ + rˇ; kˆ, rˇ)
)∣∣∣
≤
∑
ρ∈Sm+n
∫
d3nrd3mk
(‖G1,n( · ; r)‖2‖G2,m( · ; k)‖2)(‖G′1,n˜( · ; rˆ, kˇ)‖2‖G′2,m˜( · ; kˆ, rˇ)‖2) (F.26)
≤ (m + n)!‖G1,n‖2‖G2,m‖2‖G′1,n˜‖2‖G′2,m˜‖2, (F.27)
where the notation in (F.27) is explained in Lemma C.2, and we applied the Cauchy-Schwarz
inequality in variables r, k to factorize the two brackets in (F.26). Making use of Theorem A.3, we
get
‖G2,m‖2, ‖G′2,m˜‖2 ≤
1√
m!
‖γ˙22,σ(vˆ j, t)h(s)2, j‖2‖gm2,σ‖2, ‖G1,n‖2, ‖G′1,n˜‖2 ≤
1√
n!
‖h1‖2‖gn1,σ‖2. (F.28)
Thus we obtain from (F.27)
|〈Ω, B1,n˜(G′1,n˜)B2,m˜(G′2,m˜)B∗1,n(G1,n)B∗2,m(G2,m)Ω〉|
≤ c (m + n)!√
m!n!m˜!n˜!
‖h1‖22‖γ˙22,σ(vˆ j, t)h(s)2, j‖22‖gm2,σ‖2‖gm˜2,σ‖2‖gn1,σ‖2‖gn˜1,σ‖2
≤ c′ (m + n)!√
m!n!m˜!n˜!
‖h1‖22‖γ˙22,σ(vˆ j, t)h(s)2, j‖22‖gm2,σ‖22‖gn2,σ‖22, (F.29)
where in the last step we made use of the facts that gm
1,σ
≤ gm
2,σ
, gm
2,σ
have a product structure and
m + n = m˜ + n˜. Substituting (F.29) to (F.25) and making use of Lemma D.4, we get
M
γ
j
(σ, s, t)1/2 ≤ c
σδλ0
‖h1‖22‖γ˙22,σ(vˆ j, t)h(s)2, j‖22. (F.30)
Making use of Lemma F.3 we conclude the proof of (a).
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To prove (b), let us set
G1,m(q; k) := e
−iE1,q,σ th1(q) f
m
1,q,σ(k), (F.31)
G2,m(q; k) := Fm(q; k), (F.32)
G′1,m(q; k) := G1,m(q; k), (F.33)
G′2,m(q; k) := G2,m(q; k). (F.34)
Making use of Theorem A.3 and Lemma F.5 we get
‖G1,m‖2, ‖G′1,m‖2 ≤
1√
m!
‖h1‖2‖gm1,σ‖2, (F.35)
‖G2,m‖2, ‖G′2,m‖2 ≤
c2t
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
1√
m!
‖gm2,σ‖2. (F.36)
Thus repeating the steps (F.25)–(F.30) above, we obtain for any 0 < δ < (α−1 − 1)
R
γ
j
(σ, s, t) ≤ c
4
t
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)2
‖h1‖22, (F.37)
which concludes the proof. 
F.1 Auxiliary results for Proposition F.2 (a)
Lemma F.3. Let us set σS,t := max{σSt , σ } and assume that 0 < |∇E2,p,σ| < 1. Then the expression
−1
2
γ˙22,σ(vˆ j, t)(p) :=
∫
|k|≥σS,t
d3k vσ2 (k)
2 1
|k|(1 − ek · vˆ j)
cos((∇E2,p,σ · k − |k|)t) (F.38)
satisfies
|γ˙22,σ(vˆ j, t)(p)| ≤
c
t2σSt
. (F.39)
Proof. We consider the following expression whose real part is −1
2
γ˙2
2,σ
(vˆ j, t)(p)
I :=
∫
|k|≥σS,t
d3k vσ2 (k)
2 1
|k|(1 − ek · vˆ j)
ei(∇E2,p,σk−|k|)t
=
λ
2
∫
dµ(e)
∫
|k|≥σS,t
d|k| ei(∇E2,p,σ ·e−1)|k|t
χ˜2[σ,κ)(|k|)
(1 − e · vˆ j)
=
λ
2it
∫
dµ(e) ei(∇E2,p,σ ·e−1)|k|t
χ˜2[σ,κ)(|k|)
(∇E2,p,σ · e − 1)(1 − e · vˆ j)
∣∣∣∣∣|k|=σS,t (F.40)
− λ
2it
∫
dµ(e)
∫
|k|≥σS,t
d|k| ei(∇E2,p,σ ·e−1)|k|t
∂|k|(χ˜2[σ,κ)(|k|))
(∇E2,p,σ · e − 1)(1 − e · vˆ j)
, (F.41)
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where χ˜[σ,κ) was introduced below (2.9). Let us first consider (F.40). We introduce the function
f|k|(e) :=
χ˜2
[σ,κ)
(|k|)
(∇E2,p,σ ·e−1)(1−e·vˆ j) for |k| = σS,t. It satisfies
| f|k|(e)| ≤ c, |∂θ f|k|(e)| ≤ c (F.42)
w.r.t. spherical coordinates (θ, φ) chosen with z-axis in the direction of ∇E2,p,σ. Thus Lemma F.4
gives
|(F.40)| ≤ c
σS,tt2
≤ c
σSt t
2
. (F.43)
Now we estimate (F.41). We set f ′|k|(e) :=
∂|k|(χ˜2[σ,κ)(|k|))
(∇E1,p,σ ·e−1)(1−e·vˆ j) and note that
| f ′|k|(e)| ≤ c, |∂θ f ′|k|(e)| ≤ c. (F.44)
Thus we get from Lemma F.4
|(F.41)| ≤
∫ κ
σS ,t
d|k| c|k|t2 ≤
c| log(σSt )|
t2
, (F.45)
which completes the proof. 
Lemma F.4. Let e = e(θ, φ) be a unit vector normal to the unit sphere and consider a smooth
function f|k|(e) = f|k|(θ, φ) on a unit sphere depending on a parameter κ ≥ |k| > 0. For ∇E2,p,σ , 0
we have
|
∫
dµ(e)ei∇E2,p,σ ·e|k|t f|k|(e)| ≤
c
|k|t supe supℓ∈{0,1}
|∂ℓθ f|k|(e)|. (F.46)
(The spherical coordinates (θ, φ) are chosen with z-axis in the direction of ∇E2,p,σ).
Proof. We consider the integral
I1 =
∫
dµ(e)ei∇E2,p,σ |k|et f|k|(e) =
∫ 2π
0
dφ
∫ π
0
dθ eit|k||∇E2,p,σ | cos(θ) sin(θ) f|k|(θ, φ). (F.47)
We introduce a small parameter 0 < ε < 1 and write
I1 =
∫ 2π
0
dφ
∫ π−ε
ε
dθ eit|k||∇E2,p,σ | cos(θ) sin(θ) f|k|(θ, φ) + R. (F.48)
Clearly,
|R| ≤ cε sup
e
| f|k|(e)|. (F.49)
Now we note that
∂θe
it|k||∇E2,p,σ | cos(θ) = −it|k||∇E2,p,σ| sin(θ)eit|k||∇E2,p,σ | cos(θ). (F.50)
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We can estimate in the region of integration of the first term on the r.h.s. of (F.48)
t|k||∇E2,p,σ| | sin(θ)| ≥ c0t|k||∇E2,p,σ|ε, c0 > 0. (F.51)
Denoting by I1,1 the first integral on the r.h.s. of (F.48), we obtain from (F.50):
I1,1 :=
1
(−i)|∇E2,p,σ||k|t
∫ 2π
0
dφ eit|k||∇E2,p,σ | cos(θ) f|k|(θ, φ)
∣∣∣∣∣θ=π−ε
θ=ε
− 1
(−i)|∇E2,p,σ||k|t
∫ 2π
0
dφ
∫ θ=π−ε
θ=ε
dθ eit|k||∇E2,p,σ | cos(θ)∂θ f|k|(θ, φ). (F.52)
Thus we get
|I1,1| ≤
c
|k|t supe supℓ∈{0,1}
|∂ℓθ f|k|(e)|, (F.53)
where the constant c is actually independent of ε. Thus we can take the limit ε → 0 in which we
obtain
|I1| ≤
c
|k|t supe supℓ∈{0,1}
|∂ℓθ f|k|(e)|, (F.54)
which completes the proof. 
F.2 Auxiliary results for Proposition F.2 (b)
Lemma F.5. Let us define
Fm(p; k
′) :=
∫
d3k
(
e−iE2,p−k,σ thγ
2
(p − k) f m2,p−k,σ(k′m) − e−iE2,p,σ tei∇E2,p,σ ·kthγ2(p) f m2,p,σ(k′m)
)
×
× Fσ,t(k)v2(k), (F.55)
where
Fσ,t(k) :=
vσ
2
(k)
|k|
(
e−i|k|t
(1 − ek · vˆ j)
+
ei|k|t
(1 + ek · vˆ j)
)
:= fσ,t(k) + f σ,t(−k). (F.56)
Then, for any 0 < δ < (α−1 − 1),
‖Fm‖2 ≤
c2t
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
1√
m!
‖gm2,σ‖2. (F.57)
where ct := c(ε(t)t
−ε)−1.
Proof. Since fσ,t(k) and f σ,t(−k) give two contributions to Fm(p; k′) whose analysis is analogous,
we consider only the contribution of fσ,t(k). Therefore we define
Fˆm(p; k
′) :=
∫
d3k
(
e−iE2,p−k,σ thγ
2
(p − k) f m2,p−k,σ(k′m) − e−iE2,p,σ tei∇E2,p,σ ·kthγ2(p) f m2,p,σ(k′m)
) ×
× fσ,t(k)v2(k). (F.58)
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Now we divide this expression into two parts:
Fˆ1,m(p; k
′) :=
∫
d3k
(
e−iE2,p−k,σ t − e−iE2,p,σ tei∇E2,p,σ ·kt)hγ
2
(p) f m2,p,σ(k
′m) fσ,t(k)v2(k), (F.59)
Fˆ2,m(p; k
′) :=
∫
d3k e−iE2,p−k,σ t
(
h
γ
2
(p − k) f m2,p−k,σ(k′m) − hγ2(p) f m2,p,σ(k′m)
)
fσ,t(k)v2(k). (F.60)
We will consider (F.59), (F.60) below and above the slow cut-off. More precisely, we set σS,t :=
max{σSt , σ} and define
Fˆ11,m(p; k
′) :=
∫
σ≤|k|≤σS,t
d3k
(
e−iE2,p−k,σ t − e−iE2,p,σ tei∇E2,p,σ ·kt)hγ
2
(p) f m2,p,σ(k
′m) fσ,t(k)v2(k), (F.61)
Fˆ21,m(p; k
′) :=
∫
|k|≥σS,t
d3k
(
e−iE2,p−k,σ t − e−iE2,p,σ tei∇E2,p,σ ·kt)hγ
2
(p) f m2,p,σ(k
′m) fσ,t(k)v2(k), (F.62)
Fˆ12,m(p; k
′) :=
∫
σ≤|k|≤σS,t
d3k e−iE2,p−k,σ t
(
h
γ
2
(p − k) f m2,p−k,σ(k′m) − hγ2(p) f m2,p,σ(k′m)
)
fσ,t(k)v2(k), (F.63)
Fˆ22,m(p; k
′) :=
∫
|k|≥σS,t
d3k e−iE2,p−k,σ t
(
h
γ
2
(p − k) f m2,p−k,σ(k′m) − hγ2(p) f m2,p,σ(k′m)
)
fσ,t(k)v2(k). (F.64)
As for Fˆ11,m, we note that∣∣∣e−iE2,p−k,σ t − e−iE2,p,σ tei∇E2,p,σ ·kt∣∣∣ ≤ t|E2,p−k,σ − E2,p,σ + ∇E2,p,σ · k| ≤ ctk2, (F.65)
where we made use of the fact that the second derivative of p 7→ E2,p,σ exists and is bounded
uniformly in the cut-off (cf. Theorem A.1). Thus we get
|Fˆ11,m(p; k′)| ≤ |hγ2(p)|
c√
m!
tgm2,σ(k
′)
∫
σ≤|k|≤σS,t
d|k| |k|2 ≤ |hγ
2
(p)| c√
m!
t(σSt )
3gm2,σ(k
′). (F.66)
Now we consider Fˆ21,m. We write
Fˆ21,m(p; k
′) = hγ
2
(p) f m2,p,σ(k
′m)e−iE2,p,σ tGˆ21(p), (F.67)
Gˆ21(p) :=
∫
|k|≥σS,t
d3k
(
ei(E2,p,σ−E2,p−k,σ−|k|)t − ei(∇E2,p,σ ·k−|k|)t) v
σ
2
(k)2
|k|(1 − ek · vˆ j)
. (F.68)
Let us denote by Gˆ2,1
1
(p) the term in (F.68) involving ei(E2,p,σ−E2,p−k,σ−|k|)t and by Gˆ2,2
1
(p) the term
involving ei(∇E2,p,σ ·k−|k|)t . By (the proof of) Lemma F.3, we get
|Gˆ2,2
1
(p)| ≤ c
t2σSt
. (F.69)
Similarly, from Lemma F.9 we have for any 0 < δ < (α−1 − 1)
|Gˆ2,1
1
(p)| ≤ c
σδλ0
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
. (F.70)
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Therefore
|Fˆ21,m(p; k′)| ≤
c
σδλ0
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
+
1
t2σSt
)
1√
m!
gm2,σ(k
′)|hγ
2
(p)|. (F.71)
Consequently
|Fˆ1,m(p; k′)| ≤
c′
σδλ0
(
t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
1√
m!
gm2,σ(k
′)|hγ
2
(p)|. (F.72)
Now we consider Fˆ2,m. From Lemmas F.7 and F.8 we get for δ as above
|Fˆ12,m(p; k′)| ≤
ct
σδλ0
σSt
t
1√
m!
gm2,σ(k
′), (F.73)
|Fˆ22,m(p; k′)| ≤
c2t
σδλ0
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
1√
m!
gm2,σ(k
′), (F.74)
where ct := (ε(t)t
−ε)−1. Therefore
|Fˆ2,m(p; k′)| ≤
c2t
σδλ0
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
1√
m!
gm2,σ(k
′). (F.75)
We note that by definition Fˆ2,m(p; k
′) is compactly supported in p thus we can multiply the r.h.s.
of the above bound by a characteristic function of a sufficiently large set before computing the L2
norm. Making use of (F.72) and (F.75) we conclude the proof. 
Lemma F.6. Let us recall that
h
γ
2
(p) := eiγσ(vˆ j ,t)(p)h
(s)
2, j
(p) = eiγσ(vˆ j ,t)(p)1˜
Γ
(s)
j
(p)h2(p). (F.76)
Then
|∂pi(hγ2)(p)| ≤ ct, |∂pi∂p j(hγ2)(p)| ≤
c1,t
σδλ0
, (F.77)
where ct := c(ε(t)t
−ε)−1 and c1,t := c((ε(t)t−ε)−2 + t1−α).
Proof. Follows immediately from Lemmas E.1 and E.2. 
Lemma F.7. Consider the expression
Fˆ12,m(p; k
′) :=
∫
σ≤|k|≤σS,t
d3k e−i(E2,p−k,σ+|k|)t
(
h
γ
2
(p − k) f m2,p−k,σ(k′m) − hγ2(p) f m2,p,σ(k′m)
) vσ2 (k)2
|k|(1 − ek · vˆ j)
.
(F.78)
There holds the bound
|Fˆ12,m(p; k′)| ≤
ct
σδλ0
σSt
t
1√
m!
gm2,σ(k
′), (F.79)
where ct := c(ε(t)t
−ε)−1.
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Proof. Let us define the functions
Fm(p, k, k′) :=
(
h
γ
2
(p − k) f m2,p−k,σ(k′m) − hγ2(p) f m2,p,σ(k′m)
) vσ2 (k)2
|k|(1 − ek · vˆ j)
(F.80)
and note that for any 0 ≤ |β| ≤ 1,
|∂β
k
Fm(p, k, k′)| ≤ ct
(σδλ0 )|β||k|1+|β|
1√
m!
gm2,σ(k
′). (F.81)
In fact, we rewrite (F.80) as
Fm(p, k, k′) =
(hγ
2
(p − k) − hγ
2
(p)
|k| f
m
2,p−k,σ(k
′m) + hγ
2
(p)
f m
2,p−k,σ(k
′m) − f m
2,p,σ
(k′m)
|k|
) vσ
2
(k)2
(1 − ek · vˆ j)
(F.82)
and differentiate. Taylor expansion, Lemma F.6 and Theorem A.3 give (F.81).
Now we define Ωp(k) := E2,p−k,σ + |k| and note that
|∇kΩp(k)| = | − ∇E2,p−k,σ + k/|k|| ≥ ε > 0, (F.83)
independently of p, k within the assumed restrictions. We write
e−iΩp(k)t =
∇kΩp(k) · ∇ke−iΩp(k)t
(−it)|∇kΩp(k)|2
. (F.84)
By substituting this equality to (F.78), and integrating by parts we get∫
σ≤|k|≤σS,t
d3k e−i(E2,p−k,σ+|k|)tFm(p, k, k′)
=
∫
σ≤|k|≤σS,t
d3k
∇kΩp(k) · ∇ke−iΩp(k)t
(−it)|∇kΩp(k)|2
Fm(p, k, k′)
=
1
(−it)
∫
dµ(e) |k|2e · ∇kΩp(k)e
−iΩp(k)t
|∇kΩp(k)|2
Fm(p, k, k′)|k=σS,te
k=σe
(F.85)
− 1
(−it)
∫
σ≤|k|≤σS,t
d3k e−iΩp(k)t∇k ·
( ∇kΩp(k)
|∇kΩp(k)|2
Fm(p, k, k′)
)
. (F.86)
Making use of (F.81) we obtain
|(F.85)| ≤ ct
σSt
t
1√
m!
gm2,σ(k
′). (F.87)
Keeping in mind (F.81) and the fact that |∂2
k
Ωp(k)| ≤ c/|k|, we also obtain
|(F.86)| ≤ ct
1
σδλ
σSt
t
1√
m!
gm2,σ(k
′). (F.88)
This proves (F.79). 
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Lemma F.8. Consider the expression
Fˆ22,m(p; k
′) :=
∫
|k|≥σS,t
d3k e−i(E2,p−k,σ+|k|)t
(
h
γ
2
(p − k) f m2,p−k,σ(k′m) − hγ2(p) f m2,p,σ(k′m)
) vσ2 (k)2
|k|(1 − ek · vˆ j)
.
(F.89)
There holds the bound for any 0 < δ < (α−1 − 1)
|Fˆ22,m(p; k′)| ≤
c2t
σδλ0
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
1√
m!
gm2,σ(k
′), (F.90)
where ct := c(ε(t)t
−ε)−1.
Proof. We express k in spherical coordinates choosing the z-axis in the direction of p, and define
functions
Fm(p, k′, |k|, e) := (hγ
2
(p − |k|e) f m2,p−|k|e,σ(k′m) − hγ2(p) f m2,p,σ(k′m)
) χ˜[σ,κ)(|k|)2
2(1 − e · vˆ j)
. (F.91)
We also set V(|k|, e) := E2,p−|k|e,σ + |k| and note that ∂|k|V(|k|, e) = −e · ∇E2,p−|k|e,σ + 1 and thus
|∂|k|V(|k|, e)| ≥ ε1 > 0 for some ε1 ≥ 0. We have
i∂|k|e−iV(|k|,e)t
∂|k|V(|k|, e)t
= e−iV(|k|,e)t . (F.92)
Now we integrate by parts:
Fˆ22,m(p; k
′) =
∫
dµ(e)
∫
|k|≥σS,t
d|k| e−iV(|k|,e)tFm(p, k′, |k|, e)
=
i
t
∫
dµ(e) e−iV(|k|,e)t
(
Fm(p, k′, |k|, e)
∂|k|V(|k|, e)
)∣∣∣∣∣|k|=σS,t (F.93)
− i
t
∫
dµ(e)
∫
|k|≥σS,t
d|k| e−iV(|k|,e)t∂|k|
(
Fm(p, k′, |k|, e)
∂|k|V(|k|, e)
)
. (F.94)
Let us estimate (F.93). We write f σS,t(e) :=
Fm(p,k′,|k|,e)
∂|k|V(|k|,e)
∣∣∣|k|=σS,t and note that by Theorem A.3 and
Lemma F.6
| f σS,t(e)| ≤ c√
m!
gm2,σ(k
′), |∂θ f σS,t(e)| ≤ ct
σδλ0
1√
m!
gm2,σ(k
′), (F.95)
where ct = (ε(t)t
−ε)−1. Thus we get from Lemma F.10
|(F.93)| ≤ ct
(
ε
t
+
1
σS,tt2ε
)
1√
m!
gm2,σ(k
′) ≤ ct
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
1√
m!
gm2,σ(k
′), (F.96)
where we set ε = (σSt )
δ, 0 < δ < (α−1 − 1) so that α(1 + δ) < 1.
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Now we consider (F.94): We set f|k|(e) := ∂|k|
(
Fm(p,k′,|k|,e)
∂|k|V(|k|,e)
)
and note that, by Theorem A.3 and
Lemma F.6
| f|k|(e)| ≤ 1
σδλ0
ct√
m!
gm2,σ(k
′), |∂θ f|k|(e)| ≤ 1
σδλ0
c1,t√
m!
gm2,σ(k
′), (F.97)
where c1,t := c((ε(t)t
−ε)−2 + t1−α). Consequently, by Lemma F.10, we obtain
|(F.94)| ≤ 1
σδλ0
∫
κ≥|k|≥σS,t
d|k|
(
ε
t
ct +
1
|k|t2εc1,t
)
1√
m!
gm2,σ(k
′)
≤ 1
σδλ0
(
ε
t
ct +
| log(σS,t)|
t2ε
c1,t
)
1√
m!
gm2,σ(k
′)
≤ c
2
t
σδλ0
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
1√
m!
gm2,σ(k
′), (F.98)
where we set ε = (σSt )
δ, 0 < δ < (α−1 − 1) so that α(1 + 2δ) < 1. In the last step we observed that
| log(σS,t)| ≤ | log(σ)| ≤ c/σδλ0 and noted that σSt c1,t ≤ c2t since 1 > α > 1/2. This concludes the
proof. 
Lemma F.9. Suppose that 0 < |∇E2,p,σ| < 1 (in particular p , 0). Consider the expression
Gˇ21(p) =
∫
|k|≥σS,t
d3k e−i(E2,p−k,σ+|k|)t
vσ
2
(k)2
|k|(1 − ek · vˆ j)
. (F.99)
There holds for any 0 < δ < (α−1 − 1)
|Gˇ21(p)| ≤
c
σδλ0
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
. (F.100)
Proof. We choose spherical coordinates with the z-axis in the direction of p and write
Gˇ21(p) :=
∫
dµ(e)
∫
|k|≥σS,t
d|k| e−i(E2,p−|k|e,σ+|k|)t χ[σ,κ)(k)
2
(1 − e · vˆ j)
. (F.101)
We set V(|k|, e) = E2,p−|k|e,σ+ |k| and note that ∂|k|V(|k|, e) = −e · ∇E2,p−|k|e,σ +1, hence |∂|k|V(|k|, e)| ≥
ε1 > 0. We have
i∂|k|e−iV(|k|,e)t
∂|k|V(|k|, e)t
= e−iV(|k|,e)t . (F.102)
Now we integrate by parts in (F.101):
Gˇ21(p) =
1
t
∫
dµ(e)
2(1 − e · vˆ j)
∫
|k|≥σS,t
d|k| i∂|k|e
−iV(|k|,e)t
∂|k|V(|k|, e)
χ˜[σ,κ)(|k|)2
=
iχ˜[σ,κ)(σS,t)
2
t
∫
dµ(e)
2(1 − e · vˆ j)
e−i(E2,p−σS,t e,σ+σS,t)t
(−e · ∇E2,p−σS,te,σ + 1)
(F.103)
−1
t
∫
dµ(e)
2(1 − e · vˆ j)
∫
|k|≥σS,t
d|k| ie−iV(|k|,e)t∂|k|
( χ˜[σ,κ)(|k|)2
∂|k|V(|k|, e)
)
, (F.104)
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where χ˜[σ,κ)(|k|) = χ[σ,κ)(k). To estimate (F.103), we write fσS,t(e) := (1− e · vˆ j)−1(−e · ∇E2,p−σS,te,σ +
1)−1 and obtain from Lemma F.10
|(F.103)| ≤ c
(
ε
t
+
1
σS,tt2ε
)
≤ c
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
, (F.105)
where we set ε = (σSt )
δ, 0 < δ < (α−1 − 1).
Now we analyse (F.104). We recall that ∂|k|V(|k|, e) = −e ·∇E2,p−|k|e,σ+1 and define the function
f|k|(e) =
1
(1 − e · vˆ j)
∂|k|
(
χ˜[σ,κ)(|k|)2
−e · ∇pE2,p−|k|e,σ + 1
)
. (F.106)
We note that
| f|k|(e)| ≤ c, |∂θ f|k|(e)| ≤
c
σλ0
. (F.107)
Thus Lemma F.10 gives
|(F.104)| =
∣∣∣∣∣1t
∫
|k|≥σS,t
d|k|e−i|k|t
∫
dµ(e) e−iE2,p−|k|e,σ t f|k|(e)
∣∣∣∣∣
≤ c
σλ0
1
t
∫
κ≥|k|≥σS,t
d|k|
(
ε +
1
|k|tε
)
≤ c
σλ0
(
ε
t
+
| log(σS,t)|
t2ε
)
≤ c
σλ0
(
(σSt )
δ
t
+
1
(σSt )
1+δt2
)
, (F.108)
where we set ε = (σSt )
δ, δ as above and estimated | log(σS,t)| ≤ | log(σ)| ≤ c/σδλ0 . We also
estimated trivially ((σSt )
δ)−1 ≤ ((σSt )δ+1)−1 to obtain a bound similar to (F.90). 
Lemma F.10. Let e = e(θ, φ) be a unit vector normal to the unit sphere and consider a smooth
function f|k|(e) = f|k|(θ, φ) on a unit sphere depending on a parameter κ ≥ |k| > 0. For p , 0 and
any 0 < ε ≤ 1
|
∫
dµ(e) e−i(E2,p−|k|e,σ)t f|k|(e)| ≤ c
(
ε sup
e′
| f|k|(e′)| +
1
|k|tε supe′ supℓ∈{0,1}
|∂ℓθ f|k|(e′)|
)
(F.109)
(The spherical coordinates (θ, φ) are chosen with z-axis in the direction of p).
Proof. We consider the integral
I1 =
∫
dµ(e)e−i(E2,p−|k|e,σ)t f|k|(e) =
∫ 2π
0
dφ
∫ π
0
dθ e−i(E2,p−|k|e(θ,φ),σ)t sin(θ) f|k|(θ, φ). (F.110)
We introduce a parameter 0 < ε ≤ 1 and set
I1 =
∫ 2π
0
dφ
∫ π−ε
ε
dθ e−i(E2,p−|k|e(θ,φ),σ)t sin(θ) f|k|(θ, φ) + R. (F.111)
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Clearly,
|R| ≤ cε sup
e′
| f|k|(e′)|. (F.112)
Now we note that
∂θe
−i(E2,p−|k|e(θ,φ),σ)t = −ie−i(E2,p−|k|e(θ,φ),σ)t(∇E2,p−|k|e(θ,φ),σ · ∂θe(θ, φ))|k|t. (F.113)
Before we integrate by parts w.r.t. θ in (F.111), we choose the direction of the z-axis parallel
to p. By rotational invariance we can write E2,q,σ = E˜(|q|) and ∇E2,q,σ = ∂|q|E˜(|q|)q/|q|, with
|∇E2,q,σ| = |∂|q|E˜(|q|)|. Thus we get
∇E2,p−|k|e(θ,φ),σ · ∂θe(θ, φ) = |∇E2,p−|k|e(θ,φ),σ|
−|p| sin(θ)
|p − |k|e(θ, φ)| . (F.114)
Now consider the function g(|q|) := |∇E2,q,σ|/|q| = |∂|q|E˜(|q|)|/|q|. Since ∇E˜(0) = 0, we have
g(|q|) = |∂2|q˜|E˜(|q˜|)|q˜=q′ | (F.115)
where q′ is some point on the interval from 0 to q. By (A.10), we have (in the relevant region of
momenta) ∂2|q˜|E˜(|q˜|) ≥ ε1 > 0 and therefore g(|q|) = ∂|q|E˜(|q|)/|q| (i.e. we could drop the absolute
value from ∂|q|E˜(|q|)) and
c2 ≥
|∇E2,p−|k|e(θ,φ),σ|
|p − |k|e(θ, φ)| ≥ c1, c1, c2 > 0, (F.116)
|∇E2,p−|k|e(θ,φ),σ · ∂θe(θ, φ)| ≥ cε (F.117)
for κ ≥ |k| ≥ 0 and 0 < ε ≤ 1 as above. Denoting by I1,1 the first integral on the r.h.s. of (F.111),
we obtain from (F.113), (F.114):
I1,1 :=
1
i|p||k|t
∫ 2π
0
dφ e−i(E2,p−|k|e(θ,φ),σ)t
|p − |k|e(θ, φ)| f|k|(θ, φ)
|∇E2,p−|k|e(θ,φ),σ|
∣∣∣∣∣θ=π−ε
θ=ε
(F.118)
− 1
i|p||k|t
∫ 2π
0
dφ
∫ θ=π−ε
θ=ε
dθ e−i(E2,p−|k|e(θ,φ),σ)t∂θ
( |p − |k|e(θ, φ)| f|k|(θ, φ)
|∇E2,p−|k|e(θ,φ),σ|
)
. (F.119)
Thus we obtain from (F.116)
|(F.118)| ≤ c|k|t supe′ | f|k|(e
′)|. (F.120)
Term (F.119) requires more careful analysis: We write ∂ := ∂|q| and note that
∂(g(|q|))−1 = 1
∂E˜(|q|)
(
1 − |q|
∂E˜(|q|)∂
2E˜(|q|)
)
. (F.121)
We recall from (F.116) that ∂E˜(|q|) ≥ c|q| for some c > 0. We set q = p − |k|e(θ, φ) and note that
|q|2 = (|p| − |k| cos(θ))2 + |k|2 sin2(θ) ≥ |k|2 sin2(θ). (F.122)
77
Consequently,
|∂θ(g(|q|))−1| = |k|
∣∣∣∣∣∂(g(|q|))−1 q|q| · ∂θe(θ, φ)
∣∣∣∣∣ ≤ csin(θ) . (F.123)
This gives
|(F.119)| ≤ c|k|tε supe′ supℓ∈{0,1}
|∂ℓθ f|k|(e′)|, (F.124)
which completes the proof. .
G Analysis of the phase II
Proposition G.1. We set
A1,σ :=
∫
d3pd3k vσ1 (k)η
∗
1(p + k)Fσ,t(k)η1(p), (G.1)
Fσ,t(k) :=
vσ
2
(k)
|k|
(
e−i|k|t
(1 − ek · vˆ j)
+
ei|k|t
(1 + ek · vˆ j)
)
:= fσ,t(k) + f σ,t(−k). (G.2)
Then, for any 0 < δ < (α−1 − 1), 1 ≤ s ≤ t,
‖[A1,σ, ηˆ∗1,σ(h1,t)]ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j ,t))Ω‖2 ≤
c
σδλ0
(
(σSt )
1+α + t(σSt )
3 +
(σSt )
δ
t
+
1
(σSt )
1+δt2
)2
‖h(s)
2, j
‖22. (G.3)
Proof. The argument follows very similar lines as the proof of formula (F.4) so we only briefly ex-
plain the differences: First, we note that h1,t and h
(s)
2, j,t
eiγσ(vˆ j ,t) are interchanged in (G.3) as compared
to (F.4). As a consequence, derivatives of h
(s)
2, j,t
eiγσ(vˆ j ,t), responsible for the time-dependence of ct in
the error term of (F.4), do not appear here and we simply obtain a constant c on the r.h.s. of (G.3).
Second, we have to justify the appearance of the term (σSt )
1+α on the r.h.s. of (G.3). Its origin is
the estimate
‖ηˆ∗1,σ(γ˙11,σ(vˆ j, t)h1,t)ηˆ∗2,σ(h(s)2, j,teiγσ(vˆ j,t))Ω‖ ≤
c
σδλ
(σSt )
1+α‖h1‖2‖h(s)2, j‖2, (G.4)
where
−1
2
γ˙11,σ(vˆ j, t)(p) :=
∫
σ≤|k|≤σS,t
d3k vσ2 (k)v
σ
1 (k)
1
|k|(1 − ek · vˆ j)
cos((∇E1,p,σ · k − |k|)t), (G.5)
and σS,t := max{σSt , σ }. (We note that the vector on the l.h.s of (G.4) corresponds to the one on
the r.h.s. of (F.12). It is not estimated in the proof of Proposition F.1 as it is used for cancellation
of the phase in the proof of Theorem 3.5). The bound (G.4) follows from
|γ˙11,σ(vˆ j, t)(p)| ≤ c
∫ σS,t
σ
d|k| |k|α ≤ c
(
(σS,t)
1+α − (σ)1+α
)
≤ c
(
(σSt )
(1+α) − (σ)1+α
)
χ(σSt ≥ σ) ≤ c(σSt )(1+α), (G.6)
where χ is the characteristic function. 
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H Single particle states as asymptotic vacua of photons
For completeness, we give here an elementary proof of a result from [Pi05, FGS04].
Proposition H.1. Let h ∈ L2(R3), supp h ⊂ S , and consider the single-particle states
ψ1/2,h,σ = Π
∗
∫ ⊕
d3p h(p)ψ1/2,p,σ (H.1)
for σ > 0. Then, for any g ∈ L2(R3), supported outside of zero, we have
lim
t→∞
a(gt)e
−iHσtψ1/2,h,σ = 0, (H.2)
where gt(k) := e
−i|k|tg(k).
Proof. We consider only the single-electron case, as the single-atom case is analogous. For conve-
nience, we write E2,σ(p) := E2,p,σ. First, we note that
a(gt)e
−iHσtψ2,h,σ = a(gt)e
−iE2,σ (P)tψ2,h,σ, (H.3)
where P are the total momentum operators. Let us now decompose ψ2,h,σ into components with
fixed photon number n, which we will denote byψn. Their wave-functions are ψn = ψn(k1, . . . , kn; p),
where p is the bare electron’s momentum. We have by a straightforward computation
‖a(gt)e−iHσtψ2,h,σ‖2 =
∞∑
n=1
n
∫
d3nλn
∣∣∣ ∫ d3k ei(|k|−E2,σ (k+λn))tg¯(k)ψn(k, λn)∣∣∣2. (H.4)
Here λn = (k2, . . . , kn; p) and λn = k2 + · · · + kn + p. We set Ωξ(k) := |k| − E2,σ(k + ξ). Since
supp h ⊂ S and supp g does not contain zero, it suffices to considerΩξ on the set ∆ξ = { k ∈ R3 | k ,
0, k + ξ ∈ S }. We have e.g. by Proposition 3.1 of [DP13.2]
|∇Ωξ(k)| =
∣∣∣∣∣ k|k| − ∇E2,σ(k + ξ)
∣∣∣∣∣ ≥ ε1 > 0 for k ∈ ∆ξ, (H.5)
since the velocity of the physical electron is strictly smaller than the velocity of light in the relevant
region of parameters. Thus, by the implicit function theorem, around every point k0 ∈ ∆λn we can
find an open neighbourhood Un
k0
s.t. the map
φn(k
1, k2, k3) = (q1, q2, q3) = (Ωλn(k), k
2, k3), (H.6)
is invertible (and smooth) onUn
k0
. Such setsUn
k0
form a covering of the compact set ∆λn from which
we can choose a finite sub-covering Un
1
, . . . ,Unmn . Thus we can divide ∆λn into a finite number of
disjoint Borel sets Kn
i
, each of which is contained in some Un
j
. Hence,
(H.4) =
∞∑
n=1
n
∫
d3nλn
∣∣∣∑
i
∫
Kn
i
d3k eiΩλn (k)tg¯(k)ψn(k, λn)
∣∣∣2
=
∞∑
n=1
n
∫
d3nλn
∣∣∣∑
i
∫
φn(K
n
i
)
d3q eiq1t
∣∣∣det∂φ−1n (q)
∂q
∣∣∣g¯(φ−1n (q))ψn(φ−1n (q), λn)∣∣∣2. (H.7)
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The determinant of the Jacobi matrix is a bounded function by definition of ∆λn . The integrand is
in L1(R3) as can be checked by transforming back. Thus the integral over q tends to zero as t → ∞
by the Riemann-Lebesgue lemma. To enter with the limit under the summation and integration
over λn, we use the dominated convergence theorem and the bound
(H.4) ≤
∞∑
n=1
n
∫
d3nλn
( ∫
d3k |g(k)ψn(k, λn)|
)2
≤
∞∑
n=1
n
∫
d3k′|g(k′)|2
∫
d3kd3nλn|ψn(k, λn)|2 ≤ ‖g‖22〈ψ2,h,σ,Nψ2,h,σ〉, (H.8)
where N is the photon number operator. Since σ > 0, the last expression is finite as one can easily
see from (A.16). 
I Shifting the infrared cut-off in the single-electron case
In this appendix we provide the proof of the first estimate in (4.59). This estimate was first proven
in [Pi05]. Here we adapt the presentation from [CFP07], where the argument from [Pi05] was
streamlined, but a different model was used. For some steps we give a more detailed discussion
than in [CFP07], especially in Step c) below.
Specifically, we want to prove the estimate
‖D2el ‖ ≤ O
(| log(t2)|2/tρ1) (I.1)
for some ρ > 0, where
D2el := e
iHt1
N(t1)∑
j=1
Wσt2 (v j, t1)ηˆ∗2,σt2 (h
(t1)
2, j,t1
e
iγσt2
(v j ,t1))Ω (I.2)
−eiHt1
N(t1)∑
j=1
Wσt1 (v j, t1)ηˆ∗2,σt1 (h
(t1)
2, j,t1
e
iγσt1
(v j ,t1))Ω. (I.3)
The proof of estimate (I.1) will require extensive use of the following spectral information, which
we recall from Proposition A.2:
|∇E2,p,σ − ∇E2,p,σ′ | ≤ cσ′1/4, (I.4)
‖φ2,p,σ − φ2,p,σ′‖ ≤ cσ′1/4, (I.5)
|∇E2,p,σ − ∇E2,p′,σ| ≤ C|p − p′|, (I.6)
‖φ2,p,σ − φ2,p−k,σ‖ ≤ c|k|
1
16 , (I.7)
‖b(k1) . . . b(km)ψp,σ‖ ≤ (cλ)m
χ[σ,κ](k1)
|k1|3/2
. . .
χ[σ,κ](km)
|km|3/2
, (I.8)
where p, p′ ∈ S and 0 < σ ≤ σ′ ≤ κλ0 .
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For convenience of the notation, in the following discussion which involves only the electron,
we drop the index 2 in the electron wave- and energy function, i.e., h
(t1)
2, j,t1
≡ e−iEp,σt2 t1h(t1)
j
, and we
write
ηˆ∗2,σ(h
(t)
2, j,t
)Ω = Π∗
∫ ⊕
d3p e−iEp,σ th(t)
j
(p)ψp,σ =: e
−iEp,σ tψ(t)
j,σ
, (I.9)
where Π := FeiPf x, cf. Lemma 3.1. Furthermore, we will often write the electron form factor
vσ
2
(k) := λ
χ[σ,κ)(k)
(2|k|)1/2 explicitly in the integrals, specifying the region of integration. Also, we introduce
the following dressing transformation
Wσ(∇Ep,σ) := Π∗
∫ ⊕
d3p′Wp′,σΠ = e
−
∫
d3k vσ
2
(k)
(eik·xa(k)−e−ik·xa∗(k))
|k|(1−ek ·∇Ep,σ ) , (I.10)
where Wp′,σ was defined in (2.24). We note that in formula (I.10) p
′ ∈ R3 denotes an integra-
tion variable, while p denotes the total momentum operator of the electron-photon system. This
common notation will be used below without further notice.
The starting idea is to rewrite the term in (I.2),
eiHt1
N(t1)∑
j=1
Wσt2 (v j, t1) e
iγσt2
(v j ,t1) e
−iEp,σt2 t1 ψ(t1)
j,σt2
, (I.11)
as
eiHt1
N(t1)∑
j=1
Wσt2 (v j, t1)W∗σt2 (∇Ep,σt2 )Wσt2 (∇Ep,σt2 ) e
iγσt2
(v j ,t1) e
−iEp,σt2 t1 ψ(t1)
j,σt2
, (I.12)
and to group the terms appearing in (I.12) in such a way that, cell by cell, we consider the new
dressing operator
eiHt1 Wσt2 (v j, t1)W∗σt2 (∇Ep,σt2 ) e
−iEp,σt2 t1 , (I.13)
which acts on
Φ
(t1)
j,σt2
:= Π∗
∫ ⊕
h
(t1)
j
(p) φp,σt2 d
3p , (I.14)
where φp,σ = Wp,σψp,σ. The key advantage is that the vector Φ
(t1)
j,σt2
inherits the Hölder regularity of
φp,σ; see (I.5). We will refer to (I.14) as an infrared-regular vector.
Accordingly, (I.12) now reads
eiHt1
N(t1)∑
j=1
Wσt2 (v j, t1)W∗σt2 (∇Ep,σt2 ) e
iγσt2
(v j ,t1) e
−iEp,σt2 t1 Φ(t1)
j,σt2
, (I.15)
and we proceed as follows.
I.1 Shifting the IR cutoff in the infrared-regular vector
First, we substitute
eiHt1
N(t1)∑
j=1
Wσt2 (v j, t1)W∗σt2 (∇Ep,σt2 ) e
iγσt2
(v j ,t1)e
−iEp,σt2 t1Φ(t1)
j,σt2
(I.16)
−→ eiHt1
N(t1)∑
j=1
Wσt2 (v j, t1)W∗σt2 (∇Ep,σt2 ) e
iγσt1
(v j ,t1)e
−iEp,σt1 t1Φ(t1)
j,σt1
,
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where σt2 is replaced by σt1 in the underlined terms. We prove that the norm difference of these
two vectors is bounded by the r.h.s. of (I.1). The necessary ingredients are:
1) The convergence, as σ→ 0, stated in (I.5).
2) The estimate
|γσt2 (v j, t1) − γσt1 (v j, t1)| ≤ O
(
σ
1
4
t1
t
2(1−α)
1
)
+ O( t1σt1 ) ,
for t2 > t1 ≫ 1, proven in Lemma I.1.
3) The cell partition Γ(t1) depends on t1 < t2.
4) The parameter γ can be chosen arbitrarily large, independently of ε, so that the infrared
cutoff σt1 = κ
λ0 t
−γ
1
can be made as small as one wishes for a given t1 > 1.
First of all, it is clear that the norm difference of the two vectors in (I.16) is bounded by the
norm difference of the two underlined vectors, summed over all N(t1) cells. Using 1) and 2), one
straightforwardly derives that the norm difference between the two underlined vectors in (I.16) is
bounded from above by
O( t1 σ
1
4
t1
t
− 32 ε
1
) , (I.17)
where the last factor, t
− 3
2
ε
1
, accounts for the volume of an individual cell in Γ(t1), by 3). The sum
over all cells in Γ(t1) yields a bound
O(N(t1)σ
1
4
t1
t
1− 32 ε
1
) (I.18)
where N(t1)≤t3ε1 , by 3). Picking γ sufficiently large, by 4), we find that the norm difference of the
two vectors in (I.16) is bounded by t
−η
1
, for some η > 0. This agrees with the bound stated in (I.1).
I.2 Shifting the IR cutoff in the dressing operator
Subsequently to (I.16), we substitute
eiHt1
N(t1)∑
j=1
Wσt2 (v j, t1)W∗σt2 (∇Ep,σt2 )e
iγσt1
(v j ,t1)e
−iEp,σt1 t1Φ(t1)
j,σt1
(I.19)
−→ eiHt1
N(t1)∑
j=1
Wσt1 (v j, t1)W∗σt1 (∇Ep,σt1 )e
iγσt1
(v j ,t1)e
−iEp,σt1 t1Φ(t1)
j,σt1
,
where σt2 → σt1 in the underlined operators. A crucial point in our argument is that when σt1(>
σt2) tends to 0, the Hölder continuity of φp,σt1 in p offsets the (logarithmic) divergence in t2 which
arises from the dressing operator.
We subdivide the shift σt2 → σt1 in
Wσt2 (v j, t1)W∗σt2 (∇Ep,σt2 ) −→ Wσt1 (v j, t1)W
∗
σt1
(∇Ep,σt1 ) (I.20)
into the following three intermediate steps, where the operators modified in each step are under-
lined:
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Step a)
Wσt2 (v j, t1)W∗σt2 (v j)Wσt2 (v j)W
∗
σt2
(∇Ep,σt2 ) (I.21)
−→Wσt1 (v j, t1)W∗σt1 (v j)Wσt2 (v j)W
∗
σt2
(∇Ep,σt2 ) ,
Step b)
Wσt1 (v j, t1)W∗σt1 (v j)Wσt2 (v j)W
∗
σt2
(∇Ep,σt2 ) (I.22)
−→Wσt1 (v j, t1)W∗σt1 (v j)Wσt2 (v j)W
∗
σt2
(∇Ep,σt1 ) ,
Step c)
Wσt1 (v j, t1)W∗σt1 (v j)Wσt2 (v j)W
∗
σt2
(∇Ep,σt1 ) (I.23)
−→Wσt1 (v j, t1)W∗σt1 (v j)Wσt1 (v j)W
∗
σt1
(∇Ep,σt1 ) .
Analysis of Step a)
In step a), we analyze the difference between the vectors
eiHt1Wσt2 (v j, t1)W∗σt2 (v j)Wσt2 (v j)W
∗
σt2
(∇Ep,σt2 )e
iγσt1
(v j ,t1)e
−iEp,σt1 t1Φ(t1)
j,σt1
(I.24)
and
eiHt1Wσt1 (v j, t1)W∗σt1 (v j)Wσt2 (v j)W
∗
σt2
(∇Ep,σt2 )e
iγσt1
(v j ,t1)e
−iEp,σt1 t1Φ(t1)
j,σt1
, (I.25)
for each cell in Γ(t1). Our goal is to prove that
‖ (I.24) − (I.25) ‖ ≤ c log t2 P(t1, t2) , (I.26)
where
P(t1, t2) := sup
k∈Bσt1
∥∥∥∥ (e−i(|k|t1−k·x) − 1)Wσt2 (v j)W∗σt2 (∇Ep,σt2 )) × (I.27)
× eiγσt1 (v j ,t1)e−iEp,σt1 t1Φ(t1)
j,σt1
∥∥∥∥ ≤ O( t−η1 log t2 )
as t1 → +∞, for some η > 0, and for γ large enough.
Using the identity
Wσt2 (v j, t1)W∗σt2 (v j) = Wσt1 (v j, t1)W
∗
σt1
(v j)×
× exp
( iλ2
2
∫
Bσt1 \Bσt2
d3k
sin(k · x − |k|t1)
|k|3(1 − ek · v j)2
)
× (I.28)
× exp
(
λ
∫
Bσt1 \Bσt2
d3k√
2|k|
{a∗(k)e−ik·x(e−i(|k|t1−k·x) − 1) − h.c. }
|k|(1 − ek · v j)
) ) ,
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the difference between (I.24) and (I.25) is given by
eiHt1Wσt1 (v j, t1)W∗σt1 (v j) exp
( iλ2
2
∫
Bσt1 \Bσt2
d3k
sin(k · x − |k|t1)
|k|3(1 − ek · v j)2
)
×
×
[
exp
(
λ
∫
Bσt1 \Bσt2
d3k√
2|k|
a∗(k)e−ik·x(e−i(|k|t1−k·x) − 1) − h.c.
|k|(1 − ek · v j)
)
− 1
]
×
×Wσt2 (v j)W∗σt2 (∇Ep,σt2 ) e
iγσt1
(v j ,t1)e
−iEp,σt1 t1Φ(t1)
j,σt1
(I.29)
+ eiHt1Wσt1 (v j, t1)W∗σt1 (v j)
[
exp
( iλ
2
∫
Bσt1 \Bσt2
d3k
sin(k · x − |k|t1)
|k|3(1 − ek · v j)
)
− 1
]
×
×Wσt2 (v j)W∗σt2 (∇Ep,σt2 ) e
iγσt1
(v j ,t1)e
−iEp,σt1 t1Φ(t1)
j,σt1
. (I.30)
The norm of the vector (I.29) equals
∥∥∥∥ [ exp (λ∫
Bσt1 \Bσt2
d3k√
2|k|
a∗(k)e−ik·x(e−i(|k|t1−k·x) − 1) − h.c.
|k|(1 − ek · v j)
) − 1] ×
×Wσt2 (v j)W∗σt2 (∇Ep,σt2 )e
iγσt1
(v j ,t1)e
−iEp,σt1 t1Φ(t1)
j,σt1
∥∥∥∥ . (I.31)
We now observe that
• for k ∈ Bσt1 ,
a(k)eik·x Wσt2 (v j)W
∗
σt2
(∇Ep,σt2 ) (I.32)
= Wσt2 (v j)W
∗
σt2
(∇Ep,σt2 ) a(k)eik·x (I.33)
+Wσt2 (v j)W
∗
σt2
(∇Ep,σt2 ) fk(v j, p) , (I.34)
where ∫
Bσt1 \Bσt2
d3k | fk(v j, p)|2 ≤ O(| logσt2 |) (I.35)
uniformly in v j, and in p ∈ S, and where j enumerates the cells.
• for k ∈ Bσt1 ,
a(k)eik·x eiγσt1 (v j ,t1)e−iEp,σt1 t1Φ(t1)
j,σt1
= 0 , (I.36)
because of the infrared properties of Φ
(t1)
j,σt1
.
From the Schwarz inequality, we therefore get
(I.31) ≤ c | logσt2 | P(t1, t2) (I.37)
for some finite constant c as claimed in (I.26), where
P(t1, t2) = sup
k∈Bσt1
∥∥∥∥ (e−i(|k|t1−k·x) − 1)Wσt2 (v j)W∗σt2 (∇Ep,σt2 )eiγσt1 (v j,t1)e−iEp,σt1 t1Φ(t1)j,σt1
∥∥∥∥ , (I.38)
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as defined in (I.27). To estimate P(t1, t2), we regroup the terms inside the norm into
(e−i(|k|t1−k·x) − 1)Wσt2 (v j)W∗σt2 (∇Ep,σt2 ) e
iγσt1
(v j ,t1) e
−iEp,σt1 t1 Φ(t1)
j,σt1
= Wσt2 (v j)W
∗
σt2
(∇Ep−k,σt2 ) (e−i(|k|t1−k·x) − 1) e
iγσt1
(v j ,t1) e
−iEp,σt1 t1 Φ(t1)
j,σt1
(I.39)
+ Wσt2 (v j)W
∗
σt2
(∇Ep−k,σt2 ) e
iγσt1
(v j ,t1) e
−iEp,σt1 t1 Φ(t1)
j,σt1
(I.40)
− Wσt2 (v j)W∗σt2 (∇Ep,σt2 ) e
iγσt1
(v j,t1) e
−iEp,σt1 t1 Φ(t1)
j,σt1
. (I.41)
In order to discuss the quantities above, it is important to recall the p−dependence of the phase
factor through the operator ∇Ep,σ, and it is useful to make our notation more transparent by intro-
ducing the symbol
γσ(v j,∇Ep,σ, t) ≡ γσ(v j, t) . (I.42)
Then, we prove that
‖(I.39)‖ , ‖(I.40) − (I.41)‖ ≤ O( (σt1)ρ t1 log t2 ) (I.43)
for some ρ > 0, thanks to the following ingredients:
i) The Hölder regularity of φp,σ and ∇Ep,σ described under conditions (I.6) and (I.7).
ii) The regularity of the phase function
γσt1 (v j,∇Ep,σt1 , t1) (I.44)
with respect to p ∈ supp h ⊂ S expressed in the following estimate, which is the content of
Lemma I.1: For k ∈ Bσt1 and t1 large enough∣∣∣ γσt1 (v j,∇Ep,σt1 , t1) − γσt1 (v j,∇Ep−k,σt1 t1) ∣∣∣ ≤ O( |k| ) (I.45)
iii) The estimate
‖ b(k)ψp,σ ‖ ≤ C
1[σ,κ](k)
|k|3/2 (I.46)
from (I.8) for p ∈ S , which implies
‖N1/2
f
ψp,σ ‖ =
( ∫
d3k ‖ b(k)ψp,σ ‖2
)1/2 ≤ C | logσ |1/2 . (I.47)
Likewise,
‖N1/2
f
φp,σ ‖ =
( ∫
Bκ\Bσ
d3k
∥∥∥ ( b(k) + O(|k|−3/2) )ψp,σ ∥∥∥2)1/2
≤ C | logσ |1/2 , (I.48)
which controls the expected photon number in the states {φp,σt1 }. As a side remark, we note
that the true size is in fact O(1), uniformly in σ, but the logarithmically divergent bound here
is sufficient for our purposes.
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iv) The cell decomposition Γ(t1) is determined by 1 < t1 < t2. Moreover, since γ(> 4) can be
chosen arbitrarily large and independent of ε, the cut-off σt1 = κ
λ0 t
−γ
1
can be made as small
as desired.
We first prove the bound on ‖(I.39)‖ stated in (I.43). To this end, we use(
e−i(|k|t1−k·x) − 1 ) eiγσt1 (v j,∇Ep,σt1 t1) e−iEp,σt1 t1 Φ(t1)
j,σt1
(I.49)
= e
iγσt2
(v j ,∇Ep−k,σt1 ,t1) e−iEp−k,σt1 t1(e−i(|k|t1−k·x) − 1)Φ(t1)
j,σt1
(I.50)
+ e
iγσt2
(v j ,∇Ep−k,σt1 ,t1) e−iEp−k,σt1 t1 Φ(t1)
j,σt1
(I.51)
− eiγσt2 (v j ,∇Ep,σt1 ,t1) e−iEp,σt1 t1 Φ(t1)
j,σt1
. (I.52)
Lemma I.2 yields
‖ (I.50) ‖ ≤ O( t1 σ
1
4
t1
t
− 3ε
2
1
) ; (I.53)
The Hölder continuity of Ep,σt1 and ∇Ep,σt1 , again from i), combined with ii), implies that, with
k ∈ Bσt1 ,
‖ (I.51) − (I.52) ‖ ≤ O( t1 σt1 t
− 3ε
2
1
) , (I.54)
as desired.
To prove the bound on ‖ (I.40) − (I.41) ‖ asserted in (I.43), we write
W∗σt2 (∇Ep−k,σt2 ) −W
∗
σt2
(∇Ep,σt2 ) = W∗σt2 (∇Ep,σt2 )(W
∗
σt2
(∇Ep,−k,σt2 ; ∇Ep,σt2 ) − 1) , (I.55)
where
W∗σt2 (∇Ep−k,σt2 ; ∇Ep,σt2 ) := Wσt2 (∇Ep,σt2 )W
∗
σt2
(∇Ep−k,σt2 ) ,
and apply the Schwarz inequality in the form∥∥∥∥ (W∗σt2 (∇Ep+k,σt2 ; ∇Ep,σt2 ) − 1) Φ˜
∥∥∥∥ (I.56)
≤ c
( ∫
Bκ\Bσt2
d3q
|q|3
)1/2
sup
p∈supp h, k∈Bσt1
∣∣∣∇Ep−k,σt2 − ∇Ep,σt2 ∣∣∣ ‖N1/2f Φ˜ ‖,
where in our case, Φ˜ ≡ eiγσt1 (v j ,∇Ep,σt1 ,t1)e−iEp,σt1 t1 Φ(t1)
j,σt1
. We have
‖N1/2
f
φp,σt1 ‖ ≤ c | logσt1 |1/2 ≤ c′ ( log t1 )1/2 , (I.57)
as a consequence of iii). Due to i),
sup
p∈supp h, k∈Bσt1
∣∣∣∇Ep−k,σt2 − ∇Ep,σt2 ∣∣∣ ≤ O(σt1 ) . (I.58)
Therefore,
sup
k∈Bσt1
∥∥∥ (I.40) − (I.41) ∥∥∥ ≤ O((log t2) (σt1)ρ′)
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for some ρ′ > 0 which does not depend on ε (recalling that 1 < t1 < t2). This concludes the analy-
sis of (I.29). Contribution (I.30) can be treated in a similar way.
We may now return to (I.26). From iv), and the fact that the number of cells is N(t1)≤t3ε1 ,
summation over all cells yields
N(t1)∑
j=1
∥∥∥ (I.24) − (I.25) ∥∥∥ ≤ O( log(t2)
t
ρ
1
) (I.59)
for some ρ > 0, provided that γ is sufficiently large. This agrees with (I.1).
Analysis of Step b)
To show that the norm difference of the two vectors corresponding to the change (I.22) in (I.19)
is bounded by the r.h.s. of (I.1), we argue similarly as for step a), and we shall not reiterate the
details. One again uses properties i) – iv) as in step a).
Analysis of Step c)
Finally, we prove that the difference of the vectors corresponding to (I.23) satisfies
∥∥∥∥ N(t1)∑
j=1
Wσt1 (v j, t1)
[
W |σt1σt2 (v j)W
∗|σt1σt2 (∇Ep,σt1 ) − 1
]
e
iγσt1
(v j ,∇Ep,σt1 ,t1)e−iEp,σt1 t1ψ(t1)
j,σt1
∥∥∥∥2
≤ O((log(t2))2/tρ1) , (I.60)
where we define
W |σt1σt2 (v j) := W
∗
σt1
(v j)Wσt2 (v j) , (I.61)
and likewise,
W∗|σt1σt2 (∇Ep,σt1 ) := W
∗
σt2
(∇Ep,σt1 )Wσt1 (∇Ep,σt1 ) . (I.62)
We separately discuss the diagonal and off-diagonal contributions to (I.60) from the sum over cells
in Γ(t1).
• The diagonal terms in (I.60).
To bound the diagonal terms in (I.60), we use that, with v j ≡ ∇Ep,σt1 |p=p j(n) , where p j(n) is the
position of the center of the j-th cell in the n-th partition, the expression
W |σt1σt2 (v j ; ∇Ep,σt1 ) := W |
σt1
σt2
(v j)W
∗|σt1σt2 (∇Ep,σt1 ) (I.63)
allows for an estimate similar to (I.56), where we now use that
sup
p∈Γ(t1)
j
|∇Ep,σt1 − v j| ≤ O( t−ε1 ) . (I.64)
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The latter follows from the Hölder regularity of ∇Ep,σ, due to (I.6). Moreover, we use (I.57) to
bound the expected photon number in the states ψ
(t1)
j,σt1
.
Hereby, we find that the sum of diagonal terms can be bounded by
O(N(t1) ‖h(t1)j ‖22 (log t2) t
− ε
16
1
) ≤ O( t−ρ
1
log t2 ) (I.65)
for some ρ > 0, using N(t1) = O(t3ε1 ), and ‖h(t1)j ‖22 = O(t−3ε1 ).
• The off-diagonal terms in (I.60).
Next, we bound the off-diagonal terms in (I.60), corresponding to the inner product of vectors sup-
ported on cells j , l of the partition Γ(t1). Those are similar to the off-diagonal terms Mˆl, j(σ, s, t)
in (3.83) that were discussed in detail previously. Correspondingly, we can apply the methods
discussed in Section 3.3, up to some modifications which we explain now.
Our goal is to prove the asymptotic orthogonality of the off-diagonal terms in (I.60).
First of all we prove the auxiliary result, for functions h
σt1
l, j,s
defined in (3.69), and supported at
|k| ≥ σt1 ,
lim
s→+∞
‖ a(hσt1
l, j,s
)W∗|σt1σt2 (∇Ep,σt1 )e
−iHσt1 sψ(t1)
j,σt1
‖ = 0 . (I.66)
To this end, we compare
W∗|σt1σt2 (∇Ep,σt1 )1Γ(t1)j (p) (I.67)
(where 1
Γ
(t1)
j
is the characteristic function of the cell Γ
(t1)
j
) to its discretization:
1. We pick t¯ large enough such that Γ(t¯) is a sub-partition of Γ(t); in particular, Γ
(t)
j
=
∑M
l( j)=1 Γ
(t¯)
l( j)
,
where M =
N(t¯)
N(t)
.
2. Furthermore, defining ul( j) := ∇Epl( j)(n(t¯)),σt1 , where pl( j)(n(t¯)) is the center of the cell Γ
(t¯)
l( j)
, we
have, for p ∈ Γ(t¯)
l( j)
,
|ul( j) − ∇Ep,σt1 | ≤ c
(
1
t¯
) ε
, (I.68)
where c is uniform in t1.
3. We define
W
σt1
σt2
(M) :=
M∑
l( j)=1
W∗|σt1σt2 (ul( j)) 1Γ(t¯)l( j)(p) (I.69)
and rewrite the vector
a(h
σt1
l, j,s
)W∗|σt1σt2 (∇Ep,σt1 )e
−iHσt1 sψ(t1)
j,σt1
(I.70)
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in (I.66) as ∫
Bκ\Bσt1
d3k e−ik·x
[
W∗|σt1σt2 (∇Ep,σt1 ) −W
σt1
σt2
(M)
] ×
× hσt1l, j (k)eikxa(k)ei|k|s e−iEp,σt1 sψ(t1)j,σt1 (I.71)
+
M∑
m( j)=1
W∗|σt1σt2 (um( j))
∫
Bκ\Bσt1
d3k h
σt1
l, j (k)a(k)e
i|k|s ×
× e−iEp,σt1 sψ(t¯)
l( j),σt1
. (I.72)
The reason for this last step is that a(h
σt1
l, j,s
) does not commute with W∗|σt1σt2 (∇Ep,σt1 ), due to the
presence of the total momentum operator p, but it does commute with W∗|σt1σt2 (ul( j)). We also note
that the vector ψ
(t¯)
l( j),σt1
in (I.72) slightly differs from definition (I.9), since we have used a sharp sub-
partition here. Clearly, expression (I.72) tends to zero, as s → ∞, at any fixed t¯, by Proposition H.1.
Thus, to conclude the proof of (I.66), it suffices to show that (I.71) tends to zero as t¯ → ∞ uniformly
in s, at fixed t1, t2. To this end one first estimates
‖(I.71)‖ ≤
∫
Bκ\Bσt1
d3k ‖
M∑
l( j)=1
1
Γ
(t¯)
l( j)
(p)
[
W∗|σt1σt2 (∇Ep,σt1 ) −W
∗|σt1σt2 (ul( j))
] ×
× hσt1l, j (k)eikxa(k)ei|k|s e−iEp,σt1 sψ(t¯)l( j),σt1 ‖. (I.73)
It is important for further analysis that the summands under the norm above are orthogonal vectors.
Thus we can estimate the square of this norm as follows
‖ . . . ‖2 ≤
M∑
l( j)=1
2‖(a(h∇Ep,σt1 ,ul( j))h
σt1
l, j (k)e
ikxa(k)ei|k|s e−iEp,σt1 sψ(t¯)
l( j),σt1
‖2 (I.74)
+
M∑
l( j)=1
‖h∇Ep,σt1 ,ul( j)‖
2
2‖h
σt1
l, j (k)e
ikxa(k)ei|k|s e−iEp,σt1 sψ(t¯)
l( j),σt1
‖2, (I.75)
where
h∇Ep,σt1 ,ul( j)(k) :=
χ[σt2 ,σt1 ](k) f∇Ep,σt1 ,ul( j)(ek)√
2|k||k| e
−ik·x, f∇Ep,σt1 ,ul( j)(ek) :=
ek · (∇Ep,σt1 − ul( j))
(1 − ek · ∇Ep,σt1 )(1 − ek · ul( j))
.
(I.76)
As for (I.74), we can write
(I.74) ≤ c
M∑
l( j)=1
‖h(t¯)
l( j)
‖22
( ∫
d3k′ |h∇Ep,σt1 ,ul( j)(k
′)|
χ[σt2 ,κ](k
′)
|k′|3/2 |h
σt1
l, j (k)|
χ[σt2 ,κ](k)
|k|3/2
)2
≤ c(t)−2ε(σ−6t2 σ3t1)2, (I.77)
where in the first step we used (I.8) and in the last step we exploited (I.68). We also noted that
M ≤ t3ε is compensated by ‖h(t¯)
l( j)
‖2
2
≤ ct−3ε. (Here h(t¯)
l( j)
involves a sharp sub-partition). It is manifest
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that (I.77) tends to zero as t¯ → ∞ and t1, t2 are kept fixed. (I.75) is analysed analogously. This
proves (I.66).
The main difference between (I.60) and the similar expression in Proposition 3.9 is the operator
W |σt1σt2 (v j)W
∗|σt1σt2 (∇Ep,σt1 ) . (I.78)
To control it, we first note that the Hamiltonian
Ĥσt1 := Π
∗
( ∫ ⊕
Ĥp,σt1d
3p
)
Π, (I.79)
where
Ĥp,σt1 :=
(
p − Pf |κσt1
)2
2
+ Hf |κσt1 + λ
∫
R3\Bσt1
d3k
χκ(k)
(2|k|)1/2 (b(k) + b
∗(k)) (I.80)
with
Pf |κσt1 :=
∫
R3\Bσt1
k b∗(k)b(k) d3k , Hf |κσt1 :=
∫
R3\Bσt1
|k| b∗(k)b(k) d3k (I.81)
satisfies
Ĥp,σt1 ψp,σt1 = Ep,σt1 ψp,σt1 , (I.82)
and
[W |σt1σt2 (v j)W
∗|σt1σt2 (∇Ep,σt1 ) , Ĥσt1 ] = 0. (I.83)
We consider the vector in (I.83) corresponding to the j-th cell. The part of this vector involving
W |σt1σt2 (v j)W∗|
σt1
σt2
(∇Ep,σt1 ) has the form
Ψ j,σ,σ′(t, s) :=Wσ′(v j, s) eiγσ′ (v j,s) e−iĤσ′ s W |σ′σ (v j ; ∇Ep,σ′)ψ(t)j,σ′ , (I.84)
for t = t1, s = t1, σ
′ = σt1 , σ = σt2 . We will consider these vectors for s ≥ t1. We consider the
scalar product
Ml, j,σ,σ′(t, s) := 〈Ψl,σ,σ′(t, s),Ψ j,σ,σ′(t, s)〉 = 〈eiĤσ′ sΨl,σ,σ′(t, s), eiĤσ′ sΨ j,σ,σ′(t, s)〉 (I.85)
and write
Ml, j,σ,σ′(t, t) = (Ml, j,σ,σ′(t, t) − Ml, j,σ,σ′(t, s)) + Ml, j,σ,σ′(t, s)
= −
∫ s
t
ds′ ∂s′Ml, j,σ,σ′(t, s
′) + Ml, j,σ,σ′(t, s). (I.86)
For the integrand in (I.86) we use the second representation of Ml, j,σ,σ′(t, s
′) in (I.85) and consider
the expression:
∂s(e
iĤσ′ sΨ j,σ,σ′(t, s)) = i e
iĤσ′ sWσ′(v j, s) λ2
∫
R3\Bσ′
d3k χκ(k)
2 cos(k · x − |k|s)
2|k|2(1 − ek · v j)
×
× e−iEp,σ′ s eiγσ′ (v j ,s) W |σ′σ (v j ; ∇Ep,σ′)ψ(t)j,σ′ (I.87)
+ i eiĤσ′ sWσ′(v j, s)
dγσ′(v j,∇Ep,σ′ , s)
ds
×
× eiγσ′ (v j ,s) e−iEp,σ′ s W |σ′σ (v j ; ∇Ep,σ′)ψ(t)j,σ′ .(I.88)
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By commutingW |σ′σ (v j ; ∇Ep,σt1 ) to the left we can write
‖∂s(eiĤσt1 sΨ j,σ,σ′(t, s))‖ ≤ ‖∂sψ̂σ′2,σ′, j(t, s)‖
+
∥∥∥∥∥[λ2
∫
R3\Bσ′
d3k χκ(k)
2 cos(k · x − |k|s)
2|k|2(1 − ek · v j)
,W |σ′σ (v j ; ∇Ep,σ′)
]
eiγσ′ (v j ,s)e−iEp,σ′ sψ(t)
j,σ′‖,(I.89)
where we used the notation from (3.34) with an added hat to indicate that now the Hamiltonian
Ĥσ′ is used. By Lemmas 3.5 and I.3 we obtain for ε sufficiently small
‖∂s(eiĤσt1 sΨ j,σ,σ′(t, s))‖ ≤
c2s
(σ′)δλ0
(
s(σSs )
3 +
(σSs )
δ
s
+
1
(σSs )
1+δs2
)
≤ c
(σ′)δλ0 sη+1
(I.90)
for some η > 0 independent of λ0. Hence the first term in (I.86) can be bounded by
c
(σ′)δλ0 tη
,
uniformly in s. The last term on the r.h.s. of (I.86) converges to zero as s → ∞ as one can
conclude from Lemma 3.8, off-diagonality of the considered expression and property (I.66). By
setting back t = t1, σ
′ = σt1 and choosing λ0 sufficiently small we complete the proof of (I.60) and
hence also of (I.1).
I.3 Auxiliary lemmas
Lemma I.1. Let 1/2 < α < 1 and σSτ = κ
λ0τ−α. Set tσ := min(t, (κλ0/σ)1/α) and define as in (2.29)
γσ(v j,∇E2,p,σ, t) = −
∫ tσ
1
{ ∫ σSτ
σ
d|k|
∫
dµ(ek) v
σ
2 (k)
2(2|k|)
(cos(k · ∇E2,p,στ − |k|τ)
1 − ek · v j
)}
dτ. (I.91)
Then, for σt1 =: σ
′ > σ := σt2 and t := t1, the following holds
|γσ′(v j,∇E2,p,σ′, t)t)(p) − γσ(v j,∇E2,p,σ, t)t)(p)| ≤ cσ′t + c(σ′)1/4t2(1−α), (I.92)∣∣∣ γσ′(v j,∇E2,p,σ′ , t) − γσ′(v j,∇E2,p−k˜,σ′ , t) ∣∣∣ ≤ c|k˜|. (I.93)
Proof. As for (I.92), let us define the expression
F(σ, τ) =
∫
dµ(ek)d|k| χ˜[σ,σSτ ](|k|)2
(cos(|k|(ek · ∇E2,p,στ − τ)
1 − ek · v j
)
. (I.94)
and note that the difference on the l.h.s. of (I.92) has the following general structure∫ tσ
1
dτ F(σ, τ) −
∫ tσ′
1
dτ F(σ′, τ) =
∫ tσ
tσ′
dτ F(σ, τ) +
∫ tσ′
1
dτ (F(σ, τ) − F(σ′, τ)). (I.95)
Under our assumptions t ≤ (κλ0/σ)1/α and t ≤ (κλ0/σ′)1/α so tσ = tσ′ = t and the first term on the
r.h.s. of (I.95) disappears. We consider the difference
|F(σ, τ) − F(σ′, τ)| ≤
∫
dµ(ek)d|k| χ˜[σ,σ′](|k|)2
(cos(|k|(ek · ∇E2,p,στ − τ)
1 − ek · v j
)
+
∫
dµ(ek)d|k| χ˜[σ′,σSτ ](|k|)2
(cos(|k|(ek · ∇E2,p,στ − τ)
1 − ek · v j
− cos(|k|(ek · ∇E2,p,σ′τ − τ)
1 − ek · v j
)
. (I.96)
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This gives, by (I.4)
|F(σ, τ) − F(σ′, τ)| ≤ cσ′ + c(σ′)1/4
∫ σSτ
0
d|k| |k|τ
≤ cσ′ + c(σ′)1/4τ(σSτ)2 = cσ′ + c(σ′)1/4τ1−2α. (I.97)
Thus we have
|γσ′(v j, t)(p) − γσ(v j, t)(p)| ≤ cσ′t + c(σ′)1/4t2(1−α), (I.98)
which concludes the proof of (I.92).
As for (I.93), it follows from (E.12) via the Taylor expansion. 
Lemma I.2. Consider the following expression for |k˜| ≤ κ and 0 < σ ≤ κλ0 .
I := (e−i(|k˜|t−k˜·x) − 1)Φ(t)
j,σ
, Φ
(t)
j,σ
:= Π∗
∫ ⊕
d3p e−iEp,σ th(t)
j
(p) φp,σ. (I.99)
Then, for ε sufficiently small
‖ I ‖ ≤ c
σδλ0
|k˜|t1− 32 ε. (I.100)
Proof. We decompose this expression as follows
I = (e−i|k˜|t − 1)eik˜·xΦ(t)
j,σ
+ (eik˜·x − 1)Φ(t)
j,σ
=: I1 + I2. (I.101)
By obvious estimates, including the volume of the cube in the partition, we get
‖I1‖ ≤ c|k˜|t1− 32 ε. (I.102)
Now for φp,σ = { f mw,p,σ}m∈N0 we define, analogously as is (2.17)
ηˆ∗w,σ(h
(t)
j
) :=
∞∑
m=0
1√
m!
∫
d3p d3mk h
(t)
j
(p) f mw,p,σ(k)a
∗(k)m η∗(p − k). (I.103)
We write, considering that eik˜·xη∗(p)Ω = η∗(p + k˜)Ω,
I2 = (e
ik˜·x − 1)ηˆ∗w,σ(h(t)j )Ω
=
∞∑
m=0
1√
m!
∫
d3p d3mk χ
(t)
j
(p)
(
h
(t)
j
(p − k˜) f m
w,p−k˜,σ(k) − h
(t)
j
(p) f mw,p,σ(k)
)
a∗(k)m η∗(p − k)Ω(I.104)
=
∞∑
m=0
1√
m!
∫
d3p d3mk χ
(t)
j
(p) k˜ · ∇k˜′
(
h
(t)
j
(p − k˜′) f m
w,p−k˜′,σ(k)
)
a∗(k)m η∗(p − k)Ω, (I.105)
where χ j(p)
(t) = 1Γ j∪Γ j+k˜(p) and in the last step we used the Taylor expansion and k˜
′ is some vector
between 0 and k˜. Using Lemmas A.4 and E.1, we get
|∇k˜′
(
h
(t)
j
(p − k˜′) f m
w,p−k˜′,σ(k)
)| ≤ σ−δλ0θ−1 c√
m!
gmσ(k) ≤
ct8ε
σδλ0
1√
m!
gmσ(k). (I.106)
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Now Lemma C.1 gives
‖ I2 ‖ ≤ |k˜| c
σδλ0
t8εt−
3
2
ε. (I.107)
Thus, for ε sufficiently small, we get
‖ I ‖ ≤ c|k˜|t1− 32 ε + |k˜| c
σδλ0
t8εt−
3
2
ε ≤ c
σδλ0
|k˜|t1− 32ε. (I.108)
which concludes the proof. 
Lemma I.3. For 0 < σ ≤ σ′ ≤ κλ0 we have for any 0 < δ < (α−1 − 1)∥∥∥∥∥
∫
R3\Bσ′
d3k χκ(k)
2 [cos(k · x − |k|s)
|k|2(1 − ek · v j)
,W |σ′σ (v j ; ∇Ep,σ′)
]
ηˆ∗σ′(h
(t)
j,s
eiγσ′ (v j ,s))Ω‖
≤ c
2
s
(σ′)δλ0
(
(σSs )
δ
s
+
1
(σSs )
1+δs2
)
,(I.109)
where W |σ′σ (v j ; ∇Ep,σ′) was defined in (I.63) and cs := c(ε(s)s−ε)−1 = cs8ε.
Proof. We define the following functions
f (k) :=
χ2
[σ′,κ)(k)
|k|2(1 − ek · v j)
, Fp(k
′) := λ
χ[σ,σ′](k
′)√
2|k′||k′|
(
1
(1 − ek′ · v j)
− 1
(1 − ek′ · ∇Ep,σ′)
)
, (I.110)
so that setting Fp,x(k) := e
−ikxFp, we have
W |σ′σ (v j ; ∇Ep,σ′) = ea
∗(Fp,x)−a(Fp,x ) =: W(Fp,x). (I.111)
Clearly, it suffices to consider the expression∫
d3k f (k)ei|k|s[eik·x,W(Fp,x)]ηˆ
∗
σ(h
(s)
j,s
eiγσ′ (v j ,s))Ω
=
∫
d3k f (k)ei|k|s(W(Fp−k,x) −W(Fp,x))eik·xηˆ∗σ′(h(t)j,seiγσ′ (v j ,s))Ω
= W(Fp,x)
∫
d3k f (k)ei|k|s(W(∆Fp,k,x) − 1)eik·xηˆ∗σ′(h(t)j,seiγσ′ (v j ,s))Ω, (I.112)
where we set ∆Fp,k,x := Fp−k,x − Fp,x and we will also write ∆Fp,k := Fp−k − Fp. Using that Fp is
supported in σ ≤ |k| ≤ σ′, setting h(t),γ
j,s
:= h
(t)
j,s
eiγσ(v j ,s), and recalling definition (2.17), we can write
(I.112) = W(Fp,x)
∞∑
ℓ=1
1
ℓ!
∫
d3k f (k)e−
1
2
‖∆Fp,k‖2ei|k|sa∗(∆Fp,k,x)
ℓeik·xηˆ∗σ′(h
(t),γ
j,s
)Ω. (I.113)
Now using again definition (2.17) and making use of the fact that eik·xη∗(p)Ω = η∗(p + k)Ω
eik·xηˆ∗σ(h
(t),γ
j,s
)Ω =
∞∑
m=0
1√
m!
∫
d3q d3mr h
(t),γ
j,s
(q − k) f mq−k,σ(r)a∗(r)m η∗(q − r)Ω. (I.114)
93
Furthermore, it is easy to see that
a∗(∆Fp,k,x)
ℓeik·xηˆ∗σ(h
(t),γ
j,s
)Ω
=
∞∑
m=0
1√
m!
∫
d3q d3(m+ℓ)r˜ h
(t),γ
j,s
(q − k)(∆Fℓq,k f mq−k,σ′)(r˜)a∗(r˜)m+ℓ η∗(q − r˜)Ω (I.115)
=
∞∑
m′=ℓ
1√
(m′ − ℓ)!
∫
d3q d3m
′
r˜ h
(t),γ
j,s
(q − k)(∆Fℓq,k f m
′−ℓ
q−k,σ′)(r˜)a
∗(r˜)m
′
η∗(q − r˜)Ω, (I.116)
where r˜ := (r′, r), r′ are the arguments of ∆Fℓ
q,k
and we set
(∆Fℓq,k f
m′−ℓ
q−k,σ′)(r˜) := ∆Fq,k(r
′
1) . . .∆Fq,k(r
′
ℓ) f
m′−ℓ
q−k,σ′(r). (I.117)
Coming back to (I.113), we can write
(I.113) = W(Fp,x)
∞∑
ℓ=1
1
ℓ!
∞∑
m′=ℓ
1√
(m′ − ℓ)!
∫
d3q d3m
′
r˜ Gℓm′(q, r˜), a
∗(r˜)m
′
η∗(q − r˜)Ω, (I.118)
where
Gℓm′(q, r˜) :=
∫
d3k f (k)ei|k|se−
1
2
‖∆Fq,k‖2h(t),γ
j,s
(q − k)(∆Fℓq,k f m
′−ℓ
q−k,σ′)(r˜). (I.119)
Thus, by Lemma C.1, we have
‖(I.113)‖2 =
∞∑
ℓ=1
1
ℓ!
∞∑
ℓ′=1
1
ℓ′
∞∑
m=ℓ
1√
(m − ℓ)!
∞∑
m′=ℓ′
1√
(m′ − ℓ′)!
×δm,m′m!
∫
d3q d3m r˜ G
ℓ′
m(q, r˜)G
ℓ
m(q, r˜). (I.120)
To conclude, we need to establish suitable decay of (I.119) in s. In more explicit notation, we have
Gℓm(q, r˜) =
∫
d3k ei(|k|−Eq−k,σ′ )s
χ2
[σ′,κ)(k)
|k|2(1 − ek · v j)
e−
1
2
‖∆Fq,k‖2h(t),γ
j
(q − k)(∆Fℓq,k f m−ℓq−k,σ′)(r˜). (I.121)
We set
F˜m,ℓ(q, k, r˜) :=
χ[σ′,κ)(k)
2
|k|2(1 − ek · v j)
e−
1
2
‖∆Fq,k‖2h(t),γ
j
(q − k)(∆Fℓq,k f m−ℓq−k,σ′)(r˜) (I.122)
and decompose Gℓm into the sum of the following two parts
Gℓ,1m (q, r˜) :=
∫
σ′≤|k|≤σS,s
d3k ei(|k|−Eq−k,σ′ )sF˜m,ℓ(q, k, r˜), (I.123)
Gℓ,2m (q, r˜) :=
∫
|k|≥σS,s
d3k ei(|k|−Eq−k,σ′ )sF˜m,ℓ(q, k, r˜), (I.124)
where σS,t := max{σSt , σ′ }.
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First, we consider Gℓ,1m (q, r˜), following the steps of the proof of Lemma F.7. We note that F˜
m
defined in (I.129) plays the role of Fm stated in (F.80). We will check that F˜m satisfies the same
bound as given in (F.81) for Fm, namely for any 0 ≤ |β| ≤ 1,
|∂β
k
F˜m(q, k, r˜)| ≤ cs
((σ′)δλ0 )|β||k|1+|β|
1√
m!
gmσ′(r˜), (I.125)
where cs := c(ε(s)s
−ε)−1. In fact, we have by the boundedness of the second derivative of Eq,σ′
w.r.t. q (cf. Theorem A.1)
∆Fq,k(r
′
i ) := λ
χ[σ,σ′](r
′
i )√
2|r′
i
||r′
i
|
( er′
i
· (∇Eq,σ − ∇Eq−k,σ)
(1 − er′
i
· ∇Eq−k,σ′)(1 − er′
i
· ∇Eq,σ′)
)
= λ
χ[σ,σ′](r
′
i )√
2|r′
i
||r′
i
|
O(|k|), (I.126)
∂
β
k
(∆Fq,k)(r
′
i ) = λ
χ[σ,σ′](r
′
i )√
2|r′
i
||r′
i
|
O(1). (I.127)
Thus by standard arguments (see Theorem A.3 and Lemma F.6) we obtain (I.125). Now the argu-
ments from the proof of Lemma F.7 give
|Gℓ,1m (q, r˜)| ≤
ct
(σ′)δλ0
σSs
s
1√
m!
gmσ′(r˜). (I.128)
Next, we consider Gℓ,2m following the arguments from Lemma F.8. We define
F˜m(q, r˜, |k|, e) := χ˜[σ′,κ)(|k|)
2
(1 − e · v j)
e−
1
2 ‖∆Fq,|k|e‖2h(t),γ
j
(q − |k|e)(∆Fℓq,|k|e f m−ℓq−|k|e,σ′)(r˜), (I.129)
where we chose the spherical coordinates with the z-axis in the direction of q, and set ∂|k|V(|k|, e) :=
e · ∇Eq−|k|e,σ′ + 1. We introduce
f˜ σS,s(e) :=
F˜m(q, r˜, |k|, e)
∂|k|V(|k|, e)
∣∣∣|k|=σS,s , f˜|k|(e) := ∂|k|
(
F˜m(q, r˜, |k|, e)
∂|k|V(|k|, e)
)
. (I.130)
It is easy to verify the following bounds which correspond to (F.95), (F.97)
| f˜ σS,s(e)| ≤ c√
m!
gmσ′(r˜), |∂θ f˜ σS,s(e)| ≤
cs
(σ′)δλ0
1√
m!
gmσ′(r˜), (I.131)
| f˜|k|(e)| ≤
1
(σ′)δλ0
cs√
m!
gmσ′(r˜), |∂θ f˜|k|(e)| ≤
1
(σ′)δλ0
c1,s√
m!
gmσ′(r˜), (I.132)
where c1,s := c((ε(s)s
−ε)−2 + s1−α). Thus the arguments from the proof of Lemma F.8 give
|Gℓ,2m (q, r˜)| ≤
c2s
(σ′)δλ0
(
(σSs )
δ
s
+
1
(σSs )
1+δs2
)
1√
m!
gmσ′(r˜). (I.133)
Coming back to (I.120) and using (I.133), (I.128) and the fact thatGℓm(q, r˜) are compactly supported
in q, we obtain using Lemma D.5
‖(I.113)‖ ≤ c
2
s
(σ′)δλ0
(
(σSs )
δ
s
+
1
(σSs )
1+δs2
)
(I.134)
for any 0 < δ < (α−1 − 1). This concludes the proof. 
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