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The Minkowski sum of edges corresponding to the column vectors
of a matrix A with real entries is the same as the image of a unit
cube under the linear transformation deﬁned by A with respect to
the standard bases. The geometric object obtained in this way is
a zonotope, Z(A). If the columns of the matrix are linearly inde-
pendent, the object is a parallelotope, P(A). In the ﬁrst section, we
derive formulas for the volume ofP(A) in various ways as
√
ATA, as
the square root of the sum of the squares of the maximal minors of
A, and as the product of the lengths of the edges of P(A) times the
square root of the determinant of the matrix of cosines of angles
between pairs of edges. In the second section, we use the volume
formulas to derive real-case versions of several well-known de-
terminantal inequalities—those of Hadamard, Fischer, Koteljanskii,
Fan, and Szasz—involving principal minors of a positive-deﬁnite
Hermitianmatrix. In the last section,we consider zonotopes, obtain
a new proof of the decomposition of a zonotope into its generating
parallelotopes, and obtain a volume formula for Z(A).
© 2010 Elsevier Inc. All rights reserved.
0. Introduction
How does one compute the volume of a parallelotope? For an n-parallelotope in real Euclidean n-
space, the answer is easy. The volume is just the absolute value of the determinant of thematrixwhose
columnsare thevectors generating theparallelotope. This is about as familiar a geometric fact involving
determinants as there is. Determinantal formulas for the volumes of k-parallelotopes in n-space and
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for the related n-zonotopes in k-space are also known but perhaps not as well-known as they deserve
to be. Still other determinantal formulas and inequalities relate volumes of various sub-parallelotopes
to each other. Indeed, many algebraic relationships involving determinants are illuminated by their
correspondence with volumes of parallelotopes or zonotopes.
Why are determinants and parallelotopes so intimately connected in the ﬁrst place? One answer
is that the oriented volume of an n-parallelotope in n-space and the determinant are each the unique
alternating, multilinear function of the generating vectors taking the value 1 on the identity matrix or
unit cube (see [9] for details). In other words, the volume of a parallelotope is the geometric embod-
iment of the determinant. Many determinantal formulas stem from this one observation. Our goal in
this article is to explore in a fresh way the interplay between volumes and determinantal formulas.
Our main theme will be that the geometry often explains or gives insight into the algebra.
The objects of our study, parallelotopes and zonotopes, can be thought of as the images of unit
cubes under linear transformations. In particular, if we take the unit cube positioned along the axes
in Rk and consider A to be a real n × k matrix deﬁning a linear transformation with respect to the
standard bases, then the image of the unit k-cube under A is the set
{∑
tiai|0 ti  1
}
generated
by the columns of A. If the columns are independent, we get a parallelotope P(A) or P(a1, . . . , ak)
in Rn. If they are dependent, we get a zonotope Z(A) or Z(a1, . . . , ak) in Rn. Thus, parallelotopes
are generated by the independent columns of tall, thin matrices and are the skewed, stretched, or
shrunken images of cubes. They are the natural generalization of two-dimensional parallelograms and
three-dimensional parallelepipeds.1 Zonotopes are generated by matrices with dependent columns
such as short, fat matrices and may be thought of as ﬂattened images of cubes.2 A parallelotope or
zonotope deﬁned by columns of a matrix may also be described as the Minkowski sum of segments
{tiai|0 ti  1} that represent the generating edges of the parallelotope or zonotope. (The Minkowski
sum of S1, . . . , Sk ⊂ Rn is the set {s1 + · · · + sk|si ∈ Si}.)
Given a parallelotope P(A), there is an associated zonotope Z(AT ) (not to be confused with the
associated zonotope in the sense of Shephard andMcMullen [11]). Aswe shall see, thematricesATA and
AAT will be involved in thecomputationof thevolumesofP(A)andZ(AT ). This shouldnotbe surprising
since these matrices consist of the dot products that determine the lengths of the generating vectors
and the angles between them, and hence they carry most of the information about the geometric
shape of the parallelotope or zonotope. We call ATA the shape matrix of parallelotope P(A) and AAT
the shape matrix of zonotope Z(AT ). In the literature, these are also called Gram matrices (see [3]).
Shape matrices have been considered in numerous other contexts, notably in [8], but they have not
receivedmuch attention as the carriers of information about a parallelotope or zonotope. The interplay
between a generating matrix and its shape matrix will be a key link between the geometry of these
objects and the related algebra.
In the ﬁrst of three sections that follow, we look at the structure of and give volume formulas for
parallelotopes. In the second section, we interpret selected determinantal inequalities for positive-
deﬁnite real symmetric matrices as inequalities involving faces of parallelotopes and we give new
proofs of these inequalities. And in the ﬁnal section, we present a new proof for the decomposition
and volume of a zonotope in terms of its generating parallelotopes.
1. Volumes of parallelotopes
First, wemake some comments about the computation of volumes of parallelotopes. Let rank(A) =
k and consider the parallelotopeP(A) = P(a1, . . . , ak). The sub-parallelotopes ofP(A) determined by
subsets of generating vectors are called generating faces. Additional copies of these faces obtained by
translation using sums of other generating vectors comprise the remaining faces of the parallelotope.
Proper faces of maximal dimension, deﬁned by all but one of the generating vectors, come in k pairs
1 Note the difference in spelling between parallelogram and parallelotope on the one hand and parallelepiped on the other. The
middle ‘e’ of parallelepiped results from its description in Greek as parallel ‘epipedos’, planes.
2 For those who want vivid pictures of zonotopes, we recommend the web sites [7,10,13].
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and are called facets of the parallelotope. For example,P(a2, . . . , ak) and a1 + P(a2, . . . , ak) are a pair
of opposite facets. The cross-sections {ta1 + v | v ∈ P(a2, . . . , ak), t ∈ [0, 1]} sandwiched between
these facets are mutually congruent and their union is P(A), thus making P(A) a prism with base
P(a2, . . . , ak) and height equal to ‖v1‖. The vector v1 is the component of a1 that is perpendicular to
span(a2, . . . , ak)and is computedby takinga1minus itsprojectiononto thesubspacespan(a2, . . . , ak),
so that v1 = a1 − proj(a1; a2, . . . , ak). The k-volume of P(A) is then the (k − 1)-volume of the base
times the height; that is, volk(P(a1, . . . , ak)) = ‖v1‖volk−1(P(a2, . . . , ak)). Continuing the process
for successively lower-dimensional faces to a 1-dimensional edge, we obtain volk(P(a1, . . . , ak)) =
‖v1‖ · · · ‖vk‖. Since ‖vi‖ ‖ai‖, it follows that volk(P(a1, . . . , ak)) ‖a1‖ · · · ‖ak‖, with equality
holding if and only if the generating vectors are mutually orthogonal. Note that the value of each vi
depends on the aj ’s that precede it in the sequential computation. Of course there are many choices
for the ordering of the aj ’s, and therefore many different sequences of vi’s. All, however, produce the
same volume.
Since the shape matrix contains complete information about the size and shape of a parallelotope,
it is reasonable to expect that it plays a role in computing volume.
Proposition 1.1. When A is n × k and rank(A) = k, then volk(P(A)) =
√
det(ATA).
Proof
det(ATA) = det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
a
T
1
a
T
2
...
a
T
k
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
[
a1 a2 · · · ak
]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= det
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
v
T
1
a
T
2
...
a
T
k
⎤⎥⎥⎥⎥⎥⎥⎥⎦
[
v1 a2 · · · ak
]
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (1)
= det
⎡⎢⎢⎢⎢⎢⎣
v1 · v1 0
0
⎡⎢⎢⎢⎣
a
T
2
...
a
T
k
⎤⎥⎥⎥⎦ [a2 · · · ak ]
⎤⎥⎥⎥⎥⎥⎦ (2)
= (v1 · v1)det
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
a
T
2
...
a
T
k
⎤⎥⎥⎥⎦ [a2 · · · ak]
⎞⎟⎟⎟⎠ (3)
= · · · = ‖v1‖2 · · · ‖vk‖2 (4)
= (volk(P(A)))2. (5)
Eq. (1) follows from the observation that v1 differs from a1 by a linear combination of a2, . . . , ak
and from the general fact that the operation of adding one row (or column) of a matrix to another
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row (or column) does not change the determinant. (Let E be the elementary matrix of a row operation
on A. Then det((EA)B) = det(E(AB)) = det(E) det(AB) = det(AB). Likewise for a column operation
on B.) Eq. (2) follows since v1 is orthogonal to a2, . . . , ak . Eq. (3) follows from a simple property of
determinants. Eq. (4) results from k applications of the process. And (5) follows from the deﬁnition of
the volume of a parallelotope. 
Here is anotherproof that isnot as elementaryas thepreviousone in that it uses theQR-factorization
of a matrix and the fact that the volume of a k-parallelotope in Rk is the absolute value of the deter-
minant of its generating vectors. It does, however, have the advantage of being more in keeping with
the deﬁnition of a parallelotope as the linear image of a unit cube.
Alternate Proof. Rank(A) = k, so A = QR where Q is n × k with orthonormal columns and R is
k × k, nonsingular, and upper triangular. The transformation R therefore takes the unit cube in Rk
to a parallelotope in Rk with volume | det(R)|, and Q takes that parallelotope into P(A) in Rn. As
Q preserves length, angle, and hence also volume, we immediately conclude vol(P(A)) = | det(R)|,
which in turn equals
√
det(RTR) =
√
det(RTQTQR) =
√
det(ATA). 
The following two corollaries give useful formulas for the evaluation of det(ATA). For the ﬁrst we
deﬁne
Ck(A) =
⎡⎢⎢⎢⎣
1 c12 · · · c1k
c12 1 · · · c2k
...
...
. . .
...
c1k c2k · · · 1
⎤⎥⎥⎥⎦ ,
where cij = ai·aj‖ai‖‖aj‖ = cos θij and θij is the angle between ai and aj .
Corollary 1.2. WhenA isn × kand rank(A) = k, thenvolk(P(a1, . . . , ak)) = ‖a1‖ · · · ‖ak‖
√
det Ck(A).
Proof. The formula follows from Proposition 1.1 and linearity of the determinant in each of its rows
and columns:
volk(P(a1, . . . , ak))
2 = det(ATA) = det
⎡⎢⎢⎣
a1 · a1 · · · a1 · ak
...
. . .
...
ak · a1 · · · ak · ak
⎤⎥⎥⎦
= ‖a1‖ · · · ‖ak‖det
⎡⎢⎢⎢⎢⎢⎣
a1·a1
‖a1‖ · · ·
a1·ak
‖a1‖
...
. . .
...
ak·a1
‖ak‖ · · ·
ak·ak
‖ak‖
⎤⎥⎥⎥⎥⎥⎦
= ‖a1‖2 · · · ‖ak‖2det
⎡⎢⎢⎢⎢⎢⎣
a1·a1
‖a1‖‖a1‖ · · ·
a1·ak
‖a1‖‖ak‖
...
. . .
...
ak·a1
‖ak‖‖a1‖ · · ·
ak·ak
‖ak‖‖ak‖
⎤⎥⎥⎥⎥⎥⎦
= ‖a1‖2 · · · ‖ak‖2det Ck(A). 
From this we obtain formulas for the area of a parallelogram (k = 2) and the volume of a paral-
lelepiped (k = 3):
area(P(a1, a2)) = ‖a1‖‖a2‖
√
det
[
1 c12
c12 1
]
= ‖a1‖‖a2‖
√
1 − (c12)2
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= ‖a1‖‖a2‖| sin θ12|;
vol3(P(a1, a2, a3)) = ‖a1‖‖a2‖‖a3‖
√√√√√det
⎡⎣ 1 c12 c13c12 1 c23
c13 c23 1
⎤⎦
= ‖a1‖‖a2‖‖a3‖
√
1 + 2c12c13c23 − (c12)2 − (c13)2 − (c23)2.
Referring back to the formulation of volume given in the ﬁrst paragraph of this section, we can write
volk(P(a1, . . . , ak)) = ‖v1‖ · · · ‖vk‖ = ‖a1‖ · · · ‖ak‖γ1 · · · γk where γi = ‖vi‖/‖ai‖ is the cosine of
the angle between vi and ai. Comparing this formula with the formula from the corollary shows that√
det Ck(A) = γ1 · · · γk , which relates the direction cosines γi of the angles between pairs of vectors
vi and ai to the cosines cij of the angles between deﬁning vectors ai and aj . (For an earlier treatment
of such matrices, see [12, pp. 119–123].)
For the next corollarywe need the Binet–Cauchy identity. Let B be k × n andA be n × kwhere k n.
Let Bj1 ,..., jk be the k × k submatrix of B that consists of columns j1, . . . , jk , and let Aj1 ,..., jk be the k × k
submatrixofA that consistsof rows j1, . . . , jk . Thendet(BA) = ∑1 j1<···<jk  n det(Bj1 ,..., jk) det(Aj1 ,..., jk)
(see for example [1]).
Corollary 1.3. When A is n × k and rank(A) = k, then volk P(A) =
√∑
1 j1<···<jk  n(det(Aj1 ,..., jk))2.
Proof. The formula follows from Proposition 1.1 and the Binet–Cauchy identity with B = AT :
(volk(P(A)))2 = det(ATA)
= ∑
1 j1<···<jk  n
det((AT )j1 ,..., jk)det(Aj1 ,..., jk)
= ∑
1 j1<···<jk  n
(det(Aj1 ,..., jk))
2. 
This formula has an interesting geometric interpretation. Since Aj1 ,..., jk can be obtained from A by
orthogonal projection of Rn onto the k-dimensional subspace determined by rows j1, . . . , jk of the
matrix, (det(Aj1 ,...jk))
2 is the square of the volume of the projection of P(A) onto this subspace. The
formula says that the square of the volume of P(A) equals the sum of the squares of the volumes of all
orthogonal projections of P(A) onto k-dimensional subspaces of Rn. For example, the square of the
area of a parallelogram inR3 equals the sum of the squares of the areas of projections onto the three
coordinate planes:
area
⎛⎝P
⎡⎣a11 a12a21 a22
a31 a32
⎤⎦⎞⎠2 = area(P [a11 a12
a21 a22
])2
+ area
(
P
[
a11 a12
a31 a32
])2
+ area
(
P
[
a21 a22
a31 a32
])2
.
Although the R3 version is completely obvious algebraically (a calculus student could compute the
area using a cross product and see the relationship), the geometric interpretation in terms of the areas
of projected “shadow” parallelograms is worth noting. In higher dimensions, more projections are
required. For instance, the square of the area of a parallelogram inR4 equals the sum of squares of the
areas of six parallelograms projected onto different coordinate planes.
We can also extend the deﬁnition of the cross product to sequences of vectors a1, . . . , an−1 ∈ Rn
in a way that is consistent with the formula of this corollary. (For treatment of such generalized
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cross-products see [3] or [4].) Let f be the linear transformation from Rn to R deﬁned for x ∈ Rn by
f (x) = det[a1, . . . , an−1, x]. The image of x can then be written as f (x) = c
T
x for a unique vector c
(which corresponds to thematrix of the transformation).We deﬁne the cross product×(a1, . . . , an−1)
tobe thevectorc. It is clearlyorthogonal to thedeﬁningvectorsa1, . . . , an−1, and its components canbe
computed explicitly using a Laplace expansion of det[a1, . . . an−1, x]with respect to the last column:
det[a1, . . . , an−1, x] =
∑
i(−1)i+n det(Ai)xi where Ai is formed from A = [a1, . . . , an−1] by omitting
the ith row. It follows that ci = (−1)i+n det(Ai), and so ‖c‖2 = ∑i c2i = ∑i(det(Ai))2. Therefore, in
view of Corollary 1.3,
volk(P(a1, . . . , an−1)) = ‖ × (a1, . . . , an−1)‖.
We close the section by answering the question: how does the injective linear map deﬁned by an
n × k matrix Awith independent columns transform the volume of a subset ofRk? Since A takes the
unit cube in Rk to a parallelotope in Rn with k-volume
√
det(ATA), it must take any -cube in Rk to
a parallelotope in Rn with k-volume scaled by
√
det(ATA). By a standard well-known argument, the
same can then be said for the image under A of any volume in Rk . That is, A takes any k-measurable
set inRk to a k-measurable set inRn with volume scaled by the factor
√
det(ATA).
2. Determinantal inequalities and parallelotopes
The volume relationship given in the ﬁrst paragraph of Section 1 can be stated as
volk(P(a1, . . . , ak)) = ‖v1‖ · · · ‖vk‖ ‖a1‖ · · · ‖ak‖ (*)
where each vj is the component of aj perpendicular to span(aj+1, . . . , ak) ⊆ Rn. Inequality (∗) says
that the volume of a parallelotope is less than or equal to the product of the lengths of its gener-
ating vectors. If the number of vectors is n, then A = [a1, . . . , an] is square and the left side of (∗)
becomes voln(P(A)) =
√
det(ATA) =
√
(det(A))2 = |det(A)|. In this form, the inequality is known as
Hadamard’s inequality:
|det(A)| ‖a1‖ · · · ‖an‖.
IfM = (mij) is a symmetric positive-deﬁnite k × kmatrix, there is another inequality that is often
also called Hadamard’s inequality:
det(M)m11 · · ·mkk.
It too can be derived from (∗), as follows. M is symmetric and positive-deﬁnite and so can be writ-
ten as M = ATA where A is some n × k matrix with independent columns and n k is arbitrar-
ily chosen. Inequality (∗) then becomes det(M) = det(ATA) = (volk(P(A)))2  ‖a1‖2 · · · ‖ak‖2 =
(a1 · a1) · · · (ak · ak) = m11 · · ·mkk .
We have just derived two well-known determinantal inequalities of Hadamard from a natural
geometric observation concerning parallelotopes.We shall see it is possible to derive other inequalities
from similar geometric properties of parallelotopes. The ones we consider come from a collection of
well-studied determinantal inequalities involving principalminors of positive-deﬁnite Hermitianma-
trices. (A principal minor is the determinant of a submatrix whose main diagonal lies on the principal
diagonal of the original matrix.) We will consider real, symmetric versions of inequalities stated in
various forms in [2,5,14].
Let S, T ⊆ {1, . . . , k} be index sets, let Sc be the index set complementary to S in {1, . . . , k}, let
M = (mij) be a symmetric, positive-deﬁnite k × k matrix, and let MS denote the principal submatrix
of M lying in the rows and columns speciﬁed by S. For the empty set, M∅ is deﬁned to be the 1×1
identity matrix. The following inequalities then hold:
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detM m11 · · ·mkk, (Hadamard)
detM  detMS detMSc , (Fischer)
detM 
detMS detMT
detMS∩T
, S ∪ T = {1, . . . , k}, (Koteljanskii)
detM  detMS
∏
j∈Sc
detMS∪{j}
detMS
, (Fan)
⎛⎝ ∏
|S|=j+1
detMS
⎞⎠
(
k − 1
j − 1
)

⎛⎝ ∏
|T|=j
detMT
⎞⎠
(
k − 1
j
)
. (Szasz)
There aremanyderivationsof these inequalities. There are also clear implications among them, such
asKoteljanskii⇒ Fischer⇒Hadamard. (The reverse implicationshave alsobeen shown tohold, in [5].)
While others have recognized the relationship between some of the inequalities and parallelotopes,
what is new is our emphasis on how the inequalities follow from simple, almost obvious properties of
parallelotopes.
We begin derivation of these inequalities by recasting them as equivalent statements about paral-
lelotopes. In the ﬁrst place, note that since exchanging rows and corresponding columns ofM does not
change itsdeterminant,wecan in full generality take indexsets tobeconsecutivelyorderedwhenever it
is convenient to do so. Furthermore, sinceM is symmetric positive-deﬁnite, we have already remarked
that it can be written as M = ATA where A is n × k with independent columns. Let AS denote the
submatrix of A consisting of the columns indexed by S (not to be confused withMS introduced above).
We thenhavedet(MS) = det((AS)T (AS)) = vol(P(AS))2. Thedeterminantal inequalities can therefore
be expressed as inequalities involving volumes of parallelotopes and their faces. Assume a1, . . . , ak
are k independent vectors inRn. Then
volk(P(a1, . . . , ak)) ‖a1‖ · · · ‖ak‖, (Hadamard)
volk(P(a1, . . . , ak)) volj−1(P(a1, . . . , aj−1))volk−j+1(P(aj , . . . , ak)), (Fischer)
volk(P(a1, . . . , ak))
voli(P(a1, . . . , ai))volk−j+1(P(aj , . . . , ak))
voli−j+1(P(aj , . . . , ai))
, j i, (Koteljanskii)
volk(P(a1, . . . , ak)) volk−j+1(P(aj , . . . , ak))
j−1∏
i=1
volk−j+2(P(ai, aj , . . . , ak))
volk−j+1(P(aj , . . . , ak))
, (Fan)
⎛⎝∏
all σ
volj+1P(aσ(1), . . . , aσ(j+1))
⎞⎠
(
k − 1
j − 1
)

⎛⎝∏
all τ
voljP(aτ(1), . . . , aτ(j))
⎞⎠
(
k − 1
j
)
, (Szasz)
where σ : Sj+1 → Sk and τ : Sj → Sk are 1-to-1 order preserving maps and Si = {1, . . . , i}.
When written as above, these inequalities have simple and natural geometric interpretations. As
we have already seen, Hadamard’s inequality says that the volume of a parallelotope is less than or
equal to the product of the lengths of its generating vectors. Fischer’s says the volume is less than or
equal to the product of the volumes of any two complementary faces. Koteljanskii’s says essentially the
same thing for any two arbitrary faces taking into account their overlap. And Fan’s says the volume is
less than or equal to the volume of one face times the product of the lengths of the components of the
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complementary generating vectors perpendicular to it. Finally, Szasz’s inequality relates products of
volumes of faces to each other in consecutive dimensions. In highest dimension k, for example, Szasz’s
says the (k − 1)’st power of the volume of a parallelotope is less than or equal to the product of the
volumes of its generating facets.
The proofs of the inequalities that we now give are also strongly geometric in character. First some
notation. Let U be a set of independent vectors and perp(a;U) be the component of the vector a
perpendicular to span(U). In the notation of Section 1, perp(a;U) = a − proj(a;U). The arguments
to be given will depend upon two key properties of perp:
(1) If U ⊂ W , then ‖perp(a;W)‖ ‖perp(a;U)‖.
(2) volk+1(P(a, U)) = ‖perp(a;U)‖volk(P(U)).
Theﬁrstproperty followsbecause‖perp(a;U)‖ = mins∈span(U) ‖a − s‖mint∈span(W) ‖a − t‖ =
‖perp(a;W)‖. In otherwords, ifU ismade smaller, then‖perp(a;U)‖ ismade larger. The secondprop-
erty follows from the computational deﬁnition of volume of a parallelotope that was given in Section
1. We can now proceed with the proofs. Each one, except the proof of Szasz’s inequality, begins with
the equality volk(P(a1, . . . , ak)) = ‖v1‖ · · · ‖vj−1‖volk−j+1(P(aj , . . . , ak)) written in perp notation.
Proof of Fischer’s Inequality
volk(P(a1, . . . , ak))
= ‖perp(a1; a2, . . . , ak)‖‖perp(a2; a3, . . . , ak)‖
· · · ‖perp(aj−1; aj , . . . , ak)‖volk−j+1(P(aj , . . . , ak))
 ‖perp(a1; a2, . . . , aj−1)‖‖perp(a2; a3, . . . , aj−1)‖
· · · ‖aj−1‖volk−j+1(P(aj , . . . , ak))
= volj−1(P(a1, . . . , aj−1))volk−j+1(P(aj , . . . , ak)). 
Proof of Koteljanskii’s Inequality
volk(P(a1, . . . , ak))
= ‖perp(a1; a2, . . . , ak)‖‖perp(a2; a3, . . . , ak)‖
· · · ‖perp(aj−1; aj , . . . , ak)‖volk−j+1(P(aj , . . . , ak))
 ‖perp(a1; a2, . . . , ai)‖‖perp(a2; a3, . . . , ai)‖
· · · ‖perp(aj−1; aj , . . . , ai)‖volk−j+1(P(aj , . . . , ak))
= ‖perp(a1; a2, . . . , ai)‖‖perp(a2; a3, . . . , ai)‖
· · · voli−j+2(P(aj−1, . . . , ai))
voli−j+1(P(aj , . . . , ai))
volk−j+1(P(aj , . . . , ak))
= voli(P(a1, . . . , ai))
voli−j+1(P(aj , . . . , ai))
volk−j+1(P(aj , . . . , ak)). 
Proof of Fan’s Inequality
volk(P(a1, . . . , ak))=‖perp(a1; a2, . . . , ak)‖‖perp(a2; a3, . . . , ak)‖
· · · ‖perp(aj−1; aj , . . . , ak)‖volk−j+1(P(aj , . . . , ak))
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 ‖perp(a1; aj , . . . , ak)‖‖perp(a2; aj , . . . , ak)‖
· · · ‖perp(aj−1; aj , . . . , ak)‖volk−j+1(P(aj , . . . , ak))
= volk−j+2(P(a1, aj , . . . , ak))
volk−j+1(P(aj , . . . , ak))
volk−j+2(P(a2, aj , . . . , ak))
volk−j+1(P(aj , . . . , ak))
· · · volk−j+2(P(aj−1, aj , . . . , ak))
volk−j+1(P(aj , . . . , ak))
volk−j+1(P(aj , . . . , ak)). 
Proof of Szasz’s Inequality
Rewrite the inequality as:
⎛⎝∏
all σ
volj+1 P(aσ(1), . . . , aσ(j+1))
⎞⎠
(
k − 1
j − 1
)
=
(∏
σ
‖perp(aσ(1); aσ(2), . . . , aσ(j+1))‖ ‖perp(aσ(2); aσ(3), . . . , aσ(j+1))
‖ · · · ‖perp(aσ(j); aσ(j+1))‖ ‖aσ(j+1)‖
)(k − 1
j − 1
)

⎛⎝∏
all τ
volj P(aτ(1), . . . , aτ(j))
⎞⎠
(
k − 1
j
)
=
(∏
τ
‖perp(aτ(1); aτ(2), . . . , aτ(j))‖ ‖perp(aτ(2); aτ(3), . . . , aτ(j))
‖ · · · ‖perp(aτ(j−1); aτ(j))‖ ‖aτ(j)‖
)(k − 1
j
)
.
To establish the inequality, note that simple counting shows there are the same number of factors
on each side and that the number of factors involving perpendicular components of a particular
ai, 1 i k, are the same. Every set {aτ(1), . . . , aτ(j)} containing ai can be obtained by omitting one
of the other elements from a set {aσ(1), . . . , aσ(j+1)}. After omitting aσ(t0), for example, aτ(t) = aσ(t)
for t = 1, . . . , t0 − 1 and aτ(t) = aσ(t+1) for t = t0 + 1, . . . , j + 1. So, if ‖perp(aσ(l); aσ(l+1), . . . ,
aσ(j+1))‖ is a factor from the left-hand side of the inequality with aσ(l) = ai, the corresponding factor
from the right-hand side will be ‖perp(aτ(l−1); aτ(l), . . . , aτ(j))‖ or ‖perp(aτ(l); aτ(l+1), . . . , aτ(j))‖
depending on whether t0 < l, or t0 > l. In the ﬁrst case, ‖perp(aσ(l); aσ(l+1), . . . , aσ(j+1))‖ =
‖perp(aτ(l−1); aτ(l), . . . , aτ(j))‖, while in the second, ‖perp(aσ(l); aσ(l+1), . . . , aσ(j+1))‖
‖perp(aτ(l); aτ(l+1), . . . , aτ(j))‖. As one of these relationships holds for every pair of corresponding
factors, the entire left-hand side of the inequality is less than or equal to the right-hand side. 
The inequalities become equalities if and only if the following conditions hold.
Hadamard: a1, . . . , ak are mutually orthogonal.
Fischer: span(a1, . . . , aj−1) ⊥ span(aj , . . . , ak).
Koteljanskii: span(a1, . . . , ai) ⊥ span(ai+1, . . . , ak) or span(a1, . . . , aj−1) ⊥ span(aj , . . . , ak).
Fan: span(a1, . . . , aj−1) ⊥ span(aj , . . . , ak) and a1, . . . , aj−1 are mutually orthogonal.
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Szasz: a1, . . . , ak are mutually orthogonal.
We can show these conditions are necessary and sufﬁcient by using the following two additional
properties of perp(a;U).
(3) If U ∩ V = ∅ and span(a, U) ⊥ span(V), then perp(a;U ∪ V) = perp(a;U).
(4) IfU ∩ V =∅andahasanonzerocomponent inspan(V), then‖perp(a;U ∪ V)‖ < ‖perp(a;U)‖.
We leaveveriﬁcationofproperties (3) and (4) to the reader. If theconditions forequality statedabove
hold, then (3) ensuresevery inequality appearing in theproofs is actually anequality. If oneof thecondi-
tions is violated, then (4) ensures the corresponding inequalitywill be strict. For example, consider Fis-
cher’s inequality. If the condition for equality holds, then by (3), we have perp(a1; a2, . . . , aj−1, aj , . . . ,
ak) = perp(a1; a2, . . . , aj−1). In a similarmanner, all theother inequalities are equalities. If the Fischer
condition is violated, then by renumbering, it is enough to suppose that a1 has a component in
span(aj , . . . , ak). In that case, by (4), we have perp(a1; a2, . . . , aj−1, aj , . . . , ak) < perp(a1; a2, . . . ,
aj−1) and the equality is strict.
3. Volumes of zonotopes
Recall from the introduction that a zonotope deﬁned by an n × kmatrix A = (a1, . . . , ak) is the set{∑
tiai|0 ti  1
}
⊂ Rn and is denoted by Z(a1, . . . , ak) or Z(A). The vectors a1, . . . , ak are called
the generating vectors of the zonotope. A zonotope is of rank r if rank(A) = r  k. If rank(A) = k, it is a
parallelotope and is denoted by P(a1, . . . , ak) or P(A). It follows from the deﬁnition that a zonotope
is the linear image of a unit cube. Since cubes are convex, centrally symmetric, and the convex hulls
of ﬁnite point sets, zonotopes are convex, centrally symmetric polytopes. As polytopes, they are also
ﬁnite intersections of half-spaces (the Minkowski–Weyl theorem, or main Theorem 1.1 of [15]).
The generating faces of a rank r zonotope Z(a1, . . . , ak) are all subsets of the form Z(aj1 , . . . , ajs)
with 1 s r and 1 j1 < · · · < js  k. Those generating faces for which s = r are called generating
subzonotopes. Those forwhich s = r − 1 are called generating facets. Note that a generating facetmight
be part of the boundary of a generating subzonotope and yet not part of the boundary of the zonotope
itself. Note also that at least one of the generating subzonotopes will be a parallelotope. A zonotope is
full if all of its generating subzonotopes are parallelotopes—in other words, if all subsets consisting of
r of the generating vectors a1, . . . , ak are independent.
A translated copy of a generating face is the face itself plus some of the generating vectors that were
not used to deﬁne the face. Our goal will be to prove that every zonotope has a proper decomposition,
meaning that it can be expressed as the union of single, translated copies of its generating subzono-
topes, and these intersect only in lower-dimensional faces. It will follow that the volume of a zonotope
is the sum of the volumes of those of its generating subzonotopes that are parallelotopes. We begin
with the following description of the boundary of a full zonotope of maximal rank.
Lemma 3.1. The boundary of a full zonotope of rank n in Rn consists of symmetrically opposite pairs of
translations of its generating facets, each used exactly once.
Proof. Let Z(A) = Z(a1, . . . , ak) be a full zonotope of rank n inRn. View Z(A) as the non-redundant
intersection of half-spaces, and let H be one of the corresponding supporting hyperplanes with
vH normal to H pointing into the half-space containing Z(A). Relabel the generating vectors as
a
0
1, . . . , a
0
p−1, a
−
p , . . . , a
−
q , a
+
q+1, . . . , a
+
k with superscripts designating those generators with zero,
negative, and positive projections on vH. Points in the zonotope that belong to H are points that
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have been translated farthest in the direction opposite to vH and so are of the form t1a
0
1 + · · · +
tp−1a
0
p−1 + a
−
p + · · · + a
−
q , 0 ti  1. All such points form the bounding facet of the zonotope con-
tained inH, so p = n. The facet can therefore be written as P(a01, . . . , a
0
n−1) + a
−
n + · · · + a
−
q , which
shows that it is a translated copy of the generating facet P(a01, . . . , a
0
n−1). By the same argument,
P(a01, . . . , a
0
n−1) + a
+
q+1 + · · · + a
+
k is also on the boundary and is the symmetrically opposite trans-
lated copy of the same generating facet. The entire boundary therefore consists of symmetrically
opposite pairs of translated copies of generating facets. Z(A) is full, so supporting hyperplanes con-
taining different pairs of bounding facets are mutually transverse—that is, they intersect without
coinciding.
It remains to show that a translated copy of each generating facet F = P(aj1 , . . . , ajn−1) actually
appearson theboundary. LetvF benormal toF , and letaF− be thesumof thosegeneratingvectorswith
negative projections on vF . Then F− = F + aF− is extremal within the zonotope whenmeasured in
the direction of vF and is therefore on the boundary. The same is true for F+ = F + aF+ . 
We next consider the visible surface of a zonotope deﬁned by a particular ﬁxed direction vector
v ∈ Rn. A point x in the zonotope is visible with respect to v if the ray lv,x = {x + tv| − ∞ < t  0}
in the direction of v and ending at x meets the zonotope only at x. All such points form the visible
surface of the zonotope with respect to v. A visible surface of a zonotope has a natural decomposition
into a union of translated copies of the generating facets of the zonotope. Fig. 1 illustrates the visible
surface and the settings of both the previous and the next lemmas in the case where the direction
vector is transverse to all supporting hyperplanes of the zonotope—that is, where the line generated
by v intersects all of the supporting hyperplanes without lying in any of them.
Lemma 3.2. The natural decomposition of a visible surface of a full zonotope of rank n in Rn is the union
of translates of its generating facets, each used exactly once.
Proof. Consider a direction v deﬁning a visible surface of a full zonotope. By Lemma 3.1, it is enough
to show for each pair of translated copies of a generating facet on the boundary of the zonotope that
when the bounding facets are transverse to v, then one of them is visible with respect to v and the
other is not. (When the bounding facets are not transverse to v, they appear “on edge" as part of the
visible surface and so as lower-dimensional bounding faces of some of the other facets of the visible
surface. For such facets, it sufﬁces to formally count one copy as part of the visible surface.)
Fig. 1.
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Given a transverse pair of supporting hyperplanes, any ray parallel to v will hit one hyperplane
ﬁrst and the other second. Label the hyperplanes H1 and H2 and the translated copies of a generating
facet they contain F1 and F2. As the zonotope is trapped between the hyperplanes, a transverse ray
lv,x ending at a point in F1 or F2 will hit one hyperplane, sayH1, at the same time it hits the zonotope.
The intersection of the zonotope with H1, namely, the facet F1, is therefore visible with respect to v.
To show that the other translated facet is not visible, let y be an interior point of the (n − 1)-
dimensional facetF2.Half of a sufﬁciently smalln-ball centeredatymust thenbecompletely contained
in the zonotope. The zonotope and the ray lv,y lie on the same side ofH2, so the ray must pass through
points of the half-ball before it reaches y, which therefore cannot be visible. 
In the following, we make use of the (n + 1) × k generalized Vandermonde matrix deﬁned by V =
(mij)wheremij = abji with 1 a1 < · · · < an+1 and 0 b1 < · · · < bk increasing sequences of reals.
We need only the property that every square submatrix of V is nonsingular (see [6]).
Proposition 3.3. Every zonotope has a proper decomposition.
Proof. Initially, we will consider only zonotopes of rank n in Rn. Embed a copy of such a zonotope,
Z(A), into Rn+1 simply by adding a row of zeros at the bottom of matrix A. Call the new matrix A˜
and the embedded copy of the zonotope, Z (˜A). We will show that this embedded copy has a proper
decomposition.
Form the matrix B(t) = A˜ + tV where V is an (n + 1) × k generalized Vandermonde matrix.
Any maximal square submatrix of B(t) has the form A˜j1 ,..., jn+1 + tVj1 ,..., jn+1 consisting of columns
j1, . . . , jn+1 frommatrices A˜andV . Thedeterminantof suchasubmatrix, det(˜Aj1 ,..., jn+1 + tVj1 ,..., jn+1) =
(det(Vj1 ,..., jn+1)t
n + lower degree terms, is a non-constant polynomial in t and hence has only ﬁnitely
many zeros.Wemay therefore choose δ > 0 so that this determinant is nonzerowhenever 0 < t < δ.
As there are only a ﬁnite number ofmaximal square submatrices of B(t), we can then take δ sufﬁciently
small so that all of these submatrices are nonsingular for 0 < t < δ. In other words, Z(B(t)) is a full
zonotope for 0 < t < δ.
If we let t → 0, the generating vectors ofZ(B(t)) tend to the generating vectors ofZ (˜A), soZ(B(t))
converges to Z (˜A). If we now ﬁx v = (0, . . . , 0, 1)T ∈ Rn+1 as a direction vector, the visible surface of
Z(B(t))with respect to vwill converge to the visible surface ofZ (˜A), which coincides withZ (˜A) itself.
The natural decomposition of the visible surface of Z(B(t)) then also converges as t → 0. In fact, it
converge to a decomposition of Z (˜A) into its generating subzonotopes. As Z(B(t)) is a full zonotope
for all sufﬁciently small positive values of t, Lemma 3.2 guarantees that the visible surface of Z(B(t))
includesa single copyofeachof its generating facets. The resultingdecompositionofZ (˜A) thuscontains
a single copy of each of its generating subzonotopes and therefore is proper. (Note that some of the
visible facets of Z(B(t)), all of which are parallelotopes, might degenerate in the limit to generating
subzonotopes of A˜.) The proper decomposition of Z (˜A) then determines a proper decomposition of
Z(A) by means of the natural projection ofRn+1 toRn, which maps Z (˜A) isometrically onto Z(A).
Finally, we consider the case of a zonotope Z(A) of rank r < n in Rn. For such a zonotope, we
can always ﬁnd a zonotope of rank r in Rr that is congruent to Z(A). That zonotope has a proper
decomposition by what has already been proved, and therefore so does Z(A). 
Proper decompositions of zonotopes and a volume formula for parallelotopes immediately lead to
a volume formula for zonotopes:
Corollary 3.4. If A is n × k and Z(A) is a zonotope inRn of rank r  n, then
volr(Z(A)) =
∑
1 j1<···<jr  k
√
det[(Aj1 ,..., jr )T (Aj1 ,..., jr )],
where A j1 ,..., jr is the n × r submatrix of A consisting of the indicated columns.
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The sum in the formula is taken over all generating subzonotopes, but only those that are parallelo-
topes have nonzero r-volumes. Note that in some treatments of zonotopes, the generating edges are
symmetricwith respect to the origin and therefore are twice the length of our edges.When a zonotope
is deﬁned in this manner, there is an additional factor of 2r in the volume formula. Note also that the
determinant in the formula can be rewritten using Corollary 1.3 as a sum of squares of minors of rank
r taken over all sets of row indices 1 i1 < · · · < ir  n. In particular, when rank r = n, the volume
formula becomes
voln(Z(A)) =
∑
1 j1<···<jn  k
√
(det(Aj1 ,..., jn))2.
To contrast Corollaries 1.3 and 3.4: the former gives the k-volume of parallelotope P(A), deﬁned
by a tall, thin n × k matrix A of rankk, as the square root of the sum of the squares of the maximal
minors of A; the latter gives the k-volume of zonotope Z(AT ), deﬁned by the short, fat matrix AT , as
the sum of the square roots of the squares of the maximal minors of AT . The former is a formula given
in terms of projection parallelotopes; the latter is a formula given in terms of a decomposition into
generating parallelotopes. The volume of the parallelotope can also be expressed as the square root
of the determinant of the k × k matrix ATA; the volume of the zonotope can also be expressed as the
sum of the square roots of all principal k × kminors of the n × nmatrix AAT . When rank(A) = r < k,
both Z(A) and Z(AT ) are zonotopes with r-volumes given by the formula of Corollary 3.4.
We are aware of one other proof of 3.3 and 3.4, to which citations are made in a number of places.
That proof is due to Shephard andMcMullen [11]. Ziegler [15] lists these results as problem 7.19, again
citing [11].
We alsomake a few remarks about our terminology. In the literature, a polytopal complex is a ﬁnite,
non-empty collection C of polytopes such that (1) all faces of any polytope in C are also in C and
(2) the intersection of any two polytopes in C is a face of both (see for example [15]). The complex
is pure if each of its faces is contained in a face of dimension equal to the largest dimension of any
polytope in C. A zonotope has an associated polytopal complex consisting of all bounding faces of all
of its subzonotopes (including the null face). The zonotope is full if and only if its associated polytopal
complex is pure.
If we ﬂatten each “inﬂated” zonotopeZ(B(t)) ⊂ Rn+1 appearing in the proof of Proposition 3.3 by
projecting it in the direction of v down into the standard copy of Rn in Rn+1 consisting of the ﬁrst n
coordinates, we obtain a zonotope along with a projection of the visible surface ofZ(B(t)). Calling the
projection map π , the projections of the facets of the visible surface together with all of their faces
form a polytopal complex whose union isπ(Z(B(t))). In the literature, this complex is called a regular
zonotopal tiling ofπ(Z(B(t))) (again see [15]). The n-dimensional subzonotopes of this tiling provide a
proper decomposition of π(Z(B(t))). As t → 0, these decompositions converge to the desired proper
decomposition of the original Z(A).
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