In this study, we gave some new explicit expressions and recurrence relations satisfied by single and product moments of k-th lower record values from Dagum distribution. Next we show that the result for the record values from the Dagum distribution can be derived from our result as special case. Further, using a recurrence relation for single moments and conditional expectation of record values we obtain characterization of Dagum distribution. In addition, we use the established explicit expression of single moment to compute the mean, variance, coefficient of skewness and coefficient of kurtosis. Finally, we suggest two applications.
Introduction
The Dagum distribution was introduced by Dagum [3] it is also called the inverse Burr XII distribution. The Burr XII distribution is widely known in various fields of science, the Dagum distribution is not much popular, perhaps, because of its difficult mathematical tractability. Dagum proposed his model as income distribution, its properties have been appreciated in economics and financial fields and its features have been extensively discussed in the studies of income and wealth. For more details and its applications on this distribution one may refer to Kleiber and Kotz [4] and Kleiber [5] .
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A random variable X is said to have Dagum distribution if its probability density function (pdf ) is given by f (x) = αβθx −(θ+1) (1 + αx −θ ) −(β+1) , x > 0, α, β, θ > 0 (1) and the corresponding cumulative distribution function (cdf ) is F (x) = (1 + αx −θ ) −β , x > 0, α, β, θ > 0. (2) Therefore, in view of (1) and (2), we have
Here α is the scale parameter, while β and θ are shape parameters. For β = 1, the above distribution corresponds to the log-logistic distribution. The Dagum distribution has positive asymmetry, and it is unimodal for βθ > 1 and zeromodal for βθ ≤ 1. The relation (3) will be used to derive some simple relations for the single and product moments of kth lower record values from the Dagum distribution. These recurrence relations will enable one to obtain all the single and product moments in a simple recursive manner.
The model of record statistics defined by Chandler [12] as a model for successive extremes in a sequence of independent and identically distributed (iid) random variables. This model takes a certain dependence structure into consideration. That is, the life-length distribution of the components in the system may change after each failure of the components. For this type of model, we consider the lower record statistics. If various voltages of equipment are considered, only the voltages less than the previous one can be recorded. These recorded voltages are the lower record value sequence. Record values are found in many situations of daily life as well as in many statistical applications. Often we are interested in observing new records and in recording them for, example, Olympic records or world records in sport. Record values are used in reliability theory. Moreover, these statistics are closely connected with the occurrences times of some corresponding nonhomogeneous Poisson process used in shock models. Feller [23] gave some examples of record values with respect to gambling problems. Resnick [21] discussed the asymptotic theory of records.
Theory of record values and its distributional properties have been extensively studied in the literature, Ahsanullah [13] , Balakrishnan and Ahsanullah [15, 16, 17] , Balakrishnan et al. [18] , Grudzień and Szynal [24] , Arnold et al. [1, 2] , Kumar [7] and Kumar et al. [8] . Pawlas and Szynal [19, 20] and Saran and Singh [10] have established recurrence relations for single and product moments of kth record values from Weibull, Gumbel and linear exponential distribution. Kumar and Khan [6] are established recurrence relations for moments of kth k-th record values from Dagum distribution ...
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record values from generalized beta II distribution. Kamps [22] investigated the importance of recurrence relations of order statistics in characterization.
Let {X n , n ≥ 1} be a sequence of identically independently distributed random variables with cdf F (x) and pdf f (x). The jth order statistic of a sample (X 1 , X 2 , . . . , X n ) is denoted by X j:n . For a fixed k ≥ 1 we define the sequence {L (k) (n), n ≥ 1} of k−th lower record times of X 1 , X 1 . . . as follows:
. . , are called the sequences of kth lower record values of {X n , n ≥ 1}. For convenience, we shall also take Z
The joint pdf of kth lower record values Z
n can be given as the joint pdf of kth upper record values of {−X n , n ≥ 1}, Pawlas and Szynal [19] 
In view of above equation, the marginal pdf of X (k)
and the joint pdf of X (k)
Let {X n , n ≥ 1} be a sequence of iid continuous random variables with cdf F (x) and pdf f (x). Let X L(n) be the nth lower record values, then the conditional pdf of X L(n) given X L(m) = x, 1 ≤ m < n in view of (4) and (5), is
The paper is organized as follows. Section 2 gives some explicit expressions and recurrence relations for the single and product moments of kth lower record values from the Dagum distribution. In Section 3, some explicit expressions and recurrence relations for product moments of kth lower record values from Dagum distribution are derived. A characterization of the distribution based on recurrence relation for single moments and conditional expectation of record values is established in Section 4. Numerical results are presented in Section 5. Two applications is provided in Section 6. Section 7 contains a brief conclusion.
Relations for single moments
In this section we will derived the explicit expressions and recurrence relations for single moments of the kth lower record values from the Dagum distribution. We shall first establish the explicit expression for the single moment of kth lower record values by the following Theorem.
Theorem 1. For the Dagum distribution given in (2) with fixed parameters α, β, θ > 0, k, n = 1, 2, . . ., and real r satisfying
where
Proof. From (4), we have
where z = [F (x)] 1/β and w = −lnz. The result follows from the definition of the complete gamma function.
Specially, the first moment (mean) of the nth record values is
In addition, the variance of L(n) is found to be
Remark 2. Setting k = 1 in (7) we deduce the explicit expression for single moments of lower record values from the Dagum distribution.
Recurrence relations for single moments of kth lower record values from pdf (2) can be derived in the following theorem. 
Proof. Integrating (8) by parts taking [F (x)] k−1 f (x) as the part to be integrated and the rest of the integrand for differentiation, we get
The result follows.
Remark 4. Setting k = 1 in (9) we deduce the recurrence relation for single moments of lower record values from the Dagum distribution.
The recurrence relations and identities have great significance because they are useful in reducing the number of operations necessary to obtain a general form for the function under consideration and they reduce the amount of direct computation, time and labour. This concept is well-established in the statistical literature, see Arnold et al. [1] . Furthermore, they are used in characterizing distributions, which is an important area, permitting the identification of population distribution from the properties of the sample.
Relations for product moments
In this section we will derived the explicit expression and recurrence relations for product moments of the kth lower record values from the Dagum distribution. We shall first establish the explicit expression for the product moment of kth lower record values by the following Theorem.
Theorem 5. For the Dagum distribution given in (2) with fixed parameters α, β, θ > 0, k, n = 1, 2, . . . , and real r and s satisfying
Proof. From (1.5), we have
k-th record values from Dagum distribution ...
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By setting w = [−ln(F (y)) + ln(F (x))] in (12), we obtain
On substituting the above expression of I(x) in (11) and simplifying the resulting equation, we obtain the result given in (10).
For simplicity, we denote the (1, 1)th moment of µ L(m):k and µ L(n):k , which is also called the simple product moment, by µ L(m,n):k . The simple product moments are used for evaluating the covariances, in other words
Remark 6. Setting k = 1 in (10) we deduce the explicit expression for product moments of lower record values from the Dagum distribution.
Making use of (2), we can drive recurrence relations for product moments of kth lower record values. Proof. Integrating (12) by parts treating [F (y)] k−1 f (y) for integration and the rest of the integrand for differentiation, and substituting the resulting expression in (11), we get
As a check, put s = 0 in (10), (13) and use (9), we have µ
Remark 8. Setting k = 1 in (13), we deduce the recurrence relation for product moments of lower record values from the Dagum distribution.
Characterization
This section contains two characterization Theorems of Dagum distribution based on recurrence relation for kth lower record values and conditional expectation of lower record values. Let L(a, b) stand for the space of all integrable functions on (a, b).
implies g(x) = 0 a.e. on (a, b). We start with the following result of Lin [9] . Proposition 9. Let n 0 be any fixed non-negative integer, −∞ ≤ a < b ≤ ∞ and g(x) ≥ 0 an absolutely continuous function with g (x) = 0 a.e. on (a, b). Then the sequence of functions
is strictly monotone on (a, b).
Using the above Proposition 9 we get a stronger version of Theorem 3.
Theorem 10. Let X be a non-negative random variable having an absolutely continuous distribution function F (x) with F (0) = 0 and F (x) > 0 for all x > 0.
holds for fixed α, β, θ > 0, positive integer k and all positive integer n if and only if
Proof. The necessary part follows immediately from equation (9) . On the other hand if the recurrence relation in equation (14) is satisfied, then using equations (4), we have
Integrating the first integral on the right hand side of equation (15), by parts, we get
It now follows from Proposition with g(x) = [−ln(F (x))] that
Integrating both sides of (16), we get
which proves that
Theorem 11. Let X be an absolutely continuous random variable with cdf F (x) and pdf f (x) on the support (0, ∞), then for m < n,
Proof. From (6), we have
where t = ln
F (y) . The result follows from the definition of the complete gamma function.
To prove sufficient part, we have from (6) and (17)
Differentiating (18) both sides with respect to x, we get
, which proves that
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Numerical results
Here, we investigate how the moments of lower record values from the Dagum distribution vary with respect to α, β and θ. The recurrence relations obtained in the preceding sections allow us to evaluate the means, variances and covariances of all order statistics for all sample sizes in a simple recursive manner and can be used for various inferential purposes; for example, they are useful in determining BLUEs of location/scale parameters and best linear unbiased predictors (BLUPs) of censored failure times. More details on BLUEs and BLUPs based on order statistics can be seen in (Balakrishnan and Cohen [14] , Arnold et al. [1] ).
In Table 1 we have computed the values of first four moments for r = 1(1)4, θ = 2(1)5 and α, β = 1, 2. From Table 1 , one can see that the moments are decreasing with respect to n. In Table 2 we have computed the variances for θ = 3(1)5, α, β = 1, 2 and different values of n. We can see that variances are decreasing with respect to n and θ but increasing with respect to α and β. Table  3 shows the coefficients of skewness and coefficient of kurtosis. Table 1 . First four moments of lower records. 
