Moving sources and spatiotemporally dependent boundaries have been introduced in the past, in order to facilitate analyses of the so called "Doppler effect" phenomena.
We start with a general analysis of the Doppler effects initiated by complicated surfaces, providing some general guidelines and insight for our ability to analyze increasingly complicated problems.
INTRODUCTORY REMARKS
Named after C.J. Doppler [1] , see also Toman [2] for a historical review of Doppler's scientific career, Doppler effects as we understand them today are usually of two kinds: The first kind involves the effect of source and observer in relative motion. In this case the active moving source is already given, and the computation of the fields for various observers is a readily computable "forward problem". The second kind, which in a manner can be considered as the "inverse problem", concerns the scattering Doppler effect produced by exciting an object, moving relative to the observer, on which certain boundary conditions are prescribes. In the second case the object serves as a kind of "transponder": it receives a certain signal, and subject to the prescribed boundary conditions or some other algorithm, a secondary signal is created, which is re-radiated as the scattered wave field. Examples of the two cases are amply analyzed in the literature.
General discussions providing a link to the literature are given by Gill [3] , and Van Bladel [4] , see also Censor [5] for early references and relevant discussions.
This definition of the scattering Doppler effect class of problems in terms of boundary conditions prescribed on the surface of the scatterer in its proper (comoving) frame of reference constitutes a synthetic ("inverse") rather than an analytic ("forward") problem: Unlike the source Doppler effect problem, where the signal on the source is given, here one has to synthesize ("guess") a signal on the surface of the scatterer, such that the prescribed boundary conditions are satisfied, and in addition, this signal is subject to the condition that legitimate solutions of the relevant wave equation created it.
This modeling of the problem leads to complicated situations. Only a handful of canonical problems of this kind are available. [3] [4] [5] . It is also noteworthy that no general methods or numerical algorithms for solving this class of problems can be found in the literature. This quite unique situation suggests that in order to overcome these inherent difficulties the general problem needs to be reformulated. In contradistinction to the conventional scattering Doppler effect, the quasi Doppler problems suggested below involve analysis only, i.e., constitute "forward" problems. Accordingly the various components of the wave field are a-priori postulated, some to be called incident waves, others to be called reflected or scattered waves, depending on their directions of propagation. Then the spatiotemporal signals on the active boundary are computed, in order for these waves to exist. This scheme defines a simpler class of problem, alas it involves active boundaries, which are essentially antennas, and is therefore technologically more complicated to implement, compared to a simple scattering object.
What we propose to investigate are pertinent "transponder" problems, which will produce effects reminiscent of the conventional Doppler effects. However, the new class of problems is much broader, and the resulting effects can satisfy certain new goals. For example, we can define transponding objects which will act as "matching surfaces", in the sense defined subsequently, which will act as perfect absorbers, not reflecting any signal. At least theoretically this is possible, as we show. Or we can ask the question of what should the transponded signal be in order to disguise the real motion and produce the effect of different mode of motion. The question of applications has not been considered yet, but no doubt, a possibility of having non-reflecting objects, or reflections which will have certain properties, is of general interest. We are therefore interested in active boundaries here, as opposed to many scattering problems involving passive boundaries only.
From another point of view, the definition of the quasi Doppler effects as "forward" type problems allows, in principle, for numerical iteration schemes to be introduced, such that the ideal scattering Doppler effect problem can be gradually approached as a limiting case by the signal on the surface tending to some prescribed limit. This proposed aspect is not further investigated here.
INTEGRAL (SPECTRAL) REPRESENTATIONS AND WAVE FIELDS
The first question we wish to discuss is the general formulation of spatiotemporal signals as created on translatory (mathematically defined) surfaces. This will allow a deeper understanding of Doppler-like phenomena, and point to the limits that can be expected for our ability to compute and solve such problems.
Consider an arbitrary spatiotemporal function f t ( , ) r of spatial location r and time t. By means of a four-dimensional Fourier transform, f t ( , ) r can be recast in terms of the spectral domain coordinates k (the propagation vector) and ω (the angular frequency, henceforth the frequency) yielding the corresponding f ( , ) k ω . Note that for the sake of simplified notation the same symbol f is used for both functions. Where ambiguity might arise, the function f in question is qualified by its arguments. Thus we have the transform pair
where the integrals extend from −∞ + ∞ to , as usual.
Now consider a wave system defined by a homogeneous system of coupled, linear, partial differential equations, written in the matric form
where the gradient and time-derivative operators are indicated. Consider the transformation (1) for (2) . Exchanging order of integration and differentiation, and applying the operators to the exponential, we obtain
which for nonvanishing f j ( , )
The nontriviality condition prescribes that the determinant of the matrix O ij (4) should vanish, thus defining a relation between k, ω , unique to the wave system in question:
The last expression is usually referred to as the dispersion equation. For the present discussion it will be assumed that where necessary, it can be recast in a form explicit in ω :
One can easily verify that the nontriviality condition is tantamount to taking the algebraic homogeneous system of equations
ω ω 0 and systematically reducing it by judicious substitution, until only one of the components remains, thus getting
where f here is the remaining component, and no further reduction is possible. By working backwards through the Fourier transform (1), the differential form
is obtained, which is readily recognized as the system's appropriate wave equation. It is therefore clear that a spatiotemporal function f t j ( , ) r is a solution of (8) if it can be represented as a superposition of plane waves (1), into which the constraint (5) is incorporated:
In the last three-fold integral form, the identity of the integral as a member of the previous Fourier transform pair (1) is lost. One could include the constraint within the integral, and rewrite (9) as
where δ δ ω (6) is satisfied.
In the present form we can formally identify a transform pair consisting of the last integral, and its inverse
It is clear that in (11) f t ( , ) r stands for one of the specific functions f t j ( , ) r satisfying the system (2), because it satisfies the wave equation (8) . Multiplying both sides of (11) by a factor 1 2π
and integrating with respect to ω , we obtain for the left-hand side
and using the spectral representation of the impulse function
we obtain on the right-hand side,
Summarizing now, we have derived the three-fold Fourier transform pair
where is an arbitrary parameter, which may be identified with time t, and the ensuing
is a solution of the wave equation (8) . Note that Obviously the integrand of (15a) is a plane wave satisfying the wave equation (8) .
The question of imposing additional constraints in (15) means the creation of certain spatiotemporal signals (thus called to indicate that they are defined on subspace regions of ( , ) r t , which in essence are the initial and/or boundary conditions imposed on the solution.
To help in better understanding the nature of those additional constraints, consider a few geometrical observations. The dispersion equation (6) written in the form ω = W( ) k defines in k-space a family of surfaces, each labeled by a specific value of the parameter ω . These are the well-known k-surfaces, or normal-index surfaces.
Considering two adjacent surfaces differing by an infinitesimal dω facilitates the
where the differentiation with respect to a vector symbolizes the gradient operation, in the present case the gradient operation is performed in k-space, and is recognized as the group velocity. Note that the group velocity is different from the phase velocity
Thus for one value of the parameter ω = constant we refer to one member of the family of surfaces, and thus we have dω = 0, and consequently obtain v k g d ⋅ = 0. Hence the ksurface and v g are orthogonal in k-space. In general, the ray is the line locus whose tangent at any point points in the direction of the group velocity, and the group velocity is derived from the Hamiltonian ray equations. We have thus for each value of the parameter ω a value k K = ( ) 
Thus each trajectory is identified by means of its initial k 1 on the reference surface
where it is starting. The consistency condition is here that for k k = 1 on the left hand side of (19a) we must have the identity (19b). Note that trajectories as given by (19) could have been defined as non-orthogonal trajectories (and therefore these trajectories would not be rays in the above sense), but their projection on the rays will always have to satisfy (18).
SURFACES AND TRAJECTORIES, AND THE LIMITATIONS ON SPATIOTEMPORAL ANALYSIS
Now we wish to introduce similar concepts in the spatiotemporal domain. Here one is more familiar with the concept of a trajectory (e.g., the trajectory along which a particle moves) given by r r = ( ) t , which in view of the above comments is better denoted as r R = ( ) t . Associated with the spatiotemporal trajectory is its derivative, the velocity,
Working backwards, we now define a family of spatiotemporal surfaces,
and consider its associated family of orthogonal trajectories,
with time as its independent variable. The analogy is clear, and we may write as in (18),
and consider the two as reciprocal vectors. In the same vain, one may refer to ∂ ∂ T( ) r r as the spatiotemporal slowness function, related to the velocity by means of
where v denotes a unit vector in the direction of the velocity. Here too we have a family of trajectories associated with the family of surfaces. In order to characterize a member of this family, an arbitrary surface is chosen, characterized by its appropriate value of the parameter, say t t = 1 . Consider all the points lying on a surface t T 1 = ( ) r , and note that r now becomes dependent on t 1 , i.e., the three scalar components of the vector r are not independent variables. The specific location r r = 1 now characterizes the specific ray which passes through this point on the surface,
and r 1 plays now the role of a parameter characterizing a specific trajectory of the family
and as in the analog case (19b) in the spectral domain, we have the identity (26b) for r r = 1 . It is noted here too, that arbitrary trajectories can be defined, but their projection on the normal to the surface, according to (23) must satisfy this relation.
Consider a wave solution f ( , )
r τ as in (15) with τ = t . We can ask now two distinct questions: By substituting (21) we obtain from (15), (corresponding to virtual motion, or translation, as discussed below) and in terms of the laboratory frame of reference coordinates r, t . Thusly (15a) becomes,
where in (28a) f t ( , ) r 1 defines the time dependent function, i.e., the time signal, which results from the relevant wave field as it is evaluated along the individual trajectory in question characterized by r 1 This begs the question of reformulating the Doppler effect concept in its entirety, and leads to the idea of quasi Doppler effects, discussed below.
TRANSLATION, MOTION, AND THE ORIGIN OF CONSISTENT AND INCONSISTENT APPROXIMATIONS
The trajectory r R r = ( , ) t 1 is a mathematical function which yields for arbitrary values of the parameter t, corresponding values of location r along the trajectory in question, characterized by r 1 . This is a kinematical relation. It does not mean that "something", e.g. a small (so called "point particle") physical object is actually moving along the trajectory as a function of time. Similarly, when we are dealing with a family of surfaces t T = ( ) r and consider t to be the time, we tacitly accept that as t varies, continuously or discretely, through some sequence of values, the surfaces "exists" (i.e., are valid) only for that instant t, in those locations where the relation t T = ( ) r is satisfied, but no physical moving object has to be present. This can be illustrated by the following example. Along a road we may have traffic lights which go on and off according to the way they have been programmed. A function r R r = ( , ) t 1 may be devised which according to the value t returns the location(s) r where the lights are on. Dynamics of actually moving objects is not involved, although the sequence may suggest that some virtual motion is involved. We therefore indicate the sequence of locations r corresponding to a sequence of the parameter t as translation, in contradistinction to motion, a term we reserve for actually moving physical objects or frames of reference comoving with such objects. This distinction is important for modeling the physics of the problems involved: Translation takes place in the spatiotemporal space ( ) r, t , the so called "laboratory frame of reference", but motion involves physical measurements in another spatiotemporal frame of reference ( ' ') r , t , the so called "comoving frame of reference" or "proper frame of reference", in which the moving object is at rest.
Continuing the previous example, in contradistinction to the translation of the fixed light sequence, motion would correspond to a car actually moving on the road, on which lights are fixed. In the latter case we have a physically moving light source, which must be properly analyzed. It is the business of physics theories, e.g., Einstein's Special Relativity theory [6] (see also [7] for more literature references), for the case of inertial,
i.e., uniformly moving frames of reference, to define the relations between the two spatiotemporal systems of reference and the appropriate fields observed in them. The distinction between translation and motion is sometimes overlooked in various physical models, e.g., in many problems in acoustics. It is shown to be important, especially for electrodynamics, in providing a correct understanding of physical phenomena and the key to useful approximations. 
and choose
It is then a simple matter of substitution of (31) into (30) to show that on the plane t x v = / , and the associated (trivial in this case) trajectories x vt = , the field E z vanishes.
How does this relate to objects and boundaries? Obviously t x v = / is a translatory surface, i.e., everything happens in the laboratory frame of reference. As in the example of the traffic lights given above, we can imagine here planes t x v = = / constant to be present, which can be turned into perfect conductors, at will. E.g., consider thin "venetian blinds" composed of parallel, thin, very closely situated, perfectly conducting wires, perpendicular to the E z field, and each wire isolated from its neighbors . Let us assume an electronic switching system facilitating current flow between the wires, ideally casting such a plane in the role of a perfect conductor. If this switching of various planes is sequential, according to t x v = / , and chosen with an initial plane on which the field (30) vanishes, then the conducting planes will not interfere with the propagation of the waves.
Although this analysis might seem trivial, it manifests the concept of translation as opposed to motion: The above does not imply that we can use a single physically moving conducting plane to achieve the same effect!. The relativistic Doppler effect already analyzed by Einstein [6] prescribes that only if the amplitudes too are chosen according to:
then a conducting plane, moving according to t x v = / will satisfy the condition of zero signal on the plane, i.e., the analog of (31a) in the comoving frame. And now that (32) is valid, and the field on the moving plane vanishes, it will not vanish on the translatory
The discrepancy in each case is of first order in v c / .
The fact that the relativistically correct frequency and propagation vectors are also obtained for the translatory case, but not the amplitude, is an interesting observation:
On a simple level, it explains why simplistic "approximations" [5] , which in fact confuse For cases which fall in this category, it might be easier to replace the moving surface with a translatory one, and solve the problem in the laboratory frame of reference with respect to the corresponding translatory surfaces, knowingly introducing first order v c / velocity discrepancies in the amplitude. Of course, the use of such a strategy must be examined and justified for each case under consideration.
SCATTERING BY TRANSLATORY SURFACES AND BY MOVING OBJECTS
For simplicity, the discussion will be restricted to the case of scattering in the presence of translatory surfaces and moving objects in free space (vacuum). The simplest case of its kind is the problem of reflection in the presence of uniform translation or motion, and we start with the case of uniformly translatory and moving planes. The case of a moving plane was already considered by Einstein [6] .
Consider two waves polarized along the z-axis, the incident and reflected wave, For the amplitudes, Einstein [6] has shown that the same formula (39a) applies (in free space, for more general cases see for example [8] We would like now to explore the feasibility of extending the above results to two-, and three-dimensional problems. Here we start by recapitulating the relativistic results for scattering by arbitrary cylinders, uniformly moving perpendicularly to their axis, discussed previously [9] .
We start with a plane wave, whose field f (which can be either the electric E-field or the magnetic H-field) is polarized along the cylindrical z-axis, and propagating in the 
Upon applying the appropriate relativistic transformation for the amplitude of a plane wave in free space, polarized perpendicularly to the velocity (e.g., using formulas given in [8] , taken for the free space case, or dealing directly with the fields, e.g., [10] clearly showing the velocity effects producing interaction between various multipoles.
We would like now to compare the relativistically exact solution (46), (47) 
where θ T is the angle defined relative to the circle's center. We start once again with the incident plane wave (40). Substituting (49) in (40), we obtain the signal on the translatory surface as, 
An arbitrary plane wave is now chosen, which should become the signal in the integrand of (53),
On the circle r T , (55) induces the signal,
The time dependence prescribes, according to (50b) and (56b),
where (57a) is relativistically exact, but we need only (57b) for a first order v c / approximation. In order for (55) to satisfy the wave equation, the appropriate dispersion relation must be satisfied, i.e., like in (37), we need,
We still have at our disposal the degree of freedom of defining a relation between α , the direction of propagation, and the angle α τ T T = in (53). Guided by (36) (indeed, by the relativistic aberration formulas [6] ), (58) will be satisfied if we stipulate,
i.e., there exists the following aberration effect according to, cos cos cos
which also happens to be the relativistically exact formula given before [6] , but for first The corresponding three-dimensional problems follow the same pattern and are only more complicated inasmuch as they requires the use of vector spherical harmonics and vector spherical waves. The exact relativistic solution for a moving threedimensional scatterer was given before [9] , and the translatory surface solution is obtained in the same manner, yielding correct frequencies and propagation vectors, and first order v c / discrepancies in the amplitudes. See Appendix A.
QUASI DOPPLER EFFECTS ON TRANSLATORY AND MOVING MATCHING BOUNDARIES
Finally, we wish to consider problems of wave fields involving spatiotemporal surfaces from the point of view of quasi Doppler effects. It is obvious from the analyses above that conventional Doppler effect problems, involving boundary conditions, are "inverse" or "synthetic" in nature, in that they require the guessing of wave solutions which will induce certain signals on surfaces, as required by the pertinent boundary conditions. The quasi Doppler effects, as defined here, involve a "forward" or "analytic"
procedure. Accordingly the waves are assumed, and the signals on the spatiotemporal surfaces, be itthe translatory or the moving surfaces, are computed. On those surfaces sources must be provided, e.g., electric and/or magnetic current sources in the electromagnetic field, in order to sustain the wave fields.
Below, we use the term equivalence theorems in the broader sense, referring to sources and/or jump conditions on boundaries securing the existence of given wave fields in some specified domain. To this class belong the so called Huygens principle, which is mathematically founded on the Kirchhoff integral concept, be it for scalar or for vector fields [10] . An electromagnetic formulation of the equivalence theorem in terms of sources distributed on a surface is due to Schelkunoff [13, 14] , see also [15] , and Kong [16] , for additional relevant references and more discussions. Essentially the problem amounts to expressing the fields in the interior of enclosing surfaces on which sources or fields or boundary conditions in the broader sense are stipulated. Some insight can be gained by considering the analog equivalence theorem for lumped networks: Given an arbitrary network. We define a sub-network which can be excised from the original network by severing (cutting through) n nodes. Before severing the nodes, the voltage (with respect to some reference, or sometimes referred to as "ground") at each node was measured and found to be V n . We now connect pairs of identical voltage sources V n between each node n and the reference, and severe the nodes, leaving one source connected to the original network, and one connected to the sub-network. Obviously the same voltages and currents existing at each node and branch, respectively, of the separated networks, will persist. A similar phrasing can be devised for current sources, or voltage and current sources combinations. Similarly, in a given domain where a wave field (a solution of the wave equation) exists, we can introduce closed surfaces on which sources are defined, sustaining the identical fields which existed in those domains before introducing the surfaces. Consequently the fields in the domains defined by the two sides of the surfaces become independent, and can be separated. We refer to such a surface as a matching boundary. Obviously, the matching boundary does not radiate new waves that
were not present previously into the sub-domain in question. In fact, it acts as a matching load in the sense of the models of circuits or transmission lines.
For example, consider the plane wave whose electric field is given by (40), in an infinite domain. Now a plane x x = 1 is introduced on which the electric field signal More elaborate examples could be devised, based on different fields and surfaces, and different sources (e.g., current sources), and equivalent concepts related to other wave systems, e.g., acoustics, can be defined. In all cases discussed here it is assumed that the general conception of the matching boundary introduced in the beginning of this section applies.
A few additional observations: We use the term "matching surface" to emphasize that the signal on the surface matches the wave field at that location, but it is also acting as a matching load, as mentioned above, in the sense that it does not produce reflections.
The translatory matching surface, corresponding to the example above concerning the virtual motion of sequentially switched traffic lights, acts in the same way. To define a translatory matching surface, we imagine matching surfaces that do not move, and are switched on and off in accord with the appropriate time-dependent function t T = ( ) x . In the "off" state these planes do not obstruct the propagation of the waves, i.e., there are no current conducting paths parallel to electric fields. In the case of a moving matching surface, we have real motion of a physical object, and in general the fields measured in the comoving frame of reference are different from the fields on the translatory surfaces.
While in the laboratory ("unprimed") and in the comoving ("primed") frames of reference Maxwell's equations have the same form (e.g., see [17] ), according to This is somewhat reminiscent of the Heisenberg uncertainty principle encountered in quantum physics, but obviously the context here is different. Also it was noted that such a spectrum referred to one single member of a family of trajectories, thus not giving comprehensive information regarding the spectral contents of the waves in space at arbitrary spatiotemporal events r, t . This clearly shows that except for simple geometries and translatory time-dependence prescriptions, the general description of the effects of spatiotemporal constraints in a wave field are too complicated to hope for general explicit solutions.
One is accustomed to a description of Doppler effects in terms of primary or secondary sources, in relative motion with respect to the moving observer. A primary source moves while it emits waves, a secondary source is effected by scattering of primary incident waves from a surface on which conditions on the signals (e.g., a perfect conductor in electromagnetic theory, on which the electric field must vanish) are
prescribed. An analysis is given, very carefully describing what translatory and moving surfaces are, a subject often neglected and leading to misconceptions. Moreover, in many cases the mere description of a wave on a surface is not clearly understood as a signal (as opposed to a wave in which the spatiotemporal coordinates are independent variables).
This distinction is crucial to a correct analysis, leading to valid wave fields satisfying the appropriate dispersion relations as demonstrated above.
Inasmuch as problems involving translatory surfaces are easier to handle, the question of the relation between the relativistically exact solutions for moving surfaces and the laboratory frame of reference (virtually moving in terms of a sequence of surfaces dependent on time) translatory surfaces is investigated. To this end, we examined the cases of a plane and a cylinder in detail, and outlined (see Appendix A) the three-dimensional case. The important outcome of the analysis is that for translatory surfaces the relativistic velocity effects on the amplitudes are not accounted for. Thus only when one is ready to accept the inconsistent approximation that inherently displays this discrepancy, one can use the translatory analysis. The justification for doing so is based on the correct relativistically exact results which the translatory surface analysis yields for frequencies and propagation vectors, which is important for the spatiotemporal effects in the phase of the wave, on the scale of a wavelength and the wave's period. In contradistinction, the amplitude changes on a larger scale involving the distance between source and observer, which involves many wavelengths.
Whatever one does in this context, problems of this kind are essentially "inverse", or synthetic, in the sense that one must guess the legitimate solutions of the pertinent wave equation which render the necessary signals on the translatory or moving surfaces.
Therefore a conceptual reformulation of the general problem is called for. This is dealt with in the context of the quasi Doppler effects, in which the waves are assumed beforehand, and the associated signals on the surfaces are computed, constituting a "forward" problem, or an analysis, which is easier to perform, and opens the subject for a multitude of new families of problems, beyond the few canonical cases available to date.
If one is interested in generating certain wave fields, the quasi Doppler method allows to compute the signals on the surfaces necessary to sustain these fields. One can use the method to approach ideal cases of constraints on given spatiotemporal surfaces. In this case, the quasi Doppler method serves to compute the signal and assess to what extent the constraints on the surfaces were satisfied. Examples of such problems have been investigated for the same problems of the plane and the cylinder, and the penalty incurred when aberration is ignored was computed. The quasi Doppler method thus suggeststhat algorithms be devised for iteratively approaching some pre-defined constraints on surfaces, a method which has not been used previously. Problems of this kind will have to be considered in future research.
ACKNOWLEDGMENTS
Thanks are due to Professor Kurt Suchy, Institute of Physics, Henrich Heine University, Düsseldorf, Germany, and Professor Igor Rutkevich, Dept. of Mechanical Engineering, Ben-Gurion University of the Negev, for useful comments and suggestions.
