INTRODUCTION
The work presented in this paper grew out of my interest in the possibility that parasites-broadly denned to include viruses, bacteria, protozoans and fungi along with the more conventional helminth and arthropod parasites-may regulate the numerical abundance or geographical distribution of many populations of plants and animals. The search for data to test some of the emergent ideas about the dynamics of host-parasite associations led naturally to a focus on human hosts and their infectious diseases, which understandably have been better studied than most other animal host-parasite systems.
In what follows, I shall show how some basic themes in population biology and evolutionary ecology can be illustrated by particular examples of infectious diseases of human hosts. First, I discuss the basic reproductive rates and the density dependent regulation of specific infections in human populations. Second, regular cycles in the incidence of many childhood infections are discussed as an explicit example of prey (host)-predator (infection) interactions, and interepidemic periods are shown to conform fairly accurately to the Lotka-Volterra cycle time. Third, a general discussion of the evolution of virulence is backed up by an explicit analysis 1 From the Symposium on Science as a Way of Knowing-Human Ecology presented at the Annual Meeting of the American Society of Zoologists, 27-30 December 1984, at Denver, Colorado. of the microevolutionary trends exhibited by the myxoma virus-Australian rabbit association. Finally, I give a brief outline of some more general aspects of the interplay between disease and human history.
None of this material is new; all of it has been published before, one place or another. In this review I shall therefore try to steer a middle course, sketching material that could enrich an introductory biology course (and which may be unfamiliar to most introductory biology teachers), yet not unduly cluttering the literature with material that can be found elsewhere. In particular, I have not reproduced figures from easily accessible journals {Science, American Scientist, Nature), although illustrations from the less accessible Journal of Hygiene have been reproduced. My hope is to give just enough detail to stimulate people to turn to the primary sources.
Throughout the paper, such distinctions as are made among parasites are made on the basis of their population biology, rather than on conventional taxonomic lines. One major distinction is between microparasites and macroparasites (Anderson and May, 1979) . Broadly speaking, microparasites are those having direct reproduction, usually at very high rates, within the host. As exemplified by most viral and bacterial, and many protozoan, infections, microparasites tend to be small in size and to have short generation times. Although there are many exceptions, the duration of infection is typically short relative to the average lifespan of the host, and hosts that recover 441 usually possess immunity against reinfection, often for life. Microparasitic infections are thus characteristically of a transient nature. In contrast, macroparasites typically have no direct reproduction within the host, and are larger and have much longer generation times than microparasites. This category embraces essentially all parasitic helminths and arthropods. When an immune response is elicited, it usually depends on the number of parasites present in the host, and tends to be of relatively short duration. Thus macroparasitic infections are typically of a chronic or persistent nature, with hosts being continually reinfected. It follows that for mathematical models of microparasitic infection processes, the host population can usefully be divided into several distinct classes (e.g., susceptible, infected, recovered and immune). For macroparasites, on the other hand, the various factors characterizing the interaction-egg output per parasite, pathogenic effects upon the host, evocation of an immune response in the host, parasite death rates, and so on-all tend to depend on the number of parasites present in a given host; this requires more complicated mathematical models that account for the distribution of parasites among hosts. The examples discussed below are mainly chosen from the world of microparasites.
BASIC REPRODUCTIVE RATES AND DENSITY DEPENDENT REGULATION OF MlCROPARASITES
The basic reproductive rate of a species (denoted as R o ) is defined to be the average number of female offspring produced by an adult female in the absence of density dependent constraints. As most populations at most times are fettered by density dependent constraints of some kind, R o is notoriously hard to determine. What, for example, is R o for humans? Healthy Hutterite females have completed family sizes of around 11 (R o = 5.5), but they delay first reproduction until their early 20s, which suggests R 0 -values as high as 7 might be attained (which would have enabled Noah's offspring to have repopulated the earth in the Biblical time scale available; this feat was a problem for Victorian Fundamentalists, for whom so high a value of R o seemed implausible).
For microparasites, R o is defined as the average number of secondary infections produced when one infected individual is introduced into a host population where everyone is susceptible. That is, R o is the product of the transmission rate (X, the number of secondary infections produced per day) times the duration of infection:
Here l/(a + b + v) represents the duration of infectiousness: a is the diseaseinduced death rate, b the death rate from other causes, and v the recovery rate; individuals move out of the infected class at a rate given by the sum of these three rates.
Notice that X will in general increase as host population density increases; there will often be a threshold host population density (N T ) such that the infection cannot be maintained (R o < 1) in host populations below threshold density, and can be maintained (R o > 1) in those above it.
Although R o for a microparasite can be clearly defined-either verbally or by eq.
(1)-it cannot easily be measured directly. The mortality and recovery rates (a, b, v) can indeed be found, but the transmission rate (X) involves etiological, environmental and social complexities that make direct evaluation essentially impossible. The basic reproductive rate can, however, be estimated indirectly if one assumes the host population is "homogeneously mixed," in the sense that, on average, all host individuals have the same epidemiological experiences (independent of age, social class, genetic makeup, geographical location, and so on). As the infection becomes established in such a homogeneously mixed population, the basic reproductive rate must be discounted because many of the potential infectees have already acquired immunity; if a fraction x are susceptible, the effective reproductive rate (R) of the infection is simply
(2) At equilibrium, the effective reproductive * The proportion of the population, p, that must be protected by immunization to achieve eradication is also shown. For details, and references to the sources from which the basic data came, see Anderson and May (1981) .
rate of the infection will by definition be unity: R* = 1 (with the asterisk denoting the equilibrium state). Thus, from eq. (2), the basic reproductive rate (R o ) and the fraction of hosts susceptible in the endemic, equilibrium state (x*) are related by
The equilibrium fraction x* can be determined if serological data about agespecific susceptibilities are available. Even in the absence of such accurate information, a crude estimate of x* can be made if one knows the average age at infection (A) and the average life expectancy (L): assuming everyone lives to age L, acquiring infection at age A, we have x* -A/L, whence
Strictly, this approximation pertains to a stationary population, which is close to the truth in most developed countries. In countries with high population growth rates, eq. (4) is replaced by the more general relation R o -B/A, where B is the reciprocal of the finite birth rate (thus in India, with around 40 births annually per 1,000 of population, B = 1,000/40 = 25 yr). Table 1 catalogues R o for various infections. Most of these values come from serological studies, although the smallpox value rests on the rough approximation of eq. (4). The table comes from Anderson and May (1981) , where a much more full discussion is given.
These values of R o may be used to give rough estimates of the total fraction of the population that must be successfully immunized in order to eradicate an infection. Suppose the fraction so immunized is p; then the fraction remaining susceptible is at most 1 -p, and the effective reproductive rate is (from eq. [2]) at most R = R o -(1 -p). The infection will be unable to maintain itself if R is driven below unity, which leads to the eradication criterion
(5) The critical fractions to be immunized are listed in the last column of Table 1 . Notice that smallpox, with its relatively low value of R o , is easier to eradicate than, say, measles, with its relatively high value of R o .
The above discussion in general, and the values of R o and p in Table 1 in particular, rest on the assumption of a homogeneously mixed population. This assumption is unrealistic in a variety of ways, and significant complications can be introduced by age-related transmission rates, by genetic heterogeneity in the host population, by geographical heterogeneity in population densities, and by other factors. The effects of these complications are reviewed elsewhere May, 1982, 1985) . Estimates based on the homogeneous mixing assumption, however, often appear to be reasonably accurate, and certainly provide useful qualitative insights.
The purpose of this section is: (1) to indicate how the basic or intrinsic reproductive rate may be defined and actually measured for a microparasite; (2) to show how density dependent effects (in this case, depletion of the pool of susceptibles) limit effective reproductive rates below R o ; and (3) to show how these concepts have practical applications in the design of public health programs.
INFECTIOUS DISEASES AND PREY-PREDATOR OSCILLATIONS
Most introductory biology courses will touch to some degree upon the propensity to oscillation that is inherent in most preypredator interactions. At an intuitive level, such oscillatory tendencies can be understood as arising from the prey population doing well when predators are scarce, leading to conditions favoring predator population increase, leading in turn to prey populations decreasing under predator pressures, which in turn leads eventually to predator populations declining, and thence to prey population resurgence, completing the cycle. The simple models of Lotka and Volterra capture the essentials of this propensity to overshoot and overcompensation in prey-predator associations, and suggest the basic period (T) at which such systems cycle is approximately
Here a and b are the characteristic time scales for prey population growth (in the absence of predators) and predator population decline (in the absence of prey), respectively. Whether this underlying propensity to oscillation at period roughly T is damped out or driven in stable, nonlinear "limit cycles" depends on the complicated ancillary details of the prey-predator association. Discussion of prey-predator dynamics in elementary biology texts, or even in advanced ecology texts, draws for illustrative examples on plant-herbivore or vertebrate or invertebrate prey-predator interactions. Although rarely mentioned, host-parasite interactions (with parasite defined broadly, as above) are also embraced under the prey-predator rubric. Indeed, I will now argue that some human host-microparasite associations exhibit such cycles, with essentially the Lotka-Volterra period of eq. (6), in a way that is much more clearly understood than are the more conventional examples (hare-lynx, moosewolf) of elementary texts. Consider first the data. The 2-year cycles in the average incidence of measles in the U.K. and U.S.A. were noted early this century. Several recent reviews have summarized information about cycles in the incidence of measles and other childhood infections in developed countries (Yorke and London, 1973; Yorke et al., 1979; May, 1981, 1983) . Figure 1 departs from the rather impressionistic analysis of much earlier work in showing the frequency spectrum (or Fourier transform) for the time series generated by weekly notifications of measles in England and Wales from 1948 to 1968. In Figure  1 the minor peak at a frequency 1 yr" 1 corresponds to an annual periodicity in measles incidence (probably associated with annual patterns in school openings). The more pronounced peak at a frequency of 0.5 yr~' in Figure 1 illustrates the abovementioned 2-year cycle in measles incidence, which shows up clearly as the main feature in the frequency spectrum.
Consider next the theory. Soper (1929) considered his early epidemiological model a failure, because it did not give sustained oscillations. Soper's model does, however, give very weakly damped oscillations, and these oscillations are at the Lotka-Volterra period of eq. (6), appropriately modified to reflect a host-parasite association:
T =« 2TT(AT)".
(7)
Here A is the average host age at infection (the characteristic lifetime of susceptible "prey") and T is the duration of infectiousness (the characteristic lifetime of the , 1948-1968 . For details of the analysis underlying this figure, see Anderson et al. (1985) .
"predatory" infection). In passing, note that Soper's epidemiological model is superficially different from the Lotka-Volterra prey-predator model; the similarity between eqs. (6) and (7) derives from similarities in the underlying dynamical processes. Table 2 compares the actual inter-epidemic periods observed for measles, pertussis (whooping cough) and mumps with the periods estimated by substituting the appropriate values of A and T into eq. (7). The agreement between the observed periods and the crude theoretical estimates is encouraging. These and other results for periodicities in the incidence of microparasitic infections are discussed more fully elsewhere (Anderson and May, 1981 , 1985 Anderson et al., 1985) .
To many pure mathematicians, the above discussion may be unsatisfactory. Although Soper's model and refined versions of it ) may exhibit inter-epidemic oscillations at the observed periods, these oscillations are damped. Various mechanisms-stochastic fluctuations in the input of new susceptibles by birth or immigration, seasonal variations in transmission rates, or (possibly, though not yet proved) age-specific changes in transmission rates-can "pump" the system in a nonlinear way, to produce sustained oscillations. To the pure mathematician, the focus is often on determining exactly which mechanism drives the sustained cycles. To the biologist, the essential point may be that host-parasite dynamics tend to produce cycles (sometimes clamped, sometimes sustained) whose period is given by eq. (7), independent of the details.
The basic propensity for host-parasite associations to oscillate can manifest itself in a different way, with interesting practical consequences. Suppose we implement an immunization program, with the longterm aim of reducing the incidence of a particular infection, or even of eradicating it. Such a program represents a perturbation to the host-parasite system; the system is unlikely to move smoothly and monotonically to the new final state, but rather is likely to exhibit pronounced oscillations en route to this state. Figure 2a illustrates this phenomenon: the y-axis shows the number of cases of congenital rubella syndrome, CRS (taken to be proportional to the number of women contracting rubella-German measles-in the first trimester of pregnancy) as a function of the number of years after initiating a program of immunizing either 20% or 80% (as labelled in the figure) of all 2-year-old boys and girls; the number of cases of CRS is shown as a ratio to the annual number before any immunization. At 80% coverage, there are violent oscillations (with an approximate 10-year period) in the incidence of CRS, which damp to a lower level on a time scale too long to be seen in Figure   TABLE 2) or 80% (p = 0.8) of all boys and girls at age 2 years. The predicted incidence of CRS is displayed as a ratio to the incidence before any immunization, w(a,,a,); at all times the incidence of CRS is assumed proportional to the incidence of rubella among pregnant women between the ages of a, = 16 years and a, = 40 years. For discussion, see Anderson and May (1983 2a. Figure 2a represents a ludicrous oversimplification of the real immunization program in the U.S.A.: it is based on an excessively simple model, and it neglects both immunization of adult women as part of post-natal care and other realistic complications. Figure 2a does, however, capture the major feature of the actual incidence of CRS in the U.S.A., as shown in Figure 2b . For the data in Figure 2b , notice that the incidence of CRS at first fell after immunization was begun in 1970, but that-as suggested by Figure 2a -CRS rose back almost to the pre-immunization level about 10 years later in 1979. In the absence of the theoretical understanding developed above, this upswing in the incidence of CRS shown in Figure 2b could be mistaken as deriving from a failure in vaccine production or some other extrinsic cause, rather than being recognized as intrinsic to the dynamics of the system. (Fig. 2b also shows the total number of cases of rubella, as distinct from cases in pregnant women; for total incidence of rubella, the oscillatory pattern is much less marked both in practice and in theory.) The results in Figures 2a and b are abstracted from Anderson and May (1983) , where they are discussed in detail.
Estimates of the average duration of infection (T), the average age at infection (A), and the predicted interepidemic period (Tfrom eq. [7]) for childhood infections in England and
A more general examination of the dynamics of host-parasite associations reveals a wide spectrum of possible behavior, ranging from stable equilibria through sustained cycles to "chaos" (apparently random dynamics generated by purely deterministic equations). For example, consider an insect population with discrete, nonoverlapping generations that is regulated by a lethal pathogen which spreads in epidemic fashion through each generation before reproduction. This system exhibits purely chaotic behavior, with no stable point and no stable cycles (May, 1985) . In short, host-parasite systems are capable of exhibiting a wider range of interesting dynamical behavior than is indicated by the above discussion of LotkaVolterra cycles.
The purpose of this section is: (1) to show how the basic ideas about prey-predator cycles are borne out by periodicities in the incidence of childhood infections of humans; (2) further to show that such periodicities can be documented in detail (Fig.  2) and estimated by simple theory (eq. [7] and Table 2 ); and (3) to observe that such oscillations can have practical implications for immunization programs (Fig. 2a  and b ).
EVOLUTION OF VIRULENCE
As reviewed elsewhere (Levin and Pimentel, 1981; Levin et al., 1982; May and Anderson, 1983) , most discussions of hostparasite associations assert the coevolutionary pressures to be such that "successful" or "well-adapted" parasites are relatively harmless to their host. On empirical grounds, this assertion may be supported by the observation that most of the spectacular examples of havoc wrought by pathogens are for newly introduced species of plants or animals, or for pathogens introduced into a new region. On theoretical grounds, the argument is often advanced that it is for the good of both host and parasite species for hosts to be relatively unharmed by infection.
A more careful appraisal of these arguments leads to a more equivocal conclusion. Many parasites-from viruses to helminths-enhance their transmission rates by modifying the behavior of primary or intermediate hosts, often in ways that are conspicuously deleterious to the host (for a recent review, see Moore, 1984) ; the lethal damage done to the central nervous system by rabies virus, for example, seems ineluctably entwined with the biting and other behavioral changes whereby the infection is transmitted. Setting aside parasites that modify host behavior, there are many long-established pathogens for which high lethality seems to be associated with effective transmission: the various baculoviruses, which kill their insect hosts and effectively turn them into masses of viral transmission stages, are examples. In humans, the virulence of smallpox (death in 20-30% of all cases) does not appear to have diminished over the roughly 1,000 years for which we have records (Fenner, 1983) . The theoretical arguments for the evolution of "harmlessness," moreover, are often unabashedly group selectionist. While it may indeed be best for the parasite population not to harm hosts too much, the workings of natural selection are usually such that a "nasty" mutant strain will take over if it produces more progeny, even at the expense of greater harm to hosts.
The theoretical part of these arguments can be illustrated by returning to eq. (1), which shows how (in the simplest case) the basic reproductive rate of a microparasite (R o ) depends on the disease-induced death rate or virulence (a), recovery rate (v) and transmission rate (X). If these epidemiological parameters are entirely independent of each other, then clearly R o is maximized by having a tend to zero, corresponding to a harmless or avirulent parasite. But often the pathogenic effects of the parasite (as ultimately measured by a) are intrinsically associated with the production of its transmission stages, so that X, v and a are intimately dependent on each other. Once these trade-offs are acknowledged, it appears that many different coevolutionary paths can be followed, depending on the nature of the interplay between virulence and transmissibility for a specific parasite. In particular, if it were to happen that X were a faster than linear function of a, the evolutionary pressures on the parasite would be toward ever increasing virulence.
For a clearer understanding of the evolution of virulence in any one host-parasite system, we ideally need information about the relations among virulence, transmission rate, recovery rate, and the cost of resistance in the host, for different genotypes of host and parasite. Such information is very rarely available.
The introduction of myxoma virus into wild populations of rabbits in Australia and Britain in the early 1950s does provide one unusually well-documented and interesting case study. The viral strain that was first introduced was highly virulent, but over the next few years successively less virulent strains of the virus appeared. From the carefully gathered data in Australia (where field strains of virus were monitored against the original genotypes of rabbits kept in the laboratory for reference, and where rabbits from the field were similarly checked against reference strains of virus), it is possible to get rough estimates of the way X and v depend on a for this system. Thence, via eq. (1), the overall relation between R o and a can be assessed for the myxoma-rabbit association. The technical details of this analysis are outlined May and Anderson, 1983 , based on data compiled by Fenner, 1983). elsewhere ). The conclusion is that R o is maximized by an intermediate grade of virulence: relative to the optimum strain, more virulent strains kill rabbits too fast, while less virulent strains enable rabbits to recover too fast.
The outcome of this theoretical exercise is roughly in agreement with the data, which are displayed in Figure 3 . It will be seen that, following the introduction of highly virulent strains ("grade I") in [1950] [1951] , there rapidly appeared a series of successively less virulent strains (II-V). By 1952-1955 the predominant strain of virus found in the field was one of intermediate virulence ("grade III") , and this situation has persisted essentially unchanged over the subsequent three decades. A broadly similar (though less thoroughly documented) history has been followed in Britain, despite significant differences in the ecology of the myxoma-rabbit association (in Britain the intermediate vector is a flea, in Australia a mosquito). Note that Figure  3 is at variance with the story told in several introductory biology texts, which assert the virus to have steadily and systematically declined in virulence. For a more full discussion, and background references, see May and Anderson (1983) .
(More generally, the evolution of resistance to pesticides by an increasing number of agricultural pests and disease vectors provides many examples where microevolutionary processes can be studied in detail. It is possible to use elementary population genetics to make rough estimates of the time taken for resistance to appear, as a function of the initial frequency and degree of dominance of the resistance gene and the generation time of the pest. The estimates, moreover, are in good agreement with observed patterns. Such case studies could replace the canonical example of industrial melanism in the peppered moth in introductory biology courses, with the advantage of their being both fresh and of demonstrable practical interest. For a recent review of this subject from the above viewpoint, see May and Dobson [1985] .)
The purpose of this section is: (1) to show how evolutionary processes involve explicit trade-offs (in the case of microparasites, between virulence and transmissibility); (2) incidentally to stress that selection usually acts on individuals, not on groups; and (3) to discuss the myxoma-rabbit association as an example of microevolution (and to suggest other examples from the world of pesticide resistance).
DISEASE AND HUMAN HISTORY
Microparasitic infections are typically of short duration, and infected hosts either die or recover to an immune state. It is thus usually necessary to have a large population of hosts, in order that the population of susceptibles be replenished by births at a sufficiently high rate to keep the microparasite ticking over within the population. In other words, the threshold density for a host population to be able to maintain a directly transmitted microparasitic infection is usually high. To the contrary, macroparasitic infections are typically longlasting, and are characterized by continual reinfection; macroparasitic infections can maintain themselves endemically within relatively small populations of hosts. As discussed by Anderson and May (1979) , these observations suggest that directly transmitted microparasitic infections are characteristically more common among organisms that exhibit herd or schooling behavior, or that breed in large colonies, while macroparasitic infections are characteristically more significant for relatively solitary animals. Some anecdotal support for these ideas comes from the observed abundance of directly transmitted microparasitic infections within modern human societies, large herds of ungulates, breeding colonies of seabirds, and communities of social insects; there remains, however, much need for comparative studies in which data are systematically compiled.
For humans, it is estimated for example that communities comprising 300,000 or more people are needed to maintain measles as an endemic infection. Such population densities simply did not exist in preagricultural days. It is widely believed that the directly transmitted microparasites responsible for much mortality in historical times-smallpox, measles, cholera, and the like-could not have been present in human populations before advent of the Agricultural Revolution some 10,000 years ago; the population densities in huntergatherer societies are well below the estimated thresholds for such infections. These ideas have several implications for the broader patterns of human history.
First, it is recognized that the Western European conquest of the New World and Oceania was accomplished largely with biological weapons: smallpox, tuberculosis, and measles (McNeill, 1976) . Recent work suggests the native populations in North and South America were typically reduced to 5% of their pristine abundance immediately following contact with Europeans, and sometimes even before such contact (as infectious diseases were carried ahead of the human invaders, along trade routes); for a review, see May (1984) . But why was this situation not symmetrical? Why did the New World people not reciprocate against the Europeans with their own particular infections to which Europeans lacked resistance? The answer is surely that the inhabitants of the New World and Oceania had no similarly virulent microparasites of their own with which to counter because they were, or until recently had been, at densities too low to maintain such infections. A notable exception that may have been exported to the Old World (although even this is debatable) is syphilis, which is well adapted to persist at low host densities.
Second, and on a grander scale, consider the sweep of demographic history over the past 10,000 years or so. It is often thought that this history is one of steadily increasing population growth, with a few fluctuations (associated with events such as the black death in Europe or famines in China) superimposed. This is not so. According to Deevey's (1960) necessarily rough estimates, the first 5,000 years after the beginning of the Agricultural Revolution saw human numbers increase from about 5 million to about 100 million. A second, roughly equal period, from about 5,000 years ago to around 300-400 years ago, saw a slower rate of increase to approximately 500 million. That is, in the first half of the 10,000 year span since the beginning of the Agricultural Revolution human numbers increased by a factor 20, and in the second half by a factor 5. There are several possible explanations for this diminution in average population growth rates, but I believe the most likely explanation is that during this time human conglomerations rose to levels capable of maintaining directly transmitted microparasitic diseases, whose effect was then to slow population growth.
Third, it should be emphasized that even today age-specific survivorship curves are very different in developed countries from those in developing countries, with the higher mortality rates in the latter countries being unambiguously associated with the combination of infectious diseases and malnutrition. These facts are discussed further (with background references), and illustrated by a dramatic figure, in May (1983; see Fig. 9 in that paper). Mortality and morbidity produced by infectious diseases continue to be a major factor for most people today, as they have been for at least the past 10,000 years.
The purpose of this section is: (1) to show that parasites-broadly defined-play an important role in human demography; and (2), in particular, to show how the interplay between population density and transmission thresholds for many microparasitic infections helps explain some major features of human history.
CONCLUSION
My paper has concentrated on four distinct topics, showing how specific aspects of the interactions between human hosts and parasites can illustrate basic ecological themes. These set pieces have intrinsic interest; many students find material more engaging if it involves humans rather than other animals (nor can I, in view of the way I have chosen my set of topics, criticize such narcissism). Beyond this, the examples also serve the constructive purpose of showing that humans, like all other animals, obey the basic principles of population biology and evolutionary ecology.
