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We report about the main dynamical features of a model of leaky-integrate-and fire excitatory
neurons with short term plasticity defined on random massive networks. We investigate the dynamics
by a Heterogeneous Mean–Field formulation of the model, that is able to reproduce dynamical phases
characterized by the presence of quasi–synchronous events. This formulation allows one to solve also
the inverse problem of reconstructing the in-degree distribution for different network topologies from
the knowledge of the global activity field. We study the robustness of this inversion procedure, by
providing numerical evidence that the in-degree distribution can be recovered also in the presence
of noise and disorder in the external currents. Finally, we discuss the validity of the heterogeneous
mean–field approach for sparse networks, with a sufficiently large average in–degree.
PACS numbers: 05.45.Xt,89.75-k,84.35.+i
I. INTRODUCTION
Physiological information about neural structure and
activity was employed from the very beginning to con-
struct effective mathematical models of brain functions.
Typically, neural networks were introduced as assemblies
of elementary dynamical units, that interact with each
other through a graph of connections [1]. Under the stim-
ulus of experimental investigations, these models have
been including finer and finer details. For instance, the
combination of complex single–neuron dynamics, delay
and plasticity in synaptic evolution, endogenous noise
and specific network topologies revealed quite crucial for
reproducing experimental observations, like the sponta-
neous emergence of synchronized neural activity, both in
vitro (see, e.g., [2]) and in vivo, and the appearance of
peculiar fluctuations, the so–called “up–down” states, in
cortical sensory areas [3, 4].
Since the brain activity is a dynamical process, its sta-
tistical description needs to take into account time as an
intrinsic variable. Accordingly, non–equilibrium statis-
tical mechanics should be the proper conceptual frame,
where effective models of collective brain activity should
be casted in. Moreover, the large number of units and
the redundancy of connections suggest that a mean–field
approach can be the right mathematical tool for un-
derstanding the large–scale dynamics of neural network
models. Several analytical and numerical investigations
have been devoted to mean field approaches to neural dy-
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namics. In particular, stability analysis of asynchronous
states in globally coupled networks and collective observ-
ables in highly connected sparse network can be deduced
in relatively simple neural network models through mean
field techniques [5–9].
In this paper we provide a detailed account of a mean–
field approach, that has been inspired by the “hetero-
geneous mean–field” (HMF) formulation, recently intro-
duced for general interacting networks [10, 11]. The over-
all method is applied here to the simple case of ran-
dom networks of leaky integrate–and–fire (LIF) excita-
tory neurons in the presence of synaptic plasticity. On
the other hand, it can be applied to a much wider class of
neural network models, based on a similar mathematical
structure.
The main advantages of the HMF method are the fol-
lowing: (i) it can identify the relation between the dy-
namical properties of the global (synaptic) activity field
and the network topology, (ii) it allows one to establish
under which conditions partially synchronized or irregu-
lar firing events may appear , (iii) it provides a solution to
the inverse problem of recovering the network structure
from the features of the global activity field.
In Section II, we describe the network model of exci-
tatory LIF neurons with short–term plasticity. The dy-
namical properties of the model are discussed at the be-
ginning of Section III. In particular, we recall that the
random structure of the network is responsible for the
spontaneous organization of neurons in two families of
locked and unlocked ones [12]. In the rest of this Sec-
tion we summarize how to define a heterogeneous thermo-
dynamic limit, that preserves the effects of the network
randomness and allows one to transform the original dy-
namical model into its HMF representation [13]). The
HMF equations provide a relevant computational advan-
tage with respect to the original system. Actually, they
2describe the dynamics of classes of equal–in–degree neu-
rons, rather than that of individual neurons. In practice,
one can take advantage of a suitable sampling, accord-
ing to its probability distribution, of the continuous in–
degree parameter present in the HMF formulation. For
instance, by properly ”sampling” the HMF model into
300 equations one can obtain an effective description of
the dynamics engendered by a random Erdo¨s–Renyi net-
work made of O(104) neurons.
In Section IV we show that the HMF formulation al-
lows also for a clear interpretation of the presence of
classes of locked and unlocked neurons in QSE: they
correspond to the presence of a fixed point or of an
intermittent-like map of the return time of firing events,
respectively. Moreover, we analyze in details the stability
properties of the model and we find that any finite sam-
pling of the HMF dynamics is chaotic, i.e. it is character-
ized by a positive maximum Lyapunov exponent, λmax.
Its value depends indeed on the finite sampling of the
in–degree parameter. On the other hand, chaos is found
to be relatively weak and, when the number of samples,
M , is increased, λmax vanishes with a power–law decay,
M−γ , with γ ∼ 1/2. This is consistent with the mean–
field like nature of the HMF equations: in fact, it can
be argued that, in the thermodynamic limit, any chaotic
component of the dynamics should eventually disappear,
as it happens for the original LIF model, when a naive
thermodynamic limit is performed [12].
In Section V we analyze the HMF dynamics for net-
works with different topologies (e.g., Erdo¨s–Renyi and in
particular scale free). We find that the dynamical phase
characterized by QSE is robust with respect to the net-
work topology and it can be observed only if the variance
of the considered in–degree distributions is sufficiently
small. In fact, quasi-synchronous events are suppressed
for too broad in–degree distributions, thus yielding a
transition between a fully asynchronous dynamical phase
and a quasi-synchronous one, controlled by the variance
of the in–degree distribution. In all the cases analyzed
in this Section, we find that the global synaptic–activity
field characterizes completely the dynamics in any net-
work topology.
Accordingly, the HMF formulation appears as an ef-
fective algorithmic tool for solving the following inverse
problem: given a global synaptic–activity field, which
kind of network topology has generated it? In Section
VI, after a summary of the numerical procedure used to
solve such an inverse problem, we analyze the robustness
of the method in two circumstances: a) when a noise is
added to the average synaptic–activity field, and b) when
there are noise and disorder in the external currents.
Such robustness studies are particularly relevant in
view of applying this strategy to real data obtained from
experiments. Finally, in Section VII we show that a HMF
formulation can be straightforwardly extended to non–
massive networks, i.e. random networks, where the in–
degree does not increase proportionally to the number of
neurons. In this case the relevant quantity in the HMF-
like formulation is the average value of the in–degree dis-
tribution, and the HMF equations are expected to repro-
duce confidently the dynamics of non–massive networks,
provided this average is sufficiently large. Conclusions
and perspectives are contained in Section VIII.
II. THE MODEL
We consider a network of N excitatory LIF neurons
interacting via a synaptic current and regulated by short–
term plasticity, according to a model introduced in [16].
The membrane potential Vj of each neuron evolves in
time following the differential equation
τmV˙j = Ec − Vj +RinIsyn(j) , (1)
where τm is the membrane time constant, Rin is the mem-
brane resistance, Isyn(j) is the synaptic current received
by neuron j from all its presynaptic neurons (see below
for its mathematical definition) and Ec is the contribu-
tion of an external current (properly multiplied by a unit
resistance).
Whenever the potential Vj(t) reaches the threshold
value Vth, it is reset to Vr, and a spike is sent towards
the postsynaptic neurons. For the sake of simplicity the
spike is assumed to be a δ–like function of time. Ac-
cordingly, the spike–train Sj(t) produced by neuron j, is
defined as,
Sj(t) =
∑
m
δ(t− tj(m)), (2)
where tj(m) is the time when neuron j fires its m-th
spike.
The transmission of the spike–train Sj(t) is mediated
by the synaptic dynamics. We assume that all efferent
synapses of a given neuron follow the same evolution (this
is justified in so far as no inhibitory coupling is supposed
to be present). The state of the i-th synapse is charac-
terized by three variables, xi, yi, and zi, which represent
the fractions of synaptic transmitters in the recovered,
active, and inactive state, respectively (xi + yi + zi = 1)
[14–16]. The evolution equations are
y˙i = − yi
τin
+ uxiSi (3)
z˙i =
yi
τin
− zi
τr
. (4)
Only the active transmitters react to the incoming spikes:
the parameter u tunes their effectiveness. Moreover, τin
is the characteristic decay time of the postsynaptic cur-
rent, while τr is the recovery time from synaptic depres-
sion. For the sake of simplicity, we assume also that all
parameters appearing in the above equations are inde-
pendent of the neuron indices. The model equations are
finally closed, by representing the synaptic current as the
sum of all the active transmitters delivered to neuron j
Isyn(j) =
G
N
∑
i6=j
ǫijyi, (5)
3where G is the strength of the synaptic coupling (that
we assume independent of both i and j), while ǫij is the
directed connectivity matrix whose entries are set equal
to 1 or 0 if the presynaptic neuron i is connected or dis-
connected with the postsynaptic neuron j, respectively.
Since we suppose the input resistance Rin independent of
j, it can be included into G. In this paper we study the
case of excitatory coupling between neurons, i.e. G > 0.
We assume that each neuron is connected to a macro-
scopic number, O(N), of pre-synaptic neurons: this is
the reason why the sum is divided by the factor N . Typ-
ical values of the parameters contained in the model have
phenomenological origin [2, 16]. Unless otherwise stated,
we adopt the following set of values: τin = 6 ms, τm = 30
ms, τr = 798 ms, Vr = 13.5 mV, Vth = 15 mV, Ec = 15.45
mV, G = 45 mV and u = 0.5. Numerical simulations
can be performed much more effectively by introducing
dimensionless quantities,
a =
Ec − Vr
Vth − Vr (6)
g =
G
Vth − Vr (7)
v =
V − Vr
Vth − Vr , (8)
and by rescaling time, together with all the other tempo-
ral parameters, in units of the membrane time constant
τm (for simplicity, we leave the notation unchanged af-
ter rescaling). The values of the rescaled parameters are:
τin = 0.2, τr = 133τin, vr = 0, vth = 1, a = 1.3, g = 30
and u = 0.5. As to the normalized external current a, its
value for the first part of our analysis corresponds to the
firing regime for neurons. While the rescaled Eqs. (3)
and (4) keep the same form, Eq. (1) changes to,
v˙j = a− vj + g
N
∑
i6=j
ǫijyi . (9)
A major advantage for numerical simulations comes from
the possibility of transforming the set of differential equa-
tions (3)–(5) and (9) into an event–driven map (for de-
tails see [12] and also [17, 18]).
III. DYNAMICS AND HETEROGENEOUS
MEAN FIELD LIMIT
The dynamics of the fully coupled neural network (i.e.,
ǫij = 1, ∀i, j), described by Eq.s (9) and (2)–(5), con-
verges to a periodic synchronous state, where all neurons
fire simultaneously and the period depends on the model
parameters [12]. A more interesting dynamical regime
appears when some disorder is introduced in the net-
work structure. For instance, this can be obtained by
maintaining each link between neurons with probability
p, so that the in-degree of a neuron (i.e. the number
of presynaptic connections acting on it) takes the aver-
age value 〈ki〉 = pN , and the standard deviation of the
corresponding in-degree distribution is given by the rela-
tion σk =
√
Np(1− p). In such an Erdo¨s-Renyi random
network one typically observes quasi–synchronous events
(QSE), where a large fraction of neurons fire in a short
time interval of a few milliseconds, separated by an ir-
regular firing activity lasting over some tens of ms (e.g.,
see [12]). This dynamical regime emerges as a collec-
tive phenomenon, where neurons separate spontaneously
into two different families: the locked and the unlocked
ones. Locked neurons determine the QSE and exhibit a
periodic behavior, with a common period but different
phases. Their in–degree ki ranges over a finite interval
below the average value 〈ki〉. The unlocked ones partici-
pate to the irregular firing activity and exhibit a sort of
intermittent evolution [12]. Their in-degree is either very
small or higher than 〈ki〉.
As the dynamics is very sensitive to the different val-
ues of of ki, in a recent publication [13] we have shown
that one can design a heterogeneous mean-field (HMF)
approach by a suitable thermodynamic limit preserving,
for increasing values of N , the main features associated
with topological disorder. The basic step of this approach
is the introduction of a probability distribution, P (k˜), for
the normalized in-degree variable k˜ = k/N , where the
average 〈k˜〉 and the variance σ2
k˜
= 〈k˜2〉 − 〈k˜〉2 are fixed
independently ofN . A realization of the random network
containing N nodes (neurons) is obtained by extracting
for each neuron i (i = 1, · · · , N) a value k˜i from P (k˜), and
by connecting the neuron i with k˜iN randomly chosen
neurons (i.e., ǫi,j = 1, j(i) = 1, · · · , k˜iN). For instance,
one can consider a suitably normalized Gaussian–like dis-
tribution defined on the compact support, k˜ ∈ (0, 1], cen-
tered around 〈k˜〉 with a sufficiently small value of the
standard deviation σk˜, so that the tails of the distribu-
tion vanish at the boundaries of the support.
In Fig.1 we show the raster plot for a network of
N = 500 neurons and a Gaussian distribution P (k˜) with
〈k˜〉 = 0.7 and σk˜ = 0.077. One can observe a quasi-
synchronous dynamics characterized by the presence of
locked and unlocked neurons, and such a distinctive dy-
namical feature is preserved in the thermodynamic limit
[13]. For example the time average of the inter–spike time
interval between firing events of each neuron, (in formu-
lae ISIm = tm − tm−1, where the integer m labels the
m-th firing event) as a function of the connectivity k˜ is,
apart from fluctuations, the same for each network size
N . This confirms that the main features of the dynamics
are maintained for increasing values of N .
The main advantage of this approach is that one can
explicitly perform the limit N → ∞ on the set of equa-
tions (9) and (2)–(5), thus obtaining the corresponding
HMF equations:
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FIG. 1: Raster plot of a randomly diluted network containing
500 neurons, ordered along the vertical axis according to their
in–degree. The distribution P (k˜) is a Gaussian with 〈k˜〉 =
0.7, standard deviation σk˜ = 0.077. A black dot in the raster
plot indicates that neuron s has fired at time t. The red line is
the global field Y (t) and the green curve is its analytic fit by
the function Yf (t) = Ae
− t
τ1 + B(e
t
τ2 − 1), that repeats over
each period of Y (t); the parameter values are A = 2 · 10−2,
B = 3.56 · 10−6, τ1 = 0.268 and τ2 = 0.141. Notice that the
amplitude of both Y (t) and Yf (t) has been suitably rescaled
to be appreciated on the same scale of the Raster plot.
v˙k˜(t) = a− vk˜(t) + gk˜Y (t) (10)
Sk˜(t) =
∑
m
δ(t− tk˜(m)) (11)
y˙k˜(t) = −
yk˜(t)
τin
+ u(1− yk˜(t)− zk˜(t))Sk˜(t) (12)
z˙k˜(t) =
yk˜(t)
τin
− zk˜(t)
τr
(13)
Y (t) =
∫ 1
0
P (k˜)yk˜(t)dk˜. (14)
The dynamical variables depend now on the continu-
ous in–degree index k˜, and this set of equations repre-
sents the dynamics of equivalence classes of neurons. In
fact, in this HMF formulation, neurons with the same
k˜ follow the same evolution [10, 11]. In practice, Eq.s
(10)–(14) can be integrated numerically by sampling the
probability distribution P (k˜): one can subdivide the sup-
port (0, 1] of k˜ by M values k˜i (i = 1, · · · ,M), in such
a way that
∫ k˜i+1
k˜i
P (k˜)dk˜ is constant (importance sam-
pling). Notice that the integration of the discretized
HMF equations is much less time consuming than the
simulations performed on a random network. For in-
stance, numerical tests indicate that the dynamics of a
network with N = 104 neurons can be confidently repro-
duced by an importance sampling with M = 300.
The effect of the discretization of k˜ on the HMF
dynamics can be analyzed by considering the dis-
tance d(YM1(t), YM2 (t)) between the global activity fields
YM1(t) and YM2(t) (see Eq.(14)) obtained for two differ-
ent values M1 and M2 of the sampling, i.e.:
d(YM1(t), YM2 (t)) =
(
1
T
T∑
i=1
(YM1 (ti)− YM2 (ti))2
YM1(ti)
2
) 1
2
.
(15)
In general Y (t) exhibits a quasi periodic behavior and
d(YM1(t), YM2 (t)) is evaluated over a time interval equal
to its period T . In order to avoid an overestimation of
d(YM1(t), YM2 (t)) due to different initial conditions, the
field Y2(t) is suitably translated in time in order to make
its first maximum coincide with the first maximum of
Y1(t) in the time interval [1, T ]. In Fig. 2 we plot dM =
d(YM , YM/2) as a function of M . We find that dM ∼
1/
√
M , thus confirming that the finite size simulation of
the HMF dynamics is consistent with the HMF model
(M →∞).
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FIG. 2: (Color online) The effect of sampling the probabil-
ity distribution P (k˜) with M classes of neurons in the HMF
dynamics. Finite size effects are controlled by plotting the
distance between the activity fields obtained for two sam-
pling values M and M/2, dM = d(YM (t), YM/2(t)) (defined
in the text), vs. M . The red dashed line is the power law
1/
√
M . Data is obtained for a Gaussian distribution P (k˜),
with 〈k˜〉 = 0.7 and σk˜ = 0.077.
As a final remark, notice that the presence of short–
term synaptic plasticity plays a fundamental role in de-
termining the partially synchronized regime. In fact, nu-
merical simulations show that the discretized HMF dy-
namics without plasticity, i.e. Y (t) =
∫ 1
0
P (k˜)Sk˜(t)dk˜,
converges to a synchronous periodic dynamics for any
value of M [19] .
5IV. STABILITY ANALYSIS OF THE HMF
DYNAMICS
In the HMF equations (10)–(14) the dynamics of each
neuron is determined by its in–degree k˜ and by the global
synaptic activity field Y (t). For the stability analysis
of these equations, we follow a procedure introduced in
[20] and employed also in [13]. For sufficiently large M
the discretized HMF dynamics allows one to obtain a
precise fit of the periodic function Y (t) and to estimate
its period T . As an instance of its periodic behavior,
in Fig.1 we report also Y (t) (red line) and its fit (green
line and the formula in the caption). The fitted field
is exactly periodic and is a good approximation of the
global field that one expects to observe in the mean field
model corresponding to an infinite discretization M . As
a result, the analysis performed using this periodic field
are relative to the dynamics of the HMF model, i.e. in
the limit M → ∞. Using this fit, one can represent the
dynamics of each class k˜ of neurons by the discrete–time
map
τk˜(n+ 1) = Rk˜[τk˜(n)], (16)
where τk˜(n) = |tk˜(n) − nT | is the modulus of the time
difference between the n-th spike of neuron k˜ and nT ,
i.e. the n-th QSE, that is conventionally identified by
the corresponding maximum of Y (t) (see Fig. 1).
0 0.2 0.4 0.6 0.8 1τ(n)
___
T
0
0.2
0.4
0.6
0.8
1
τ(n+1)
____
T
bisector
0.45
0.55
0.85
FIG. 3: The return map Rk˜ of the rescaled variable τk˜/T (see
Eq.(16)) for different values of k˜, corresponding to lines of
different colors (see the legend in the inset: the black line is
the bisector of the square).
In Fig. 3 we show Rk˜ for different values of k˜. The
map of each class of locked neurons has a stable fixed
point, whose value decreases with k˜. As a consequence,
different classes of locked neurons share the same periodic
behavior, but exhibit different phase shifts with respect
to the maximum of Y (t). This analysis describes in a
clear mathematical language what is observed in simula-
tions (see Fig 1): equally periodic classes of locked neu-
rons determine the QSE by firing sequentially, over a very
short time interval, that depends on their relative phase
shift. In general, the values of k˜ identifying the family of
locked neurons belong to a subinterval (k˜1, k˜2) of (0, 1]:
the values of k˜1 and k˜2 mainly depend on P (k˜) and on its
standard deviation σk˜ (more details are reported in [13]).
For what concerns unlocked neurons, Rk˜ exhibits the fea-
tures of an intermittent-like dynamics. In fact, unlocked
neurons with k˜ close to k˜1 and k˜2 spend a long time in
an almost periodic firing activity, contributing to a QSE,
then they depart from it, firing irregularly before possi-
bly coming back again close to a QSE. The duration of
the irregular firing activity of unlocked neurons typically
increases for values of k˜ far from the interval (k˜1, k˜2).
Using the deterministic map (16), one can tackle in
full rigor the stability problem of the HMF model. The
existence of stable fixed points for the locked neurons
implies that they yield a negative Lyapunov exponent
associated with their periodic evolution.
As for the unlocked neurons, their Lyapunov exponent,
λk˜, can be calculated numerically by the time-averaged
expansion rate of nearby orbits of map (16):
λk˜(n) =
1
n
n∑
j=1
log
[
|δ(j)|
|δ(0)|
]
, (17)
where δ(0) is the initial distance between nearby orbits
and δ(j) is their distance at the j–th iterate, so that
λk˜ = limn→∞
λk˜(n) (18)
if this limit exists. The Lyapunov exponents for the un-
locked component vanish as λk˜(n) ∼ 1/n. According to
these results, one expects that the maximum Lyapunov
exponent λmax(M) goes to zero in the limit M →∞. In
fact, at each finiteM , λmax can be evaluated by using the
standard algorithm by Benettin et al. [21]. In Fig.4 we
plot λmax as a function of the discretization parameter
M . Thus, λmax(M) is positive, behaving approximately
as M−γ , with γ ∼ 1/2 (actually, we find γ = 0.55).
The scenario in any discretized version of the HMF
dynamics is the following: (i) all unlocked neurons ex-
hibit positive Lyapunov exponents, i.e. they represent
the chaotic component of the dynamics; (ii) λmax is typi-
cally quite small, and its value depends on the discretiza-
tion parameterM and on P (k˜); (iii) in the limitM →∞
λmax and all λk˜’s of unlocked neurons vanish, thus con-
verging to a quasi periodic dynamics, while the locked
neurons persist in their periodic behavior.
The same scenario is observed in the dynamics of ran-
dom networks built with the HMF strategy, where the
variance of the distribution P (k˜) is kept independent of
the system size N , so that the fraction of locked neurons
is constant.
For the LIF dynamics in an Eo¨rdos–Renyi random net-
work with N neurons, it was found that λmax(N) ≈
6N−0.27 in the limit N → ∞ [12]. According to the
argument proposed in [12], the value of the power-law
exponent is associated to the scaling of the number of
unlocked neurons, Nu with the system size N , namely
Nu ∼ N0.9. The same argument applied to HMF dy-
namics indicates that the exponent γ ∼ 1/2, ruling the
vanishing of λmax(M) in the limit M → ∞, stems from
the fact that the HMF dynamics keeps the fraction of
unlocked neurons constant.
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FIG. 4: (Color online) The maximum Lyapunov exponent
λmax as a function of the sampling parameter M : λmax has
been averaged also over ten different realizations of the net-
work (the error bars refer to the maximum deviation from
the average). The dashed red line is the powerlaw M−γ , with
γ = 0.55.
When the distribution P (k˜) is sufficiently broad, the
system becomes asynchronous and locked neurons dis-
appear. The global field Y (t) exhibits fluctuations due
to finite size effects and in the thermodynamic limit it
tends to a constant value Y ∗. From Eq.s (10)–(13), one
obtains that in this regime each neuron with in–degree k˜
fires periodically with a period
Tk˜ = ln
[
b+ gk˜Y ∗
b+ gk˜Y ∗ − 1
]
,
while its phase depends on the initial conditions. In this
case all the Lyapunov exponents λk˜ are negative.
V. TOPOLOGY AND COLLECTIVE BEHAVIOR
For a given in–degree probability distribution P (k˜),
the fraction of locked neurons (i.e., fl =
∫ k˜2
k˜1
P (k˜)dk˜) de-
creases by increasing σk˜ [13]. In particular, there is a
critical value σ∗ at which fl vanishes. This signals a
very interesting dynamical transition between the quasi-
synchronous phase (σk˜ < σ
∗) to a multi-periodic phase
(σk˜ > σ
∗), where all neurons are periodic with different
periods. Here we focus on the different collective dynam-
ics that may emerge for choices of P (k˜) other than the
Gaussian case, discussed in the previous section.
First, we consider a power–law distribution
P (k˜) = Ak˜−α, (19)
where the constant A is given by the normalization condi-
tion
∫ 1
k˜m
P (k˜)dk˜ = 1. The lower bound k˜m is introduced
in order to maintain A finite. For simplicity, we fix the
parameter k˜m and analyze the dynamics by varying α.
Notice that the standard deviation σk˜ of distribution (19)
decreases for increasing values of α. The dynamics for rel-
atively high α is very similar to the quasi–synchronous
regime observed for σk˜ < σ
∗ in the Gaussian case (see
Fig. 1). By decreasing α one can observe again a transi-
tion to the asynchronous phase observed for σk˜ > σ
∗ in
the Gaussian case. Accordingly, also for the power–law
distribution (19) a phase with locked neurons may set in
only when there is a sufficiently large group of neurons
sharing close values of k˜. In fact, the group of locked neu-
rons is concentrated at values of k˜ quite close to the lower
bound k˜m, while in the Gaussian case they concentrate
at values smaller than 〈k˜〉.
Another distribution, generating an interesting dy-
namical phase, is
P (k˜) = Bexp
(
− (k˜ − p1)
2
2σ2s
)
+Bexp
(
− (k˜ − p2)
2
2σ2s
)
,
(20)
i.e. the sum of two Gaussians peaked around different
values, p1 and p2, of k˜, with the same variance σ
2
s . B is
the normalization constant such that
∫ 1
0
P (k˜) = 1. We
fix p1 = 0.5 and vary both the variance, σs, and the
distance between the peaks, ∆ = |p2 − p1|.
If σs is very large (σ >∼ 0.1), the situation is the same
observed for a single Gaussian with large variance, yield-
ing a multi–periodic asynchronous dynamical phase.
For intermediate values of σs i.e. 0.05 <∼ σ <∼ 0.1, the
dynamics of the network can exhibit a quasi–synchronous
phase or a multi–periodic asynchronous phase, depend-
ing on the value of ∆. In fact, one can easily realize
that this parameter tunes the standard deviation of the
overall distribution: small separations amount to broad
distributions.
Finally, when σs <∼ 0.05, a new dynamical phase ap-
pears. For small values of ∆ (e.g. ∆ ≈ 0.1) , we observe
the usual QSE scenario with one family of locked neurons
(data not shown). However, when ∆ is sufficiently large
(e.g. ∆ ≈ 0.4), each peak of the distribution generates
its own group of locked neurons. More precisely, neu-
rons separate into three different sets: two locked groups,
that evolve with different periods, T1 and T2, and the un-
locked group. In Fig.5 we show the dependence of ISIk˜
on k˜ and the raster plot of the dynamics (see the inset)
for σs = 0.03 . Notice that the plateaus of locked neu-
rons extend over values of k˜ on the left of p1 and p2. In
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FIG. 5: The time average of the inter–spike interval ISIk˜
vs. k˜ for the probability distribution P (k˜) defined in Eq.(20),
with ∆ = |p2 − p1| = 0.4, and σs = 0.03. We have obtained
the global field Y (t) simulating the HMF dynamics with a
discretization with M = 300 classes of neurons. We have
then used Y (t) to calculate the ISI of neurons evolving Eq.
(10). In the inset we show the raster plot of the dynamics: as
in Fig.1, neurons are ordered along the vertical axis according
to their in–degree.
the inset of Fig. 6 we plot the global activity field Y (t):
the peaks signal the quasi-synchronous firing events of
the two groups of locked neurons. One can also observe
that very long oscillations are present over a time scale
much larger than T1 and T2. They are the effect of the
firing synchrony of the of two locked families. In fact, the
two frequencies ω1 = 2π/T1 and ω2 = 2π/T2 are in gen-
eral not commensurate, and the resulting global field is a
quasi–periodic function. This can be better appreciated
by looking at Fig.6, where we report the frequency spec-
trum of the signal Y (t) (red curve). We observe peaks
at frequencies ω = nω1 + mω2, for integer values of n
and m. For comparison, we report also the spectrum of
a periodic Y (t), generated by the HMF with power law
probability distribution (19), with α = 4.9 (black curve):
in this case the peaks are located at frequencies multiples
of the frequency of the locked group of neurons.
On the basis of this analysis, we can conclude that
slow oscillations of the global activity field Y (t) may sig-
nal the presence of more than one group of topologically
homogeneous (i.e. locked) neurons. Moreover, we have
also learnt that one can generate a large variety of global
synaptic activity fields by selecting suitable in-degree dis-
tributions P (k˜), thus unveiling unexpected perspectives
for exploiting a sort of topological engineering of the neu-
ral signals. For instance, one could investigate which kind
of P (k˜) could give rise to an almost resonant dynamics,
where ω2 is close to a multiple of ω1.
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FIG. 6: The frequency spectra of the global activity field
Y (t) for different in–degree probability distributions. The
black spectrum has been obtained for the HMF dynamics with
M = 350, generated by the power law probability distribution
P (k˜) ∼ k˜−4.9 (see Eq.(19)), with k˜m = 0.1: in this case there
is a unique family of locked neurons generating a periodic
global activity field Y (t). The red spectrum has been obtained
for a random network of N = 300 neurons generated by the
double Gaussian distribution (see Eq.(20)) described in Fig.s
6 and 7: in this case two families of locked neurons are present
while, as reported in the inset, Y (t) exhibits a quasi–periodic
evolution.
VI. HMF AND THE INVERSE PROBLEM IN
PRESENCE OF NOISE
The HMF formulation allows one to define and solve
the following global inverse problem: how to recover the
in–degree distribution P (k˜) from the knowledge of the
global synaptic activity field Y (t) [13].
Here we just sketch the basic steps of the procedure.
Given Y (t), each class of neurons of in-degree k˜ evolves
according to the HMF equations:
V˙k˜(t) = a− Vk˜(t) + gk˜Y (t) (21)
Y˙k˜(t) = −
Yk˜(t)
τin
+ u(1− Yk˜(t)−Zk˜(t))S˜k˜(t) (22)
Z˙k˜(t) =
Yk˜(t)
τin
− Zk˜(t)
τr
. (23)
The different fonts used here, with respect to Eq.s (10)–
(14), point out that in this framework the choice of the
initial conditions is arbitrary and the dynamical variables
V(t), Y(t), Z(t) in general may take different values from
those assumed by v(t), y(t), z(t), i.e. the variables gen-
erating Y (t) in (10)–(14). However, one can exploit the
self consistent relation for the global field Y (t):
Y (t) =
∫ 1
0
P (k˜)Yk˜(t)dk˜ . (24)
If Y (t) and Yk˜(t) are known, this is a Fredholm equa-
8tion of the first kind for the unknown P (k˜) [22]. If Y (t)
is a periodic signal, Eq. (24) can be easily solved by
a functional Montecarlo minimization procedure, yield-
ing a faithful reconstruction of P (k˜) [13]. This method
applies successfully also when Y (t) is a quasi-periodic
signal, like the one generated by in–degree distribution
(20).
In this section we want to study the robustness of the
HMF equations and of the corresponding inverse prob-
lem procedure in the presence of noise. This is quite an
important test for the reliability of the overall HMF ap-
proach. In fact, a real neural structure is always affected
by some level of noise, that, for instance, may emerge
in the form of fluctuations of ionic or synaptic currents.
Moreover, it has been observed that noise is crucial for re-
producing dynamical phases, that exhibit some peculiar
synchronization patterns observed in in vitro experiments
[2, 19].
For the sake of simplicity, here we introduce noise by
turning the external current a, in Eq. (10), from a con-
stant to a time and neuron dependent stochastic pro-
cesses ak˜(t). Precisely, the ak˜(t) are assumed to be i.i.d.
stochastic variables, that evolve in time as a random walk
with boundaries, amin and amax (the same rule adopted
in [19]). Accordingly, the average value, a¯ of ak˜(t) is
given by the expression a¯ = (amin + amax)/2, while the
amplitude of fluctuations is δ = amax − amin. At each
step of the walk, the values of ak˜(t) are independently
updated by adding or subtracting, with equal probabil-
ity, a fixed increment ∆a. Whenever the value of ak˜(t)
crosses one of the boundaries, it is reset to the boundary
value.
Since the dynamics has lost its deterministic character,
its numerical integration cannot exploit an event driven
algorithm, and one has to integrate Eq.s (10) –(13) by
a scheme based on explicit time discretization. The re-
sults reported hereafter refer to an integration time step
∆t = 9 · 10−4, that guarantees an effective sampling of
the dynamics over the whole range of parameter values
that we have explored. We have assumed that ∆t is also
the time step of the stochastic evolution of ak˜(t).
Here we consider the case of uncorrelated noise, that
can be obtained by a suitable choice of ∆a [19]. In our
simulations ∆a = 10−2, that yields a value O(10−2) of
the correlation time of the random walk with boundaries.
This value, much smaller than the value O(1) typical of
the ISI of neurons, makes the stochastic evolution of the
external currents, ak˜(t), an effectively uncorrelated pro-
cess with respect to the typical time scales of the neural
dynamics. In Fig. 7 we show Y (t), produced by the dis-
cretized HMF dynamics with M = 4525 and for a Gaus-
sian distribution P (k˜), with 〈k˜〉 = 0.7 and σk˜ = 0.0455.
Curves of different colors correspond to different values
of δ. We have found that up to δ ≃ 0.1, i.e. also for non
negligible noise amplitudes (a¯ = 1), the HMF dynamics is
practically unaffected by noise. By further increasing δ,
the amplitude of Y (t) decreases, as a result of the desyn-
chronization of the network induced by large amplitude
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FIG. 7: The global activity field Y (t) of the HMF dynamics,
sampled byM = 4525 classes of neurons, for a gaussian prob-
ability distribution P (k˜), with 〈k˜〉 = 0.7 and σk˜ = 0.0455.
Lines of different colors correspond to different values of the
noise amplitude, δ, added to the external currents ak˜(t): δ = 0
(black line), δ = 0.1 (red line), δ = 0.15 (green line), δ = 0.2
(blue line) and δ = 0.3 (orange line).
noise.
Also the inversion procedure exhibits the same robust-
ness with respect to noise. As a crucial test, we have
solved the inverse problem to recover P (k˜) by injecting
the noisy signal Y (t) in the noiseless equations (21)–(23),
where a = a¯ (see Fig.7). The reconstructed distributions
P (k˜), for different δ, are shown in Fig. 8. For relatively
small noise amplitudes (δ < 0.1) the recovered form of
P (k˜) is quite close to the original one, as expected be-
cause the noisy Y (t) does not differ significantly from the
noiseless one. On the contrary, for relatively large noise
amplitudes (δ > 0.1), the recovered distribution P (k˜)
is broader than the original one and centered around a
shifted average value 〈k˜〉. The dynamics exhibits much
weaker synchrony effects, the same indeed one could ob-
serve for the noiseless dynamics on the lattice built up
with this broader P (k˜) given by the inversion method.
As a matter of fact, the global neural activity fields
obtained by experimental measurements are unavoidably
affected by some level of noise. Accordingly, it is worth
investigating the robustness of the inversion method also
in the case of noise acting directly on Y (t). In order to
tackle this problem, we have considered a simple noisy
version of the global synaptic activity field, defined as
Yδ(t) = (1 + η(t))Y (t), where the random number η(t)
is uniformly extracted, at each integration time step, in
the interval [− δ
2
, δ
2
]. In Fig. 9 we show the distributions
P (k˜) obtained for different values of δ. We can conclude
that the inversion method is quite stable with respect to
this additive noise. In fact, even for very large signal–
to–noise ratio (e.g. low–right panel of Fig. 9, where
δ = 0.8) the main features of the original distribution
90
2
4
6
8
P(~k)
0 0.2 0.4 0.6 0.8 1
~k
0
5
10
P(~k)
0 0.2 0.4 0.6 0.8 1
~k
0
2
4
6
8
FIG. 8: Solution of the inverse problem by the HMF equa-
tions in the presence of noise added to the external currents.
We consider the same setup of Fig. 9 and we compare, for
different values of the noise amplitude δ, the reconstructed
probability distribution P (k˜) (red circles) with the original
gaussian distribution (black line): the upper–left panel cor-
responds to the noiseless case (δ = 0), while the upper–
right, the lower–left and and the lower–right correspond to
δ = 0.1, 0.2, 0.3, respectively.
are still recovered, within a reasonable approximation.
VII. HMF IN SPARSE NETWORKS
In this section we analyze the effectiveness of the HMF
approach for sparse networks, i.e. networks where the
neurons degree does not scale linearly with N and, in
particular, the average degree 〈k〉 is independent of the
system size. In this context, the coupling term describ-
ing the membrane potential of a generic neuron i, in a
network of N neurons, evolves according to the following
equation:
v˙j = a− vj + g〈k〉
∑
i6=j
ǫijyi, (25)
while the dynamics of yi is the same of Eq.s (3)–(4).
The coupling therm is now independent of N , and the
normalization factor, 〈k〉, has been introduced in order
to compare models with different average connectivity.
The structure of the adjacency matrix ǫij is determined
by choosing for each neuron i its in-degree ki from a
probability distribution P (ki) (with support over positive
integers) independent of the system size.
On sparse networks the HMF model is not recovered in
the thermodynamic limit, as the fluctuations of the field
received by each neuron of in–degree ki do not vanish for
N →∞. Nevertheless, for large enough values of ki, one
can expect that the fluctuations become negligible in such
a limit, i.e. the synaptic activity field received by differ-
ent neurons with the same in-degree is approximately the
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FIG. 9: Solution of the inverse problem by the HMF equa-
tions in the presence of noise added to the activity field.
We consider the same setup of Fig. 9, where now a = 1
and Yδ(t) = (1 − η(t))Y (t) (the random variable η(t) is ex-
tracted from a uniform probability distribution in the interval
[−δ/2, δ/2]). We compare, for different values of the noise am-
plitude δ, the reconstructed probability distribution P (k˜) (red
circles) with the original gaussian distribution (black line):
the upper–left, the upper–right, the lower–left and and the
lower–right panels correspond to δ = 0.1, 0.4, 0.8, 1.2, respec-
tively.
same. Eq. (25) can be turned into a mean–field like form
as follows
v˙j = a− vj + g〈k〉kjY , (26)
where Y (t) represents the global field, averaged over all
neurons in the network. This implies that the equation
is the same for all neurons with in–degree kj , depending
only on the ratio kˆj = kj/〈k〉. Consequently, also in this
case one can read Eq. (26) as a HMF formulation of Eq.
(25), where each class of neurons kˆ evolves according to to
Eq.s (10)–(13), with kˆ replacing k˜, while the global activ-
ity field is given by the relation Y (t) =
∫∞
0
Pˆ (kˆ)ykˆ(t)dkˆ.
In order to analyze the validity of the HMF as an ap-
proximation of models defined on sparse networks, we
consider two main cases: (i) Pˆ (kˆ) is a truncated Gaus-
sian with average 〈kˆ〉 = 1 and standard deviation σkˆ; (ii)
Pˆ (kˆ) = (α− 1)kˆ−α is a power–law (i.e., scale free) distri-
bution with a lower cutoff kˆm = 1. The Gaussian case (i)
is an approximation of any sparse model, where P (kj) is
a discretized Gaussian distribution with parameters 〈k〉
and σk, chosen in such a way that σkˆ = σk/〈k〉. The
scale free case (ii) approximates any sparse model, where
P (kj) is a power law with exponent α and a generic cut-
off. Such an approximation is expected to provide better
results the larger is 〈k〉, i.e. the larger is the cutoff km
of the scale free distribution. In Fig. 10 we plot the
global field emerging from the HMF model, superposing
those coming from a large finite size realization of the
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FIG. 10: Comparison of the global synaptic activity field
Y (t) from sparse random networks with the same quantity
generated by the corresponding HMF dynamics. We have
considered sparse random networks with N = 104 neurons. In
the upper panel we consider a Gaussian probability distribu-
tions P (k) with different averages 〈k〉 and variances σk, such
that σk/〈k〉 = 0.06: 〈k〉 = 10, 20, 60, 100 correspond to the
violet, orange, red and blue lines, respectively. The black line
represents Y (t) from the HMF dynamics (M = 103), where
Pˆ (kˆ) is a Gaussian probability distribution with 〈kˆ〉 = 1 and
σkˆ = σk/〈k〉 = 0.06. In the lower panel we consider the
scale free case with fixed power exponent α and different km:
km = 10, 30, 70 correspond to the orange, red and blue lines,
respectively. The black line represents Y (t) from the HMF
dynamics (M = 103), where Pˆ (kˆ) = (α − 1)kˆ−α with cutoff
kˆm = 1.
sparse network, with different values of 〈k〉 for the Gaus-
sian case (upper panel) and of km for the scale free case
(lower panel). The HMF equations exhibit a remark-
able agreement with models on sparse network, even for
relatively small values of 〈k〉 and km. This analysis indi-
cates that the HMF approach works also for non–massive
topologies, provided the typical connectivities in the net-
work are large enough, e.g. 〈k〉 ∼ O(102) in a Gaussian
random network with N = 104 neurons (see Fig. (10)).
VIII. CONCLUSIONS
For systems with a very large number of components,
the effectiveness of a statistical approach, paying the
price of some necessary approximation, has been exten-
sively proven, and mean–field methods are typical in this
sense. In this paper we discuss how such a method, in
the specific form of Heterogeneous Mean–Field, can be
defined in order to fit an effective description of neural
dynamics on random networks.
The relative simplicity of the model studied here, exci-
tatory leaky–integrate–and fire neurons with short term
synaptic plasticity, is also a way of providing a pedagog-
ical description of the HMF and of its potential interest
in similar contexts [13].
We have reported a detailed study of the HMF ap-
proach including investigations on (i) its stability prop-
erties, (ii) its effectiveness in describing the dynamics and
in solving the associated inverse problem for different net-
work topologies, (iii) its robustness with respect to noise,
and (iv) its adaptability to different formulations of the
model at hand. In the light of (ii) and (iii), the HMF
approach appears quite a promising tool to match exper-
imental situations, such as the identification of topologi-
cal features of real neural structures, through the inverse
analysis of signals extracted as time series from small, but
not microscopic, domains. On a mathematical ground,
the HMF approach is a simple and effective mean–field
formulation, that can be extended to other neural net-
work models and also to a wider class of dynamical mod-
els on random graphs. The first step in this direction
could be the extension of the HMF method to the more
interesting case, where the random network contains ex-
citatory and inhibitory neurons, according to distribu-
tions of interest for neurophysiology [23, 24] . This will
be the subject of our future work.
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