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1.1 Contexte
L
es techniques d’imagerie médicale ont révolutionné durant ces dernières décennies le monde
de la médecine. Elles procurent aux médecins un accès immédiat et ﬁable à des informa-
tions potentiellement vitales du corps humain de manière non invasive. L’apport de l’imagerie
médicale va au-delà de la simple visualisation des structures anatomiques, en eﬀet elle oﬀre
aux médecins la possibilité d’identiﬁer avec précision des éventuelles lésions et anomalies du
corps et des organes et par la suite de poser un diagnostic plus ﬁable. Elle est désormais in-
dispensable au diagnostic d’un grand nombre de pathologies (notamment du système nerveux
comme la maladie d’Alzheimer, la sclérose en plaques), ainsi qu’un suivi thérapeutique précis
de l’évolution d’une maladie.
Avec la découverte de l’imagerie tridimensionnelle, l’acte chirurgical a bénéﬁcié de plusieurs
avancées concernant la préparation d’une intervention ainsi que pour la navigation durant
l’opération, on parle alors d’imagerie interventionnelle telle que l’angiographie, l’échographie
et plus récemment le scanner et l’IRM interventionnelle , deux modalités innovantes en ma-
tière d’intervention pour les actes les plus délicats tels que le traitement des anévrismes ainsi
que les lésions hémorragique ou tumorale [Kallio et al., 2006, Bathe and Mahallati, 2009]. Ce
type d’intervention nécessite une bonne qualité d’image permettant aux médecins de réagir
rapidement en temps réel.
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Un autre domaine a bien évolué grâce à l’imagerie médicale 3D, c’est la fabrication et l’im-
plantation de prothèses, en particulier les prothèses articulaires. Une étude récente a montré
que plus de 150 000 prothèses de hanche, de genou et d’épaule sont implantées annuellement
en France et ce chiﬀre va en augmentant, 15% d’augmentation annuelle pour l’arthroplastie de
l’épaule. L’imagerie utilisée pour ces prothèses repose à l’heure actuelle essentiellement sur les
radiographies. Malgré sa popularité cette dernière à l’inconvénient de ne pas montrer certaines
régions que ce soit au niveau de l’os avant l’arthroplastie ou sur la prothèse après l’implémen-
tation et par conséquent il est diﬃcile d’interpréter correctement l’image. D’autres modalités
d’imagerie ont été utilisées, tels que la tomodensitométrie, l’échographie et plus récemment la
radiographie basse dose EOS [Jerbi, 2012].
Toutefois, ces diﬀérents types de modalités sont généralement entachés d’artéfacts provenant
de l’appareil d’acquisition ou du patient lui-même notamment, Il bouge naturellement en res-
pirant : Artéfacts cinétique ou de mouvement (cardiaque, respiratoire,etc). Dans ce contexte,
les outils d’analyse d’images sont indispensables. Devant le ﬂux croissant de données issues
des imageurs, le traitement manuelle s’avère être une tâche fastidieuse qui consomme le temps
précieux de médecins spécialistes. D’où la nécessité de développer des algorithmes automatisés
de traitement d’images.
Généralement, les algorithmes de traitement d’images doivent satisfaire aux besoins de l’expert :
la précision, la simplicité dans la manipulation et la rapidité dans l’exécution. Ces qualités
dépendent énormément de deux facteurs essentiels : la complexité et la quantité des données à
traiter.
En eﬀet, chaque modalité d’imagerie produit des données en fonction du phénomène physique
utilisé pour l’acquisition qui peut être des rayons-X, un champ magnétique, des ondes ultra-
sons ou la radioactivité. Ces phénomènes interagissent avec la composition du corps humain
pour donner l’image. Une image est dite complexe si en plus d’artéfacts, elle contient plusieurs
détails à la fois. Ce qui rend son traitement compliqué par les méthodes classiques. L’imagerie
par résonance magnétique est considérée parmi les modalités les plus complexes qui nécessitent
des outils de traitement robustes et automatisés qui n’existent pas encore.
La segmentation est l’une des opérations les plus importantes dans une chaîne de traite-
ment d’image (voir ﬁgure 1.1), car il s’agit d’une étape cruciale dans de nombreuses appli-
cations et analyses quantitatives. Son but est, à partir d’une ou plusieurs images, d’attri-
buer à chaque voxel une étiquette pour en donner une description. Cette étape est généra-
lement eﬀectuée manuellement par un expert dans le domaine, sur chaque coupe. Il s’agit
d’une opération laborieuse, très coûteuse en temps humain (une segmentation manuelle de
quelques structures sur un seul volume IRM peut prendre une demi-journée). De plus, une
segmentation manuelle introduit une grande variabilité inter et intra-expert : deux experts
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Figure 1.1: Analyse d’images : chaîne de traitement de l’information médicale
des méthodes automatiques. Actuellement, des méthodes de segmentation semi-automatiques
sont largement utilisées en particulier pour des segmentations de lésions (tumorales, inﬂam-
matoire) [Koompairojn et al., 2008, Sjögren et al., 2012] ainsi que pour des structures saines
telles que les Hippocampes, les cartilage etc. Malgré des résultats encourageants, elles néces-
sitent toujours l’intervention humaine. Dans ce contexte, plusieurs recherches on aboutit à
des algorithmes de traitement complètement automatiques sur quelques modalités d’image-
ries telles que les ultrasons [Dardenne et al., 2009] pour détecter des proﬁls osseux, les scan-
ners pathologiques pour séparer la tête humérale et la scapula et optimiser et paramètres
d’une prothèse [Chaoui, 2011] et sur des organes bien particuliers du corps humain comme
le cerveau [Paragios and Deriche, 2002, Colliot et al., 2008, Zhang et al., 2011], et le cœur
[Prastawa et al., 2005, Pyatykh et al., 2010]. En eﬀet, pour réaliser un algorithme de traite-
ment automatique précis et robuste, il est important de prendre en compte tous les artéfacts
liés à la modalité avec un modèle mathématique adapté. Sur certaines modalités d’imagerie
complexes, il est diﬃcile d’introduire toutes les contraintes (artéfacts) dans un seul modèle
pour créer un processus automatique. L’imagerie par résonance magnétique est l’une de ce
type d’images, une modalité très diﬃcile à interpréter à cause de la quantité importante des
détails des diﬀérents tissus ajoutée aux artéfacts. Ceci rend indispensable le besoin d’un outil
de traitement robuste. De plus, l’IRM est considérée comme la modalité d’actualité, elle est
indispensable pour le diagnostic de plusieurs types de pathologies, lorsque d’autres imageurs
sont insuﬃsants dans la détermination d’un diagnostic précis. Elle a l’avantage d’être non irra-
diante, ceci est d’autant plus important lorsqu’il s’agit d’explorer des sujets jeunes ou porteurs
de maladies chroniques nécessitant des explorations répétées. Pour ce faire, plusieurs recherches
se sont concentrées sur la possibilité de créer un processus de traitement robuste automatisé
le plus possible. C’est dans ce contexte que se situe cette thèse dont l’objectif principal est
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de réaliser un processus de ﬁltrage automatisé appliqué aux IRM 3D d’articulations osseuses
telles que l’épaule, la hanche ou le genou, et en vue de l’analyse fonctionnelle de ces complexes
articulaires en lien avec le service de rééducation du CHU de Brest.
1.2 Objectifs et contributions
Dans cette thèse nous focalisons notre étude sur des volumes IRM d’articulations osseuses et
nous proposons une méthode de traitement (ﬁltrage et segmentation) en se basant sur l’une des
approches de segmentation automatique classique utilisant la détection des surfaces frontières
pour distinguer les diﬀérentes structures d’intérêt tout en éliminant le bruit dans les régions.
Ainsi, nous mettons en œuvre un processus de traitement, basé sur la notion de diﬀusion
anisotrope, associé aux statistiques robustes et formulé dans le cadre d’une propagation de
fronts.
Le travail de cette thèse a abouti à des contributions portant à la fois sur le ﬁltrage d’IRM 3D
ainsi que sur la détection des surfaces en vue d’une segmentation automatisée :
– une fonction de diﬀusion anisotrope robuste associée à la norme de Tukey est choisie parmi
plusieurs autres fonctions de diﬀusion permettant à la diﬀusion de s’arrêter complètement
sur les contours de l’image.
– un estimateur robuste permettant de classer la population des voxels gradients en classe
contour ou classe région. Ce paramètre est déterminé d’une manière originale sur une partie
du volume et non pas sur le volume entier aﬁn de permettre un calcul exact de la médiane,
opérateur sur lequel se base l’outil d’estimation.
– un modèle de diﬀusion anisotrope robuste local adapté aux propriétés des images IRM af-
fectées par un bruit gaussien. Ainsi le modèle proposé est fondé sur la fonction robuste de
Tukey et l’estimateur local proposé.
– une formulation du processus de diﬀusion anisotrope en une propagation de front par level
sets permet de voir le processus comme une évolution de plusieurs surfaces de même niveau
sous l’action de diﬀérentes vitesses dites vitesses de propagation.
– une méthode originale de segmentation 3D formulée dans un processus de ﬁltrage automa-
tique qui oﬀre la possibilité de faire des reconstruction 3D des structures osseuses.
1.3 Organisation du manuscrit
Le manuscrit est organisé en six chapitres présentant les contributions essentielles du travail
doctoral, le premier chapitre correspond à cette introduction. Dans le chapitre 2, nous présen-
tons dans la première partie des notions élémentaires d’anatomie des principales articulations
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du corps humain (membre supérieur et inférieur) à savoir le complexe articulaire de l’épaule,
la hanche et le genou. Dans la deuxième partie, nous proposons l’imagerie par résonance ma-
gnétique en tant que modalité d’étude de ces diﬀérentes articulations, tout en présentant son
principe et les artefacts associés à l’acquisition des images. Une étude particulière est consacrée
au bruit gaussien qui aﬀecte ce type d’image.
Le chapitre 3 est une étude bibliographique sur le ﬁltrage anisotrope et les diﬀérentes amélio-
rations du modèle classique tout en montrant quelques applications des diﬀérents algorithmes
sur un volume de données IRM. Cette étude permet de prendre connaissance des limitations
des algorithmes classiques de la diﬀusion anisotrope et par la suite d’introduire de nouvelles
améliorations permettant de rapporter plus de précision et de robustesse dans le traitement.
Dans le chapitre 4 , nous commençons par introduire le lien entre la diﬀusion anisotrope et les
statistiques robustes. Par la suite, une comparaison entre des fonctions de diﬀusion classiques
et une fonction associée à la norme robuste de Tukey est réalisée. Le choix de la fonction de
diﬀusion est primordial, car elle permet de contrôler le processus de ﬁltrage anisotrope dans le
volume en fonction de l’amplitude des gradients des voxels. Une approche originale d’estimation
robuste du seuil des amplitudes des gradients appelée “ Estimation robuste locale” est proposée.
Le chapitre 5 est une extension de l’équation de la diﬀusion anisotrope formulée dans un cadre
d’une propagation de fronts par level sets. Cette formulation donne naissance à deux termes de
vitesse autres que le terme de la diﬀusion anisotrope qui oﬀrent à l’expert un accès direct aux
caractéristiques des images après le ﬁltrage telles que le contraste et la continuité des contours.
Le chapitre 6 est consacré à l’étude du comportement du processus de la diﬀusion anisotrope
robuste proposé à travers des résultats d’application sur deux types de données : des données
de synthèse issues d’une segmentation manuelle avec une vérité terrain connue et des volumes
de données IRM réelles d’articulations osseuses d’épaule, hanche et genou 1. Dans un premier
temps, une comparaison est réalisée entre le modèle de la diﬀusion locale et globale. Par la suite
nous montrons l’importance des termes de vitesse de l’équation de la diﬀusion formulée dans
le cadre des level sets. Tous les résultats sont évalués quantitativement à l’aide de diﬀérentes
fonctions d’évaluation en région et en contour pour mettre en évidence l’eﬃcacité de notre
méthode à satisfaire aux besoins de l’expert.
Enﬁn des conclusions sont tirées et des perspectives sont proposées.
1. Les images IRM sur lesquelles j’ai travaillé nous ont été procurées par le CHU de Brest, l’Hôpital des
armées Chermont Tonnerre de Brest et le CHU la Timone à Marseille.
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Chapitre 2 : L’Imagerie par résonance magnétique pour l’étude des articulations
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Introduction
l’imagerie médicale regroupe l’ensemble des outils d’acquisition et de traitement d’image utili-
sés par la médecine pour le diagnostic d’un grand nombre de pathologies. Elle représente une
révolution dans le monde de la médecine en oﬀrant un accès rapide et ﬁable à des informa-
tions inaccessibles auparavant. Ainsi de nouveaux espoirs de traitement pour plusieurs maladies
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(cancer, épilepsie, ...) sont apparus [Urbach, 2008]. La première application de l’imagerie mé-
dicale date de 1895 avec l’utilisation du phénomène physique des rayons X. C’est le début de
la radiographie. Plus tard, les techniques d’imagerie s’améliorent et se diversiﬁent tout au long
du XXe siècle avec apparition de la scintigraphie, du scanner, de l’échographie puis de l’IRM.
L’imagerie par résonance magnétique (IRM) parue en 1920 utilise une association entre deux
phénomènes physiques : des ondes radioélectriques et un fort champ magnétique pour donner
des images remarquablement claires et détaillées des organes et des tissus sans mettre le pa-
tient en danger comme dans le cas des rayonnements X. Les domaines d’application de l’IRM se
sont considérablement étendus en particulier pour examiner les pathologies aﬀectant les parties
ostéo-articulaires telles que la colonne vertébrale, le genou et l’épaule qui font le plus souvent
l’objet de cet examen. Grâce aux acquisitions 2D et 3D et à la résolution élevée des images,
l’IRM permet de donner des détails précis des zones complexes qu’aucune autre technique
d’imagerie ne peut fournir, ainsi elle est considérée comme le meilleur examen des principales
articulations du corps, notamment de la colonne (pour les problèmes liés aux disques) et des tis-
sus mous des extrémités [Hovasse and Garot, 2009, Laurent et al., 2010, Fantino et al., 2011].
Elle permet aussi une étude complète de toutes les articulations du corps, y compris les hanches,
les poignets et les mains. Cette technique d’imagerie est considérée comme une grande avancée,
permettant une approche étiologique plus précise dans de nombreuses pathologies et notam-
ment en pathologie ostéo articulaire. La résolution élevée des images oﬀre aux médecins une
vue détaillée de toutes petites déchirures et blessures aux tendons et aux muscles, ainsi que
des fractures invisibles aux rayons X. De plus, les images IRM peuvent donner une idée précise
sur certaines maladies dégénératives liées aux articulations telles que l’arthrite, la détérioration
de la surface des articulations (arthrose) ou l’hernie discale. Enﬁn, l’IRM est aussi utile pour
diagnostiquer et caractériser les infections (par exemple l’ostéomyélite) et les tumeurs (par
exemple les métastases) dans les articulations et les os.
Dans ce chapitre, la première partie concerne l’anatomie des articulations du corps hu-
main, en particulier nous nous focalisons aux articulations de l’épaule, la hanche et le ge-
nou. Elle se réfère à deux atlas [Guay, 2005, Nguyen and Bourouina, 2008, Debierre, 2010,
Tixa and Ebenegger, 2011], la plupart des ﬁgures qui illustrent les diﬀérentes articulations ont
été téléchargées sur internet.
La seconde partie présente les principes physiques de l’imagerie par résonance magnétique, de la
formation du signal électromagnétique jusqu’aux séquences d’acquisition d’images numériques.
Nous évoquons aussi les caractéristiques des images acquises en montrant les qualités et les
défauts de cette modalité. Un intérêt particulier sera consacré aux caractéristiques du bruit qui
entache les images.
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2.1 Anatomie des articulations
Dans cette partie on présente quelques notions de l’anatomie des parties ostéo-articulaires du
corps humain ( l’épaule, la hanche et le genou), permettant aux lecteurs de prendre la mesure
de la complexité de chaque partie ainsi que de s’approprier les termes anatomiques utilisés
dans ce document. En eﬀet, les articulations désignent les jonctions liant les diﬀérents os qui
composent la squelette. Ces liaisons sont assurées à l’aide d’éléments, comme les tendons qui
permettent de rattacher les os entre eux et les ligaments, recouvrent les surfaces de frottements
des articulations et assurent les liaisons muscles-os. Ainsi, ces éléments assurent le maintient
des articulations en place et favorisent leurs ﬂexibilités. Le corps humain comporte 206 os
formant 360 articulations réparties comme suit (Figure 2.1 et Figure 2.1) :
Les articulations du corps humain Nombre
les articulations du crâne 86
les articulations du larynx 6
les articulations de la cage thoracique 66
les articulations de la colonnes vertébrales et du pelvis 76
les articulations des membres supérieurs 32x2
les articulations des membres inférieures 31x2
Table 2.1: Récapitulatif des articulations du corps humain
Figure 2.1: Squelette du corps humain : Os et articulations
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Ces diﬀérentes articulations peuvent être réparties en deux classes [Dufour, 2007] :
1. Selon leur degré de mobilité
• Articulations à grande mobilité permettant une grande variété de mouvements
et dans plusieurs directions. On cite les articulations de l’épaule, articulations de la
hanche qui vont être évoquées dans la suite du chapitre.
• Articulations semi-mobiles : Les surfaces osseuses sont liées par des disques de
cartilage et de ﬁbres rendant stable l’articulation, mais limitent ces mouvements. C’est
le cas des vertèbres, de la symphyse pubienne, du genou et de la cheville.
• Articulation immobile : appelées aussi les articulations ﬁxes telles que les os du
crâne.
2. Selon leur composition :
• Articulations ﬁbreuses : Ce sont des articulations comme leur nom l’indique, com-
posées de tissus ﬁbreux qui permettent la liaison entre deux ou plusieurs os.
• Articulations cartilagineuses : elles sont composées de cartilage hyalin ou de ﬁbro-
cartilage (tissu à la fois ﬁbreux et cartilagineux).
• Articulations synoviales : leur rôle principale consiste à unir les os entre eux grâce
à des capsules articulaires revêtant diﬀérentes formes.
L’étude des mouvements de l’ensemble des articulations du corps humain met en évidence trois




Figure 2.2: Axes et Plan en anatomie, d’après : www.training.seer.cancer.gov
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Les trois plans de référence perpendiculaires les uns aux autres (Figure 2.2) dans lesquels sont
réalisés les mouvements sont :
– le plan sagittal sépare les parties droite et gauche du corps.
– le plan frontal sépare les parties avant et arrière du corps.
– le plan transversal sépare les parties haute et basse du corps.
Dans ces recherches, l’anatomiste Pierre Kamina [Kamina, 2009] a contribué à clariﬁer la
déﬁnition des classes d’articulations à partir des critères de degrés de mouvement et de forme
des surfaces articulaires. Dans les travaux de Stéphane Allaire [Allaire, 2006] eﬀectués au
LaTIM, on trouve une Table Typologique Interdisciplinaire de Correspondance Forme Osseuse
Mobilité Articulaire (TTIFOMA) qui inclue la mobilité articulaire (type de liaison et orientation
par exemple pivot en ﬂexion/extension comme le coude) ainsi que la morphologie (formes des
surfaces articulaires en vis-à-vis, en terme de convexité, concavité, et rapports angulaires). Par
exemple pour la tête humérale, il s’agit d’une rotule qui peut être modélisée mathématiquement
par un ellipsoïde. Dans ce qui suit, nous nous intéressons aux articulations les plus complexes
et les plus mobiles du corps humain à savoir l’épaule, la hanche et le genou. Celles-ci assurent
la mobilité de l’être humain en favorisant diﬀérents mouvements dans plusieurs axes et plans
ce qui font elles l’objet de plusieurs maladies qui sont déterminées en utilisant des techniques
d’imagerie médicales. Pour ce faire, nous avons besoin de comprendre l’anatomie de chaque
articulation en déﬁnissant les mouvements qu’elles assurent aﬁn d’interpréter correctement
leurs images anatomiques.
2.1.1 Anatomie de l’épaule
L’épaule est un complexe d’articulations et de muscles qui constitue une liaison entre le membre
supérieur et le tronc. C’est l’articulation la plus mobile du corps humain avec divers arcs de






– positionner la main
L’ensemble de ces fonctions sont assurées avec l’aide des muscles et des tendons qui englobent
la totalité des diﬀérentes articulations pour permettre la précision des mouvements. Cette
grande mobilité induit une forte instabilité qui est responsable de la plupart des pathologies
biomécaniques de l’épaule [Guay, 2005] .
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2.1.1.1 Os et articulations de l’épaule
Le complexe articulaire de l’épaule met en relation 4 os (Figure 2.3) :
– l’humérus
– l’omoplate (la scapula)
– la clavicule
– le manubrium sternal
et 4 articulations : trois vraies articulations et une fausse (Figure 2.3)
1. Gléno-humérale : formée de la tête humérale et de la cavité glénoïde (la glène), c’est
l’articulation la plus mobile du mouvement de l’épaule. La tête humérale est caractérisée
par sa grande taille par rapport à la cavité surfacique de la glène. Ceci rend cette articu-
lation très instable et l’objet de nombreux phénomènes de luxation et d’inﬂammation.
2. Acromio-claviculaire : elle réunit la clavicule à l’omoplate au niveau de l’acromion.
Elle est caractérisée par sa mobilité réduite. Son rôle est de ﬁxer le membre supérieur au
reste du corps.
3. Sterno-claviculaire : elle complète l’articulation acromio-claviculaire en ﬁxant le bras
au reste du corps, elle permet ainsi la liaison sternum-clavicule.
4. Scapulo-thoracique : c’est la fausse articulation : deux plans de glissements entre le
grand dorsal et la partie thoracique. Ils permettent des mouvements de bascule de l’omo-
plate assurant une abduction complète du bras.















Figure 2.3: Structure du complexe de l’épaule
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Dans les trois plans de l’espace, trois mouvements fondamentaux se présentent
[Blaimont and Taheri, 2006] :
– Flexion et Extension : Mouvement s’eﬀectuant dans le plan sagittal autour de l’axe frontal.
L’amplitude est de 180 ◦ pour la ﬂexion et de 45 ◦ à 50 ◦ pour l’extension (Figure 2.4).
– Abduction et Adduction : Mouvement s’eﬀectuant dans le plan frontal autour de l’axe
sagittal. L’amplitude de l’abduction est de 180 ◦, alors que pour l’adduction, elle est impos-
sible à réaliser dans le plan frontal à cause de la présence du tronc. Elle est réalisée combinée
à une ﬂexion ou à une extension. Son amplitude peut atteindre 30 à 45 ◦ (Figure 2.4).
– Rotation interne et externe : Mouvements de rotation qui s’eﬀectue dans le plan transver-
sal autour de l’axe longitudinal au niveau de l’articulation scapulohumérale. Ils s’accompagne
d’une abduction de l’omoplate (Figure 2.4).
Figure 2.4: Mouvements de l’épaule :Flexion/Extension (à gauche), Adduction/Abduction (au
milieu), Rotation interne/Rotation Externe (à droite) [Blot, 2009]
L’ensemble de ces articulations, qui assurent la fonction de l’épaule, mettent en évidence un
groupe de muscles et de tendons permettant ainsi la stabilité passive et le positionnement
optimal des structures osseuses.
2.1.1.2 Muscles et tendons de l’épaule
Les muscles de l’épaule peuvent être répartis en deux couches :
1. une couche profonde qui coiﬀe la totalité de la tête humérale d’où le nom de coiﬀe des
rotateurs. Cette couche regroupent quatre muscles qui conditionnent la mobilité et la
statique de l’articulation gléno-humérale. Ces muscles sont responsables des mouvements
de rotations interne et externe de l’épaule, ils partent de l’omoplate et s’insèrent sur
l’extrémité supérieure de l’humérus appelée trochiter.
2. une couche superﬁcielle représentée par :
– le deltoïde : caractérisé par sa puissance, c’est le plus gros muscle de cette région. Il
forme le galbe de l’épaule et permet d’éloigner le bras en avant, sur le coté et en arrière
par rapport à l’axe du corps : mouvement d’abduction du bras.
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– le trapèze : situé dans la loge supérieure de l’épaule il couvre toute la partie supérieure
du dos et de la colonne vertébrale allant jusqu’au milieu du dos. Formé de trois faisceaux
supérieur, moyen et inférieur ; permettent de maintenir l’omoplate en position pour
assurer le mouvement d’abduction du deltoïde. Ce muscle intervient lors de l’action du
soulèvement du bras.
– le sterno-cléïdo-mastoïdien : c’est le muscle du cou, il s’étend entre l’os de la clavicule,
le sternum de l’épaule et le temporal du crâne. Il intervient lors des mouvements entre
l’épaule et la tête.
Concernant les tendons de l’épaule, ce sont les structures des tissus mous qui relient les muscles
aux os en exerçant une traction sur les tendons. Les tendons de l’épaule sont principalement
localisés au niveau de la coiﬀe des rotateurs (Figure 2.5), ils forment un groupe de quatre
tendons qui s’attachent tout autour de la tête de l’humérus, permettant ainsi d’assurer la
stabilité de l’articulation gléno-humérale. Les tendons de l’épaule en allant de l’avant à l’arrière
sont les suivants :
– le sub-scapulaire
– le tendon du biceps
– le supra-épineux ou sus-épineux
– l’infra-épineux ou sous-épineux
– le petit rond
Figure 2.5: Muscles et tendons de l’épaule : à gauche (vue arrière), à droite (vue avant)
2.1.2 Anatomie de la hanche
La hanche ou l’articulation coxo-fémorale est une articulation qui relie le tronc à la partie
inférieur du corps humain par l’intermédiaire d’un os long de la cuisse appelé fémur. L’extrémité
supérieur du fémur est constituée d’une sphère qui s’emboîte dans l’os coxal, appelé aussi os
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iliaque, du bassin pour former l’articulation de la hanche. L’extrémité inférieure englobe la
rotule du genou.
2.1.2.1 Os et articulations de la hanche
L’articulation de la hanche est parmi les articulations à la fois très mobiles et très solides,
elle assure la position debout ainsi que la marche et la course. Ces mouvements mettent en
évidence des articulations avec la hanche d’un côté, et avec la rotule et le tibia de l’autre côté.
L’articulation coxo-fémorale de la hanche met en connexion :
– la tête du fémur : elle est comparée à une sphère de 45 mm de diamètre
– l’os iliaque ou coxal : en liaison avec la tête fémoral par l’intermédiaire de la cavité co-
tyloïde. Il s’agit d’un os de nature complexe qui forme la paroi ventro-latérale du bassin
osseux [Lefevre and Bohu, 2011].
Figure 2.6: Articulation de la hanche [Lenfant Jacques, 2008]
L’articulation coxofémorale est l’unique articulation qui unit la tête du fémur à la cavité coty-
loïde de l’os iliaque (Figure 2.6). Les surfaces articulaires sont recouvertes de cartilage composé
de tissu souple, qui recouvre la tête fémorale et tapisse la cavité de l’os pelvien. Il permet
d’amortir les mouvements brusques et les chocs et facilite le glissement de la tête dans sa
cavité [Alain Mandrino, 2011]. Ce cartilage associé avec l’os sous-jacent font l’objet d’une pa-
thologie fréquente de la hanche : la nécrose de la hanche (Figure 2.7). Il est important de déﬁnir
sur l’image de la hanche, en particulier l’IRM, la zone de la nécrose en utilisant un outil de seg-
mentation aﬁn d’établir le diagnostic correct ainsi que la meilleure intervention thérapeutique
nécessaire.
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Figure 2.7: Lésion du cartilage de la hanche [Bringer Olivier, 2006]
Cette articulation permet des mouvements variés ﬂexion et extension, adduction et abduction,
circumduction et rotation (Figure 2.8).
Figure 2.8: Mouvements de la hanche : Flexion/Extension (à gauche), Adduction/Abduction
(au milieu), Circumduction/Rotation (à droite) [Blot, 2009]
2.1.2.2 Muscles et tendons de la hanche
Il existe plusieurs groupes musculaires qui tiennent l’articulation coxo-fémorale de la hanche :
1. Muscle du tronc et de la hanche : Appelé Psoas iliaque, il est formé de la réunion
de deux chefs musculaires qui s’étendent du rachis lombaire et de l’os iliaque jusqu’au
fémur.
2. Muscles Fessiers :Ils sont au nombre de trois, ils s’étalent de la superﬁcie à la profondeur
et de l’arrière vers l’avant de la fesse selon l’ordre suivant :
– Grand fessier : il joue le rôle d’un extenseur et rotateur externe de la cuisse sur le
bassin. Si le fémur est ﬁxe : Il permet de redresser le bassin et l’incline de son côté.
C’est un stabilisateur de la position verticale.
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– Moyen fessier : Il assure l’abduction de la cuisse lors de la marche d’une part et la
rotation interne et externe d’autre part.
– Petit fessier : raccordé à la partie antérieure du moyen fessier il possède les mêmes
actions que ses ﬁbres antérieures. Sa contraction entraîne à la fois une ﬂexion, une
abduction et une rotation interne de la hanche.
3. Tenseur du fascia lata : Il s’étend de l’os iliaque au tibia en formant la limite externe
de la région fessière. Il permet la ﬁxation de la tête du fémur dans la cavité cotyloïde. Il
intervient dans les mouvements de ﬂéchissement, la rotation interne ainsi que l’abduction
de la cuisse sur le bassin.
4. Muscles pelvi trochantériens : sont très profonds et servent de rotateurs à la hanche.
Ils sont situés à l’arrière de la hanche et relient une partie du grand trochanter fémoral à
l’os iliaque.
2.1.3 Anatomie du genou
Le genou est l’articulation qui relie la jambe à la cuisse c’est à dire l’extrémité inférieure
du fémur et l’extrémité supérieure du tibia. C’est une articulation complexe qui permet de
supporter le poids du corps et assure des mouvements multiples du membre inférieur.
2.1.3.1 Os et articulation du genou





Au niveau du genou, ces trois os sont entourés d’une poche appelée la capsule articulaire.
Elle est composé d’un tissu que l’on nomme la synoviale produisant un liquide épais appelé
liquide synovial nécessaire pour lubriﬁer, protéger et nourrir l’articulation. Le genou est une
articulation de type synoviale composée de deux articulations :
– fémoro-patellaire : elle unie la trochlée fémorale à la face postérieure de la rotule à l’aide
du tendon rotulien, elle constitue l’élément primordial de l’appareil extenseur du genou.
– fémoro-tibiale : qui constitue deux articulations de type condylien unissant les condyles
fémoraux aux glènes tibiales grâce à l’interposition de ménisques. Ces deux articulations
interviennent dans les mouvements de ﬂexion / extension du genou.
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Figure 2.9: Anatomie du genou : à gauche (vue d’avant), à droite (vue de
droite) [edoctor.ch, 2011]
Ces articulations permettent à l’homme de faire les mouvements suivants (Figure 2.10) :
– Flexion et Extension : La ﬂexion du genou est le mouvement qui rapproche la face posté-
rieure de la jambe de la face postérieure de la cuisse. Son amplitude varie de 0 ◦ quand l’axe
de la jambe est dans le prolongement de l’axe de la cuisse, jusqu’à 120 ◦ si la hanche est en
extension. Elle peut atteindre 140 ◦ à 160 ◦ quand la hanche est ﬂéchie ou en se mettant dans
la position accroupie (talons dans les fesses).
– Rotation interne/externe : La rotation du genou s’eﬀectue dans le cas d’un genou ﬂéchi.
Il n’y a pas de rotation en extension du genou. La rotation externe varie entre 30 ◦ et 40,◦.
La rotation interne est moins importante de 20 ◦ à 30,◦. Elle s’eﬀectue aussi dans le cas de
genou ﬂéchi.
Figure 2.10: Mouvements du genou : Flexion/Extension (à gauche), Adduction/Abduction
(au milieu), Circumduction/Rotation (à droite) [Blot, 2009]
2.1.3.2 Muscles et tendons du genou
La stabilité du genou est assurée par des ligaments, des tendons et deux ménisques. Les liga-
ments sont solides, ﬂexibles et souples. Ils ont pour rôle de maintenir les surfaces articulaires
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en contact et d’orienter les mouvements. Ils sont localisés au centre du genou. On trouve deux
grands ligaments (Figure 2.11) :
– les ligaments croisés : ils maintiennent à la fois le tibia et le fémur aﬁn de les positionner dans
un même axe. On trouve le Ligament Croisé Antérieur (LCA) et ligament croisé postérieur
(LCP).
– les ligaments collatéraux : le ligament latéral interne (LLI) situé sur la face interne du genou,
et le ligament latéral externe (LLE) sur la face externe du genou. Ces deux ligaments assurent
la stabilité du genou pendant le déplacement latéral.
.
Figure 2.11: illustration des ligaments du genou [Berlin, 2012]
Il existe aussi deux tendons principaux reliés à la rotule :
– le tendon rotulien : situé au dessous de la rotule et s’attache à la tubérosité tibiale antérieure
(TTA) sur la face antérieure du tibia par l’intermédiaire de la pointe inférieure de la rotule.
– le tendon de quadricipital : situé au-dessus de la rotule, il prolonge le muscle antérieur de
cuisse : le quadriceps.
2.1.4 Modalités d’observation des complexes articulaires
L’étude clinique de l’ensemble des articulations du corps humain (épaule, hanche, genou, ...)
rentre dans le cadre de la compréhension de leur structure d’une part, et de l’aide au diagnostic
d’éventuelles pathologies d’autre part. Néanmoins, le caractère complexe de la structure anato-
mique de ces articulations est à l’origine de plusieurs diﬃcultés dans la détermination correcte
de la pathologie et un simple examen clinique ne suﬃt pas. Dans la plupart des cas un examen
complémentaire est nécessaire. En eﬀet, l’imagerie médicale est l’examen complémentaire qui
permet d’établir le diagnostic correcte des diﬀérentes pathologies associées aux articulations à
savoir :
– les lésions traumatiques comme les fractures et les luxations.
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– les lésions ligamentaires comme les entorses.
– les lésions dégénératives comme l’arthrose.
La radiologie conventionnelle est la première technique utilisée en tant qu’outil d’exploration
et d’analyse d’articulations osseuses. Apparus avec la découverte des rayons X en 1895, elle
a été très longtemps utilisées sur diﬀérentes structures osseuses du corps humain en fournis-
sant des images en 2 dimensions des diﬀérents complexes articulaires [Paletta Jr. et al., 1997].
Cette technique est dite de première intention et indispensable dans la plupart des cas mais
pas suﬃsante. Certaines pathologies articulaires et musculaires ne sont pas visibles sur une
radiographie telle que les lésions cartilagineuses pour le genou et la rupture de la coiﬀe des
rotateurs pour l’épaule [Mattei et al., 2008]. Dans d’autres cas cette modalité est certai-
nement eﬃcace mais ne permet pas de donner beaucoup de détails sur la pathologie tels
que la gravité et la taille de la lésion. Plus tard, vient la découverte des techniques d’ima-
geries 3D ( le scanner puis l’IRM ) [Beaulieu et al., 1999] qui sont à la fois des moyens
de diagnostic et d’observation d’organes en particulier pour l’ensemble des complexes arti-
culaire. Ces deux examens permettent de visualiser tous les éléments de l’articulation (os,
muscles, tendons, ligaments, poche articulaire). Dans ce contexte, l’imagerie par résonance
magnétique est la plus utilisée [Godefroy et al., 2005]. Il s’agit d’une technique non inva-
sive et non irradiante qui fournit des détails importants dans les cas les plus complexes
[Railhac, 2003]. Grâce aux propriétés particulières de ces diﬀérentes séquences, les images ac-
quises sont caractérisées par un contraste très élevé permettant de mieux distinguer les diﬀé-
rents tissus en fonction du caractère du signal émis [Bonny, 1996, Liang and Lauterbur, 2000].
Ainsi, elle est devenue, dans la plupart des cas, la première technique de deuxième inten-
tion [Malghem et al., 2009]. Sa grande sensibilité permet d’objectiver des contusions osseuses
et des micro-fractures non visibles en radiologie [Steinbach, 2008] comme dans le cas de l’ar-
ticulation complexe de l’épaule. En eﬀet, le complexe articulaire de l’épaule avec son large
arc de mobilité réunit les articulations les plus instables du corps humain. Ainsi, le choix de
l’IRM en tant qu’imageur pour l’épaule permet d’étudier avec précision sa constitution osseuse
ainsi que les pathologies qui l’aﬀectent. Elle permet aussi d’étudier ses diﬀérents mouvements
[Paletta Jr. et al., 1997, Schwartz et al., 2007, Schwartz et al., 2011].
2.2 L’imagerie par résonance magnétique
L’Imagerie par Résonance Magnétique ou IRM est une technique qui a fait son apparition il y a
environ une soixantaine d’années. Celle-ci est fondée sur le principe de Résonance Magnétique
Nucléaire ou RMN, qui se manifeste par le phénomène de couplage entre le moment magnétique
du noyau et le champ magnétique externe. Le physicien américain Isidor Isaac Rabi est à
l’origine de cette découverte en 1938. Plus tard, deux physiciens américains, Félix Bloch et
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Edward Mills Purcell [Allen, 2004] constatent qu’en plaçant un objet ou un tissu organique
sous l’eﬀet d’un champ magnétique, on pouvait connaître sa constitution à partir du signal qu’il
émet. Grâce à cette découverte, ils reçoivent ensemble le prix Nobel de physique en 1952, pour
la découverte du principe de Résonance Magnétique Nucléaire [Décorps, 2011]. Les premiers
développements en IRM datent des années 1973. Les premières applications de cette technique
sur le corps humain ont été réalisées en 1979. Aujourd’hui, l’IRM est devenue une technique
indispensable de l’imagerie médicale moderne.
2.2.1 Principe physique de l’imagerie par résonance magnétique
L’IRM est une technique de diagnostic médical fournissant des images tridimensionnelles de
grande précision anatomique. Cette technique récente, non invasive, est basée sur le phénomène
physique de la résonance magnétique nucléaire RMN qui consiste à mesurer l’aimantation des
tissus biologiques puis de reconstruire l’image à partir des aimantations. Il s’agit simplement
d’observer la RMN des protons des molécules d’eau H2O qui sont abondants dans l’organisme
(80%) [Borel, 2001], c’est-à-dire la réaction des noyaux sous l’eﬀet d’un champ magnétique ex-
térieur. Chaque élément de volume (Voxel) fournit une intensité qui dépend de la concentration
en eau de l’endroit représenté et aussi du temps de relaxation des spins nucléaires. Ainsi, une
carte de la répartition de l’eau dans l’organisme est créée permettant de visualiser l’organe et
de suivre son activité.
2.2.1.1 Champ et moment magnétique
Dans l’imagerie par résonance magnétique le champs magnétique est créé à partir de bobines
supraconductrices qui permettent, grâce à leur résistance électrique à basse température de
supporter des courants très élevés sans perdre de l’énergie. Ceci crée de très hauts champs
magnétiques. Ainsi, le proton d’un noyau d’hydrogène, sous l’eﬀet d’un champ magnétique
statique
−→
B0 (en général 1,5 Tesla (T) pour une IRM clinique) est soumis à un mouvement de
précession qui a la propriété de tourner sur lui-même comme le mouvement d’une toupie qui
bascule et reste en équilibre pendant la rotation [Tamraz et al., 1999] . Ainsi, les protons des
atomes d’hydrogène s’alignent dans la direction de
−→
B0 avec une vitesse angulaire ω0 donnée
par l’équation de Larmor :
ω0 = γB0 (2.1)
avec γ=2.675 108 Hz/T le rapport gyromagnétique. Cette équation impose au champ magné-
tique d’être proportionnel à la vitesse angulaire et par la suite à la fréquence de précession dite






Cette relation est à la base de la construction de l’image par résonance magnétique.
2.2.1.2 Le phénomène de résonance et le retour à l’état d’équilibre
Le principe de la résonance magnétique nucléaire consiste à appliquer un champ magnétique
tournant
−→
B1 (ou radio-fréquence RF) perpendiculaire à
−→
B0. Ceci permet de faire entrer le
système global en résonance. La vitesse de rotation du champ
−→
B1 doit être égale à la fréquence
de Larmor f0. A la fréquence de résonance, les protons alignés dans le champ magnétique sont
représentés par un vecteur de magnétisation
−→
M qui possède deux composantes, la magnétisation
longitudinale Mz et la magnétisation transversale Mxy. Pendant le phénomène de résonance le
proton absorbe de l’énergie et passe d’un niveau d’énergie donné à un niveau supérieur. Une fois
que le système dépasse l’étape de perturbation et que l’excitation s’arrête par impulsion RF, il
tend à revenir à son état d’équilibre : c’est la relaxation. La mesure de l’IRM est ainsi possible
en mesurant le temps de relaxation du signal qui dépend de l’intensité du champs magnétique
constant
−→
B0 et de la nature des tissus. Deux phénomènes physiques caractérisent la relaxation
de l’aimantation longitudinale Mz et l’aimantation transversale Mxy. Ils sont caractérisés par
deux échelles temporelles paramétrées par deux constantes de temps : T1 pour la relaxation de
Mz entre spin-réseau et T2 pour celle de Mxy entre spin-spin.
2.2.2 Acquisition des l’IRM
Maintenant que le principe de l’imagerie par résonance magnétique est expliqué nous allons
décrire les diﬀérents types de contrastes qui permettent de construire les images avec des
informations de natures diﬀérentes nommées modalités. Pour l’IRM classique, on peut pondérer
l’image en T1, T2 et en densité de proton caractérisé par le paramètre ρ . Ceci met en évidence
des paramètres d’acquisitions : le temps d’écho (TE) qui est le temps qui sépare le temps
d’impulsion RF et l’acquisition du signal. Le temps de répétition (TR) qui déﬁnit le temps
entre deux impulsions RF consécutives. Les diﬀérents tissus du corps humain ont des densités
en atomes d’hydrogène diﬀérentes et des constitutions diﬀérentes. Ces diﬀérences engendrent
des temps de relaxation T1 et T2 diﬀérents. Ainsi, ces tissus peuvent renvoyer des signaux
caractéristiques si l’on arrive à mettre en évidence ces écarts de temps. Deux grandes natures
de séquences sont acquises : celles selon le principe de l’écho de spin, et celles selon le principe
de l’écho de gradient. Une deuxième distinction est utilisée selon le contraste tissulaire obtenu,
dit de pondération T1, de pondération T2 et de densité de protons [Capelle, 2003].
2.2.2.1 Les pondérations
Trois types de pondération peuvent donc être obtenus :
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• Pondération en T1 : utilise un temps de répétition TR court, TR=400 à 600 ms et un
temps d’echo TE court, TE=10 à 20 ms. Ainsi, on obtient un contraste d’image pondérée
en T1, pondération dite "anatomique". En pondération T1 l’os et le cartilage des diﬀérentes
articulations apparaissent en hyposignal à cause de sa faible densité en eau (12%), le reste
des tissus mous (muscles et tendons) apparaît en gris.
• Pondération en T2 : utilise un temps de répétition TR long, TR>200ms et un temps d’echo
TE long, TE>80 ms. En utilisant un temps de répétition long et un temps d’écho long, on
obtient un contraste d’image dite pondérée en T2, dite aussi pondération tissulaire : le tissu
chargé en eau (œdème par exemple) apparaît en hypersignal, l’os, les tendons, et les muscles
restent en noir, le cartilage apparaît en gris.
• Pondération en densité de protons : obtenu en utilisant un temps de répétition TR long
TR>200ms et un temps d’echo TE court, TE=10 à 20 ms. L’intensité de l’image dans cette
pondération dépend beaucoup plus de la densité locale des protons que des constantes de
relaxation T1 et T2.
2.2.2.2 Les séquences
• Écho de Spin (ES) : il s’agit de la séquence la plus classique, elle favorise les pondérations
en T1, T2 et en densité de proton. La séquence en écho de spin est formée de :
– une impulsion de 90 ◦ d’excitation et une impulsion de 180 ◦ d’inversion.
– une période de déphasage dans le plan transverse des protons et une période de rephasage
pendant TE/2.
– une lecture du signal (lecture de l’écho de spin).
• Écho de gradient (EG) : Il s’agit d’une séquence sensible aux inhomogénéité du champ
magnétique Brownien. Elle se distingue de la séquence précédente (Echo de spin) par son
angle de bascule inférieur à 90 ◦ ce qui diminue la quantité d’aimantation basculée. Ainsi, le
retour à l’équilibre s’eﬀectue plus rapidement. Le principal intérêt de l’écho de gradient sera
donc le gain de temps, qui autorise la réalisation d’une imagerie 3D.
l’inconvénient de cette séquence est lié à un temps d’acquisition très long, une cinquantaine
de minutes. Cet inconvénient a été surmonté grâce aux séquences turbo spin écho.
2.2.3 Caractéristiques des images par résonance magnétique
2.2.3.1 Facteur de qualité
La qualité des images IRM dépend de plusieurs paramètres :
– La résolution spatiale
– Le contraste
22
– Le rapport signal sur bruit
En fonction de la région anatomique étudiée, de la pathologie recherchée, et des préférences de
l’équipe, on privilégiera l’un ou l’autre de ces paramètres.
2.2.3.2 Défauts des images par résonance magnétique
Les sources artéfacts en IRM sont nombreuses. Elles sont responsables d’erreurs dans l’enco-
dage de l’image, de perte ou de rehaussement artiﬁciel du signal. Ces agents nuisibles ne sont
pas maîtrisables et entraînent une dégradation des images. Ceci crée des problèmes lors du
traitement des données. Les principaux artéfacts qui peuvent toucher les images par résonance
magnétique sont les suivants :
• Le bruit : Il provient à la fois du patient et de la chaîne de mesure (convertisseurs analogique-
numérique, antenne, etc) ( Figure 2.12 ). La qualité des données acquises est déﬁnie à l’aide
du rapport signal sur bruit. Plusieurs opérations de traitement sont indispensables aﬁn de
diminuer son eﬀet. Pour ce faire, il est important de connaître la nature et les caractéristiques
de ce bruit aﬁn de choisir la méthode adéquate pour l’éliminer. Une étude complète de bruit
sur les images IRM sera abordée dans la prochaine section.
Figure 2.12: IRM de la hanche bruitée
• l’eﬀet du volume partiel : il s’agit d’un phénomène qui apparaît lorsque plusieurs tissus
occupent le même élément de volume ou voxel (Figure 2.13), par conséquent le niveau de
gris associé à de tels voxels, est obtenu à partir d’un signal hybride, il est moins observé dans
le cas d’une haute résolution spatiale de l’image (Figure 2.14).
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Figure 2.13: Eﬀet du volume partiel
Figure 2.14: L’eﬀet du volume partiel sur une IRM de la hanche
• Les hétérogénéités d’intensité : c’est la variation de l’intensité dans un même tissu. En
eﬀet, les champs magnétiques produits ne sont pas uniformes et provoquent une hétérogénéité
dans la distribution des intensités des images obtenues. Ce type d’imperfection n’est pas
gênant pour le clinicien. Par contre, il peut être problématique pour un outil de traitement
d’images automatique.
D’autres imperfections peuvent aﬀectées l’image lors de l’acquisition, on cite l’artéfact lié au
mouvement du patient. Deux types de mouvement peuvent exister :
– Les mouvement cycliques : comme les mouvements respiratoires, les battements du cœur et
les ﬂux sanguins.
– Les mouvements aléatoires : liés au mouvement du patient comme les mouvements oculaires,
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le ﬂux du liquide cérébro-spinal par exemple. Dans le cas de l’IRM ostéo-articulaire, ce
problème peut être évité car l’immobilisation des membres supérieurs ou inférieurs est plus
facile que pour d’autres organes.
2.2.4 Identiﬁcation du type de bruit
Dans l’imagerie par résonance magnétique, l’identiﬁcation du type de bruit ainsi que l’esti-
mation de son amplitude sont deux étapes primordiales à réaliser pour évaluer la qualité de
l’image d’une part et pour choisir la méthode de correction adéquate d’autre part. Dans la
littérature, il a été démontré que les données IRM sont issues du domaine de l’espace fréquence
appelé aussi l’espace-k. Une reconstruction plus simple des données dans le domaine spatiale
de l’image est possible en utilisant une transformation de Fourier (FFT). La linéarité de la
transformée de Fourier permet de préserver le caractère d’origine du bruit. Ainsi, le résultat
génère des données images complexes dont l’amplitude A est déﬁnie comme suit :
A =
√(
Re (I)2 + Im (I)2
)
(2.3)
avec Re (I) et Im (I) la partie réelle et imaginaire de l’image correspondante. A partir de
ces informations, le signal bruit présent dans les régions d’intérêt à la fois de la partie réelle
et imaginaire des données par résonance magnétique brutes est approché par un bruit gaus-
sien additif de variance égale [Drumheller, 1993, Gudbjartsson and Patz, 1995]. Les bords de
l’image suivent alors une distribution de Rice dite aussi distribution ricienne [Henkelman, 1985,
Constantinides et al., 1997, Dietrich et al., 2008, Krissian and Aja-Fernandez, 2009], selon la
















avec σ2 l’écart type du bruit gaussien dans le domaine complexe de l’image. I0 est la fonction de
Bessel à l’ordre 0 [Rice, 1944], et A est l’amplitude de l’image complexe, ν est l’amplitude du
signal dans l’image sans le bruit. Dans la fonction de densité de distribution de Rice (équation
(2.3)) le rapport signal sur bruit SNR est égal au rapport
ν
σ
dans le cas ou σ = 1, SNR = ν.
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Figure 2.15: Fonction de densité de probabilité de la distribution de Rice
Ainsi, nous considérons que le bruit dans les données IRM est un bruit Ricien :
– décrit par une distribution de Rayleigh à l’extérieur (les bords de l’image) pour SNR = ν < 3
(Figure 2.15)
– approché par un bruit Gaussien dans la zone d’intérêt de l’image lorsque le rapport signal
sur bruit est largement supérieur à 3 (ν = SNR ≫ 3) (Figure 2.15 courbe violette). Ce qui
est le cas dans la plupart des données IRM [Nowak, 1999, Sijbers et al., 2007].
Ce modèle d’approximation est utilisé dans la majorité des méthodes d’estimation du bruit
bien que :
– le modèle de Rayleigh puissent échouer lorsque le signal dans la partie extérieure de l’image
n’est pas égal à zero,
– l’approximation gaussienne est fausse lorsque le rapport signal sur bruit est faible.
Dans la suite du manuscrit, le bruit considéré est approché par une distribution
gaussienne pour la région d’intérêt. Dans ce cas, ce bruit est supposé additif gaussien
[Krissian and Aja-Fernandez, 2009] de moyenne µ = 0 et de variance σ2 :






où A est l’intensité du pixel dans l’image non bruitée.
Ainsi, l’intensité de chaque pixel de l’image traitée est la somme de l’intensité réelle du pixel et
le bruit approché par la loi normale de densité de probabilité [Gudbjartsson and Patz, 1995,
Dietrich et al., 2008].
26
2.2.5 Les apports de l’IRM pour la compréhension des pathologies articu-
laires
Comparée aux diﬀérentes techniques d’imagerie médicale l’IRM est celle qui oﬀre la possibilité
de visualiser les organes profonds et opaques. Elle fournit des renseignements sur l’anato-
mie : taille et le volume des organes, mise en évidence de tumeurs, leur taille et éventuel-
lement leur nature. Elle permet de détecter des malformations, des inﬂammations, des hé-
matomes en formation. Elle est particulièrement utile pour l’étude des tissus mous, tendons,
ligaments, muscles qui ne peuvent pas être visualisés par l’imagerie habituelle. Il est possible
aussi de déterminer la cause d’une douleur au niveau d’une articulation [Garneau et al., 1991,
Applegate et al., 2004, Shahabpour et al., 2005, Chandrasekaran et al., 2012]. En eﬀet, l’IRM
est l’examen de choix pour détecter des lésions au niveau des articulations puisque c’est le
seul examen non invasif qui donne une description détaillée des caractéristiques de diﬀérents
tissus mous tels que les ménisques, les ligaments du genou. Cette technique d’imagerie permet
de trouver tout autant des petites déchirures musculaires que des tumeurs des parties molles.
Elle a été principalement choisie pour le diagnostic de certaines pathologies du complexe arti-
culaire de l’épaule comme le cas de la rupture de la coiﬀe des rotateurs, la tendinite du supra
épineux.... Il s’agit d’une modalité très appréciée pour examiner les sportifs de haut niveau
[Rodallec et al., 2008, Malghem et al., 2009].
Conclusion
Dans ce chapitre nous avons présenté dans un premier temps l’anatomie de trois importants
complexes articulaires du corps humain (l’épaule, la hanche et le genou) en détaillant leur
diﬀérentes compositions et fonctionnalités. Du fait que les articulations sont des liaisons entre
diﬀérents parties du corps humain, elles sont sujettes à instabilité au cours des mouvements et
à diﬀérentes pathologies diﬃciles à diagnostiquer. Ensuite, nous sommes passés à l’exploration
de ces complexes articulaires à l’aide de la technique d’imagerie par résonance magnétique en
tant que technique d’imagerie fréquemment utilisée comme outils de diagnostic de pathologies
articulaires. Cette technique non invasive et non irradiante qui fournit des images en 2 et en 3
dimensions dans les 3 plans de l’espace avec une haute résolution. Elle possède l’inconvénient
de donner des images bruitées. Ce bruit est par la suite identiﬁé et approché aﬁn de trouver
l’outil adéquat pour minimiser son eﬀet sur la qualité des images après acquisition. A la ﬁn du
chapitre, nous avons évoqué l’apport de l’imagerie par résonance magnétique pour l’étude des
complexes articulaires ainsi que pour l’aide au diagnostic de diﬀérentes pathologies articulaires.
Dans le chapitre suivant nous allons présenter une méthode de ﬁltrage qui permet d’éliminer le
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bruit des images tout en préservant les détails importants de manière à aider à la segmentation
des structures d’intérêt.
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Chapitre 3 : Le Filtrage par diffusion anisotrope
Chapitre 3
Le Filtrage par diﬀusion anisotrope
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Introduction
Dans le chapitre précédent nous avons présenté les caractéristiques de l’imagerie par résonance
magnétique appliquée aux complexes articulaires du corps humain. En eﬀet, ces données ana-
tomiques sont dans la plupart des cas entachées d’artéfacts qui peuvent être gênant pour la
compréhension et le traitement des données. En particulier le bruit, qui est un signal indé-
sirable, vient se superposer au signal de l’image en inﬂuant sur sa qualité. Pour remédier à
ce problème, il existe des outils de pré-traitement qui permettent d’éliminer au maximum ce
type de perturbation tout en respectant l’intégrité de la scène originale. Il s’agit d’appliquer un
lissage sur les données acquises à l’aide d’un ﬁltre pour séparer le signal des données brutes du
bruit. Dans la littérature, il existe plusieurs types de ﬁltres, le choix du ﬁltre adéquat dépend
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du type de bruit considéré et par l’utilisation qu’on veut faire de l’image par la suite (détection
de contour, segmentation, ...). Dans ce chapitre, d’abord nous allons présenter quelques tech-
niques de ﬁltrage d’images en montrant les avantages et les inconvénients de chacunes. Ensuite,
nous allons détailler les méthodes de ﬁltrage basées sur un principe de diﬀusion modélisé par
une équation aux dérivées partielles. Enﬁn nous étudions le ﬁltrage par diﬀusion en montrant
quelques applications de ce type de ﬁltre sur des données IRM.
3.1 Le ﬁltrage des images IRM
Le pré-traitement d’image regroupe l’ensemble des méthodologies de restauration qui per-
mettent d’améliorer l’interprétabilité et la perception de l’information aﬁn de garantir les ré-
sultats des étapes de traitement qui succèdent le pré-traitement (segmentation, extraction
de données, post-traitement). L’opération de ﬁltrage est considérée comme primordiale dans
l’étape de pré-traitement, dans la littérature il existe diﬀérentes méthodologies de ﬁltrage
[Cocquerez and Philipp, 1995], la plupart sont principalement basées sur la transformation du
niveaux de gris des pixels en fonction de leurs voisins. On trouve les ﬁltres linéaires passe-
bas basés sur le principe de convolution. Ces ﬁltres traitent les signaux informations "détails de
l’image" de la même façon que le signal bruit puisqu’il s’agit de hautes fréquences dans les deux
cas. Ainsi, les contours de l’image sont perdus et celle-ci devient ﬂoue [Bazeille et al., 2008] et
diﬃcile à interpréter. Dans notre cas, les images médicales sont généralement corrompues par un
bruit élevé en plus d’avoir un mauvais contraste. En particulier les images par résonance magné-
tique sont aﬀectées par un bruit additif supposé Gaussien qu’il convient de supprimer aﬁn que
les tissus anatomiques similaires présentent une intensité constante, sans toucher les frontières
de chaque structure dans l’image. L’application d’un ﬁltrage linéaire cause la perte d’informa-
tions qui jouent un rôle primordial dans l’interprétation. En eﬀet, les images IRM contiennent
plusieurs détails contenus dans la forme des contours, l’intensité des régions ainsi que le
contraste. La perte de ces détails inﬂuence le diagnostic ﬁnal établi par l’expert. Par conséquent,
il est nécessaire de trouver le ﬁltre adéquat qui permet de diminuer l’inﬂuence du bruit tout en
conservant les détails de l’image. Face à la problématique de l’interprétation de l’image médi-
cale, les ﬁltres non linéaires sont les plus utilisés dans ce cas. Ils permettent, contrairement aux
ﬁltres linéaires, de respecter les frontières dans l’image tout en éliminant le bruit à l’intérieur des
régions [George and Indu, 2008]. Plusieurs ﬁltres existent dans la littérature et parmi eux, les
ﬁltres par diﬀusion anisotrope [Weickert, 1996, Weickert, 1998a, Weickert, 1999] sont de plus en
plus utilisés en imagerie médicale [Bakalexis et al., 2002, Buades et al., 2005, Kim et al., 2007,
Gallea et al., 2008, Krissian and Aja-Fernandez, 2009]. Ils permettent de modiﬁer l’intensité de
voxels voisins aﬁn de rendre une zone homogène en respectant des critères guidant l’extension
ou l’arrêt de la diﬀusion. Ils sont caractérisés par leur grande capacité à éliminer le bruit à l’in-
30
térieur des régions tout en préservant les zones de transition des diﬀérents matériaux imagés. Ils
ont été utilisés pour atténuer le bruit speckel dans les images échographiques [Tauber, 2005] et
ultrasons [Zhi and Wang, 2008, Deng and Huang, 2010]. La diversité de l’information conte-
nue dans les images IRM, la haute résolution des pixels et l’importante variation en intensité
dans une même région, exige un outil de ﬁltrage robuste et précis qui permet d’éliminer le bruit
sans enlever les détails structurels comme les contours, qui jouent un rôle primordial dans la
phase de l’interprétation. Dans ce contexte, plusieurs applications sur des données IRM ont été
publiées ; les images IRM cérébrales ont fait l’objet des premiers essais avec les travaux de Gerig
[Gerig et al., 1992] et Gallo [Gallo et al., 1996] puis, plus récemment les travaux de Krissian
[Samsonov and Johnson, 2002, Krissian and Aja-Fernandez, 2009, Zhang and Ma, 2010]. Plus
tard, le processus a été généralisé à des IRM d’autres organes du corps humain vu le succès sur
les images du cerveau. On cite les travaux de Positano [Positano et al., 2000] et de Ardizzone
[Ardizzone et al., 2008] sur des IRM cardiaques et les travaux de Tang [Tang et al., 2007], de
Jerbi [Jerbi et al., 2007] et de Vibhakar [Vibhakar et al., 2012] sur des IRM osseuses. Dans
notre cas les images traitées sont des IRM d’articulations osseuses qui contiennent beaucoup
d’informations dues aux diﬀérents tissus présents : os et tissus mous (les muscles, les tendons).
Ce type de données considérées comme complexes nécessite un ﬁltrage robuste anisotrope.
Dans la suite du chapitre, nous rappelons le principe de diﬀusion isotrope et ses limites, puis
nous passons au modèle anisotrope de Perona et Malik. Enﬁn nous présentons les améliorations
issues de la littérature et de nos travaux antérieurs.
3.2 Notion de diﬀusion et ﬁltrage d’images
Dans cette section, nous allons présenter dans la première partie le principe physique de la
diﬀusion ainsi que l’origine de l’équation de diﬀusion. Dans la seconde partie nous expliquons
le lien entre le principe physique de la diﬀusion et l’application du processus en traitement
d’image.
3.2.1 Principe de la diﬀusion : Équation de la chaleur
Le processus de ﬁltrage par diﬀusion est analogue à l’équation de diﬀusion de la chaleur
[Koenderink, 1984]. Celle-ci est basée sur le principe du transport de la matière spontanément
et d’une manière irréversible à l’intérieur d’une même phase. En absence de force extérieure et
à température homogène, ce transport permet d’équilibrer la concentration des constituants de
la matière dans toute la phase sans création ni destruction. Cette observation physique peut
être formulée par une loi mathématique appelée loi de Fick :
ψ = −D ∇u (3.1)
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Cette équation indique qu’un gradient de concentration de particules dans un liquide noté ∇u
produit un ﬂux noté ψ qui a pour rôle de compenser ce gradient. D est le coeﬃcient de diﬀusion.
De plus, l’observation que la diﬀusion ne transporte que la masse, sans destruction ni création
de nouvelle masse, est exprimée par l’équation de continuité :
∂u
∂t




est la dérivée partielle de u par rapport au temps et div() est l’opérateur de divergence.
Ainsi, à partir de la loi de Fick représentée par l’équation (3.1) et l’équation de continuité (3.2)
on peut établir une équation aux dérivées partielles (EDP) :
∂u
∂t
= div (D ∇u) (3.3)
où D est un scalaire positif qui peut être isotrope ou non.
Cette équation apparaît dans de nombreux processus physiques de transport. Dans le cadre de
transfert de chaleur, il est appelé équation de la chaleur. En eﬀet, la chaleur diﬀuse d’un point
à un autre, de proche en proche, et tend ainsi à se répartir uniformément au fur et à mesure
que le temps s’écoule.
3.2.2 Lien entre équation de diﬀusion et traitement d’images
En traitement d’images, on peut transposer le phénomène de diﬀusion de la chaleur dans un
milieu physique, à la diﬀusion d’intensité dans une image aﬁn de diminuer les variations de
niveaux de gris dues au bruit dans une région cohérente par rapport au matériau imagé. Ainsi,
l’équation de diﬀusion (3.3) en traitement d’images peut être réécrite de la manière suivante :
∂I
∂t
= div(D) · ∇I +D ∆I (3.4)
où△ est l’opérateur Laplacien et I est l’image brute. Dans le cas où le coeﬃcient de diﬀusion D
est constant sur toute l’image, la diﬀusion est dite linéaire, homogène et isotrope (div(D) = 0).
Dans le cas contraire, lorsque le coeﬃcient de diﬀusion dépend des caractéristiques spatio-
temporelles de l’image, on parle de diﬀusion non-linéaire et anisotrope.
3.3 La diﬀusion isotrope
La diﬀusion linéaire est parmi les méthodes les plus simples pour lisser les images en utilisant
les EDP. Dans ce paragraphe, on va établir le lien entre la diﬀusion linéaire et le ﬁltrage. Si D
est constant, l’équation de diﬀusion dans une image I (x, y, t) à l’instant t est une EDP linéaire
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(x, y, t) = △I (x, y, t) , t > 0;x, y ∈ ℜ2
I (x, y, 0) = I0 (x, y)
(3.5)
Witkin [Witkin, 1983] montre que la solution de cette équation pour t > 0 est équivalente à la
convolution de l’image originale I0 par une fonction gaussienne :
I (x, y, t) = (Gσ ∗ I0) (x, y) (3.6)
où Gσ est le noyau de Gauss d’écart type σ =
√
2t










Bien que le processus de ﬁltrage par diﬀusion linéaire soit parmi les méthodes les plus faciles
à implémenter, il possède un inconvénient majeur : le paramétrage de la variable d’échelle t
du processus de diﬀusion est le même sur toutes les zones de l’image et donc ne prend pas en
compte la particularité de chacune d’elles.
Nous avons appliqué le processus de ﬁltrage isotrope sur un volume de données IRM du corps
humain de dimension 448 × 448 × 420 et de résolution 0.9 × 0.9 × 0.9 en faisant varier les
itérations entre 10 et 200 itérations. La ﬁgure 3.2 montre que plus on augmente le nombre
des itérations plus l’image devient ﬂoue et les contours se dégradent en comparaison à l’image
originale (voir ﬁgure 3.1).
La ﬁgure 3.3 montre la variation du niveau de gris sur un proﬁl de ligne de la ﬁgure 3.1 au
cours des itérations. On remarque bien que plus le nombre des itérations est grand plus les
grandes variations du niveau de gris associées à une transition d’une région à une autre sont
atténuées. Ceci prouve que l’application de la diﬀusion isotrope élimine correctement le bruit
dans l’image mais les contours sont de plus en plus dégradés. La diﬀusion isotrope ne permet
pas de préserver les contours dans l’image (ﬁltrage passe-bas).
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Figure 3.1: Image original I0
(a) (b)
(c) (d)
Figure 3.2: Image initiale Filtrage par diﬀusion isotrope, avec diﬀérentes itérations :(a)=10,
(b)=50, (c)=100,(d)=200
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Figure 3.3: Variation du niveau de gris du proﬁl de ligne de la ﬁgure 3.1 pour diﬀérentes
itérations
3.4 La diﬀusion anisotrope
Aﬁn de remédier aux problèmes du ﬁltrage par diﬀusion linéaire (le ﬁltrage isotrope) et pour
préserver les contours tout en éliminant le bruit dans l’image, il est nécessaire que le ﬁltrage
dépende des caractéristiques spatiales et temporelles de la zone considérée. C’est dans ce but
que Perona et Malik [Perona and Malik, 1990] proposèrent un modèle de diﬀusion non linéaire
basé sur un coeﬃcient de diﬀusion variable en fonction de la zone traitée. Plus tard, d’autres
recherches se sont intéressées à l’étude de ce ﬁltre dans le but d’introduire des améliorations.
Des détails sur les extensions du modèle de Perona et Malik seront présentés dans la suite du
chapitre.
3.4.1 Modèle de Perona et Malik
L’idée première du modèle de Perona et Malik est de rendre l’équation de diﬀusion 3.4 dépen-
dante du contenu de l’image et en particulier des contours. En eﬀet, ils proposent de changer le
coeﬃcient de diﬀusion constant D par une fonction g (x, y, t) dépendant à la fois de l’espace et
du temps. Cette modiﬁcation a pour but de réduire la diﬀusion dans les zones de fort gradient
(ie : grande variation de niveau de gris lors du passage d’une région à une autre).
Ainsi, le coeﬃcient de diﬀusion doit s’écrire sous la forme d’une fonction monotone décroissante
ayant comme paramètre le module du gradient de l’image au pixel (x, y) et au temps t. Ainsi,
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on encourage le ﬁltrage en aﬀectant un poids fort dans le cas des faibles gradient (variation
faible de niveau de gris dans une même région), et on pénalise le ﬁltrage en aﬀectant un poids
faible dans le cas des forts gradient (variation forte de niveau de gris sur les frontières). La





= div (g (|∇I|) ∇I)
I (x, y, 0) = I0 (x, y)
(3.8)
où g est un coeﬃcient de diﬀusion positif et strictement décroissant qui satisfait aux conditions
aux limites suivantes : 
 g (0) = 1;limx→∞ g (x) = 0. (3.9)
x le module du gradient dans l’image I. Perona et Malik ont proposé deux fonctions satisfaisant
aux deux conditions précédentes :











)2 Fonction Lorentzienne (3.11)
où δ est le seuil gradient à partir duquel on décide si l’amplitude du gradient forte (pixels
contours) ou faible (pixels régions).




Figure 3.5: Image initiale ﬁltrée par diﬀusion anisotrope de Perona et Malik (équation 3.8
avec diﬀérentes itérations :(a)=10, (b)=50, (c)=100, (d)=1000, δ = 15, △t = 1/7 paramètre
de discrétisation de l’échelle temps
Les deux coeﬃcients de diﬀusion proposés par Perona et Malik jouent le rôle d’une fonction de
contrôle pour le ﬁltrage appelée fonction d’arrêt contour.
– pour les amplitudes de gradient |∇I| < δ le pixel dans l’image est considéré dans une région
bruitée ou non.
– pour les amplitudes de gradient |∇I| > δ le pixel dans l’image est considéré sur un contour.
La ﬁgure 3.4 montre l’inﬂuence des deux fonctions d’arrêt proposées par Perona et Malik sur
les amplitudes des gradients des pixels. On remarque qu’à partir du seuil gradient δ = 15,
l’eﬀet de la diﬀusion diminue de plus en plus aﬁn de préserver les pixels supposés appartenir
aux contours. Néanmoins, ces pixels ne sont pas diﬀusés de la même manière, ce qui pourrait
entrainer une dégradation minime des contours pour un nombre important d’itérations (Figure
3.5). Ces constatations posent des doutes sur la robustesse des fonctions d’arrêt choisies par
Perona et Malik. Une analyse détaillée sur le choix de la fonction d’arrêt sera abordée dans
le chapitre suivant aﬁn de déterminer la fonction qui répond vraiment à nos besoins, à savoir
éliminer le maximum de bruit tout en gardant intacts les contours.
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Figure 3.6: Variation du niveau de gris pendant les itérations
La courbe de la ﬁgure 3.6 montre la variation du niveau de gris sur un proﬁl d’une image IRM
3.4 après l’application du ﬁltre de diﬀusion anisotrope de Perona et Malik après 10 puis 1000
itérations. On voit bien que les grandes variations du niveau de gris (frontières entre deux zones
dans l’image) conservent les mêmes valeurs même après 1000 itérations. Pour les résultats de la
variations du niveau de gris après l’application de la diﬀusion isotrope (Figure 3.4) les grandes
variation commencent à s’atténuer à partir de 100 itérations. Ceci montre que le processus de
ﬁltrage par diﬀusion anisotrope, qui tient compte des propriétés locales de l’image, permet de
conserver les contours de l’image et par la suite la structure de l’objet présent dans l’image,
alors que le processus de ﬁltrage par diﬀusion isotrope tend à atténuer les grandes variations de
niveaux de gris dans l’image, ce qui signiﬁe l’eﬀacement des contours au cours des itérations.
Concernant les petites variations à l’intérieur des régions, elles s’annulent après un nombre
d’itérations ce qui correspond à l’homogénéisation des zones et donc l’élimination du bruit
dans les régions.
Le processus de la diﬀusion anisotrope utilise une fonction d’arrêt contours qui permet de
contrôler le ﬁltrage. Cette fonction emploie un paramètre important qui joue le rôle d’un seuil
pour classer les gradients en gradients forts ou gradients faibles. Ce paramètre peut être déter-
miné empiriquement mais il est possible de le ﬁxer automatiquement à l’aide d’une méthode
robuste qui garantit le bon fonctionnement du ﬁltre anisotrope. Une partie du chapitre 4 sera
consacrée à l’étude et l’estimation de ce paramètre. Voyons maintenant les améliorations que
propose la littérature pour pallier au problème théorique de la non-convergence vers une solu-
tion unique de l’EDP de Perona et Malik.
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3.4.2 Améliorations du modèle classique proposées dans la littérature
3.4.2.1 Stabilité du modèle
Vu l’importance du ﬁltrage par diﬀusion anisotrope de Perona et Malik, plusieurs travaux se
sont intéressés à l’étude théorique approfondie des solutions de cette équation. Les publications
nombreuses de Weickert ont été classées parmi les meilleurs études qui se sont intéressées au mo-
dèle de Perona et Malik [Weickert, 1996, Weickert and Benhamouda, 1997, Weickert, 1998b,
Weickert, 1999]. Ces diﬀérents travaux critiquent le modèle de Perona et Malik en montrant
l’impossibilité de justiﬁer à la fois l’existence et l’unicité de la solution de l’équation 3.4. Ce
problème vient du fait que les fonctions ﬂux associées aux fonctions d’arrêt proposées (équa-
tions 3.10 et 3.11) sont décroissantes pour certaines valeurs du gradient. Ceci pousse le modèle
à se comporter comme l’équation inverse de la chaleur et entraine ainsi la création de singulari-
tés. Ce type de comportement entraine une instabilité du modèle et une sensibilité aux petites
perturbations des données brutes caractéristiques des problèmes mal posés ou mal conditionnés.
Pour résoudre ce problème, une première amélioration a été proposée par Catté et al
[Catté et al., 1992] en introduisant une modiﬁcation à l’équation de Perona et Malik. Il s’agit
de calculer le gradient de l’image sur une version lissée de celle-ci par un noyau gaussien Gσ.
On obtient :
∇ (Gσ ∗ I) = ∇Gσ ∗ I = ∇I˜ (3.12)
Cette modiﬁcation a permis de montrer l’existence et l’unicité de la solution de l’équation.












Cette modiﬁcation permet de lisser l’image avant le processus de ﬁltrage par diﬀusion à l’aide
d’un noyau gaussien d’écart type σ qui caractérise la largeur du ﬁltre égale à 3σ en partant du
point central. Elle introduit aussi des gradients moins forts pour les petits détails. Par contre,
les détails signiﬁcatifs sont préservés à l’aide de la fonction g. Le choix de l’écart type du noyau
gaussien est important : une valeur faible de σ ne résout pas le problème et mène au modèle
de Perona et Malik. Une valeur trop élevée entraine une dégradation des détails pertinents de
l’image. La valeur de sigma est généralement < 1 pour atténuer les variations des gradients, > 1
si on veut rendre l’image ﬂoue. Dans ce cas, une valeur médiane permet de lisser les gradients
sans détériorer l’image : σ = 0.5 est la valeur utilisée dans notre processus de diﬀusion, une
valeurs très proche de 1 lisse beaucoup l’image et une valeur très faible préserve les grandes
variations des gradients.
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3.4.2.2 Contrainte sur la direction de diﬀusion
Aﬁn de mieux contrôler le comportement normal de la diﬀusion des pixels (direction du gra-
dient), Alvarez [Alvarez et al., 1992] introduit une deuxième amélioration qui favorise la diﬀu-
sion des pixels de l’image dans la direction orthogonale à leur gradient. Un terme de courbure




















= H (I) est le terme de courbure
moyenne de l’image I.
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La formulation de l’équation de diﬀusion par Alvarez favorise le lissage des pixels bruités de
part et d’autre des pixels contours caractérisés par un gradient élevé. La déformation selon la
courbure ignore ainsi la diﬀusion dans la direction du gradient et limite ainsi la dégradation
des contours [Kimia and Siddiqi, 1996]. La fonction g joue le même rôle que dans l’équation de
Perona et Malik à savoir limiter la diﬀusion dans la direction des gradients forts qui désignent
les contours et la favoriser dans l’autre direction.
3.4.2.3 Conclusion
Les deux améliorations proposées par Catté et Alvarez ont permis d’une part de régulariser
le modèle de Perona et Malik en calculant le gradient sur une version lissée de l’image par
un noyau Gaussien, et d’autre part de diﬀuser les pixels dans la direction orthogonale à leur
gradient.
Le modèle de Perona et Malik amélioré donne des résultats satisfaisants sur des images IRM
aﬀectées d’un bruit additif Gaussien qui est notre cas dans ce manuscrit. Il permet d’éliminer
le bruit dans les régions tout en préservant les contours. Par contre ce même modèle s’est avéré
moins performant face au bruit multiplicatif comme dans le cas du speckle dans les images
échographiques [Tauber, 2005].
3.4.3 Limitation des méthodes de diﬀusion et nos propositions de solution
Malgré les améliorations proposées ci-dessus pour régulariser les solutions de l’EDP de diﬀusion
et privilégier certaines directions, la limitation principale de ces méthodes est que l’image




Figure 3.7: Coupe IRM ﬁltrée de l’articulation coxo-fémorale : à gauche 50 itérations, à droite
200 itérations (a,b) Leclerc, (c,d) Lorentz.
Le schéma de Perona modiﬁé n’échappe pas à la règle car les deux fonctions proposées pour
pénaliser les gradients forts ne s’annulent pas au-delà du seuil δ. Ainsi, malgré leur capacité
à arrêter la diﬀusion pour les gradients très forts et à lisser les régions pour les gradients
très faibles, elles diﬀusent des gradients contour d’amplitude faiblement supérieure au seuil et
en même temps elles ne lissent pas suﬃsamment les gradients régions d’amplitude faiblement
inférieure au seuil. Plusieurs idées ont été proposées dont l’ajout d’un terme qui empêche
l’image ﬁltrée de s’éloigner de l’image d’origine en particulier de devenir trop ﬂoue comme cela
est présenté dans le paragraphe suivant. L’autre proposition est de modiﬁer la fonction d’arrêt
comme présenté plus loin.
3.4.3.1 Introduction d’un terme de collement aux données
On a vu dans la section 3.4.2 que les dernières modiﬁcations de Alvarez [Alvarez et al., 1992]
et de Catté [Catté et al., 1992] ont permis d’améliorer les résultats de ﬁltrage anisotrope.
Néanmoins, lorsqu’on augmente le nombre des itérations le processus de ﬁltrage altère les
contours de l’image. La solution est de forcer l’image diﬀusée à ne pas trop s’éloigner de l’image
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initiale [Nordstrom, 1989]. Il s’agit d’ajouter un terme de collement ou de ﬁdélité aux données
à l’équation de diﬀusion qui empêche les données ﬁltrées de s’éloigner des données initiales.
Ainsi, l’équation de diﬀusion 3.15 devient :

















où α, β et γ sont des constantes positives à ﬁxer.
Le premier terme (1) dans l’équation est dit terme de diﬀusion établi par Alvarez
[Alvarez et al., 1992], ce terme permet de lisser les régions tout en préservant les contours
avec une pénalité proportionnelle à la courbure moyenne.
Le deuxième terme (2) dit terme de segmentation permet d’améliorer le contraste sur les
contours.
Le troisième (3) terme Vf désigne un terme de ﬁdélité aux données. Il permet d’empêcher
l’image ﬁltrée I de s’éloigner de l’image initiale I0. Il est déﬁni à l’aide d’une fonction f(I)
comme suit :
Vf = f(I)|∇I| (3.17)
où f(I) = I − I0.
En eﬀet, à chaque itération l’image ﬁltrée est comparée à l’image originale I0. De cette manière,
l’image résultat ﬁnale reste ﬁdèle aux données initiales et par la suite empêcher l’altération des
contours. Par contre, ce terme bloque prématurément le lissage des régions bruitées et le taux
de bruit reste élevé.
Pour remédier à ce problème Jerbi [Jerbi et al., 2007] propose de comparer les données ﬁltrées
non pas aux données initiales (t = 0) mais à des données de références ﬁltrées notées par
I∗ introduites progressivement après (t− ϕ) itérations, où ϕ désigne le temps de retard. Ces
données n’auront pas la même inﬂuence, et seront aﬀectées par des poids générés à l’aide d’une
fonction de pondération gaussienne de telle manière que l’instant considéré t ait un poids de
1. Ainsi, l’image ﬁltrée à l’instant t aura un poids fort et celles des instants précédents (t− ϕ)
auront des valeurs de poids qui décroissent selon la fonction de Gauss. Ce qui donne une
nouvelle formulation de la fonction f(I) :
f(I) = It − I∗t−ϕ
où I∗t−ϕ sont les nouvelles données de référence.
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L’équation de la diﬀusion améliorée est alors décrite comme suit :

















Bien que ce terme modiﬁé permette de réaliser un compromis entre ﬁltrage et préservation des
contours, il engendre un coût énorme en mémoire et en temps de calcul. Dans la suite, nous
verrons que le schéma proposé dans cette thèse permet d’éviter l’utilisation de ce terme en nous
focalisant plutôt sur l’optimisation de la fonction de diﬀusion et du seuil gradient.
3.4.3.2 Optimisation de la fonction d’arrêt
Une autre solution est aussi proposée, elle consiste à donner un seuil à la fonction g, ce qui
pose alors le problème de l’estimation du paramètre seuil gradient dans la fonction d’arrêt.
Il s’agit d’un paramètre décisif dans le processus de ﬁltrage anisotrope, il permet de classer
les pixels dans l’image en contours ou régions. Perona et Malik dans leur approche utilisent la
méthode d’estimation décrite par Canny [Canny, 1986]. Cette dernière consiste à construire
l’histogramme des valeurs absolues des gradients de l’image. Ainsi, la valeur du seuil δ est égale à
90% de l’intégrale de l’histogramme à chaque itération. Cependant, il est rare que l’histogramme
soit bimodal et les statistiques robustes sont alors pertinentes et eﬃcaces dans ce cas pour
séparer les gradients dus aux contours de ceux dus au bruit. Elles ont été largement utilisées
dans le domaine de la vision par ordinateur [Nikou et al., 1999]. La méthode d’estimation du
paramètre seuil a fait l’objet de plusieurs travaux, ceux basés sur les statistiques robustes ont
donné les meilleurs résultats.
Au-delà de l’estimation du paramètre seuil, on peut se demander si la fonction d’arrêt peut avoir
une forme optimisée. Black [Black et al., 1998] critique le choix des fonctions d’arrêts (fonction
de Leclerc et Lorentz) proposées par Perona et Malik et propose à son tour une fonction d’arrêt
dite de Tukey qui atteint la valeur zéro lorsque l’amplitude du gradient dépasse le seuil gradient
déﬁni pour cette itération. Cette fonction, permet de remédier au problème des coeﬃcients de
diﬀusion de Perona et Malik associés respectivement à la fonction de Leclerc et à la fonction
de Lorentz qui diﬀusent toutes les deux les pixels même après le seuil gradient.
L’objet du chapitre suivant est de comparer plusieurs fonctions d’arrêt en prenant le point de
vue de l’estimation robuste proposée par Black. Ce même point de vue permettra d’obtenir
automatiquement une estimation robuste du seuil de la fonction choisie.
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Conclusion
Dans ce chapitre nous avons d’abord expliqué le processus de ﬁltrage par diﬀusion anisotrope
tout en analysant ces limites à l’aide d’illustration de résultats de ﬁltrage sur des données IRM
et des courbes de proﬁls montrant les propriétés des régions bruitées et des contours avant et
après la diﬀusion. Par la suite, nous avons cité les diﬀérentes améliorations proposées dans la
littérature en particulier le terme de collement aux données de référence qui permet de faire
un compromis entre lissage du bruit et préservation des contours. Étant donné que ce terme
engendre un coût énorme en mémoire et en temps de calcul, nous avons proposé d’introduire
un seuil à la fonction qui doit stopper le processus de diﬀusion. Cela rajoute un paramètre
supplémentaire en plus du paramètre échelle du noyau gaussien utilisé pour régulariser l’EDP.
Ce paramètre permet de classer les amplitudes des gradients en gradients faibles et gradients
forts. Le choix de la fonction d’arrêt la plus pertinente ainsi que l’estimation précise du seuil
peut se fait en se basant sur les statistiques robustes. C’est l’objet du chapitre suivant.
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Chapitre 4 : Estimation Robuste et diffusion anisotrope
Chapitre 4
Estimation Robuste et diﬀusion
anisotrope
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Introduction
Nous avons montré dans ce qui précède le principe de la diﬀusion anisotrope de Pérona et
Malik ainsi que les améliorations proposées dans la littérature pour résoudre les problèmes
liés à cette formulation. Dans ce chapitre, nous allons montrer le lien entre le principe de
diﬀusion et les statistiques robustes. En eﬀet, nous avons vu que les méthodes de diﬀusion
anisotrope nécessitaient une estimation du paramètre de diﬀusion en chaque pixel ou voxel
de l’image. Ce paramètre est classiquement une fonction dépendant du gradient. Diﬀérentes
fonctions ont été proposées dans la littérature et nous en avons retenu 3 d’entre elles. Nous
justiﬁerons le choix retenu en comparant ces fonctions d’un point de vue théorique et applicatif.
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Une fois la fonction de diﬀusion choisie, il est nécessaire de trouver la valeur du paramètre
(module du gradient) optimale pour stopper la diﬀusion. Ce paramètre joue un rôle important
dans l’équation de la diﬀusion anisotrope puisqu’il décide de l’appartenance de chaque pixel
de l’image (ou voxel du volume) à une zone homogène ou à une zone de transition. Dans
la littérature on trouve diﬀérentes méthodes d’estimation, les plus performantes étant celles
basées sur les statistiques robustes [Rousseeuw and Leroy, 1987]. Pour ceci, dans un premier
temps, nous nous intéressons au principe des estimateurs robustes en précisant leur intérêt dans
les méthodes de ﬁltrage. Nous montrons aussi quelques applications de l’estimateur robuste
proposé par Black [Black et al., 1998]. La deuxième partie du chapitre présente la méthode
d’estimation robuste que nous proposons ﬁnalement ainsi qu’une application sur des données
d’IRM de l’épaule.
4.1 Diﬀusion anisotrope et statistiques robustes
4.1.1 Statistiques robustes : état de l’art
L’objectif principal de l’estimation robuste est de permettre une détermination précise des
paramètres d’un modèle en présence de données aberrantes (outliers). En eﬀet, il s’agit de mi-
nimiser une fonction coût de manière à limiter l’inﬂuence des résidus les plus importants. Ainsi,
le modèle ne perd pas trop de ses qualités optimales lorsqu’on s’éloigne des hypothèses dont il
dépend [Rousseeuw and Driessen, 1998, Hampel et al., 2005, Huber and Ronchetti, 2009]. Les
techniques d’estimation robuste sont parmi les outils les plus utilisés en traitement d’images et
en vision par ordinateur [Meer et al., 1991, Black et al., 1998].
Les plus populaires sont les M-estimateurs. Ils sont basés sur le principe du maximum de vrai-
semblance et ont pour objet de réduire l’inﬂuence des outliers. Le plus connu des M-estimateurs
est la médiane. Son eﬃcacité asymptotique est de 64% dans le cas d’une distribution normale
des données [Rousseeuw and Croux, 1993].
Dans la suite du chapitre, nous allons établir un lien entre les M-Estimateurs et l’équation de
la diﬀusion anisotrope. Cela nous permettra de déterminer de manière automatique le seuil
d’amplitude des gradients à partir duquel la diﬀusion doit stopper.
4.1.2 Les estimateurs robustes et la diﬀusion anisotrope
Il a été prouvé, dans plusieurs travaux, qu’il est possible d’établir un lien entre les statistiques
robustes et la diﬀusion anisotrope [You et al., 1996, Black et al., 1998]. En eﬀet, le processus
de la diﬀusion anisotrope peut être comparé à un problème d’estimation d’une image constante
par morceaux à partir d’une image bruitée. Ainsi, le problème d’estimation peut être déﬁni
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comme une minimisation d’une norme d’erreur robuste de la diﬀérence de niveau de gris entre
un pixel de l’image et celle de ces voisins. On note ρ ( · ) la fonction d’erreur à minimiser pour





ρ (|∇I|, δ) dΩ
)
(4.1)
où Ω est le support de l’image. La minimisation de la norme d’erreur liée à l’image peut se
faire par descente de gradient [Smith, 1985] et ainsi, l’intensité d’un pixel doit être proche de
l’intensité de ces voisins. En se basant sur l’équation 4.1, la variation de l’intensité des pixels
dans l’image s’écrit comme suit :
∂I
∂t
(x, y, t) = div
(
ρ′ (|∇I|, δ) ∇I|∇I|
)
(4.2)
Cette équation est analogue à l’équation de la diﬀusion anisotrope si l’on écrit la fonction de
diﬀusion g comme suit :




où x représente la norme du gradient |∇I|. Ainsi, on obtient la relation qui lie une
image reconstruite via une estimation robuste et celle issue de la diﬀusion aniso-
trope [Black and Anandan, 1991]. Celle-ci a été largement utilisée dans plusieurs travaux
[Meer et al., 1991], [Sawhney et al., 1995], [You et al., 1996], [Black and Rangarajan, 1996],
[Stewart, 1997], [Betrouni, 2009]. Le résultat dépend d’un choix adéquat de la fonction d’erreur
ρ qui permet de diminuer l’impact des outliers (les gradients forts) déﬁnissant les frontières
entre les régions d’une image.
A l’aide de l’expression de g (équation 4.3) on arrive à établir une relation entre la norme
d’erreur, la fonction de diﬀusion et sa fonction d’inﬂuence associée notée ψ. En omettant δ, on
obtient :
ψ (x, ) = ρ′ (x) = x g (x) (4.4)
La fonction d’inﬂuence satisfait aux conditions suivantes : à chaque fonction de diﬀusion g, est
associée une fonction d’inﬂuence ψ (|∇I|) = |∇I| g (|∇I|). Cette fonction illustre l’inﬂuence
des gradients de part et d’autre du paramètre seuil δ :
– ψ est strictement croissante pour les amplitudes des gradients |∇I| < δ, pixels appartenant
à une zone homogène mais comportant du bruit.
– ψ est strictement décroissante pour les amplitudes des gradients |∇I| > δ, pixels appartenant
à des contours.
Cette relation entre les statistiques robustes et la diﬀusion anisotrope permet de reformuler
d’autres modèles de diﬀusion anisotrope en introduisant de nouvelles fonctions de diﬀusion
comme le montre Black qui a utilisé entre autre un coeﬃcient de diﬀusion associé à une fonction
de Tukey [Black and Anandan, 1991]. Aﬁn de montrer la robustesse du choix de cette fonction
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nous allons procéder dans le paragraphe suivant à une comparaison d’une série de fonctions de
diﬀusion en analysant leur comportement aux limites.
4.1.3 Étude comparative de fonctions d’arrêt et analyse du comportement
aux limites
L’équation de diﬀusion anisotrope explicitée dans le chapitre précédent emploie un coeﬃcient
de diﬀusion qui dépend des caractéristiques spatiale et temporelle de l’image. Deux paramètres
entrent ainsi en jeux : le paramètre champs de gradients des données (2D ou 3D) et le para-
mètre temps (itérations). Cette dépendance est représentée par une fonction de diﬀusion d’arrêt
contours qui permet de contrôler le ﬁltrage en fonction de l’amplitude du gradient (gradient
fort ou gradient faible). Le ﬁltrage selon l’amplitude du gradient se fait à l’aide de cette fonc-
tion de diﬀusion qui pénalise les forts gradients dus au contour. Nous avons choisi d’étudier
trois modèles : les deux coeﬃcients de diﬀusion proposés associés respectivement à la norme de
Leclerc [Leclerc, 1989] et de Lorentz et le coeﬃcient robuste associé à la norme de Tukey. Le
tableau ci-dessous rappelle les expressions de ces trois fonctions dont le graphe est représenté
par la ﬁgure 4.1.
Fonction de diﬀusion Norme associée
Pérona



















si |∇I| ≤ δ
0 sinon
Tukey
Table 4.1: Fonctions de diﬀusion.
Aﬁn de comparer le comportement des fonctions de diﬀusion déﬁnies dans le tableau ci-dessus
ainsi que celui de leur fonction d’inﬂuence associée, il est nécessaire de discuter la manière dont
la diﬀusion est atténuée ou stoppée pour les gradients forts. La ﬁgure 4.1 montre le point de
rejet associé à la fonction de Tukey Biweight. Pour cette fonction, il est facile de déterminer
le point de rejet qui correspond à l’annulation des poids, ce qui n’est pas le cas pour les deux
autres fonctions. En revanche, les fonctions d’inﬂuence associées (ﬁgure 4.2) permettent de
déterminer le paramètre seuil gradient à partir duquel les gradients doivent être considérés
comme outliers car correspondant à des pixels contours qui ne doivent pas être diﬀusés. Ce
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Figure 4.1: Graphe normalisé des fonctions de diﬀusion.
paramètre correspond à l’abscisse de la valeur maximum atteinte par la fonction d’inﬂuence ψ,
il sera noté par δe. Aﬁn de faire une comparaison des fonctions d’inﬂuence des trois fonctions
de diﬀusion proposées, il est nécessaire de faire une normalisation (voir ﬁgure 4.2). Le point de
rejet δe est la valeur de x vériﬁant :
ψ′ (x, δ) =
d
dx
[x g (x, δ)] = 0 (4.5)
où δ est constant dans les expressions des fonctions.
La résolution de cette équation donne :
– pour la norme de Leclerc et de Lorentz δe =
√
2 δ.




Une fois qu’on a déterminé les expressions des points de rejet, on passe à la normalisation des
courbes d’inﬂuence comme le montre la ﬁgure 4.2.
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Figure 4.2: Fonctions d’inﬂuence normalisées.
La ﬁgure 4.1 montre que pour les amplitudes des gradients inférieures au seuil estimé δ, les
trois fonctions se comportent relativement de la même manière. Par contre, pour les amplitudes
gradients supérieures à δ, le comportement de ces fonctions diﬀère : les deux fonctions de Leclerc
et de Lorentz continuent à diﬀuser des pixels dont l’amplitude du gradient est supérieure au
seuil donc supposés être des pixels contours. En particulier, la fonction de diﬀusion associée à
la norme de Lorentz diﬀuse des pixels contours en aﬀectant un poids plus important que celui
associé à la norme de Leclerc. La fonction de Lorentz permet d’éliminer plus de bruit mais
dégrade énormément les contours (voir ﬁgure 4.3).
(a) (b)
Figure 4.3: Coupe no 30 de la hanche : (a) image initiale, (b) image ﬁltrée en utilisant la
fonction de diﬀusion de Lorentz, itération=200, pas=10.
Ce qui est intéressant, c’est le comportement de la fonction de Tukey qui atteint réellement la
valeur zéro pour les amplitudes des gradients supposés contours. Cela signiﬁe que les pixels dont
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l’amplitude du gradient est supérieure à δe ne sont pas diﬀusés, ce qui permet de préserver plus
de contours dans l’image. Ces constatations sont conﬁrmées par le comportement des fonctions
d’inﬂuence associées aux normes d’erreur robustes qui reﬂètent l’inﬂuence des outliers.
La ﬁgure 4.2 montre le comportement des fonctions d’inﬂuences associées aux normes robustes
de part et d’autre du seuil de gradient estimé. On remarque que l’inﬂuence de l’erreur sur les
outliers commence à diminuer juste après le seuil gradient δe avec des vitesses diﬀérentes pour
les trois fonctions. Pour la fonction d’inﬂuence associée à la norme de Tukey, l’inﬂuence de
l’erreur diminue plus rapidement que pour les deux autres fonctions [Hor et al., 2011b].
On associe à chacune des trois fonctions de diﬀusion proposées une image “carte des poids”
(ﬁgure 4.4) issue du résultat de ﬁltrage anisotrope sur un volume de données IRM d’épaule.
Les pixels noirs correspondent à des valeurs de g = 0 et les pixels à nuance de gris à des valeurs
de 0 ≪ g < 1. Pour un même nombre d’itérations, les ﬁgures 4.4b et 4.4c correspondant à la
fonction de Leclerc et de Lorentz montrent que dans les régions les valeurs de poids de g sont
proches de 0 alors qu’elles doivent plutôt être proches de 1. Ceci explique la nuance grise qu’on
voit dans les régions. La ﬁgure 4.4a correspondant à la fonction de Tukey montre que les poids
dans les régions sont très proches de 1.
(a) (b) (c)
Figure 4.4: Image carte des poids des coeﬃcients de diﬀusions : (a) Tukey, (b) Leclerc, (c)
Lorentz.
Ce résultat montre que les deux fonctions de diﬀusion de Leclerc et de Lorentz dégradent la
qualité des contours en aﬀectant des poids de g largement supérieurs à zéro pour des pixels
gradients forts et n’éliminent pas assez de bruit en laissant apparaître des petites régions au
lieu d’avoir une seule région homogène.
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Figure 4.5: Proﬁl de ligne des images carte des poids des coeﬃcients de diﬀusions : (a) Tukey,
(b) Leclerc, (c) Lorentz.
La courbe de la ﬁgure 4.5 illustre la variations des poids de chacune des trois fonctions de
diﬀusions pour le proﬁl de ligne de la ﬁgure 4.4. On remarque que de part et d’autre du
contours sur la ligne du proﬁl, la fonction de Tukey aﬀecte des poids très proches de 1 pour les
pixels dans les régions pour favoriser le lissage et des poids nuls pour les pixels se trouvant sur
les contours. Le seul problème de la fonction de Tukey c’est qu’elle laisse du bruit au voisinage
des contours, ce qui génère un épaississement de ces derniers. Une solution est proposée dans
la suite, en agissant sur l’outil d’estimation du seuil.
D’autres essais ont été réalisés pour conﬁrmer ce résultat, les ﬁgures 4.6 et 4.7 illustrent les
images gradients seuillées résultant du ﬁltrage de deux volumes de données IRM de hanche et
de genou en utilisant chacune des trois fonctions de diﬀusion proposées dans le tableau 4.1.
Les deux images gradient résultant du ﬁltrage avec la fonction de Tukey (ﬁgures 4.6a et 4.7a)
montrent une bonne sélection des contours. Celles du ﬁltrage avec la fonction de Leclerc et de
Lorentz (ﬁgure 4.7c, 4.6c, 4.7b et 4.6b) présentent moins de contours détectés respectivement
sur le genou et la tête fémorale.
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(a) (b) (c)
Figure 4.6: Image gradient résultat seuillée par δe de la coupe no 30 de volume IRM de l’arti-
culation coxo-fémorale : (a) Tukey, (b) Leclerc, (c) Lorentz.
(a) (b) (c)
Figure 4.7: Image gradient résultat seuillée par δe de la coupe no 62 du volume IRM d’une
articulation fémoro-patellaire : (a) Tukey, (b) Leclerc, (c) Lorentz.
Le choix de la fonction de diﬀusion est donc important. Une fois choisie la fonction, le paramètre
seuil δe nécessite une estimation robuste et automatique aﬁn de mieux classer les gradients de
l’image en gradients faibles pour les diﬀuser et gradients forts pour les préserver, ceci sera
l’objectif du paragraphe suivant.
4.2 Estimation automatique du seuil gradient
L’estimation automatique du seuil gradient revient à déterminer, au cours de la diﬀusion, l’am-
plitude du gradient au-delà duquel un pixel est considéré appartenant à un contour. Cette
valeur représente aussi le point maximum atteint par la fonction d’inﬂuence associée à la fonc-
tion de diﬀusion, à partir duquel l’eﬀet des outliers commence à diminuer. Ainsi, les gradients
des pixels de l’image sont répartis en classe gradient région bruitée ou non et en classe gradient
contour. Il est appelé aussi terme d’interception qui permet d’arrêter le ﬁltrage au-delà de cette
valeur, de cette manière le bruit est éliminé dans les régions et les contours sont préservés.
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Il existe diﬀérentes méthodes pour déterminer ce paramètre. Certains travaux se sont limités
à déterminer le seuil manuellement et à garder une valeur constante tout au long du proces-
sus de diﬀusion. Néanmoins, la valeur de ce paramètre dépend des valeurs de l’amplitude du
gradient qui change au cours des itérations. Ceci montre que cette méthode ne permet pas
d’estimer correctement la valeur du seuil. D’autres travaux utilisent des méthodes classiques
de l’estimation du seuil, Witaker propose de déterminer la valeur du seuil par la racine carrée
de la moyenne quadratique du module des gradients [Whitaker, 1993]. Vue l’importance de
ce paramètre, il est important de l’estimer automatiquement et de manière optimale. Dans ce
contexte, les estimateurs robustes ont été classés parmi les meilleurs pour leur précision et leur
robustesse [Malis and Marchand, 2005]. Black propose d’utiliser les M-estimateurs en se basant
sur les statistiques robustes [Rousseeuw and Leroy, 1987].
Nous avons choisi d’utiliser dans ce travail la méthode d’estimation robuste basée sur la dé-
viation absolue de la médiane MAD (Median Absolute Deviation) appartenant à la classe des
M-estimateurs.
4.2.1 Estimation robuste : MAD
L’estimation robuste du paramètre d’interception δe basée sur le MAD a été largement utilisée
dans la littérature [Black et al., 1998, Nikou et al., 1999], [Voci et al., 2004, Tauber, 2005,
Yu et al., 2008] :
δe = 1.4826 MADI (|∇I|) (4.6)
où |∇I| est l’amplitude du champ de gradients de l’image I et où l’estimateur MAD sur une
population X est déﬁni par :
MAD(X) = med (||X| −med (|X|)|) (4.7)
l’opérateur med désignant la médiane.
Si l’on prend en compte toute la distribution des amplitudes de gradient d’une image IRM,
cette estimation du seuil partage mal les pixels gradients dus au bruit et ceux dus aux
contours. Ils sont du même côté du seuil car il y a beaucoup plus de pixel régions dans l’image
[Coupé et al., 2010]. Ainsi l’hypothèse d’utilisation de cet estimateur n’est pas respectée et le
seuil est sous-estimé.
Ce type d’estimation que nous appellerons dans la suite “Estimation globale”,utilisée avec la
fonction de Tukey sous-estime le seuil et bloque précocement la diﬀusion. Ainsi, l’image reste





Figure 4.8: Coupe IRM ﬁltrée de l’articulation coxo-fémorale : à gauche 50 itérations, à droite
200 itérations (a,b) Tukey, (c,d) Leclerc, (e,f) Lorentz.
Le résultat n’est pas meilleur en utilisant les fonctions de diﬀusion de Lorentz et de Leclerc
qui pourtant ﬁltrent plus l’image, car les contours seront diﬀusés quel que soit le seuil estimé
(voir ﬁgure 4.8). Pour pallier à ce problème, nous proposons une estimation dite “locale” du
MAD que nous présentons dans le paragraphe suivant. Nous comparons aussi visuellement
des résultats de ﬁltrage anisotrope avec estimations globale et locale. Dans le dernier chapitre
plusieurs évaluations quantiﬁées seront présentées pour montrer l’eﬃcacité de notre schéma
complet.
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Figure 4.9: Coupe no 24 originale du volume d’articulation coxo-fémoral de la hanche.
(a) (b) (c)
(d) (e) (f)
Figure 4.10: Coupe IRM no 24 ﬁltrée par modèle global : 1er ligne (itération=50), 2ème ligne
(itération=100), (a,d) Fonction Tukey, (b,e) Fonction Leclerc, (c,f) Fonction Lorentz, α =
1, β = 0, α0 = 0, pas=10.




Figure 4.12: Coupe IRM no 30 ﬁltrée par modèle global : 1er ligne (itération=50), 2ème ligne
(itération=100), (a,d) Fonction Tukey, (b,e) Fonction Leclerc, (c,f) Fonction Lorentz, α =
1, β = 0, α0 = 0, pas=10.
Figure 4.13: Image IRM initiale articulation du genou
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(a) (b) (c)
Figure 4.14: Résultat du ﬁltrage par diﬀusion anisotrope équation 5.15 avec estimation
globale :(a) Image initiale, (b) Fonction Tukey, (c) Fonction Leclerc, (c) Fonction Lorentz,
α = 1, β = 0, γ = 0, itération=50, pas=10
4.2.2 Estimation robuste proposée : estimation robuste locale
L’inconvénient de l’estimation globale réside dans le nombre des pixels gradients forts et
faibles qui ne sont pas dans un rapport d’échelle comparable sur l’image (98% de voxels region
dans le volume de donnée de la hanche après le ﬁltrage). Ceci nous a amené à appliquer
l’estimation basée sur le MAD sur une partie de l’image et non pas sur l’image entière. L’idée
consiste à appliquer l’estimateur robuste localement aﬁn d’éliminer l’inﬂuence de l’amplitude
des gradients majoritaires (faibles gradients) sur le résultat du calcul du seuil gradient δe. On
notera δeg le seuil calculé avec l’estimation globale et δel le seuil calculé sur une partie de
l’image : estimation locale. Le processus de l’estimation robuste locale consiste à calculer le
seuil gradient de l’image en deux étapes :
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Etape 1 : Initialisation du paramètre seuil : estimation globale,
• Variables :
– iteration,
– N : nombre des itérations,
– gradient(I) : tableau des gradients qui ont été calculés
– δeg, δel : seuil global, seuil local,
– i, j, k : position du voxel dans le volume.
• Algorithme :
Pour iteration = 0, faire
Pour i, j, k, faire
1. calculer |gradient(I(i, j, k))|,
Fin Pour
2. δel=δeg = 1.4826 MADI (|gradient(I)|)
Fin Pour
Etape 2 : Estimation locale du seuil
• Algorithme :
Pour iteration de 1 à N
Pouri, j, k




2. δel = 1.4826 MADI (|gradient(I)|)
Fin Pour
Table 4.2: Algorithme d’estimation locale du seuil gradient.
L’étape 1 : “Initialisation du paramètre seuil : estimation globale” permet de détermi-
ner le seuil gradient global δe = δeg sur le volume entier. Celle-ci permet d’éliminer un nombre
de gradients d’amplitude inférieure à δeg pour rendre le nombre des gradients faibles compa-
rable au nombre des gradients forts et par la suite se rapprocher de la condition nécessaire pour
le calcul correct de la médiane.
L’étape 2 : “Estimation locale du seuil” estime à chaque itération, le seuil δel calculé à
partir des pixels gradients retenus pendant l’itération précédente, et cela d’une manière auto-
matique.
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Figure 4.15: Histogramme des gradients de l’image sur une échelle logarithmique : seuil gra-
dient obtenu après ﬁltrage global et local (itérations=50, pas=10).
La ﬁgure 4.15 montre les histogrammes des amplitudes des gradients d’un volume de données
IRM de l’articulation gléno-huméral de l’épaule de taille 255× 172× 144 : les droites noire et
rouge représentent respectivement les seuils du ﬁltrage anisotrope utilisant l’estimation globale
et l’estimation locale. La valeur de δeg = 10 ﬁnale est sous estimée à cause du grand nombre
des gradients faibles qui interviennent dans le calcul de la médiane (voir ﬁgure 4.15). En eﬀet
ces gradients bruitées représentent réellement 98% du nombre total des gradients dans l’image
entière, avec l’estimation globale on arrive à avoir un pourcentage égale à 65% ce qui est très
inférieur à la valeur réelle.
Avec l’estimation locale la valeur du seuil δel = 26 ﬁnal a augmenté grâce au calcul de la médiane
sur une partie des gradients du volume et non pas sur la totalité des gradients (voir ﬁgure 4.15).
Le nombre des gradients faibles classés avec cette estimation représente 94% ce qui est très
proche de la valeurs réelles. Par conséquent, l’estimation locale permet de diﬀuser d’avantage
de pixels régions tout en préservant les contours du volume traité [Hor et al., 2011a]. Nous
présentons dans la suite du chapitre les résultats du ﬁltrage anisotrope en utilisant la fonction
d’arrêt associée à la norme robuste de Tukey et l’estimation robuste globale et locale.
Résultats et Discussion :
Dans cette partie nous faisons une première comparaison entre le modèle de diﬀusion anisotrope
de Tukey global et le modèle de Tukey local. Nous avons appliqué les deux modèles sur deux
volumes de données IRM (hanche et épaule) que nous supposons entaché d’un bruit gaussien
comme justiﬁé dans la section 2.2.4. Les résultats obtenus montrent que le ﬁltrage par estima-
tion robuste globale sous-estime le seuil gradient et n’élimine pas correctement le bruit dans les
régions bien que la fonction de diﬀusion de Tukey conserve bien les contours. Dans le chapitre
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6 concernant l’évaluation du schéma ﬁnal proposé, nous reviendrons sur cette comparaison en
utilisant des critères quantiﬁés pour l’analyse en contours et en régions.
(a) (b) (c)
Figure 4.16: (a) Image originale - Résultat du modèle global avec la fonction de Tukey : (b)
Image ﬁltrée, (c) Image gradient contours, itération=50, pas=10.
(a) (b) (c)
Figure 4.17: (a) Image originale - Résultat du modèle local avec la fonction de Tukey : (b)
Image ﬁltrée, (c) Image gradient contours, itération=50, pas=10.
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(a) (b) (c)
Figure 4.18: (a) Image originale - Résultat du modèle global avec la fonction de Tukey : (b)
Image ﬁltrée, (c) Image gradient contours, itération=50, pas=10.
(a) (b) (c)
Figure 4.19: (a) Image originale - Résultat du modèle local avec la fonction de Tukey : (b)
Image ﬁltrée, (c) Image gradient contours, itération=50, pas=10.
Les ﬁgures 4.16 et 4.18 montrent le résultat de l’application du ﬁltrage global avec fonction de
Tukey après 50 itérations. Les images gradients correspondantes (ﬁgure 4.16c et 4.18c) montrent
des contours de l’image assez bien préservés par contre des régions de la tête humérale, la scapula
et de la tête fémorale toujours entachées de bruit (voir courbe “estimation globale” de la ﬁgure
4.20). Avec l’estimation locale, la valeur du seuil est bien estimée car seule la population des
gradients dus au bruit et aux contours est utilisée dans le calcul du MAD. Ainsi, on a respecté
les conditions d’application de la médiane.
Dans les ﬁgures 4.17 et 4.19 on présente le résultat de l’application du modèle de diﬀusion
anisotrope avec estimation locale du seuil gradient. Les images des ﬁgures 4.17b et 4.19b illus-
trent des régions bien homogènes comme le montre le proﬁl de ligne (courbe rouge “estimation
locale” de la ﬁgure 4.20 et 4.21), et en même temps les pixels contours sont bien préservés
comme il est montré dans les ﬁgures 4.17c et 4.19c. Les gradients forts correspondant à une
transition entre deux régions n’ont pas été trop atténués pendant le ﬁltrage. Il s’agit de la
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coupe no 96 du volume IRM de l’épaule formé par 144 coupes qui montre bien les deux os qui
forment l’articulation gléno-humérale (humérus et scapula).
Figure 4.20: Variation des niveaux de gris des pixels des images ﬁgure 4.16b et ﬁgure 4.17b
correspondant au proﬁl de ligne tracé sur l’image 4.16a (épaule).
Figure 4.21: Variation des niveaux de gris des pixels des images ﬁgure 4.18b et ﬁgure 4.19b
correspondant au proﬁl de ligne tracé sur l’image 4.18a (hanche).
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Figure 4.22: Variation des valeurs du seuil pendant le processus de la diﬀusion globale et
locale pour le volume de la hanche, itération=200, pas=10.
Les courbes de la ﬁgure 4.22 montrent la variation des valeurs du seuil après l’application du
modèle local et global sur le volume de la hanche. On remarque que la variation des valeurs
du seuil global δeg est faible et le seuil est pratiquement le même tout au long des itérations,
alors que pour l’estimation locale, la valeur du seuil δ − el s’adapte au début puis se stabilise
et reste constante jusqu’à la ﬁn des itérations.
Ainsi, le modèle de diﬀusion anisotrope local proposé oﬀre deux avantages importants :
– une estimation automatique, correcte du paramètre seuil δe. En eﬀet, la valeur du seuil varie
à chaque itération en fonction des nouveaux gradients des pixels diﬀusés.
– une estimation locale et adaptative du paramètre seuil gradient qui dépend des caractéris-
tiques spatiales et temporelles des données traitées.
Néanmoins, le modèle proposé est plus au moins sensible au nombre d’itérations qui inﬂue sur
la qualité du résultat : un nombre faible d’itérations permet de préserver les contours mais
garde plus de bruit sur l’image. Pour un nombre important d’itération et bien que l’estimation
du seuil converge expérimentalement en se stabilisant (ﬁgure 4.21), l’image ﬁltrée ﬁnit par
supprimer des contours importants. La ﬁgure 4.22 montre la disparition des contours de la
fosse infra-épineuse de la scapula. Ceci nous pousse à chercher une méthode qui permet de
rester ﬁdèle aux données initiales dans le cas d’un grand nombre d’itérations et par la suite
empêcher le modèle d’eﬀacer les contours ﬁns de l’image.
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(a) (b)
Figure 4.23: Résultat du ﬁltrage anisotrope local avec fonction de Tukey après 100 itérations :
(a) Image ﬁltrée, (b) Image gradient.
Conclusion
Dans ce chapitre, nous avons montré l’importance d’utiliser la fonction de diﬀusion de Tukey
dans le processus de ﬁltrage aﬁn de mieux préserver les contours. Ce choix a été motivé par
le lien entre diﬀusion et minimisation d’une norme robuste qui introduit la notion de fonction
d’inﬂuence. Toutefois, l’eﬃcacité de l’algorithme de ﬁltrage anisotrope est fortement liée à
l’estimation du point de rejet de la fonction de diﬀusion associée. Une méthode d’estimation
locale automatique de ce paramètre, en utilisant les statistiques robustes a été proposée. Elle
nous permet de déterminer d’une manière automatique, adaptative et précise le seuil à partir
duquel les amplitudes du gradient sont supposées correspondre aux contours de l’image. Le
modèle local robuste de Tukey oﬀre deux avantages principaux, à savoir élimination du bruit à
l’intérieur des régions tout en laissant les contours intacts. La convergence de ce schéma itératif
hautement non linéaire a été vériﬁée expérimentalement.
Cependant, même après stabilisation du seuil, un nombre important d’itérations ﬁnit par eﬀacer
tous les contours des données qui converge alors vers une image constante. Ainsi, dans le
chapitre suivant, nous allons proposer de reformuler ce processus de diﬀusion anisotrope dans
le cadre des level sets. Ceci permettra de créer un schéma itératif comportant plusieurs termes
qui pourront contrôler ce phénomène en prenant en compte le contraste et la géométrie des
contours de l’image.
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Chapitre 5 : Formulation de la diffusion anisotrope dans un cadre de level-set en 3D
Chapitre 5
Formulation de la diﬀusion
anisotrope dans un cadre de
level-set en 3D
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Introduction
Dans les sections précédentes, nous avons montré que la diﬀusion anisotrope peut être formulée
comme un ﬁltre qui permet d’éliminer le bruit de l’intérieur des régions tout en gardant intacts
les contours. Ce ﬁltre utilise une fonction d’arrêt robuste qui encourage la diﬀusion des pixels
dans les régions et pénalise celles des contours grâce à un seuil de partition estimé automatique-
ment. Dans cette partie, nous nous intéressons à une méthode de segmentation basée sur des
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contours actifs géométriques propagés en fonction de leur courbure et modélisés implicitement
par des courbes de niveaux (level sets). Après avoir rappelé le principe de propagation de fronts
et l’intérêt des contours actifs géométriques ou level sets, nous établirons une analogie entre
les approches diﬀusion et propagation. Cela permettra d’obtenir un schéma itératif à plusieurs
termes. La discrétisation du schéma pour sa résolution numérique sera explicitée. Nous termi-
nerons le chapitre par l’intérêt d’une telle approche, en particulier sa stabilité et sa complexité
algorithmique seront discutées.
5.1 Propagation de fronts et courbes de niveaux
Depuis son apparition en 1987 par Kass, Witkin et Terzopoulos [Kass et al., 1988], la tech-
nique des contours actifs est devenue une des méthodes les plus utilisées dans les appli-
cations de traitement d’images [Rehg and Kanade, 1993], telles que la reconnaissance des
formes [Kulikova, 2009], la cartographie, et en particulier l’imagerie médicale et le suivi de
mouvement [Derraz et al., 2004, Cheng et al., 2008, Guo et al., 2011, Syama et al., 2012]. En
eﬀet, ils permettent de délimiter les régions dans une image à l’aide de contours fermés venant
se localiser sur les frontières entre régions pour retracer les contours.
Il existe deux principales approches de contours actifs : les serpents (snakes) et les courbes de
niveaux (level sets) :
– Les modèles déformables paramétrés tels que les snakes [Kass et al., 1988] sont déﬁnis par un
contour fermé qui se déforme sous l’eﬀet de deux énergies interne et externe pour se localiser
sur les contours de l’image. Parmi les inconvénients des snakes on cite leur dépendance vis-
à-vis de la position initiale du contour et leur grande diﬃculté à changer de topologie. Ces
modèles nécessitent aussi un grand nombre de paramètres à déterminer de manière empirique.
Pour palier à ces inconvénients les contours actifs géométriques ont été introduits.
– Les modèles géométriques non paramétrés, tel que les ensembles de niveaux (Le-
vel sets) sont déﬁnis par des courbes qui se propagent selon la normale au
contour. Dervieux et Thomasset furent les premiers à s’intéresser à cette méthode
[Dervieux and Thomasset, 1980, Dervieux and Thomasset, 1981], par la suite viennent
les travaux de Osher [Osher and Sethian, 1988] et Sethian [Sethian, 1996] qui proposent de
modéliser les interfaces entre les ﬂuides et les solides par propagation de courbes de niveaux
soumises à une force dépendant de la courbure. Cette méthode a été largement utilisée dans
diﬀérents domaines d’application, parmi lesquels la géométrie, la mécanique des ﬂuides, et
la vision par ordinateur.
Pour le traitement d’images, notamment dans le domaine médical, cette méthode a été pro-
posée pour résoudre des problèmes comme le ﬁltrage, la segmentation et le recalage d’images
de diﬀérents organes du corps humain. On cite les travaux de Lynch sur le ventricule gauche
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[Lynch et al., 2006], de Uberti [Uberti et al., 2009], de Taheri [Taheri et al., 2010] et de Su
Ruan [Ruan et al., 2007] sur le cerveau et de Bosnjak [Bosnjak et al., 2007] dans un contexte
de chirurgie naviguée.
L’évolution des deux modèles, paramétrés ou géométriques, est régie par une équation aux
dérivées partielles dont les solutions stationnaires correspondent au minimum d’énergie déﬁnie
de telle manière que les courbes se stabilisent sur les contours, i.e. les zones de fort gradient.
Ainsi, la convergence des courbes déformables vers les contours dépend fortement de la qualité
des gradients de l’image.
5.1.1 Équation de propagation d’un front
Le principe de la propagation de fronts met en œuvre une courbe ou une surface subissant
une déformation suivant sa normale en chaque point pour se localiser sur les frontières d’un
objet à détecter dans une image ou dans un volume (voir ﬁgure 5.1). Cette propagation est
valable aussi bien pour l’évolution des courbes planes que pour celle des hypersurfaces fermées
de dimension quelconque.
Figure 5.1: Déformation de la courbe C suivant sa normale





t 7−→ C (t)
(5.1)
où n est la dimension de l’espace n = 2 en 2D dans ce cas C est une courbe et n = 3 en 3D, C
est donc une surface.
Cette déformation se fait selon sa normale avec une vitesse proportionnelle à sa courbure. Ainsi,
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C évolue selon l’équation suivante :
∂C
∂t
= F ~N (5.2)
où t est le temps, F est un terme de vitesse et ~N est la normale à la courbe.
Pour faire converger la courbe vers les frontières entre objets, cette vitesse F dépend de la
courbure locale κ. Ainsi le terme de vitesse au point p, pixel de l’image, et au temps t s’écrit
comme suit :
F (p, t) = α0 − ακ (p, t) (5.3)
C’est une vitesse qui agit en interne dans le modèle de propagation selon la courbure κ du
contour, Le terme α0 correspond au coeﬃcient de la vitesse d’inﬂation/déﬂation de la courbe
et le terme α correspond à un coeﬃcient de diﬀusion qui permettra d’éviter la formation de
trop fortes courbures lors de l’évolution de la courbe. On retrouve le phénomène physique à
savoir :
– α0 = 1 et α = 0 correspond à l’advection d’un ﬂuide parfait.
– α0 = 0 et α = 1 correspond à la diﬀusion de la chaleur si on prend pour κ la courbure
moyenne.
Ainsi, chaque point de la courbe C évolue suivant la normale en ce point :
∂C
∂t
= (−ακ (p, t) + α0) ~N (5.4)
Interprétation de l’équation
– ακ ~N : est le terme de diﬀusion de la chaleur caractérisé par ses propriétés géométriques
lissantes.
– α0 ~N : est une vitesse constante qui agit comme une force ballon qui pousse la courbe dans
les deux sens (intérieur ou extérieur).
Malladi [Malladi et al., 1995] proposent de pondérer la vitesse F par une “fonction d’arrêt”
S qui tient compte du contenu de l’image et contrôle la vitesse de l’évolution de la courbe en
l’arrêtant sur les frontières de l’objet à détecter. Ainsi l’équation de propagation devient :
∂C
∂t
= −α S(p)κ (p, t) ~N + α0 S(p) ~N (5.5)
S dépend du gradient de l’image régularisé par un opérateur gaussien et satisfait aux conditions
suivantes :
– lorsque l’amplitude du gradient est élevée S tend vers 0, le front est sur le contour,
– lorsque l’amplitude du gradient de l’image est faible S s’approche de 1, le front est dans une
zone homogène.
Ainsi S peut avoir la forme d’une Lorentzienne, d’une fonction de Leclerc ou de Tukey comme
précédemment.
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5.1.2 Représentation implicite par courbes de niveaux
5.1.2.1 Principe et équation d’évolution
L’approche des ensembles de niveaux consiste à considérer la courbe C en 2D comme un




ℜ3 × [0,∞[ −→ ℜ
(p, t) 7−→ Ψ(p, t)
(5.6)
Ainsi, il s’agit de déduire la propagation de C à partir de la propagation de Ψ. Le front C peut
alors changer de topologie sans problème contrairement aux cas des contours actifs paramétrés
snakes [Osher and Sethian, 1988]. Dans la technique des courbes de niveaux, C est déﬁnie
alors comme l’intersection de la surface représentée par Ψ (x, t) avec un plan, la forme de cette
intersection pouvant donner plusieurs courbes fermées (ﬁgure 5.2). Soit une courbe C(0) fermée,
lisse, sans intersection qui se déplace avec une vitesse F (κ) normale à elle-même, κ étant le
rayon de courbure, et soit une famille de courbes C(t) générées par le mouvement de C(0).
Figure 5.2: Illustration de la gestion des changements de topologie par les Level sets : la
couleur rouge représente le niveau zéro qui est constitué d’un contour (en haut), qui se divise
(en bas) sous l’eﬀet de la propagation de l’hypersurface
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L’idée de Osher et Sethian [Osher and Sethian, 1988] consiste à considérer l’interface C(0)
comme le niveau 0 d’une fonction Ψ de dimension supérieure (ﬁgure 5.2).
Soit Ψ(p, t = 0) déﬁnie pour p ∈ ℜ3, Ψ(p, t = 0) = ±d avec d la distance du point p à C(0). Le
signe de d dépend si p est à l’intérieur ou à l’extérieur de la courbe.
Ainsi, si C(t) évolue selon l’équation 5.2 alors la courbe de niveau Ψ évolue selon cette équation.
∂Ψ
∂t
= F |∇Ψ| Ψ(p, 0) = Ψ0(p) (5.7)
Ψ0 étant la surface initiale qui évolue au cours du temps, ~N =
∇Ψ
|∇Ψ| et F le terme de vitesse :
F (p, t) = −ακS(p) + α0S(p).
5.1.2.2 Le terme de stabilisation du front
Aﬁn de favoriser la convergence du front de propagation indépendamment de la solution initiale
Ψ0, l’idée est d’insérer un terme stabilisant de la forme βU · ~N . En choisissant U = ∇|∇Ψ|, ce
terme ajouté joue le rôle d’un aimant pour les fronts sur la frontière des régions et permet de
faire évoluer les fronts encore mal positionnés sans risque de dégrader les autres. Le processus
d’aimantation des fronts peut être illustré à l’aide de l’exemple suivant :
Figure 5.3: Inﬂuence du terme de stabilisation sur le contour ﬁnal
Le contour ayant une ouverture, la courbe présente une bulle à son niveau (ﬁgure 5.3d). Ce
terme aura alors pour rôle de ralentir l’évolution de la courbe au niveau de l’ouverture pendant
qu’ailleurs, elle améliore sa convergence.
L’ajout de ce terme permet ainsi de réécrire l’équation 5.7 comme suit :
∂Ψ
∂t
= −ακS (p) |∇Ψ|+ α0 S (p) |∇Ψ|+ βU · ∇Ψ (5.8)
D’autre part nous approchons la courbure normale κ par la courbure moyenne H de la surface
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de niveau :








La fonction S(p) est choisie égale à g(|∇Ψ|) où g peut être la fonction de Leclerc, Lorentz ou
Tukey.
L’équation de propagation devient :
∂Ψ
∂t
= −α H g (|∇Ψ|) |∇Ψ|+ α0 g (|∇Ψ|) |∇Ψ|+ β U · ∇Ψ (5.9)
5.1.3 Avantages et limites des level sets pour la segmentation d’images
Les level-sets sont des modèles déformables ayant des propriétés très avantageuses pour diﬀé-
rentes raisons :
– ils prennent en compte les changements de topologie des contours. Ils oﬀrent une extension
naturelle à la troisième dimension en ajoutant simplement une coordonnée à l’équation d’évo-
lution de la fonction Ψ, on obtient ainsi une hypersurface Ψ (x, y, z, t) qui évolue au cours
du temps.
– des schémas numériques proposant une implémentation stable et eﬃcace sont disponibles et
ont été proposés initialement par [Sethian, 1996]. Ceux-ci sont explicités dans la suite du
chapitre.
Cependant, l’utilisation de ce schéma en 3D a aussi des limites qui se focalisent au niveau de la
discrétisation de l’équation d’évolution. Celle-ci est réalisée à l’aide d’une grille déﬁnie dans le
domaine de l’image. Le calcul des dérivées se fait à l’aide des diﬀérences ﬁnies en tous les points





avec n le nombre des nœuds de la grille qui correspond au nombre de voxels
dans notre cas et N le nombre des itérations. Il existe des méthodes permettant de résoudre
ce problème. On cite :
– Méthode Fast Marching : Cette méthode suppose que la courbe de niveau n’évolue que
dans un seul sens. La vitesse est ou bien positive ou négative. En dimension 2 l’interface est
déﬁnie à l’aide d’une courbe fermée qui est assimilable à un front de ﬂammes qui se propage
avec une vitesse d’évolution positive. Cela signiﬁe que toute zone de l’image atteinte par l’in-
terface est brûlée. Ainsi, l’interface ne revient plus en arrière [Sethian, 1996, Sethian, 1999].
La méthode du fast marching réduit la complexité à O (nlog (n)) avec n le nombre des voxels
de l’image.
– Méthode de la Bande étroite multi labels : la méthode de la bande étroite accélère le
processus de propagation du fait que l’hypersurface n’est actualisée que dans une zone de la
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grille aux alentours de l’interface courante [Adalsteinsson and Sethian, 1995]. Cette zone est
assimilable à une bande centrée sur l’interface : les ensembles de niveaux situés à l’extérieur
sont considérés comme stationnaires. Dans ce cas, l’hypersurface est mise à jour à l’intérieur
de la bande étroite jusqu’à ce que l’interface arrive à la limite de la zone qu’elle délimite. De
cette façon, la complexité algorithmique est réduite O(Nn−1).
Dans le paragraphe suivant, nous allons voir que la connexion entre diﬀusion anisotrope et
propagation du front permet d’avoir un schéma de complexité réduite sans avoir recours à ces
méthodes d’accélération de la propagation nécessaires uniquement si l’on explicite le front à
chaque étape.
5.2 La diﬀusion anisotrope et propagation du front
Ayant maintenant une vue globale sur la diﬀusion anisotrope et la propagation de front, nous
allons, dans cette section, nous focaliser sur ces deux techniques et établir un lien entre les
deux. Ce lien nous permettra, d’une part de résoudre le principal inconvénient de la technique
de la propagation de fronts, à savoir son coût en temps de calcul (surtout que nous travaillons
sur des données 3D) et d’autre part, d’utiliser une méthode d’implémentation de l’équation
anisotrope qui nous permet l’ajout de plusieurs termes de diﬀusion et la maîtrise du rôle de
chacun d’entre eux au cours du processus de diﬀusion. Ainsi notre méthode sera à la limite
entre une technique qui enlève le bruit et une technique qui eﬀectue la segmentation.
Dans le domaine médical, plusieurs chercheurs ont proﬁté du lien existant entre les contours
actifs [Rumpf and Preusser, 2002, Tasdizen and Whitaker, 2003] et la diﬀusion non linéaire
[Wei et al., 2004] pour son intérêt dans la réduction du bruit et en même temps dans la seg-
mentation des images à l’aide des contours actifs [Malladi et al., 1995, Li et al., 2005]. Une
première implémentation de ce processus a été proposée par Osher et Sethian [Sethian, 1996]
et [Osher and Paragios, 2003].
5.2.1 Analogie entre les deux EDPs.
La connexion entre le processus de la diﬀusion anisotrope et la propagation de fronts vient de
l’analogie entre les equations 3.18 et 5.9 issues du chapitre 3 et 5 respectivement :










· ∇I + γf(I)|∇I| (5.10)
∂Ψ(x, y, z, t)
∂t
= −αH g (|∇Ψ|) |∇Ψ|+ βU · ∇Ψ+ α0g (|∇Ψ|) |∇Ψ| (5.11)
A partir de ces deux expressions, on remarque les correspondances entre les termes. Le terme
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dans les deux termes de l’équa-
tion de diﬀusion.
Cette formulation de la diﬀusion anisotrope considère le volume de données à traiter comme
un ensemble d’isosurfaces par rapport à l’intensité du niveau de gris. Ainsi, les diﬀérents ni-
veaux ne seront plus déﬁnis par une fonction de distance signée mais plutôt par la valeur des
niveaux de gris [Rumpf and Preusser, 2002]. De plus, on peut ajouter un terme à l’équation
de diﬀusion qui correspond au dernier terme de vitesse de l’équation de propagation 5.11. Ce
terme permet d’eﬀectuer des opérations de dilatation et d’érosion sur l’image. L’équation de
diﬀusion anisotrope que nous proposons ﬁnalement s’écrit sous la forme suivante :






















où α, β, α0 et γ sont des coeﬃcients du processus de ﬁltrage à optimiser selon le besoin de
l’utilisateur.
Le premier terme (1) “diﬀusion” c’est le terme de diﬀusion selon la courbure qui réalise le
ﬁltrage anisotrope (voir chapitre 3) et le terme de propagation de fronts selon la normale.
Le deuxième terme (2) “segmentation” est bien le second élément de l’équation de la diﬀusion
(équation 3.14). Il joue le rôle d’un régulateur de contraste sur les contours. En eﬀet, sur les
contours, les lignes de niveaux ont tendance à se rapprocher les unes des autres, ce qui permet
d’augmenter le contraste sur les contours. Ce terme ne sera pas activé dans la suite. Il est
généralement utilisé lorsque la fonction de diﬀusion ne contrôle pas correctement les zones
contours, ce qui engendre une perte du contraste. Or, dans notre cas la fonction robuste de
Tukey choisie s’arrête complètement sur les contours ce qui permet de garder un bon contraste.
Le troisième terme (3) “géométrique” issu de l’équation de propagation, tel qu’il est discrétisé,
permet de faire des opérations de dilatation ou d’érosion (selon le signe du coeﬃcient α0) sur les
contours. Ainsi, il corrige les discontinuités des contours et les reconstruit selon leur tangente.
La mise en évidence de ce terme sera démontrée dans le chapitre 6.
Le quatrième terme (4) “ﬁdélité aux données” est celui de l’équation de la diﬀusion. Il avait
été ajouté initialement pour éviter que l’image ﬁltrée s’éloigne trop des données initiales et
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que les contours soient dégradés par convergence du schéma vers une image constante. Il ne
sera plus nécessaire si l’on prend en compte les choix faits au chapitre 4 comme démontré au
chapitre 6.
Maintenant, le schéma complet de la diﬀusion anisotrope par propagation des lignes de niveaux
est formulé tout en adoptant la fonction robuste de Tukey seuillée à l’aide d’un paramètre déﬁni
à l’aide d’une estimation robuste locale. Nous passons le paragraphe suivant à établir le schéma
numérique de cette équation.
5.2.2 Implémentation et schémas numériques
En se basant sur l’analogie démontrée précédemment, les deux équations de diﬀusion et de la
propagation suivent la même démarche pour être discrétisées. On part de l’équation 5.12 et
en supposant qu’elle ne dépend que de la position et de la dérivée première de Ψt, on peut
ramener l’équation de propagation du front à un cas particulier de l’équation de Hamilton-
Jacobi [Malladi et al., 1995, Sethian, 1999]. Cette formulation nous permet une résolution se
basant sur un système stable opérant sur une diﬀérentiation ﬁnie proposée par Sethian. Il évite
le problème de diﬀérentiation là où les données ne sont plus diﬀérentiables (par exemple les
coins). Ainsi le schéma complet :




















+ γf(I)|∇I|︸ ︷︷ ︸
V4
(5.13)
où V1 , V2, V3 et V4 représentent les vitesses respectivement de diﬀusion, segmentation, géomé-






= V1 + V2 + V3 + V4 (5.14)
In+1 (i, j, k) = In (i, j, k) + ∆t (V1 (i, j, k) + V2 (i, j, k) + V3 (i, j, k) + V4 (i, j, k)) (5.15)
– Le terme de la diﬀusion selon la courbure utilise l’opérateur de diﬀérence centrale, il est



















où Hnijk est la courbure du front à l’itération n au voxel de l’image I de coordonnées i, j, k ,
noté Inijk :
75









































































































































– Le terme de ﬁdélité aux données :














Notons que D−i, D0, D+i sont les opérateurs de diﬀérences ﬁnies sur l’axe i [Eberly, 2003]
respectivement (diﬀérence droite, centrée, gauche). Pour i correspondant à l’axe x, l’opérateur
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est la dérivée première de I par rapport à l’axe i et Ii,j =
∂2I
∂i∂j
est la dérivée seconde
par rapport à i, j, en se basant sur la dérivation de Eberly [Eberly, 2003].
5.2.3 Condition de stabilité du schéma numérique
Une conditionCFL nécessaire mais non suﬃsante pour la convergence des solutions numériques
des équations aux dérivées partielles hyperboliques est donnée dans [Courant et al., 1928].
Ainsi, pour un front qui se propage selon l’axe x avec une vitesse v et un pas de discrétisation




Pour satisfaire la condition de stabilité sur toutes les directions, le front ne doit pas traverser
plus d’une seule cellule à la fois et ceci dans toutes les directions. Connaissant le pas spatial
dans notre grille uniforme (∆x pris égal à 1), le pas ∆t doit donc être choisi d’une manière à




Avec le maximum de F pris sur toute la grille I (volume) et pas seulement pour le niveau zéro.
On prend ∆x comme pas d’échantillonnage sur la grille.
Cette condition peut être interprétée comme suit : la propagation du front durant un ∆t ne
doit pas dépasser un pas spatial ∆x. Dans la pratique, nous devons faire un survol du volume
entier des vitesses pour pouvoir choisir le pas temporel approprié.
5.2.4 Avantages de notre formulation
La formulation de la diﬀusion anisotrope régie par une propagation de fronts (Level sets) a
introduit plusieurs avantages au pré-traitement des données utilisant le ﬁltrage anisotrope.
– Le volume à traiter I est vu comme un ensemble d’isosurfaces par rapport à l’intensité du
niveau de gris. Les diﬀérents niveaux ne sont plus déﬁnis par une fonction de distance signée
classique mais par la valeur du niveau de gris lui-même. On propage toutes les courbes de
niveaux en même temps (propagation multi-fronts), au lieu de chercher une seule surface
d’intérêt. On peut ainsi espérer converger plus rapidement vers la solution.
– La diﬀusion selon la courbure oﬀre un schéma stable facile à discrétiser en 3D ainsi qu’un
ajout facile de diﬀérents termes de propagation, ce qui permet une interprétation assez in-
tuitive du rôle de chacun de ces termes dans l’équation complète.
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– On supprime le bruit tout en préservant les contours et les coins pour aider la segmentation.
– le fait de ne pas chercher à chaque itération un contour particulier, comme dans une propa-
gation de front classique, permet à notre méthode d’éviter les principales étapes coûteuses
en temps de calcul qui nécessitent les méthodes de fast-marching ou de bande étroite. La
complexité algorithmique est O(N).
Conclusion
Dans ce chapitre, nous avons proposé un schéma hybride entre diﬀusion anisotrope et segmen-
tation de données. Nous avons montré le principe de la propagation de fronts formulé dans le
cadre des Level-sets. Nous avons montré que cette formulation possède une étroite connexion
avec l’équation de la diﬀusion anisotrope qui a pu remédier à des problèmes liés au coût de
calcul et à la complexité algorithmique. La discrétisation du schéma complet a donné naissance
à plusieurs termes de vitesses sont interprétables physiquement par l’utilisateur et qui agissent
de manière complémentaire pour ﬁltrer les données. Des résultats du modèle de ﬁltrage aniso-
trope proposé et leurs analyses seront donnés dans le chapitre suivant pour mettre en évidence
la performance du schéma et le rôle de chacun des termes.
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Introduction
Dans les chapitres précédents, nous avons fait les justiﬁcations théoriques qui nous ont amenées
à proposer l’équation 5.13 du chapitre 5 comportant plusieurs termes qu’il est possible de
pondérer les uns par rapport aux autres. Dans ce chapitre, il s’agit d’appliquer ce schéma à des
données réelles pour aider à la segmentation des structures osseuses. Avant cela, il est nécessaire
d’évaluer si le ﬁltrage proposé permet d’obtenir facilement les zones de transition entre objets
et si ces zones correspondent à celles que l’expert médical aurait retenues. Dans la littérature,
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plusieurs méthodes d’évaluation du ﬁltrage existent et nous en citerons quelques-unes dans le
paragraphe suivant. Elles évaluent le fait que les zones représentant le même matériau soient
rendues homogènes après ﬁltrage : il s’agit d’une évaluation en régions. Dans notre cas, il est
important, aussi, que le ﬁltrage proposé renforce le contraste entre zones de matériau diﬀérent
aﬁn de faire ressortir les contours des structures. Il faut donc pouvoir évaluer la pertinence de
la position de ces contours renforcés : il s’agit d’une évaluation en contours.
Dans ce chapitre, nous allons donner, dans un premier temps, un état de l’art des méthodes
d’évaluation en contours et régions en précisant si elles nécessitent d’avoir ou non une vérité
terrain. La seconde partie sera consacrée à l’évaluation quantitative et qualitative des résultats
de notre processus de ﬁltrage appliqué à des volumes IRM d’articulations. Nous donnerons une
comparaison de diﬀérentes versions du processus de ﬁltrage anisotrope obtenues pour diﬀérentes
valeurs des paramètres du modèle. Enﬁn, nous montrerons des reconstructions 3D des structures
osseuses obtenues automatiquement à partir du maillage des points retenus comme contours
par le processus de ﬁltrage que nous proposons.
6.1 Évaluation du ﬁltrage d’image : état de l’art
6.1.1 Introduction
Depuis plusieurs décennies, les méthodes de ﬁltrage et de segmentation ne cessent de se dévelop-
per et de se diversiﬁer. Ceci rend l’étape d’évaluation primordiale pour permettre de comparer
un nouvel algorithme à ceux de la littérature ou de quantiﬁer dans quelle mesure une propriété
est vériﬁée par un algorithme de traitement d’images. En eﬀet, les critères d’évaluation quan-
titative sont divers, on cite les travaux de Zhang [Zhang, 2001, Zhang et al., 2008], Chabrier
[Chabrier et al., 2006, Chabrier et al., 2008] dont les études ont permis de répartir ces diﬀé-
rents outils d’évaluation en deux grandes classes : l’évaluation non supervisée et l’évaluation
supervisée.
La première classe regroupe les méthodes d’évaluation qui ne nécessitent aucune information
sur les résultats de ﬁltrage ou de segmentation à évaluer. Elle peuvent être basées sur des
critères analytiques qui permettent de quantiﬁer la performance des algorithmes de traitement
d’images en analysant leurs principes ainsi que leurs propriétés telles que la complexité, la
stabilité, la convergence, mais aussi le facteur de lissage et l’activité du ﬁltre, quantités basées
sur l’analyse de variance des niveaux de gris de l’image avant et après ﬁltrage.
La deuxième classe rassemble les méthodes d’évaluation qui utilisent une connaissance a priori.
Ces connaissances constituent des images issues d’une segmentation de référence elles sont
aussi appelées vérité-terrain (ground truth) qu’on notera (VT). Ces données peuvent être des
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images synthétiques sur lesquelles le bruit pourra être ajouté de manière contrôlée ou bien une
segmentation manuelle d’images réelles réalisée par un expert : les médecins pour le domaine
médicale. Ainsi, les critères d’évaluation non supervisée permettent de comparer les algorithmes
de traitement d’une manière objective avec une vérité terrain bien connue. L’inconvénient de
cette démarche se situe dans la construction des images de synthèse. Celles-ci ne peuvent pas
représenter toutes les situations possibles des données réelles à savoir contours, niveaux de
gris des régions et bruit sur l’image, cependant, en absence d’une vérité terrain le résultat
n’est pas unique car la comparaison se fait par rapport à une segmentation manuelle qui
peut changer d’une personne à une autre. Ces diﬀérentes méthodes d’évaluation permettent
d’étudier le comportement des algorithmes de traitement d’image en évaluant les résultats.
Ceci en se basant sur des fonctions d’évaluations régions et contours permettant d’estimer le
taux de l’homogénéité et la capacité de l’algorithme dans la conservation des contours dans une
image. Dans la suite de ce chapitre nous présentons un état de l’art des méthodes d’évaluation
de résultats de ﬁltrage d’image en régions et de préservation des contours qui permettrons
d’évaluer la robustesse de l’algorithme de diﬀusion anisotrope proposée par rapport à d’autres
versions d’algorithmes de ﬁltrage anisotrope qui existe dans la littératures.
6.1.2 Méthodes d’évaluation en régions
L’évaluation en régions permet d’estimer le taux d’uniformité intra-région, c’est-à-dire la ca-
pacité d’un algorithme de ﬁltrage à homogénéiser les régions et éliminer le bruit. Dans ce
contexte, plusieurs méthodes sont proposées dans la littérature, les premières techniques ont été
basées sur le seuillage [Weszka and Rosenfeld, 1978]. Plus tard, les travaux de Levine et Nazif
[Nazif and Levine, 1984] proposent un outil d’évaluation qui permet de calculer l’uniformité en
intensité d’une région à partir de sa variance. Cette idée a été à la base d’autres recherches déve-
loppées plus tard telles que la mesure d’homogénéité de Cochran [Cocquerez and Devars, 1985],
la mesure d’uniformité inter-région de Pal et Pal [Pal and Pal, 1989]. Après, vient le critère
d’évaluation proposé par Liu et Yang [Liu and Yang, 1994] basé sur le fait que les régions
doivent être uniformes et homogènes, l’intérieur des régions doit être simple et sans trop de
petits trous et les régions adjacentes doivent avoir des valeurs largement diﬀérentes. Ce critère
se base sur le nombre de pixels de l’image originale, le nombre de régions de l’image résultat,
le nombre de pixels de chaque région, les sommes des distances euclidiennes entre le vecteur
de chaque région et le vecteur correspondant dans l’image résultat. On note e2k la somme des
distances euclidiennes entre les vecteurs des pixels de la région Rk et les vecteurs correspondant
















C(i, j) désigne le niveau de gris du pixel (i, j) de l’image résultat et C¯(Rk) la valeur moyenne
des pixels appartenant à la région Rk.









N représente le nombre de régions R dans l’image I.
Ainsi, plus cette valeur est petite, meilleur est le résultat de l’algorithme de segmentation.
Plus tard, Borsotti [Borsotti et al., 1998] critiquent la méthode d’évaluation de Liu et Yang
et proposent une modiﬁcation qui vise à pénaliser les résultats de segmentation présentant

















où Nr(Rk) représente le nombre de région ayant un aire égale à Rk. L’objectif de la modiﬁcation
proposée par Borsotti est de rendre le résultat de l’évaluation plus sensible aux petites variations
de segmentation. En eﬀet, le premier terme pénalise les régions non homogènes, le deuxième
pénalise les régions qui possèdent une aire égale à beaucoup d’autres régions.
Une autre méthode d’évaluation a été proposée par Zhang [Zhang et al., 2004], celle-ci est
basée sur le critère de l’entropie qui dérive du domaine de la chimie. Cette fonction qui calcule
le désordre dans un milieu, permet d’évaluer la segmentation en région, c’est-à-dire estimer le
taux d’homogénéisation dans une région. La fonction qui calcule l’entropie dans une région Rk
d’une image I est déﬁnie comme suit :









où Vk correspond à l’ensemble des valeurs possibles des intensités dans la région Rk, Lk(m) est




représente la probabilité qu’un pixel dans la régionRk ait une valeur d’intensité
égale à m.
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Rk représente l’aire total des régions dans l’image. La valeur de l’entropie désigne
l’uniformité dans les régions d’une image segmentée. Lorsqu’une région est très uniforme la
valeur totale de l’entropie est trop petite. Elle est égale à zéro lorsque tous les pixels dans une
région ont la même valeur. Dans le cas d’une segmentation qui fait apparaitre un grand nombre















A partir de l’équation (6.6) et l’équation (6.7) l’entropie totale de Zhang s’écrit comme suit :
FZhan(I) = Hl(I) +Hr(I) (6.8)
La méthode d’évaluation par calcul d’entropie a fait l’objet de plusieurs travaux de re-
cherches sur diﬀérents types d’images, on cite les travaux de Barbieri sur les images sa-
tellites [Barbier, 2004, Elberbari, 2007, Barbieri et al., 2011], de Zaart sur les images ra-
dars [Al-Osaimi and El-Zaart, 2008, Al-Ajlan and El-Zaart, 2009] et d’autres applications
sur diﬀérentes modalités d’imagerie médicale [Yang and Huang, 1999, Robbins et al., 2004,
Jerbi et al., 2007, Tsai et al., 2008].
Une autre méthode d’évaluation basée sur le calcul des énergies est proposée
par Sylvie Philipp-Foliguet et Laurent Guigues [Philip Foliguet and Guigues, 2006,
Philipp-Foliguet and Guigues, 2008]. En eﬀet, ils supposent le problème de segmentation
d’image comme un problème de modélisation d’une image constante par morceaux. L’idée
proposée ici consiste à optimiser le modèle en cherchant une partition R de l’image en région
Ri qui permet de minimiser une certaine énergie totale E(R). Cette énergie est formée par la
somme de deux énergies : une énergie qui correspond à la distance entre le modèle et les régions
de l’image qu’on note ED(R) =
∑
Ri∈R
ED(Ri). La deuxième énergie dite de complexité notée
Ec(R) qui permet de pénaliser les segmentations trop ﬁnes qui correspondent aux modèles




ED(Ri) + kEc(Ri) (6.9)
où k est un paramètre qui règle la contribution relative des deux termes énergétiques.
Dans la suite, on se limite au choix du critère d’évaluation de Zhang basé sur le calcul de
l’entropie appliqué sur des données synthétiques.
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6.1.3 Méthodes d’évaluation en contours
L’évaluation des résultats d’un ﬁltrage d’images vise à montrer la capacité de l’algorithme à
préserver les contours dans l’image. Le choix de l’outil d’évaluation est primordial à cause de
l’importance des contours pendant l’étape de l’interprétation les détails de l’image. Dans la
littérature quelques méthodes d’évaluation contours ont été proposées. Les plus utilisées sont
celles de Levine et Nazif [Nazif and Levine, 1984]. Cet outil met en évidence deux types de
contours dans l’image ﬁltrée : les contours séparant deux régions et les contours qui traversent
une région. Ces contours seront classés, puis une caractéristique des régions, comme le niveau
de gris, sera déﬁnie pour calculer enﬁn le contraste entre les frontières et le gradient moyen le
long de chaque ligne. D’autres méthodes basées sur une carte de contours ont été proposées,
Kitchen et Rosenfeld [Kitchen and Rosenfeld, 1984] calculent la cohérence locale des contours
puis l’évaluent en fonction des deux critères caractérisant un bon contour à savoir la continuité
et la minceur. Tan [Tan et al., 1992] proposent une fonction coût égale à la somme des coûts
locaux de tous les pixels de la carte contours. Un pixel peut avoir cinq facteurs coût locaux à
savoir la dissimilarité, courbure, nombre de pixels frontière, fragmentation et minceur. Ces outils
ont la caractéristique de ne pas utiliser des données de référence pour évaluer la préservation
des contours sur une image.
D’autres fonctions d’évaluations basées sur le calcul de similarité [Hemery et al., 2008]
ont besoin de contours de référence. L’erreur quadratique moyenne (Root Mean
Square) [Coquin et al., 1997] est l’un des premier calcul eﬀectué pour une évaluation en
contour. Cette mesure est à l’origine de plusieurs autres mesures de distances : les distances de
Küllback et Bhattacharyya [Bhattacharyya, 1943, Kullback and Leibler, 1951], ainsi que celle
de Jensen [Basseville, 1989] reposant sur l’entropie de Rényi. L’utilisation de ces mesures ne
prend pas en compte l’information spatiale des pixels formant les contours. Ceci inﬂue sur la
précision de la prédiction de la déformation et entraîne l’apparition de valeurs aberrantes. La
distance de Hausdorﬀ utilisée par exemple dans [Beauchemin et al., 1998] est parmi les critères
de mesure de distance les plus intéressants, elle mesure l’éloignement de deux sous-ensembles
d’un espace métrique sous-jacent, ici les deux contours, résultat et référence, en distance
euclidienne (voir équation 6.10). Plusieurs chercheurs se sont intéressés à ce critère, Baddeley a
proposé une variante de la distance de Hausdorﬀ pour les images binaires [Baddeley, 1992]. Par
la suite il propose une extension pour les images à niveaux de gris [Wilson et al., 1997]. Cette
distance a été largement utilisée pour le processus d’évaluation de segmentation en contour
[Coquin and Bolon, 2001], notamment dans le domaine médical [Wang et al., 2011]. Elle a
été utilisée pour l’évaluation d’autres algorithmes de vision par ordinateur tels que le recalage
d’image [Ahmad and Natarajan, 2009] et la reconnaissance de forme [Hu and Wang, 2006].
Cette mesure de similarité est caractérisée par sa grande sensibilité au bruit et son énorme
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temps de calcul. La distance de Hausdorﬀ est déﬁnie comme suit :
DHau (IF , Iref ) = max (h (IF , Iref ) , h (Iref , IF )) (6.10)






Les deux distances de Hausdorﬀ modiﬁées qu’ont note D1Bad et D
2
Bad sont les suivantes :
D1Bad (IF1 , IF2) = max
(i,j)∈(IF1∪IF2)
(d ((i, j) , IF1) , d ((i, j) , IF2)) (6.11)
Avec d (x, I) = min
y∈I
d (x, y)











N est le nombre total des pixels, p est une puissance qu’on prend égale à 2, d est la distance
euclidienne entre un pixel (i, j) de l’image de référence et les pixels de l’image IF .
Une autre mesure de similarité proposée par Pratt [Pratt et al., 1978] appelée Figure du Mérite
de Pratt (Figure of Merit of Pratt ) qu’on note FOMP dans ce mémoire. C’est une mesure
empirique qui permet de comparer une carte de contours et une carte de référence pour évaluer
la préservation des contours pendant un processus de ﬁltrage ou de segmentation. La mesure
de Pratt est déﬁnie comme suit :
FOMP (Iref , IF ) =
1






où d2(i) correspond à la distance entre le ième pixel contour dans la carte IF et pixel contour le
plus proche dans l’image référence dans les images références IRef , a est une constante de nor-
malisation positive, NRef et NF sont respectivement les nombre de pixels contours dans l’image
segmentée et l’image de référence. La FOMP mesure l’éloignement entre les contours obtenus
et les contours de référence. Cette mesure a été largement utilisée dans plusieurs travaux, on
cite les travaux de Tauber et de Shui [Tauber, 2005, Shui and Zhang, 2012] qui utilisent la
FOMP pour l’évaluation des résultats du ﬁltrage anisotrope. Elle possède deux inconvénients
majeurs : la dissymétrie et la sensibilité aux erreurs de sur-détection et de localisation. Plus
tard cette mesure a été modiﬁée par Straster et Gerbrands [Strasters and Gerbrands, 1991]
ainsi le critère de Pratt devient :









si CIF /IRef > 0
1 si CIF /IRef = 0
(6.14)
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où CIF /IRef = card(NF ) − card (NF
⋂
NRef ). D’autres mesures ont été développées, on site
Peli et Malah [Peli and Malah, 1982] qui proposent deux mesures statistiques : la moyenne et
la variance des distances entre les contours de références et les contours résultats.
Ces diﬀérentes fonctions d’évaluation en contour nécessitent un contour de référence issu d’une
vérité terrain pour comparer entre le contours résultat et le contour de référence. Dans la suite,
nous utilisons la Figure de Mérite de Pratt (FOMP) pour évaluer la préservation en contour
sur données synthétiques et réelles.
6.2 Expérimentation
Dans la partie précédente, nous avons explicité les diﬀérents types de méthodologies d’évalua-
tion de résultat de ﬁltrage ou de segmentation qui existent dans la littérature d’un point de
vue région ou contour. Dans cette partie, nous utilisons ces fonctions pour mettre en évidence
l’intérêt des diﬀérents termes de vitesse et pour comparer les résultats issus du modèle de la
diﬀusion robuste global et local. Le protocole expérimental utilisé rassemble :
– des données de synthèse pour lesquelles nous connaissons les régions et le bruit ajouté. Le
paragraphe 6.2.1 explique comment elles sont obtenues.
– des données réelles segmentées manuellement aﬁn d’avoir les contours de référence.
– un ensemble de critères d’évaluation du ﬁltrage en région et en contours. Le paragraphe 6.2.2
justiﬁera le choix des critères retenus.
6.2.1 Formation des images de synthèses
Aﬁn d’évaluer plus objectivement les performances du processus de la diﬀusion anisotrope
proposé et de mettre en évidence l’importance des paramètres de l’équation 5.13 du le chapitre
5, nous utiliserons des images de synthèse supposées reﬂéter les principales particularités des
images par résonance magnétique d’articulations osseuses de l’épaule, de la hanche et du genou.
En eﬀet, l’étude faite dans le chapitre 2 a permis de déﬁnir les caractéristiques d’une images
IRM à savoir la qualité de l’image, la résolution des pixels et les types d’artefacts entachant
l’image. Ainsi, une image IRM est caractérisée par une résolution des pixels et une qualité
d’image détériorée par un bruit additif supposé Gaussien. En prenant en compte ces détails,
nous avons construit la vérité terrain correspondant à chaque sujet de données IRM à l’aide
d’une segmentation manuelle avec le logiciel Amira R© commercialisé par la société Visualization
Sciences Group (VSG). Ensuite, vient l’étape de création de données de synthèse qui se fait en
deux étapes (voir ﬁgure 6.1) :
– Ajout d’un niveau de gris à chaque région segmentée de valeur égale à la moyenne calculée
sur la région correspondante de l’image réelle.
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Figure 6.1: Formation des données synthétiques à partir d’un volume IRM de l’articulation
gléno-humérale de l’épaule.
– Ajout de bruit additif gaussien au volume de vérité terrain créé.
De cette manière, on possède des données de synthèse avec une vérité terrain proches des images
réelles mais simpliﬁées et de bruit ajouté connu. Nous utiliserons pour valider et comparer les
résultats de notre ﬁltrage.
6.2.2 Choix des critères d’évaluation
Le choix des critère d’évaluations adéquat permet d’évaluer correctement le processus de ﬁl-
trage en régions et en contours qu’on appliquera sur données de synthèse ayant un bruit ajouté
connu ou données réelles. En eﬀet, la présence de données de synthèse et d’une vérité terrain,
permet de déterminer au cours de l’évaluation la zone à laquelle appartient initialement chaque
voxel du volume traité (Les volumes sont superposables). Ainsi, si le niveau de gris d’un voxel
(au niveau d’un contour) tend à basculer vers le niveau de gris de la zone voisine, le voxel
appartiendra toujours à la zone de départ. Par contre, l’erreur au niveau de ce voxel sera assez
grande puisque la diﬀérence avec le niveau de gris moyen sera grande. Ceci nous permet de pé-
naliser toute méthode qui provoque un déplacement des contours (les voxels sur les bords d’une
région basculent vers les zones voisines). Cette stratégie d’évaluation peut être appliquée en
utilisant la méthode d’évaluation basée sur le calcul d’entropie (voir 6.1.2) proposée par Zhang
[Zhang et al., 2008] qui estime le taux d’hétérogénéité dans les régions. La valeur d’entropie
atteint son minimum lorsque les pixels qui forment chaque région de l’image présentent tous
une valeur d’intensité égale ou très proche.
Concernant l’évaluation en contours, le choix a été fait sur la méthode basée sur le calcul de
distance entre le contour de référence et le contour résultat de l’image ﬁltrée en utilisant la
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FOMP (Figure of Merit of Pratt). Cette mesure permet de déterminer l’éloignement entre les
contours résultats et les contours de références tracés par l’expert sur les images réelles. Nous
pouvons aussi analyser la variation en nombre de pixels entre les deux contours. Cette méthode
a été largement utilisée et a montré une grande capacité à évaluer les algorithmes de détection
de contour [Tauber, 2005]. Nous utilisons aussi une méthode qualitative basée sur des courbes
de proﬁls pour évaluer les résultats à la fois en contours et en régions.
6.3 Résultats sur données Synthétiques
Dans cette section, nous allons présenter dans un premier temps les diﬀérents résultats de
chaque étape du modèle global appliqué sur des données synthétiques. Nous faisons une com-
paraison entre les trois fonctions de diﬀusions de Leclerc, de Lorentz et de Tukey pour justiﬁer
notre choix.
Par la suite nous appliquons le modèle local avec la fonction de diﬀusion choisie en comparant
les résultats à ceux du modèle global avec la même fonction de diﬀusion. Des évaluations
quantitatives et qualitatives seront faites pour chaque résultat.
Nous utilisons le schéma complet de l’équation de diﬀusion 5.13 proposée dans le chapitre 5.
Dans cette partie seule la vitesse de diﬀusion est activée (α = 1, β = 0, α0 = 0, γ = 0). En eﬀet,
on a montré dans le chapitre 4 qu’on pas besoin avec le modèle global de Tukey d’activer ces
les paramètres βetγ, concernant α0 il sera utilisé dans le modèle locale.
Nous utiliserons deux volumes de données synthétiques : articulation coxo-fémorale de la hanche
d’un patient atteint d’une nécrose de la tête fémorale et articulation gléno-humérale d’épaule
d’un sujet sain. Les dimensions en voxels et les résolutions en mm3 par voxel des deux volumes
sont respectivement (71×71×41), (1×1×1, 5) pour la hanche et (121×132×62), (0.7×0.7×1).
L’ensemble est bruité avec un bruit gaussien de variance σ = 10 et σ = 20 et de moyenne nulle.
(a) (b) (c)
Figure 6.2: Coupe originale no 24 du volume de synthèse de l’articulation de la hanche : (a)
Vérité-terrain, (b),bruitée σ = 10, (c) bruitée σ = 20.
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Modèle global :
Le 1er essai est réalisé à l’aide du modèle anisotrope global en utilisant les trois fonctions
de diﬀusions sur un volume d’une VT d’articulation de hanche formée par 4 régions de ni-
veau de gris respectif (50, 80, 150, 190) qu’on a bruité avec un bruit gaussien (σ = 10 et σ = 20).
(a) (b) (c)
(d) (e) (f)
Figure 6.3: Coupe no 24 ﬁltrée par modèle global : 1er ligne (itération=50), 2ème ligne (ité-
ration=100), (a,d) Fonction Tukey, (b,e) Fonction Leclerc, (c,f) Fonction Lorentz, α = 1, β =
0, α0 = 0, σ = 10, pas=10.
Les résultats sont illustrés dans les ﬁgures 6.3 et 6.4 qui montrent que le ﬁltrage avec la
fonction de Leclerc et de Lorentz éliminent bien le bruit (même pour une variance élevée) dans
les régions mais dégradent en même temps le contraste sur les contours en particulier pour un
grand nombre d’itérations (2ème ligne des ﬁgures 6.3 et 6.4) et même pour un bruit élevé.
Le plus intéressant dans ces résultats c’est le comportement de la fonction de Tukey qui même
pour un grand nombre d’itérations ne diﬀuse pas les contours. Ceci souligne au caractère robuste
de cette fonction qui s’annule pour les gradients supérieurs à un certain seuil. Néanmoins, le




Figure 6.4: Coupe no 24 ﬁltrée par modèle global : 1er ligne (itération=50), 2ème ligne (ité-
ration=100), (a,d) Fonction Tukey, (b,e) Fonction Leclerc, (c,f) Fonction Lorentz, α = 1, β =
0, α0 = 0, σ = 20, pas=10.
(a) (b)
Figure 6.5: Courbes d’évaluation d’entropie du ﬁltrage du volume de la hanche :(a) 50 pre-
mières itérations, (b) 100 premières itérations.
Les courbes d’entropie de la ﬁgure 6.5a montrent que les taux d’hétérogénéité dans les régions
pendant le processus de diﬀusion, atteignent des valeurs minimales pour chacune des fonctions
de Leclerc et de Lorentz et de Tukey. On vériﬁe que la fonction de Tukey lisse moins le bruit
des régions par rapport aux fonctions de Leclerc et Lorentz pour les deux niveaux de bruit.
La ﬁgure 6.5b montre que les fonctions de Leclerc et Lorentz deviennent asymptotiques ce qui
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signiﬁe que les itérations n’améliorent plus l’homogénéité des régions au-delà de 50 mais ne
font que dégrader le contraste des contours (ﬁgures 6.3 et 6.4).
Un 2ème essai est aussi réalisé sur un volume d’uneVT (vérité-terrain) d’articulation de l’épaule
formé par 4 régions de niveau de gris respectif (60, 98, 157, 176) qu’on a bruité avec un bruit
gaussien (σ = 10 et σ = 20).
(a) (b) (c)
Figure 6.6: Coupe originale no 30 du volume de synthèse de l’articulation gléno-humérale de
l’épaule : (a) Vérité-terrain, (b) bruitée σ = 10, (c) bruitée σ = 20.
(a) (b) (c)
(d) (e) (f)
Figure 6.7: Coupe no 30 ﬁltrée par modèle global : 1er ligne (itération=50), 2ème ligne (ité-
ration=100), (a,d) Fonction Tukey, (b,e) Fonction Leclerc, (c,f) Fonction Lorentz, α = 1, β =
0, α0 = 0, σ = 10, pas=10.
Les résultats sont illustrés dans les ﬁgures 6.7, 6.8 et 6.9. Ils coïncident avec ceux trouvés pour
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le volume de la hanche. D’un autre coté, la fonction de Tukey sauvegarde la totalité des détails
de l’image. Son seul inconvénient est le bruit dans les régions qui nécessite un nombre plus




Figure 6.8: Coupe no 30 ﬁltrée par modèle global : 1er ligne (itération=50), 2ème ligne (ité-
ration=100), (a,d) Fonction Tukey, (b,e) Fonction Leclerc, (c,f) Fonction Lorentz, α = 1, β =
0, α0 = 0, σ = 20, pas=10.
(a) (b)
Figure 6.9: Courbes d’évaluation d’entropie du ﬁltrage du volume de l’épaule :(a) 50 premières
itérations, (b) 100 premières itérations.
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Des résultats sur les images IRM réelles correspondant à chacune des images de synthèse
utilisées pour ces deux précédents essais ont été présentés dans les ﬁgures 4.10 et 4.12 du
chapitre 4. La nécrose représentée par un niveaux de gris faible au niveau de la tête fémorale
de l’articulation coxo-fémorale fusionne avec le niveau de gris des régions voisines.
Concernant l’articulation gléno-humérale, des contours sont perdus entre le résultat du ﬁltrage
après 50 itérations et après 100 itérations (ﬁgure 6.10).
(a) (b)
Figure 6.10: Résultat du ﬁltrage global avec fonction de Lorentz : (a) Coupe no 30 épaule, (b)
Coupe no 24 hanche.
Pour bénéﬁcier de la robustesse de la fonction de Tukey tout en éliminant le maximum de bruit
dans les régions et en limitant le nombre d’itérations, il a été proposé le modèle local qui calcule
le seuil gradient sur une partie de l’image contrairement au seuil gradient dans le modèle global
qui est calculé sur l’image entière ce qui sous estime sa valeur c’est l’objet du test suivant.
Modèle local :
Nous comparons dans cette partie le modèle global et local pour une valeur de σ = 20 après 50
itérations. Les ﬁgures 6.11 et 6.13 montrent que le modèle local lisse correctement le bruit dans
les régions. La valeur de l’entropie (ﬁgures 6.12 et 6.14) est très inférieure pour le ﬁltrage local
et atteint la valeur d’entropie de la fonction de Leclerc (environ 3,5) obtenue pour le modèle
global après 50 itérations et pour le même niveau de bruit (ﬁgures 6.8 et 6.9) tout en préservant
mieux les contours. En eﬀet, les courbes de proﬁl montrent que l’estimation locale préserve les
contours en gardant constante la variation du niveau de gris lors de la transition entre les deux
régions diﬀérentes telles que (tête humérale et scapula) pour l’épaule.
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(a) (b) (c)
Figure 6.11: Coupe no 24 de l’articulation de la hanche :(a) original bruitée (σ = 20) et proﬁl
de ligne, (b) ﬁltrage global, (c) ﬁltrage local, itération=50, pas =10.
(a) (b)
Figure 6.12: Évaluation en région et contour du ﬁltrage du volume synthétique de hanche
ﬁgure 6.11 : (a) entropie, (b) proﬁl de ligne.
(a) (b) (c)
Figure 6.13: Coupe no 30 de l’articulation gléno-humérale :(a) original bruitée (σ = 20) et
proﬁl de ligne, (b) ﬁltrage global, (c) ﬁltrage local, itération=50, pas =10.
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(a) (b)
Figure 6.14: Evaluation en région et contour du ﬁltrage du volume synthétique d’épaule ﬁgure
6.13 : (a) entropie, (b) proﬁl de ligne.
6.4 Résultats sur des images réelles
Dans cette partie nous allons procéder à une série de tests sur des volumes de données IRM
d’articulations d’épaule, de hanche et de genou. Une comparaison entre le modèle global et local
de Tukey suivie par une évaluation quantitative et qualitative des résultats est réalisée pour
valider le modèle robuste local que nous avons proposé. Les caractéristiques des données ainsi




Anisotrope global Anisotrope local
Fonction de diﬀusion Fonction de diﬀusion
Séquence, Type, Pondération α, β, α0 E1 :Nbr itération(α, β, α0)
Taille (voxels) Nbr itération
E2
Nbr itération(α, β, α0)
Résolution (mm3) pas Nbr itération(α, β, α0)
En eﬀet, pour chaque test, 3 comparaisons sont réalisées : un 1er essai “anisotrope global” qu’on
compare avec un 2ème essai “anisotrope local” avec un même nombre d’itérations. Le 3ème essai
est “anisotrope local” avec un nombre plus grand d’itérations (100) en plus de l’activation du
terme géométrique.
Test Hanche :




Anisotrope global Anisotrope local
Tukey Tukey
EG, 3D, T1 α = 1, β = 0, α0 = 0 E1 :50(α = 1, β = 0, α0 = 0)
71× 71× 41 50
E2
100(α = 1, β = 0, α0 = 0)
1× 1× 1.5 10 40(α = 1, β = 0, α0 = 1)
Table 6.1: Propriétés des données de la hanche et paramètres du modèle
La ﬁgure 6.16 montre la capacité du modèle local à éliminer le bruit des régions telles que la
région de la tête fémorale (ﬁgure 6.16b) par rapport au résultat par le modèle global (ﬁgure
6.15). L’image gradient des voxels supérieurs au seuil ﬁnal prouve que le modèle local proposé
préserve bien les contours (ﬁgure 6.16c).
Pour valider ce résultat, nous utilisons la fonction de Pratt (FOMP) pour montrer le pouvoir
du modèle local et global à localiser les contours. Ainsi la courbe de la ﬁgure 6.17 montre que
le modèle local localise mieux les contours de la structure osseuse de la hanche.
(a) (b) (c)
Figure 6.15: Résultat du ﬁltrage par modèle global : (a) IRM originale coupe no 24 su-
perposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δeg = 22.
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(a) (b) (c)
Figure 6.16: Résultat du ﬁltrage par modèle local (E1) : (a) IRM originale coupe no 24
superposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δel = 42.
Le schéma complet proposé dans le chapitre 5 met en relief un terme géométrique qui permet
de corriger une discontinuité sur le contour.
En eﬀet, la ﬁgure 6.16 montre le résultat avec le ﬁltrage local après 100 itérations. On remarque
une discontinuité au niveau de la nécrose (ﬁgure 6.16c). Ce problème peut être corrigé en
activant le terme géométrique après avoir lissé l’image. L’image gradient des voxels seuillés
6.18c montre une nette amélioration comparée à l’image avant l’activation 6.16c.
Figure 6.17: Valeur de FOMP des coupes no 5 à no 35 du volume de la hanche ﬁltré par les
deux modèles, global et local, itération=50
A partir des deux essais du modèle local, on remarque que le paramètre itération joue un
rôle important sur le résultat ﬁnal du ﬁltrage et sur le temps d’exécution. Pour le 1er essai
E1, le temps d’exécution t = 1min 30 sec, pour le 2ème essai E2, t = 2min 44 sec qui est un
temps négligeable devant l’essai avec modèle global pour donner le même résultat de ﬁltrage
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t = 9min 10 sec pour 200 itérations sur le même CPU (processor dual-core 64 bits, (2.2 × 2)
GHz). Ceci montre que le modèle local fait gagner un temps de calcul considérable comparé au
modèle global.
(a) (b) (c)
Figure 6.18: Résultat du ﬁltrage par modèle local (E2) : (a) coupe no 24 ﬁltrée, (b) image
gradient des voxels de niveaux supérieurs au seuil ﬁnal, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal avec terme géométrique.
Test Épaule 1 :
Le 2ème test est réalisé sur un volume IRM d’articulation gléno-humérale de l’épaule (voir Table
6.2).
Un intérêt particulier dans ce chapitre résultat est consacré à l’analyse des images IRM du
complexe articulaire de l’épaule. Vue l’anatomie distinctif de ce dernier, il est important d’




Anisotrope global Anisotrope local
Tukey Tukey
EG, 3D, T1 α = 1, β = 0, α0 = 0 E1 :50(α = 1, β = 0, α0 = 0)
187× 222× 143 50
E2
100(α = 1, β = 0, α0 = 0)
0.07× 0.07× 0.1 10 20(α = 1, β = 0, α0 = 1.5)
Table 6.2: Propriétés des données de l’épaule 1 et paramètres du modèle.
En eﬀet, la scapula de l’épaule est caractérisée par sa ﬁne épaisseur, ce qui la rend une zone
sensible aux opérations de traitement. Dans la ﬁgure 6.20 apparaissent des régions homogènes
et des contours bien contrastés avec le modèle local comparé au modèle global (ﬁgure 6.19)
qui laisse des impuretés en particulier au niveau de la tête humérale. L’image gradient des
voxels seuillés (ﬁgure 6.20c) laisse voir une structure complète des os de l’épaule. L’évaluation
98
du résultat du ﬁltrage en contour à l’aide de la FOMP (ﬁgure 6.21) montre, par rapport au
ﬁltrage global, des contours mieux localisés et moins épais.
(a) (b) (c)
Figure 6.19: Résultat du ﬁltrage par modèle global : (a) IRM originale coupe no 101 su-
perposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δeg = 16.
(a) (b) (c)
Figure 6.20: Résultat du ﬁltrage par modèle local (E1) : (a) IRM originale coupe no 101
superposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δel = 42.
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Figure 6.21: Valeur de FOMP des coupes no 20 à no 130 du volume de l’épaule 1 ﬁltré par les
deux modèles, global et local, itération=50.
Dans la ﬁgure 6.22 les images gradients seuillés avant et après l’activation du terme géométrique
pour un essai local mettent en évidence les propriétés de ce terme qui permet d’assurer une
continuité des contours. La valeur du coeﬃcient de pondération α0 est liée au nombre des
itérations : pour une valeur de α0 = 1.5 on se limite à un nombre d’itérations égal à 20 au lieu
de 40 pour l’essai sur la hanche. Ceci permet de réduire le temps calcul en particulier pour des
données volumineuses.
L’intérêt de ce terme est aussi remarqué lors de l’étape de reconstruction 3D en oﬀrant un
modèle contenant l’information complète (voir Test Épaule 2).
(a) (b) (c)
Figure 6.22: Résultat du ﬁltrage par modèle local (E2) : (a) coupe no 101 ﬁltrée, (b) image
gradient des voxels de niveaux supérieurs au seuil ﬁnal, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal avec terme géométrique pendant 20 itérations supplémentaires.
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Test Épaule 2 :
Le 3ème test est réalisé sur un volume IRM d’articulation gléno-humérale de l’épaule en élévation
(voir Table 6.3 )
Caractéristiques
Type de ﬁltrage
Anisotrope global Anisotrope local
Tukey Tukey
EG, 3D, T1, élévation α = 1, β = 0, α0 = 0 E1 :50(α = 1, β = 0, α0 = 0)
160× 180× 86 50
E2
100(α = 1, β = 0, α0 = 0)
0.7× 0.7× 2.2 10 20(α = 1, β = 0, α0 = 1.5)
Table 6.3: Propriétés des données de l’épaule 2 et paramètres du modèle.
Pour cet essai nous avons choisi un volume IRM d’une épaule lors d’un mouvement d’élévation.
En eﬀet, l’instabilité des articulations de l’épaule est l’une des principales raisons qui pousse
les chercheurs à étudier leurs mouvements dans les diﬀérents axes de rotations. Ils ont besoin
pour ce faire d’images nettes et bien segmentées pour créer des modèles 3D.
La coupe présentée dans cet essai correspond à l’os de la scapula. La ﬁne épaisseur est préservée
après le ﬁltrage local à 50 itérations (ﬁgure 6.24).
(a) (b) (c)
Figure 6.23: Résultat du ﬁltrage par modèle global : (a) IRM originale coupe no 42 su-
perposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δeg = 10.
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(a) (b) (c)
Figure 6.24: Résultat du ﬁltrage par modèle local (E1) : (a) IRM originale coupe no 42
superposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δel = 40.
Pour les contours ﬁns tels que le contour de la scapula l’utilisation de ce terme est primordiale
lorsqu’il est diﬃcile d’optimiser le nombre des itérations qui dépend de l’intensité du bruit et
du contraste de l’image.
Figure 6.25: Valeur de FOMP des coupes no 40 à no 80 du volume de l’épaule 2 ﬁltré par les
deux modèles, global et local, itération=50.
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(a) (b) (c)
Figure 6.26: Résultat du ﬁltrage par modèle local (E2) : (a) coupe no 42 ﬁltrée, (b) image
gradient des voxels de niveaux supérieurs au seuil ﬁnal, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal avec terme géométrique 20 itérations supplémentaires avec le terme
géométrique.
La ﬁgure 6.27 illustre une représentation 3D du résultat du ﬁltrage par modèle local après 100
itérations (ﬁgure 6.27a) puis après l’activation du terme géométrique pendant 20 itérations
supplémentaires, superposée au précédent (ﬁgure 6.27b). Pour sélectionner les voxels gradient
de la structure osseuse de l’épaule (humérus et scapula), nous avons utilisé la carte de distances
construite à partir des contours de référence de la vérité terrain correspondante. Seuls les voxels
à distance de plus ou moins 5 voxels du contour de référence sont sélectionnés. Ensuite une iso
surface de cet ensemble de voxels est créée à partir de la valeur du seuil en utilisant Amira.
Cette représentation valide les résultats de l’application du modèle local et met en évidence
l’importance du terme géométrique. On voit bien sur le résultat avec le modèle local sans
activation du terme géométrique de la surface que la scapula est trouée. Après l’activation,




Figure 6.27: Représentation 3D de la scapula et de la tête humérale, membre supérieur en
élévation maximum après le ﬁltrage : (a) local après 100 itérations, (b) local (20 itérations
supplémentaires avec le terme géométrique), (c) deux modèles superposés.
Test Épaule 3 :
Le 4ème test est réalisé sur un volume articulaire d’épaule (voir Table 6.4)
Concernant, les résultats sur cette épaule, ils sont semblables en qualité aux précédents résul-




Anisotrope global Anisotrope local
Tukey Tukey
EG, 3D, T1 α = 1, β = 0, α0 = 0 E1 :50(α = 1, β = 0, α0 = 0)
172× 255× 143 50
E2
100(α = 1, β = 0, α0 = 0)
0.7× 0.7× 0.9 10 20(α = 1, β = 0, α0 = 1.5)
Table 6.4: Propriétés des données de l’épaule 3 et paramètres du modèle.
le modèle procède en 3D, ceci engendre un temps de calcul élevé (11min 24 sec) pour 6271980
voxels contenus dans le volume total. On procède sur un CPU (processor dual-core 64 bits,
(2.2× 2) GHz).
(a) (b) (c)
Figure 6.28: Résultat du ﬁltrage par modèle global : (a) IRM originale coupe no 96 su-
perposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δeg = 10.
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(a) (b) (c)
Figure 6.29: Résultat du ﬁltrage par modèle local (E1) : (a) IRM originale coupe no 96
superposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δel = 26.
(a) (b) (c)
Figure 6.30: Résultat du ﬁltrage par modèle local (E2) : (a) coupe no 96 ﬁltrée, (b) image
gradient des voxels de niveaux supérieurs au seuil ﬁnal, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal avec terme géométrique.
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Figure 6.31: Valeur de FOMP des coupes no 30 à no 100 du volume de l’épaule 2 ﬁltré par les
deux modèles, global et local, itération=50.
(a) (b)
(c)
Figure 6.32: Représentation 3D du résultat du ﬁltrage : (a) local après 100 itérations, (b)
local (20 itérations supplémentaires avec le terme géométrique, (c) deux modèles superposés.
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Test Genou :
Le 5ème test est réalisé sur l’articulation du genou (voir Table 6.5)
Caractéristiques
Type de ﬁltrage
Anisotrope global Anisotrope local
Tukey Tukey
EG, 3D, T1 α = 1, β = 0, α0 = 0 E1 :50(α = 1, β = 0, α0 = 0)
70× 99× 66 50
E2
100(α = 1, β = 0, α0 = 0)
1× 1× 1 10 20(α = 1, β = 0, α0 = 1.5)
Table 6.5: Propriétés des données Genou et paramètres du modèle.
(a) (b) (c)
Figure 6.33: Résultat du ﬁltrage par modèle global : (a) IRM originale coupe no 32 su-
perposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δeg = 10.
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(a) (b) (c)
Figure 6.34: Résultat du ﬁltrage par modèle local (E1) : (a) IRM originale coupe no 32
superposée avec le contour segmenté, (b) IRM ﬁltrée, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal δeg = 38.
(a) (b) (c)
Figure 6.35: Résultat du ﬁltrage par modèle local (E2) : (a) coupe no 32 ﬁltrée, (b) image
gradient des voxels de niveaux supérieurs au seuil ﬁnal, (c) image gradient des voxels de niveaux
supérieurs au seuil ﬁnal avec terme géométrique.
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Conclusion
Dans ce chapitre, nous avons présenté les résultats de l’application de l’algorithme du ﬁltrage
par diﬀusion anisotrope tout en utilisant les modiﬁcations apportées : la fonction de diﬀusion
de Tukey et l’estimation robuste locale du seuil. Pour évaluer ces résultats, nous avons fait une
série de tests sur des données de synthèse et des données réelles.
Les essais sur les données de synthèse ont montré la capacité du modèle local de Tukey à éliminer
le bruit des régions tout en préservant les contours en comparaison des résultats obtenus avec
le modèle global qui sous estime le seuil et dégrade les contours pour les fonctions de Leclerc
et de Lorentz.
Concernant les essais réalisés sur les données IRM, ils ont montré que le modèle local que nous
proposons dépend du paramètre itérations qui doit être ﬁxé en fonction des caractéristiques de
l’image (bruit, contraste et dimension). Ceci rend l’optimisation de ce paramètre diﬃcile. En
plus le modèle local est sensible à un grand nombre d’itérations ce qui cause l’eﬀacement des
contours ﬁns.
Le schéma complet proposé permet de reconstruire les contours en prenant en compte leur
topologie. La diﬀusion couplée au terme géométrique provenant de la propagation limite la
sensibilité du schéma vis-à-vis du nombre d’itérations optimal. Dans les diﬀérents essais, les
valeurs des coeﬃcients sont identiques et donnent des résultats intéressants. Ces valeurs cor-
respondent à un setup standard que l’on peut proposer aux médecins. Notons que le coeﬃcient
de contraste β n’a pas été utile grâce à l’utilisation de la fonction de Tukey dans le schéma
comme annoncé au chapitre 5. Le terme de ﬁdélité aux données proposé initialement et qui est
coûteux en temps de calcul et en place mémoire n’est pas utile non plus.
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Chapitre 6 : Méthodologies d’évaluation et résultats de filtrage
Conclusion et perspectives
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Ce travail espère contribuer au besoin de concevoir une chaîne de traitements permettant de
faciliter l’interprétation des images médicales dans le but d’établir un diagnostic correct et
précis en particulier pour l’imagerie par résonance magnétique. Les images IRM sont diﬃciles
à segmenter et à interpréter pour plusieurs raisons :
– le bruit qui se superpose au signal original de l’image dégrade sa qualité et cause une confusion
sur les frontières de chaque région.
– la diversité des structures visibles sur l’image, certaines à diﬀérents niveaux de gris même au
sein d’une même région rend diﬃcile la distinction des structures.
– les structures osseuses apparaissent en hyposignal sur les IRM.
Pour ces raisons, nous avons formulé les objectifs de la thèse comme suit :
– premièrement, concevoir un outil de ﬁltrage robuste,
– puis intégrer le processus dans une approche de segmentation des structures osseuses des
articulations.
L’étude ainsi que l’analyse des propriétés de l’imagerie par résonance magnétique du chapitre
2 et en particulier la modélisation du bruit associé ont permis d’établir les exigences générales
du type de ﬁltre à développer. En eﬀet, celui-ci doit éliminer le maximum d’hétérogénéité des
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régions tout en gardant intact les contours formant les structures de l’image.
Dans la littérature, plusieurs méthodes ont été testées en vue de l’amélioration de la qualité de
ce type d’image en présence du bruit gaussien. D’après l’état de l’art du chapitre 3, les ﬁltres
sont ceux de la diﬀusion anisotrope. Néanmoins, les formulations classiques ont montré des
limites. Ceci nous a motivé à introduire des améliorations pouvant donner des résultats plus
pertinents.
Le principe des ﬁltres par diﬀusion anisotrope est principalement basé sur une fonction de
diﬀusion seuillée qui contrôle le ﬁltrage en fonction de la valeur du gradient des voxels. En
eﬀet dans ce manuscrit, nous avons montré que la fonction de diﬀusion de Tukey est plus
performante pour la préservation des contours.
Concernant la méthode d’estimation du seuil, la revue de la littérature dans ce domaine nous a
conduit à retenir les estimateurs robustes qui sont parmi les meilleurs sur le plan de la précision
et le coût de calcul. Dans la classe des M-estimateurs, nous avons choisi d’appliquer le MAD
aux valeurs des voxels gradients du volume. Néanmoins, le fait de s’arrêter complètement sur
les contours, la fonction de Tukey couplée à l’estimateur du MAD bloque la diﬀusion et laisse
du bruit dans les régions. Ceci est dû à la disproportion du nombre des voxels bruités et des
voxels contours.
Ceci a motivé la conception d’une méthode de ﬁltrage robuste locale qui a fait l’objet du
chapitre 4. Celle-ci permet de respecter les hypothèses d’utilisation du MAD.
Dans le chapitre 5, ce schéma de diﬀusion a été confronté aux méthodes de propagation de
fronts. L’identiﬁcation de deux des termes a permis de fusionner les deux approches en un
schéma complet de diﬀusion anisotrope régie par propagation de fronts. L’interprétation des
diﬀérents termes de vitesse en rapport avec les caractéristiques de l’image permet d’imaginer
l’ajout de termes supplémentaires.
Enﬁn, le chapitre 6 a permis de sélectionner deux fonctions quantitatives d’évaluation en
contours et en régions. Ces fonctions ont permis de montrer l’intérêt de notre schéma et de
proposer un setup standard pour les valeurs de ses paramètres.
Les résultats de validation ont montré que l’estimation locale appliquée à la diﬀusion robuste
de Tukey apporte une meilleure précision dans la préservation des structures de l’image.
Malgré son originalité et ses avantages, la méthode de ﬁltrage robuste développée présente des
limitations :
– le temps de calcul est long car les données sont 3D et le traitement est eﬀectué en 3D.
– les voxels contours retenus sont ceux de l’ensemble des structures. Il faut donc trouver un
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moyen pour identiﬁer leur appartenance à une structure particulière sans avoir recours à la
vérité terrain comme nous l’avons fait.
Perspectives
Aﬁn d’améliorer la qualité des résultat du schéma complet du processus de diﬀusion plusieurs
perspectives peuvent être envisagées :
– une première idée repose sur la construction d’un modèle statistique pour chaque structure
dans le volume recalé sur les gradients sélectionnés avant de faire les reconstructions par terme
géométrique. Ceci permettrait d’une part de déﬁnir l’appartenance de chaque voxel à une
structure donnée, d’autre part de pousser le processus vers une segmentation complètement
automatique.
– il est aussi intéressant de jouer sur le paramètre pas des itérations qui joue un rôle important
dans l’accélération du processus tout en analysant son eﬀet sur la qualité des résultats.
– enﬁn, pour aider l’utilisateur à manipuler le processus, on peut envisager une interface dans
laquelle il peut choisir les paramètres du modèle en fonction de ses besoins puis obtenir le
résultat. Le processus est totalement automatique jusqu’à l’aﬃchage des images lissées et
des gradients contours. On peut imaginer que le modèle statistique suggéré au point 1 soit
accessible à l’utilisateur qui pourrait le retoucher au besoin.
Enﬁn, signalons que la segmentation automatique des volumes IRM est un problème diﬃcile
dont la résolution intéresse un grand nombre d’acteurs de la santé. Les médecins, les chi-
rurgiens espèrent améliorer leur diagnostic et leur pratique thérapeutique. Les fabricants de
prothèses pourront envisager un planning opératoire précis incluant l’optimisation du choix et
du positionnement de la prothèse. Aux États-Unis, l’IRM est la modalité la plus utilisée en
préopératoire, pour la France, ce devrait être le cas dans les années à venir en remplacement du
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