Purpose: To examine age-related differences in auditory speech recognition and visual text recognition performance for parallel sets of stimulus materials in the auditory and visual modalities. In addition, the effects of variation in rate of presentation of stimuli in each modality were investigated in each age group. Method: A mixed-model design was used in which 3 independent groups (13 young adults with normal hearing, 10 elderly adults with normal hearing, and 16 elderly hearing-impaired adults) listened to auditory speech tests (a sentence-in-noise task, time-compressed monosyllables, and a speeded-spelling task) and viewed visual text-based analogs of the auditory tests. All auditory speech materials were presented so that the amplitude of the speech signal was at least 15 dB above threshold through 4000 Hz. Results: Analyses of the group data revealed that when baseline levels of performance were used as covariates in the group analyses the only significant group difference was that both elderly groups performed worse than the young group on the auditory speeded-speech tasks. Analysis of individual data, using correlations, factor analysis, and linear regression, was generally consistent with the group data and revealed significant, moderate correlations of performance for similar tasks across modalities, but stronger correlations across tasks within a modality. This suggests that performance on these tasks was mediated both by a common underlying factor, such as cognitive processing, as well as modality-specific processing. Conclusion: Performance on measures of auditory processing of speech examined here was closely associated with performance on parallel measures of the visual processing of text obtained from the same participants. Young and older adults demonstrated comparable abilities in the use of contextual information in each modality, but older adults, regardless of hearing status, had more difficulty with fast presentation of auditory speech stimuli than young adults. There were no differences among the 3 groups with regard to the effects of presentation rate for the visual recognition of text, at least for the rates of presentation used here.
1967). This is so commonplace that there is an international standard that describes the progression of agerelated hearing loss in adults ( International Standards Organization, 2000) . Results from site-of-lesion tests, including auditory brainstem responses and otoacoustic emissions, are generally consistent with a cochlear site of lesion underlying this high-frequency sensorineural hearing loss (e.g., Gates, Mills, Nam, D'Agostino, & Rubel, 2002; Humes, 2002) . It has been argued previously that under everyday unaided listening conditions, this high-frequency peripheral hearing loss is the primary factor underlying the speech communication deficits of older adults (e.g., Humes, 1991 Humes, , 1996 Humes, , 2002 Humes et al., 1994) .
As reviewed extensively by a working group of the Committee on Hearing and Bioacoustics and Biomechanics of the National Research Council (1988), however, the foregoing peripheral hypothesis is just one of several potential contributors to the declines in speech communication experienced by older adults. Speech communication, for example, involves not only the bottom-up encoding of the speech signal by the auditory periphery but also makes use of top-down cognitive processing to interpret and comprehend the encoded neural information. Age-related declines in cognitive processing, including working memory, speed of processing, and dual-task performance (e.g., dividing attention between two talkers), have been well documented (e.g., Salthouse, 1985 Salthouse, , 1991 Salthouse, , 2001 Verhaeghen, Steitz, Sliwinski, & Cerella, 2003) . Concomitant peripheral and cognitive deficits in older adults could exacerbate the communication problems experienced by such individuals compared to older adults with either of these deficits alone.
On the other hand, for some cognitive abilities, such as those related to vocabulary size or acquired expertise, older adults frequently demonstrate performance that is equivalent or superior to that of younger adults (Salthouse, 1985 (Salthouse, , 1991 . Consider performance of young and older adults on the Speech Perception in Noise (SPIN) test ( Bilger, Nuetzel, Rabinowitz, & Rzeckowski, 1984; Kalikow, Stevens, & Elliott, 1977) , which makes use of high-context and low-context sentences in an open-set speech recognition task. Large individual differences in the benefit of context on the SPIN test have been noted among elderly listeners in previous work (e.g., Schum & Matthews, 1992) . In general, however, the relative improvement in performance from low-to high-context sentences has been found to be equivalent in younger and older adults in many studies when the test is administered auditorily Dirks, Bell, Rossman, & Kincaid, 1986; Dubno, Ahlstrom, & Horwitz, 2000; Humes et al., 1994) . On the other hand, context benefit on the SPIN test has also been observed to be superior in older adults, whether they are tested auditorily ( Pichora-Fuller, Schneider, & Daneman, 1995) or visually (orthographic presentation of words comprising the SPIN sentences; Speranza, Daneman, & Schneider, 2000) .
In addition to age-related declines in peripheral and cognitive processing that could negatively affect speech communication in older adults, it has been suggested that age-related modality-specific declines in central auditory processing could also be involved (Committee on Hearing and Bioacoustics and Biomechanics, 1988; Humes, 1996) . It has been argued previously, however, that the evidence for such modality-specific declines, and their contribution to speech communication in older adults, have been less compelling (Humes, 2005; Humes, Christopherson, & Cokely, 1992) . Many of the measures of central auditory processing, for example, make use of speech stimuli that may be encoded poorly by the periphery as well as interpreted incorrectly because of cognitive impairments. Use of broadband speech stimuli to measure central auditory processing in older adults may be particularly problematic because, as noted above, many of these individuals have high-frequency sensorineural hearing loss that limits the audible bandwidth and degrades the peripheral encoding of the stimulus ( Humes, Coughlin, & Talley, 1996; Lee & Humes, 1993) .
Contributions of cognitive abilities to performance on measures of central auditory processing in the elderly are also plausible. For example, in a factor analysis of a large battery of central auditory processing measures, Humes et al. (1996) identified three underlying processing factors. These factors were interpreted as (a) a general speech understanding factor, (b) a temporal sequencing factor, and (c) a dichotic-competition factor. Note that each of these factors could conceivably have an underlying cognitive component. For example, the general speech recognition factor could be strongly related to a variety of cognitive factors, including general intelligence, vocabulary size, and the ability to reconstruct the whole from the sum of the parts, among others. Likewise, the temporal sequencing factor could easily be related to cognitive speed of processing and the dichoticcompetition factor to attention mechanisms. Most recently, Humes (2005) observed that IQ was the most frequently identified predictor of performance on each of several measures of auditory processing obtained from 213 elderly hearing-impaired listeners. Jerger, Jerger, Oliver, and Pirozzolo (1989) noted previously that about 54% of the 65 cases of central auditory abnormalities observed among the elderly listeners in their study also had abnormal cognitive function.
From the foregoing, it is difficult to discern whether presumed central auditory processing deficits are not simply consequences of deficits in the auditory periphery, cognitive processing, or both. It has been argued previously, for both ends of the age continuum, that comparisons of performance for similar tasks across modalities would be one way in which such modality-specific auditory processing deficits could be identified (Cacace & McFarland, 1998; Humes et al., 1992; McFarland & Cacace, 1995) . The basic argument is that if amodal cognitive processing underlies performance on each task, then performance on both should be strongly correlated because of the common underlying factor. On the other hand, if performance is truly modality specific, then performance on similar tasks across modalities would not be expected to be significantly correlated. In this case, auditory processing deficits could be observed in the absence of visual processing deficits on a similar task, or vice versa. Of course, another possibility is that both shared cognitive mechanisms and modality-specific mechanisms underlie performance. For example, testing elderly adults with high-frequency sensorineural hearing loss could result in both an auditory-specific deficit associated with the presence of the peripheral hearing loss and an age-related deficit in cognitive performance that would affect performance in all modalities. Including elderly adults with normal hearing in such a multiple-modality approach would be critical to tease apart the contributions from peripheral and nonperipheral factors.
This study obtained measures of speech recognition performance in young and elderly adults in both the auditory and visual modalities. Factors manipulated in each modality included the speech-to-noise ratio, the context of the speech stimulus, and the rate of presentation. For the auditory modality, the rate of presentation was manipulated by both the syllable presentation rate and by time compression. Experimental groups comprised young listeners with normal hearing, elderly listeners with normal hearing, and elderly hearing-impaired listeners. The basic hypothesis examined here is that there is substantial shared variance between auditory speech recognition and parallel visual text recognition tasks and that the effects of age on performance for all tasks in each modality will be similar.
Method

Participants
Three groups of individuals participated in this study. One group, designated the young normal-hearing (YNH) adults, comprised 13 individuals who had hearing thresholds better than 20 dB HL (American National Standards Institute, 1996) from 250 through 8000 Hz and ranged in age from 20 to 29 years with a mean age of 23.3 years. A second group (N = 10), designated elderly normalhearing ( ENH ) adults, ranged in age from 61 to 80 years with a mean age of 70.0 years. Air conduction pure-tone thresholds were no greater than 30 dB HL at octave intervals from 250 through 4000 Hz for each of these participants, and thresholds were typically much better than this, especially at lower frequencies. Figure 1 displays the mean hearing thresholds (represented by open circles) for the ENH listeners. Vertical bars depict 1 SD above and below the mean. A third group, designated elderly hearing-impaired (EHI) adults, comprised 16 individuals who ranged in age from 60 to 87 years and had a mean age of 75.0 years. The means and standard deviations of the air conduction thresholds for the EHI participants are shown by the filled circles in Figure 1 . In addition, for the ENH and EHI groups, mean raw Wechsler Adult Intelligence Scale-III (WAIS-III; Wechsler, 1997) vocabulary scores were 58 (SD = 7) and 54 (SD = 10), respectively, and mean raw WAIS-III Digit Span scores were 18 (SD = 3) and 18 (SD = 4), respectively.
Auditory Stimuli
Materials. Three sets of speech materials were used for the auditory testing. To examine the use of contextual information, Lists 1, 3, 5, and 7 of the revised Speech Perception in Noise ( R-SPIN ) materials were used ( Bilger et al., 1984) . Use of odd-numbered lists for the auditory version of the SPIN test and evennumbered lists for the visual version (see below) meant that no test words were repeated within a modality and no sentences were repeated across both modalities. For assessment of the recognition of speeded speech, two sets of materials were used. One set consisted of unaltered (List 1A) and 45% time-compressed (List 5) NU-6 monosyllables from the Department of Veterans Affairs Speech Recognition and Identification Materials (2.0) CD and Tonal and Speech Materials Audio CD, respectively. It should be noted that the manner in which the NU-6 materials have been time compressed may result in some distortion in the frequency domain as well (Schneider, Daneman, & Murphy, 2005) . These two recordings make use of the same female speaker. The other set of materials used to assess the recognition of speeded speech was a custom-developed test referred to here as auditory speeded spelling. For this test, a female talker recorded three tokens of each letter of the alphabet, and the clearest production of each spoken letter was digitally excised at zero crossings of the waveform and saved as a separate *.wav file (16-bit resolution, 44.1-kHz sampling rate). All recording, editing, and manipulation of *.wav files made use of Adobe Audition software. The talker was instructed to enunciate each letter clearly but briefly. To generate the rapid rate of speech, each of the stimulus files representing the spoken letters comprising a test word were concatenated. For example, to generate the test item done, stimulus files for the spoken letters d, o, n, e were concatenated. A slower rate of presentation was produced by generating a *.wav file with 250 ms of silence (250silence.wav) and concatenating this file between each letter. The words generated in the speeded-spelling task were taken from the Central Institute for the Deaf (CID) W-22 word lists (Lists 1 and 3) so as not to duplicate the words used in the R-SPIN or NU-6 lists used on other tasks. For both the slower and faster rates of presentation in the auditory speeded-spelling task, the same female talker recorded the phrase "Number X," where the Xs were spoken numbers 1 through 50. These phrase *.wav files were used to mark each trial, and there were 1.5 s of silence inserted between the end of the carrier phrase and the beginning of the first spoken letter of the test word. Seven seconds of silence were inserted between the end of each test word and the beginning of the next carrier phrase. In addition to these two rates of speeded spelling, the 26 *.wav files representing each spoken letter of the alphabet were presented in isolation in random order to assess identification accuracy. This control test is referred to here as the auditory alphabet.
Spectral shaping and calibration. To help minimize the contributions of hearing loss to speech recognition performance, all of the auditory test materials were spectrally shaped to increase the amplitude of the high frequencies. The same basic approach was used to shape the speech materials comprising the R-SPIN, NU-6 (time compressed and uncompressed), and auditory speededspelling tests. First, a broadband Gaussian noise was spectrally shaped to match the long-term root-mean-square ( RMS) amplitude spectrum of each test material. The long-term RMS amplitude spectrum was established from the digital waveforms using the fast fourier transform ( FFT ) analysis within the Adobe Audition software (50-ms Hanning window). For the R-SPIN test, the sentences were concatenated without intervening silence and the long-term spectrum generated. For the NU-6 materials, the test words were excised from the carrier phrase and concatenated to generate the long-term RMS amplitude spectrum. Finally, for the speeded-spelling task, all 26 *.wav files were concatenated without intervening silence and the long-term RMS amplitude spectrum generated. A one-third-octave-band graphic equalizer filter function within Adobe Audition was used to shaped the Gaussian noise to match the corresponding speech spectrum. The solid and dotted lines in Figure 2 illustrate the agreement between the RMS amplitude spectra of the speech stimulus and the matched noise for the timecompressed (top panel) and uncompressed (bottom panel) NU-6 materials. Similar matches were obtained for the Figure 1 . Means (circles) and SDs (error bars) for air-conduction hearing thresholds for the test ear of the 10 elderly normal-hearing (ENH) participants and the 16 elderly hearing-impaired (EHI) participants in this study. Filled circles represent the thresholds for the EHI participants, whereas unfilled circles represent the thresholds for the ENH listeners. Error bars represent 1 SD above and below the means.
R-SPIN, both the sentences and the competing babble, and the auditory speeded-spelling speech materials. Next, the graphic equalizer filter function in Adobe Audition was used to spectrally shape the speech and matching noise spectra for each set of speech materials. The target was to provide no gain at 250 Hz and 20 dB at 4000 Hz and above, with linear interpolation at one-third-octaveband center frequencies in between 250 and 4000 Hz. The dashed line in the lower panel of Figure 2 illustrates the spectrally shaped NU-6 speech materials. Figure 3 illustrates the shaped speech spectra (top panel) and one-third-octave-band levels in a 2-cm 3 coupler (bottom panel) for all three auditory tests and illustrates that they have very similar long-term RMS amplitude spectra following shaping. All three sets of materials have equivalent RMS amplitudes in the one-third-octave band at 4000 Hz. The spectrally shaped speech materials and matching noises were recorded to CD for eventual playback through an audiometer and other test equipment during testing. Figure 2 . Dotted lines in each panel show the average relative amplitude spectra (FFT, 50-ms overlapping Hanning window) for the time-compressed (top) and uncompressed (bottom) recordings of the NU-6 monosyllables. Solid lines show the equivalent spectra for a calibration noise shaped to match the average speech spectra in each panel. The dashed line in the bottom panel shows the gain applied to the speech spectrum to spectrally shape the materials and assist in minimizing the limitations associated with inaudibility of the high frequencies. The spectral shaping increased gain from 0 dB at 250 Hz linearly (over log frequency) to 20 dB at 4000 Hz and then remained at 20 dB through 6000 Hz.
The spectrally matched noises for each set of speech materials were used to make measurements in a 2-cm 3 coupler for the maximum output settings of the equipment. A Larson-Davis Model 800B sound level meter (with Larson-Davis 2575 half-inch microphone) with one-third-octave-band filters was used to establish the one-third-octave-band levels from 125 through 8000 Hz for each matching calibration noise (see Figure 3) . The sound level meter was calibrated with a Larson-Davis model CA250 calibrator (250 Hz, 114 dB SPL) before use.
The overall level of the corresponding speech stimulus was then adjusted for each listener to ensure that the one-third-octave-band level at 4000 Hz was at least 15 dB above the listener's pure-tone hearing threshold in dB SPL at 4000 Hz. Here, it was assumed that the reference equivalent threshold sound pressure level for one-third-octave-band noise was equivalent to that for pure tones in listeners with hearing impairment (Cox & McDaniel, 1986) . The minimum overall sound pressure level, which was the level used for all young and elderly listeners with normal hearing, as well as 5 of the elderly hearing-impaired listeners, was 90 dB SPL. When this default presentation level was insufficient to ensure at least that the shaped speech spectra would be at least Figure 3 . Average relative amplitude spectra for the spectrally shaped calibration noises matched to the shaped spectra of each of the three sets of speech materials used in this study (top panel) and the corresponding one-third-octave-band levels (bottom panel) measured for these same calibration noises in an HA-2 2-cm 3 coupler. SPIN = Speech Perception in Noise test.
15 dB above threshold at 4000 Hz, then the overall level was increased until this criterion was achieved. Higher overall presentation levels were needed for 11 of the 16 elderly hearing-impaired listeners: 1 at 96 dB SPL, 7 at 99 dB SPL, 2 at 105 dB SPL, and 1 at 108 dB SPL. The maximum possible presentation level was 117 dB SPL.
Visual Stimuli
The visual stimuli were selected to mimic the auditory R-SPIN and speeded-spelling tasks as much as possible. The words from the sentences comprising Lists 2, 4, 6, and 8 of the R-SPIN test were used to assess the use of contextual information by the participants. For the visual speeded-spelling tasks, the monosyllables from Lists 2A and 6 of the NU-6 materials were used. Thus, across modalities, no R-SPIN sentences or NU-6 words were repeated. Moreover, as noted, within a modality no R-SPIN test words were repeated, but across modalities the same test words were used. The temporal characteristics of the auditory presentations of the R-SPIN and speeded-spelling tasks were measured and averaged across the test materials to obtain estimates of the timing features to be used in the corresponding visual tasks. For example, for the R-SPIN materials, the average length of the sentences was 1.7 s, and the average number of words per sentence was 6.1. Thus, on average, the presentation rate in the auditory version of the R-SPIN test was 3.6 words/s or about 280 ms/word (including any pauses between words). As a result, for the visual version of the test, given resolution restrictions associated with the computer monitor's refresh rate, each word in the sentence appeared on the computer monitor for 167 ms, with 83 ms between each word, or 250 ms per word. The carrier phrase for the auditory R-SPIN task ("Number X") had an average duration of about 1 s, and the interval between the end of this phrase and the beginning of the sentence was typically 1.5 s. So, for the visual version of the R-SPIN, the phrase "Trial #" was displayed on the computer monitor for 1 s, followed by a 1.5-s interval preceding the presentation of the first word in the sentence. The interval between the end of the sentence and the start of the next carrier phrase for the auditory version of the R-SPIN was 6.2 s, and this same interval was used in the visual version of the R-SPIN.
The target area in which the visual noise and R-SPIN words appeared on the otherwise gray computer monitor was a rectangle in the center of the display that measured 5.25 cm horizontally × 2 cm vertically. The Times font size of 36 points was used to display each word of the R-SPIN sentences in sequence using the temporal parameters noted above. Speranza et al. (2000) demonstrated previously, in both older and younger participants, that there is no difference in performance between a sequential presentation of the words in a sentence visually and the simultaneous presentation of the entire sentence. That being the case, it was decided that the sequential presentation would be most like that used in the auditory modality, and this was the method used here. The visual noise was uniform throughout the rectangular target area, and the words were displayed sequentially in the center of that same area of the computer display.
For the R-SPIN task, the contrast of the words was 0.08, 0.095, 0.11, and 0.132 for the four contrast signalto-noise (S/N) ratios. The noise was generated by randomly varying the contrast of individual pixels within the rectangular target area. The noise energy was 2.05 deg 2 of visual angle. Figure 4 illustrates the display of the last word (bark) of the visual version of the SPINpredictability high (PH) sentence "Trees are covered with bark." For the visual speeded-spelling task, each letter of the target word was displayed in the same rectangular area in the center of the computer monitor used in the R-SPIN task. A low-level Gaussian noise was also used as background for this rectangular target area (0.26 deg 2 energy). In the center of the target area, a series of 36-point high-contrast (contrast = 0.173) letters was displayed, with each letter displayed for 133 ms. For the slow presentation rate, the interval between letters was 400 ms, and for the fast presentation rate, the interval between letters was 167 ms. Again, the "Trial #" carrier phrase was displayed for 1 s and terminated 1.5 s before the beginning of the test word. There was a 7-s response interval between each trial. These temporal parameters were chosen to mimic those used in the auditory version of the speeded-spelling task as closely as possible. As for the auditory version of the speeded-spelling task, there was also a control condition in which each letter of the alphabet was presented in isolation in random order at the slow rate of presentation to assess perception of the letters in isolation and independent of the rate of presentation. For both visual tasks, pilot testing with young participants was completed to determine the approximate S/N contrast ratios needed to avoid floor and ceiling effects on each task.
Apparatus
All auditory testing took place in one of two doublewalled sound-treated rooms (Industrial Acoustics Company) that met or exceeded American National Standards Institute (1999) guidelines for permissible ambient noise levels using insert earphones (ER-3A, Etymotic Research). The listeners were seated side by side in carrels with up to 5 participants within each sound-treated room. All audio stimuli were presented via a Denon Professional CD player (DN C680) routed to the auxiliary inputs of a GSI 61 clinical audiometer to control signal routing and maximum output. All signals were mixed and presented to the right ear, where they were further routed, via a Modula AutoPatch, to individual Tucker Davis Technologies HB7 headphone buffers to attenuate the maximum output at each participant station. The left ear was occluded during testing with the unused insert earphone.
The visual stimuli were presented on an Apple Studio Display LCD monitor run by a Powermac G4 computer running the PsychToolbox ( Brainard, 1997; Pelli, 1997) 
Procedure
Participants took part in two 60-to 90-min sessions. Session 1 contained all the auditory testing, whereas Session 2 contained the visual portions of the experiment. Participants were presented with written instructions before each new auditory or visual test and were given a chance to ask questions if needed. All responses were written on numbered answer sheets that were individually handed out and collected before and after each test condition (e.g., after the 50-item NU-6 list using time-compressed speech). As noted, for all auditory testing, the YNH and ENH listeners had their headphone buffers set at the maximum attenuation of 27 dB, yielding an overall level of 90 dB SPL for all auditory tests. For the EHI listeners for whom the nominal 90-dB SPL presentation level did not yield a sensation level of at least 15 dB for the speech stimulus, the headphone buffers were individually adjusted to increase the presentation level to values noted previously such that the 4000-Hz region of the spectrally shaped speech stimuli was 15-17 dB above the listener's hearing threshold at 4000 Hz. The appropriate setting was adjusted once at the beginning of the session and maintained throughout all the auditory tests. For 38 of the 39 participants, the right ear was tested, and the foregoing description of presentation levels is accurate. For 1 EHI participant, however, it was possible to achieve the 15-dB sensation level target at 4000 Hz only in the left ear, and this ear was tested. For this same participant, however, the desired speech level was 108 dB SPL, but this proved to be uncomfortably loud for this listener, and the presentation level was reduced to 105 dB SPL, which resulted in a sensation level at 4000 Hz of slightly less than 15 dB for this individual.
Session 1 began by presenting the R-SPIN sentences from Lists 1, 3, 5, and 7 at a +9-, +6-, +3-, and 0-dB S/ N ratio, respectively. The speech level was held constant while the background babble was adjusted to obtain the appropriate S/ N ratio. The listener's task was to write down the last word of each sentence. The R-SPIN sentences were followed by a random presentation of the 26 letters of the alphabet (audio alphabet) in quiet. Listeners were required to write down each letter after it was presented. This was followed by the auditory speededspelling test. Listeners were split equally into two groups to receive either List 1 or List 3 of the CID W-22 words at a slow speed followed by the faster presentation of the opposite list. The listener's task was to write down the word spelled by the sequence of letters. The last portion consisted of the uncompressed NU-6 list (List 1A) followed by the time-compressed NU-6 list ( List 5). In both cases, the listener's task was to write down the NU-6 word presented. All testing took place in one session, with breaks at the request of any of the participants. Upon completion of the auditory testing, participants were individually scheduled to return for the visual portion of the experiment.
For the visual portion of the study (Session 2), 1 participant at a time was seated in front of the computer monitor. Although the distance to the monitor was initially controlled (approximately 12 in.), the participants were free to move either closer or farther from the monitor as necessary to best view the test materials. Participants were instructed to bring eyeglasses to the session if they typically wear them while reading a computer monitor. Once again, the session began with the presentation of R-SPIN sentences. Lists 4, 6, 8, and 2 were presented in sequential order beginning with the easiest S/N ratio and progressing to the most difficult S/N ratio. Pilot testing with young listeners was used to determine the range of S/N ratios and step sizes that would produce scores for the low-context R-SPIN items for the visual modality that were approximately equivalent to those for the auditory version of the test. This, in the process, reduced the likelihood of floor and ceiling effects. As in the auditory portion, the SNR remained constant for the entire R-SPIN list getting more difficult with each new list of 50 sentences. The R-SPIN sentences were followed by a random presentation of the letters of the alphabet in isolation. The final portion of Session 2 consisted of the visual speeded-spelling task. The slower spelling of NU-6 List 2A was followed by the faster spelling of List 6. The same written response tasks for each auditory speech recognition measure were required for the parallel visual text recognition measure.
Results and Discussion
Group Data
The means and standard deviations for the various dependent variables included in this study are provided in Table 1 . All values are shown as percentages in this table. In the figures described in the following paragraphs, percentage-correct scores were transformed into rationalized arcsine units ( RAUs; Studebaker, 1985) to stabilize the error variance. The RAU-transformed scores were also used in statistical analysis of the data.
A large number of ceiling effects were observed in the auditory R-SPIN materials (PH items) at the highest S/N ratio (+9 dB), and a large number of floor effects were observed in the visual R-SPIN materials (predictabilitylow [ PL] items) for the lowest S/ N contrast ratio. As a result, data for these two conditions were not given further consideration; only the data for the remaining three S/ N ratios in each modality were used.
The group mean speech recognition scores for the PL and PH items of the auditory R-SPIN test at each of three S/N ratios are provided in Figure 5 . A mixed-model general linear model (GLM) analysis of these data revealed significant main effects of S/N ratio, F(2, 72) = 415.0, p < .001; context, F(1, 36) = 905.7, p <.001; and group, F(2, 36) = 4.3, p < .05, but significant interactions were also observed between context and group, F(2, 36) = 3.8, p < .05, and between context and S/ N ratio, F(2, 72) = 4.2, p < .05. The effects of context and S/ N ratio have been noted many times previously and were anticipated here. The focus in this study is on the differences among groups, and these differences were examined further. Given the various interactions with group, post hoc GLM analyses were performed to examine the effect of group for each of the six combinations of S/ N ratio and context. Within each GLM analysis, Bonferroni adjustments to the significance level were made for multiple comparisons among groups. This is true for all such post hoc comparisons following each GLM analysis in this report. However, in this case, given the performance of six separate GLM analyses to examine group effects, the criterion significance level was adjusted further for multiple comparisons by dividing the criterion significance level (.05) by the number of GLM analyses examining the effect of group (6), which resulted in a criterion significance level of p < .008 (i.e., .05/6). Using this significance criterion, there were no significant group differences for any of the PH scores. For the PL scores, the EHI group performed significantly worse than the YNH group at the 0-dB S/N ratio and significantly worse than the ENH group at the +3-dB S/ N ratio. No other between-group differences were significant for the auditory R-SPIN materials.
Comparable data for the visual analog of the R-SPIN test are provided in Figure 6 . Mean values in RAUs are provided for PH and PL items of the R-SPIN at each of the three S/ N contrast ratios. Mixed-model GLM analysis revealed significant effects of contrast ratio, F(2, 72) = 344.3, p < .001; context, F(1, 36) = 63.2, p < .001; and group, F(2, 36) = 14.0, p < .001, with a significant Context × Contrast Ratio interaction, F(2, 72) = 6.5, p < .01. The effects of contrast ratio and context were generally as expected. Because no significant interactions were observed for group, t tests were performed for pairwise comparisons of the groups. For the visual version of the R-SPIN test, both elderly groups ( ENH and EHI) differed significantly ( p < .01) from the younger group (YNH) but not from one another. Note that the young participants reading the SPIN PL stimuli outperformed both groups of older participants reading the SPIN PH stimuli. Thus, the benefits of context for the visual SPIN test in the older participants were not enough to reverse the negative effects of age for the low-context SPIN items.
Note that the size of the context effect, the difference between the PL and the PH items, is much smaller in the visual modality (see Figure 6 ) than in the auditory modality (see Figure 5 ). This is true, moreover, despite somewhat similar PL scores in the two modalities.
The mean data in RAUs for the auditory (left) and visual (right) speeded-spelling tasks are provided in Figure 7 . Separate mixed-model GLM analyses were performed on the data for each modality. For the auditory modality, significant effects were observed for rate of presentation, F(1, 36) = 12.8, p < .01, and group, F(2, 36) = 17.3, p < .001, with no significant interaction between these two variables. Performance on this task at the faster rate of presentation was worse than that at the slower rate of presentation. For the group differences, the EHI group performed significantly ( p < .05) worse than both the ENH and YNH groups, but the ENH and YNH groups did not differ. For the visual version of the speeded-spelling task, performance for the two rates of presentation did not differ significantly ( p >.05), nor did presentation rate interact with group. There was a significant main effect of group, F(2, 36) = 15.6, Figure 5 . Mean speech recognition performance in rationalized arcsine units (RAUs) for the auditory version of the SPIN test as a function of S/N ratio. Filled symbols represent scores for low-predictability (PL) sentences, whereas unfilled symbols represent scores for high-predictability (PH) sentences. Standard deviations can be found in Table 1. p < .001, however, with the young adults ( YNH ) outperforming both groups of older adults ( ENH, EHI ). The performance of the two elderly groups did not differ significantly from one another on the visual version of this task.
Recall that there was a control condition for both versions of the speeded-spelling task in which the individual items (spoken or orthographic presentation of the letters of the alphabet) were presented in isolation and in random order for identification. The three groups did Figure 7 . Mean speech recognition performance in RAUs for the auditory and visual versions of the speeded-spelling task at two different presentation rates (slow and fast). Standard deviations can be found in Table 1 . Figure 6 . Mean speech recognition performance in RAUs for the visual version of the SPIN test as a function of the relative target (word) to competition (background) contrast ratio. Filled symbols represent scores for PL sentences, whereas unfilled symbols represent scores for PH sentences. Standard deviations can be found in Table 1 . not differ significantly from one another on this control task in the auditory modality, although the difference between the EHI group (M = 84.8 RAUs) and the YNH group (M = 97.2 RAUs) approached statistical significance ( p = .06). For the visual control task, both older groups performed significantly ( p < .01) worse than the YNH group, but the two older groups did not differ significantly in performance.
The mean speech recognition scores in RAUs for the auditory time-compressed speech task for each of the three groups are provided in Figure 8 . Mixed-model GLM analysis revealed significant main effects of time compression, F(1, 36) = 116.2, p < .001, and group, F(2, 36) = 20.5, p < .001, with a significant Time Compression × Group interaction, F(2, 36) = 3.8, p < .05. Follow-up analyses of the effects of group indicated that the EHI group performed significantly ( p < .05) worse than both the ENH and YNH groups for both the uncompressed and time-compressed speech materials but that neither normal-hearing group differed from one another.
Each of the tasks in this study was designed such that a baseline measure would be available in which it might be expected that peripheral factors could play a critical role. For example, for both the auditory and visual versions of the R-SPIN test, it would be expected that peripheral auditory or visual deficits could play a greater role in determining performance for the PL items than for the PH items. For the latter stimuli, greater top-down processing in the form of contextual information would be expected to contribute to performance.
Likewise, for the speeded-spelling tasks, measures of the recognition of each stimulus presented in isolation were obtained. These measures would not be influenced by speed of processing but would be affected by visual acuity for these stimuli. Finally, for time-compressed speech, in which temporal information is accelerated, measures of uncompressed speech were also obtained, and these would offer measures of peripheral encoding for these stimuli. Thus, for each task there were performance measures for a very similar set of materials within the corresponding modality that could be used as a measure of peripherally weighted encoding.
With this in mind, additional GLM analyses were performed on the data from each task, and within each modality, but with use of a peripherally weighted, baselineperformance covariate. For example, for the auditory R-SPIN test, the GLM analysis was repeated on the PH scores only, using the corresponding PL scores at the same S/ N ratio as a covariate. When doing so, all significant effects of group disappeared. This suggests that once one knows the effects of hearing loss on the peripheral encoding of the low-context stimuli and adjusts for this effect, then there are no differences in performance on the high-context items among the YNH, ENH, and EHI groups. When a similar GLM analysis was performed on the visual version of the R-SPIN test, the significant effects of group observed previously disappeared. For the speeded-spelling task, when the covariate was the score for the letters of the alphabet presented individually in isolation, both elderly groups performed significantly Figure 8 . Mean speech recognition performance in RAUs for auditory 45% time-compressed speech (compressed). Mean scores for the same materials that were not time compressed (uncompressed) are also provided. Standard deviations can be found in Table 1. worse than the YNH group ( p < .01) at the fastest presentation rate in the auditory modality, and there were no group differences observed at this presentation rate in the visual version of the task. Finally, a univariate GLM analysis of the auditory speech recognition scores for time-compressed monosyllables, with the score for uncompressed monosyllables serving as the covariate, indicated that the two older groups performed significantly worse than the YNH group but did not differ among themselves.
Individual Data
Scatter plots and Pearson r correlation coefficients for all combinations of each of the 20 auditory and visual ( RAU-transformed) measures of speech recognition were examined for all 39 participants. Both within and across modalities there were many strong and significant correlations. Only the auditory R-SPIN PH scores at +6 dB S/N ratio for the YNH participants showed some evidence of a ceiling effect, and this variable was eliminated from further analyses of individual data for all participants. Next, an exploratory principal-components factor analysis was undertaken to see whether this set of 19 remaining dependent variables could be reduced to a smaller set prior to subsequent regression analyses. It is acknowledged that factor analysis of 19 variables with data from only 39 participants may not lead to a good solution, but the correlation matrix revealed considerable redundancy among the variables, and an exploratory analysis was pursued. The result was a good fit with a three-factor solution (eigenvalue > 1.0 criterion) in which all communalities exceeded 0.7 (14 of the 19 exceeding 0.8) and 82.8% of the variance accounted for by the three factors. Oblique rotation of the factors, which permits the resulting factors to be correlated rather than forcing them to be independent of one another, revealed moderately strong correlations (.54 < r < .68) among the three factors. Three matrixes of factor loadings or weights are returned from oblique rotations, and the one commonly referred to as the pattern matrix provides the clearest picture of variables contributing to each factor in the solution. The weights from the pattern matrix for each of the three factors are shown in Table 2 . On the basis of this pattern of weights, the first factor was interpreted as a visual text-recognition factor (VIS) because all nine measures of visual function are weighted highly on this factor and no others. In similar fashion, the second factor was interpreted as an auditory speech recognition factor (AUD) because all of the sentence and word tests are loaded on this factor. Finally, the third factor was interpreted as an auditory speeded-speech factor (AUDSpeed) because the four auditory measures of speeded speech were all weighted on this factor.
It should be noted here that nearly identical results were obtained from a second principal-components analysis, including the weights of the variables in the pattern matrix (see Table 2 ), when the data from only the 26 older adults were included rather than the entire set of data from all 39 participants. Thus, the reduction of the data from 19 measures of visual text recognition and auditory speech recognition to three underlying factors ( VIS, AUD, and AUD-Speed) representing performance on these measures is appropriate for the whole group or just the older adults. Given the small sample size of the young adults (N = 13), it was not possible to perform a principal-components analysis on the data from them alone. In the end, the factor solution from the larger set of data from all 39 participants was considered to be more robust given the larger sample size and was used in subsequent regression analyses performed on the data from the older participants.
Recall that the oblique rotation of factors enables the best-fitting solution to include correlations between the factors and that all three correlations among the three factors were moderate-roughly, r values from .5 to .7. This suggests that the three abilities represented by these three factors, VIS, AUD, and AUD-Speed, are all interrelated such that individual differences on one ability can account for 25% to 50% of the variance in either of the other abilities. Thus, the factor solution not only supports modality-specific processing through the identification of one visual and two auditory factors but also reflects the fact that these processing abilities are intertwined and reflect a strong influence of some other, more global factor that cuts across modalities, such as cognitive processing.
To examine this further among the ENH and EHI listeners, additional statistical analyses were performed that made use of the individual data from the 26 older participants. For each of these older participants, scores were available from the third edition of the Wechsler Adult Intelligence Scale ( WAIS-III). The WAIS-III provides scores for 13 subtests, and 11 of these are used to generate index scores identified as Verbal Comprehension, Perceptual Organization, Working Memory, and Processing Speed. These four WAIS-III index scores, together with age and average high-frequency (1000, 2000 and 4000 Hz; high-frequency pure-tone average [HFPTA] ) hearing loss, served as predictors in linear regression analyses of the VIS, AUD and AUD-Speed factor scores for the 26 elderly listeners (WAIS-III scores were not available for the 13 YNH participants). The results of these three linear regression analyses are provided in Table 3 . For the VIS factor score, 65.2% of the variance in these scores could be explained by age (45%) and the Working Memory index score from the WAIS-III (20.2%). The standardized beta coefficients indicate that the older the individual and the lower his or her Working Memory index score, the lower the score on the visual processing tasks. In contrast, for the AUD factor score, 48% of the variance was accounted for by one factor: highfrequency hearing loss (HFPTA), such that the greater the hearing loss, the poorer the performance on all of the auditory sentence-and word-based measures of speech recognition. This was true, moreover, despite the use of high presentation levels and precautions to ensure sufficient audibility of the speech stimulus through at least 4000 Hz. Finally, the regression analysis for the AUDSpeed factor accounted for 52.5% of the variance in factor scores with three factors: age (28.9%), HFPTA (13.4%), and the Perceptual Organization index score from the WAIS-III (10.2%).
General Discussion
The group data from this study revealed several consistent trends. First, the basic pattern for significant group differences varied across auditory and visual modalities such that the trend was for the EHI group to perform significantly worse than the YNH and ENH groups on the auditory tasks, whereas both elderly groups (EHI and ENH) performed significantly worse than the YNH group on the visual tasks. Given that it is unlikely that hearing impairment would be of consequence for the visual processing of text but could be for the auditory processing of speech, despite the use of spectrally shaped auditory test materials, this overall trend in the group data is not surprising. It is interesting that when a baseline measure obtained for each task was used as a covariate in the statistical analyses, most group differences disappeared. For example, when the recognition of Note. WM = Working Memory index of the Wechsler Adult Intelligence Scale -III (WAIS-III); PO = Perceptual Organization index of the WAIS-III; HFPTA = high-frequency pure-tone average (1000, 2000, 4000 Hz).
low-context items was used as a covariate in the analysis of performance for high-context sentences, group differences disappeared in both the auditory and visual modalities. That is, once the three groups were equated for performance on the PL items of the R-SPIN, there were no differences among groups in either modality. The three groups basically did not differ significantly in their use of context in either modality. Similarly, with regard to the speeded-spelling tasks in each modality, when the scores on the auditory or visual alphabet tasks (spoken or visual letters presented individually in isolation, not as strings comprising words) served as covariates, the only group differences that remained were between the YNH group and both elderly groups in the auditory modality. Once the three groups had been equated statistically for the recognition of each stimulus in isolation, then older adults, regardless of hearing status, had greater difficulty recognizing rapid sequences of these same stimuli but only in the auditory modality. The same pattern of results was observed in the group data for the auditory time-compressed speech task.
Thus, the group data as a whole suggest that (a) aging, or the combination of aging and hearing loss (for the auditory tasks), may result in lower scores than those obtained from young (normal-hearing) adults on an absolute basis, but (b) the relative increase in performance with the addition of context or the relative decrease in performance with the increase of presentation rate does not vary with age (or hearing loss). The only exception to this general conclusion was observed for speeded speech in the auditory modality. Here, the performance of older adults is more negatively affected by the faster rate of presentation than for younger adults. That this occurs only for speeded speech presented in the auditory modality, at least for the presentation rates used in this study for each modality, suggests that this age-related decline is not an amodal cognitive speed-of-processing deficit but one that is unique to the auditory modality and perhaps to the use of speech sounds. Because only speech sounds were used in this study, there is no way to determine whether this is a general auditory-processing deficit associated with aging or one that is unique to the presentation of speech stimuli at fast rates to older adults. The fact that this age-related deficit in the auditory processing of speeded speech remains, even after covariation of baseline performance for identical stimuli, suggests that this age-related difference is not likely due to factors that might affect baseline performance, such as limited audibility of the high frequencies (even with spectral shaping).
How do the group data from the present study compare to results from prior studies? A summary of several studies that have made use of the auditory SPIN and R-SPIN tests in YNH, ENH, and EHI groups is provided in Table 4 . It is not possible, given the range of speech levels, types of background noise, S/ N ratios, and, for EHI listeners, the range of hearing losses to make comparisons of the present auditory R-SPIN data to prior studies on an absolute basis. It is possible, however, to make comparisons across studies in terms of the relative benefit from context (the difference between scores for the PH and PL items). Because the difference between PL and PH scores on the SPIN test can vary depending on where one is located along the psychometric function relating percentage-correct performance to S/ N ratio, Note. S/ N ratio = signal-to-noise ratio in dB. Pichora-Fuller et al. (1995) made use of two groups of 8 elderly participants, differing in degree of high-frequency hearing loss, and these data were combined in this table for a total sample of 16.
performance for a 0-dB S/ N ratio was examined in other studies whenever possible (in some cases, this S/ N ratio was not included, but one near the range of S/ N ratios employed here was used). A S/N ratio of 0 dB tends to produce scores that are in the linear, upward-sloping portion of the psychometric functions for both PL and PH items in YNH, ENH, and EHI groups. Other studies have used the R-SPIN test, including some that have examined the effects of aging (e.g., Sommers & Danielson, 1999) , but these were not included here because the scores for the PL items were too high, resulting in ceiling effects for the PH items or because there were significant procedural differences between these studies and those included in Table 4 (e.g., rerecording of the R-SPIN materials by other talkers). Figure 9 depicts the data from the other studies identified in Table 4 (represented by circles and triangles) and compares them to the data from this study obtained at S/ N ratios of 0 and +3 dB (represented by squares). In this figure, the benefit from context, defined as the difference between SPIN PH and SPIN PL scores, is plotted as a function of the SPIN PL (low-context) score. Although the younger participants tend to have higher PL scores for roughly the same acoustic conditions (filled symbols are generally to the right of unfilled symbols), as would be expected given the differences in hearing loss between the YNH and EHI participants in most of these studies, the benefit from context can be approximated reasonably well by a horizontal line at about 40%. That is, regardless of age or hearing status, if the SPIN PL scores are in the range of 20% to 60% (the linear portion of the psychometric function), then performance increases approximately 40% with the addition of context (SPIN PH items). From the group data in Figure 9 , it appears that the data from this study for the auditory SPIN are consistent with previous results.
For the visual text-based version of the R-SPIN, there appears to have been only one prior study that used a similar approach. Speranza et al. (2000) conducted two experiments with a visual text-based version of the R-SPIN. In the second experiment of their study, they presented each word of the R-SPIN PL and R-SPIN PH sentences on the computer monitor in succession, a presentation mode equivalent to that used in this study. A comparison of these data for two S/ N contrast ratios along the linear portion of the psychometric function for PL and PH items from Speranza et al. (2000) (represented by circles) to comparable data from this study (represented Figure 9 . Mean benefit from context (SPIN PH score -SPIN PL score), in percentages, as a function of the mean SPIN PL score, in percentages, for this study (squares) and several earlier studies (circles and triangles) that made use of the auditory SPIN test. Filled symbols represent data from young normal-hearing participants, whereas unfilled symbols represent data from elderly adults, either with normal hearing or impaired hearing. The gray circle represents the mean data from the 128 hearing-impaired listeners in Bilger et al.'s (1984) study, about 80% of whom were under age 65 years (i.e., young hearing-impaired participants). Data from other studies that have made use of background babble are indicated by circles, and those that have made use of background noise are indicated by triangles. Additional details for the studies included in this figure can be found in Table 4 .
by triangles) is provided in Figure 10 . Several features of the group data in this figure are noteworthy. First, over the range of R-SPIN PL scores of about 35% to 75%, both age groups in this study demonstrated similar context benefits of about 15%. In contrast, the context effect differed between age groups in Speranza et al.'s (2000) study, with older participants exhibiting greater benefit from context than young adults (20% vs. 10%). Although the two studies show reasonable agreement in the general magnitude of the benefit from context (10%-20%), they clearly differ with regard to the effects of age on the benefit from context. Additional research will be required to resolve this difference.
Regardless, another clear observation from these data in Figure 10 is that the benefit from context for visually presented text (10%-20%) is much smaller than the benefit in the auditory modality for speech (40%; Figure 9 ), even over a similar range of performance for the R-SPIN PL items across modalities. A variety of factors could explain the difference in benefit from context across modalities. For example, in the visual presentation of words in sequence, each stimulus item (word) is independent of those preceding and following it. This is not the case in the sequence of words in auditory running speech. In naturally spoken sentences, for example, word-to-word coarticulation results in the preceding and following words, providing cues to the identity of the current word. Likewise, there are more global acoustic cues, such as sentence intonation and prosody, that could be used to improve performance in the auditory modality. The positive impact of these cues in naturally spoken sentences was demonstrated by Grant and Seitz (2000) in a study with hearing-impaired listeners who were mostly elderly (age range for 34 adults = 33-85 years, M = 67.7 years, SD = 11.3 years). In this study, performance on a speech-in-noise task was measured for both isolated words and sentences that were constructed by concatenating these same isolated words. That is, the concatenated strings of words used by Grant and Seitz had semantic and syntactic information but did not have interword coarticulation, prosody, or intonation typical of naturally produced sentences. Mean data from Grant and Seitz for isolated-word scores in the same range as the SPIN PL scores in Figures 5 and 6 from the present study revealed an effect of context that ranged from about 15% to 23%. Thus, the benefit from context they observed is much more in line with that observed for the visual version of the R-SPIN (see Figure 6 ) in this study. Unfortunately, the R-SPIN materials were not the ones used in the study by Grant and Seitz, and there were other procedural differences between that study and the others summarized in Figure 5 .
The visual presentation of words comprising the R-SPIN sentences in sequence, rather than as a whole, also could have had an impact on the contextual benefit observed in the visual modality. One could argue that the presentation of the entire sentence, rather than each word in sequence, would have allowed the participant Figure 10 . Mean benefit from context (SPIN PH score -SPIN PL score), in percentages, as a function of the mean SPIN PL score, in percentages, for this study (triangles) and Speranza et al.'s (2000) study (circles), which made use of the visual SPIN test. Filled symbols represent data from young participants with normal hearing, whereas unfilled symbols represent data from elderly adults.
the opportunity to scan ahead in the sentence to derive more benefit from context. In addition, this mode of text presentation is more natural and would have more closely resembled the contextual information that exists in naturally produced sentences in the auditory modality. Finally, the sequential presentation of words in the visual modality may have placed greater demands on working memory than in the auditory modality and reduced the benefits of context. This is supported, in part, by the emergence of working memory as a significant predictor variable in the analyses of the data obtained for visual stimuli from older adults. One would need to assume, however, a similar role for working memory in the young participants, who were not included in the regression analyses but who also demonstrated less benefit of context in the visual modality than in the auditory modality. Nonetheless, as noted previously, the mode of presentation was based on the prior work of Speranza et al. (2000) on the visual version of the SPIN test; they observed no differences in the benefit from context between these two presentation modes.
In summary, the benefits of context observed for the visual recognition of text-based sentences were substantially smaller than the benefits observed for the auditory recognition of naturally produced sentences. There are several possible factors that could explain these differences across the auditory and visual modalities, but further research is required to determine the factors underlying modality differences in the size of the context benefit. It is important, however, to not lose sight of one of the key findings in this part of this study. Specifically, although there may be differences in the size of the context effect across modalities, there were no differences in the size of the context effects for young and older adults in either modality.
With regard to the speeded-speech tasks, there appear to be no other studies that have reported results equivalent to the auditory and visual speeded-spelling tasks. This is particularly true for the auditory version because it is the recorded speech that is the stimulus, and these materials were recorded in the first author's laboratory at Indiana University for use in this project. For time-compressed speech, however, many studies have been completed with young and elderly adults (e.g., GordonSalant & Fitzgibbons, 1993 , 2001 Humes, 2005; Humes et al., 1996; Wingfield, Tun, Koh, & Rosen, 1999) . Again, choice of specific stimulus parameters, such as the materials used, the presentation level, and the amount of time compression, as well as the age and hearing loss among the EHI participants, can all have a significant influence on the observed scores. In a prior study from the first author's laboratory ( Humes, 2005 ), the same overall presentation level and identical time-compressed materials (45% time-compressed NU-6 monosyllables) were used to obtain scores from 213 EHI listeners having a range of age and hearing loss similar to that of the current study. The mean score for these 213 participants from Humes (2005) was 45.5%. The 16 EHI participants in this study yielded a mean score of 72.5%. A key difference in the present study, however, was the use of spectral shaping to minimize the contributions of audibility, which should result in higher overall performance, and this was observed.
The group data from this study suggest that older adults derive as much benefit from context as younger adults, whether through auditory presentation of speech or visual presentation of text. When the presentation rate is accelerated, the group data indicate that the performance of older adults decreases more than that of young adults, particularly for the auditory presentation of speech. In general, these group findings are consistent with group results from the literature and suggest that the performance of the older adults in this study were typical or representative of that to be expected from older adults in general.
Principal-components analysis of the auditory and visual measures of speech-recognition performance for the 26 elderly participants revealed three correlated underlying factors: VIS, AUD, and AUD-Speed. Subsequent linear regression analyses identified variables that were associated with individual differences in each of these factors. The results of both the principal-components and linear regression analyses are summarized in Figure 11 . Each gray box represents one of the three principal components identified (for all 39 participants), and the large white arrows depict the correlations between each pair of components. These correlations reveal that there is about 29% to 44% shared variance among these three components. This could, in part, reflect a form of method variance because care was taken to make the methods and procedures as similar as possible across measures in each modality, or it could represent broader, amodal, cognitive processing.
The smaller boxes in Figure 11 show other variables that were identified to be predictors of each component, and the black arrows identify the component predicted by that variable. The numbers adjacent to each arrow represent the standardized Beta weights from the linear regression analysis for each component (see Table 3 ). Variables that emerged from more than one regression analysis are shown in solid boxes in the center of the schematic diagram, and those unique to only one component are shown in dashed boxes along the periphery. Age had a strong negative effect on all visual measures and a weaker negative effect on auditory processing of rapid speech. Average high-frequency hearing loss (HFPTA), on the other hand, had no effect on visual processing (as expected) but did have a substantial negative effect on both auditory processing components. Given the approach taken to minimize the contributions of reduced audibility, at least through 4000 Hz, to performance on the auditory measures used in this study, it was somewhat surprising that average high-frequency hearing loss remained a strong predictor of performance among the 26 elderly adults.
The amount of high-frequency hearing loss, however, could serve as a marker for more than just audibility. For example, as the amount of high-frequency hearing loss increases for older adults with sensorineural hearing loss, other factors, such as age and the degree of underlying cochlear pathology (e.g., outer hair cells alone, or outer and inner hair cells), could also increase. In this study, for example, although age was not significantly correlated with HFPTA among the 26 elderly participants, the correlation did approach significance (r = .36, p = .07). Given that age was also entered as a potential predictor in each of the regression analyses, it is unlikely that the emergence of HFPTA in the results of these analyses reflects an indirect indication of age. HFPTA, however, could represent the degree of underlying cochlear pathology and associated functional deficits, such as reduced dynamic range, poorer spectral resolution, or poorer temporal resolution. Thus, even when the loss of audibility associated with high-frequency sensorineural hearing loss has been addressed by spectrally shaping the stimuli, the peripheral encoding of the stimuli may still be degraded by this pathology, and those older adults with greater degradation of this type perform worse on both types of auditory tasks.
Some final comments with regard to the results of the regression analyses (see Table 3 and Figure 11 ) have to do with the other variables (represented in Figure 11 by dashed boxes) that emerged in addition to age and HFPTA. For visual speech recognition performance, the Working Memory index score from the WAIS-III emerged and accounted for a significant amount of variance among the elderly participants. The Working Memory index includes subtests of forward and backward digit span, arithmetic (solving problems without pencil and paper), and letter-number sequencing (3-B-9-A-2-K presented as the stimulus with the response repeated in ascending alphabetical, and then numerical, order: A-B-K 2-3-9). Older adults who did better on these tasks scored higher on the visual R-SPIN and speeded-spelling tasks. It is clear that, for both of these visual text processing tasks, retention of a sequence of words or letters is likely to play a role in these tasks.
For AUD-Speed, the only factor to emerge other than age and HFPTA was the Perceptual Organization index score from the WAIS-III. The Perceptual Organization index includes the WAIS subtests of Picture Completion (20 s to note what is missing from a picture), Figure 11 . Schematic illustration of the results from the principal-components analysis and linear regression analysis illustrating the associations among components (gray boxes) and various predictor variables that were identified for the 26 elderly participants (ENH and EHI combined). The r values next to the large arrows represent the Pearson r correlation coefficients observed between various pairs of components, whereas the numbers adjacent to each thin black arrow represent the standardized beta coefficients from the linear regression analyses (see Table 3 ).
Block Design (a timed task involving reconstruction of a design with blocks having different colors/patterns on each side), and Matrix Reasoning (an untimed closedset task requiring completion of visual sequences or patterns). Although one could argue that this index taps the ability to reconstruct the whole from its parts and that persons with better such abilities would do better on auditory speech recognition tasks, speeded or not, the direction of the association that emerged in the regression solution was negative. That is, participants with high Perceptual Organization index scores did worse on the AUD-Speed measures. As a result, although this measure explained about 10% of the variance in the AUDSpeed factor scores, it is not obvious how to interpret the contributions of this measure to individual differences in AUD-S peed performance. Given the sample size of 26 participants for the regression analyses, it is possible that the identification of this predictor variable is a spurious finding and one that requires replication.
Both the group data and the individual data suggest that there are both shared, amodal and unique, modalityspecific aspects of auditory speech recognition performance and visual text recognition performance in younger and older adults. Aging appears to negatively affect the amodal, presumably cognitive, mechanisms that affect both auditory and visual processing, but it does not result in a reduced ability to make use of context in older adults. Average high-frequency hearing loss has a negative impact on the auditory measures of speech recognition performance, whether sentences in noise or words at accelerated rates of presentation. Aging has an additional detrimental impact on the processing of auditory information at fast rates of presentation. Given the correlations between performance on the visual tasks and the corresponding auditory tasks, it would be inappropriate to consider any of the auditory measures used in this study to be pure measures of central auditory processing. That is, although there was clear evidence of modality specificity, the correlations across modalities were moderate, positive, and significant. Thus, for many older adults who may perform worse than young adults on auditory measures of speech recognition, it is not possible to ascribe their difficulty to pure auditory-processing deficits. The only variable identified in this study that was more strongly associated with individual differences in auditory speech recognition performance (at either normal or fast presentation rates and for either words or sentences) than visual text recognition was the amount of high-frequency hearing loss. This was true, moreover, despite the use of high presentation levels and spectrally shaped speech to ensure audibility through 4000 Hz. It is likely that high-frequency hearing thresholds will play an even greater role in determining performance on auditory measures of speech recognition if even less care is taken to ensure audibility through 4000 Hz.
