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INTRODUCTION
Modelling and forecasting volatility has been the subject of most economists, financial experts, researchers, financial advisors and economic policy makers over the past three decades (Boguth et al., 2011; Constantinides et al., 2013; Bollerslev et al., 2016; Cipollini et al., 2017; Bollerslev et al., 2018) . Volatility forecasting plays a vital role in the black and Scholes (BS) option pricing theory, providing key function in pricing options in the financial market.
In the Black and Scholes (BS) model, four parameters are observable in this model, with volatility being the only parameter that is unobservable. This has given Derivative traders and financial dealers difficulties as to how to observe or predict this parameter accurately. Regulators, Practioners and Academics have embraced Value at Risk and many view Value at Risk as a vital component of current best practice in risk management. One of the most common methods of parametric approach in Value at risk requires calculating the volatility of a return series.
In this work, we explore a number of models ranging from the linear models to the more sophisticated nonlinear models, on weekly volatility of three equity index from three different indices and they include; the Dow Jones Industrial index, FTSE 100 index and the Nikkei 225 index. The mean square error (MSE), root mean square Improved forecast would allow traders to price their options more accurately. Using more frequent data provide better estimation of volatility. Day and Lewis (1992) proved that volatility can be predictable using the ARCH models and that volatility is entirely captured by implied volatility within the Black and Scholes model. The reason for this is that Autoregressive models are still not entirely exploited by the market. However, Kuwahara and Marsh (1992) argued that the conditional volatility derived from GARCH and EGARCH models enable researchers to obtain option values which are very close to those that could be observed by the market. This suggests that conditional volatility cannot be used as an additional source of information, since it can be observed in the implied values. According to Michael Minnich, vice president of capital market risk advisor, Value at risk is a very important component of risk management and also an important part of volatility forecasting.
Furthermore, modelling and forecasting volatility has been subject of interest to many academicians, portfolio analysis's and those involved with risk management. There has been growing interest in this area of research as a result of the current economic crisis hitting most countries of the world. The indices of most countries are experiencing severe downturn and hence derivative traders, academicians and portfolio managers are more concern about this problem. The purpose of this paper then is to forecast volatility using the non-linear models and applying the various standard symmetric loss functions to evaluate which of these models forecast volatility better.
The rest of the paper is structured as follows: section 2 presents a concise review of the various literature on volatility. Section 3 discusses the methodology while section 4 and 5 is analyses the empirical results and conclusion respectively.
LITERATURE REVIEW
Over the last two decades, there has been an increasing interest in modelling the volatility of stock market returns (Akgiray, 1989; Dimson and Marsh, 1990; Pagan and Schwert, 1990; Boguth et al., 2011; Constantinides et al., 2013; Bollerslev et al., 2016; Cipollini et al., 2017; Bollerslev et al., 2018) . This is basically due to the highly volatile movements of prices of stock returns in the financial market. This has led researchers into investigating the level and stationarity of volatility over time (Day and Lewis, 1992; Tse and Tung, 1992; Figlewski et al., 1993) .
Most research has been directed towards examining the accuracy of this forecast. Both linear and nonlinear models have been applied by different researchers and each of them came out with different conclusions as regards the accuracy of volatility forecast (Cao and Tsay, 1992; Heynen and Kat, 1994; Brailsford and Faff, 1996; Figlewski, 1997) .
Financial Risk and Management Reviews, 2018, 4(1): 1-23
Following the outburst of the ARCH models by Engle (1982); Bollerslev (1986) and Nelson (1991) literature surrounding its emergence has boomed since its discovery. Many researchers have come up with different views as to how these models forecast volatility better. Such model ranges from the naive (linear models) to the more sophisticated (nonlinear) models. Their findings are, however by no means consistent, as their end results differ even when the same indices and sample period are considered. This can be attributed to the manner in which the models were evaluated and the evaluation criteria employed. The review of literature tries to bring different research findings, how they differ and how they are consistent with one another, but none of the findings gave exact results, but where able to identify which of the models forecast volatility better (see for example; (Angelidis et al., 2003; Louis and Guan, 2004; Balaban and Bayar, 2005; Mats and Viman, 2005; Palmquist and Viman, 2005; Abdul and Shabbir, 2008) ).
METHODOLOGY

Data set and Sample Description.
This work uses the daily closing prices of three stock market indices from 3 rd April 1989 to 7 th April 2009. The investigated indices are FTSE 100 index from the UK; S&P 500 index from the USA and the Nikkei 225 index from Japan. These indices have a continuous sequence of around 5034 observations, excluding the non-trading days such as weekends, public holidays and other exchange closure days. Data are sourced from data stream. The FTSE 100 index comprises of 100 large firms registered in the UK, while the S&P 500 and the NIKKEI 225 comprises of 500 top rated companies and 225 top rated companies, respectively.
The entire sample for each index is divided into two subsample periods, with each representing a 10 year Where Rt denotes daily index returns, Pt denotes the closing price of the index at time t and Pt-1 refers to the closing index price at time t-1. The ln represents the logarithm of the relative price index. The daily returns calculated are then divided by the number of trading days in a week, with holidays excluded from the calculation to obtain the weekly return of the various series.
ARCH Methodology
Testing for ARCH Effect
ARCH (Autoregressive conditional heteroskedasticity) models are designed to model and forecast conditional
variance. An indication of ARCH is that the residuals will be uncorrelated, but the squared residuals will show autocorrelation. The later is once again tested when we consider the autocorrelation function (ACF) and the partial autocorrelation (PACF) of the squared residuals.
Testing for ARCH effects requires us to test for a reasonable test of the null hypothesis of conditional homoskedasticity, against the conditional heteroskedasticity. This done basically to make sure that there is no heteroskedasticity in the ARCH model being estimated. We therefore need to apply the LM test (Lagrangian multiplier test), using the residual series of the model to test for ARCH effects. According to Brooks (2002) we reject the null hypothesis of no ARCH effects and conclude that there is a presence of ARCH effect. The lag to implement here depends on the preferences of the researcher.
ARCH (p) Model Specification
ARCH
The result of the lags that proved no ARCH effect from the above section is employed to estimate in the order of the ARCH model to be adopted. We used the PACF of square residuals to estimate the order of the ARCH (p) Following Lamoureux and Lastrapes (1990) ; Walsh and Tsou (1998) a simple GARCH (1 1) will be employed and thus there is no need to specify any higher order.
GARCH
EGARCH
The same principle is applied here as above and this is done following Engle and Ng (1993) and Brooks (2002) and thus simple EGARCH (1 1) is employed.
ARCH-Type Model Estimation.
The R square and the F statistics are evaluated so as to identify their importance and significance in the ARCH model. In this particular case, we consider the mean equation only rather than the model as a whole. The R square most of the time is meaningless and they contribute nothing to the estimation process. R square sometimes is negative in value and such a value is irrelevant. This is obvious when the residual sum of squares is greater than the sum of square residual in the model. The R square and the F statistics are meaningful for OLS models but meaningless for the ARCH models.
Diagnostic Check
ARCH
The stationarity condition for ARCH models is checked here for the non-negativity constraints and the finite unconditional variance. The alpha coefficients are summed to ensure they sum to less than one and this implies the non-breach of the stationarity condition of the ARCH (p) model.
GARCH
We also checked for the restrictions of the non negativity constraint as this determine the stationarity of the GARCH model. The restrictions most of the time are satisfied but this is checked for our model specified in the above section.
Serial Correlation in Standardised Residuals
We checked whether the serial correlation present in the autoregressive model are removed and are also not present in the ARCH type models. This is achieved when we tested using the ARCH LM test.
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Forecasting
The study focuses on performing out of sample weekly volatility forecasting and each sample is split into two sub samples. This work is consistent with those of Figlewski et al. (1993) studied the weekly return of various return series using the linear and non linear models. Their result proved that the EGARCH model outperformed other models when evaluated. There are basically two types of forecasting, the static and dynamic forecasting.
These forecasting types have two implications, the dynamic forecasting sets subsequent innovations to zero, while the static forecasting extends the forward recursion through the end of the estimation sample, allowing for a series of one step ahead forecasts of both structural model and the innovation. For simplicity, we will thus look at dynamic forecasting generated in Eviews.
Dynamic Forecasting
According to Tsay (2005) the ARCH model, the one step ahead forecast of is
The m-step ahead forecast for is
Where if
Out of Sample forecast
Forecasting is a very important aspect in Finance as it helps researchers and derivative traders in determining the risk in portfolio management. In-sample forecasting, is based on parameter estimated using all data in the sample, and it implicitly assumes parameter estimates are stable across time. In practice, time variation is a critical issue in forecasting (Poon, 2005) .
The in sample forecasting was done using the first 261 weeks to forecast volatility of the model. For the entire indices, the first subsample was forecasted using the sample period from 1 st April 1994 to 1 st April to 1999, representing the first 261 weeks.
For the second sub sample the forecasting is done using the sample period from 6 th of April 2004 to 7 th of April 2009, representing the first 261 weeks. The result of this will be discussed in section four.
Forecast Evaluation Criteria.
Various evaluation criteria are used to know how best a particular model out performs another. The mean errors (ME), mean square error (MSE), root mean square error (RMSE), and the mean absolute error (MAE) are the various error techniques to look at when testing performance. The ones mentioned here are employed so as to check performance. A forecast error with mean near zero and small variance depicts the more preferred model.
Therefore the model that best forecasts volatility is taken from the criteria discussed above. The model with the lowest value of the mean error (ME) proves to be the best forecast of volatility and the same applies to the mean square error (MSE), the root mean square error (RMSE), and the mean absolute error (MAE denotes weekly volatility forecast of the model, while denote the in sample actual standard deviation and N the total number of observation (number of weeks). From table 4.1.1, the mean value in the first subsamples seems to be closer but with the exception of those of the Nikkei 225 suggesting a negative value. In the second subsample, the mean of the various indices are all negative with that of the FTSE 100 and Nikkei 225 relatively close. In the first subsample, the standard deviation of Dow Jones Industrial and the FTSE 100 are quite close but that of Nikkei 225 is significantly different. The same applies to the second subsample, but this time the standard deviation of the Nikkei 225 seems close to those of the other indices.
EMPIRICAL RESULTS
Data Series Statistics.
The Skewness of Dow Jones Industrial in the first subsample is negative suggesting a longer left tail and a higher peak in the middle. According to Poon (2005) the implication of this is that for a large part of the time, financial asset returns fluctuate in a range smaller than that of a normal distribution. On the other hand, FTSE 100
and Nikkei 225 are positively skewed suggesting a longer right tail and a higher peak in the middle. In the second subsample, Dow Jones Industrial tends to be positive, while that for FTSE 100 and Nikkei 225 is negatively skewed. The kurtosis for all the samples are positive and in excess of 3 suggesting a flatter and thicker tail and are very sensitive to outliers.
Jarque-Bera Normality Test.
This test for the normality of the asset returns of the various indices. The low p value and high value of the Jarque-Bera statistics suggests we reject the null hypothesis of normality for all the samples. These values are lower Financial Risk and Management Reviews, 2018, 4(1): 1-23 than that of the 5% level of significance and this suggests that the financial assets are not normally distributed, hence are non normal. 1989-1999 1999-2009 1989-1999 1999-2009 1989-1999 1999- The return series were tested for stationarity using 36 lags as a result of the weekly returns being employed.
Stationarity Test (ADF Test) Augmented Dickey Fuller Test
According to Brooks et al. (2005) if the data are monthly, use 12 lags, if the data are quarterly, use 4 lags and so on.
But in order to make our work simple, we decided to illustrate 5 lags in the 
AR (m) Model Building Model Identification
We used the Akaike and the Schwartz information criteria to determine the order of the model to employ. The rejection of the null hypothesis of non stationarity makes it reasonable to proceed to the model specification. We therefore modelled our autoregressive model based on the information criteria with the lowest value and in some cases where the AIC suggest too many lag say AR(8), like in the Dow Jones Industrial index in the second sample of table 4.2.2, instead we decided to choose AR(2) suggested by the SBIC. The motivation for this is that we are trying to keep our model as parsimonious as possible and also in some researches, the SIC has proven to suggest a better order for AR models than the AIC. See (Brooks et al., 2005) . Industrial index of the first subsample and the Nikkei 225 index of the second subsample. This does not matter much as most of the other coefficients were statistically significant.
AR (m) Model Estimation
The R-square of most of the subsamples were less than 1%, except for two cases where they went above 1% to about 3%. It was 1.1% during the second subsample of the Dow Jones Industrial index and 3% during the second Financial Risk and Management Reviews, 2018, 4(1): 1-23 subsample of the FTSE 100 index. The R-squares tend to increase during the second subsamples of the various indices, and this might be as a result of the more volatile periods (the September 11 attack of 2001 and the recent credit crunch of the last three years).
Durbin-Watson
The Durbin-Watson statistic for all most all the models are close to 2, leading to the rejection of the null hypothesis of no serial correlation of the residuals. This suggests that there is little evidence of serial correlation in the models (See Brooks et al. (2005) ). 
Dow Jones Indus
ARCH Effect
The residuals of the AR (m) models in the above section were tested for ARCH effect using the ARCH LM test.
The residuals of all the return series were all significant at 1% level of significance, indicating that there is presence of heteroskedasticity in the residuals of the return series. This means that the autoregressive models cannot adequately model the return of the series and this therefore means that any result will be biased and the will produce false estimates and results. As a result of this, we resort to model the ARCH type models in order to take care of the issue of heteroskedasticity, but this will depend upon the fact that there are no heteroskedasticity in the model.
From table 4.3.1, significant coefficients of the variance equation can be seen in almost all the return series, with significance at both 1% and 5% level. This is indicated by the small p-values illustrated in parenthesis. The only exception to this is the large p-value observed in the first coefficient of the second subsample of the Nikkei 225
index. The insignificance does not matter much as majority of the other coefficients shows significance with low pvalues. The negative value of the R-square makes it impossible to estimate the value of the F-statistic for the entire sample. R-square is negative for the entire sample; this is explained in section 3.6.3. The log likelihood is relatively large for the entire sample suggesting the models employed fits the data well.
According to Brooks et al. (2005) the more parameters there are in the conditional variance equation, the more likely it is that one or more of them will have negative estimated values. This same result is observed in the second subsample of the Nikkei 225 index where the first coefficient of the model is negative as a result of ARCH (5) Industrial index is approximately 0.99101 and 0.99491 for both first and second subsamples respectively. The same issue applies to the rest of the return series, where all the coefficients seem to be very close to unity. This also implies that the shocks to the conditional variance will be highly persistent. See (Brooks et al., 2005) . 
Dow Jones Indus
Diagnostic Checks
The ARCH models in the various subsamples were checked that they don't breach the stationarity condition explained in section 3.6.4. For the ARCH model, table 4.5.1 shows that the stationarity conditions for the ARCH models are fulfilled as the sum of the alpha coefficients are close to unity. This stationarity condition satisfies that the models in table 4.5.1 are modelled correctly. Table 4 .5.1 shows estimates of the GARCH model and the stationarity condition here is satisfied also as the coefficients of the variance equation were very close to unity, indicating evidence of stationarity in the model and that the simple GARCH (1 1) model is adequately modelled.
The overwhelming advantage of the EGARCH model makes the stationarity condition satisfied as there are no restrictions to the model.
Serial Correlation of Standardised Residuals
The ARCH LM test was employed after estimating the ARCH model to check whether the presence of heteroskedasticity in the autoregressive model are not present in the ARCH models estimated for the various return series. The ARCH LM test for the various indices in tables 4.5.1 and 4.5.1 suggests p values that are very high and in most cases close to 100%. We therefore fail to reject the null hypothesis of homoskedasticity and conclude that there are no heteroskedasticity in the model. This is indicated by the high p values suggested by the ARCH LM test. This suggests that the ARCH models are adequately modelled and that there are no serial correlations in the model. ARCH type models in most cases seem to better describe samples in which volatility clustering are more transparent. In all the graphs presented above, the ARCH type models tend to follow the in sample actual standard deviation quite closely than any other models in most cases. closely than the ARCH and GARCH models, followed by the ARCH and then the GARCH model.
Dynamic Forecasting
The ARCH type models seems to forecast volatility better than the GARCH and EGARCH models in most cases, but one cannot rush into such conclusion as what will determine which model forecast volatility better will be based on the standard symmetric loss function. The in sample forecast and out of sample forecast were analysed using the standard symmetric loss function to evaluate the performance of the competing models. The forecast was done using the dynamic forecasting, forecasting multi periods ahead. The in sample forecast period is made up of the first 261 weeks with 1249
Out of Sample Forecast
observations and an out of sample forecast period of the second 261 weeks with 1264 observations. Returns of the various indices were calculated weekly and are used in the analysis of this work. This is consistent with those of Balaban and Bayar (2005) . The four standard symmetric loss functions here include; the Mean Error, Root mean square error, Mean absolute error and the Mean absolute percentage error. The model with the most minimum forecasting error is regarded as a model that best forecast volatility better. consistent with those of Najand (2002); Pagan and Schwert (1990) and Figlewski et al. (1993) who all conclude that the EGARCH model seems to outperform other models in their studies.
For the out of sample forecast (Table 4 .6.1D to 4.6.1F in appendix), the EGARCH model again outperformed the ARCH and the GARCH model. Its dominancy can be seen mostly in the Nikkei 225 index where it outperformed the ARCH and GARCH models all over the entire sample (in sample and out of sample), registering the lowest statistical error among other models in the work. EGARCH model outperformed the ARCH and GARCH models in the second sub sample of the FTSE 100 index. EGARCH model seems to perform very well in periods of high volatility and it is common mostly in the second sub samples of the various indices. During the second sub sample of the various indices, there are two major events that led to high and low periods of volatility and these are the September 11 terrorist attack in 2001 and the ongoing financial crisis that started late 2007. The result here are again similar to those of Figlewski et al. (1993) ; Pagan and Schwert (1990) and Najand (2002) who all found the EGARCH to best forecast volatility than the ARCH and GARCH models.
SUMMARY AND CONCLUSION
The purpose of this paper is to evaluate and investigate the forecasting ability of the non-linear models which include; the ARCH, GARCH and EGARCH models. We also investigated the Autoregressive model but this model was not used in forecasting volatility of the return series under investigation for simplicity reasons. From our analysis of the various return indices, we discovered that the return series does not follow a normal distribution, thus exhibiting fat tails and high peaks which are higher than those of a normal distribution. Evaluation of volatility forecasting have been investigated both in out of sample and in sample forecast, using the mean error (ME), root mean square error (RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE) applied to a multi-step ahead out of sample weekly volatility forecast.
Among the three non-linear models under investigation, the ARCH type model exhibits relatively a poor forecast performance under both in sample and out of sample forecast, followed by the GARCH type models. The EGARCH model was found to outperform other models in forecasting volatility in this analysis. Its superiority was observed in return series like the Nikkei 225 where the EGARCH model tend to outperform other models both in out of sample forecast and in sample forecast.
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