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Abstract
The necessary and sufficient conditions for existence of a generalized representer theorem
are presented for learning Hilbert space - valued functions. Representer theorems involving
explicit basis functions and Reproducing Kernels are a common occurrence in various ma-
chine learning algorithms like generalized least squares, support vector machines, Gaussian
process regression and kernel based deep neural networks to name a few. Due to the more
general structure of the underlying variational problems, the theory is also relevant to other
application areas like optimal control, signal processing and decision making. We present
the generalized representer as a unified view for supervised and semi-supervised learning
methods, using the theory of linear operators and subspace valued maps. The implications
of the theorem are presented with examples of multi input - multi output regression, kernel
based deep neural networks, stochastic regression and sparsity learning problems as being
special cases in this unified view.
Keywords: Linear Operators, Adjoints, Kernels, Representer Theorems
1. Introduction
The development of kernel based methods for regression and machine learning has a long
history with several algorithms basing themselves on the Reproducing Kernel Hilbert Space
(RKHS) theory. Some of the early works in the field include Aronszajn (1950); Tikhonov
(1963); Wahba (1990), which looked at problems of spline interpolation and smoothing
in the RKHS setting. Several practical learning algorithms like linear regression, support
vector machines, Bayesian regression were also developed in their kernel forms to allow
more complex nonlinear representations of data (see Bishop, 2006, for some examples).
Kernel based stochastic models are also popular in the form of Gaussian Process models
(see Rasmussen, 2006). RKHS based neural networks have been investigated in Cho and
Saul (2009); Rebai et al. (2016); Damianou and Lawrence (2013).
Representer theorems provide a means to reduce infinite dimensional optimization prob-
lems for learning in the RKHS space to an equivalent and tractable finite dimensional opti-
mization. While works like Micchelli and Pontil (2005); Minh and Sindhwani (2011); Minh
et al. (2016) present representer theorems for RKHS based learning methods for vector val-
ued functions in Hilbert spaces, the theorems are presented independently for each specific
learning algorithm. A Generalized Representer Theorem covering an entire class of learn-
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ing algorithms for infinite dimensional vector valued outputs, to the best of the authors
knowledge, is still missing from literature. The broadest form, so far, of such a Generalized
Representer Theorem is presented in Argyriou and Dinuzzo (2014) which covers learning
problems with finite dimensional vector valued outputs and requires a technical assumption
of “r-regularity” on the subspace valued maps used in the theorem, requiring a finite di-
mensional span for the subspace valued maps. We extend the framework of the Generalized
Representer Theorem to arbitrary infinite dimensional vector output spaces and remove
the “r-regularity” assumption. As a consequence we cover stochastic process learning algo-
rithms that were not covered by previous counterparts of the generalized theorem and allow
for other more general infinite dimensional output learning algorithms. We also show the
`1 regularization problems to be covered by the Generalized Representer Theorem using a
non trivial, non r-regular subspace valued map.
A key underlying tool in the use of RKHS methods is the Riesz Representer Theorem
(Conway, Theorem 3.3.1) and the existence and uniqueness of adjoint operators for bounded
linear operators given by (Conway, Theorem 5.4.2). The above two theorems combined with
restrictions on the forms of the objective and constraint functionals in learning problems
have led to several variants of Representer Theorems. Early variants of representer theorems
are presented in Wahba (1990) for variational problems in learning real valued functions with
least squares regularization. Representer theorems for kernel versions of different learning
algorithms like Kernel SVM, PCA, CCA, ICA can be found in Suykens et al. (2010). This
has prompted investigation into unifying representer theorems into a single generalized
theorem and characterizing the class of problems for which a representer theorem can be
guaranteed to exist.
The first such results appear to have come from Scho¨lkopf et al. (2001), where the prob-
lem has been addressed for learning real valued functions with a general class of regularizers
and empirical risk functions. The regularizers considered were a class of monotonically in-
creasing functions of the norm of decision variables and showed how most of the least squares
algorithms in linear regression, SVMs and others were covered by a single generalized theo-
rem. The work provides a sufficient condition for the existence of such representer theorems.
Dinuzzo and Scho¨lkopf (2012) relaxed the restriction on the regularizer further and provided
necessary and sufficient conditions for the existence of representer theorems. Dinuzzo and
Scho¨lkopf (2012) allow the regularizer to be any lower semi-continuous functional on the
decision variable as long as the functional satisfies an “Orthomonotone” property. Scho¨lkopf
et al. (2001); Dinuzzo and Scho¨lkopf (2012) restricted the scope of their theorem to learn-
ing real valued functions. The generalized theorem was extended to learning multi-output
functions in Argyriou and Dinuzzo (2014) for finite dimensional outputs. We extend this
work here further to arbitrary Hilbert space outputs and remove a finite dimensional “r-
regularity” assumption made in Argyriou and Dinuzzo (2014). While finite dimensional
multi-output learning algorithms cover a relatively large class of algorithms it still leaves
out the more general cases of stochastic or Bayesian regression and more general cases of
learning mappings between abstract vector spaces. For example representer theorems for
Bayesian regression from Pillai et al. (2007) are not covered by previous works as noted in
Argyriou and Dinuzzo (2014). The extension to Hilbert space valued outputs allows us to
treat these more general cases within the framework of a generalized representer theorem.
While further generalization beyond Hilbert spaces to Banach spaces may be possible us-
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ing the notions of dual vector spaces, we will restrict ourselves to Hilbert spaces here, to
maintain clarity in exposition.
The main contributions made in this paper are: (i) extend the framework of Generalized
Representer Theorems to learning infinite dimensional Hilbert space valued functions, (ii)
remove the restriction of “r-regularity” assumption from Argyriou and Dinuzzo (2014), (iii)
present examples of learning problems from stochastic and deterministic settings where the
extensions presented have implications.
In Section 2 we present the preliminaries required to develop the generalized representer
theorem for Hilbert space valued functions. Section 2.1 presents some background material
on linear operators and their adjoints which play a key role in developing kernel representa-
tions for Hilbert spaces. Section 2.2 presents the notion of a subspace valued map that plays
a key role in the proof of the generalized representer theorem. We introduce here the notion
of super additive subspace valued maps that replaces the notions of quasilinear, idempotent
maps used in prior counterparts of the theorem and provides a necessary and sufficient
condition for subspace valued maps to preserve the structure of closed vector subspaces.
Section 2.3 presents the notion of Orthomonotone functionals with respect to a subspace
valued map. The `1 regularizer is shown here to be orthomonotone with respect to a non
trivial subspace valued map that enables the application of the Generalized theorem to `1
regularizing problems. The Generalized Representer Theorem giving necessary and suffi-
cient conditions for the existence of a representer for learning Hilbert space-valued functions
is then presented in Section 3. Section 4 presents examples of learning algorithms covered
by this extension. The appendix provides proofs for lemmas used the paper and provides
definitions for quasilinear, idempotent and r-regular subspace valued maps for reference.
2. Preliminaries
The notions of continuous linear operators, adjoint linear operators, subspace valued maps
and orthomonotone functionals are introduced.
2.1 Continuous Linear Operators
Let LH,Z be the space of continuous linear operators L : H → Z for arbitrary Hilbert spaces
H and Z. Let 〈·, ·〉H, 〈·, ·〉Z be the inner products defined on H and Z respectively. For
any fixed L ∈ LH,Z , by the Riesz representation theorem on Hilbert spaces, there exists a
unique continuous linear operator L∗ : Z → H, called the adjoint to L, such that
〈z, Lf〉Z = 〈f, L∗z〉H ∀z ∈ Z, ∀f ∈ H (1)
(see Conway, Theorem 5.4.2, for a formal proof)
To characterize the null space of a linear operator L ∈ LH,Z consider the following
lemma,
Lemma 1 Let NL be the null space of L ∈ LH,Z and N⊥L be its orthogonal complementary
space, then,
N⊥L = {L∗z : z ∈ Z}
Proof Let PL := {L∗z : z ∈ Z} and note that PL is a closed subspace of H. To characterize
the null space of L observe that Lg = 0 if and only if, ∀z ∈ Z, 〈Lg, z〉Z = 〈g, L∗z〉H = 0.
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Thus the null space is characterized by NL := {g ∈ H : 〈g, L∗z〉H = 0, ∀z ∈ Z} = P⊥L .
Then N⊥L = PL = {L∗z : z ∈ Z}.
Thus the adjoint operator plays a key role in characterizing the null space of an operator
NL and its orthogonal complementary space N⊥L .
Corollary 2 Given a set of operators L1, . . . , Lm, the joint null space is NL1,...,Lm = NL1 ∩
· · · ∩ NLm and N⊥L1,...,Lm = closure(N⊥L1 + · · ·+N⊥Lm) = closure({
∑m
i=1 L
∗
i zi : zi ∈ Z}).
2.1.1 Adjoint for operators of common interest
Below we show a few examples of adjoint operator for operators commonly seen in learning
algorithms.
Example 1 Evaluation Operators
Let H be a space of functions f : X → Z. Then a parametric linear evaluation operator
Lx : H → Z is given by Lx(f) = f(x) for some fixed parameter x ∈ X . This operator
commonly occurs in machine learning and data fitting problems where x is the training
input data and f(x) gives a predicted value for the output in Z. The adjoint L∗x : Z → H
can be found as follows.
Note that by definition of Lx and its adjoint L
∗
x, ∀g ∈ H, z ∈ Z, 〈L∗xz, g〉H = 〈Lxg, z〉Z ,
i.e., 〈L∗xz, g〉H = 〈g(x), z〉Z . When H is a reproducing kernel Hilbert space with kernel K,
L∗x is well defined and coincides with the definition of the RKHS kernel (see Micchelli and
Pontil, 2005, Definition 2.1). Thus RKHS spaces provide a case where the adjoint operator
for evaluation operators is well defined and L∗x = K(·, x).
Example 2 Linear Transformations of explicit basis
Given a fixed vector valued function φ : X → Y. Let H,Z be arbitrary Hilbert spaces and let
` : H → LY,Z be a linear map from H to continuous linear operators mapping Y to Z. Then
we can define a continuous linear operator Lx,φ : H → Z for any W ∈ H as Lx,φ(W ) :=
`(W )φ(x). The adjoint operator must then satisfy 〈L∗x,φz,W 〉H = 〈`(W )φ(x), z〉Z .
Example 2(a) Finite dimensional example
Let Y = Rn, Z = Rk and H = Rn×k. Then φ(x) ∈ Rn and let `(W ) := W T which is an
operator from Y to Z. Then for any W ∈ H, Lx,φ(W ) = W Tφ(x).
Let the inner product on H be the Forbenius inner product of matrices, i.e, 〈w1, w2〉H =
trace(wT1 w2). Let inner product on Z be 〈z1, z2〉Z = zT1 z2. Then for the adjoint operator
〈L∗x,φz,W 〉H = 〈W Tφ(x), z〉Z , ∀z ∈ Z implying trace(W TL∗x,φz) = φ(x)TWz. Noting then
that φ(x)TWz = trace(φ(x)TWz) = trace(zTW Tφ(x)) = trace(W Tφ(x)zT ), we can define
L∗x,φz := φ(x)z
T . Further we know that this must be the unique adjoint operator for the
defined inner products (since uniqueness of the adjoint is guaranteed by Conway, Theorem
5.4.2).
Example 2(b) Infinite dimensional example
Let X = Rn, U = Rm and H = Rm×N . Let {Yi : i = 1, . . . , N} be a collection of RKHS
spaces of functions f : X → U with kernels K1, . . . ,KN . Let Y = Y1 × · · · × YN and
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φ(x) =

K1(·, x)
K2(·, x)
...
KN (·, x)
 and let Z be some infinite dimensional Hilbert space of functions
g : X → U with inner product 〈g1, g2〉Z =
∫
X 〈g1(x), g2(x)〉Udx. Then we can define a con-
tinuous linear operator Lx,φ : H → Z for any W ∈ H as Lx,φ(W ) :=
∑N
i=1Ki(·, x)Wi, with
Wi denoting the i
th column of W . Using the Forbenius inner product on H, 〈L∗x,φg,W 〉H =
〈Lx,φ(W ), g〉Z =
∑N
i=1
∫
X 〈Ki(y, x)Wi, g(y)〉Udy =
∑N
i=1
∫
X W
T
i Ki(x, y)g(y)dy. Also note
that 〈L∗x,φg,W 〉H = trace(W TL∗x,φg) =
∑N
i=1W
T
i [L
∗
x,φg]i. Thus [L
∗
x,φg]i =
∫
X Ki(x, y)g(y)dy
gives the adjoint.
Example 3 Derivative Operator
Let H be the space of once differentiable functions f : X → Z with compact support. Let
Z = Rm and X = Rn. Let Y be a space of Rm×n valued functions and let W = Rm×n.
Let D : H → Y : D(f) := (∂x1f, . . . , ∂xnf) be a derivative operator and let Dx : H → W
be the evaluation of the differential at some x ∈ X . Let the inner product on W be given
by the Forbenius matrix inner product and let the inner product on Y be given by 〈f, g〉Y =∫
X 〈f(x), g(x)〉Wdx. Then for any w ∈ W,
〈Df(x), w〉W := trace
(
Df(x)Tw
)
=
n∑
i=1
m∑
j=1
[Df(x)]ji [w]ji
Integrating by parts,
〈Df, g〉Y =
m∑
j=1
n∑
i=1
∫
X
[g(t)]ji [Df(t)]ji dt
=
n∑
i=1
m∑
j=1
[
[f(t)]j [g(t)]ji
∣∣∣∣
∂X
−
∫
X
[f(t)]j∂xi [g]ji (t)dt
]
= −
n∑
i=1
m∑
j=1
∫
X
[f(t)]j∂xi [g]ji (t)dt
Assuming compact support for f , the boundary terms on ∂X go to zero. Comparing to the
inner product 〈D∗g, f〉H :=
∫
X f(t)
T (D∗g)(t)dt =
∫
X
∑m
j=1[f(t)]j [D
∗g]j(t)dt,
[D∗g]j = −
n∑
i=1
∂xi [g]ji for j = {1, . . . ,m}
2.2 Subspace Valued Maps
The notion of subspace valued maps was introduced in Argyriou and Dinuzzo (2014) for
the proof of their generalized representer theorem. We introduce below the same notion
and present further properties of such functions when composed with linear operators.
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Remark 3 (Extension to previous works) The subspace valued maps used in Argyriou and
Dinuzzo (2014) were required to have a finite rank property called r-regularity. With our
general formulation for infinite dimensional outputs this property is no longer required.
The notions of quasilinear and idempotent subspace valued maps were also used in the
previous work and we provide an alternative characterization with “super additivity” here
to better suit the requirements of the problem at hand. The differences between idempotent,
quasilinear maps and super additive maps are explained in further remarks below. The
terms, Inclusive and Closed subspace valued map are also introduced here and it is noted
that all subspace valued maps considered in the previous work were Inclusive and Closed
without using these terms explicitly. The notions of quasilinear, idempotent and r-regular
subspace valued maps from Argyriou and Dinuzzo (2014) are defined in the Appendix.
Remark 4 (Notation)
Let U be a vector space on some field K with an addition operation +U and a scalar multi-
plication ◦U . Let A,B be two subsets of U . Then for any λ ∈ K, we denote by λ ·A a new
set A′ := {λ ◦U a : a ∈ A}. Similarly, A+B := {a+U b : a ∈ A, b ∈ B}. Let F = 2U be the
power set of U . We denote span(F) := {∪λ∈KλA : A ∈ F}.
Definition 5 (Subspace valued map)
For any given set of sets F, a map S : F→ span(F) is called subspace valued.
Definition 6 (Inclusive map)
We call a subspace valued map S : F→ span(F) inclusive if for all vector subspaces A ⊆ U ,
A ⊆ S(A)
Definition 7 (Closed map)
We call a subspace valued map S : F→ span(F) closed if, for all closed sets A ∈ F, S(A) is
a closed set, i.e., for all convergent sequences (nets) {vn ∈ S(A)} converging to v in norm,
v ∈ S(A).
Definition 8 (Super additive map)
A map S : F→ span(F) is called super additive if for all vector subspaces A,B ⊆ U ,
S(A) + S(B) ⊆ S(A+B)
Definition 9 (Orthogonal subspace)
Let (U,+U , ◦U ) be associated with an inner product 〈·, ·〉U , then for any A ∈ F, we define
S(A)⊥ := {b ∈ U : ∀a ∈ S(A), 〈a, b〉U = 0}
Remark 10 (Extending maps on sets to maps on members)
A subspace valued map S : F → span(F), can be extended for evaluation for any u ∈
U by interpreting S(u) as S({u}). This is useful for shortening notation when talking
simultaneously of evaluating S on sets as well as individual members of U .
Example 4 Subspace valued maps
1. SR(A) := {λa : a ∈ A, λ ∈ R} is an inclusive, closed, super additive subspace valued
map
6
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2. Consider U = R2 and let θ be a fixed angle in (0, pi) radians. Denote by Rθ : U → U
a rotation transform on a vector in R2 that rotates the vector by θ radians clockwise.
Then Sθ(A) := {λRθa : a ∈ A, λ ∈ R} is a closed, super additive subspace valued map.
However Sθ is not inclusive.
3. Consider U , θ and rotation operators R(·) from the previous example. Let Sφ(A) :=
{λRφa : a ∈ A, λ ∈ R, φ ∈ (−θ, θ)} and Sψ(A) := {λRψa : a ∈ A, λ ∈ R, ψ ∈ [−θ, θ]}.
Both Sφ and Sψ are inclusive and super additive. Sψ is closed, but Sφ is not.
4. Consider U , θ and rotation operators R(·) from the previous example and SR subspace
valued map from the first example. Let Spi/2(A) := {λRpi/2a : a ∈ A, λ ∈ R} ∪ SR(A).
Spi/2 is inclusive and closed but not super additive.
5. Let LU,U be a closed vector space of continuous linear operators L : U → U . Then
SL(A) := {La : a ∈ A,L ∈ LU,U} is closed, inclusive and super additive.
6. Let U = Rn and E = {e1, . . . , en} be the standard orthonormal basis for Rn. Then
Snull(A) := {λ〈a, ei〉Uei : ei ∈ E, a ∈ A, λ ∈ R} is a closed subspace valued map. Snull
is not inclusive or super additive.
7. Let U = Rn and E = {e1, . . . , en} be the standard orthonormal basis for Rn. Then
Sproj(A) := {
∑n
i=1 λi〈a, ei〉Uei : ei ∈ E, a ∈ A, λi ∈ R} is an inclusive, closed, super
additive subspace valued map.
Note that if A ⊆ U is a vector subspace of U , S(A) need not be a vector space of U as
well. For example Sθ, Spi/2, Snull are all valid subspace valued maps but do not always map
a vector subspace A to another vector subspace. Further Spi/2 is an example of an inclusive,
closed, quasilinear, idempotent map for which A being a vector space does not imply S(A)
to be a vector space, showing that quasilinearity and idempotence are not sufficient to
preserve a vector space structure. This was also noted in (Argyriou and Dinuzzo, 2014,
Remark 2.1). To ensure that S(A) remains a closed vector subspace of U it is necessary
and sufficient for S to be closed and super additive as shown by the lemma below.
Lemma 11 For all closed vector subspace A ⊆ U , S(A) is a closed, vector subspace of U
if and only if S is a closed, super additive subspace valued map.
Proof Note that for any a, b ∈ S(A) there exists vector subspaces v1, v2 ⊆ A such that
a ∈ S(v1) and b ∈ S(v2). Then for any λ1, λ2 ∈ R, λ1a + λ2b ∈ S(v1) + S(v2). If S is
super additive then S(v1) + S(v2) ⊆ S(v1 + v2). Also since v1, v2 ⊆ A are subspaces in A,
v1 + v2 ⊆ A, implying S(v1 + v2) ⊆ S(A). Thus if S is super additive, for any λ1, λ2 ∈ R,
a, b ∈ S(A), λ1a+λ2b ∈ S(A). Thus S(A) is a vector space. Further for S(A) to be closed,
S must be a closed.
To show necessity of super additive S, we proceed by contradiction. Let S not be super
additive but S(A) be vector subspace for all vector subspaces A. Then there exist a vector
subspace A ⊆ U and subspaces v1, v2 ⊆ A such that S(v1)+S(v2) * S(v1+v2). But v1+v2 is
a vector subspace of A and v1, v2 ⊆ v1 +v2. Thus S(v1) ⊆ S(v1 +v2) and S(v2) ⊆ S(v1 +v2).
Also since v1 + v2 is a vector space and S(v1 + v2) is a vector space by assumption, then
S(v1) ⊆ S(v1 +v2), S(v2) ⊆ S(v1 +v2) implies S(v1)+S(v2) ⊆ S(v1 +v2), which contradicts
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the assumption of S not being super additive. Thus S(A) is a closed vector space for all
closed, vector space A if and only if S is super additive.
The notions of quasilinear and idempotent maps from prior work are related to the notion
of super additivity by noting that for any quasilinear, idempotent S, Ssup(A) :=
∑
w∈A S(w)
can be defined as the corresponding super additive map.
Another property that is of interest for us is the preservation of the null space for a
collection of operators under a subspace valued map. Formally we define this property as
follows,
Definition 12 (Null space preserving map)
Let L1, . . . , Lm be continuous linear operators and let A = N⊥L1,...,Lm be the orthogonal
subspace to the joint null space of the operators. Then a subspace valued map S : F →
span(F) is called Null space preserving with respect to operators {L1, . . . , Lm} if
S(A)⊥ ⊆ NL1,...,Lm
When S is null space preserving with respect to {L1, . . . , Lm}, then for all g ∈ S(A)⊥,
Lig = 0 for all i ∈ {1, . . . ,m}. This fact will be useful later when proving the generalized
theorem.
We note that all inclusive maps are null space preserving but not vice versa. However
a closed, super additive S is null space preserving if and only if S is inclusive. Lemma
13 below shows inclusive maps to be null space preserving. Lemma 14 shows a null space
preserving map that is not inclusive. Finally Lemma 15 shows that inclusivity is necessary
and sufficient for S to be null space preserving if S is closed and super additive.
Lemma 13 (Inclusive implies null space preserving)
If S : F→ span(F) is inclusive then it is null space preserving.
Proof Let A = N⊥L1,...,Lm. Then note that S being inclusive, implies A ⊆ S(A). Also for
all g ∈ S(A)⊥ and f ∈ A (⊆ S(A)), 〈f, g〉H = 0, implying g ∈ A⊥ = NL1,...,Lm, i.e.,
S(A)⊥ ⊆ NL1,...,Lm.
Lemma 14 (Snull as null space preserving map)
Let Snull be the projected subspace value as defined in Example 4-4. Snull is null space
preserving.
Proof Let A = N⊥L1,...,Lm and E = {e1, . . . , en} be the standard basis for Rn. Then
Snull(A)
⊥ = {λej : ∀f ∈ A, 〈f, ej〉Rn = 0, λ ∈ R}, i.e., Snull(A)⊥ ⊆ A⊥. Thus Snull(A)⊥ ⊆
NL1,...,Lm implying Snull is null space preserving.
Thus Snull provides an example of a subspace valued map that is null space preserving but
not inclusive.
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Lemma 15 (Closed, super additive and inclusive S)
Let S be a closed, super additive subspace valued map. S is null space preserving with respect
to operators {L1, . . . , Lm} if and only if S is inclusive.
Proof Let A = N⊥L1,...,Lm. If S is inclusive then it is null space preserving, by Lemma
13. On the other hand if S is null space preserving, then S(A)⊥ ⊆ NL1,...,Lm, implying
N⊥L1,...,Lm ⊆ (S(A)⊥)⊥. But N⊥L1,...,Lm = A and (S(A)⊥)⊥ = S(A) (∵ S(A) is a closed
vector subspace and S(A) and S(A)⊥ are orthogonal complementary vector subspaces, by
virtue of S being closed and super additive). Thus A ⊆ S(A), i.e. S is inclusive. Thus a
closed, super additive S is null space preserving if and only if S is inclusive.
The null space preserving property and orthogonal complementary nature of S(A) and
S(A)⊥ will be key in characterizing the conditions for the existence of a representer theorem.
Thus from here on we will only be interested in closed, super additive and inclusive subspace
valued maps. We next establish these properties for subspace valued maps when composed
with continuous linear operators.
2.2.1 Composition with Linear Operators
Let H,Z be two Hilbert spaces. Let L : H → Z be a continuous linear operator. Let FZ ,
FH be the power set of Z,H respectively. Let S : FZ → span(FZ) be an inclusive, closed
super additive subspace valued map in Z. We would like to define a new subspace valued
map SL : FH → span(FH) in H that preserves the closed, inclusive and super additive
properties of S. The following proposition (proof in Appendix) defines one such map.
Proposition 16 (Pulling back subspace valued maps)
Let S : FZ → span(FZ) be an inclusive, closed and super additive subspace valued map in Z.
Then, SL : FH → span(FH) defined as, SL(A) := L∗S(L(A)) is a closed and super additive,
(not necessarily inclusive), subspace valued map in H.
SL is guaranteed to be inclusive if L is unitary (i.e. L
∗ = L−1). For non-unitary L,
inclusivity of SL cannot be guaranteed in general, however examples of inclusive SL can
be produced for certain combinations of H and S definitions. Lemma 33 in the appendix
shows one such combination for the derivative operator D from Example 3.
Further to maintain orthomonotone properties, L must preserve orthogonality for SL(A)
and SL(A)
⊥. If L is unitary (L∗ = L−1) and S is inclusive, LSL(A) = LL∗S(LA) = S(LA)
and from Lemma 32 from the appendix, we know for any arbitrary L and S, L(SL(A)
⊥) ⊆
S(LA)⊥. Thus L(SL(A)) and L(SL(A)⊥) are orthogonal subspaces when L is unitary.
For non-unitary L, LSL(A) * S(LA) in general and thus L(SL(A)) and L(SL(A)⊥)
are not orthogonal subspaces in general. However for certain combinations of H and S
definitions, we can still have LSL(A) ⊆ S(LA) for non unitary L, thus maintaining the
orthogonality of subspaces L(SL(A)) and L(SL(A)
⊥). Lemma 34 in the appendix shows
this to be the case for the derivative operator D when Sproj (from Example 4) is used as
the subspace valued map on Z.
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Definition 17 (Preserving orthogonality w.r.t. SL)
Let SL be an inclusive, closed and super additive. L : H → Z is said to preserve orthogo-
nality with respect to SL, if
1. LSL(A) ⊆ S(LA)
2. L(SL(A)
⊥) ⊆ S(LA)⊥
2.3 Orthomonotone Functionals
Definition 18 Let Z be a Hilbert space. A functional Ω : Z → R ∪ {+∞} is called
Orthomonotone with respect to a map S : FZ → span(FZ) if
∀A ∈ FZ ,∀f ∈ S(A),∀g ∈ S(A)⊥, Ω(f + g) ≥ max{Ω(f),Ω(g)}
Consider the subspace valued map SR from Example 4. (Dinuzzo and Scho¨lkopf,
2012, Theorem 1) showed that a functional Ω is orthomonotone with respect to SR if
and only if there exists a monotonically increasing functional h : R → R ∪ {∞} such that
Ω(z) = h(||z||),∀z ∈ Z. Note that while the above characterization with a monotonically
increasing functional restricts its analysis to inner product induced norms, other kinds of
orthomonotone functionals can be constructed as well, as shown in the examples below.
Example 5 Orthomonotone functionals
1. Ω(z) = ||z||pZ , for any p > 0 is orthomonotone w.r.t. SR
2. Let Z = Rn and || · ||1 denote the `1 norm. Then, Ω(z) = ||z||1 is orthomonotone
w.r.t. Sproj (Sproj as defined in Example 4).
3. Consider the space of differentiable functions H from Example 3 and the differential
operator D : H → Y defined therein. Then Ω(f) = ||Df ||2Y is orthomonotone with
respect to SD := D
∗ ◦ Sproj ◦D
The proof for the first statement follows directly from (Dinuzzo and Scho¨lkopf, 2012, Theo-
rem 1) since Ω(z) = ||z||pZ , for any p > 0 is a monotonically increasing function of the inner
product induced norm. The proof for the second statement follows from Theorem 19 below
and the third statement follows from Theorem 20.
Note that the second statement in the example above shows how sparse regularization
problems involving the `1 norm are also covered by the notion of orthomonotone functionals.
The third statement shows the ability to regularize after composition with linear operators
that have a non trivial null space.
The orthomonotonicity of `1 regularizers is formalized with the following theorem,
Theorem 19 Orthomonotonicity of `1 regularizers
Let Z = Rn, Sproj be the subspace valued map defined in Example 4 and let h : [0,∞] →
R ∪ {+∞} be a monotonic increasing function. Then Ω(z) = h(||z||1) is orthomonotone
with respect to Sproj.
Proof We first show Ω(z) = ||z||1 is orthomonotone w.r.t. Sproj. The result for monotonic
increasing h follows from there.
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Let E = {e1, . . . , en} be the standard basis for Rn. Note that for any z ∈ Rn, Sproj(z) =
{∑ni=1 λi〈z, ei〉Rnei : ei ∈ E, λi ∈ R} and (Sproj(z))⊥ = {∑j λjej : 〈z, ej〉Rn = 0, ej ∈
E, λj ∈ R}. Similarly for a set A ⊂ Rn, Sproj(A) = {
∑n
i=1 λi〈z, ei〉Rnei : ei ∈ E, λi ∈
R, z ∈ A} and (Sproj(A))⊥ = {
∑
j λjej : ej ∈ E, λj ∈ R,∀z ∈ A, 〈z, ej〉Rn = 0}. Now for
any z ∈ Sproj(A) and c ∈ Sproj(A)⊥, ||z+ c||1 =
∑
{i:〈z,ei〉Rn 6=0} |zi|+
∑
{i:〈z,ei〉Rn=0} |ci| with
zi = 〈z, ei〉Rn and ci = 〈c, ei〉Rn. Also ||z||1 =
∑n
i=1 |zi| =
∑
{i:〈z,ei〉Rn 6=0} |zi| and ||c||1 =∑n
i=1 |ci| =
∑
{i:〈z,ei〉Rn=0} |ci|. Thus we see ||z + c||1 = ||z||1 + ||c||1 ≥ max{||z||1, ||c||1}
=⇒ Ω(z) = ||z||1 is orthomonotone with respect to Sproj.
Now for any monotonically increasing function h, for any a, b ∈ [0,∞), a > b implies
h(a) > h(b). Thus ||z+c||1 ≥ max{||z||1, ||c||1} implies h(||z+c||1) ≥ max{h(||z||1), h(||c||1)}.
And thus Ω(z) = h(||z||1) is orthomonotone with respect to Sproj for any monotonically in-
creasing function h.
The third statement in example 5, follows from the theorem below,
Theorem 20 Orthomonotone functionals composed with Linear Operators
If Ω is orthomonotone with respect to a closed, super additive subspace valued map S and L :
H → Z preserves orthogonality with respect to SL, then Ω◦L(f) := Ω(Lf), is orthomonotone
with respect to SL = L
∗ ◦ S ◦ L, i.e, ∀A ∈ FH, f ∈ SL(A), g ∈ SL(A)⊥, Ω(Lf + Lg) ≥
max{Ω(Lf),Ω(Lg)}.
Proof Since L preserves orthogonality with respect to SL, we know LSL(A) ⊆ S(LA) and
L(SL(A)
⊥) ⊆ S(LA)⊥. Thus ∀f ∈ SL(A), g ∈ SL(A)⊥, Lf ∈ S(LA), Lg ∈ S(LA)⊥.
Then by orthomonotone property of Ω with respect to S, we must have Ω(Lf + Lg) ≥
max{Ω(Lf),Ω(Lg)} =⇒ Ω ◦ L is orthomonotone w.r.t. SL.
With the notions of Linear and Adjoint operators combined with Subspace Valued maps and
Orthomonotone functionals, we are now ready to present the main result for the Generalized
Representer Theorem.
3. Generalized Representer Theorem
Let H be an arbitrary Hilbert space. For any m ∈ N and i ∈ {1, . . . ,m+1}, let Li : H → Zi
be continuous linear operators from H to arbitrary Hilbert spaces Zi. Let the Hilbert space
obtained from Z1 × Z2 × . . .Zm be denoted Z and let FH,FZi ,FZ be the power set of H,
Zi and Z respectively. Let C : Z → R ∪ {+∞} and Ω : Zm+1 → R ∪ {+∞} be some lower
semi-continuous functionals.
Consider the functional J : H → R ∪ {+∞},
J(f) := C(L1f, . . . , Lmf) + Ω(Lm+1f) (2)
Given a functional J specified by (C,Ω, L1, . . . , Lm+1), a learning problem is then posed as
fopt = argmin
f∈H
J(f)
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The inclusion of {+∞} in the range of lower semi-continuous C and Ω allows one to consider
constrained optimization problems. Following are a few examples of learning problems
written in this form,
Example 6 Learning problems
1. Let H be an RKHS space of functions taking values in Z = Rn. Consider the evalu-
ation operator from Example 1 such that Lx : H → Z is given by Lxf := f(x). Let
{(xi, yi) : i = 1, . . . ,m} be a training data set. Let L1, . . . , Lm be given by Lx1 , . . . , Lxm
and Lm+1 : H → H be the identity operator. Let C(L1f, . . . , Lmf) :=
∑m
i=1 ||yi −
σ(Lxif)||2Z for some activation function σ : Rn → Rn. Let Ω(Lm+1f) := ||f ||2H. Then
for J(f) =
∑m
i=1 ||yi − σ(Lxif)||2Z + ||f ||2H we get a regularized least squares problem
in the RKHS space if σ is linear and an RKHS based neural network layer for some
nonlinear σ.
2. Let Ω(f) = ||f ||21 in the above example and we get a `1 regularized problem.
3. Let Z = R, yi ∈ {+1,−1}, C(L1f, . . . , Lmf) :=
{
0 ∀i ∈ {1, . . . ,m}; yiLif > 0
+∞ otherwise
and Ω(f) = ||f ||2. Then J(f) = C(L1f, . . . , Lmf) + Ω(f) gives a Support Vector
Machine for binary classification.
Given a learning problem in terms of a functional J , we can next define the notion of a
linearly representable problem.
Definition 21 Linearly Representable Problem
Consider the functional J : H → R∪{+∞} from (2). Let S : FZm+1 → FZm+1 be a subspace
valued map. Let SLm+1 : FH → FH be SLm+1 := L∗m+1 ◦ S ◦ Lm+1 as given by Propostion
16. Let N⊥L1,...,Lm be the orthogonal complement to the joint null space for the operators
L1, . . . , Lm as given by corollary 2 and let Lm+1 preserve orthogonality w.r.t. SLm+1 (as
defined in Definition 17).
The functional J is said to be Linearly Representable with respect to S if a minimizer
for min
f∈H
J(f) exists in SLm+1(N⊥L1,...,Lm).
Further a family of functionals F is said to be Linearly Representable with respect
to S if every J ∈ F is Linearly representable with respect to S.
The notion of linear representability is quite significant as it allows one to write the
minimizer in a possibly infinite dimensional space H in terms of finitely many vectors
spanning N⊥L1,...,Lm . This often allows one to reformulate infinite dimensional optimization
problems in H into equivalent finite dimensional optimization in Z.
The Generalized Representer Theorem provides necessary and sufficient conditions for
a family of functionals F to be Linearly Representable. Below we state and prove, first
the sufficient condition for Linear Representability of a functional J and then the complete
statement of necessary and sufficient condition for a family of functionals F .
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Theorem 22 Generalized Representer Theorem (Sufficient condition)
Let S be an inclusive, closed, super additive subspace valued map. For any J of the form (2)
with Ω and C lower semi-continuous, the functional J is Linear representable with respect
to S, if Ω is orthomonotone with respect to S.
Proof Let A = N⊥L1...Lm. If Ω is orthomonotone w.r.t. S then Ω ◦ Lm+1 is orthomonotone
w.r.t. SLm+1 (by Theorem 20). Thus ∀f ∈ SLm+1(A), g ∈ SLm+1(A)⊥, Ω(Lm+1f+Lm+1g) ≥
Ω(Lm+1f). Also, if S is inclusive, closed and super additive, so is SLm+1. And thus by
Lemma 15, SLm+1 is null space preserving with respect to {L1, . . . , Lm}, i.e., SLm+1(A)⊥ ⊆
NL1,...,Lm. Thus for all g ∈ SLm+1(A)⊥, Lig = 0 for all i ∈ {1, . . . ,m}.
Now, note that SLm+1(A) and SLm+1(A)
⊥ forms an orthogonal complementary pair for
H, thus for any F ∈ H we can find a decomposition for F = f + g, f ∈ SLm+1(A),
g ∈ SLm+1(A)⊥. Then
J(F ) = C(L1(f + g), · · · , Lm(f + g)) + Ω(Lm+1(f + g)) (3)
= C(L1f, · · · , Lmf) + Ω(Lm+1f + Lm+1g) (4)
≥ C(L1f, · · · , Lmf) + Ω(Lm+1f) (5)
Thus ∀F ∈ H, ∃f ∈ SLm+1(A) such that J(f) ≤ J(F ). Thus if J admits a minimizer in H,
a minimizer must exists in SLm+1(A), implying J is Linearly Representable w.r.t. S.
The Generalized Representer Theorem we present here differs from its prior counterpart
(Argyriou and Dinuzzo, 2014, Theorem 3.1) in two significant ways. Firstly, there is no
assumption for a finite dimensional r-regularity property on the subspace valued map and
secondly, the output space Z can be arbitrary infinite dimensional Hilbert spaces. These
two changes become significant since when dealing with stochastic regression problems the
output space Z is an infinite dimensional semi-Hilbert space of random variables and when
dealing with `1 regularization problems in function spaces, the corresponding subspace
valued map Sproj is not r-regular for any finite r. We will expand upon these differences in
Section 4 with corresponding application examples.
To prove the necessary part of the theorem, first consider the following proposition.
Proposition 23 Let z? = (z?1 , . . . , z
?
m) be a minimizer for C. Let A = N⊥L1...Lm and f ∈
SLm+1(A), f 6= 0. Then for a collection of m linear operators L′i : H → Zi such that
L′ih = z
?
i 〈f, h〉H/||f ||2 for i = 1, . . . ,m.
1. g ∈ SLm+1(A)⊥ =⇒ L′ig = 0
2. L′if = z
?
i and the adjoint is given by L
′
i
∗z = 〈z?i , z〉Zif
Proof Note that g ∈ SLm+1(A)⊥, f ∈ SLm+1(A) implies g ⊥ f and L′ig = (z?i /||f ||2)〈f, g〉H =
0. Thus showing the first statement of the proposition. L′if = z
?
i follows by substituting
f into the definition for L′if . For the adjoint, note that L
′
i
∗ is such that 〈L′i∗z, h〉H =
〈z, L′ih〉Zi = 〈z, z?i 〈f, h〉H/||f ||2〉Zi = 〈z, z?i 〉Zi〈f, h〉H/||f ||2. Thus we can conclude L′i∗z =
〈z?i , z〉Zif/||f ||2.
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The above proposition shows the existence of a nonempty subspace of linear operators
(L′1, . . . , L′m) such that a fixed (SLm+1(N⊥L1,...,Lm))⊥ ⊆ NL′1,...,L′m and S is null space pre-
serving with respect to {L′1, . . . , L′m} (by Lemma 15).
Definition 24 (Null space preserving operators)
Let S be a closed, super additive subspace valued map. Then the space of continuous linear
operators L = {(L1, . . . , Lm) : S is null space preserving w.r.t. {L1, . . . , Lm}} is called a
family of null space preserving operators with respect to S.
Note that the operators (L′1, . . . , L′m) from Proposition 23 belong to L.
Definition 25 (Family of null space preserving functionals)
Let S be an inclusive, closed, super additive subspace valued map. Let C,Ω be lower semi-
continuous functionals and Lm+1 : H → Zm+1 and L be a family of null space preserving
operators w.r.t. SLm+1. Then consider the family of functionals F := {J : H → R∪{+∞} :
J(f) = C(L1f, . . . , Lmf) + γΩ(Lm+1f), γ ∈ [0,∞), (L1, . . . , Lm) ∈ L}. We will call this a
family of null space preserving functionals.
Theorem 26 Generalized Representer Theorem (Necessary and Sufficient Conditions)
A family of null space preserving functionals F is Linearly Representable if and only if,
Ω ◦ Lm+1 is orthomonotone with respect to SLm+1
Proof The proof for sufficiency (i.e. orthomonotone Ω =⇒ existence of representer
theorem) follows from Theorem 22.
To prove necessity of orthomonotone Ω, let the family of functionals F be linear repre-
sentable w.r.t. to map S.
Consider a functional J := (C,Ω, L1, . . . , Lm, Lm+1) ∈ F and construct a functional
J ′ := (C,Ω, L′1, . . . , L′m, Lm+1) ∈ F with L′1, . . . , L′m as given in Proposition 23. Let fJ ′ be
the minimizer for J ′.
Further we know C(z?1 , . . . , z
?
m) + Ω(Lm+1fJ ′) ≤ C(L′1fJ ′ , . . . , L′mfJ ′) + Ω(Lm+1fJ ′) ≤
C(L′1(f + g), . . . , L′m(f + g) + Ω(Lm+1(f + g)) for any f, g ∈ H. For A = N⊥L1...Lm, consider
f ∈ SLm+1(A), g ∈ SLm+1(A)⊥, then L′ig = 0 and L′if = z?i . Thus we have C(z?1 , . . . , z?m) +
Ω(Lm+1fJ ′) ≤ C(L′1fJ ′ , . . . , L′mfJ ′) + Ω(Lm+1fJ ′) ≤ C(z?1 , . . . , z?m) + Ω(Lm+1(f + g)) =⇒
Ω(Lm+1fJ ′) ≤ Ω(Lm+1(f + g)).
Now if we consider a Cauchy sequence γk → 0 converging to 0 and a sequence of
functionals J ′k := (C, γkΩ, L
′
1, . . . , L
′
m, Lm+1) ∈ F . Then we get a sequence of mini-
mizers fJ ′k → f . Also since Ω(Lm+1fJ ′k) ≤ Ω(Lm+1(f + g)) for all fJ ′k , this implies
Ω(Lm+1f) ≤ Ω(Lm+1(f + g)) for all f ∈ SLm+1(A), g ∈ SLm+1(A)⊥.
Similarly for w ∈ SLm+1(A)⊥, w 6= 0 consider, operators L′′i h = z?i 〈w, h〉H/||w||2H.
Note that for all f ∈ SLm+1(A), L′′i f = 0 and for all g ∈ SLm+1(A)⊥, L′′i g = z?. Also
(L′′1, . . . , L′′m) ∈ L by Lemma 15. Consider the functional J ′′ = (C,Ω, L′′1, . . . , L′′m, Lm+1) ∈
F and let the minimizer for J ′′ be fJ ′′. Then as before C(z?1 , . . . , z?m) + Ω(Lm+1fJ ′′) ≤
C(L′′1fJ ′′ , . . . , L′′mfJ ′′) + Ω(Lm+1fJ ′′) ≤ C(L′′1(f + g), . . . , L′′m(f + g) + Ω(Lm+1(f + g)).
Thus Ω(Lm+1fJ ′′) ≤ Ω(Lm+1(f + g)). Considering then the sequence of functionals J ′′k :=
(C, γkΩ, L
′′
1, . . . , L
′′
m, Lm+1) ∈ F , the corresponding minimizers fJ ′′k → g as γk → 0. Thus
for all g ∈ SLm+1(A)⊥, Ω(Lm+1g) ≤ Ω(Lm+1(f + g)).
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Thus the existence of linear representers for the family F implies for all f ∈ SLm+1(A),
g ∈ SLm+1(A)⊥, Ω(Lm+1(f + g)) ≥ max{Ω(Lm+1f),Ω(Lm+1g)}, i.e. Ω ◦ Lm+1 is or-
thomonotone w.r.t. SLm+1.
Remark 27 (Extension and Previous Works)
We presented here a generalized version of Representer theorems for Hilbert space valued
functions with general loss functions on an arbitrary target Hilbert space Z without the
assumption of “r-regularity” to allow for more general regularization like the `1 norm.
Special cases of the theorem addressing least squares regularization for vector valued func-
tions in Reproducing Kernel Hilbert Space (RKHS) framework can be found in (Micchelli
and Pontil, 2005, Theorems 3.1, 4.1). Special cases of the theorem for `1 regularization can
be found in Unser et al. (2016). A generalized version of the Representer theorems for more
general loss functions but still restricted to RKHS of real valued functions can be found in
Dinuzzo and Scho¨lkopf (2012); Scho¨lkopf et al. (2001). The far more general framework of
subspace valued maps was introduced in (Argyriou and Dinuzzo, 2014, Theorem 3.1).
Argyriou and Dinuzzo (2014) however restricts its loss function to the form J(f) :=
C(〈f, w1〉, . . . , 〈f, wm〉) + Ω(f) where C necessarily takes arguments from Rm. We extend
this result to allow arguments for C and Ω in an arbitrary Hilbert space Z. Considering
an arbitrary Hilbert space Z for the output also has the effect that representer theorems
for vector valued outputs can be simply explained away with the SR subspace valued map
as opposed to using a matrix based SL subspace valued maps as was required by Argyriou
and Dinuzzo (2014) (SR, SL as defined in Example 4). Further with infinite dimensional
outputs Z, cases of such outputs occurring in Bayesian regression settings (special case in
Pillai et al. (2007)) can also be tackled, which were outside the scope of previous works.
4. Application Examples
4.1 Deep Neural Networks
Consider a single layer perceptron with an activation function σ, with input x, hidden
variables h = f(x) and output y. Given m training samples {(xi, yi) : i ∈ Nm} consider the
variational learning problem
min
f∈H
m∑
i=1
||yi − σ(Lxif)||2Z + λ||f ||2H (6)
This minimization problem fits exactly the form of (2) by taking C to be
∑m
i=1 ||yi −
σ(Lxi(·))||2 and Ω to be ||f ||2H. Since Ω is orthomonotone with respect to SR, we know a
minimizer of the form
∑m
i=1 L
∗
xizi must exist. Substituting this form into the minimization
above we can get a finite dimensional minimization problem. Also for H restricted to an
RKHS we know the adjoint L∗x to be the kernel section from Example 1. For formulations
with an explicit basis we know L∗x from Example 2(a). Thus we have a nonlinear program
to solve for a kernel based and explicit basis based deep neural network with zi ∈ Z being
the new decision variables. Note that the program becomes nonlinear due to a nonlinear
activation function σ and only thus differs from a generalized least squares setting.
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Figure 1: Multi class classification with a 3 layer squared exponential kernel based neural
network. Class probabilities shaded as red, blue, green values.
Training data shown as point clusters.
Now for a N-layer perceptron, consider each layer perceptron to be given by f (l) ∈ H(l),
Cl, Ωl, σl and output y
(l), l ∈ {1, . . . , N}. Also lets denote the inputs xi as y(0)i and observed
output yi as y
(N)
i for notational convenience. Then consider the minimization problem
min
{y(l):l=1,...,N−1},{f (l)∈H(l):l=1,...,N}
N−1∑
l=0
[
m∑
i=1
||y(l+1)i − σl(Ly(l)i f
(l))||2Z(l) + λl||f ||2H(l)
]
(7)
One can notice here the similarity of the above problem to the discrete time multiple
shooting problems in numerical optimal control where optimal decisions are to be made
over a N step horizon and y
(l)
i s are the predicted states of the system to be solved for.
The key idea in multiple shooting methods is to find the optimal solution for each segment
(l) → (l + 1) assuming a fixed y¯(l) is given and then impose the additional constraint
y¯(l+1) = σ(Ly¯(l)f
(l)) for l ∈ {0, . . . , N − 1}.
Thus for any fixed set {y(l)i : i = 1, . . . ,m, l = 0, . . . , N}, we know a minimizer for f (l)
will take the form f (l) =
∑m
i=1 L
∗
y
(l)
i
z
(l)
i . One thus reduces the above problem to a finite
dimensional nonlinear program in y
(l)
i , z
(l)
i . Solving it like a multiple shooting problem
with each segment minimized and then a consensus constraint on the hidden variables
also make the problem highly parallelizable. Below we show an example of a 3 layer neural
network with H(l) being an RKHS space with a squared exponential kernel of functions from
R2 → R3. The neural network is used as a 3-class classifier. Inputs xi are points from a point
cloud in R2 and the outputs yi are class labels encoded as a one hot encoding, yi = (1, 0, 0)
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for class 1, yi = (0, 1, 0) for class 2 and yi = (0, 0, 1) for class 3. Then starting with a
random guess for {y(l)i : i ∈ {1, 2}} and {z(l)i : i ∈ {1, 2, 3}}, we solve the optimization in
(7) with repeated optimizations tightening the constraint towards y¯(l) = σ(Ly¯(l−1)). Passing
the output predictions of the network through a logistic function, gives us a probability for
any point in R2 to be in class 1,2 or 3. A logistic soft-max function is used to label the
predictions. Figure 1 shows the output of the trained neural network with class probability
for points in R2 shaded with corresponding RGB color values.
4.2 Learning Stochastic Processes
Let (Ω,F ,P) be a probability measure space. Consider a family of Hilbert spaces G = {Gω :
ω ∈ F}, in which for each ω ∈ F , Gω is a Hilbert space of deterministic functions fω : X →
Rω taking members of an index set X to a deterministic Hilbert spaceRω of vectors in Rn. G
forms a semi-Hilbert space of Stochastic Processes such that 〈f, g〉G := E[〈f(·, ω), g(·, ω)〉Gω ].
Define an equivalence relation ∼ which says f ∼ g if 〈f − g, f − g〉G = 0. The quotient
space H = G\ ∼ then defines a Hilbert space where all equivalent processes are considered
as a single element in the space. Similarly defining R = {Rω : ω ∈ F} with inner product
〈z1, z2〉R = E[〈z1(ω), z2(ω)〉R] and an equivalence relation z1 ∼ z2 if 〈z1− z2, z1− z2〉R = 0.
We get a Hilbert space Z = R\ ∼ of n-dimensional random vectors.
Now, consider a parametric evaluation operator Lx : H → Z defined as Lxf := f(x, ·)
where Lxf maps f to a Gaussian random vector in Z. A classical additive Gaussian noise
observation model is y = f(x) + η with η ∼ N (0,Ση). Thus y = Lxf + η maps f to a
Gaussian random observation vector y ∈ Z if H is a space of Gaussian processes.
The adjoint L∗x can then be specified by observing that 〈L∗xz, f〉H = E[〈L∗x,ωz(ω), f(·, ω)〉Gω ] =
〈z, Lxf〉Z = E[z(ω)T f(x, ω)]. Then if we restrict Gω to be a RKHS with kernel Kω(·, ·),
the adjoint action L∗x,ωz(ω) = Kω(x, ·)z maps the random vector z to the random process
Kω(x, ·)z(ω) for random events ω. A special case of the above would be to consider a
common RKHS G with kernel K for all ω, then the adjoint L∗xz = K(x, ·)z.
Now with the spaces and adjoint defined we can consider a regression problem with H
being a RKHS for Gaussian processes with kernel K, and Z being the space of n dimensional
Gaussian random vectors.
min
f∈H
m∑
i=1
||yi − Lxif − ηi||2Z + λ||f ||2H (8)
Here the functionals C(L1f, . . . , Lmf),Ω(f) are strictly convex and orthomonotone with
respect to the subspace valued map SR. From Theorem 26 we know a linear representer
w.r.t. S must exist for a minimizer.
Thus a unique minimizer of the form fopt ∈ {
∑m
i=1K(xi, ·)zi : zi ∈ Z} exists. Substitut-
ing for fopt into the minimization problem we can now get a finite dimensional minimization
problem with decision variables being the mean and variances of zi.
Let z¯?i be the mean for optimal zi and C
?
zij be the covariance between the optimal
zi, zj . The mean and variance functions for the process can then be written as f¯(x) =∑m
i=1K(xi, x)z¯
?
i and Σf (x) =
∑m
i,j=1K(xi, x)C
?
zijK(x, xj).
Figure 2 shows an example for such a regression with a squared exponential kernel
mapping with the output yi ∈ Z being a two dimensional Gaussian random vector and
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Figure 2: Least squares regression in Gaussian process space
xi ∈ R. It should be noted that by writing the KKT conditions for optimality, it can be
verified that the mean prediction coincides with the classical result for Bayesian prediction,
with z?i being given as a solution to the linear system of equations
m∑
k=1
(λδik +K(xi, xk))z¯k = y¯i ∀i ∈ Nm
where δik = 1 if i = k and 0 otherwise.
4.3 `1-Regularization
Let X = Rl, Y = Rn×k, Z = Rk and H = Rn. Let φ : X → Y be a given collection of
features and let {e1, . . . , en} be the standard basis for Rn. Consider the continuous linear
operator Lx,φ : H → Z from Example 2(a), where Lx,φ(W ) = φ(x)TW . Then consider the
`1-regularization problem for feature selection given a set of observations D = {(xi, yi) :
xi ∈ X , yi ∈ Z, i = 1, . . . ,m} given by,
min
W∈H
m∑
i=1
||yi − Lxi,φW ||2Z + λ||W ||21 (9)
where the ||W ||1 = (
∑n
i=1 |Wi|). Given that the `1 norm is orthomonotone with respect to
Sproj , where we can write Sproj(A) = {
∑
i λiei : λ ∈ R,W ∈ A,Wi 6= 0} for any A ⊆ H.
Then from the Generalized Representer Theorem we know that a minimizer for (9) must
exist in Sproj(A), for A = N⊥Lx1,φ,...,Lxm,φ = {
∑m
i=1 L
∗
xi,φ
zi : zi ∈ Z}.
From Example 2(a), we also know that L∗xi,φzi = φ(xi)zi. Thus Sproj(A) = {
∑
j λjej :
∀i ∈ {1, . . . ,m}, φ(xi)T ej 6= 0, λj ∈ R}. Substituting this form of the minimizer into (9),
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we can then find the optimal λjs. The above problem is often used as a means for sparse
feature selection in learning problems.
Note that while we showed the implications of having arbitrary Hilbert valued output
spaces using the example of stochastic regression, we have not yet shown an implication
of not having r-regular subspace valued maps. The examples from neural networks and
stochastic regression were covered by SR which is 1-regular and the above `1 problem was
covered by Sproj which for n-dimensional H is n-regular. To give an example of a subspace
valued map that is not r-regular for any finite r we must consider the `1 regularization
problem with H being a infinite dimensional Hilbert space for which the `1 norm is well
defined and an basis analogous to {e1, . . . , en} is available.
For this purpose, let X = Z be the set of integers and Z = R. Let F = 2Z be a sigma
algebra on X and µ be the counting measure on (X ,F) measurable space. LetH be the space
of `2(X ,F , µ) functions from X to R such that for any f ∈ H, ||f ||2 =
∑
i∈Z |f(i)|2 < ∞
and 〈f, g〉H =
∑
i∈Z f(i)g(i). Let 〈z1, z2〉Z = z1z2 be the scalar product on Z = R.
Note that the `1 norm is well defined for all f ∈ H as ||f ||1 =
∑
i∈Z |f(i)| <∞. Further
a set of orthonormal basis for H can be written as {(δi : X → Z) : i ∈ Z} with δi defined
as δi(j) =
{
1 if i = j
0 otherwise
. The above space of `2 functions forms a complete Hilbert space
as shown by (Riesz-Fischer Theorem, Rudin, 1964).
Further note that the evaluation operator Lx : H → Z defined as Lxf = f(x) for any
x ∈ X is a bounded (implying continuous) linear operator on `2(X ,F , µ) with the adjoint
L∗x given by δx(·), since for all z ∈ R, 〈z, Lxf〉Z = zf(x) = 〈zδx, f〉H = 〈L∗xz, f〉H.
Then for the problem,
min
f∈H
m∑
i=1
||yi − Lxif ||2Z + λ||f ||21 (10)
we have Ω(f) = ||f ||21 orthomonotone with respect to the subspace valued map Sproj(A) =
{λ〈a, δi〉Hδi : a ∈ A, λ ∈ R, i ∈ Z} (the proof for orthomonotonicity follows from similar
arguments as presented in the proof for Lemma 19). The Sproj thus defined is not r-regular
for any finite r. However by Theorem 26 we know the minimizer must be of the form
Sproj({
∑m
i=1 L
∗
xizi : zi ∈ R}) = Sproj({
∑m
i=1 δxi(·)zi : zi ∈ R}) = {
∑m
i=1 δxi(·)zi : zi ∈ R}.
Thus (10) provides an example of problems where a non r-regular subspace valued map is
required and thus was not be covered by previous counterparts of the Generalized theorem.
5. Conclusion
We presented here an extension to existing work on generalized representer theorems by
extending the result to apply to learning arbitrary Hilbert space-valued function spaces.
Subspace valued maps with a super additive property were introduced and the property
was shown to be necessary and sufficient for preserving a vector space structure. The
assumption of “r-regularity” was removed from the generalized theorem in order to allow
more general subspace valued maps and its implications were shown for the `1 regularization
problem in function spaces. The formalism of linear operators and adjoints was introduced
into the generalized representer theorem and new properties of subspace valued maps when
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composed with linear operators were established in order to achieve the said extension. The
`1 norm was shown to be orthomonotone with respect to a projection based subspace valued
map that shows the sparsity inducing nature of the `1 norm regularizers. Finally examples
from kernel based neural networks, stochastic process learning and feature selection with `1
norms were presented to show the application of the generalized theorem to these problems.
Appendix A. Appendix
A.1 Subspace Valued Maps
Definition 28 (Quasilinear map)
A map S : F→ span(F) is called quasilinear if
∀A,B ∈ F, λ1, λ2 ∈ K, S(λ1A+ λ2B) ⊆ λ1S(A) + λ2S(B)
Definition 29 (Idempotent map)
A map S : F→ span(F) is called idempotent if
∀A ∈ F, S(S(A)) = S(A)
Definition 30 (r-regular maps)
For some r ∈ N, we call a map S : F→ F, r-regular if
1. it is inclusive, quasilinear and idempotent
2. for all a ∈ U , dimension of S(a) is at most r
Proposition 31 (Pulling back subspace valued maps)
Let S : FZ → span(FZ) be an inclusive, closed and super additive subspace valued map in Z.
Then, SL : FH → span(FH) defined as, SL(A) := L∗S(L(A)) is a closed and super additive,
(not necessarily inclusive), subspace valued map in H.
Proof For any subspaces A,B ⊆ H, LA,LB ⊆ Z are subspaces in Z (∵ L is a continuous
linear operator). Then SL(A+B) = L
∗S(LA+LB) ⊇ L∗S(LA)+L∗S(LB) = SL(A)+SL(B)
(by super additivity of S). Thus SL is super additive. Further if S is closed then SL is also
closed by default since continuous linear operators on Hilbert subspaces map closed sets to
closed sets. Finally, note that LA ⊆ S(LA) (∵ S is inclusive). Then L∗LA ⊆ L∗S(LA).
However unless A ⊆ L∗LA this does not imply inclusivity for SL.
Lemma 32 Let SL be given by Proposition 16. Then, L(SL(A)
⊥) ⊆ S(LA)⊥.
Proof For all z ∈ S(LA) and g ∈ SL(A)⊥, 〈z, Lg〉Z = 〈L∗z, g〉H. But by definition
L∗z ∈ SL(A) (∵ SL(A) = L∗S(LA)) and g ∈ SL(A)⊥, implying 〈z, Lg〉Z = 0. Thus
L(SL(A)
⊥) ⊆ S(LA)⊥.
20
Generalized Representer Theorems
Lemma 33 (Derivative operator: SL inclusive for Sproj)
Let Em = {e1, . . . , em} be the standard orthonormal basis for Rm and Emn = {e1, . . . , emn}
be the standard orthonormal basis for Rm×n. Let H be a Hilbert space of Rm-valued square
integrable polynomial functions supported on [−1, 1]n ⊆ Rn with the Legendre polynomi-
als, given as {pijei ∈ H : pij(x) = cj∂nxi [(x2i − 1)j ], cj = (j + 0.5)
1
2 (2jj!)−1, j ∈ N, ei ∈
Em, xi = 〈x, ei〉Rn} as the orthonormal basis for H. Let Y be the space of Rm×n-valued
functions and D : H → Y be the derivative operator from Example 3. Let Sproj(A) =
{∑∞j=0∑mi=1 λij〈aei, pijei〉HeieTi : a ∈ A, λij ∈ R} be an inclusive, closed, super additive
subspace valued map on Y. Then SL : FH → span(FH) defined as SL = D∗ ◦ S ◦ D is
inclusive, closed and super additive.
Proof Closed and super additive SL is implied by Proposition 16. To show inclusivity
of SL, let φi = {j ∈ N : ∀a ∈ A, 〈aei, pijei〉H 6= 0} and note that D∗Sproj(DA) :=
{∑mi=1∑j∈φi λij∂2xipijei, λij ∈ R} ⊇ A for any subspace A = {∑mi=1∑j∈φi λijpijei} (since
monomials of all orders are still present in D∗Sproj(DA)). Thus SL is inclusive.
Lemma 34 (Derivative operator: D preserves orthogonality w.r.t. SL)
Given the space of H and Sproj as defined in Lemma 33, the derivative operator D preserves
orthogonality w.r.t. SL.
Proof SL is inclusive by Lemma 33. Also L(SL(A)
⊥) ⊆ S(LA)⊥ by Lemma 32.
Further L(SL(A)) = DD
∗Sproj(DA) := {
∑m
i=1
∑
j∈φi λij∂
3
xipijeie
T
i : λij ∈ R} and
Sproj(DA) = {
∑m
i=1
∑
j∈φi λij∂xipijeie
T
i : λij ∈ R}. Thus DD∗Sproj(DA) ⊆ Sproj(DA)
(since monomials of any order present in DD∗Sproj(DA) are also contained in Sproj(DA)).
Thus L(SL(A)) ⊆ S(LA) and given the space of H and Sproj as defined in Lemma 33, the
derivative operator D preserves orthogonality w.r.t. SL
Note on the other hand, using SR instead of Sproj does not preserve orthogonality with
respect to the corresponding SL.
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