






































本論文では，まず MANET 向けのルーティングプロトコル Contac-based Hybrid 











較して CHR は 95 %以上のメッセージ到達率を達成したうえで，メッセージ数を
50% 以上削減することができた.さらに近隣のノードのみへの経路を常に維持す
るハイブリッドルーテイング ZRP( ゾーンサイズは 2) に対する優位性を確認した.




り，車両をノードとしたマルチホップ車車問アドホックネットワーク (Vehicular Ad 




車問マルチホップ通信向け位置情報ルーテイングプロトコル GVGrid (Geographic 
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ワーク (VANET) では， トポロジの変化が非常に激しく，プロアクテイブなネッ












本研究では，まず MANET 向けのルーテイングプロトコル Contac 同 based Hybrid 
















め， RREQ メッセージ数を大幅に削減できる.シミュレーション実験により， CHR 




























GVGrid と車車問位置情報ルーテイング GPCR との比較シミュレーション実験を
行った結果， GVGrid はGPCR と同程度の制御メッセージ数で経路の平均生存時間
を大幅に向上させることができたことを確認した.




























る位置情報ルーテイングに関する研究も多くなされている(文献 [13 ，14 ，15 ，16 ， 17 ， 
18 ， 19 ，20 ，21 ，2 ，23 ，24 ，25]) . Mob i1i ty-Asisted Infornation Difusion (MAID) 



























































ここで， MANET の典型的な利用方法について考える.その 1つとして，近隣の
クライアント問でアドホックネットワークを形成することにより，無線インフラ
のカバーエリアを拡張することがあげられる.このような応用方法は特に図 1 (a) 
のような車車問アドホックネットワーク (VANET) での実現が想定される.図中































本章では MANET 向けのルーティングプロトコル Contac-based Hybrid Routing 


















フリースペースでの Ran do m Way Point (RWP ) モピリテイモデルと単純な道路
<' ':;プでの M anh at tan (M H ) モピリティモデルを用いたシミュレーション実験を
行った. さらに現実的な応用例として，碁盤状道路マップでの避難行動モデルを
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ピーコンメッセージ、を受け取ったら(すなわち，ノード j が隣接したら) ，ノード
j をノード t の遭遇ノードと呼ぶ(逆も同様によぶ) .υ 土，各遭遇ノードに対応し
た遭遇エントリを作成し，テーブルとして管理する.遭遇エントリは以下のよう
に道遇ノード ID ，中継ノード ID ，TTL からなる.
(enc ω ηter node ， gate ωαy node ， TL)
12 
ノード tの遭遇エントリ(j， k， t) は，もしノード tが遭遇ノード j への経路を発見
したいなら，中継ノード kがノード k からノード j までの部分経路の発見を担当
し，かっそのエントリの有効期限がtであることを意味している.もしノード tが
隣接ノード j からのピーコンを受け取り，さらに j の遭遇エントリを持っていな
い場合には，ノード 4はあらたな遭遇エントリ(j， i， TT L init ) を作成する TTL init
は有効期限の初期値である.もし既に遭遇エントリ (j， k， t) (k がtの場合も含む)




出すると，ノード 4は隣接ノードの中からj とも接続性を維持しているノード k を
発見する.これは隣接ノードからのビーコンメッセージに含まれる情報から判断
できる.もしそのようなノードを発見したら，ノード tは遭遇エントリ(jぅ i，t) を
(j， k， t) に更新する.各ノードはピーコンメッセージをム t単位時間ごとに送信し
ているとする.既に存在していて，初期化されなかった遭遇エントリ(j， k， t) に対
しては，その TL 欄の値t を，接続性の確認を行う度にムtずつ減らしていく.
図2 は， 2単位時間ごとに接続性を確認するとしたときの例を示している.
ノード S は時刻T に1つの隣接ノード D を持ち，時刻 T+2 には 2 つの隣接ノー
ドA とD を持っている.時刻 T 十 4 には，ノード S はノ}ド D とのリンク切断を
検出している.したがってノード D とノード S の両方とリンク接続を維持してい
るノード A を，ノード D へ接続するための中継ノードとして指定する.同様に時
刻 T+6 には，ノード S が遭遇ノード C の遭遇エントリを加え，ノード A の中継
ノードとしてノード B を指定し，各エントリの TL 欄を更新している.
以下にノード S からノード D への経路探索の基本動作を記述する.ノード S が
ノード D に対する遭遇エントリを持っている場合には，自分のテーブルからノー
ド列 [η0 ぅn1 ぃ・・川ω] を生成する.このとき no ，ηω はそれぞれノード S とD であり，
m はノード叫+1 の中継ノードである (O :S i :S ω-1) .このノード列がノード S に
よって計画された目的ノード D への経路となる.そしてノード S は自身を列から
除去し，残りのノード列 [n1 ，…，叫を含んだ経路要求 (R 阻 Q) メッセージを隣接
ノード η1 に送信する. RREQ の転送プロセスは以下のように一般化できる.ノー
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ド叫がノード列 [ni' ni+1 ，…，nω] を含んだ RREQ メッセージを受け取ったとする.
ノード S がm を問+1 の中継ノードに指定した時はノード問+1 は隣接ノードだっ
たが，この時点ですでに叫+1 がm の隣接ノードであるとは限らない.したがって，
ni+ 1 への経路を見つけるため，ノード m は自分の遭遇テーブルを利用して新たな
ノード列 [mO ，m1' …，m z-1 ，m Z ] を作る.ここで mo ，m z はそれぞれ問，n i+ 1であ
り mi はmi +1 の中継ノードである (0 ::; i ::; z - 1) .これが叫で計画された向
から問+1 への経路である.ノード問はこのノード列を [ni ぅ問+1 ，.・-川 ω] の部分列
[ni' ni +1] と置き換える.その結果，ノード m からノードηω への経路を部分的に補
完した経路である新しいノード列 [ni ，m r， …，m z-1 ，ni+1 ，…川ω] が得られる.そし
てノード問は自身をその列治、ら除去し，ノード列 [m1' …，m z-1 ，ni+1 ，…，nωー1川ωl
を含む RREQ メッセージをノード m1 に送信する.この処理を RREQ メッセージが
ノード ηω(すなわちノード D) に到達するまで繰り返すことで， RREQ メッセー
ジは S から D までの候補経路を得ることができる.
RREQ メッセージは転送されてきた経路を記録しているので，その逆順の経路
にそって D は経路返信 (REP) メッセージを S に送り返す.ノード S が RREP
を受け取るのに成功すると，その経路は利用可能と判断できる.
図3 はルート発見の過程を例示している.図の単純化のため，遭遇エントリ中
のTTL 欄は省略しである.また，二重円で書かれたノードは，目的ノード D と遭
遇したノードであることを意味している.逆に一重円で書かれたノードは，目的
ノード D と遭遇していない.上は初期の状況，下は最終的な状況を示している.
中央の状況は，ノード A とD の接続が切れたため，ノード X が中継ノードになっ
たことを示している.ここで一番最後の状況に注目する.今ノード S がノード D
への経路を要求したと仮定する.するとノード S はノード列 [S ぅC ，B ，A ，D] を遭
遇テーブルより構築し，自身を削除して，その列を含む RREQ メッセージをノー
ドC に送る.ノード C がメッセージを受信すると，次のノード B は直接の隣接
ノードなので，自身を列から削除したものを B に転送する.ノード B も同様の処
理を行い，ノード A が RREQ メγセージを受け取る.このとき RREQ メッセージ
に含まれるノード列は [A ，D] である.しかしここで次のノード D はもう既にノー
ドA の隣接ノードではない.それゆえノード A は遭遇テーブルから新たなノード












[A ，D斗Y ，X ，DJI
Nod 巴A Node Y Node X 
図 3: 遭遇テーブルを用いた RREQ メッセージの伝達
してノード列 [A ，Y，X ，D] が得られる.そしてノード A は自身を列から削除したあ








るノードが RREQ メッセージを受け取ると， 8 に経路を送り，それに沿って S は
RREQ メッセージを 1つだけ送信する.後は上述の方法で RREQ メッセージを転
送していく.
ここで，あるリングサ}チ内に目的エントリを持つノードが複数見つかった場
















られる.どちらの場合も，ノード問でノード列 [n ゎ叫十1，…川ω] の部分列 [ni ，ni +1 l 
を列 [n ゎml ，…，m z-l ，ni+l で置き換えたとする.
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1.列 [m I， .・ .， mz-1l の中に 叫 (i + 2 三u 三ω) が含まれている場合




1の場合では，単純に，得られた列から部分列 [n v，…川v-1l を除去することで解










で、受け取った RREQ メッセージに含まれているノード列が [ni ，向 +1 ぅ…川ωl であ
ったとし，その部分列 [ni ，叫+1 lを[ni ，m1 ，…，m z-1 ，ni+1l で置き換えて，新しい列
[ni ，m1 ，…ぅ m z-1 ，n i+ 1ぃ・，nwl が得られたとする.その後いくつかのノードに転送
され，ノード mj が [mj ，…，m z-1 ，ni+1 ， ...川 wl を含む RREQ メッセージを受け取
る.ここでまた， [mρmj +1 lが [mj ，h 1ぃ..， hS-1' mj+1l で置き換えられ，新しい列
[mj ， h 1，…，hs-1' mj+1 ，…，m z-1 ，叫+1 ，…川ωl が得られたとする.ここで，置き換え
た部分列 [mj ，h 1，…，hS-1 ぅmj +1 lが [ni ，ni +1 lを含むとする.つまりその場合 ，hl = 向
かつ hl十1= 問+1 であるようなインデックス lが存在するといえる.この場合，ノー
ド列 [mj ，h 1，• ・.， hS-1' mj+1' …，m z-1 ， ni+1 ，…川ωl は
[mj ，h 1，…，ni ， n i+ 1， ..hs-1' mj+1 ，・，m z-1 ，ni+1 ， 川ω]
と表記することができる.これは問+1を 2度合むため，ノード mj はループを検出・
除去し，[mj ， h 1，…，nゎ問+1 ぃ・・川ω] が得られる.この得られた列によると， RREQ
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(i) m j+ 1 が mj の隣接グループから離れた後で， m 3 がηi+ 1 の中継ノードとして
m を指定する.これはノード列 [mρ ・?ηi ，ni+ 1ヲ・， mj +1 lを構成するために必要とな
る.
(i)問 +1 が問の隣接グループから離れた後で，叫が mj +1 の中継ノードとして
mj を指定する.これはノ}ド列 [ni' .・， mρ mj +1 ぅ・・?叫+l lを構成するために必要と
なる.
しかしながらこの 2状態は明らかに排他的である.理由は以下の通りである.一
般性を失うことなしに，mj が状態 0) に含まれると仮定できる.その後，ノー
ド列 [mρ ・，ni ，叫+1 ，'" mj+1l を維持するためには， 77Zj はmj +lと遭遇してはいけな
い.しかしながら ，ni が状態(ii)に含まれている時はいつでも，この後で mj と
問 'j+ 1 が遭遇しなければならず，結果として m 3 は状態(i)から外れる.したがっ
て，どのような時刻においても上述の必要条件を満たすことはない.
3.2.4 経路最適化
CHR では，ピーコンメッセージに隣接情報を含ませているため，結果的に 2 ホッ
プ以内のトポロジを把握することになる.この情報を中継を行う際に利用するだ
けでなく，プロトコルの性能を改善するために活用することができる.














もう 1つは経路最適化である. CHR では，上述したループ回避により冗長な部
分経路を省くことができる.それに加えて， RREP メッセージを伝達する際， 2 ホッ
プ内のノードに関する情報を使った経路の短縮化ができる.例えば，送信者向へ
















|シナリオ番号 2 3 
アプリケーション Disater Relief (Fig. 1) 
地理状況 Fre Space Simple Stret Manht Stret 
領域 50x50 (mxm) 
移動モデル RWP Mobilty MHobilty Evacution Mobilty 
シミュレーション時間 1，0 (sec.) 
ノード数(各瞬間) 50 ，10 ，30 ，50 20 ，30 30 ，50 
速度 [0.5 ，2.0] (m1 s) (waypoint 毎で、 [0.5 ， 2.0] (m1 s) (ノード
ランダムに決定) 初期化時にランダムに決
定)
通信要求パターン 各ノードで毎秒 0.2% の確率 避難所から (2 秒に 1 回)
でランダムに選んだ、相手に発 ランダムに選んだ相手に
生 発生
遭遇エントリの TTL 初期 50 ， 10 ， 20 (sec.) 
値
無線範囲 75 (m) 












シミュレーション設定を表 1 に示す.シミュレーション領域は 50 メートル四方
で， 3パターンのシナリオで CHR の性能を評価した.フリースペースでのランダ
ムウェイポイント (Random Way-point ， RWP) 移動モデルによるランダムな通信
実験 (Case l)と単純な道路マップ(図 1) でのマンハッタン (Manht ，MH) 
移動モデルによるランダムな通信実験 (Case2) ，碁盤状道路マップでの避難行動モ
デルを用いた被災者救助のための通信実験 (Case3) である. RWP モデルは，ノー









ト衝突を避けるため，やや短めの値に設定した.また Case1 ，2 において，ランダ
ムモピリテイのランダム性を十分に発揮させるため，一定時間ノード移動を行わ
せた後にデ}タ計測を開始する.





















(hops) で見つかったかを計測した.同時に， BCAST を使って，目的地までの最
短経路もベンチマークとして計測した.以下ではノード数を N で表す.
ここでは代表として Case 1 (N=30) の結果を見る.エントリが見つかった距
離の分布については図 4 (a) に，比較対象のプロトコルとの距離の差の分布につ
いては図4 (b) に示す.これらの結果より， CHR では自分自身で目的ノードへの
経路を維持している(すなわち， 0 ホップ)か， 1ホップの探索で遭遇エントリを
持つノ}ドを発見できた割合が非常に高い.特に遭遇エントリの TL 初期値が長
い方の CHR (20s) では， 80% 以上の場合で 1ホップ以内に目的ノードへの遭遇
情報がある .ZRP と比べても，より近くに遭遇情報があり，経路発見の効率化が
なされているといえる.
次に，実際のプロトコルの性能指標として，経路発見率(図 5 (a) ，総パケッ
ト数(図 5 (b) ，エントリ保持数(図 6 (a) ，発見経路のホップ長(図 6 (b) 
を測定した.
ここでの経路発見率とは，発生した経路要求に対し， RREP メッセージが発信者
に到達した割合を表す.あらゆる方向からの経路を探索する BCAST は 10% の経
路発見率であり，それに比べると CHR もZRP もやや劣る.しかしどのプロトコル

















メッセージが同数である ZRP と比較して， CHR の方がコントロールメッセ}ジが
少ないことがわかる.キャッシュコスト(全シミュレーション時間中の平均保持エ
ントリ数の総和)が ZRP とほぼ同じであった CHR (TL=20 s )に注目すると，
約 50% のコントロールメッセージしか必要としていない. CHR の TTL が短い場
合，キャッシュコストがさらに少なくなると引替え， RREQ 数が増えるが， Z貯 よ
り低いことが分かつた.
次にエントリ数の時間遷移に注目する .ZRP との最も大きな違いは，エントリ
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(a)発見距離の分布
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次に Casel におけるノード密度の影響に着目する.経路発見率(図 7 (a) ，経
路要求あたりの総パケット数(図 7 (b) ，平均エントリ保持数(図 8 (a) ，発
見経路のホップ長(図 8 (b) の測定結果を示す.
まず低い密度ではどのプロトコルでも経路発見率が低下する. BCAST で経路が
発見できなかった場合の大部分は経路が存在しなかったためである.そのような
状況では， BCAST に比べて他のプロトコルではさらに発見率が低く，特に N=50




述べる.エントリ数に関しては， BCAST はエントリを持たないので O である以外
は， 'CHR もZRP もおおよそ同様の密度の影響を受けることがわかるが，密度増加
に対してわずかに ZRP の増え方が大きい. N=30 以上では CHR (20s) とZRP
が同等のエントリ数と考えてよい.
密度の増加に対して，経路要求あたりのパケット数の増加率が最も大きいのは
BCAST である.経路発見率がほぼ 10% になった以降は，おおよそノード数に比
例した量のパケット数が1つの経路を発見するために必要となっている.ノード数
が増えれば経路要求も増えると考えれば，通信量増加が与える影響は大きい.そ
れに対し CHR とZRP はわずかの増加に抑えられている.さらにエントリ数が同
じである CHR (20 s) はZRP より明らかにパケット数増加が少なく，エントリ
28 




次に他のシナリオでの結果を解析する. Case2 (図 9 と図 10) では Casel と大き
く変わる点は少なく，前述の CHR の特性がここでも見られる.パケット数の削減
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図 9: Case2 (N=30) 
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(b)発見した経路の平均ホップ長
エントリ数の遷移 & 平均経路長: プロトコル別↑生能 :
3 
図 10 :Case2 (N=30 ) 
図 11 :Case2 の道路マップ
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3.3.5 シナリオの状況による影響
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(b) 発見した経路の平均ホップ長
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(b) 発見した経路の平均ホップ長
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:プロトコル別性能図 19: Case3 (N =SO ) 
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3.4 結言
本研究では， MANET 用のルーテイングプロトコル Contac-based Hybrid Routing 



















しようとする車両に事故渋滞映像を配信して迂回を促すような事例(図 20 (a) 
や，無線基地局が提供するインターネットサービス対象領域を近隣の駐車場に拡
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(b ) 
図 20: GVGrid の応用例
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図 21: 無線距離 T とグリッドサイズ ωの関係
プロトコル設計4.2 
GVrid の前提条件として，各ノードは近距離無線デバイスを装備し，一意な E







いるものとする.各ノード u は測位装置と電子地図により，自身の位置 P(u) ，自
そのセグメントの両身が存在するセグメント識別子 S(u) 及び道路識別子 R(u) ，
端の交差点識別子及びそれら交差点の位置情報がわかっているとする.
GVrid は地理領域をグリッド(文献 [38 ，39 ， 40 ， 41]) に分割する.あるグリッ
ドに隣接する周囲 8 グリッドをそのグリッドの隣接グリッドと呼ぶ. グリッドにあ
グリッド
サイズωと無線範囲 γの関係を ω= V2 r/4 と定義する(図 21) .なお，グリッド
サイズ ωが各ノードにおいて既知の場合，経度 Z 分，緯度 U 分の座標のノード U
の存在するグリッド ID G(v) を下記のように定義する.
る各ノードは隣接グリッド内のすべてのノードと通信可能であるよう，
、 ‘ ， ， ノ咽
Ei
〆 ， . 、 、
G(v) = Gx(v) * W + Gy(v)
48 
ただし，Gx(v) は Z のメートル表現の切による商，Gy(V) は U のメートル表現
の切による商，w はGy(V) の最大値より大きい定数とする.w はらい)の最大
値より大きい定数であるため，グリッド E は Z およびU より一意に決定される.
これにより，各ノードは共通パラメータ ω及び W からある位置を含む一意なグ
リッド番号を計算することができる.
GVGrid は2地点開通信経路をオンデマンドに構築し，維持するプロトコルであ
る.始点ノード S と，終点座標 d に対し， GVGrid は道路経路に沿って，d を含むグ
リッド G(d) への経路を探索して構築する.構築した経路が切断した場合， GVGrid 
は始めに通信経路を構築した道路経路上でのみ経路の再探索を行い，これが失敗




を転送する際 8 とG(d) を含む領域を予め転送領域として設定し，この領域内の
みでメッセージを転送する.
S から G(d) へ経路を探索する場合 8 はG(8) に隣接しておりかつ転送領域内の
各グリッドから， 1ノードずつ選択し(この選択方法は後述する)， REQ メッセー
ジを転送する.転送した経路探索メッセージ (Route REQuest ，以下 RREQ) には S
のノード ID ，8 が存在する道路セグメント ID S(8) ，道路ID R(8) 及ぴグリッド D
G(8) が含まれている. REQ メッセージを受信した各ノードは，同様の選択方法
で転送領域内の隣接グリッドごとに 1つノードを選択し，自身のノード ID ，自身が
存在する道路セグメント ID ，道路D 及びグリッド E を追加した REQ メッセー
ジを転送する . G(d) の隣接グリッド内のノードがREQ を受信した場合，ノード
はG(d) 内のもっともノード ID の若いノード d' を指定して REQ メッセージを転
送する . d' をG(d) の代表ノードとよぶ. d' は最初の REQ メッセージを受信して
から一定時間は他の REQ メッセージの到着を待ち，受信した複数の REQ メッ
セージから後述する基準に基づき最も品質の良い通信経路候補を選択し，その経
路を辿り S へ経路決定 (Route REPly ，以下 REP) メッセージを送信することで





wぶミ認SSjTちで「マ寸τ「ア~一'-' ~ n 
泌が ! 一草副糸川、~:4:1主:午叶 <31> .. : <41> " : <51> :<61> 丁
‘ ::~ ::~ ~~~::~ ~~ ~!~~~~ ~~1.~~~~~ ~: ~: ~: ~: ~: ~: ~: ~: ~: ~:~可団..，....圃?「自由~..・ B ・ E ・ ....:----A----:
…一 -
以託金三~J~~i~~~~~~~~~~l_:~q~_1 _ _ ~l~~q~ _ _ _ _ _1 ~~q~ _ _ __ _1 ~~q~_1 
4・ 3・ thre RREQ mesages 
口 intersection
¥ ‘ 問 dio 悶 nge 山 ode' _- 0 ω e 仰 hicle)
ーー <20> grid ID 
図 2: RREQ メッセージの転送例
D 列とグリッド D 列を含める.
図2 はRREQ メッセージの転送例を示している.ここでは sはグリッド 54 に
存在し，宛先領域はグリッド 1 である . sはまず転送領域内の隣接グリッド (4 お
よび 53) からそれぞれ転送ノードを選択し， RREQ メッセージを送信する.それ
らの転送ノードは RREQ メッセージの受信後，同様に転送ノードを選択し， RREQ 
メッセージを転送する. RREQ メッセージが宛先領域(グリッド 1) の隣接グリッ
ド (12 および 21)内のノードに転送された場合，ノード番号の最も小さいノード
d' を宛先領域内から選んで RREQ メッセージを転送する . d' は受信した RREQ メッ
セージに記録された経路情報に基づき，経路を確定する.
隣接ノードの選択方法 ノード u が隣接グリッドから RREQ メッセージを転送す
るノードりを選択する方針は以下の通りである.なお，以下は S( 匂)と S( り)が交
差点、を 1つ以上共有しているような v (すなわち同一，逆方向，あるいは隣接道
路セグメントに存在する v) のみを対象とする.
50 
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図 23: 隣接ノードの選択例
1. S(U)=S( υ) の場合， 2ノードは同じ道路セグメントにあるため，近い速度で同
じ方向に移動していると考えられる(図 23 のノード b) .また，S(U) i- S(V) ， 
R(u) = R( υ) ，かつ Dir( 匂) = Dir(v) の場合，交差点を越えた同じ道路上の
同方向の道路セグメントに U が存在する(図 23 のノード d) . これらのノー




する.ただし ，S(u) とS( り)に共有される交差点がグリッド内にあれば，そ
の交差点を理想位置とする.













N1: RREQ をすでに受信した場合，最長パーストで RREQ を阻止
N2: 経路をすでにキャッシュしている場合，優先度が高い
N3: 同じ道路にあるノード， L1 ， L2 はそれぞれ移動方向と距離による優先度
N4: 異なる道路にあるノード L2 は距離による優先度
図 24: 隣接ノードのブラックパースト長
一般に，これらの情報は Helo メッセージを定期的に隣接ノードと交換すること






GVGrid ではこのブラックパーストを以下のように改良する.ノード U はあるグ
リッド g から隣接ノードを選択するとき， NREQ メッセージを送信する .NREQ
には対象グリッド IDg ，u の道路セグメント ID S(u) ，及び道路 ID R(u) ，移動方
向 Dir(u) ，匂の座標 P(u) を含める.これを受信した各ノードりは，まず自身の
グリッド名 G(v) が g と一致するか否かを確認する.異なっていれば NREQ を破
棄し，一致していれば以下の方針でパースト長 B Zen (υ) を決定する.以下， α，β，
γ， t5 を定数とし，“α>s> γ+ 2" 及び“γ> t5 + 1" を満たすとする.




• BZen(v) = s*T: 経路維持プロセスにおいて，経路の再探索時に，通信経路の
一部をキャッシュしているノードがこのパースト長を設定することで，キャッ
シュを保持するノードが優先的に選択される.
• BZen(v) = {γ + Dir(u ，v) +勾ザ} *T: 前述の(欣ぴ (2) に相当するパー
スト長を表す.巧鮮はりと理想、位置との距離によるパ}スト増分を表し，
Dir(u ，v) はDir( 匂) = Dir( υ) の場合にしそうでないときに 0 である.この
値が 1 であるときは前述の (1) に相当し，そうでなければ(2) に相当する.
• BZen (v) = {8 +鴇斗 T: 前述の (3) に相当するパースト長を表す
なお，上記の α，β，γ，8の大小関係式は，上述の順でパースト長が短くなるため
の条件である.図 24 に，この条件を満たす最小の整数値 (8 を最小の正整数値 1











経路選択のメトリック 本論文では RREQ メッセージから得られる道路経路情報
から適切な通信経路を選択するために， (i) 道路経路上での 2 ノードの走行距離，




道路からなり，交差点間のセグメント長が 50m から 50m まで， 50m 刻みで変更
した地図を用意した.これらの地図において， 0 から 8個の交差点を持つ道路経路
を選んだ.そのため，道路長は最短 50m から最長 450m となった.また，各交差
点では，ノードは一様な確率で直進または右左折するようにした.すべての地図
において，ノード密度は同じになるように設定した.このもとで， 2 ノード間のリ
ンク接続率 (2 ノードが道路経路に同時に存在していた時間に対する， 2 ノード聞
が直接通信可能となった時間総和の割合)を観測した.実験結果は図 25(a) に示す.








120m の経路長，交差点数 9 である道路経路において，その交差点に占める右左





内の切断回数)を定式化して求めた . R dis は経路の切断係数を表し，大きい値は
経路が切断しやすい意味を表す.γ は無線範囲， ωはグリッドサイズ，V はノード
の平均速度， C は信号長，p は信号通過可能時間(青信号)の C に占める割合，。
は車両が道路を変更しない(右左折しない)確率とそれぞれのパラメータを設定
した.
R dis = 占十託 +x* 器三品+ドヰ旦 +z*{ ヰ旦+裂き器)
-土: Case 1 :固定送信者と lホップ目の車両間の切断係数を表す.送信者は




• ~~ : Case 2 :宛先グリッドのリーダノードが宛先グリッドを離れる切断係数








み距離が大きく離れ，経路が切断する可能性がある.この切断係数は Case 1 
と同じ占である.古川 1-ρ) *占から μ 探三誌が得られる.
• y * ヰ旦 : Case 3-b :信号はないが，交差点のある道路パターンの切断係数
を表す. y はこの種の道路パターンの数を表す.ノード間の距離はおおよそ
切であり，その距離がさらに ω以上離れれば，ノード間のリンクが切断する
こととなる . 1-0 はノードが別の道路に変更する比率を表すため，ヰ旦で
この種の切断係数を表すことができる.
• z * {円当十号制} : Case 3-c :信号のある交差点を表す z はこの種の
道路パターンの数を表す.この種の交差点は Case 3-a 及び、 Case 3-b の複合で
ある ノードが道路を変更しない場合 (0) ，赤信号による切断係数は持劫
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セージ (Route ERor メッセージ，以下 RER) を送信ノード S に送信する.この
場合，ノード S は経路構築プロセスを実行し，新たな経路を探索する.
図27 を用いて経路維持プロセスを説明する.図 27(a) は，初期経路を表す.図
27(b) では，ノード s，1間のリンクは距離が離れたことにより，またノード 4，5間
のリンクは障害物により，リンクが切断した状態を表している.経路の切断が発生






(a) 経路構築プロセス実行直後の通信 (b) リンク (s ，l) と(4 ，5) が切断した








x 120m で s とd の直線距離が 60m ，80m ， loOm ， 120m ， 140m で，ノー
ド密度は 560 台/km h 車両平均速度が 8.3 m1 s(3 0kmlh) - 16.6m/ s( 60km/h) ，グリッ





GVrid の比較対象として， GPCR を実装した. GPCR はGPSR の車車開通信版
で，高い経路の発見率を目指した深さ優先探索手法である . GPCR は，建物などで
電波の周辺への伝播は阻害され，電波の届くノードは同じ道路上にある可能性が















るカーナピ装備率を X とし，GVGrid(X) で装備率 X の場合の値を表す.ただ
し，GVrid(10%) は単に GVGrid と表記する . X < 10% において，カーナピ
を装備しない各ノードりは，位置情報の取得及びぴ、グリツド識別は可能であるとし，
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(a) 経路発見率 (b) RREQ メッセージ数
図 29: 経路構築プロセスの性能評価結果
候補数が増加したためである.図 29(b) にRREQ メッセージ数を示す. GPCR は深
さ優先で探索を行うため，幅優先探索を行う GVrid よりは少なくなるが， GPCR 
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図30(a) は， GVGrid の経路維持プロセスが道路経路グリッド上で行う局所的な経
路再構築が成功した割合(これを経路再発見率とよぶ)を示している.なお， GPCR 
は経路切断時にはネットワーク全体で経路を再探索する.したがって， GVGrid の




れを含めた再発見率は図 29( 司の経路発見率とほぼ等しくなり， GPCR とほぼ同程
度の性能を達成できる.図 30(b) における RRPR メッセージ数も， RREQ メッセー
ジ数の場合と同様の理由により少ないことがわかる.
4.3.3 経路品質に関する評価
図 31 に通信経路上のリンクの平均生存時間を示す. GPCR は距離の遠いノード
を優先的に選んでおり，また，ノードの速度や移動方向といった車両移動特性を
考慮していないため，ノード聞の距離の増大によりリンクの切断が起こりやすい.
例えば送信ノードと目的領域間距離が 140rn 離れている場合， 5秒弱でいずれか
のリンクが切断する.これに対し， GVGrid では距離が短い場合は 13 秒以上，距
離が長い場合も 10 秒前後はリンクが生存する.これより， GVGrid ではより切断
64 
回数の少ない通信経路を構成できていることがわかる.
図 32 は経路長(ホップ数)の比較示す. GPCR は距離の遠いノードを優先的に
選ぶため，経路の長さが短く，ホップ数が少ない.これに対し， GVGrid は隣接グ
リッドからノードを選択するため，ホップ数は GPCR より約 40% ぐらい長い結果
となったが，ホップごとに増加する通信遅延は数十 ms 程度のことを考えれば，数
ホップ長くなったとしても増加する遅延は 10 か20ms 程度で， GVGrid に応用する
アプリケーション(広告配信，情報散布など)における使用者にストレスを感じ
させるほどの遅延ではないと考えられる.これに対し，経路切断により生じる遅
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分)を lつのサブエリアに区切ることが有効と考えられる. サプエリア内に DSRC
のような路側機が存在しているとし，そのサプエリアのリ ーダとしてサブエリア
内の経路を構築する . 図 34 では，サプエリアA は3 つの交差点及び往復 8 セグメ
ントからなる . 固定ノード aはサブエリア A のリーダとなり，サブエリア A 内の
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(ゆb) 拡張後のパケツトヘツダ
表 2: GVGrid のパケットヘッダ
サブエリアリーダがサブエリア内ネットワークを構築する際，サブエリアの端










表 2 は拡張する前とした後のパケットのフォーマットを表す.表 2(a) は本来の




(BC) が唯一の動作である. Action タグがブロードキャストの場合，送信先グリッ
ド内経路ノードがパケットを受信すれば，そのグリッド内でブロードキャストす
る. SendrID タグは送信者の ID を表す. Contes タグにパケットの携帯するデー
タが格納される.このデータはアプリケーション層で解析される.提案手法の拡
張は， TargetNodID タグ， Inter-SubAreas F1 ag タグ，及び一種類の Action の追加で
ある. Targe tN odeID は送信先ノードのB を表し，経路上ノードが TargetGidID タ
グで指定されるグリッドでブロードキャストする場合，この TargetN odeID タグで







対し，パケットを発送する.パケットの TargetGidID は自身のグリッド ID ，Action 
はLC である.これを受信した αは，パケット内の Action タグを確認し， LC と確
認すると，b とコネクションを構築し，bのメッセージをサブエリアリーダに送信
する.サブエリアリーダがこれを返信するとき， TargetGidID タグに経路上ノード






















降共有グリッドと呼ぶ)を TargetGridID タグに指定し， Inter-SubAreasFlag を 1 に，
Action をBC にして送信する.このパケットは共有グリッドでブロードキャストさ
れ，隣接サブエリアの経路上のノ」ドに受信される.隣接サブエリアの経路上の















能と思われる.例えば，図 35 のエリア A にあるノード U からエリア E にあるノー
ドりに送信する例を考える .u はまず自身のサブエリアのリーダαにマルチホップ
車車問リンクを利用して接続し， αにυのD を指定したメッセージを送信し， αは
りが自身の管理するエリアのノードではないと判断し，隣接エリアリーダbぅc，dに
問い合わせメッセージを出す. b， c も自身の管理するノードでないと判断し，さら
に隣接エリアリーダの e に送信する . d はαの他に隣接リーダがないため，探索失
敗の通知を αに送信する . b， c より問い合わせメッセージを受信した e は自身の管
理するノードと判断し，b， cにその旨を通知し，さらに αに到達する.これにより，






NESTREAM を利用して作った.約 10m x 10m 四方のマップであり，車両ノ}
ド数は 30 である.無線距離を 20m とし，グリッドサイズは 70m とする.ま
た，建築物などの電波障害物を想定し，道路 D の異なる 2 ノード間では，どちら


















ブエリア内の経路構築・維持に使用するコントロールメッセージ (REQ ，RREP ， 
RRPR ， LEAVE など)の合計を維持コストと定義する.各サブエリア内経路の維持
74 
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る.これを測定するため，それぞれ正方形分割の< 11 >，提案手法の G サブエリ
アから全区域に対し 30 秒連続したデータを配信し，全区域配信到達率を測定し
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復処理のオーバーヘッドを削減する. 既存手法 GPCR と比較した性能評価により ，
経路の生存時間が大幅に改善されたことを示した.
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