The Impact of Education on the Subjective Discount Rate in Ugandan Villages * Heterogeneity in time discounting may reinforce the existing barriers to save and invest faced by rural populations in developing countries. We elicit a subjective discount rate for a varied sample of Ugandan villagers. In accordance with other studies, we have found the discount rate to decrease with education. We examine this correlation further by testing the causal effect of education and exploit two different sources of its variation: school frequency across villages and the number of the respondents' school-going years that overlap with the era of the dictator Idi Amin's rule. For men, we find that education has a significant impact on their discount rate, similar in magnitude for both types of instruments and robust to observable characteristics. This finding highlights the importance of education in development.
Introduction
The question why there is not more indigenous saving and investment in less developed countries lies at the core of many debates among development economists.
Goldstein and Udry (1999) estimated rate of return to the production of pineapple in Ghana to be in excess of 1,200%. However, very few people decided to grow pineapple even though doing so requires only a moderate initial investment which could be covered by a loan collateralized by the farmers' land. Likewise, in Kenya, Duflo, Kremer and Robinson (2006) found that less than 20% of maize farmers in the area in which they conducted field trials on the profitability of fertilizer report that they had used fertilizer, despite an estimated rate of return in excess of 150%. The limited responsiveness to high marginal product in poor countries is usually attributed to market failures of various kinds (for a survey see Banerjee and Duflo 2004) . Recently, growing attention has been directed towards behavioral issues and psychological barriers that limit saving and investment decisions not by affecting the constraints, but by changing the decision-making process (Duflo 2006; Mullainathan 2005 ).
An interaction between time discounting and individual characteristics such as education or wealth could also partially explain these observations. However, as noted by Anderson et al. (2004) , we have surprisingly little empirical evidence regarding the process through which discount rates are formed, especially in countries with less developed economic institutions. In this paper we study the sample of Ugandan villagers. Most importantly, the study provides empirical evidence on the causal impact of education on the subjective discount rate.
There are good reasons as to why education may lower discount rate. In their model of the endogenous discount rate, Becker and Mulligan (1997) argue that education can be understood as an investment in patience. Education can help one to form a mental picture of one's future pleasures and difficulties in life and enhances the process of anticipation. In -3 -addition, through repeated practice at problem-solving, education helps one to learn the art of scenario simulation. In this way, education can be understood as a tool that helps people to perceive future pleasures as less remote. As Böhm-Bawerk (1891, p.244) Psychological studies demonstrate that humans are born impatient (Mischel, Shoda and Rodriguez 1989; Metcalfe and Mischel 1999) . Learning to be future-oriented and to choose actions with a postponed reward is an essential part of our upbringing and educational process. Without such learning, people would live solely within the present without much will to resist current temptations and would simply omit future pleasures from their decisionmaking process (Doepke and Zilibotti 2006; Shonkoff and Phillips 2000) .
Studies that extend their samples beyond the usual pool of university students often find a correlation between education level and discount rate. In the major study that elicits discount rate in a developed country Harrison, Lau and Williams (2002) showed on a representative sample of Danish households that highly educated adults have subjective discount rates as low as two thirds of those less educated. 1 In less developed countries, the difference is likely to be even more profound, as there may be additional pathways through which education can increase patience. Kirby et al. (2002) studied discount rate in two remote villages in the Bolivian rain forest. They found high average discount rate and that a large 1 Another important study from a developed country is Dohmen et al (2007) who find negative correlation between cognitive ability and discount rate in Germany. Their result is broadly consistent with hypothesized effect education, because education is likely to improve cognitive ability. For a comprehensive survey of studies that elicit subjective discount rate in developed countries see Frederick, Loewenstein and O'Donoghue (2002) . Cardenas and Carpenter (2005) survey studies from lower-income countries.
-4 -proportion of its variance can be explained by years of schooling, parental education and measures of qualitative education achievements in terms of mathematics and language proficiency. Similar results were obtained in rural areas in India by Bauer and Chytilová (2008) . In their study of subjective discount rates in Vietnam, Anderson et al. (2004) emphasize the importance of education although they do not specifically measure it. Pender (1996) and Tanaka et al. (2006) find a relationship between patience and income in India and
Vietnam, respectively. This paper should complement the earlier evidence in two ways. First, to our knowledge, the direction of causality between education and discount rate has not been addressed by any of the previous studies that have elicited discount rates. To estimate the impact of education on the discount rate, we use information on varying school frequency in different villages and the number of school-age years that overlap with the era of Idi Amin as reasonably exogenous sources of variation in education. Second, our sample was drawn from members of a rural society less influenced by modern market structures (e.g., credit markets) than undergraduates from affluent societies who are the usual subjects in this type of study.
The environment is also very different compared to a few earlier studies from less developed countries.
The paper proceeds as follows: In Section 2 we describe the survey design and discuss issues related to measuring discount rate. In Section 3 we show the relationship between the discount rate and individual characteristics and demonstrate the causal effect of education on discount rate. Section 4 concludes.
Survey Design

Measuring time discounting
-5 -Numerous methods have been used to measure individual discounting (Frederick et al. 2002) . Before analyzing our results, we discuss the advantages and disadvantages of this type of study.
We used choice task method to elicit discount rate (Frederick et al. 2002) . Individuals were asked to express their preference between receiving a smaller reward immediately and receiving a larger reward with some delay. Starting with the question, "Would you prefer to receive USh 200,000 today or USh 250,000 in one year? 2 " we posed five questions, each time increasing the amount offered in the future. As we increased the future amount, we expected more individuals to select the future option. The point at which a respondent switches from the current amount to the future amount provides the range for his/her discount rate and the midpoint of the range is our best estimate of the person's discount rate. The amount in question was set relatively high so as to be relevant for important savings or investment choices. In particular, we had in mind the situation of many farmers in southern Uganda who were growing vanilla in 2004 and due to the boom in the international vanilla market had substantially higher income than they expected.
3
Proper understanding of the time-discounting questions is particularly important in an environment with low average education levels. Two rounds of pre-testing with ten respondents were done to limit systematic misunderstanding, and the questionnaires were adjusted based on follow-up discussions. 4 The respondents' ability to understand the 2 In November 2005, the exchange rate was 1,830 USh to USD.
3 As of 2005 Uganda numbered among the ten largest producers of vanilla, with Madagascar producing almost 60% of the overall world vanilla production. At the end of 1990s price of vanilla was around USD 40 per kg.
The typhoon and political instability in Madagascar drove vanilla prices to USD 500 per kg at the beginning of
(Uganda Export Promotion Board 2006)
. 4 The major decision resulting from the pretest was not to use the matching-task method for eliciting discount rate (used in e.g. Anderson et al. 2004) , when respondents are asked to stipulate a monetary amount that equates -6 -discount-rate questions based on binary choices was later checked by observing how many respondents from the whole sample switched back to the current income option after preferring future income in the previous binary choice. In the sample, less than 3% of respondents gave inconsistent answers. In addition, we test whether less-educated individuals are more likely to answer inconsistently and find that inconsistent responses are uncorrelated with education, and also with any other observed characteristics. As mentioned earlier, the inconsistent responses were not included into the analysis.
An important design choice is whether to use real or hypothetical rewards. In studies involving hypothetical rewards, respondents can be presented with a wider range of reward options, including relatively large gains, which are generally infeasible in studies involving real outcomes. As mentioned above, our aim was to approximate a financial decision of similar magnitude as unexpected income gains during the period of high vanilla prices in 2004. On the other hand, with hypothetical rewards there is a legitimate concern that respondents will have little incentive to work hard or thoughtfully on their responses (Harrison et al. 2005) , in which case, our measure would yield a noisy estimate of discounting. Several experimenters have directly compared discount rates based on real and hypothetical rewards. While Kirby and Marakovic (1996) and Coller and Williams (1999) found lower discount rates for hypothetical choices than for real choices, Johnson and Bickel (2002) , Madden et al. (2003) and Hamoudi and Thomas (2006) did not observe this difference in their experiments. There has also been considerable debate outside of the context of inter-temporal choice on this issue. The general conclusion from this debate is that two intertemporal options. We found that the respondents participating in the pretest had difficulties understanding this task properly. Therefore, we opted for choice-task method, which is simpler although it generates less precise estimates of discount rate. On more detailed comparison of relative advantages between these two methods see Frederick et al. (2002) .
-7 -the two methods typically yield qualitatively similar results, although financial incentives often decrease the variance of responses (Camerer and Hogarth 1999) .
In traditional communities the person or institution that organizes an experiment is a particularly important parameter in terms of how local people approach the assigned tasks.
The high social status of, and respect for, our instructors (social workers) within the village community should help to mitigate the possible problem of missing monetary incentives.
5
A related question in terms of the validity of elicited discount rate is its relevance to economic decisions. For example, Binswanger (1980) experimentally measured aversion to risk in rural India and found that individuals with a higher degree of risk aversion choose more conservative agricultural strategies. In our sample we found that more patient respondents are more likely to use a mosquito net and assign higher importance to child schooling in their fertility decisions. The correlation with the discount rate is -0.089 (p-value = 0.010) and -0.086 (p-value = 0.012), respectively.
There are a few reliability issues related specifically to the choice task method for eliciting discount rate. Binary choices do not reveal a single indifference point that would allow a single discount rate to be inferred. Instead, they provide a range of inferred discount rate. The amounts offered in the questions may themselves communicate to respondents how much they should be discounting, resulting in a framing effect. The total range between the lowest and highest discount rate may not be sufficient to cover the preferences of some of the respondents. Although we increased the range upwards after pre-testing, the upper bound was still not high enough for many respondents, who chose the current option even in the last pair 5 According to the feedback from the instructors the survey questions were a favourite topic for local people to discuss during their free time in the evenings after the survey. This deliberate expression of interest also suggests that the survey was a special event in the lives of local people and that respondents were serious in their responses.
-8 -in which the future option was highest. In the statistical analysis we employed 650% as a censoring value for these responses.
Lastly, researchers have found that the discount rate is not a constant and it may differ due to the effect of delay, size and sign of the amount in question (Frederick et al. 2002) . The smaller the amount, the higher the discount rate is. Discount rates for losses seem to be smaller than discount rates for gains. Discount rates seem to be higher for short delays -e.g.
three days -than for long delays -e.g. one year. Respondents in our study were deciding about a relatively high gain with alternative amount to be given one year later.
These caveats are particularly relevant for comparison of the absolute values of discount rates across different studies. For the purposes of this study, it is important to note that we are primarily interested in differences of discount rate across socioeconomic characteristics within our sample and not in particular absolute values. The respondents are facing the same protocol and it is plausible to assume that any biases in terms of effort and understanding are not systematic across different groups. In other words, we assume they do not depend on the examined explanatory variable and we therefore believe that the significance of observed relationships should be unaffected by the issues discussed above.
Sample
This study is based on data from a questionnaire survey that was conducted in ten village areas in the Mukono district, which is located in the southern part of Uganda. to employ the random selection method, we used a combination of the random walk method and quota sampling in our sampling procedure. We stipulated four groups in terms of age and education so that the proportion of participants within each of these groups corresponded to the overall rural statistics (UBOS 2002) . The target population was restricted to literate individuals above 15 years. Only a few selected individuals did not agree to participate.
A total of 910 respondents participated. The respondents were not time-constrained when filling out the questionnaires. Most of them did not have previous experience with filling out such questionnaires and they approached the task very responsibly. On average they spent one and a half hours answering the questions. In all, 54 questionnaires were not filled out completely 7 . The incomplete questionnaires are excluded from the analysis and our sample size reduced from 910 to 856 respondents.
We collected information on individual characteristics, specifically regarding age, education level, marital status, clan linkage and profession. Table 1 7 28 respondents either did not answer consistently the question on discount rate or they did not answer this question at all. Another 26 answered the question on discount rate but did not give information on one of the individual characteristics (usually age, as not knowing one's precise date of birth is quite common in the area).
-10 - Income is approximated by individual profession since, as we found during a pretest, respondents were generally uncomfortable with revealing their income. The sample is divided into four groups: self-employed farmers, self-employed non-farmers (shopkeepers and drivers), employees (mostly teachers and employees of NGOs) and others (students and those who did not fit any of the previous categories). Strength of clan is a binary variable that indicates self-reported embeddedness within family structures and is based on a survey question about clan influence on fertility decision-making.
The respondents were also asked about mosquito net usage and self-reported importance of child schooling. The purpose of these two variables is to cross-check the relevance of the elicited hypothetical discount rate to actual behavior in delayed-reward situations.
The respondents indicated their village of residence. This information, jointly with age, allows us to approximate access to educational facilities during the individual's school years. We match this information with data from UBOS and the Ugandan Ministry of Education to calculate the number of primary and secondary schools per thousand inhabitants in the given village area for different cohorts.
Correlates of discount rate
8 The official language in Uganda is English. The different local languages reflect the tribal divisions within Uganda. Luganda is the language of the Baganda people -the largest tribe in Uganda.
-11 -Although the discount rate is perhaps biologically determined to some degree, it is reasonable to regard it as not immutable. We will now explore how individual characteristics are able to predict the discount rate. In Table 2 we compare the mean discount rate for different sub-groups without controlling for other observable characteristics.
First, we find that more educated individuals have a lower discount rate. For example, men and women who studied at a secondary school have a significantly lower discount rate than those who did not. As described earlier, this correlation has been found in various studies in different contexts. The result is consistent with the proposition that education makes individuals more patient by enhancing their ability to plan and/or by increasing their permanent income (Becker and Mulligan 1997) . Alternatively, more patient individuals might be more willing to delay gratification and invest in their human capital or there could be an omitted variable, such as intelligence, which would account for both the discount rate and the differences in education level. In section 4 we will address the issue of causation in detail and examine the impact of education on discount rate.
We find that self-employed farmers and non-farm workers (drivers, shopkeepers) are on average more impatient than employed individuals (teachers, employees of public bodies or NGOs) and students (a large part of the group marked as "other" in Table 2 ), although employed women have similar level of impatience as farmers. Although individual profession is likely to be an imprecise proxy of income, these results are broadly consistent with the hypothesis that individuals facing less income pressures discount less.
Note that similar concerns about causation discussed with regard to education are relevant to income as well. Becker and Mulligan (1997) , for example, argue that wealth (and possibly income) should decrease discount rate because richer people can afford to delay consumption and invest more. Alternatively, a low income may be a result of a high discount rate and the selection of occupation with flat income profile that does not require learning and -12 -training (Lawrence 1991, Doepke and Zilibotti 2005) . Pender (1996) and Tanaka et al. (2006) found a negative relation between income and the discount rate in India and Vietnam, respectively. Kirby et al. (2002) observed correlation with wealth, but not with income. Anderson et al. (2004) do not find correlation between these two variables, but they point out that failure to identify it may be due to the difficulty of measuring income among the poor in the field.
Older individuals in our sample discount future income more heavily than their younger counterparts. This relationship accords with the traditional economic argument based on the permanent income hypothesis, in which people are assumed to reflect their current life expectancy in their inter-temporal decisions. The shorter the expected time to death, the higher the discount rate. On average we do indeed observe this pattern; age appears to be a significant predictor of discount rate and has a positive slope.
Numerous studies from low-income countries have reported that a higher share of income in the hands of women leads to less household expenditure on current consumption (e.g., Thomas 1990 ). There is new experimental evidence from Mexico and India showing that women have a lower discount rate than men (Hamoudi and Thomas 2006, Bauer and Chytilová 2008) . As in Kirby et al. (2002 ) and Anderson et al. (2004) , we have found no evidence for this pattern.
Social arrangements within a family or groups of families (clans) may also affect discount rate. Based on his observations of village institutions in Africa, Platteau (2000) argues that reciprocal claims to financial assistance among clan members may encourage individuals to spend money faster and lower their incentives to save. A similar argument is made in the context of intra-household relations, in which women facing spousal pressure are less likely to save (Anderson and Baland 2002) . We have not found any significant difference in the discount rate between married and single respondents. Respondents who report strong -13 -clan linkage have a higher discount rate, in accordance with the findings of Platteau (2000) .
As shown below, this correlation has a rather low level of significance after controlling for other variables, education in particular.
We have identified a close association between education and discount rate. In the bivariate analysis in Table 2 we allowed educated individuals to "carry with them" other characteristics which they typically have, such as income or age, and which may also affect discount rate. To probe this relationship further, in Table 3 we run a series of OLS regressions. The dependent variable is the discount rate. Observations are clustered at the village level if not explicitly specified otherwise.
In Table 3 , columns 1-3 we control only for cohort and life-cycle effects by including a set of twelve dummies into the regression, one dummy for each 5-year cohort starting from 1941-45. We find that more educated individuals have a lower discount rate at 1% level.
Adding controls for individual profession and family ties leaves the education coefficient and standard errors almost intact (columns 4-6). In columns 7-9 we also control for potential direct effects of village-area characteristics and include a set of village dummies into the regression, instead of clustering. The main result holds, although the coefficient for men is slightly lower.
Potentially, the results could be affected by our decision to calculate the discount rate values as the arithmetic means of the six inferred ranges. As a robustness check, we have repeated the same analysis as in Table 3 and applied an ordered probit regression instead of OLS. The results are qualitatively similar: a higher level of education predicts a lower discount rate (Appendix , Table A1 ).
This correlation does not help us determine the direction of the causal relationship between these two factors. To our knowledge, as yet there has been no empirical study of discount rate that has tested causal direction in the observed correlation between education -14 -and discount rate. The next section estimates the impact of education on discount rate using the instrumental variable technique.
The impact of education on discount rate
A solution to the problem of causal inference requires an exogenous source of variation in education (Card 1999) . Long distances to school and a lack of school capacities are widely regarded as major obstacles to higher school attendance in low-income countries, In this paper we use two different sources of variation in education: different access to schools in different villages and the effect of instability during the Idi Amin era on respective school-age cohorts. Hence, the first instrument exploits primarily the variation by region and the second instrument is based on variation over time. We show that both types of instruments deliver very similar estimates of the effect of education on discount rate for men.
Identification strategy
Number of primary and secondary schools Finally, each respondent is assigned the number of primary schools in the village area when she was at the age to start primary school (7 years) and the availability of secondary schools when she was at the age to start secondary school (15 years). According to our inquiries with the Ugandan Ministry of Education, these data do not exist, which is not surprising given the periods of instability in Ugandan history. As a consequence, there may be a measurement error in our constructs of school availability due to missing information about schools that were abolished before 2005.
10 According to the detailed maps which we have received from UBOS, the village areas we study are not very different from each other in terms of geographical size.
11 Historical statistics about population size in each village area are not available, with the exception of the year 2002. We need to assume that the population growth was the same in all village areas.
-16 -areas, but less so for primary schools. There is only a relatively small differential variation over time across villages. This prevents us from including village fixed effects to the regression analysis as these would capture the effect of varying school availability as we discuss below. Note that this identification strategy is less suitable for women than it is for men. In southern Uganda, it is common practice for a wife to move to her husband's village following their wedding (Kaduuli 2006) . The instrumental variables are based on access to schools in the village area in which the respondents lived at the time of the survey, not where they lived during their schooling age. The marriage-induced migration is likely to introduce a substantial measurement error into our estimates of the effects of schools on education for women, unless there is a strong matching of couples based on achieved education level. In further analysis we will compute the estimates for men and women separately. Indeed, the (non-)results for women showed below are consistent with the notion of substantial migration.
A major threat to this identification strategy is the possibility that there are villagelevel unobservable characteristics that are correlated with the number of schools and directly affect discount rate (e.g., demand for education, access to health care). Ideally, we would like -17 -to include village fixed effects into our regressions to address this issue. However, our instruments are largely based on the variation in schools across villages. To examine further, we use variable that is based on variation over time as the second type of instrument and show that the results are robust to village fixed effects (similarly as the OLS estimates in Table 3 ).
Disorder during the era of Idi Amin
Parents are typically less motivated to send their children to school during periods of disorder. Our second type of instrument exploits the variation in education associated with the period during which the dictator Idi Amin was in power in Uganda (1971 Uganda ( -1979 . During that time, the country suffered enormous economic decline and it was inevitable that the education system would deteriorate as well (Furley 1988) . Government expenditures per head fell to less than a quarter of pre-Amin levels and education expenditures further diminished as an increasing share of resources was diverted for military purposes (Stewart et al. 1997, Collier and Reinikka 2001) . Amin, himself illiterate, and his regime is known for being highly suspicious of the loyalty of educated people, many of whom where targeted by the army or exiled (Furley 1988) . When Amin declared an "economic war" in 1972 and expelled the Asian community out of the country, an exodus of European expatriate teachers followed, leaving enormous gaps in the teaching staff. The breakdown of contract enforcement mechanisms led to a high incidence of teachers' absenteeism (Collier and Reinikka 2001).
The quality of education declined sharply as a result. 12 Appleton et al. (1996) use UNESCO estimates and report decreases in primary school enrollment between 1965 and 1975. 12 There is only anecdotal evidence of the impacts on education infrastructure. Heyneman (1983) Since the instrument is based on the variation over time and our data are crosssectional, we discuss how our estimates may be affected by direct effects of age on discount rate, independently of education. In the OLS regression we have simply included a dummy for each five-year cohort to control for these effects. In 2SLS regression the effect of instability could be captured partially by the instrument and partially by the five-year cohort dummies. For this reason, we create only one dummy variable for all cohorts inside and next to the period of Amin and we keep controlling for the same five-year cohort dummies for all other cohorts. As a consequence, our instrument is the only variable which varies over time for the cohorts born between 1957-1972. Note that by its construction, our instrument can capture only u-shaped relationship with respect to time. Therefore, our estimates would be biased by direct effect of age on discount rate only in a situation, when there would be an inverted u-shaped relationship between age and discount rate, independently of education, for cohorts whose education is likely to be affected by Amin's era. We believe this is unlikely.
A potential threat to this identification strategy is that the exposure to political instability during primary-schooling age might have potentially affected time discounting via a channel other than schooling that persists over time (e.g., psychological trauma, negative one chair for every 1.2 pupils; in 1981 there was one chair for every 8.8 pupils. Four out of the six schools did not have a single textbook in 1981, whereas these four schools had on average 84 textbooks in 1971.
-19 -effect on health due to undernourishment during youth). Note that this type of threat is orthogonal to the concerns discussed with respect to the set of instruments based on variation in access to schools.
We expect that the higher the exposure to Amin's era, the lower the education level.
In Figure 1 we show that before Amin the education of men had increasing trend, but the education of cohorts that were of primary-school age during Amin's era departs from this trend. Overall, as the exposure of respondents' schooling age to the Amin's era increases, their level of education decreases. Those who were born in 1964-65 and therefore passed their entire primary school years during Amin's era seem to be the most affected.
For women, the education level did not decrease during the era of Amin's rule, which suggests that the years of exposure is not a valid instrument for them. Finding reasons for this differential pattern is rather a speculative exercise; most likely it is due to the fact that cultural barriers against educating women have been gradually diminishing or that boys more than girls are needed for other activities than schooling during the periods of disorder. Similar pattern is found by other studies as well. Chesterfield et al. (2001) study the negative effect of crises on education in six countries for which the data are available (Burundi, DR Congo, Mozambique, Sudan, Nicaragua and Turkey). They find greater negative change in school enrollment for boys than for girls in all the African countries. Akresh and de Walque (2008) find the same pattern in the context of Rwandan genocide. (Table 3 , column 2). For women, we observe a negative coefficient of education, though not statistically significant.
Results
The evidence for the causal effect of education on men's discount rate is robust to alternative specifications. In columns 3-4 of Table 6 we add (potentially endogenous)
variables that may also affect discount rate, such as income related to a particular profession, marital status and individual ties to the clan. The corresponding 2SLS estimate of the effect of education is larger than the one estimated without these controls, although it is not distinguishable statistically. In columns 5-8, primary schools --instead of secondary schools --are used as the excluded instrument for education. For men, we find similar results as those with secondary schools, but with greater uncertainty. For women, we observe that primary schools have no explanatory power for their education, which is not surprising given the above-mentioned marriage migration. Using both primary and secondary schools as instruments (columns 9-12) delivers very similar estimates of the effect of education as those found in columns 1 and 3, both in terms of the size of the effect and its significance level. Table 7 shows the main results when the exposure to Amin's era is used as the excluded instrumental variable. In columns 1-4 we cluster the standard errors at the village level. Exposure to Amin's era lowers the education of men, whereas it does not affect women's education. In the second stage, we find that a higher level of education reduces -21 -men's discount rate. In contrast to the previous identification strategy, this instrumental variable allows to control directly for village fixed effects (columns 5-8). The results do not change substantively. Interestingly, the magnitude of all these estimates is very similar to the magnitude of those we obtained when using the measures of school access as instruments (Table 6 ).
In Table 8 we combine both types of instrumental variables. In the first stage both types of instruments strongly predict the level of education in the expected directions for men. In the second stage education reduces men's discount rate. The magnitude of the effect is similar to previous estimates reported in Tables 6 and 7 , the precision is however higher (the results are significant at 1% level).
For women, the estimates go in the same direction as for men both in the first and second stage, but they are much less statistically significant. In general, our analysis for women is inconclusive. On one hand the correlation between education and the discount rate in the OLS regressions is significant at 1% level and of similar magnitude as for men.
However, we do not have any suitable instrument to assess the issue of causality for women.
Conclusions
The paper aims to contribute to the rich literature that studies the causes of the low levels of saving and investment in rural parts of low-income countries. The paper focuses on the formation of time discounting as a possible explanation of this important issue and it demonstrates a causal effect of education on subjective discount rate in ten village areas in southern Uganda.
First, we study various socioeconomic characteristics that were suggested in earlier literature as possible determinants of time preference. The discount rate emerged significantly correlated with completed years of schooling: more educated respondents are more patient.
-22 -We also found several other intuitive relationships: the respondents with a lower discount rate are more likely to make choices with delayed rewards, such as using a mosquito net or assigning higher importance to schooling of their offspring.
To our knowledge, comparable studies that elicit discount rate have not attempted to depart from the observed correlation between education and discount rate by testing the impact of education on discount rate. In order to do so, we exploit two independent exogenous sources of variation in schooling: across villages and over time. -The dependent variable is the discount rate calculated from the binary choices between amount now and after one year. In columns 1-6 standard errors are corrected for clustering at the village level. In columns 7-9 we control for village fixed effects. In all columns we control for cohort effects by including a dummy variable for each 5-year cohort (it equals to one if an individual was 7 years old in that particular period) starting from 1941-45. * Significant at 10%. ** Significant at 5%. *** Significant at 1%. where the dependent variable is the discount rate. In columns 1-4 the instrumental variable is the number of secondary schools per thousand of inhabitants in the particular village area when an individual was at the age of 15 years. In columns 5-8 the instrumental variable is the number primary schools per thousand of inhabitants in the particular village area when an individual was at the age of 7 years. In colums 9-12 both the number of primary and secondary schools are used as instrumental variables. In all columns we control for cohort effects by including a dummy variable for each 5-year cohort (it equals to one if an individual was 7 years old in that particular period) starting from 1941-45. In columns 3-4,7-8 and 11-12 we control for observable characteristics (dummies for being farmer, non-farm self-employed, employed, married and having strong clan linkage). Underidentification test statistic is Kleibergen-Paap rk LM statistic. The null hypothesis is that the equation is under-identified, i.e. that the excluded instruments are uncorrelated with the endogenous regressor. Weak identification test statistic is Kleibergen-Paap rk Wald F statistic. The null hypothesis is that excluded instruments are correlated with the endogeous regressor, but only weakly. A commonly used critical value for this test is approximately 10 (Baum et al. 2007) . * Significant at 10%. ** Significant at 5%. *** Significant at 1%. -In columns 1-4 the standard errors are corrected for clustering at village level, in columns 5-8 we control for village fixed effects. The lower panel reports results from the first stage regression where the dependent variable is the years of schooling. The upper panel shows the results for the second stage where the dependent variable is the discount rate. In all regressions the instrumental variable for education is the number of school-age years that overlap with the the era of Idi Amin (1971 Amin ( -1979 . In all columns we control for cohort effects; for periods 1941-1955 and 1986-2000 we including dummies for each 5-year cohort starting from 1941-1945 and from 1986-1990, respectively; for the period 1956-1986 there is only one cohort dummy. In columns 3-4,7-8 and 11-12 we control for observable characteristics (dummies for being farmer, non-farm self-employed, employed, married and having strong clan linkage). Underidentification test statistic is Kleibergen-Paap rk LM statistic. The null hypothesis is that the equation is under-identified, i.e. that the excluded instruments are uncorrelated with the endogenous regressor. Weak identification test statistic is Kleibergen-Paap rk Wald F statistic. The null hypothesis is that excluded instruments are correlated with the endogeous regressor, but only weakly. A commonly used critical value for this test is approximately 10 (Baum et al. 2007) . * Significant at 10%. ** Significant at 5%. *** Significant at 1%. -In all columns the standard errors are corrected for clustering at village level. The lower panel reports results from the first stage regression where the dependent variable is the years of schooling. The upper panel shows the results for the second stage where the dependent variable is the discount rate. In all regressions the instrumental variables for education are (1) the number of secondary schools per thousand of inhabitants in the particular village area when an individual was at the age of 15 years and (2) the number of school-age years that overlap with the the era of Idi Amin (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) . In all columns we control for cohort effects; for periods 1941-1955 and 1986-2000 we include dummies for each 5-year cohort starting from 1941-1945 and from 1986-1990, respectively; for the period 1956-1986 there is only one cohort dummy. In columns 3-4 we control for observable characteristics (dummies for being farmer, non-farm self-employed, employed, married and having strong clan linkage). Underidentification test statistic is Kleibergen-Paap rk LM statistic. The null hypothesis is that the equation is under-identified, i.e. that the excluded instruments are uncorrelated with the endogenous regressor. Weak identification test statistic is Kleibergen-Paap rk Wald F statistic. The null hypothesis is that excluded instruments are correlated with the endogeous regressor, but only weakly. A commonly used critical value for this test is approximately 10 (Baum et al. 2007) . * Significant at 10%. ** Significant at 5%. *** Significant at 1%.
-37 --38 - -For female (columns 3,6 and 9) convergence was not achieved; the reported results are after fifth iteration. In columns 1-6, standard errors are corrected for clustering at the village level. In columns 7-9, village fixed effects are included. In all columns we control for cohort effects by including a dummy variable for each 5-year cohort (it equals to one if an individual was 7 years old in that particular period) starting from 1941-45.In columns 4-9 we control for observable characteristics (dummies for being farmer, non-farm self-employed, employed, married and having strong clan linkage). * Significant at 10%. ** Significant at 5%. *** Significant at 1%.
