Abstract-This paper focuses on the problem of quality of service (QoS) provisioning in optical burst switching (OBS) networks. OBS is a promising photonic network technology aiming at efficient transport of IP traffic by means of statistical multiplexing. The lack of optical memories, however, makes this operation quite complicated. Problems such as unfairness in access to the shared transmission resources, facility in adopting alternative and backup routing, scheduling complexity and so on arise in the conventional OBS architecture. In [1] we proposed the offset-time emulated OBS (E-OBS) architecture, which overcomes all these drawbacks by means of distributed provisioning of the offset time in core nodes. Nonetheless it is still difficult to guarantee a certain level of service quality. Burst preemption mechanism, which, alongside with offset-time differentiation, was proven to be the most effective technique for QoS provisioning in OBS networks. The general drawback of any burst preemptionbased mechanism is that, in case of successful preemption, either the resources reserved for the preempted bursts on outgoing path are wasted or an additional signaling procedure should be carried out in order to release them. In order to avoid wasted resources reservation, in [2] we proposed the Preemption Window (PW) mechanism which enhances the E-OBS for efficient QoS support. In this paper we evaluate exhaustively the performance of the resulting architecture showing all its advantageous with respect to other solutions.
I. INTRODUCTION
Optical burst switching (OBS) is a promising solution for reducing the gap between switching and transmission speeds in future networks [3] . Packets coming from client networks are aggregated and assembled into optical data bursts in the edge nodes of an OBS network. A burst control packet (BCP) is transmitted through a dedicated control channel and delivered prior to the data burst (the so called offset-time). In this way the electronic controller of an intermediate (core) node has enough time both to reserve a wavelength on its output link, usually for the duration time of the incoming burst, and to reconfigure dynamically the switching matrix. The output wavelength is released for other connections when the burst transmission is finished in the node. Such a temporary utilization of wavelengths allows for higher resource utilization as well as for better adaptation to highly variable input traffic in comparison to optical circuit-switching networks. Moreover the aggregation of data packets helps to overcome the fast processing and switching requirements of optical packet switching (OPS) technology. In fact, OBS allows using state-of-the-art switching elements [4] .
There are two distinct signalling architectures considered for OBS networks. The first one is based on a connection-oriented signalling protocol which performs end-to-end resources reservation with acknowledgment in so called two-way reservation mode. The other exploits a connection-less signalling protocol which allocates the resources on-the-fly, a while before the burst arrival, in a one-way reservation mode1. Since the problem of the two-way reservation signalling concerns the latency due to the connection establishment process such architectures are less interesting for long-haul network applications due to the large latency and are not addressed in this paper.
The one-way reservation signalling that can operate effectively in large distance OBS networks performs according to a statistical multiplexing paradigm; hence it encounters the problem of burst contention inside the network. Indeed, when a burst control packet enters a node in order to perform the wavelength reservation for its data burst, it may happen that the requested resources are not available at the output link and the burst has to be dropped. The lack of optical random access memories complicates the resolution of burst contention in optical networks. To alleviate this problem several mechanisms based on wavelength conversion, deflection routing and fibre delay line (FDL) buffering together with dedicated burst scheduling algorithms have been proposed.
From the very beginning, there were two distinct control architectures considered for OBS networks [3] . The difference between them comes from different management of offset times. A conventional OBS (C-OBS) introduces the offset time in soft-way by delaying the transmission of burst with respect to the BCP in the edge node. At each core node, the offset time decreases by the time the BCP spends in the switch controller. Another idea for an OBS operation comes from OPS world and it intends to emulate the offset time by means of an additional fiber delay unit (FDU) introduced in the data path at the input port of the core node in the so called offset time emulated OBS (E-OBS) architecture. FDU delays the arrival of the burst with respect to the arrival of its BCP and in such hard-way it introduces the offset-time. Although C-OBS has attracted lots of attention we highlighted in [1] that problems such as unfairness in access to the shared transmission resources, facility in adopting alternative and backup routing, scheduling complexity, etc. can be avoided in E-OBS.
In this paper we deal with the problem of Quality of Service (QoS) provisioning in the E-OBS architecture. Effective QoS provisioning engages both the definition of specific QoS classes to be given for higher level applications and dedicated mechanisms providing such classes in the network. QoS mechanisms in OBS networks based on one-way signalling usually utilize a services differentiation approach, which may be exploited in different ways:
• differentiation of the burst inherent parameters in edge nodes such as offset times -in so called Offset-Time Differentiation mechanism [5] -and burst size [6] , • differentiation of reservation and scheduling procedures in core nodes such as threshold-based, burst preemption and intentional burst dropping schemes [7] , or • differentiation of signaling procedures and routing strategies [8] . Burst preemption (BP), offset time differentiation (OTD) and wavelength threshold mechanisms are the most addressed QoS mechanism in OBS networks. In [9] we showed that BP outperforms the other mechanisms in terms of overall throughput while maintaining the same burst loss probability as for OTD for high priority traffic.
The general drawback of preemptive mechanisms is a need for an additional signaling protocol to be used to release resources in case of the successful preemption. Indeed in a C-OBS architecture (see Section III) even when the preemption happens, the control packet corresponding to preempted burst (the so called phantom burst) continues its trip towards the destination node reserving the resources. In such a case either the resources reserved for the preempted bursts on outgoing path are wasted or an additional signaling procedure should be carried out.
In [2] we proposed the Preemption Window (PW) technique which enhances the E-OBS architecture for QoS support. We proved that the problem of phantom bursts is overtaken using such technique while maintaining the same good performance as for the classical burst preemption.
In this paper we present a deeper analysis of the benefits of the PW technique applied in the E-OBS architecture compared to the burst preemption in C-OBS. The rest of the paper is organized as follows. In Section II we briefly describe the E-OBS network architecture and its benefits with respect to C-OBS one. Section III is dedicated to the presentation of the Preemption Window technique and its behavior. In Section IV, an exhaustive analysis of the performance of the PW technique applied in E-OBS is presented for both single node scenario and network scenario. Section V draws some conclusions.
II. E-OBS NETWORK ARCHITECTURE Figure 1 presents the E-OBS network architecture. An E-OBS node is a typical OBS node [10] with additional optical taps to extract the control channels and a pool of fiber delay units (FDUs) introduced into the data path of the input interface -each input fiber is connected to one FDU. Note that E-OBS architecture allows a different control operations than C-OBS. The edge node launches the BCP into the control channel prior to its data burst and with some small offset time provided to compensate the switch reconfiguration delay at the egress node (δ s in Fig. 1(b) ). At each core node, while the BCP goes directly to the switch controller, the data burst is delayed by the FDU for a period ∆ (which depends on the length of the FDU). During this time, the BCP undergoes the queueing in an input buffer and the processing in one (or more) processor unit(s). Before being converted back to optical form and transmitted through the output control channel to the output interface, the BCP is buffered in such a way that the offset time is as it was at the ingress. This operation is repeated at each core node so that the offset is kept as fixed as possible from link to link inside the network. Once the burst reaches the egress node, it is disassembled and the data are delivered to the client networks.
In [1] and [14] we showed that C-OBS posses several drawbacks such as the problem of unfairness in access to transmission resources, constraints in the alternative routing, a need for complex void filling-based resource reservation algorithms, some difficulties in QoS provisioning, etc. On the contrary, thanks to the introduction of one FDU of few km per input port in the core nodes and to its fixed offset provisioning, the E-OBS can bring significant facilities to the mentioned problems. At the same time, E-OBS performs as well as C-OBS in terms of burst loss probability and end-to-end delay.
III. PREEMPTION WINDOW

A. The problem of phantom burst in burst preemption
Burst Preemption (BP) can be classified as a contention resolution based mechanism that in case of contention allows the processing unit of the switch to overwrite a low priority (LP) reservation with a later arriving high priority (HP) one. The preemption may concern either the whole burst [15] (full preemption) or it allows for a partial preemption when a burst segmentation technique [16] is applied. Although burst segmentation offers better performance characteristics it is at the cost of higher complexity since this technique involves additional information about the data bursts to be carried and processed in the core nodes.
As mentioned in Section I, the general drawback of burst preemptive mechanisms is the possible waste of resources on the ongoing path due to the phantom bursts. In C-OBS networks, the burst control packet which belongs to a preempted LP data burst does not have any knowledge about the preemption. Thus, it continues its trip towards the destination node and consumes unnecessarily both the controlplane resources, when being processed in the node controllers, and data-plane resources, when reserving the wavelengths for its (preempted) data burst.
In order to assess such an overhead, we develop an approximate estimation of the preemption effect that is produced in a single node. In particular, we introduce a preemption rate (R) metric that represents the number of preempted bursts over all the bursts (successfully) transmitted at the node output link.
If we assume i.e.d. burst inter-arrival times and i.i.d. burst lengths, the preemption rate of a full burst preemption scheme can be calculated as (see Appendix A for a derivation):
where ρ, α HP , W are, respectively, the overall load, HP class relative load, the number of wavelengths in the link, and Erl(.) is the Erlang B-loss formula given by (9) . Figure 2 presents the preemption rate of a BP mechanism in a single node scenario. As we can see, R significantly increases in the systems with lower number of wavelengths as well as at higher traffic loads. A small disparity between analytical and simulation results comes from the fact that the simulated bursts are stream-like arranged in a data channel (bursts can not overlap each other) and their arrivals are not more exponentially distributed.
R corresponds to the percentage of additional signalling required at each node to release the preempted bursts. If such signalling procedure is not provided there is a waste of transmission resources due to these preempted reservations in all the nodes on the ongoing paths. In large networks of high number of nodes the problem might be intensified since all nodes undergo similar effect. 
B. The principle of Preemption Window
Taking into account the reasons explained in the previous section there is a motivation for adapting the E-OBS architecture for the burst preemptive mechanism. In such an architecture there is no offset-time setup by edge nodes. The offset is artificially introduced by means of additional FDU inserted in the data path at the input port of core nodes. Control packet and burst travel simultaneously through the network. When both reach a core node the control packet goes directly to the switch control unit, whilst the burst is delayed in the FDU by period ∆ (the 1-hop offset time). During this time the control packet is processed.
Starting with this basis, E-OBS can be enhanced with the QoS support by means of the Preemption Window (PW) mechanism. In such a mechanism, a control packet is delivered to the switch controller with some extra offset (∆ e ), besides the 1-hop offset time(∆). This additional offset constitutes a preemptive window T during which the controller can preempt the reservation of lower priority by the one of higher priority. Preemptive window T begins after the end of processing of the burst control packet and lasts till the arrival of its payload (see Figure 3) . In further discussion, for simplicity, we assume that the payload comprises a guard band for the switching operation. Figure 4 shows an illustrative example of the PW mechanism. In this example, a preemption of the LP burst 1 can be performed only by the HP burst 2 since the control packet of the later arrives in preemptive window T . On the other hand, the HP burst 3 is not allowed to preempt the LP burst 1 because its control packet arrives out of window T .
An important rule of the PW mechanism is that the BCP, after its processing, is waiting in the memory of the controller until T expires and only then it can be sent to the next node (if the burst has not been preempted) or dropped (in case of successful preemption). After the BCP is sent the preemption of its burst is not allowed in the node. Thanks to these rules any BCP has its corresponding data burst (no phantom bursts are present) and there is no need for any signaling procedure to be carried out in order to release the resources on the outgoing path in case of successful burst preemption. It should be pointed out that the PW mechanism can work with both full and partial burst preemption techniques.
The preemption offset can be provided in both C-OBS and E-OBS architectures. In the former the edge node adds an additional offset, which accounts the preemption windows in all the nodes of the routing path. A disadvantage of this solution is the increase of variation of offset times, which may further intensify the unfairness in access to transmission resources. For this reason we consider the PW mechanism is more appropriate for E-OBS architectures.
In the PW mechanism, the value of T becomes an important trade-off between high burst delay (too large preemptive window) and ineffective burst preemption (too short preemptive window). Period T can be calculated as:
where ∆ + is the offset introduced by inlet FDU in E-OBS node, and δ p is the effective processing delay of control packet.
Since δ p could be variable, period T could vary as well. In the simplest case, T corresponds to the idle waiting time period δ i after the processing of control packet. In order to increase this period, the FDU can add some additional preemptive offset ∆ p . In this case T could be also expressed as:
Scope of the following section is to give an overview of the effect of the value of T to the burst loss probability.
IV. NUMERICAL RESULTS
In this section, we use event-driven simulation to show that a full-burst preemptive mechanism in E-OBS architecture with the PW mechanism applied can achieve easily the performance of classical burst preemption in the conventional OBS. We analyze two different scenarios: in the first one we consider a single node, which can be buffer-less or enhanced with some FDLs capabilities, whilst in the second one a full network scenario with bufferless nodes is considered.
In all cases, two classes of services, namely High Priority (HP) and Low Priority (LP) are available. The metrics that we study are the burst loss probabilities, both for the HP (BLP HP ) and the LP (BLP LP ) class as well as overall BLP (BLP T otal ).
A. Node scenario
We consider a general non-blocking OBS node architecture with full wavelength conversion. The switch has 4×4 input/output ports and W number wavelengths per port, each one operating at 10 Gbps. A one-way signaling protocol, the simple Horizon resources reservation, and the LAUC scheduling are applied. The switching and processing times are 1 µs and 10 µs, respectively.
The traffic is uniformly distributed between all input and output ports. Regarding the burst length and the inter-arrival time (IAT) distributions we apply the ones studied in [17] [18] . In particular, the bursts length is Gaussian distributed with a mean burst length equal to 40kbytes (1µ). Minimum burst length is setup to 4kbytes while its maximum value is 4Mbytes. The burst IAT, after the assembly process, is also Gaussian distributed with a mean depending on the traffic load. The mean load per input channel (wavelength) is 0.8. The percentage of HP traffic load is denoted as α and it is equal to 25% if not specified differently.
It is worth to mention that all simulation results have 99% level of confidence. It is achieved by means of at least 10 repetition of the same simulation.
1) Bufferless node: For the bufferless case, in Fig. 5 we can see that the preemption window, which is equal to T , has a big impact on BLP HP characteristics. In particular, when T increases performance of the preemption mechanism improves resulting in lower BLP HP . It is due to the fact that the more time the LP burst reservation is exposed to be preempted the higher probability that HP burst preempts it. Other remark is that all the BLP HP characteristics look alike regardless of the system parameters. Indeed the characteristics fall quasilinearly from their maximum obtained for T = 0 and they slow down rapidly at T = 1.3 * 1/µ, to stabilize at about 2/µ. These results could serve us in order to find an upper bound on the effective offset introduced by means of the input FDU.
The behavior described above can be explained by Fig. 5 (a) that presents comparative results of BLP HP for 3 resources reservation mechanisms, namely without preemption (NP), a classical Burst Preemption (BP) when even the preemption of LP burst being transmitted is allowed and finally the PW mechanism. We can see that for T = 0 which results in the lack of preemption window, the PW offers the same results like the NP. In such case no preemption can occur and indeed the PW and NP behaves the same. On the other side, for T above 2/µ the PW achieves the performance of the BP mechanism. To go further we have to recall both the considered burst length distribution that is a Gaussian like with a mean equal to 1/µ and the principle of operation of the PW mechanism. Namely, assuming that preemption window is higher than 2/µ, from the burst length distribution we obtain that almost all bursts are shorter than this preemption window. For this reason all those bursts' reservations are exposed for preemption during whole their duration and this is just like in the BP. Therefore the BP mechanism can be easily emulated by the PW when T is high enough.
From Fig. 5(a) we can also see that the impact of PW mechanism on BLP LP and BLP T otal is small. The BLP LP curve slightly deteriorates when increasing T and it stabilizes soon. With higher T a given LP reservation is exposed for more time to the preemption and the preemption may occur even at the moment being close to the end of reservation. In such case we may waste more resources belonging to this reservation prior to the moment of preemption what can impact the BLP T otal . Nevertheless, as the simulation results show this effect is almost imperceptible since BLP T otal is very stable in the whole range of T and it is only slightly deteriorated at higher offset-times in comparison to the NP case (when T = 0). characteristics what seems to be obvious. Moreover, we see again that all the curves become stable starting from T = 2/µ. Figure 5 shows also that effective PW guaranteeing low HP blocking probability (e.g. on the level of 10 −6 ) would be reduced in the systems with more wavelengths.
For the bufferless node, we provided analytical model and results for the case of single wavelength in [1] . In case of multiple wavelengths, additional simulation results are available in [14] where also the exponential traffic model is considered.
2) Node with FDL buffering: For the scenario with buffering capabilities we assume the core node enhanced with a feed-back FDL buffer [19] . Such architecture allows us to preempting any LP burst by a HP burst even if it is actually transmitted through the buffer's FDL. In fact, when preemption occurs we know that thanks to our control architecture (see Section III) the LP burst has not reached the output port. Therefore, we can easily block it by means of the switching matrix in order to make impossible its propagation towards the output link. Note that preemption of a burst being transmitted through the feed-forward FDL buffer might result in the propagation of a part of optical signal that has not been blocked by the matrix. Since this useless part of the burst will reach the next node it can cause false optical signal detections and therefore additional information such as jam sequence might need to be added.
In our study we assume that the feed-back buffer emulates N output feed-forward buffers, each one operating with 8 optical channels, where N is equal to the number of output ports. The number of delay lines is between 1 and 4 depending on the simulation. The provided delays are linearly increasing with a basic delay unit equal to 32µs, which corresponds to the mean burst duration.
In Fig. 6 we show the results of BLP for different buffer size and number of wavelengths as a function of T . We see that even with one FDL used there is no significant gain in the performance when increasing T . It is due to the fact that the buffer itself introduces some variable preemption window and therefore no additional preemption offset in the input FDU is necessary. This also explains why, even with T equal to 0, the results of BLP HP are much lower than BLP LP and BLP T otal . Therefore the length of the input FDU and its resulting delay can be reduced. Note that the control architecture still keeps the control packets in core nodes waiting for the transmission of the bursts in order to avoid signaling complexity if a preemption occurs.
Finally, we can observe that application of FDLs decreases blocking probability of LP bursts, In particular, in the system with 32 wavelengths and only 1 FDL the BLP LP can be below 10 −4 in a node.
B. Network scenario
In the network scenario, we consider three different topologies (see Figure 7) : one regular topology consisting of a 25-nodes Manhattan street network (with a nodal degree of 4), and two real topology consisting of the NSFNet topology of 15 nodes and 22 links, which represents an America backbone We assume each node is both an edge and a core bufferless node capable of generating bursts destined to any other nodes. The traffic is uniformly distributed between nodes. We assume each edge node offers the same amount of traffic to the network. In this network context, the offered traffic is normalized to the transmission bitrate and expressed in Erlangs, where one Erlang corresponds to an amount of traffic that occupies an entire wavelength. For example 51.2 Erlangs mean that each edge node generates 512 Gbps, being 10 Gbps the bitrate of each wavelength. The value of T is set to 16 km which corresponds to 2.5 times the average burst duration.
The rest of configuration parameters is the same as in Section IV-A. In Figure 8 and Figure 9 , we compare the classical Burst Preemption (BP) applied in the C-OBS architecture and the Preemption Window (PW) applied in the E-OBS architecture.
In Figure 8 , the comparison is in terms of BLP LP and BLP HP considering Manhattan and NSFNet topologies. We select few number of wavelengths (W = 8 and W = 16) in order to have significant results for HP traffic. Although the considered topologies are very different, Figure 8 (a) and Figure 8 (b) present similar behavior. The results show that PW presents slightly better performance for LP traffic than BP. This improvement is mainly due to the absence of phantom bursts, which, as commented in Section III, is a design feature of the PW mechanism. In terms of BLP HP , the improvement of the PW is less evident.
In Figure 9 , we show another feature of the E-OBS architecture, and, consequently, of the PW mechanism in terms of class isolation. In this figure, we focus on the fairness goodness, i.e., the variation of burst loss probabilities with respect to the residual number of hops to reach the destination for different network topologies. We can see that the fairness in C-OBS is very poor. In fact, the bursts that begin their trip (i.e., with high number of residual hops, the right side of the figures) may undergo much lower losses than the bursts having just the ultimate hops to reach the destination (i.e., with few number of residual hops, the left side of the figures). On the other hand, in the E-OBS architecture each burst has the same time horizon to make the reservation of resources since the offset times, which are determined by the length of FDU, are the same. The results presented in the figure confirm this ability.
V. CONCLUSION
In this paper we studied the Preemption Window (PW) mechanism applied in the offset-time emulated OBS (E-OBS) architecture for efficient preemption-based QoS support. This E-OBS architecture applies a fiber delay unit at the input port of core nodes in order to emulate conventional offset-times. The essential part of proposed architecture is that PW allows for preemption of a low priority burst only in specific period when the burst has not reached the output link. The mechanism is also responsible for transmitting the control packet and the burst simultaneously in such a way that there is not separation between them in a link. Thanks to these rules the well-known problem of phantom burst is eliminated.
Obtained simulation results show that in a bufferless OBS node, the performance of the PW mechanism is like of the conventional burst preemption. Although the study was done for the full-burst preemption principle, the considered solution can be used with any other preemption scheme like e.g. with the burst segmentation. In the buffered node scenario, the application of FDLs decreases substantially the blocking probability of LP bursts, while, at the same time, it needs shorter fiber delay units at the input port of the core nodes.
Finally, in the network scenario, PW in E-OBS architecture surpasses the performance of the classical burst preemption applied to conventional OBS architecture. The absence of phantom bursts reduces the overall network load and thus there
