Integrating visual features has been proved useful in language representation learning. Nevertheless, in most existing multi-modality models, alignment of visual and textual data is prerequisite. In this paper, we propose a novel semi-supervised visual integration framework for sentence level language representation. The uniqueness include: 1) the integration is conducted via a semi-supervised approach, which can bring image to textual NLU tasks by pre-training a visualization network, 2) visual representations are dynamically integrated in both training and predicting stages. To verify the efficacy of the proposed framework, we conduct the experiments on the SemEval 2018 Task 11 and reach new state-of-the-art on this reading comprehension task. Considering that the visual integration framework only requires image database, and no extra alignment is required for training and prediction, it provides an efficient and feasible method for multi-modality language learning.
Introduction
In the last decades, researchers have attempted to help machines understand text using visual information. Many multimodal natural language understanding methods combine visual and text by learning multimodal word representation (Srivastava and Salakhutdinov, 2012; Kiela and Bottou, 2014; Bruni et al., 2014; Kiros et al., 2018; Passage: Today my family is holding a feast in the dinning room to celebrate Christmas, we are going to eat a big cake after singing the Christmas song. Grandpa is a cook, he would make a cake every Christmas. Question: Where is the cake probably placed? Choice: A. Table B . Oven C. Butter. et al., 2018b) from aligned text-image data. Recently, sentence-level multi-modal semantic learning methods have also been proposed. The purpose of these models includes generating image captions (Socher et al., 2014; Chrupała et al., 2015) and image retrieval (Frome et al., 2013; Niu et al., 2017) . Latest research (Kiela et al., 2018) learns sentence representation by predicting corresponding image features, and get encouraging improvement but did not achieve state-of-the-art performance on some NLP tasks such as entailment and classification. One limitation of these approaches is they need to be trained on aligned text-visual dataset, which limits their adaptability on NLU tasks with large-scale textual corpus.
Unique to existing works, in this paper, our purpose is integrating visual information to such textual NLP tasks. For example, given the text of reading comprehension task as in Fig. 1 may recall a visual scene while reading, and select the correct answer "A" easily. However, most reading comprehension tasks do not provide aligned images, and it is hard for a machine to select without the common sense that a cake is usually placed on a table, which may be described in some pictures. If we can provide the image in Fig. 1 just like human's visualization, and integrate the information about a cake and a table to NLU models, it is likely to be helpful. We propose a semi-supervised visual integration framework, use aligned visual-text dataset to train a visualization network that provides image for every sentence, and then dynamically integrate visual and textual representation. By integrating the framework to TriAN (Wang et al., 2018a) model, on the SemEval 2018 Task 11 corpus, we get the absolute performance gains of 1.28% and 0.57% for single and ensemble models and achieve state-of-the-art performance. To the best of our knowledge, this is also the first time to apply multimodal NLU model to textual reading comprehension task.
Integrated Reading Comprehension Model
A flowchart of applying semi-supervised visual integration framework to reading comprehension model is illustrated in Fig 2. This model consists of four parts: 1) pre-trained reading encoder, 2) sentence visualization and visual feature extraction, 3) the attentive text-visual fusion and 4) the choice classifier. To formulate, we define the input passage as a set of sentences, i.e., T = s 1 , s 2 , ..., s l , where s i is the i th sentence within the text T , and l is the length of T counted by sentences. Sentence Visualization and Feature Extraction Module: This module plays the text-to-image visualization role. The input text is fed into text encoder and converted to t ∈ R J where J is the joint embedding size. Image encoder computes all images in image memory as image embedding V ∈ R J×M where M is the size of image memory base. Then the module returns the top 1 result of matched images as
(1)
Since our main propose is to create a new framework, in implementation, we prepare this part of module according to the procedure used by VSE++ (Faghri et al., 2017) model, which uses 152-layer-ResNet (He et al., 2016) as image encoder and bidirectional GRU as text encoder. In order to extract information from the retrieved image, we use visual information extractor F of two different levels. The object level extractor is pre-trained by Faster R- CNN (Ren et al., 2015) model, which selects top K possible objects from given image and returns object features I ∈ R K×V , where K is number of objects, andV is dimension of visual features. Image level extractor is a ResNet-152 network pre-trained on ImageNet, which provides a global feature vector on the whole image. While one passage contains many sentences, the features of these images are stacked together asr
Attentive Text-Visual Fusion Module: This module has two inputs: visual featuresr v and text representation r p from pre-trained reading encoder. An attention network is used to process visual features. Each visual feature vector computes an attention weight with text representation as:
where α is attention weight onr v , Q and P are one hidden layer DNNs with weighted norm and ReLU activations, S is a linear transform, is the Hadamard (element-wise) product. Finally visual-ization feature vector r v,ta is output as:
The r v,ta is used as the text-visual fusion representation and will be fed into choice classifier. Choice Classifier: Denote the final score as p, we formulate the classification as:
where · is dot product, r qc is the concatenation of question representation, p t is the score of choice given by pre-trained reading comprehension model.
Experiments
We integrate semi-supervised visual integration framework to TriAN (Wang et al., 2018a) , which got first place in SemEval 2018 Task 11 competition. The metrics is accuracy test on the online official evaluation system. Datasets: SemEval-2018 task 11 (Ostermann et al., 2018) is used as evaluation. It focuses on simple and explicit stories in the description of script events and script participants, which matches the goal of our framework. framework on develop set and see statistically improvement under the one-tailed paired t-test at the 99% significance level.
To show the ability of the semi-supervised visual integration framework, we also compare how much performance gain the framework and Con-ceptNet (Speer and Havasi, 2012) give to TriAN base model. As we see in Table 1 , after combining with TriAN model, the semi-supervised visual integration framework brings 1.34% improvement, higher than 0.82% improvement of ConceptNet.
Analysis by Question Categories: To figure out how the semi-supervised visual integration framework helps reading comprehension, we perform an analysis of performance change on six most frequent question types. As shown in Table 2 , the framework benefits most to what and where questions, which tends to require real world information to answer. The framework does not help answering abstract why, who and when questions, which supports our hypothesis that the framework mainly gives real world state of objects and scene. In order to study the effect of image memory base size on experimental results, we alternate image base in train and test process. As shown in Table. 3, using bigger image base (MSCOCO) of 120k in train and test works best. When we shrink the test image memory base to the Flicker30k, the integrated model performance reduces, but is still higher than using 30k image both in train and test. More importantly, when the model is trained on the Flicker30k image base, using a bigger one does not contribute to test performance. These results suggest that the framework could work better as the size of the image base in train and test increases.
Case Study: To analyze how the semisupervised visual integration framework benefits reading comprehension task, we give examples of the visual integration causing base model to switch from wrong to right in Fig. 3 . Overall, we find that visualization helps when the answer of a question appears in one or more image, in other words, the visualization tends to give direct clue (table, daily My wife and I decided to have a picnic with my sister and brother in law. My wife and I planned to make a salad that had avocado and peppers in it. My sister said that she would bring pizza and a dessert. Question: What kind of food was made for the picnic? Choice A.Salad , pizza , chicken , and dessert B.salad , pizza , and dessert* I miss my best friend Shelly and so I decided to send her a letter telling her all about my trip to my sister 's house in Alaska , and to also tell her that I hoped she was well . I finished writing my letter and as I went to find a stamp and an envelope I needed to send it , I had found that I did not have any . I went to a store that sells cards and envelopes , and chose a box of pretty purple -colored envelopes to mail my letter in . Question: Why are they mailing the letter ? Choice A.*to tell best friend about a trip B. to get paid Today is grocery day , I go every Thursday . I check the paper on Wednesday and try to to match all the coupons I can to each sale . I grab my coupon book and head it to the store . Question: Do they go to the store more than once a week? Choice A.Yes , Monday and Thursday B.No , every Thursday* Figure 4 : Cases Semi-supervised visual integration framework flipped the base model from right to wrong. Here, ground truth answer is marked with *. necessities) to the answer. The helpful images contain environment objects (table, etc) , characters (human, etc) and action (eat) information. More importantly, the framework does not provide proper images all the time, some images are irrelevant to sentences, or do not fully reflect the sentence as a human does. This also suggests that the framework would benefit from better image retrieval or generation models in the future.
We also provide some examples in Fig. 4 when the visual integration framework flipped the base model from right to wrong. As we can see in first passage, the question requires exact details of food, but the image provides trial information: fried chicken appeared in the second image with some vegetables, which gives error guidance. In another case as the second passage, the images show something like playing and writing, but fails to give information of abstract concept "trip" as a reason to answer a "why" question. The third case provides another condition when the question asks abstract information like a date. Although the Models Test *GroundSent (Kiela et al., 2018) 76.1 *Picturebook (Kiros et al., 2018) 86.5 ESIM + ELMo (Peters et al., 2018) 88.7 300D DMAN (Pan et al., 2018) 88.8 SLRC (Zhang et al., 2018) 89.1 LMTransformer (Radford et al., 2018) 89.9 MT-DNN (Liu et al., 2019) 91.1 BERT 91.2 BERT + STVF 91.3 images provides some information about shopping, it seems hard for images to tell which day it is.
Discussion
For Neutral language inference task, we choose BERT-large (Devlin et al., 2018) model, which has shown SOTA performance on many NLU tasks as baseline. Since the inference task requires detailed information in image, Faster R-CNN is used as the visual information extractor. Integrated NLI Model: In Table 4 we shows the results of integrating the mechanism to language inference model based on BERT. We firstly report the state-of-the-art performance of BERTlarge model (91.2%) on the SNLI dataset. Based on the trained BERT-large encoder, we then train the integrated visualization language inference model using three-step training process, and achieve new SOTA performance reported (91.3%) yet on the SNLI dataset. By integrate to pre-trained NLU model, the framework also largely outperforms previous multimodal NLU models. Table 5 shows the performance of integrate the framework to pre-trained BERT-large model on SICK dataset. Similar with performance on SNLI, we can also see the framework bring improvement to SOTA NLU model, and achieve higher perfor- mance after integrate to pre-trained NLU models.
Performance on sentences with different retrieval scores: To figure out how STVF bring improvement to pre-trained BERT model, we test sentences with different retrieval scores of visualization module. From results in Table 6 , we can see that performance of Visualization increases rapidly as the retrieval score increases, and at the same time, bring more and more performance improvement to pre-trained BERT-large model. This also indicates that the framework works better on sentences that are more easily to be visualized, in other word, more concrete. The result also suggests that STVF will work better as the text-to-image retrieval research develops in the future.
Cases Study: To further explore how STVF works, we show the visualized image and top 3 object areas the model interests in as Fig. 5 . As we can see, the visualized images could briefly provide visual information about event of sentences, and can reflect the relationship of objects. During feature extraction and fusion, the mechanism find entities (dog, people and human face) in the image, and is most interested in the sentence's subject and object.
Conclusion
In this paper, we proposed a semi-supervised visual integration framework, and applied to the reading comprehension task. Unique from existing multimodal NLU models, the aligned text-image data were used to train a visualization network, and the visual information was integrated into NLU model dynamically during both training and predicting. After integrating this framework to TriAN model, we reached new state-of-the-art performance on the SemEval 2018 Task 11. Experiments and analysis showed the reasonableness of performance gain acquired by the visual feature integration.
As suggested in the analysis, the framework still has limitation on abstract sentences visualization S1: Two dogs are looking through a rusty wire fence. S2: Two dogs are in the yard. BERT: Neutral. BERT + STVF: Entailment. S1: A young man wearing black and carrying a skateboard looks at an outdoor skateboard park. S2: A guy with a skateboard is looking at a park to skateboard. BERT: Entailment. BERT + STVF: Neutral.
(a) Entailment S1: People stand along a train track and take pictures. S2: Some people are walking to the train station. BERT: Contradiction . STVF: Neutral. S1: Boys with their backs against an incoming wave. S2: A group of people play in the ocean.
BERT: Neutral. BERT + STVF: Entailment.
(b) Neutral S1: A person swimming in a swimming pool. S1: A person is trying not to get wet. BERT: Neutral. STVF:Contradiction. S1: A sungalsses vendor gazes into the distance. S1: A vendor talks to a customer. and visual feature integration. In our future work, we plan to seek improvement through better textto-image retrieval and generation models, and explore to better integration methods for general NLU tasks.
