Multiple-network data are fast emerging in recent years, where a separate network over a common set of nodes is measured for each individual subject, along with rich subject covariates information. Existing network analysis methods have primarily focused on modeling a single network, and are not directly applicable to multiple networks with subject covariates. In this article, we propose a new network response regression model, where the observed networks are treated as matrix-valued responses, and the individual covariates as predictors. The new model characterizes the population-level connectivity pattern through a low-rank intercept matrix, and the parsimonious effects of subject covariates on the network through a sparse slope tensor. We formulate the parameter estimation as a non-convex optimization problem, and develop an efficient alternating gradient descent algorithm. We establish the non-asymptotic error bound for the actual estimator from our optimization algorithm. Built upon this error bound, we derive the strong consistency for network community recovery, as well as the edge selection consistency. We demonstrate the efficacy of our method through intensive simulations and two brain connectivity studies.
1 Introduction modeling multiple networks; nevertheless, they focused on unsupervised learning of network structures. Sun and Li (2017) developed a tensor response regression model that includes network response as a special case. However, the proposed model could only handle continuous responses and it imposed a different structure on the coefficients as our model. We also note that our work addresses a completely different problem as multi-layer network analysis, in which different types of relationships among the same set of nodes are observed (Paul and Chen, 2016; Salter-Townshend and McCormick, 2017) .
In this article, we propose a novel network response generalized linear regression model for a collection of network-valued data with additional covariates. We represent the observed networks as matrix-valued response variables, and the individual covariates as predictors.
We then adopt the form of generalized linear model (GLM), and formulate the populationlevel network structure, after a proper transformation, as the sum of two high-dimensional components. The first component is the intercept matrix and is assumed to possess a lowrank structure. The second component involves the slope coefficient tensor, which directly models the effects of covariates on the network structure and is assumed to be sparse. Both sparsity and low-rankness are commonly used low-dimensional structures in high-dimensional regressions . They provide crucial and effective dimension reduction tools for modeling high-dimensional data, by substantially reducing the number of free parameters and computational complexity. Moreover, they are scientifically plausible, and are frequently employed in neuroimaging and numerous other applications (Zhou et al., 2013; Chen et al., 2016; Sun and Li, 2017; Zhang and Han, 2018) . Particularly, the low-rank structure on the intercept term connects our model with several prevalent network models, such as the stochastic blockmodel and the network latent factor model. We show that, when there is only a single network, our model includes those as special cases. As a result, our model is capable of detecting communities of network nodes, within which the nodes are densely connected and between which there are sparser connections. The sparsity structure on the slope component imposes that the covariate effects on brain connectivity concentrate on a relatively small number of regions. This is reasonable, as brain connections are energy consuming and biological units tend to minimize energy-consuming activities (Bullmore and Sporns, 2009) . Sparsity also greatly improves interpretation of the resulting model. Given the model, we formulate its parameter estimation as a non-convex regularized optimization problem, and develop an efficient alternating gradient descent algorithm. We also derive the non-asymptotic error bound of the actual estimator from our optimization algorithm, as well as the asymptotic properties of community detection and edge selection based on our model. Our proposal makes some unique contributions. First, we develop a systematic and flexible approach to model multiple networks with covariates. It can be applied to a variety of network data, with continuous, binary or nonnegative integer edges. Moreover, even though we primarily focus in this article on undirected networks that are represented in the form of symmetric matrices, our method is applicable to directed networks in the form of asymmetric matrices as well. Actually, we derive both the optimization algorithm and the theoretical properties first for the asymmetric case, then extends to the symmetric case. Second, with the increasing availability of network data with rich subject phenotype information, we provide a timely response to help address a class of scientific problems with immense importance.
Moreover, although our method is motivated by brain connectivity studies, it is potentially applicable to other multiple-network data applications. Third, we successfully establish some strong theoretical properties for our method. We obtain an explicit non-asymptotic error bound for the actual estimator, first for a general loss function, then for the GLM loss function. This error bound reveals an interesting interplay between the computational efficiency and the statistical rate of convergence. It shows that the computational error decays geometrically with the number of iterations, while the statistical error matches with the minimax lower bound under the GLM loss. Built on this error bound, we further establish the strong consistency of a community detection procedure based on our model, where the number of communities is allowed to grow sub-linearly with the size of the network.
Strong consistency is generally considered to be the highest achievable level of community recovery accuracy (Gao et al., 2018) . We also prove the selection consistency in that we can consistently identify the edges that are affected by covariates and exclude those that are not affected. We comment that the aforementioned theoretical analyses are highly nontrivial, as they involve the alternating gradient descent, the factorization of the low-rank component, the hard-thresholding operator for sparsity, and the non-quadratic form of the loss function.
Throughout this article, we employ the following notations. Let • denote the outer product, and I n×n denote the n × n identity matrix. For a vector b ∈ R d 1 , let b i denote its ith entry, 1 ≤ i ≤ d 1 , and let b 2 denote its Euclidean norm. For a matrix B ∈ R d 1 ×d 2 , let B ij denotes its (i, j)th entry, and let B i· and B ·j denote its ith row and jth column, 
Let B F denote the tensor Frobenius norm, which is defined as B F = ijk B 2 ijk , and B 0 denote the number of nonzero entries in B. We define the tensor vector multiplication
and B ∈ R d 1 ×d 2 ×d 3 , and define the tensor matrix inner
The rest of the article is organized as follows. Section 2 introduces our network response generalized linear regression model, and discusses its connection with some existing network models. Section 3 develops an efficient alternating gradient descent algorithm for model estimation. Section 4 investigates the theoretical properties of the estimator. Section 5 demonstrates the effectiveness of our method through simulations, and Section 6 applies our model to two studies of brain functional and structural connectivities.
Model

Network Response Model
Let G(V, E) denote a network, where V is the set of n nodes and E is the set of edges.
It can be uniquely represented by the corresponding n × n adjacency matrix A, where A jj denotes the edge from node j to j , 1 ≤ j, j ≤ n. For a symmetric network, A jj = A j j . For a binary network, A jj ∈ {0, 1}, while for a count network, A jj is a nonnegative integer. We consider multiple networks, G 1 (V, E 1 ), . . . , G N (V, E N ), observed from N individual subjects of a study. Here we assume all N networks share a common set of nodes V , and E i is the set of edges for the ith subject, 1 ≤ i ≤ N . Let A (1) , . . . , A (N ) denote the corresponding adjacency matrices of G 1 , . . . , G N . Additionally, for each subject, we observe a vector of p covariates, denoted by x i = (x i1 , . . . , x ip ) . We assume the covariates are not perfectly correlated, in that any one covariate cannot be written as a linear combination of other covariates.
Denote µ (i) = E{A (i) |x i }, where the expectation E(·) is applied element-wise to the entries in A (i) . We postulate the following network response generalized linear regression model:
conditional on x i follows an exponential distribution with a canonical link function that
where g(·) is a known and invertible link function and is applied element-wise to the entries of µ (i) , Θ ∈ R n×n is the intercept matrix that characterizes the population level network connectivity, and B ∈ R n×n×p is the slope tensor that encodes the effects of subject covariates on the network connectivity. We next specify our choices of g(·), Θ and B. First, the choice of g(·) depends on the data type of A (i) . For instance, if the edges in A (i) are binary, we choose a logit link function, g(µ) = log{µ/(1 − µ)}; if the edges in A (i) are count data, we choose a log link function, g(µ) = log(µ). Second, we impose that Θ follows a low-rank structure. This structure effectively reduces the number of free parameters. Moreover, it connects (1) with, and is also more flexible than, several commonly used network models, as we further discuss in Section 2.2. Third, we impose that B is sparse, i.e., the effects of covariates concentrate only on a subset of connections. This sparsity assumption again reduces the number of free parameters, greatly facilitates the model interpretation, and is also well supported by empirical neurological studies (Vounou et al., 2010; Supekar et al., 2013) . We briefly comment that, it is possible to impose more complex structures on Θ and B, e.g., we may additionally require Θ to be sparse, or B to be low-rank. Even though these structures can be incorporated in our model framework with some straightforward modification, we choose to focus on the current setup as it offers a good balance between model complexity and model flexibility.
To ensure the low-rank structure of Θ, we adopt the idea of Burer-Monteiro factorization (Burer and Monteiro, 2003) , in which the low-rank matrix is reparameterized as the product of two factor matrices, Θ = U V , where U , V ∈ R n×r , and r is the rank of Θ. This reparameterization avoids repeatedly performing the computationally expensive singular value decomposition, which is often required in optimization with the low-rank constraint. If the adjacency matrix is symmetric, we reparameterize Θ as Θ = U ΛU , where U ∈ R n×r and Λ is a r ×r diagonal matrix with diagonal entries {−1, 1}. If Θ is positive semi-definite, then Λ becomes the identity matrix. To enforce the sparsity of B, we adopt the hard-thresholding sparsity constraint, by setting B 0 ≤ s for some positive integer s. Compared to the lasso type soft-thresholding constraint, the hard-thresholding constraint reduces bias and has been shown to enjoy superior performance in many high-dimensional problems (Wang et al., 2015; Zhang et al., 2018a,b) . In Section 3, we present an efficient optimization algorithm to estimate Θ and B under the low-rank and sparse constraints.
It is noteworthy that, based on the parameterization Θ = U ΛU , we can detect clusters, or communities, of nodes, so that the nodes are more densely connected within the clusters and less so between the clusters. This is termed community detection, and is one of the fundamental problems in network data analysis. There is a long line of research on community detection; see Zhao (2017) for a review. Assuming the nodes in the network form several communities and the community structure is fully determined by Θ, we recover the community labels by treating each row of U as a sample, then clustering the rows.
Connections with Existing Network Models
Before turning to parameter estimation, we show that our proposed model (1), when applied to a single network, reduces to several prevalent network models, including the stochastic blockmodel (Holland et al., 1983) , the network latent space model (Hoff et al., 2002) , and the network latent factor model (Hoff, 2009) . To establish these connections, we focus on a single network G(V, E), with the adjacency matrix A, and µ = E(A).
The stochastic blockmodel (Holland et al., 1983 ) is one of the most popular network models. It imposes that the nodes form a number of, say, K, communities, and the edges are determined by the community memberships of the two end nodes and are independent given the community assignment. Accordingly, the model can be written as
where C ∈ R n×K is the binary community assignment matrix with C jk = 1 if node j belongs to the kth community and 0 otherwise, and M ∈ R K×K characterizes the connecting probabilities within and between the communities, 1 ≤ j ≤ n, 1 ≤ k ≤ K. It is seen that the rank of the matrix CM C is K, and as such this model can be viewed as a special case of model (1), in the sense that both postulate that the network pattern admits some low-rank structure.
The network latent space model (Hoff et al., 2002) , also referred to as the latent position model, is another popular network model thanks to its easy interpretation; see Kim et al. (2017) for a review on this model. It assumes the nodes are positioned in a K-dimensional latent space, and two nodes are likely to form a tie if their latent positions are close to each other. One way to measure the closeness is the projection based distance. Then the model can be written as
where 1 n is an n-dimensional vector of ones, C ∈ R n×K has its jth row c j ∈ R K×1 encoding the latent position of node j in the K-dimensional latent space, M ∈ R n×n is a diagonal matrix with its jth diagonal entry equal to 1/ c j , 1 ≤ j ≤ n We see the rank of the matrix α11 + C(M C) is (K + 1), and thus this model is again a special case of (1).
The network latent factor model (Hoff, 2009 ) is closely related to the latent space model.
It can be written as
where α ∈ R n has its jth entry α j encoding the additive effect, and C ∈ R n×K has its jth row c j ∈ R K×1 encoding the multiplicative effect. In this case, the rank of the matrix
In the single network setup, compared to the above models, our model (1) is more general, in that it only assumes the low-rankness of the matrix Θ, but imposes no additional constraint on the network structure such as the block structure. Moreover, model estimation of the above models can be computationally intensive. For instance, in the stochastic blockmodel, the block membership for each node needs to be estimated, usually by a variational expectation-maximization (EM) approach. In the latent space model, the latent position of each node needs to be estimated, and the model is usually formulated within a Bayesian framework using Markov chain Monte (MCMC) type estimation. Such estimation procedures can be computationally expensive, and are generally difficult to apply for large networks when the number of nodes are in hundreds. For our model (1), we next develop an efficient alternating gradient descent algorithm that can easily handle networks with hundreds or more nodes.
Estimation
We propose to estimate the parameters Θ and B in model (1) through a non-convex regularized optimization. We first develop the optimization algorithm for the general asymmetric case, then for the symmetric case.
Denote the negative log-likelihood function of the network response model (1) by (Θ, B), which, up to a constant, is of the form (McCullagh and Nelder, 1989) ,
where
. . , N , and ψ(·) is the cumulant function with its first derivative ψ (·) = g(·) −1 .
Algorithm 1 Optimization algorithm for (3)
Step 1 initialization: computeĀ = N i=1 A (i) /N , and perform singular value decompo-
0 , and
Step 2: update
Step 3: update
Step 4: update
, s .
until the objective function converges.
For the general case that Θ is low-rank but not necessarily symmetric, we consider the factorization Θ = U V and the corresponding optimization problem,
where we augment the loss function (Θ, B) with an additional regularizer,
The regularizer U U −V V 2 F /8 is added to guarantee the uniqueness of the factorization of Θ = U V . Adding this term does not change the optimization problem, but merely reduces the set of solutions from all possible factorizations to the ones that are balanced in
1/2 , where σ i (·) denotes the singular values of a matrix in a descending order, i = 1, . . . , r. Such a regularizer has been commonly employed in low-rank matrix factorization (Park et al., 2016; Zheng and Lafferty, 2016) . In (3), the rank r and the sparsity s are two tuning parameters, and we will discuss their selection toward the end of this section. While the factorization Θ = U V ensures the low-rank constraint for Θ,
we adopt the hard-thresholding constraint B 0 ≤ s to ensure the sparsity of B. To enforce the sparsity along the solution path, we employ a truncation operator Truncate(B, s), which is defined as
Here supp(B, s) is the set of indices of B corresponding to its largest s absolute values. We then develop an alternating gradient descent algorithm for (3) to iteratively update U , V and B. We summarize the optimization procedure in Algorithm 2 Optimization algorithm for (4)
Step 1 initialization: solve the optimization problem (3) using Algorithm 1; denote the output of Algorithm 1 as U , V , B, and set
repeat
Algorithm 1. In this algorithm, ∇ U˜ (U V , B) denotes the gradient of the objective functioñ (U V , B) with respect to U , and
are defined similarly. For simplicity, we fix the step size δ when updating U and V , and τ when updating B. In Section 4, the theoretical conditions provide useful guidance on the magnitude of δ and τ to ensure the linear convergence rate of the algorithm, based on which we discuss their empirical choices. We stop the iterations when the difference of consecutive objective values is smaller than a threshold, say, 10 −3 . Our empirical experience has suggested that this algorithm converges very fast, usually within 10 to 20 iterations.
Next, for the case that Θ is low-rank and symmetric, we consider the factorization Θ = U ΛU and the corresponding optimization problem,
where D r denotes the set of all r × r diagonal matrices with diagonal entry values {−1, 1}.
We again develop an alternating gradient descent algorithm for (4), and summarize it in Algorithm 2. In this algorithm, we have chosen not update the estimate of Λ. This is because we initialize by first solving the optimization problem (3), treating Θ as a general matrix without the symmetry constraint. From solving (3), the obtained [
, as we show in Theorem 1 in Section 4, where Θ * = U * ΛU * is the true symmetric coefficient. As such, the diagonal entries of Λ can be accurately estimated
The rank r and the sparsity s in (3) and (4) are two tuning parameters. We select these parameters via the eBIC criterion proposed in Chen and Chen (2012) . Specifically, among a set of working ranks and sparsity levels, we choose the combination that minimizes
where the loss function is as specified in (3), andΘ,B are the estimates of Θ, B under the working rank and sparsity level. The eBIC criterion with the loss function (4) can be calculated similarly. This criterion balances between model fitting and sparsity, and similar versions of this criterion have been employed in rank and sparsity tuning (Zhou et al., 2013; .
Theory
We first derive the non-asymptotic error bound of the proposed estimator for a general loss function in Section 4.1. The results include the case without the symmetry constraint in Theorem 1, and the case with the symmetry constraint in Corollary 1. Built upon these results, we next derive the error bound for the GLM loss in Theorem 2 in Section 4.2. Finally, we obtain the community detection consistency and the selection consistency in Section 4.3.
Error Bound for a General Loss Function
We first introduce a set of regularity conditions. Let g (Θ, B) denote a general loss function defined with respect to a low-rank matrix Θ ∈ R n×n and a sparse tensor B ∈ R n×n×p , and is evaluated based on N sample observations. Let Θ * denote the true coefficient matrix with rank r * , and B * the true coefficient tensor with s * nonzero entries. Let B Θ * (κ 1 ) ⊂ R n×n denote the Frobenius-norm ball around Θ * with radius κ 1 > 0, and B B * (κ 2 ) ⊂ R n×n×p the Frobenius-norm ball around B * with radius κ 2 > 0.
(A1) Assume that the loss function g satisfies, with respect to Θ, the restricted strong convexity with parameter µ 1 > 0, and the restricted strong smoothness with parameter α 1 > 0, in that, for any B ∈ B B * (κ 2 ) with at most s nonzero entries and for any matrices Θ 1 , Θ 2 ∈ B Θ * (κ 1 ) with rank at most r,
(A2) Assume that the loss function g satisfies, with respect to B, the restricted strong convexity with parameter µ 2 > 0, and the restricted strong smoothness with parameter α 2 > 0, in that, for any Θ ∈ B Θ * (κ 1 ) with rank at most r and for any B 1 , B 2 ∈ B B * (κ 2 ) with at most s nonzero entries,
(A3) For any Θ with rank at most r and B with at most s nonzero entries, assume that
where κ N ∈ (0, 1) is the Lipschitz gradient parameter that depends on N .
(A4) For a tolerance parameter δ ∈ (0, 1), assume that there exist N and ξ N such that
hold with probability at least 1 − δ. Here N and ξ N depend on N and δ.
Conditions (A1) and (A2) Next we establish the error bound for the actual estimator from Algorithm 1 where
where U * , V * ∈ R n×r * are the left and right singular matrices, and
where σ i 's are the singular values of
and Q r * denotes the set of r * × r * orthonormal matrices. The factor 1/σ 1 in this distance metric comes from the difference between Θ = U V and M = [U ; V ], as we have Θ − 
Let c 1 and c 2 be constants such that c 1 ≤ min{1/32, µ 1 /(192α 2 1 )}, and 6c 1 α 2 ≤ c 2 ≤ min 1/3, µ 1 /(4 + 6α 1 + 2/µ 2 ) , where µ 1 = min{µ 1 , 2}. Let the step sizes δ = c 1 /σ 1 , τ = c 2 /α 2 , and s = γs * , where γ ≥ 1 + {(3α 2 + µ 2 c 2 )/(µ 2 c 2 )} 2 . Let the sample size N be large enough such that r
, where ρ = max{1−δµ 1 σ r * /16, 1−τ µ 2 /18} ∈ (0, 1) is a contraction parameter, and φ 1 and φ 2 are constants that depend on c 1 , c 2 , γ, µ 1 , µ 2 , α 1 and α 2 . Then for a tolerance parameter δ ∈ (0, 1), for any initial estimator
2 2 σ r * , we have, with probability at least 1 − δ,
Theorem 1 portrays the estimation error at each iteration of our Algorithm 1. The right hand side of (5) consists of two terms. The first term corresponds to the computational error. The second term corresponds to the statistical error, in which r * φ 1 2 N is related to the statistical error for the low-rank component estimation, and s * φ 2 ξ 2 N is related to the statistical error for the sparse component estimation. This error bound reveals an interesting interplay between the computational efficiency and the statistical rate of convergence. Note that the computational error decays geometrically with the iteration number t, whereas the statistical error remains the same as t grows. Therefore, this bound provides a meaningful guidance for the maximal number of iterations. We see that, after
}] iterations, the computational error is to be dominated by the statistical error. The resulting estimator then falls within the statistical precision of the true parameter.
We make a few remarks on the computational error. Later in Section 4.2 under the GLM loss function, we further remark on the statistical error. First, the computational error ρ t D{M (0) , B (0) } directly relies on the contraction parameter ρ, in that a smaller value of ρ leads to a faster convergence. When the step sizes δ and τ increase, ρ decreases.
In addition, a greater σ r * indicates a stronger signal in the rank-r * matrix, and when σ r * increases, ρ decreases. Second, the convexity parameters µ 1 and µ 2 reflect lower bounds on the "curvature" of the objective function around the true parameters. Therefore, a larger (µ 1 , µ 2 ) implies a faster convergence. On the other hand, the smoothness parameters α 1 and α 2 reflect upper bounds on the "curvature" of the objective function around the true parameters. Henceforth, a larger (α 1 , α 2 ) implies a slower convergence. Third, the computational error is also a function of the initialization error D{M (0) , B (0) }. In Theorem 1, we require the initialization error to be bounded, i.e., the initial estimators are not too far away from the true parameters. This assumption is necessary to handle the non-convexity of the optimization, and has been often imposed in non-convex optimization (Wang et al., 2014; Zhang et al., 2018b) .
Theorem 1 also provides some guidance on the choices of the step sizes δ and τ in Algorithm 1. To ensure the linear convergence rate, c 1 is upper bounded, and so is δ. Also, c 2 is both upper and lower bounded, and so is τ . In practice, if the convexity and smoothness parameters µ 1 , µ 2 , α 1 and α 2 can be calculated or roughly estimated for the loss function g , the upper bounds for c 1 and c 2 can be obtained following Theorem 1. These upper bounds can then be used to choose δ and τ , along with a rough estimate of σ 1 . We may, for example, estimate σ 1 using the largest entry in the initial valueΣ 0 in Algorithm 1. Starting with some initial choices of δ and τ , one can update the step sizes depending on the empirical convergence of the algorithm.
We next consider the symmetric case, and obtain the error bound for the actual estimator from Algorithm 2 where Θ = U ΛU . We first write the rank-r * eigen-decomposition of Θ * as U * Λ * U * , where U * ∈ R n×r * is the matrix of eigenvectors, and , we have Θ * = U * ΛU * . For U ∈ R n×r * and B ∈ R n×n×p , define the distance metric,
and Q r * is as defined before. The next lemma gives a non-asymptotic error bound for the estimators U (t) and B (t) from Algorithm 2 at the tth iteration.
Corollary 1. Suppose the general loss function g satisfies Conditions (A1)-(A4), with κ 1 = κ 2 = √ σ r * /3. Let c 1 and c 2 be constants such that c 1 ≤ µ 1 /(96α 2 1 ), and 3c 1 α 2 ≤ c 2 ≤ min 1/3, µ 1 /(9α 1 /2 + 8/µ 2 ) . Let the step sizes δ = c 1 /σ 1 , τ = c 2 /α 2 , and s = γs * , where γ ≥ 1 + {(3α 2 + µ 2 c 2 )/(µ 2 c 2 )} 2 . Let the sample size N be large enough such that
, where ρ = max{1 − δµ 1 σ r * /16, 1 − τ µ 2 /18} ∈ (0, 1) is a contraction parameter, and φ 1 and φ 2 are constants that depend on c 1 , c 2 , γ, µ 1 , µ 2 , α 1 and α 2 . Then for a tolerance parameter δ ∈ (0, 1), for any initial estimator
satisfying
Note that the contraction rate ρ in Corollary 1 is defined in the same way as that in Theorem 1. In the symmetric case, the bounds for constants c 1 and c 2 are different, which leads to different bounds for the step size choices. However, given the same δ, τ , σ r * , µ 1 and µ 2 , the convergence rate for the symmetric case is the same as that for the general case.
Error Bound for a GLM Loss Function
Next we return to the GLM loss function (2) employed in our network response generalized linear model (1). Assume the parameter space for {Θ, B} is compact. Let X ∈ R N ×p denote the design matrix with its ith row equal to x i , i = 1, . . . , N . We next introduce the conditions on X and the model, so that Conditions (A1)-(A4) in Section 4.1 are satisfied.
(B1) The samples x i 's are i.i.d. from a zero-mean sub-Gaussian distribution, and the co- Condition (B1) assumes a sub-Gaussian random design, which is common in high-dimensional problems (Raskutti et al., 2011; Chen et al., 2016) . Besides, our results can be analogously extended to a fixed design matrix, by explicitly specifying the conditions on X. Condition (B2) is to bound the Hessian of the cumulant function in the neighborhood of B * , and is common in high-dimensional generalized linear models (Negahban et al., 2012; Chen et al., 2016) . Condition (B3) is general, and is satisfied by most generalized linear models. Conditions (B2) and (B3) together imply that, for any Θ ∈ B Θ * ( √ σ r * /3) and B ∈ B B * ( √ σ r * /3),
for some positive constant ν 0 . Next, we derive the error bound for the estimator U (t) and B (t) from Algorithm 2 at the tth iteration under the GLM loss function (2).
Theorem 2. Suppose Conditions (B1)-(B3) hold. Then Conditions (A1)-(A4) hold, with
0 /4. Let c 1 and c 2 be constants such that c 1 ≤ µ 1 /(96α 2 1 ), and 3c 1 α 2 ≤ c 2 ≤ min 1/3, µ 1 /(9α 1 /2 + 8/µ 2 ) . Let the step sizes δ = c 1 /σ 1 , τ = c 2 /α 2 , and s = γs * , where γ ≥ 1 + {(3α 2 + µ 2 c 2 )/(µ 2 c 2 )} 2 .
When N ≥ c 3 (r * n log n + s * log n) for some constants c 3 and c 4 , for any initial estimator
satisfying D{U (0) , B (0) } ≤ c 2 2 σ r * , we have, with probability at least 1 − c 4 /n,
where ρ = max{1 − δµ 1 σ r * /16, 1 − τ µ 2 /18} ∈ (0, 1) is a contraction parameter, andφ 1 and φ 2 are constants that depend on c 1 , c 2 , ν 0 , λ min (Σ x ) and λ max (Σ x ).
Theorem 2 verifies the linear rate of convergence of Algorithm 2, and gives an explicit form of the statistical error for the proposed estimator. In the contraction inequality (6), the term r * n log n/N is the statistical error from the low-rank matrix estimation, which, up to a logarithmic factor, matches with the minimax lower bound for multi-response linear regression with a low-rank constraint (Raskutti et al., 2011) , and the term s * log n/N is the statistical error from the sparse tensor estimation, which matches with the minimax lower bound for sparse linear regression (Negahban et al., 2012) .
Theorem 2 again offers useful guidance on the choice of the step sizes δ and τ in Algorithm 2. Their bounds hinge on ν 0 , λ min (Σ x ) and λ max (Σ x ). These quantities can be estimated from the data. Specifically, we estimate Σ x by its usual sample covariance estimator, and roughly estimate ν 0 through the second derivative ψ that ν
Consistency of Community Detection and Edge Selection
One implication of our model is that we can recover the community structure of the nodes given the low-rank parameterization of Θ. Community detection is a fundamental and frequently studied problem in network analysis; see Goldenberg et al. (2010) for a survey. We show that our community detection solution achieves the strong consistency. Specifically, we show our solution can correctly recover the true community labels for all nodes with probability 1 − O(K/n), while allowing the number of communities to grow sub-linearly with n. Here K is the number of communities and n is the number of nodes in the network.
We first formally define the true underlying community structure. Based on U * from the decomposition Θ * = U * ΛU * , the true community structure is determined by the rows of U * in that there are K distinct groups of rows, such that
where u * k ∈ R 1×r * , k = 1, . . . , K. Here for notational simplicity, we assume there is an equal number of nodes, l = n/K, in each community. Accordingly, we define the true community assignments as A * 1 := {1, . . . , l}, . . . , A * K := {n − l, . . . , n}. We propose to recover the community labels by applying a clustering procedure, e.g., the K-means clustering, to the rows of the final estimate U (t) obtained from Algorithm 2. We show that the resulting clustering output achieves the strong consistency, under the following regularity conditions.
(C1) Assume that σ r * > c 5 for some constant c 5 > 0, where σ r * is the smallest non-zero singular value of Θ * .
(C2) Assume that min k =k u * k − u * k 2 2 > c 6 e 0 for some constant c 6 > 0, where e 0 = φ 1 r * n log n/N +φ 2 s * log n/N , andφ 1 ,φ 2 are defined as in Theorem 2.
Condition (C1) requires that the minimum non-zero singular value of Θ * is bounded below by a positive constant, which is analogous to the eigen-gap condition employed in many low-rank models Zhang, 2018) . Condition (C2) ensures that the minimal gap between different cluster centers does not tend to zero too fast.
Theorem 3. Suppose the conditions in Theorem 2 and (C1)-(C2) hold. Then after t iterations with t ≥ log ρ e 0 /D{U (0) , B (0) } , we have, with probability at least 1 − c 4 K/n,
. . , K, where c 4 is a constant defined as in Theorem 2.
Theorem 3 shows that our community detection procedure achieves the strong consistency as long as K = o(n). Our result allows K to grow at a sub-linear rate with n. For the stochastic blockmodel based community detection method in a single network setup, Gao et al. (2018) established the strong consistency when log(K) = o(log(n)), which allows K to grow at a sub-polynomial rate with n. In comparison, our result allows K to grow at the much faster sub-linear rate. This is due to that we are modeling multiple networks over the same set of nodes, which provides more information than a single network.
Another implication of our model is that we can select the network edges that are affected by the covariates based on the sparse structure of B. We first state a regularity condition.
(C3) Assume that the minimal signal min ijk |B * ijk | > 2 √ σ 1 e 0 , where e 0 =φ 1 r * n log n/N + φ 2 s * log n/N , andφ 1 ,φ 2 are defined as in Theorem 2.
Condition (C3) is a minimal signal condition, which is commonly used in high-dimensional regressions (Fan et al., 2014) . The next corollary establishes the variable selection consistency of the sparse tensor estimator B (t) .
Corollary 2. Suppose the conditions in Theorem 2 and (C3) hold. Then after t iterations with t ≥ log ρ e 0 /D{U (0) , B (0) } , we have, with probability at least 1−c 4 /n, for any B * ijk = 0, the estimate B Corollary 2 is a direct consequence of Theorem 2, and thus we omit its proof. This result has an important implication in practice, as it ensures that our model can correctly select the edges in the network that are affected by the subject covariates.
Simulations
We carry out intensive simulations to investigate the finite sample performance of our proposed method, and to compare with some competing solutions. We focus on the symmetric network throughout the simulations. In Section 5.1, we consider our own model (1), under varying sample sizes, ranks, and sparsity levels. In Section 5.2, we consider a model from Wang et al. (2017) , where our model structure is not satisfied. In Sections 5.3 and 5.4, we further consider a stochastic blockmodel (Bickel et al., 2013) , and a network latent factor model (Hoff, 2009) , both of which can be viewed as special cases of our model. We skip the network latent space model due to its similarity to the network latent factor model.
In general, we have found our method performs competitively in all settings, even under potential model misspecification. In all simulations, we tune the rank r and sparsity s using the eBIC criterion, with r from {1, 2, . . . , 20}, and s = s 0 n 2 p, with s 0 from 10 {−3,−2.9,...,0.1,0} .
Low-Rank and Sparse Network Response Model
We first simulate binary network data from our proposed model (1), g{µ (i) } = Θ+B× 3 x i , i = 1, . . . , N , where g(·) is the logit link function. We generate the covariates from the standard normal distribution, and standardize the columns of the design matrix to have zero mean and unit standard deviation. For Θ = U ΛU , we set Λ as an r × r identity matrix, and generate the entries of U ∈ R n×r from a standard normal distribution. For B,
we randomly set a proportion of its entries to be 2, and the rest to zero. Let s 0 = s/(n 2 p) denote this proportion of the nonzero entries of B. We set the number of nodes n = 50, the number of covariates p = 10, and vary the number of subjects N = 200, 400, the rank r = 2, 5, and the sparsity proportion s 0 = 0.1, 0.3, respectively.
We compare with three alternative methods. The first is the element-wise penalized GLM method of Firth (1993) , which fits a penalized GLM to each entry of A jj ,
with the Jeffreys invariant prior penalty. Here Θ jj is the (j, j )th entry of Θ, and B jj · is the (j, j )th tube fiber of B. This approach has been shown to be effective in reducing the small sample bias (Firth, 1993) . The second method is similar to the first one, except that it uses an elastic-net penalty (Zou and Hastie, 2005) , and the tuning is done through crossvalidation. The third is the common and individual structure explained method proposed by Wang et al. (2017) coupled with a GLM, and the tuning is done using the elbow method as described in Wang et al. (2017) .
To evaluate the estimation accuracy, we report the estimation errors,
To evaluate the edge selection accuracy, we report the F1 score calculated as 2T P/(2T P + F P + F N ), where TP is the true positive count, FP is the false positive count, and FN is the false negative count.
Since the method of Firth (1993) does not consider entry-wise sparsity, its F1 score is not reported. Since the method of Wang et al. (2017) could only estimate µ (i) , the estimation errors for Θ and B are not reported. Table 1 reports the average criteria, with the standard errors in the parentheses, over 50 data replications. Our proposed method is seen to achieve the best performance among all competing methods, in terms of both estimation accuracy and selection accuracy, and this holds true for different sample sizes N , ranks r and sparsity levels s 0 . Moreover, we see the estimation error of our method decreases as N increases, or as r and s 0 decrease. Such observations agree with our theoretical results in Theorem 2.
Common and Individual Structure Explained Model
Next we consider the performance of our method under a potentially misspecified model.
We simulate binary network data from the common and individual structure explained model of Wang et al. (2017) ,
where g(·) is the logit link, Θ characterizes the common connectivity pattern, and D i represents the individual deviation. For Θ = U ΛU , we set Λ as an r × r identity matrix, and generate the entries of U ∈ R n×r from a standard normal distribution. We set
where • is outer product, and generate the entries of d i ∈ R n from a standard normal distribution. The model of Wang et al. (2017) cannot incorporate subject covariates, and hence B is not included. Moreover, Θ + D i is not necessarily a low-rank matrix. As such, our model assumption may not be satisfied. We set n = 50, N = 200, 400, and r = 5, 20. Table 2 reports the estimation errors based on 50 data replications for our method and that of Wang et al. (2017) . It is seen that, under this potentially misspecified model, our method still achieves a comparable performance as Wang et al. (2017) .
Stochastic Blockmodel
Next we simulate data from a stochastic blockmodel (SBM), and compare our method with the variational EM method specifically designed for SBM (Bickel et al., 2013) . Following the model setup in Section 2.2, given the connecting probability matrix M and the community assignment matrix C, we generate A jj i 's as independent Bernoulli random variables, with P (A jj i = 1) = C ·j M C ·j , i = 1, . . . , N . We set n = 100 nodes, belonging to K = 3 communities, and the number of nodes in each community is 50, 25, and 25, respec- tively. This determines the community membership matrix C ∈ R n×K , whose entries are 0 or 1. We set the connecting probability matrix M as a 3 × 3 matrix, with w on the diagonal representing the within-community connecting probability, and 0.1 on the off-diagonal representing the between-community connecting probability. We vary the value of w from 0.15 to 0.50, with a larger value of w implying a larger difference between the within-community and the between-community connecting probabilities, and thus a stronger signal. Since the classical SBM has been designed for a single network, it does not incorporate the subject covariates. Moreover, it usually assumes the number of communities K is known. As such, we set K at the true value for all estimation methods. We generate N = 100 networks. We fit the stochastic blockmodel to each of the N networks, and report the average estimates.
To evaluate the estimation accuracy, we report the normalized estimation error,
F . To evaluate the node clustering accuracy, we report the normalized mutual information between the estimated clustering membership and the true membership. Figure 1 reports the average results based on 50 data replications. We also include the method of Wang et al. (2017) in the comparison, but only report its estimation error, as it cannot produce any community estimation. It is seen that our method outperforms the variational EM method in both estimation accuracy and clustering accuracy. This is because our method utilizes information from all N subjects jointly, whereas the variational EM method utilizes each subject's information separately, and only averages the estimates in the final step. This difference is more pronounced when the signal strength is relatively weak, such as when w is smaller than 0.3. The superior empirical clustering accuracy also agrees with our theoretical findings in Theorem 3.
Network Latent Factor Model
Finally, we simulate data from the network latent factor model, and compare our method with the Bayesian MCMC method (Minhas et al., 2016) . Again, following the model setup in Section 2.2, we simulate the node additive effect α j and the node multiplicative effect c j , 1 ≤ j ≤ n, from the standard normal distribution. We set the number of latent factors K = 5, 10, and vary the sample size N from 5 to 100. Similar as in Section 5.3, the subject covariates are not incorporated, and the Bayesian MCMC method is applied to each sample separately, then the results are averaged. The method of Wang et al. (2017) is also included in the comparison. Figure 2 reports the normalized estimation error averaged over 50 data replications. It is seen again that our method performs best, as it jointly models all N samples and effectively borrows information from each other. As the sample size N increases, the estimation error of our method decreases. As the number of latent factors K increases, the rank of the low-rank representation increases and the estimation error increases. These observations agree with our theoretical results in Theorem 2.
Applications to Brain Connectivity Analysis
We applied the proposed method to two brain connectivity studies. The first is a study of functional connectivity, which is based on resting-state functional magnetic resonance imaging (fMRI), and the corresponding network edge is a 0/1 indicator resulting from a thresholded precision matrix. The second is a study of structural connectivity, which is based on diffusion tensor imaging (DTI), and the corresponding network edge is the count of white matter fibers between pairs of brain regions.
Functional Connectivity Analysis
We first analyzed a resting-state fMRI dataset from ADHD-200 (http://fcon_1000.
projects.nitrc.org/indi/adhd200/). We focused on N = 319 healthy control subjects, aging between 7.09 to 21.8 years old, with 46.4% females and 53.6% males. Each subject received a resting-state fMRI scan, and the image was preprocessed, including slice timing correction, motion correction, spatial smoothing, denoising by regressing out motion parameters, white matter, and cerebrospinal fluid time, and band-pass filtering. Each fMRI image was then summarized in the form of a binary network, with the nodes corresponding to 264 seed regions of interest in the brain based on a cortical parcellation system defined by Power et al. (2011) , and the edges recording the binary indicator of the thresholded partial correlations between pairs of those 264 nodes. See Zhang et al. (2018a) for more information about data collection and processing. We applied our network response model to this data with a logit link function. We standardized the covariates, age and sex, to have mean zero and variance one. We selected the rank r = 9 and the sparsity proportion s 0 = 0.02 based on eBIC.
We first examine the estimateΘ. In the neuroscience literature, those 264 nodes have been partitioned into 10 functional modules (Smith et al., 2009) . Each module possesses simple visual stimuli, e.g., a flickering checkerboard, and higher-order visual stimuli, e.g., orthography. The lateral visual network is important in complex emotional stimuli (Laird et al., 2011) . These visual modules appear to have high connectivities with the cerebellum, but generally low connectivities with the rest of functional modules. We also observe a high connectivity between modules 9-10, namely, the frontoparietal right and frontoparietal left modules. These two modules are important in attention control and can generate a diverse range of control signals depending on task demands (Scolari et al., 2015 
Structural Connectivity Analysis
We next analyzed a structural DTI dataset from KKI-42 (http://openconnecto.me/ data/public/MR/archive/). We focused on 21 subjects with no history of neurological conditions, aging from 22 to 61 years old, with 47.6% females and 52.4% males. Each subject received a resting-state DTI scan, which was a magnetic resonance imaging technique that enables measurement of the diffusion of water in order to produce neural tract images. Estimates of white matter connectivity patterns can be obtained using the diffusion anisotropy and the principal diffusion directions. In the KKI-42 study, a scan-rescan imaging session was conducted on each subject, leading to two images for each subject and a total of N = 42 for the study. For simplicity, we treated those images as if they formed independent samples. Each DTI image was preprocessed, and was summarized in the form of a count network, with n = 68 nodes defined following the Desikan Atlas that are equally divided in left and right hemispheres (Desikan et al., 2006) , and the edges recording the total number formation about data collection, and Roncal et al. (2013) for details on the construction of brain network from DTI scans. We applied our network response model to this data, with a log link function. We standardized the covariates, age and sex, to have mean zero and variance one. We selected the rank r = 5 and the sparsity proportion s 0 = 0.31.
We first examine the estimateΘ. To the best of our knowledge, communities in structural connectivity networks have not been studied before. We applied the K-means clustering algorithm to the estimate U (t) fromΘ, and identified five clusters among the 68 anatomic regions of interest (ROIs). We selected the number of clusters based on the elbow plot. perspective, the first group of nodes are entirely contained in the frontal lobe, the second group are mostly contained in the temporal lobe, the fourth group are entirely contained in the temporal lobe, and the third and fifth groups contain nodes from the frontal, parietal, occipital and temporal lobes. Many of the 68 anatomic ROIs in the Desikan Atlas overlap with the resting state functional modules (Kabbara et al., 2017) . By exploring this overlap, we gained further insights of potential functions of those five groups. We found that group We next examine the estimateB. Figure 5 shows the estimated subject covariates effect coefficients. From the left panel of Figure 5 , we see that, as age increases, the structural connectivity generally decreases both within and between the two hemispheres. This result agrees with existing neurological finding (Betzel et al., 2014) . From the right panel of Fig- ure 5, we see that male and female subjects have different structural connectivity patterns.
Such differences are observed in the between-group connections within and between hemispheres, and in the within-group connections within each hemisphere. For instance, we see males have a lower between-hemisphere connectivity for ROIs in Group 1. This observation agrees with the existing literature that males have a lower connectivity between the left and right frontal regions (Ingalhalikar et al., 2014) .
