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Abstract
   Providing quality-of-service (QoS) guarantees over wireless
packet networks requires thorough understanding and
quantification of the interactions among the traffic source, the
wireless channel characteristics, the underlying link-layer error
control mechanisms, and the various packet dropping policies
adopted by the upper network layers. In this work, we explore the
idea of incorporating between some of these different aspects to
assist the packet level error recovery. First, we revise the UDP
protocol to tolerate certain amount of channel errors and to allow
the delivery of partially corrupted packets. Secondly, we propose a
novel technique to resolve the problem of missed bits without the
need to identify their exact locations. It is based on modifying the
stack algorithm for convolutional decoding. The simulation results
establish the effectiveness of the proposed approach for detecting
and correcting missed bits, which have direct impact on the packet
loss and on the overall system performance.
1. INTRODUCTION
   With the explosive growth of Internet applications, recent
advances in high-speed data networks, and the insatiable interest
in 3G/4G wireless networks, it is inevitable that future wireless
services will support Internet Protocol (IP)-based multimedia
applications.
   Most Internet-based non-real-time multimedia services and
high-speed networks (e.g., ATM, wireless ATM networks, etc.)
employ transmission control protocol (TCP) as their transport
protocol. In the context of ATM networks, user information is
transferred in small fixed size (53 bytes) cells. As TCP/IP packets
are typically 600-1500 bytes long, the ATM adaptation layer
(AAL) provides segmentation of the application packet or the
application protocol data unit (APDU) into several ATM cells.  In
order to increase the efficiency of the overall protocol stack,
retransmission of single cell is not advocated. This implies that if
one of the cells constituting the application packet is lost in transit,
the entire APDU will have to be retransmitted when this error is
detected at the higher application layer. Furthermore, transmitting
the remaining cells constituting that APDU after the loss of even
one cell is detected, not only meaningless, but also reduces the
network bandwidth utilization, and overloads the entire network
leading to traffic congestion. To this end, various packet-dropping
strategies had been proposed in the literature to provide an
efficient remedy to such problems, and to improve the upper layer
performance of TCP/IP packets over ATM networks [1,2].
   On the other hand, Internet-based real-time multimedia services
employ user datagram protocol (UDP) as their transport protocol.
UDP is basically an interface between IP and upper layers. Unlike
the TCP, UDP does not address the issues of flow control, or
congestion control, and adds no error recovery functions to IP. A
UDP packet consists of a header and payload. It employs a cyclic
redundancy check (CRC) to verify the integrity of packets. If an
error is detected in the packet header or in the payload, the whole
packet is declared lost and discarded. UDP header contains fewer
bytes and consumes less network overhead than TCP, which
makes it attractive to delay sensitive and real-time applications.
However, UDP packet transmission over the Internet is known as
“ best-effort ”. When the network experience any congestion,
packets at the receiver are either perfect or completely lost.
   In wireless packet networks context, packet losses are results of
channel deep fading or network congestion. Providing quality-of-
service (QoS) guarantees are critical for real-time applications
such as data, voice, images, and video. The provisioning of these
guarantees is a challenging problem whose difficulty stems from
the need to explicitly consider the harsh radio-channel
transmission characteristics, and the underlying link-layer error-
control mechanisms. Hosting mobility and its impact on the
sustained bandwidth capacity, further compound this difficulty.
Since UDP does not perform any error recovery, using it as it
without any modifications to transport streaming multimedia over
wireless networks will yield high quality degradation and very
high power consumption. A major reason behind the inefficiency
of UDP in wireless context stems from the fact that UDP discards
the whole packet even if it only contains a small part of corrupted
data. In other words, it fails to exploit and incorporate the
properties of wireless network, where a channel error can partially
corrupts a packet.  Thus, what is needed is a revised transport
protocol that enables the delivery of partially corrupted data from
the physical and link layer to assist and improve the performance
of the packet level error recovery at the application layer.
   UDP Lite protocol [3] was proposed to prevent packets from
being unnecessary discarded at the receiver if channel errors are
located only in the packet payload. This can be done by
constructing the CRC based on the packet header only. Thus UDP
Lite delivers packets with perfect or damaged payloads to the
application layer instead of discarding them. It is important to
indicate that UDP Lite does not reduce the rate of erroneous
packets, and does not provide any error recovery functionality.
Furthermore, the partial checksum policy must be fully supported
by the link layer; otherwise there is no difference between the
classic UDP and the UDP Lite. How to incorporate between the
partial checksum policy and the link layer is left as an open
research issue in the work presented in [3].
   Scanning the literature, we can find plenty of work has gone into
compensating for congestion related packet loss with various
forward error correction (FEC) techniques. However, the UDP
protocol itself has not had much attention in this regard, despite its
popular use by real-time applications.Figure 1.  Internet-to-wireless multimedia communications.
   In this work, we consider an Internet-to-wireless traffic flow
scenario, as illustrated in figure 1, where multimedia packets are
first sent through the Internet and then over wireless packet
networks.  In parallel lines with [3], we assume protection for only
the header fields, while the payload fields can be delivered with
partial damage to the upper layers. However, our approach to
tackle the problem is totally disjoint and different from [3]. The
salient part of this work can be summarized as follows:
• Revising the classic UDP protocol when it employed in
wireless systems. The basic idea is to utilize channel error
obtained from physical and link layer in order to reduce or
avoid unnecessary packet discarding at the application layer.
• Proposing an error recovery mechanism based on
convolutional decoding using modification of the stack
algorithm for sequential decoding. The proposed scheme
accounts not only for error detecting/ correcting in the link
layer, but also accounts for recovering missing bits with
unknown locations in the payload fields. This assists and
improves the performance of the packet level error recovery
at the application layer.
   The rest of this paper is structured as follows. Section 2, briefly
describes the UDP protocol stack over wireless networks.
Moreover, it provides the reader with the intuition behind the main
idea of this work, and discusses some practical limitation of
classic FEC schemes. In section 3 the decoding scheme is
discussed in details. Section 4, presents experimental results.
Finally, conclusions and future work are drawn in section 5.
2. WIRELESS PROTOCOL STACK AND
PACKET STRUCTURE
2.1 Background
   In wireless transmission scenario, after attaching TCP/UDP, and
PPP/IP headers to the application packets, the link layer partitions
each single application packet into multiple small logic units in
order to be transmitted at the physical layer. Those logic units are
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Figure 2.  Generic wireless protocol stack and packet structure.
typically much smaller compared to the original application packet
(e.g., typical IP-packets are 600-1500 bytes long, and logic units
size ranges from 40-80 bytes). Usually the unit size depends on
the medium access control (MAC), radio link protocol (RLP), and
the physical layer. Figure 2. illustrates a generic wireless protocol
stack and packet structure associated with each layer.  As we
mentioned earlier, the UDP employs a cyclic redundancy check
(CRC) to verify the integrity of packets at the receiving host.
Thus, by employing the classic UDP if an error is detected in the
packet header or in the payload, the whole packet is declared lost
and discarded, and error-free data is wasted.
   To illustrate the inefficiency of using such a plain protocol in
wireless networks, let us consider the following:
• Let n represents the number of logic transmission units for
each application packet.
• Let the error rate of single logic transmission unit be  . p
Then, the application packet error rate (APER) can be
approximated as
( ) np p APER
n » - - = 1 1   (for small  p , and large n )
If the application packet partitioned into 15 logic units, each with
error rate of 1%, this will yield an APER of 15%. Therefore, using
the classic UDP will result in a considerable amount of application
packet loss, increased power consumption, and delays.
2.2 Wireless Link Model
   We consider the partial wireless link model shown in figure 3.
After attaching the related headers, the UDP applies a partial CRC
code to the packet. We assume a CRC code similar to that one
applied in UDP Lite [3]. At the link layer, the convolutional
decoding scheme is applied; full description of this latter scheme
is presented in details in the next section.
   At the receiver, the reverse decoding process is applied. The
RLP layer forwards the received logic units to the pint-to-point
protocol (PPP) for packet reconstruction. If after CRC decoding a
packet error is detected in the reconstructed packet header, the
receiver discards the whole packets. Otherwise, the UDP forwards
the reconstructed packet to the upper layer.
2.3 Practical Aspects
   Forward error correction (FEC) schemes provide an effective
approach to mitigate channel-related problems and enhance
multimedia quality.  The FEC decoder performs both error
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Figure 3.  Partial wireless link model.
correction and erasure recovery. A good representative of such
codes is the Reed-Solomon (RS) codes. The key driver behind the
spread deployment of such codes is that the original source data
in the form of a sequence of k packets, along with n-k additional
redundant packets, are transmitted by the sender. The redundant
packets can be used to recover lost source data at the receiver
end. A receiver can reconstruct the original source data once it
receives any subset of length k packets out of the n.
  It is important to note, that these codes are twice as powerful in
erasure recovery compared to error correction, i.e., they can
recover up to n – k erasures or up to (n - k)/2 errors. Furthermore,
the practical size of the packets (order of several hundred bits
e.g., ATM cell, to several thousand bits e.g., IP datagram) poses a
serious limitation in deployment of the RS coders due to the
hardware architecture complexity resulting from matrix inversion
and multiplication over the Galois field. The alternative we
propose to avoid this cost, by using the modified convolutional
decoding scheme.
3. THE PROPOSED DECODING SCHEME
3.1 Introduction
   This work was motivated by similar problems that arise in the
context of multimedia watermarking [4]. In that context, the
encoder embeds the watermark bits selectively in parts of the host
signal so as to minimize the distortion. The locations of the
embedded data may be misled at the decoder due to the possible
processing that the watermarked signal may undergo. This will
give rise to both false alarms and missed bits.
In [4], the problem of existing false alarms (i.e., extra bits in the
received sequence) was analyzed. The proposed solution based on
modification to the common convolutional decoding schemes
namely Viterbi decoding and sequential decoding. This class of
convolutional codes is used because of its memory feature, which
is important for this type of errors that have a propagating effect.
In this section we will derive the analogous solution for missed
bits, considering only sequential decoding as it has better
performance for our specific problem. It should be emphasized
that the latter problem is different from the problem of erasures,
because if an erasure occurs, its location is known exactly, while
here the bits are missed and their locations are not known. Since
the problem of missed bits is quite similar to the false alarms
problem and the same solution proposed in [4] applies for it, we
will follow similar steps.
3.2 Problem Statement
   Let the length of the original packet (before encoding) be L, and
it is decoded using a convolutional code (n,m,k) where        n > k.
Then the output sequence will be of length N = Ln/k. Assume the
received packet is of length q £ N, i.e. there exists (N - q) missed
bits and their locations are unknown. The objective is to find the
best sequence of length N that matches the received sequence. Let
the probability of missing a bit be Pm and the probability of error
be Pe. For a packet rq of length q, and a packet VN of length N, then
P(rq| VN) is given by :
P(rq| VN) = (Pm)
q .((1-Pm) Pe)
s.((1-Pm) Pe)
N-q-s          (1)
Where s is the number of bits mismatches between rq and VN , after
filling the missed bits in their locations, i.e. it is the hamming
distance between the rq and VN  when the missed bits are given the
values of the corresponding bits in VN. The objective of the
decoder is to find VN and the locations of the missed bits that
maximize (1).
3.3 Sequential Decoding
   Sequential decoding [5] is the ultimate convolutional decoding
scheme for large memory sizes. It has the advantage of having a
random number of calculations at each time step that depends on
the error probability rather than a fixed number of calculations as
in Viterbi decoding. The performance of the sequential decoding is
very comparable to the Viterbi algorithm and in most cases it
yields the same optimal path. In this subsection we will describe
the modifications to the stack algorithm for sequential decoding to
account for the possible missing of bits. The maximum number of
missed bits at each time unit and can be set arbitrary.
The basic steps for the stack algorithm are [5]:
1. Load the stack with the root node
2. Pop the best path (the one with highest metric) from the stack
and compute the metrics of all its successors and push them
again to the stack
3. If the top path ends at a leaf of the decoding tree stop,
otherwise go to step 2.
If no bits are missed, then the number of successors for each node
will be 2
k, which corresponds to the possible k-tuple combinations
for (n,k,m) convolutional code. To account for the possibility of
missed bits at any location, more successors are generated. For
example, if we assume that there are at most three missed bits at
each time unit, then each node will generate 4·2
k nodes, i.e. for
each possible k-tuple output, the active node generates four
successors (rather than one) that represent the possible missing of
bits (from 0 to 3). The value of the missed bit is chosen to
minimize the Hamming distance.
The idea in the previous paragraph is illustrated by the following
example. Assume a (5,1,3) convolutional code is used and the
possible successors of the active node are 10011 and 01110 that
correspond to outputs 0 and 1 respectively, and assume the current
decoder input is 10110 which is the same as the first output if the
second bit is missed. Assume the maximum allowable missed bits
per time unit is two, we will show how to calculate the distances
for the first possible output “0” and the other one follows
immediately. For the theoretical output 10011 (which corresponds
to bit 0) we will have three successors. The first successor assumes
no missed bits and in this case the Hamming distance will be 3.
The second successor will assume one missed bit, and an
exhaustive search is performed over all possible locations and
values to find the one that minimizes resulting Hamming distance,
and the best choice is to assume a bit 0 at the second bit location.
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This will result in zero distance. The third successor will assume
two missed bits, and the exhaustive search will result in putting
zero in the second location and one in the last location, and this
give again zero distance.
The Hamming distance can not be used as our similarity measure
because the probability of missing a bit should be considered. In
[4], another distance measure were proposed which is derived
from (1):
log P(r | v) = q . log {Pm/((1- Pm)( 1- Pe)) } + s . log{Pe/(1- Pe)}
+ N. log {2(1- Pm)( 1- Pe)}          (2)
Where q is the number of missed bits assumed so far, s is the
cumulative Hamming distance, and N is the number of decoded
bits. The metric (2) is the one that is used for selecting the best
node in the stack in step 2 of the algorithm.
It should be noted that in the absence of random errors, when the
only source of errors is the missed bits, the search can be
simplified by noting that the cumulative Hamming distance
should always equal zero if all the missed bits are identified
correctly. Hence instead of evaluating (2), the Hamming distance
for the new nodes are evaluated and only the nodes that
correspond to a path with zero cumulative distance are pushed to
the stack for further investigation.
4. Experimental Results
   The proposed algorithm was tested using a set of standard
convolutional codes [6] that maximize the code free distance. The
maximum number of missed bits per time unit is n-1. The
performance of the algorithm can not be described in terms of
decoding errors because of the existence of missed bits. If one
missed bit is not identified correctly, this will cause a shift in the
decoded sequence the decoding errors may be close to 0.5. So we
take another approach in evaluating the performance of the
algorithm. We generate many sequences, of moderate lengths,
that have many missed bits and random errors. If the whole
sequence in not decoded correctly then it is considered all in
error. We evaluate the technique with different convolutional
codes and different code rates. These codes are summarized in
table 1, and were tested for Pe = 0, 0.01, and 0.05, with different
values of Pm and the corresponding error rates are shown in fig. 4.
5. CONCLUSION AND FUTURE WORK
   In this work, we explore the idea of revising the classic UDP
protocol when it employed in wireless systems. The inefficiency
of UDP in wireless context stems from the fact that UDP discards
the whole packet even if it only contains a small part of corrupted
data. The revised transport protocol enables the delivery of
partially corrupted data from the physical and link layer to assist
and improve the performance of the packet level error recovery at
the application layer. We propose a novel technique to resolve the
problem of missed bits without the need to identify their exact
locations. The technique is efficient in correcting the missed bits
for low code rates (up to 20% for code rate 1/7). If Pe increases
the corresponding Pm at which the algorithm breaks is reduced
significantly. However, for practical error rates, e.g. if the packet
error equals to 0.25, and the length of the packet is greater than
1000 bits, then the corresponding Pe is in the range of 10
-4-10
-5.
The performance of the algorithm for these rates is virtually the
same as the error free case. We draw the conclusion that the
revised architecture achieves more robustness against channel
errors. Future work will include tackling the problem from the
Code dfree
1 (3,2,2) 5
2 (2,1,2) 5
3 (5,2,2) 10
4 (3,1,2) 8
5 (5,1,3) 16
6 (7,1,4) 28
Table 1. Test Codes
a. Pe = 0
b. Pe = 0.01
Figure 4. Performance under different Pe and Pm .
encoder side to reduce the overhead required for acceptable
performance. We believe that careful modification to the proposed
scheme in [7] can yield the seeking goal.
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