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Let N  2. We construct a homeomorphism f ∈ W 1,1([0,1]N ,RN ) such that J f = 0 almost
everywhere and sup0<εN−1 ε
∫
[0,1]N |Df |N−ε < ∞. In particular, f ∈ W 1,p([0,1]N , [0,1]N )
for all p ∈ [1,N).
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1. Introduction
Let N  2 and let Ω ⊂ RN be an open set. In recent paper [2], for every p ∈ [1,N), Hencl gave a surprising construction
of a homeomorphism in the Sobolev space W 1,p(Ω,RN ), such that the zero set of the Jacobian (the determinant of the
derivatives) of this mapping has the full measure. Such a function has the following strange properties due to the Area
formula for Sobolev mappings (see [1]) which holds up to a set Z of measure zero
0 =
∫
Ω\Z
J f =
∫
f (Ω\Z)
1 = Ln
(
f (Ω \ Z)).
Thus, even though we have Ln(Z) = 0, the following is satisﬁed
Ln
(
f (Z)
)= Ln( f (Ω)) and Ln( f (Ω \ Z))= 0.
It is, f sends a set of measure zero to a set of the full measure and conversely, f sends a set of the full measure to a set of
measure zero. Moreover, it was shown in [2] that the distributional Jacobian (see [3] or [6] for the deﬁnition and the basic
properties) of this mapping is a measure singular with respect to the Lebesgue measure provided N − 1< p.
Note that such a homeomorphism cannot be constructed in W 1,Nloc (Ω,R
N ), because each mapping from this space sat-
isﬁes Luzin condition (N) (if E ⊂ Ω satisﬁes Ln(E) = 0 then Ln( f (E)) = 0) by the result of Reshetnyak [7]. The aim of
this paper is to ﬁnd the best possible integrability of |Df | for a homeomorphism f with the same pathological proper-
ties as the homeomorphism constructed in [2]. Another positive result restrictive for us is given in [5]. It says that if f is
a homeomorphism and
lim
ε→0+
ε
∫
Ω
|Df |N−ε = 0, (1.1)
then f satisﬁes condition (N).
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and
sup
0<εN−1
ε
∫
Ω
|Df |N−ε < ∞. (1.2)
This function maps a null set to a set of positive measure but not to a set of the full measure.
The space LN)(Ω) consisting of all measurable functions u :Ω → R with
‖u‖N) = sup
0<εN−1
(
ε
∫
Ω
|u|N−ε
) 1
N−ε
< ∞
is called the Grand Lebesgue space. This space was introduced by Iwaniec and Sbordone [4]. LN)(Ω) is a Banach space
satisfying LN)(Ω) ⊂⋃p<n Lp(Ω) and each measurable u with∫
Ω
|u|N
log(e + |u|) < ∞
belongs to LN)(Ω). Thus the integrability of the derivative concerning the example from [5] is better then the one from [2].
In this paper we carefully modify the construction from [2] and we obtain the following result.
Theorem 1.1. Let N  2. There is a homeomorphism f : W 1,1([0,1]N , [0,1]N ) such that J f = 0 a.e. in [0,1]N , f restricted to the
boundary of [0,1]N is the identity mapping and |Df | ∈ LN)([0,1]N ).
Hence we have a homeomorphism f with the same behavior of the Jacobian as the homeomorphism given in [2] and in
addition we are able to replace the condition |Df | ∈ Lp([0,1]N ), for some p ∈ [1,N), by |Df | ∈ LN)([0,1]N ). Moreover, since
the condition (N) follows from (1.1) as already mentioned, our integrability of |Df | is the best possible.
Finally, let us compare our construction and the one from [2]. We use the same approach using the deformations of suit-
ably chosen diamonds with more careful estimates (we have to get rid of some multiplicative constants, but it is easy) and
with different parameters describing the deformations of the diamonds. In particular, when obtaining our careful estimates
of the norm of the derivative the key ingredient is Lemma 2.1 enabling us to control the norm of the product of a very
large number of almost-diagonal matrices. Concerning the parameters, for the collection of parameters chosen in [2] the
LN)([0,1]N )-norm of |Df | is not ﬁnite. Finding new parameters so that LN)([0,1]N )-norm of |Df | is ﬁnite without disturb-
ing the desired properties of the Jacobian is the most diﬃcult and the most challenging part of our construction. Finally we
ﬁnd a suitable double-indexed collection of the parameters (compare with one-indexed collection in [2]).
The paper is organized the same way as [2]. For the convenience of the reader familiar with the construction in [2], we
use the same notation and approach when possible. All the sections but the last one are devoted to the construction in the
planar case. The last section is devoted to the changes that have to be made for N > 2.
2. Preliminaries
We use a usual convention that C denotes a generic positive constant whose value can change from occurrence to
occurrence. It is often essential for us that this constant is independent of ε > 0 and i, j ∈ N. Otherwise we write C(i) etc.
We denote Q 0 = [0,1]N .
Throughout the paper we often use the fact that if Ci ∈ [0,1), then
∞∏
i=1
(1+ Ci) < ∞ ⇐⇒
∞∑
i=1
Ci < ∞,
∞∏
i=1
(1− Ci) > 0 ⇐⇒
∞∑
i=1
Ci < ∞
and
∞∏
i=1
(1− Ci) 1−
∞∑
i=1
Ci . (2.1)
Inequality (2.1) is easily proved by induction.
Matrices close to a diagonal matrix. If Mi , i ∈ N, are matrices, we use the following notation for their product
j∏
Mi = M jM j−1 · · ·M2M1.i=1
R. Cˇerný / J. Math. Anal. Appl. 373 (2011) 161–174 163For an (N × N)-matrix we always consider the norm
‖M‖ = max|v|=1
∣∣Mv
∣∣,
where we use the Euclidean norm on the right-hand side (and so we do when computing |Df |).
Obviously, if M = {Mk,l}Nk,l=1 and M˜ = {|Mk,l|}Nk,l=1, then ‖M‖ ‖M˜‖.
If M1 = {(M1)k,l}Nk,l=1 and M2 = {(M2)k,l}Nk,l=1 are (N × N)-matrices, let us write
M1  M2 if (M1)k,l  (M2)k,l for all k, l = 1, . . . ,N.
Further, if M1, M2 and M3 are (N × N)-matrices with non-negative terms, we easily see that M1  M2 implies
‖M1‖ ‖M2‖, M1M3  M2M3, M3M1  M3M2.
It is obvious that if we multiply matrices that are close to a diagonal matrix, then their product is still close to a diagonal
matrix. The following lemma gives us a tool to control the norm of the product of arbitrarily large number of matrices that
are suﬃciently close to a diagonal matrix. First, for ξ > 0 and δ > 0 let us deﬁne the (N × N)-matrix
M[ξ,δ] :=
⎛
⎜⎜⎝
ξ δ · · · δ
δ ξ · · · δ
...
...
. . .
...
δ δ · · · ξ
⎞
⎟⎟⎠ .
Lemma 2.1. Let N  2 and set δi = 2−i , i ∈ N. Then∥∥∥∥∥
j∏
i=1
M[1,δi ]
∥∥∥∥∥ C for any j ∈N,
where the constant C is independent of j.
Proof. The proof easily follows from∥∥∥∥∥
j∏
i=1
M[1,δi ]
∥∥∥∥∥
j∏
i=1
‖M[1,δi ]‖
j∏
i=1
(1+ Cδi)
∞∏
i=1
(1+ Cδi) = C . 
3. Construction for N = 2: basic building block
Let us begin the construction by deﬁning the building blocks. For 0 < w  1 and s ∈ (0,1), we denote the diamond of
the width w by
Q (w) = {(x, y) ∈ R2: |x| < w(1− |y|)}.
We often work with the inner smaller diamond and the outer annular diamond deﬁned by
I(w, s) = Q (ws) and O (w, s) = Q (w) \ Q (ws).
Given parameters s, s˜ ∈ (0,1), we repeatedly employ the mapping φw,s,s˜ : Q (w) → Q (w) deﬁned by
φw,s,s˜(x, y) =
{
(( 1−s˜1−s )x+ sgn(x)(1− |y|)w(1− 1−s˜1−s ), y), (x, y) ∈ O (w, s),
(( s˜s )x, y), (x, y) ∈ I(w, s).
For s˜ < s (this is the case we are interested in) this linear homeomorphism horizontally compresses I(w, s) onto I(w, s˜),
while stretching O (w, s) onto O (w, s˜). Note that φw,s,s˜ (see Fig. 1) is the identity on the boundary of Q (w) and φw,s,s˜ is
differentiable on
ID(w, s) = int
(
I(w, s)
)
and O D(w, s) = int
(
O (w, s)
) \ {(x, y) ∈ R2: y = 0}.
If (x0, y0) ∈ ID(w, s), then
Dφw,s,s˜(x0, y0) =
( s˜
s 0
0 1
)
(3.1)
and if (x0, y0) ∈ O D(w, s), then
Dφw,s,s˜(x0, y0) =
(
( 1−s˜1−s ) − sgn(x0 y0)w(1− 1−s˜1−s )
0 1
)
. (3.2)
Note that choosing w suﬃciently small we can make the matrix as close to a diagonal matrix as we need.
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Suppose that Q is a scaled and translated version of Q (w). We deﬁne φQw,s,s˜ to be the corresponding scaled and
translated version of φw,s,s˜ . By I
s
Q and O
s
Q we denote the corresponding inner diamond and the outer annular diamond.
Similarly, the subsets of I sQ and O
s
Q where φ
Q
w,s,s˜ is differentiable are denoted by (I
s
Q )D and (O
s
Q )D , respectively.
Let P be a scaled and translated copy of a rotated diamond
P (w) = {(x, y) ∈R2: |y| < w(1− |x|)}.
We deﬁne φ Pw,s,s˜ to be the corresponding rotated, scaled and translated version of φw,s,s˜ . That is φ
P
w,s,s˜ maps P onto P and
this map is the identity on the boundary. We also use the notation I sP and O
s
P for the corresponding inner diamond and
the outer annular diamond. The subsets of I sQ and O
s
Q where φ
Q
w,s,s˜ is differentiable are denoted by (I
s
Q )D and (O
s
Q )D ,
respectively.
4. Choice of parameters
Fix ω > 1. For i ∈ N we set
αi = 2i . (4.1)
To simplify the notation we further deﬁne
ai = 1+ αi and ti = ω
αi
, i ∈N. (4.2)
Throughout the paper we consider the deformations of our diamonds corresponding to the parameters
si,k = 1− 1
tiaki
and s˜i,k = 1ai si,k, i,k ∈N. (4.3)
Let us further set
bi,k = 1− s˜i,k1− si,k and di,k =
(
k−1∏
m=1
s˜i,m
si,m
)
bi,k, i,k ∈N, (4.4)
with the convention
∏0
m=1
s˜i,m
si,m
= 1, i.e. di,1 = bi,1. Hence for all i,k ∈ N, we have
bi,k = 1− s˜i,k1− si,k = 1+
si,k
1− si,k
(
1− s˜i,k
si,k
)
= 1+
1− 1
tia
k
i
1
tia
k
i
ai − 1
ai
= 1+
(
1− 1
tiaki
)
ωak−1i = ωak−1i + 1−
αi
ai
= ωak−1i +
1
ai
and
di,k = 1
ak−1i
bi,k = ω + 1
aki
. (4.5)
Finally, set
wi,k = 2−i 1
ak−1
1
4ω2
, i,k ∈N. (4.6)i
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N2 j−1,l =
(
d2 j−1,l ±w2 j−1,l(1− b2 j−1,l)
0 1
)
,
N2 j,k =
(
1 0
±w2 j,k(1− b2 j,k) d2 j,k
)
and
M j,k,l = N2 j,kN2 j−1,l
=
(
d2 j−1,l ±w2 j−1,l(1− b2 j−1,l)
±w2 j,k(1− b2 j,k)d2 j−1,l ±w2 j−1,l(1− b2 j−1,l)w2 j,k(1− b2 j,k) + d2 j,k
)
.
These matrices are used when computing the derivative of f .
Some properties of the parameters. From (4.2) and (4.3) we see that
∞∑
k=1
(1− si,k) =
∞∑
k=1
1
tiaki
= 1
ti
1
ai − 1 =
1
ω
for every i ∈N. (4.7)
For i,k ∈N, from (4.1), (4.2), (4.5), (4.6) and bi,k > 1 we obtain the estimates
di,k = ω + 1
aki
ω + 1
ai
= ω + 1
1+ 2i ω + 2
−i (4.8)
and
∣∣wi,k(1− bi,k)∣∣ |wi,kbi,k| = wi,kak−1i di,k  2−i 12ω. (4.9)
Hence we see that
‖Ni,k‖ Cω. (4.10)
Now, if j ∈ N, j  2 and k1, . . . ,k2 j−1 ∈N, then Lemma 2.1, (4.8) and (4.9) imply
∥∥∥∥∥
j−1∏
i=1
Mi,k2i ,k2i−1
∥∥∥∥∥
=
∥∥∥∥∥
j−1∏
i=1
(
d2i−1,k2i−1 ±w2i−1,k2i−1(1− b2i−1,k2i−1)
±w2i,k2i (1− b2i,k2i )d2i−1,k2i−1 ±w2i−1,k2i−1(1− b2i−1,k2i−1)w2i,k2i (1− b2i,k2i ) + d2i,k2i
)∥∥∥∥∥

∥∥∥∥∥
j−1∏
i=1
(
ω + 2−2i+1 2−2i+1
2−2i 2−2i+12−2i + ω + 2−2i
)∥∥∥∥∥
ω j−1
j−1∏
i=1
(
1+ 2−2i+1 + 2−4i+1)
∥∥∥∥∥
j−1∏
i=1
(
1 2−i
2−i 1
)∥∥∥∥∥
 Cω j−1. (4.11)
The same way we obtain from Lemma 2.1, (4.8), (4.9) and (4.10)
∥∥∥∥∥N2 j−1,k2 j−1
j−1∏
i=1
Mi,k2i ,k2i−1
∥∥∥∥∥ ‖N2 j−1,k2 j−1‖
∥∥∥∥∥
j−1∏
i=1
Mi,k2i ,k2i−1
∥∥∥∥∥
 CωCω j−1 = Cω j . (4.12)
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We construct a sequence of bi-Lipschitz homeomorphisms f1,k : Q 0 → Q 0, k ∈ N, and our mapping F1 ∈ W 1,2(Q 0, Q 0)
is later deﬁned as F1(x) = limk→∞ f1,k(x). We also construct a Cantor-type set K1 of positive measure such that J F1 = 0
almost everywhere on K1.
Construction of f1,1. Let Q1,1 be a collection of disjoint, scaled and translated copies of Q (w1,1) which covers Q 0 up to an
exceptional set E1,1 of measure zero. We can suppose that
Q ∈ Q1,1 ⇒ diam Q  1
2
1
2
. (5.1)
We deﬁne φ1,1 : Q 0 → Q 0 by
φ1,1(x, y) =
{
φ
Q
w1,1,s1,1,s˜1,1
(x, y), (x, y) ∈ Q ∈ Q1,1,
(x, y), otherwise.
The mapping f1,1 : Q 0 → Q 0 is now deﬁned by f1,1 = φ1,1. Clearly f1,1 is a bi-Lipschitz homeomorphism. We further deﬁne
the sets
G1,1 :=
⋃
Q ∈Q1,1
(
O
s1,1
Q
)
D and R1,1 :=
⋃
Q ∈Q1,1
(
I
s1,1
Q
)
D . (5.2)
We are going to construct each f1,k so that f1,k equals to f1,1 on Q 0 \ R1,1. It remains to deﬁne f1,k on R1,1. Clearly
L2(G1,1) = 1− s1,1 and L2(R1,1) = s1,1. (5.3)
Construction of f1,k . We continue inductively. Assume that f1,k−1 and R1,k−1 have already been deﬁned.
We ﬁnd a family of disjoint scaled and translated copies of Q (w1,k) that cover f1,k−1(R1,k−1) up to an exceptional
set E1,k of measure zero. We can suppose that
Q ∈ Q1,k ⇒ diam Q  12
1
2k
. (5.4)
Deﬁne φ1,k : Q 0 → Q 0 by
φ1,k(x, y) =
{
φ
Q
w1,k,s1,k,s˜1,k
(x, y), (x, y) ∈ Q ∈ Q1,k,
(x, y), otherwise.
The mapping f1,k : Q 0 → Q 0 is now deﬁned by φ1,k ◦ f1,k−1. Clearly each mapping f1,k is a bi-Lipschitz homeomorphism.
We further deﬁne the sets
G1,k := f −11,k−1
( ⋃
Q ∈Q1,k
(
O
s1,k
Q
)
D
)
and R1,k := f −11,k−1
( ⋃
Q ∈Q1,k
(
I
s1,k
Q
)
D
)
. (5.5)
It is not diﬃcult to check that
L2(G1,k) = (1− s1,k)L2(R1,k−1) and L2(R1,k) = s1,kL2(R1,k−1).
Using (5.3) we easily obtain by induction for k 2
L2(G1,k) =
(
k−1∏
m=1
s1,m
)
(1− s1,k) and L2(R1,k) =
k∏
m=1
s1,m. (5.6)
Properties of F1. It is clear from the construction that f1,k converge uniformly (see (5.1) and (5.4)) and hence the mapping
F1(x) := limk→∞ f1,k(x) is continuous. It is not diﬃcult to check that F1 is a one-to-one mapping of Q 0 onto Q 0. Since Q 0
is compact we obtain that F1 is a homeomorphism. From (5.1) and (5.4) we also see that
(x, y) ∈ Q 0 ⇒
∣∣F1(x, y) − (x, y)∣∣ ∞∑
k=1
1
2
1
2k
= 1
2
. (5.7)
Let us show that F1 ∈ W 1,2(Q 0,R2). We need to estimate the derivatives of the functions f1,k , k ∈ N. Fix k  2 and
Q ∈ Q1,k . From (5.2), (5.5) and the fact that Q1,i are disjoint collections of our diamonds we see that there are Q i ∈ Q1,i ,
i = 1, . . . ,k − 1, such that
f −1 (Q ) ⊂ f −1 (Qk−1) ⊂ · · · ⊂ f −1(Q 2) ⊂ Q 1.1,k−1 1,k−2 1,1
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s˜1,k
Q )D), then we have squeezed the inner diamond k-times. Using (3.1), (4.3) and the chain rule
we obtain
Df1,k(x, y) =
k∏
i=1
( 1
a1
0
0 1
)
=
( 1
ak1
0
0 1
)
. (5.8)
Further, if (x, y) ∈ f −11,k ((O
s˜1,k
Q )D), then we have squeezed our outer annular diamond (k − 1)-times and then we have
stretched it once. It follows from (3.1), (3.2), (4.3), (4.4) and the chain rule that
Df1,k(x, y) =
(
b1,k ±w1,k(1− b1,k)
0 1
)( k−1∏
i=1
( 1
a1
0
0 1
))
=
(
d1,k ±w1,k(1− b1,k)
0 1
)
= N1,k. (5.9)
For k = 1 we obtain (5.8) and (5.9) immediately (without the middle formulae which are not deﬁned in this case).
By the construction, for every m ∈ N we have
∫
Q 0
|Df1,m|2 =
∫
R1,m
|Df1,m|2 +
m∑
k=1
∫
G1,k
|Df1,m|2
=
∫
R1,m
|Df1,m|2 +
m∑
k=1
∫
G1,k
|Df1,k|2.
From (5.8) we obtain∫
R1,m
|Df1,m|2 =
∫
R1,m
max2
(
1
am1
,1
)
= L2(R1,m) L2(Q 0) = 1.
From (4.7), (4.12), (5.6) and (5.9) we obtain
m∑
k=1
∫
G1,k
|Df1,k|2 =
m∑
k=1
L2(G1,k)‖N1,k‖2 
m∑
k=1
(1− s1,k)(Cω)2 = Cω.
Hence we see that { f1,k}∞k=1 is a bounded sequence in W 1,2(Q 0,R2). Therefore there is a subsequence converging weakly to
some F˜1 ∈ W 1,2(Q 0,R2). The weak convergence in W 1,2(Q 0,R2) implies the strong convergence in L2(Q 0,R2) and passing
to a subsequence we obtain the convergence a.e. in Q 0. Hence, as f1,k converge uniformly to F1, we infer F1 = F˜1. Thus
F1 ∈ W 1,2(Q 0,R2).
Let us deﬁne the resulting Cantor-type compact set by
K1 :=
∞⋂
k=1
R1,k.
By (5.8), the derivative of f1,k on R1,k and especially on K1 equals to
Df1,k(x, y) =
( 1
ak1
0
0 1
)
.
Thus from the convergence of the derivatives in L2(Q 0,R2) we obtain that for almost every (x, y) ∈ K1 we have
DF1(x, y) =
(
0 0
0 1
)
and J F1(x, y) = 0.
Moreover it is easy to see from the construction that J F1 = 0 a.e. on Q 0 \K1. It follows that the preimage of each exceptional
null set in F1(Q 0 \ K1) has zero measure. From now on Fk , k  2, equal to F1 on K1 and we need to deﬁne them only on
Q 0 \ K1.
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Assume that we have constructed a homeomorphism Fi−1 ∈ W 1,2(Q 0,R2) and a compact Cantor-type set Ki−1 in the
previous step. Set K˜ i−1 =⋃i−1m=1 Km . Further suppose that we have proved that J Fi−1 = 0 a.e. on Q 0 \ K˜ i−1. In the sequel,
suppose that i is even, i.e. i = 2 j, j ∈N. The construction for i odd is similar, we only use a copy of Q instead of a copy of P
(for i odd we use very thin diamonds looking like a line segment parallel to the Y -axis, while for i even we use diamonds
looking like a line segment parallel to the X-axis). However, there are some differences when computing and estimating the
derivatives. These differences are mentioned at the end of this section.
We construct a sequence of W 1,2-homeomorphisms f i,k : Q 0 → Q 0, k ∈ N, and our mapping Fi ∈ W 1,2(Q 0,R2) is later
deﬁned as Fi(x) = limk→∞ f i,k(x). We also construct a Cantor-type set Ki ⊂ Q 0 \ K˜ i−1 of positive measure such that J Fi = 0
almost everywhere on Ki .
Construction of f i,1. The set K˜ i−1 is closed and thus we can ﬁnd Qi,1, a collection of disjoint, scaled and translated copies
of P (wi,1) which cover F1(Q 0 \ K˜ i−1) up to a set Ei,1 of measure zero. We moreover require
Q ∈ Qi,1 ⇒ diam Q  1
2i
1
21
(6.1)
and
for each P ∈ Qi,1 there is k ∈N such that F−1i−1(P ) ⊂ Gi−1,k. (6.2)
If the conditions corresponding to (6.2) were satisﬁed in every preceding step (i.e. when constructing F2, . . . , Fi−1), then we
have k1, . . . ,ki−1 ∈N such that
P ⊂
i−1⋂
m=1
Fm(Gm,km). (6.3)
Moreover P is always contained in a single diamond within each Gm,km , because Gm,km was constructed as a disjoint union
of the “differentiable parts” of the diamonds. Since the Jacobian is constant on such a set (see (3.1) and (3.2)) we have
J Fi−1(x1, y1) = J Fi−1(x2, y2) for every (x1, y1), (x2, y2) ∈ F−1i−1(P ). (6.4)
Further we observe that
L2
(
I
si,1
P
)= si,1L2(P ) and L2(O si,1P )= (1− si,1)L2(P ). (6.5)
We deﬁne φi,1 : Q 0 → Q 0 by
φi,1(x, y) =
{
φ Pwi,1,si,1,s˜i,1
(x, y), (x, y) ∈ P ∈ Qi,1,
(x, y), otherwise.
The mapping f i,1 : Q 0 → Q 0 is deﬁned by f i,1 = φi,1 ◦ Fi−1. It is not diﬃcult to check that f i,1 is a W 1,2(Q 0,R2)-
homeomorphism since it is a composition of a W 1,2(Q 0,R2)-homeomorphism and a bi-Lipschitz mapping. Set
Gi,1 := F−1i−1
( ⋃
P∈Qi,1
(
O
si,1
P
)
D
)
and Ri,1 := F−1i−1
( ⋃
P∈Qi,1
(
I
si,1
P
)
D
)
. (6.6)
From now on each f i,k equals to f i,1 on Q 0 \ Ri,1 and it remains to deﬁne it on Ri,1. From (6.4) and (6.5) we see that
L2
(
Fi−1(Gi,1)
)= (1− si,1)L2(Fi−1(Q 0 \ K˜ i−1)),
L2
(
Fi−1(Ri,1)
)= si,1L2(Fi−1(Q 0 \ K˜ i−1)). (6.7)
Construction of f i,k . We continue inductively. Assume that f i,k−1 and Ri,k−1 have already been deﬁned. We ﬁnd a family of
disjoint scaled and translated copies of P (wi,k) that cover f i,k−1(Ri,k−1) up to an exceptional set Ei,k of measure zero. We
require
P ∈ Qi,k+1 ⇒ diam P  12i
1
2k
. (6.8)
Deﬁne φi,k : Q 0 → Q 0 by
φi,k(x, y) =
{
φ Pwi,k,si,k,s˜i,k
(x, y), (x, y) ∈ P ∈ Qi,k,
(x, y), otherwise.
The mapping f i,k : Q 0 → Q 0 is now deﬁned by φi,k ◦ f i,k−1.
R. Cˇerný / J. Math. Anal. Appl. 373 (2011) 161–174 169Clearly each mapping f i,k is a W 1,2(Q 0,R2)-homeomorphism since it is a composition of a W 1,2(Q 0,R2)-homeomor-
phism and a bi-Lipschitz mapping on a compact set. We further deﬁne the sets
Gi,k := f −1i,k−1
( ⋃
P∈Qi,k
(
O
si,k
P
)
D
)
and Ri,k := f −1i,k−1
( ⋃
P∈Qi,k
(
I
si,k
P
)
D
)
. (6.9)
The linear maps φi,m , 1m  k, on the inner diamonds do not change the ratio of the volumes of P and O
si,k
P . Therefore
we obtain
L2
(
Fi−1(Gi,k)
)= (1− si,k)L2(Fi−1(Ri,k−1)),
L2
(
Fi−1(Ri,k)
)= si,kL2(Fi−1(Ri,k−1)). (6.10)
Hence from (6.7) and (6.10) we see that
L2
(
Fi−1(Gi,k)
)=
(
k−1∏
m=1
si,m
)
(1− si,k)L2
(
Fi−1(Q 0 \ K˜ i−1)
)
and
L2
(
Fi−1(Ri,k)
)=
(
k∏
m=1
si,m
)
L2
(
Fi−1(Q 0 \ K˜ i−1)
)
.
Therefore using (6.4) we obtain
L2(Gi,k) =
(
k−1∏
m=1
si,m
)
(1− si,k)L2(Q 0 \ K˜ i−1) (6.11)
and
L2(Ri,k) =
(
k∏
m=1
si,m
)
L2(Q 0 \ K˜ i−1). (6.12)
Moreover, since the sets P are uniformly placed among Fm(Gm,l), m = 1, . . . , i − 1 (see (6.2)), we obtain that
L2
(
i⋂
m=1
Gm,km
)
=
( ki−1∏
l=1
si,l
)
(1− si,ki )L2
(
i−1⋂
m=1
Gm,km
)
.
By induction, this implies (recall L2(Q 0) = 1) the estimate
L2
(
i⋂
m=1
Gm,km
)

i∏
m=1
(1− sm,km ). (6.13)
Construction and properties of Fi . It is clear from the construction that f i,k converge uniformly (see (6.1) and (6.8)). Hence
it is not diﬃcult to check that Fi(x) := limk→∞ f i,k(x) is a homeomorphism. From (6.1) and (6.8) we see that
(x, y) ∈ Q 0 ⇒
∣∣Fi(x, y) − Fi−1(x, y)∣∣ ∞∑
k=1
1
2i
1
2k
= 1
2i
. (6.14)
It remains to verify that Fi ∈ W 1,2(Q 0,R2). Let us estimate the derivatives of our functions f i,k . Fix k  2 and P ∈ Qi,k .
From (6.6) and (6.9) and the fact that Qi,m are disjoint collections of diamonds we see that there are Qm ∈ Qi,m , m =
1, . . . ,k − 1, such that
f −1i,k−1(Q ) ⊂ f −1i,k−2(Qk−1) ⊂ · · · ⊂ f −1i,1 (Q 2) ⊂ F−1i−1(Q 1).
Therefore, if (x, y) ∈ f −1i,k ((I
s˜i,k
P )D), then after applying Fi−1 we have squeezed our inner diamond k-times. Analogously
to (5.8) we can use (3.1), (4.3) and the chain rule to obtain
Dfk, j(x, y) =
(1 0
0 1
aki
)
DFi−1(x, y). (6.15)
Moreover, if (x, y) ∈ f −1i,k ((O
s˜i,k
P )D), then after applying Fi−1 we have squeezed our outer annular diamond (k−1)-times and
then we have stretched it once. Analogously to (5.9) we use (3.1), (3.2), (4.3), (4.4) and the chain rule to obtain
170 R. Cˇerný / J. Math. Anal. Appl. 373 (2011) 161–174Dfi,k(x, y) =
(
1 0
±wi,k(1− bi,k) bi,k
)(1 0
0 1
ak−1i
)
DFi−1(x, y)
=
(
1 0
±wi,k(1− bi,k) di,k
)
DFi−1(x, y) = Ni,kDFi−1(x, y). (6.16)
For k = 1, (6.15) and (6.16) are proved similarly.
For m ∈N we have∫
Q 0
|Dfi,m|2 =
∫
K˜ i−1
|Dfi,m|2 +
∫
Ri,m
|Dfi,m|2 +
m∑
k=1
∫
Gi,k
|Dfi,m|2
=
∫
K˜ i−1
|DFi−1|2 +
∫
Ri,m
|Dfi,m|2 +
m∑
k=1
∫
Gi,k
|Dfi,k|2.
Since Fi−1 ∈ W 1,2(Q 0,R2), the ﬁrst integral is ﬁnite and by (6.15) we get∫
Ri,m
|Dfi,m|2 
∫
Ri,m
|DFi−1|2  C(i).
Finally, estimates (4.7), (4.11), (6.3), (6.13), (6.16), i = 2 j and M j,k,l = N2 j,kN2 j−1,l imply
m∑
k=1
∫
Gi,k
|Dfi,k|2 =
m∑
ki=1
∞∑
k1,...,ki−1=1
∫
⋂i
n=1 Gn,kn
|Dfi,k|2
=
m∑
ki=1
∞∑
k1,...,ki−1=1
L2
(
i⋂
n=1
Gn,kn
)∥∥∥∥∥
i∏
n=1
Nn,kn
∥∥∥∥∥
2

∞∑
k1,...,ki=1
L2
(
i⋂
n=1
Gn,kn
)∥∥∥∥∥
j∏
n=1
Mn,k2n,k2n−1
∥∥∥∥∥
2

∞∑
k1,...,ki=1
(
i∏
n=1
(1− sn,kn )
)∥∥∥∥∥
j∏
n=1
Mn,k2n,k2n−1
∥∥∥∥∥
2

(
Cω j
)2 ∞∑
k1,...,ki=1
(
i∏
n=1
(1− sn,kn )
)
= (Cω j)2 i∏
n=1
( ∞∑
k=1
(1− sn,k)
)
= (Cω j)2 1
ωi
= C(i). (6.17)
As before this implies that Fi ∈ W 1,2(Q 0,R2). Let us deﬁne the resulting Cantor-type set by
Ki :=
∞⋂
k=1
Ri,k.
By (6.15) we observe that the derivative of f i,k on Ri,k and especially on Ki equals to
Dfi,k(x, y) =
(1 0
0 1
aki
)
DFi−1(x, y).
Since Dfi,k converge to DFi in L2(Q 0,R2), for almost every (x, y) ∈ Ki we have
DFi(x, y) =
(
1 0
0 0
)
DFi−1(x, y) and J Fi (x, y) = 0.
Analogously as before J Fi = 0 a.e. on Q 0 \ (K˜ i−1 ∪ Ki) and thus the preimages of the exceptional null sets are still null sets.
Notes on the case i = 2 j − 1. In this case we use the scaled and translated copies of the building block Q . The rest of the
construction and the estimates concerning the measure of constructed sets are the same as in the case when i is even.
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s˜i,k
Q )D), then
Dfk, j(x, y) =
( 1
aki
0
0 1
)
DFi−1(x, y) (6.18)
and if (x, y) ∈ f −1i,k ((O
s˜i,k
Q )D), then
Dfi,k(x, y) =
(
bi,k ±wi,k(1− bi,k)
0 1
)( 1
ak−1i
0
0 1
)
DFi−1(x, y)
=
(
di,k ±wi,k(1− bi,k)
0 1
)
DFi−1(x, y) = Ni,kDFi−1(x, y). (6.19)
We estimate
∫
Q 0
|Dfi,m|2 the same way as in the even case. We use (4.7), (4.12), (6.3), (6.13), (6.16). This time we obtain
m∑
k=1
∫
Gi,k
|Dfi,k|2 =
m∑
ki=1
∞∑
k1,...,ki−1=1
L2
(
i⋂
n=1
Gn,kn
)∥∥∥∥∥Ni,ki
j−1∏
n=1
Mn,k2n,k2n−1
∥∥∥∥∥
2
 1
ω2 j−1
(
Cω j
)2 = C(i). (6.20)
Finally, for a.e. (x, y) ∈ Ki we have
DFi(x, y) =
(
0 0
0 1
)
DFi−1(x, y) and J Fi (x, y) = 0.
7. Properties of f
We deﬁne f (x) = limi→∞ Fi(x). Since Fi converge uniformly (see (6.14)), it is easy to see that f is a homeomorphism.
Moreover, J f = 0 on the set K =⋃∞i=1 Ki =⋃∞i=1 K˜ i . Further, by (2.1) we have
∞∏
m=1
sn,m =
∞∏
m=1
(
1− 1
tnamn
)
 1−
∞∑
m=1
1
tnamn
= 1− 1
ω
for all n ∈ N.
Further from (5.6) and (6.12) we infer
L2(Q 0 \ K˜1) = L2(Q 0 \ K1) = 1−
∞∏
m=1
s1,m,
L2(Q 0 \ K˜ i) =
(
1−
∞∏
m=1
si,m
)
L2(Q 0 \ K˜ i−1), for all i  2.
Hence we obtain from (2.1) and (4.7)
L2(Q 0 \ K ) = lim
i→∞
L2(Q 0 \ K˜ i)
= lim
i→∞
i∏
n=1
(
1−
∞∏
m=1
sn,m
)
 lim
i→∞
i∏
n=1
( ∞∑
m=1
1− sn,m
)
= lim
i→∞
1
ωi
= 0.
Hence
L2(K ) = L2(Q 0).
It remains to estimate the derivatives. Fix ε ∈ (0,2). By the construction, we have∫
Q 0
|Df |2−ε =
∞∑
i=1
∫
Ki
|Df |2−ε =
∞∑
i=1
∫
Ki
|DFi|2−ε.
Let us estimate each integral on the right-hand side separately. For K1 we have∫
|DF1|2−ε  L2(Q 0)
∥∥∥∥
(
0 0
0 1
)∥∥∥∥
2−ε
= 1 C 1
ωε
.K1
172 R. Cˇerný / J. Math. Anal. Appl. 373 (2011) 161–174For K2, from (4.7), (4.12), (5.6) and (5.9) we infer∫
K2
|DF2|2−ε =
∫
K2
∥∥∥∥
(
1 0
0 0
)
DF1
∥∥∥∥
2−ε
=
∞∑
k=1
L2(G1,k ∩ K2)
∥∥∥∥
(
1 0
0 0
)
N1,k
∥∥∥∥
2−ε

∞∑
k=1
(1− s1,k)(Cω)2−ε = Cω1−ε  C 1
ωε
.
Case i = 2 j − 1, j  2. Using (4.7), (4.11), (6.3), (6.13) and (6.16) we have
∫
K2 j−1
|DF2 j−1|2−ε =
∞∑
k1,...,k2 j−2=1
L2
( 2 j−2⋂
n=1
Gn,kn ∩ K2 j−1
)∥∥∥∥∥
(
0 0
0 1
) 2 j−2∏
l=1
Nl,kl
∥∥∥∥∥
2−ε

∞∑
k1,...,k2 j−2=1
( 2 j−2∏
n=1
(1− sn,kn )
)∥∥∥∥∥
j−1∏
l=1
Ml,k2l,k2l−1
∥∥∥∥∥
2−ε
 1
ω2 j−2
(
Cω j−1
)2−ε = C 1
ω( j−1)ε
 C 1
ω jε
.
Case i = 2 j, j  2. This time we use (4.7), (4.12), (6.3), (6.13) and (6.16) to obtain
∫
K2 j
|DF2 j|2−ε =
∞∑
k1,...,k2 j−1=1
L2
( 2 j−1⋂
n=1
Gn,kn ∩ K2 j
)∥∥∥∥∥
(
1 0
0 0
)
N2 j−1,k2 j−1
1∏
l= j−1
Ml,k2l,k2l−1
∥∥∥∥∥
2−ε

∞∑
k1,...,k2 j−1=1
( 2 j−1∏
n=1
(1− sn,kn )
)∥∥∥∥∥N2 j−1,k2 j−1
j−1∏
l=1
Ml,k2l,k2l−1
∥∥∥∥∥
2−ε
 1
ω2 j−1
(
Cω j
)2−ε = C ω
ω jε
= C 1
ω jε
.
Therefore from
s
1− ω−s
s→0−−→ 1
logω
we conclude
ε
∫
Q 0
|Df |2−ε = ε
∞∑
i=1
∫
Ki
|DFi|2−ε  Cε
∞∑
j=0
1
ω jε
= C ε
1− 1ωε
 C .
8. Construction for N > 2
The construction in the higher dimension is similar and therefore we only sketch it and point out the differences. Let
0< w  1 and s, s˜ ∈ (0,1). Our basic building block is a diamond of the width w in the ﬁrst coordinate
Q (w) = {x ∈RN : |x1| < w(1− |x2| − |x3| − · · · − |xN |)}.
We again denote
I(w, s) = Q (ws) and O (w, s) = Q (w) \ Q (ws).
We deﬁne the mapping φw,s,s˜ : Q (w) → Q (w) by((
1− s˜
1− s
)
x1 + sgn(x1)
(
1− |x2| − · · · − |xN |
)
w
(
1− 1− s˜
1− s
)
, x2, . . . , xN
)
for x ∈ I(w, s),
((
s˜
)
x1, x2, . . . , xN
)
for x ∈ O (w, s).s
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O (w, s˜).
If x is an interior point of I(w, s), then
Dφw,s,s˜(x) =
⎛
⎜⎜⎝
s˜
s 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
⎞
⎟⎟⎠
and if x is an interior point of O (w, s) and x2, . . . , xN = 0, then
Dφw,s,s˜(x) =
⎛
⎜⎜⎝
1−s˜
1−s ±w(1− 1−s˜1−s ) · · · ±w(1− 1−s˜1−s )
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
⎞
⎟⎟⎠ . (8.1)
Again, this matrix is suitably close to diagonal matrix for w small enough.
We consider N rotated versions of Q . When constructing Fi , i = jN +m, j = 0,1, . . . , m = 1, . . . ,N we use Q rotated
so that the diamond has the width w in the direction of the m-th axis (in this case we have a version of matrix (8.1) with
m-th line with the diagonal term 1−s˜1−s and non-diagonal terms ±w(1− 1−s˜1−s )). We use the parameters deﬁned by (4.1)–(4.4).
The parameters wi,k have to be chosen more carefully. We discuss the choice in the sequel.
Almost-diagonal matrices. In this case it is convenient to deal with the products of N adjacent matrices (i.e. with matrices
of a “rotated” type (8.1), where the m-th matrix has the m-th line with non-trivial non-diagonal terms). Such a product is
close to a diagonal matrix⎛
⎜⎜⎜⎝
d jN+1,k jN+1 0 · · · 0
0 d jN+2,k jN+2 · · · 0
...
...
. . .
...
0 0 · · · d jN+N,k jN+N
⎞
⎟⎟⎟⎠ . (8.2)
The actual matrix is non-diagonal because of the non-trivial non-diagonal terms in (8.1). However, we can make the non-
diagonal terms in matrix of the type (8.1) arbitrarily small choosing the parameters wi,k decreasing rapidly enough.
Next, if M1 = {(M1)k,l}Nk,l=1 and M2 = {(M2)k,l}Nk,l=1 are matrices with very small non-diagonal terms and bounded diag-
onal terms, then the formula
(M1M2)i,k =
N∑
j=1
(M1)i, j(M2) j,k, i,k ∈ {1, . . . ,N},
tells us that the non-diagonal terms of the product M1M2 are very small again and the diagonal terms (M1M2)i,i are very
close to (M1)i,i(M2)i,i .
Hence we see that we can have each product of N adjacent matrices as close to matrix (8.2) as we wish and thus we
can deal with the matrix of the derivatives as if it was a diagonal matrix with the terms on the diagonal equal to ω.
Estimates of the measure and the derivative. The deformations of our diamonds are one-dimensional, thus the estimates of
the measure of all the sets Gi,k , Ri,k and Ki are the same as in R2. Similarly as in R2, it is not diﬃcult to show that f i,k ,
Fi ∈ W 1,N (Q 0,RN ), i,k ∈N.
When estimating
∫
Ki
|DFi |N−ε , with i = jN+m, we use (4.7) and the RN -versions of estimates (4.11) and (4.12) to obtain
∫
Ki
|DFi|N−ε 
∞∑
k1,...,ki=1
L2
(
i⋂
n=1
Gn,kn
)(
Cω j+1
)N−ε

∞∑
k1,...,ki=1
( ∞∏
n=1
(1− sn,kn )
)(
Cω j+1
)N−ε
= C 1
ωi
ω jN+N
ω jε+ε
= C ω
N−m
ω jε+ε
 C 1
ω jε
.
The rest of the proof is the same as when N = 2.
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