A selective Monte Carlo simulation procedure for the evaluation of the reliability of nonlinear structures subjected to dynamic loading is presented. The proposed "Russian Roulette and Splitting" procedure allows generation of important low-probability samples in nonlinear dynamics. This procedure is quite efficient in comparison to the straightforward Monte Carlo simulation method and allows evaluation of the nonlinear stochastic response in a very low probability domain.
Introduction. In a recent review of methods currently available to analyze multidegree-of-freedom systems under stochastic loading, their merits, limitations and potential to be used in engineering practice have been discussed [1] . From this study it becomes clear that only numerical procedures such as Monte Carlo simulation (MCS) techniques (both in their direct and variance reduction form) and the Response Surface Method (RSM) are capable of treating nonlinearities without restriction as well as systems of higher dimension including reliable information on the response distribution tails.
As direct MCS procedures are quite limited with respect to providing accurate information on the response distribution tails, the variance reduction techniques such as importance, directional, adaptive sampling, etc. are used for static structural problems in order to guide the simulation procedures to the region of interest and, hence, to reduce the numerical effort. For dynamic problems, the selection of this region is more involved than for static problems, since the importance measure is generally time variant. Based on a suitable criterion for indicating which realization will most likely lead to failure, the samples in the region of interest may be split, whereas in the region of less interest they may be discarded or may survive. This procedure has been expanded and applied successfully to MDOF systems.
1. First-Passage Distributions. A general performance measure for structures under stochastic dynamic loading is characterized by first-passage probabilities, where the distribution of the exit times T into a state of failure is considered. The boundary separating the safe state from the unsafe one might be specified by a so-called limit state function g x ( ) = 0. The lifetime of the structure is then defined as the first exit time T:
and the probability of the first excursion P t f ( ) within the time interval t is defined as
specifying the evolution of the failure probability with respect to time. Presently, the available solutions to the above first probability are quite rare. There is a complete absence of analytical exact solutions in closed form, and numerical procedures based on the Fokker-Planck equation are confined to problems of low dimension (< 4 in the state space). The only solution technique at hand seems to be the MCS, which is well suited to simulate nonlinear stochastic structural responses as required in the reliability assessment of structures.
2. Method of Analysis. For the purpose of assessing the reliability of a structure, the domain of the response is divided into the safe and unsafe parts, respectively. The so-called limit state function (LSF) serves as a criterion of separation. The domain is in general multidimensional containing parameters such as displacements, velocities, plastic deformations, etc. If x is defined as the state vector of all the response components and g x ( ) as the LSF, it is necessary to determine the probability P t ( ) that the response vector x t ( ) exceeds the LSF at least once within a given time period [0, t] , where x( ) 0 lies initially in the safe domain, i.e., P ( ) 0 0 = . In other words, the first-passage probability defines the evolution of the failure probability with respect to time.
It is well known, that the direct MCS is well suited to obtain, with a relatively small number of realizations, reasonably close estimates for the mean vector and the covariance matrix. It is not suited, however, to assess the low probability domain of the stochastic response and for reliability analysis where failure probabilities P f are of the order 10 10
. In order to access such ranges, it is obvious that a sample size (number of realizations) of the order 10 10 5 9 − will be required. Such sample sizes are possible for small systems using a massively-parallel supercomputer [2] . However, the MCS with a sample size of the order >10 5 are expensive and certainly not efficient in view of the fact that only a small fraction of the number of realizations falls into the domain of interest for the reliability analysis. This drawback of the direct MCS has been commonly recognized, and the so-called variance reduction techniques have been developed and utilized successfully. All these procedures increase the density of realizations in the region of interest, i.e., in the region that contributes most to the failure probability. These variance reduction methods are used mainly for nonlinear static reliability systems, but can be also used for nonlinear dynamic problems. The main difficulty with these approaches is the fast growing numerical effort with the number of random variables involved. In case loading is represented by a stochastic process, it might be possible in some cases to represent the stochastic process by a small number of random variables using the Karhunen Loeve expansion.
Monte Carlo simulation, however, is applicable to stochastic loading involving more than just a small set of random variables. In such cases, the traditional variance reduction procedures are no longer applicable.
Advanced MCS methods have been developed for the class of systems with Markovian properties. Before describing the details and implementation of such procedures, we shall briefly discuss the main features of the advanced MCS. Consider first the MCS and the resulting approximation for the cumulative distribution function CDF x ( ):
where x is the state vector, t is time, X n is the state vector of the nth realization, w t n ( ) is the weight and discrete probability of the nth realization at time t, and N is the sample size. The indicator function I X t x n [ ( ), ] takes the value 1 if the components X x
.., , for all components M of the state vector. Otherwise, the indicator function assumes the value 0. In case the direct MCS is applied, all weights are constant and assume the value w t n ( ) = =1 N . For example, for importance sampling, the original probability density function f x ( ), which reflects the direct MCS, is modified by using the sampling distribution h x ( ). This can be done without violating the original density function f x ( ) by modifying the weight w n of all realizations X t n ( ) by w n = = f x Nh x ( ) ( ( )). Since the advanced MCS is designed to assess low probability ranges of the order 10 10
as well, it is obvious that manipulation of the weights is indispensable. A selective Monte Carlo simulation technique, namely, "Russian Roulette & Splitting" simulation technique (RR&S) has been applied successfully in nuclear physics [3] to solve neutron transport problems. The basic features of the algorithm are described and discussed.
The RR&S procedure involves subdivision of the safe region by several borders of splitting (or sub-barriers). Then the process of splitting can be introduced as follows. When the response sample function x t ( ) upcrosses the ith
