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We obtain an explicit representation for joint distribution of two-valued random
variables with given marginals and for a copula corresponding to such random
variables. The results are applied to prove a characterization of r-independent
two-valued random variables in terms of their mixed first moments. The charac-
terization is used to obtain an exact estimate for the number of almost independent
random variables that can be defined on a discrete probability space and necessary
conditions for a sequence of r-independent random variables to be stationary.
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1. INTRODUCTION
In recent years, remarkable advances have been made in the field of
probability distributions with given marginals (e.g., papers in [3, 11],
monograph [24], and references therein). The main problem of the
research area going back to M. Frechet [14, 15] is to determine a relation-
ship between a multidimensional probability distribution and its lower
dimensional marginals. Important contributions to the problem had been
made in [8–10, 13, 16, 19, 29–34] and other works. In his ground-breaking
paper [33], A. Sklar answered the question about the link between a
multidimensional joint distribution and its one-dimensional margins in
general by introducing the notion of a copula, that is, a function
C: [0, 1]nQ [0, 1] such that C(1, ..., 1, ak, 1, ..., 1)=ak, ak ¥ [0, 1], k=
1, ..., n; C(a1, ..., ak−1, 0, ak+1, ..., an)=0, ai ¥ [0, 1], i ] k, k=1, ..., n;
and the C-volume of any n-dimensional interval is non-negative. A. Sklar
showed that if X1, ..., Xn are real random variables defined on a common
probability space, with one-dimensional distribution functions FXk (xk)=
P(Xk [ xk) and joint distribution function FX1, ..., Xn (x1, ..., xn)=P(X1 [ x1,
..., Xn [ xn), then there exists an n-dimensional copula CX1, ..., Xn (u1, ..., un)
such that FX1, ..., Xn (x1, ..., xn)=CX1, ..., Xn (FX1 (x1), ..., FXn (xn)) for all xk ¥ R,
k=1, ..., n. It is easy to see that if FXk (xk), k=1, ..., n, are continuous,
then CX1, ..., Xn (u1, ..., un)=FX1, ..., Xn (F
−1
X1 (u1), ..., F
−1
Xn (un)) where F
−1
Xk (uk)=
inf{xk ¥ R : FXk (xk) \ uk}, k=1, ..., n (inf R=−., inf f=+.). However,
closed explicit expressions for copulas corresponding to a set of random
variables with marginals from a certain class which do not involve the joint
distributions of the random variables are unknown even for simple classes
of the one-dimensional distributions.
In the present paper, we fill the above gap for random variables taking
two values. More precisely, we show that F: [0, 1]nQ [0, 1] is a joint dis-
tribution function of n random variables Xk, k=1, ..., n, taking values ak,
bk, k=1, ..., n, with one-dimensional distribution functions Fk, k=1, ..., n,
if and only if the subcopula corresponding to F has the form
C(u1, ..., un)=D
n
k=1
uk 11− Cn
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
|aik −bik | (1−uik )2 ,
uk ¥ {0, Fk(min(ak, bk)), 1}, k=1, ..., n, where ai1, ..., ic ¥ R, 1 [ i1 < · · · <
ic [ n, c=2, ..., n, satisfy the 2n conditions
C
n
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
(xik −aik pik −bikqik ) \ −1,
xk ¥ {ak, bk}, k=1, ..., n, or, what is equivalent,
C
n
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
|aik −bik | eik [ 1,
ek ¥ {−Fk(min(ak, bk)), 1−Fk(min(ak, bk))}, k=1, ..., n. Therefore, the
subcopula is a multivariate Eyraud–Farlie–Gumbel–Mongerstern (EFGM)
subcopula (e.g., [6; 21; 24, p. 87]). In other words, F is a joint distribution
function of the two-valued random variables if and only if there exists a
multivariate Eyraud–Farlie–Gumbel–Mongerstern copula of the above
form among copulas C: [0, 1]nQ [0, 1] corresponding to F (values of
the copulas are uniquely defined on the set {0, F1(min(a1, b1)), 1}× · · · ×
{0, Fn(min(an, bn)), 1}).
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Equivalently, a function p: {a1, b1}×{a2, b2}× · · · ×{an, bn}Q [0, 1] is a
joint distribution of n random variables assuming values ak and bk,
k=1, ..., n, with probabilities pk and qk=1−pk, k=1, ..., n, respectively,
if and only if it has the form
p(x1, ..., xn)
=D
n
k=1
pk(xk) 11+Cn
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
(xik −aik pik −bikqik )2 ,
xk ¥ {ak, bk}, pk(ak)=pk, pk(bk)=qk, k=1, ..., n, where ai1, ..., ic ¥ R, 1 [ i1
< · · · < ic [ n, c=2, ..., n, satisfy the 2n conditions
C
n
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
(xik −aik pik −bikqik ) \ −1,
xk ¥ {ak, bk}, k=1, ..., n.
Moreover, if p(x1, ..., xn) is the joint distribution of n random variables
X1, ..., Xn assuming the values ak and bk, k=1, ..., n, respectively, then
ai1, ..., ic=E<ck=1 (Xik −EXik )/Var Xik , 1 [ i1 < · · · < ic [ n, c=2, ..., n,
and, therefore,
p(x1, ..., xn)
=P(X1=x1, ..., Xn=xn)
=D
n
k=1
P(Xk=xk)
×11+Cn
c=2
C
1 [ i1 < · · · < ic [ n
D
c
k=1
E(Xik −EXik )(xik −EXik )/Var Xik 2
=D
n
k=1
P(Xk=xk) E D
n
k=1
(1+(Xk−EXk)(xk−EXk)/Var Xk),
xk ¥ {ak, bk}, k=1, ..., n.
Existence of a multivariate EFGM copula among copulas corresponding
to random variables X1, ..., Xn is important because its simplicity and the
fact that the coefficients in the copula can be expressed as (scaled) mixed
moments of Xk, k=1, ..., n, allows one to immediately obtain a number of
applications to the study of properties of discrete (dependent) random
variables as demonstrated in the paper.
We prove the representation for joint distribution of random variables
assuming two values and corresponding subcopula in Section 2 and use
it in Section 3 to obtain a characterization of independent and, more
TWO-VALUED RANDOM VARIABLES 391
generally, r-independent random variables assuming two values in terms of
their first mixed moments. We then present the following applications of
the above-mentioned results: in Section 4, we obtain the exact estimate for
the number of almost independent random variables that can be defined on
a probabilistic space of n points which complements the results obtained in
[2, 22, 25]; in Section 5, we prove necessary conditions for a sequence of
r-independent symmetric Bernoulli random variables to be strictly station-
ary which generalize and complement the results obtained in [27, 28].
2. JOINT DISTRIBUTION OF RANDOM VARIABLES
ASSUMING TWO VALUES
Let n \ 2, 0 [ pk [ 1, qk=1−pk, k=1, ..., n, and let An be a set of
numbers ai1, ..., ic ¥ R, 1 [ i1 < · · · < ic [ n, c=2, ..., n, satisfying the 2
n
conditions
C
n
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
(xik −aik pik −bikqik ) \ −1,
xk ¥ {ak, bk}, k=1, ..., n.
The following theorem holds.
Theorem 1. A function C: [0, 1]nQ [0, 1] is a copula corresponding
to some random variables X1, ..., Xn with one-dimensional distributions
P(Xk=ak)=pk, P(Xk=bk)=qk, k=1, ..., n, if and only if
C(u1, ..., un)=D
n
k=1
uk 11− Cn
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
|aik −bik | (1−uik )2 ,
(1)
uk ¥ {0, Fk(min(ak, bk)), 1}, where ai1, ..., ic ¥ An, 1 [ i1 < · · · < ic [ n, c=
2, ..., n, or, what is equivalent,
C
n
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
|aik −bik | eik [ 1,
ek ¥ {−Fk(min(ak, bk)), 1−Fk(min(ak, bk))}, k=1, ..., n. Moreover, if (1)
is the copula corresponding to the random variables X1, ..., Xn with one-
dimensional distributions P(Xk=ak)=pk, P(Xk=bk)=qk, k=1, ..., n,
then
E D
c
k=1
(Xik −EXik )/Var Xik=ai1, ..., ic ,
1 [ i1 < · · · < ic [ n, c=2, ..., n.
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Equation (1) means that the joint distributions of random variables
assuming two values are multivariate Eyraud–Farlie–Gumbel–Mongestern
(EFGM) distributions (see, for example, [6; 7; 21; 24, p. 87; 35]). As
S. Cambanis showed in [7], the most common dependence structures such
as constant, exponential and m-dependence cannot be exhibited by sta-
tionary processes {Xn} whose finite dimensional distributions are the
following multivariate analogues of bivariate EFGM distributions:
P(Xj1=xj1 , ..., Xjn=xjn )
=D
n
k=1
Fjk (xjk ) 11+ C
1 [ l < m [ n
alm(1−Fjl (xjl ))(1−Fjm (xjm ))2 . (2)
On the other hand, from the results obtained in [26, 27] it follows that
there exist stationary processes of Bernoulli random variables that are
pairwise independent and (1, 1)- or (1, 2)-independent simultaneously.
These results and the above remark mean that the multivariate EFMG
distributions of the form
P(Xj1=xj1 , ..., Xjn=xjn )
=D
n
k=1
Fjk (xjk ) 11+Cn
c=2
C
i1 < · · · < ic ¥ {j1, ..., jn}
ai1, ..., ic D
c
k=1
(1−Fik (xik ))2
(see the above-mentioned works [6; 21; 24, p. 87]) are more appropriate
for being used as finite dimensional distributions of stationary processes
with ‘‘good’’ dependence structures than the distributions of the form (2).
Theorem 1 immediately follows from Theorems 2 and 3 below.
Theorem 2. If ai1, ..., ic ¥ An, 1 [ i1 < · · · < ic [ n, c=2, ..., n, p(ak)=pk,
p(bk)=qk, k=1, ..., n, then the expression
p(x1, ..., xn)
=D
n
k=1
pk(xk) 11+Cn
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
(xik −aik pik −bikqik )2 ,
(3)
xk ¥ {ak, bk}, k=1, ..., n, is the joint distribution of some random variables
X1, ..., Xn with one-dimensional marginals P(Xk=ak)=pk, P(Xk=bk)=qk,
k=1, ..., n.
Proof. Denote expression (3) by pa(x1, ..., xn). It suffices to show that
pa(x1, ..., xn) \ 0 and ;x1 ¥ {a1, b1} · · ·;xn ¥ {an, bn} pa(x1, ..., xn)=1. The former
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relation is evident on the strength of the condition ai1, ..., ic ¥ An, 1 [ i1
< · · · < ic [ n, c=2, ..., n. Since
C
x1 ¥ {a1, b1}
· · · C
xn ¥ {an, bn}
pa(x1, ..., xn)= C
x1 ¥ {a1, b1}
· · · C
xn ¥ {an, bn}
D
n
k=1
pk(xk)
+C
n
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic C
x1 ¥ {a1, b1}
· · ·
C
xn ¥ {an, bn}
D
c
k=1
(xik −aik pik −bikqik ) D
n
k=1
pk(xk),
then from the relations
C
xk ¥ {ak, bk}
p(xk)=1 (4)
and
C
xk ¥ {ak, bk}
(xk−ak pk−bkqk) pk(xk)=0, (5)
k=1, ..., n, we obtain that ;x1 ¥ {a1, b1} · · ·;xn ¥ {an, bn} pa(x1, ..., xn)=1. The
proof is complete.
Note that relations (4) and (5) ensure that
C
xi1 ¥ {ai1 , bi1 }
· · · C
xik ¥ {aik , bik }
pa(x1, ..., xn)=pa, ik+1, ..., in (xik+1 , ..., xin ),
xik+1 ¥ {aik+1 , bik+1}, ..., xin ¥ {ain , bin}, k=1, ..., n−1, i1 < ·· · < ik ¥ {1, ..., n},
ik+1 < · · · < in ¥ {1, ..., n}0{i1, ..., ik}, where
pa, ik+1, ..., in (xik+1 , ..., xin )
= D
n
s=k+1
ps(xs) 11+Cn−k
c=2
C
k+1 [ j1 < · · · < jc [ n
aij1 , ..., ijc
D
c
s=1
(xijs −aijs pijs −bijs qijs )
2 ,
that is, the marginals of pa(x1, ..., xn) are of the same type.
From (4), (5), and the evident equality
C
xk ¥ {ak, bk}
(xk−ak pk−bkqk)2 pk(xk)=(ak−bk)2 pkqk
it also follows that if X1, ..., Xn are random variables with one-dimensional
distributions P(Xk=ak)=pk, P(Xk=bk)=qk, k=1, ..., n, and the joint
distribution pa(x1, ..., xn), then for any 1 [ j1 < · · · < jd [ n, d=2, ..., n,
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E D
d
k=1
(Xjk −EXjk )
= C
x1 ¥ {a1, b1}
· · · C
xn ¥ {an, bn}
D
d
k=1
(xjk −ajk pjk −bjkqjk ) pa(x1, ..., xn)
= C
x1 ¥ {a1, b1}
· · · C
xn ¥ {an, bn}
D
d
k=1
(xjk −ajk pjk −bjkqjk ) D
n
k=1
pk(xk)
×11+Cn
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., ic D
c
k=1
(xik −aik pik −bikqik )2
=aj1, ..., jd C
x1 ¥ {a1, b1}
· · · C
xn ¥ {an, bn}
D
d
k=1
(xjk −ajk pjk −bjkqjk )
2 D
n
k=1
pk(xk)
=aj1, ..., jd D
d
k=1
(ajk −bjk )
2 pjkqjk=aj1, ..., jd D
d
k=1
Var Xjk .
Therefore,
E D
c
k=1
(Xik −EXik )/Var Xik=ai1, ..., ic , (6)
1 [ i1 < · · · < ic [ n, c=2, ..., n, and from Theorem 2 it follows that if
ai1, ..., ic ¥ An, 1 [ i1 < · · · < ic [ n, c=2, ..., n, then there exists a set of
random variables X1, ..., Xn with one-dimensional marginals P(Xk=ak)
=pk, P(Xk=bk)=qk, k=1, ..., n, and joint distribution pa(x1, ..., xn) for
which relations (6) hold.
It is natural to ask whether the distribution of certain random variables
assuming the values ak and bk, k=1, ..., n, with probabilities pk and
qk=1−pk, k=1, ..., n, can have a form different from (3). The answer on
this question is given by the following theorem.
Theorem 3. If X1, ..., Xn is a set of random variables with one-dimen-
sional distributions P(Xk=ak)=pk, P(Xk=bk)=qk, k=1, ..., n, and joint
distribution p(x1, ..., xn)=P(X1=x1, ..., Xn=xn), xk ¥ {ak, bk}, k=1, ..., n,
then
p(x1, ..., xn)
=D
n
k=1
P(Xk=xk)
×11+Cn
c=2
C
1 [ i1 < · · · < ic [ n
E D
c
k=1
(Xik −EXik )(xik −EXik )/Var Xik 2
=D
n
k=1
P(Xk=xk) E D
n
k=1
(1+(Xk−EXk)(xk−EXk)/Var Xk), (7)
xk ¥ {ak, bk}, k=1, ..., n.
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Proof. Since 1+(Xk−EXk)(xk−EXk)/Var Xk \ 0 a.s., k=1, ..., n,
then the right-hand side of (7) is non-negative. Hence,
C
n
c=2
C
1 [ i1 < · · · < ic [ n
E D
c
k=1
(Xik −EXik )(xik −EXik )/Var Xik \ −1,
xk ¥ {ak, bk}, k=1, ..., n, that is, E<ck=1 (Xik −EXik )/Var Xik ¥ An, 1 [
i1 < · · · < ic [ n, c=2, ..., n.
Denote
pk(xk)=P(Xk=xk), k=1, ..., n,
pi1, ..., ic (xi1 , ..., xic )=P(Xi1=xi1 , ..., Xic=xic ),
gi1, ..., ic (xi1 , ..., xic )=C
c
k=2
(−1)c−k C
j1 < · · · < jk ¥ {i1, ..., ic}
×5pj1, ..., jk (xj1 , ..., xjk );1Dk
s=1
pjs (xjs )2−16 ,
1 [ i1 < · · · < ic [ n, c=2, ..., n. From the known inversion formula (see,
for example, [5]) it follows that if ai1, ..., ic , bi1, ..., ic , 1 [ i1 < · · · < ic [ n,
c=2, ..., n are arbitrary numbers, then the relations
bi1, ..., ic=C
c
k=2
C
j1 < · · · < jk ¥ {i1, ..., ic}
aj1, ..., jk ,
1 [ i1 < · · · < ic [ n, c=2, ..., n, and the relations
ai1, ..., ic=C
c
k=2
(−1)c−k C
j1 < · · · < jk ¥ {i1, ..., ic}
bj1, ..., jk ,
1 [ i1 < · · · < ic [ n, c=2, ..., n, are equivalent. Setting here
ai1, ..., ic=gi1, ..., ic (xi1 , ..., xic ),
bi1, ..., ic=pi1, ..., ic (xi1 , ..., xic );1Dk
s=1
pis (xis )2−1,
1 [ i1 < · · · < ic [ n, c=2, ..., n, we obtain that
p(x1, ..., xn)=D
n
k=1
pk(xk) 11+Cn
c=2
C
1 [ i1 < · · · < ic [ n
gi1, ..., ic (xi1 , ..., xic )2 .
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Show that
gi1, ..., ic (xi1 , ..., xim−1 , aim , xim+1 , ..., xic ) pim
=−gi1, ..., ic (xi1 , ..., xim−1 , bim , xim+1 , ..., xic ) qim , (8)
1 [ i1 < · · · < ic [ n, m=1, ..., c, c=2, ..., n, xk ¥ {ak, bk}, k=1, ..., n. It
suffices to consider the case i1=1, ..., ic=c, m=1. We have that
g1, ..., c(a1, x2, ..., xc) p1+g1, ..., c(b1, x2, ..., xc) q1
=C
c
k=2
(−1)c−k 3 C
2 [ i2 < · · · < ik [ c
5p1, i2, ..., ik (a1, xi2 , ..., xik ) p1;1p1 Dk
s=2
pis (xis )2
+p1, i2, ..., ik (b1, xi2 , ..., xik ) q1;1q1 Dk
s=2
pis (xis )2−16
+ C
2 [ i1 < · · · < ik [ c
5pi1, i2, ..., ik (xi1 , xi2 , ..., xik );1Dk
s=1
pis (xis )2−164
=C
c
k=2
(−1)c−k 3 C
2 [ i2 < · · · < ik [ c
5pi2, ..., ik (xi2 , ..., xik );1Dk
s=2
pis (xis )2−16
+ C
2 [ i1 < · · · < ik [ c
5pi1, ..., ik (xi1 , ..., xik );1Dk
s=1
pis (xis )2−164=0.
It is not difficult to obtain from (8) that gi1, ..., ic (xi1 , ..., xic )=
ai1, ..., ic <ck=1 (xik −EXik ), where ai1, ..., ic=gi1, ..., ic (ai1 , ..., aic )/(<ck=1 (aik+
bik ) qik ). Therefore, the joint distribution of the random variables X1, ..., Xn
has the form (3) and, on the strength of (6), ai1, ..., ic=E<ck=1 (Xik −EXik )/
Var Xik , 1 [ i1 < · · · < ic [ n, c=2, ..., n. The proof is complete.
Let n \ 2, A¯n={ai1, ..., ic :;nc=2 ;1 [ i1 < · · · < ic [ n ai1, ..., icxi1 · · · xic \ −1, xk ¥
{−1, 1}}. Using Theorems 2 and 3, we obtain the following corollaries.
Corollary 1. If ai1, ..., ic ¥ A¯n, 1 [ i1 < · · · < ic [ n, c=2, ..., n, then the
expression
2−n 11+Cn
c=2
C
1 [ i1 < · · · < ic [ n
ai1, ..., icxi1 · · · xic 2 ,
xk ¥ {−1, 1}, k=1, ..., n, is the joint distribution of some random variables
X1, ..., Xn with symmetric Bernoulli one-dimensional distributions P(Xk=
±1)=1/2, k=1, ..., n, and EXi1 · · ·Xic=ai1, ..., ic , 1 [ i1 < · · · < ic [ n,
c=2, ..., n.
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Corollary 2. If X1, ..., Xn is a set of symmetric Bernoulli random
variables with joint distribution p(x1, ..., xn)=P(X1=x1, ..., Xn=xn), then
p(x1, ..., xn)=2−n 11+Cn
c=2
C
1 [ i1 < · · · < ic [ n
EXi1 · · ·Xicxi1 · · · xic 2
=2−nE D
n
k=1
(1+Xkxk), (9)
xk ¥ {−1, 1}, k=1, ..., n.
Equation (7) can be useful for calculating expectations of certain
statistics in random variables assuming two values. It is easy to see that
Ef(X1, ..., Xn)
= C
x1 ¥ {a1, b1}
· · · C
xn ¥ {an, bn}
f(x1, ..., xn) p(x1, ..., xn)
= C
x1 ¥ {a1, b1}
· · · C
xn ¥ {an, bn}
f(x1, ..., xn) D
n
k=1
pk(xk)
×11+Cn
c=2
C
1 [ i1 < · · · < ic [ n
E D
c
k=1
(Xik −EXik )(xik −EXik )/Var Xik 2
=Ef(t1, ..., tn)+Ef(t1, ..., tn) Sn(t1, ..., tn), (10)
where t1, ..., tn are independent copies of the random variables X1, ..., Xn,
Sn(t1, ..., tn) is a linear combination of multilinear forms (polynomial
chaos)
Sn(t1, ..., tn)=C
n
c=2
C
1 [ i1 < · · · < ic [ n
D
c
k=1
((tik −EXik ) E(Xik −EXik )/Var Xik ).
Relation (10) establishes a correspondence between arbitrary dependent
random variables X1, ..., Xn assuming two values and linear combinations
of multilinear forms in independent random variables t1, ..., tn assuming
two values.
Note that applying (10) for f(x1, ..., xn)=<nk=1 I(xk [ yk), xk, yk ¥
{ak, bk}, k=1, ..., n, where I(xk [ yk)=1 if xk [ yk and I(xk [ yk)=0
otherwise, and using the evident relations E(tk−Etk) I(tk [ yk)=
−|ak−bk | F(yk)(1−F(yk)), yk ¥ {ak, bk}, we obtain representation (1).
It is not difficult to show that if X1, ..., Xn are symmetric Bernoulli
random variables then on the strength of (10)
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E exp 1 it
`n
(X1+·· ·+Xn)2
=D
n
k=1
E exp 1 it
`n
tk 2+Cn
c=2
C
1 [ i1 < · · · < ic [ n
EXi1 · · ·Xic D
c
k=1
Etik
× exp 1 it
`n
tik
2 Dn
k=1,
k ] i1, ..., ic
E exp 1 it
`n
tk 2
=1cos t
`n
2n+Cn
c=2
C
1 [ i1 < · · · < ic [ n
EXi1 · · ·Xic 1 i sin t`n2
c 1cos t
`n
2n−c
=1cos t
`n
2n E Dn
k=1
11+i tan 1 t
`n
2 Xk 2 .
This implies the following
Corollary 3. The central limit theorem holds for a sequence of
symmetric Bernoulli random variables X1, ..., Xn if and only if E<nk=1 (1+
i tan(t/`n ) Xk)Q 1 as nQ..
Some other applications of the obtained representation for the joint
distribution of random variables assuming two values are presented in
Sections 3–5.
3. CHARACTERIZATION OF CERTAIN CLASSES OF DEPENDENT
RANDOM VARIABLES ASSUMING TWO VALUES
In the present section, we apply Theorems 1–3 to characterize certain
classes of dependent random variables assuming two values.
Let X1, ..., Xn be random variables defined on a probability space
(W, I, P).
Remind the following definitions.
Definition 1. Random variables X1, ..., Xn are said to be a multipli-
cative system (of order 1) if E |Xk | <., k=1, ..., n, and E<nk=1 Xakk =
<nk=1 EXakk for all ak ¥ {0, 1}, k=1, ..., n.
A definition of multiplicative systems was introduced by G. Alexits [1]
for the purpose of studying of orthogonal functions. Examples of multi-
plicative systems are given, besides of independent random variables, by
a sequence of martingale-differences, lacunary trigonometric systems
{cos 2pnkx, sin 2pnkx, k=1, 2, ...} on the interval [0, 1] with Lebesgue
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measure for nk+1/nk \ 2 and e-independent and asymptotically independent
random variables introduced by V. M. Zolotarev in [36].
Definition 2. Random variables X1, ..., Xn are said to be r-inde-
pendent (2 [ r [ n) if any r of them are mutually independent. (n−1)-
independent random variables X1, ..., Xn are said to be almost indepen-
dent.
Definition 3. Random variables X1, ..., Xn are said to be strictly
r-independent (2 [ r [ n−1) if they are r-independent but not (r+1)-
independent.
Several authors have focused on studying of properties of r-independent
random variables. S. Bernstein [4] constructed an example of strictly
pairwise independent (2-independent) random variables. P. Levy [23]
constructed an example of stationary pairwise independent process con-
sisting of identically distributed on the interval [0, 1] random variables.
M. Rosenblatt and D. Slepian [28] constructed examples of strictly
r-independent rth order stationary Markov processes with discrete distri-
butions and also proved that such processes must have at least three points
in their probability space. J. B. Robertson and J. M. Womack [27] and
J. B. Robertson [26] brought examples of stationary pairwise independent
processes consisting of symmetric Bernoulli random variables and obtained
a number of necessary conditions for a sequence of such random variables
to be stationary. H. O. Lancaster [22] obtained an exact estimate for the
number of pairwise independent random variables that can be defined on a
probability space of n points. G. L. O’Brien [25] solved a similar problem
with the additional requirement that each random variable assumes M
distinct values for some M> 1. A. Joffe [20] constructed a set of
r-independent random variables, each uniformly distributed over the set
{0, 1, ..., p−1} where p is a prime number. B. V. Gladkov [17] proved the
existence of r-independent random variables with given one-dimensional
distributions and proved central limit theorem for sums of r-independent
random variables. Y. H. Wang [35] constructed examples of joint
distributions of r-independent random variables with given marginals.
The following theorem shows that for random variables assuming two
values, the properties of multiplicativity and mutual independence are
equivalent.
Theorem 4. Random variables X1, ..., Xn with one-dimensional distribu-
tions P(Xk=ak)=pk, P(Xk=bk)=qk, k=1, ..., n, are mutually inde-
pendent if and only if X1, ..., Xn form a multiplicative system.
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Proof. It is evident that if the random variables X1, ..., Xn are mutually
independent then they form a multiplicative system. On the other hand, if
X1, ..., Xn form a multiplicative system, then it is easy to see that
E<ck=1 (Xik −EXik )=0 for all 1 [ i1 < · · · < ic [ n, c=2, ..., n, and,
therefore, on the strength of Theorem 2,
P(X1=x1, ..., Xn=xn)=D
n
k=1
P(Xk=xk),
xk ¥ {ak, bk}, k=1, ..., n. This means that the random variables X1, ..., Xn
are mutually independent.
Theorem 4 implies the following corollary.
Corollary 4. A sequence of random variables {Xn} on a probability
space (W, I, P) assuming two values is a martingale-difference with respect
to an increasing sequence of s-algebras I0=(W,”) ı I1 ı · · · ı I if and
only if the random variables {Xn} are mutually independent.
Using Theorem 4, one can also show (e.g., [12]) that if X1, ..., Xn are
symmetric Bernoulli r.v.’s and 1 [ h [ n−1, then the r.v.’s XiXi+h,
i=1, ..., n−h, are mutually independent; the property of mutual indepen-
dence holds even for more general products of the r.v.’s Xi, i=1, ..., n.
From this it follows (see [12]) that if Xi, i=1, ..., n, are independent
symmetric r.v.’s with E |Xi | t <., i=1, ..., n, t > 0, then the exact con-
stants in Khintchine’s inequality for generalized sample autocovariance
C1(t) 1 Cn−h
i=1
c2iX
2
iX
2
i+h
2 t/2 [ E : Cn−h
i=1
ciXiXi+h : t [ C2(t) 1 Cn−h
i=1
c2iX
2
iX
2
i+h
2 t/2
and in its analogues for moving averages of arbitrary order are the same as
in Khintchine’s inequality for Rademacher functions (concerning the
constants in the latter inequality see [18]).
Using Theorem 2 and the definitions of r-independence and strict
r-independence, we obtain the following characterizations of r-independent
and strictly r-independent random variables assuming two values.
Theorem 5. Random variables X1, ..., Xn with one-dimensional distribu-
tions P(Xk=ak)=pk, P(Xk=bk)=qk, k=1, ..., n, are r-independent
(2 [ r [ n) if and only if E<ck=1 Xik=<ck=1 EXik for all 1 [ i1
< · · · < ic [ n, c=2, ..., r, and, therefore, the joint distribution of X1, ..., Xn
has the form
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P(X1=x1, ..., Xn=xn)
=D
n
k=1
P(Xk=xk) 11+ Cn
c=r+1
C
1 [ i1 < · · · < ic [ n
E
×D
c
k=1
(Xik −EXik )(xik −EXik )/Var Xik 2 ,
xk ¥ {ak, bk}, k=1, ..., n.
Theorem 6. Random variables X1, ..., Xn assuming two values are
strictly r-independent (2 [ r [ n−1) if and only if E<ck=1 Xik=<ck=1 EXik
for all 1 [ i1 < · · · < ic [ n, c=2, ..., r, but E< r+1k=1 Xjk ]< r+1k=1 EXjk for
some 1 [ j1 < · · · < jr+1 [ n.
Applying Theorem 5, we obtain the following
Corollary 5. If X1, ..., Xn are symmetric Bernoulli random variables,
then the random variables <ck=1 Xik , 1 [ i1 < · · · < ic [ n, c=1, ..., n, are
pairwise independent and the random variables X1, ..., Xn and <nk=1 Xk are
almost independent.
4. THE NUMBER OF ALMOST INDEPENDENT RANDOM
VARIABLES ON A DISCRETE PROBABILITY SPACE
It is well known that one can define not more than [log 2 N] mutually
independent nonconstant random variables on a probability space of N
points (see, for example, [2])). In [22], H. O. Lancaster showed that at
most N−1 pairwise independent random variables with nondegenerate
distributions can be defined on such a probability space.
Consider a problem closely related to the mentioned ones. Namely, how
many nonconstant almost independent random variables can be defined on
a probability space of N points?
The answer on this question is given by the following
Theorem 7. At most [log 2 N]+1 almost independent random variables
with nondegenerate distributions can be defined on a probability space
(W, I, P) consisting of N points. A maximal set can be obtained for any
N=2m, m=1, 2, ... .
Proof. Let X1, ..., Xn be almost independent random variables defined
on a probability space of N points. Since by definition random variables
X1, ..., Xn−1 are mutually independent, we have that n−1 [ [log 2 N].
Therefore, the estimate given by the theorem is true.
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Let us bring an example which shows that the bound [log 2 N]+1 is
accessible. Let N=2m, W={(e1, e2, ..., em): ek=±1, k=1, ..., m}, I=2W,
P{(e1, e2, ..., em)}=2−m and let Xk=2I(ek=1)−1, k=1, ..., m, be a set of
m independent symmetric Bernoulli random variables defined on (W, I, P).
On the strength of Corollary 6, the random variables X1, ..., Xm and
Xm+1=X1 · · ·Xm are almost independent. The proof is complete.
In the case N=4 the maximal set of three pairwise independent random
variables is given by the random variables X1, X2 and X1X2 where X1 and
X2 are independent symmetric Bernoulli random variables and is equiva-
lent to the well known S. Bernstein’s example [4] showing that pairwise
independence of random variables is not sufficient for their mutual
independence.
It is interesting to note that the exact estimate for N given by Theorem 7
is a simple consequence of the definition of almost independence and the
estimate for the number of mutually independent random variables on a
probability space of N points.
Problem and Hypothesis. What is the maximal number n of r(n)-inde-
pendent random variables with nondegenerate distributions which can
be defined on a probability space of N points? According to the results
presented above, n=N−1 for r(n)=2, n=[log 2 N] for r(n)=n,
and n=[log 2 N]+1 for r(n)=n−1. It seems to be plausible that (C
s
m=
m!/(s! (m−s)!) for s [ m; C sm=0 for s > m)
n=max 3m: Cm
k=0
C (m−r(m)+1) km [N4 .
5. NECESSARY CONDITIONS FOR STATIONARITY OF
SEQUENCES OF SYMMETRIC BERNOULLI
RANDOM VARIABLES
J. B. Robertson and J. M. Womack proved in [27] the following results.
Theorem 8 [27]. Suppose that {Xn} is a stationary process with the
following properties: {Xn} is strictly stationary and pairwise independent;
P(Xn=±1)=1/2, n=1, 2, ... . Then |EX1X2X3 | [ 1/2.
Theorem 9 [27]. If, in addition to the assumptions of Theorem 8,
EX1X2X3=1/2, then the distribution of X1, X2, X3, X4 is given by
P(X1=x1, X2=x2, X3=x3, X4=x4)=
1
16 (1+
1
2 (x1x2x3+x2x3x4)),
xk ¥ {−1, 1}, k=1, 2, 3, 4.
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The following theorem holds for an arbitrary stationary process of
symmetric Bernoulli random variables.
Theorem 10. Suppose that {Xn} is a stochastic process with the follow-
ing properties:
(a) {Xn} is strictly stationary;
(b) P(Xn=±1)=1/2, n=1, 2, ... .
Then |EX1X2 · · ·Xn+1/2EX1Xn+1 | [ 1/2, n=1, 2, ... .
Proof. On the strength of (7) we have that
C
n+1
c=2
C
1 [ i1 < · · · < ic [ n+1
EXi1 · · ·Xicxi1 · · · xic \ −1, (11)
xk ¥ {−1, 1}, k=1, ..., n+1. Relation (11) implies that
C
x1, ..., xn+1 ¥ {−1, 1},
x1 · · · xn+1=x1,
x1 · · · xn+1=xn+1
C
n+1
c=2
C
1 [ i1 < · · · < ic [ n+1
EXi1 · · ·Xicxi1 · · · xic \ −2
n−1.
But it is not difficult to see that, on the strength of stationarity of {Xn},
C
x1, ..., xn+1 ¥ {−1, 1},
x1 · · · xn+1=x1,
x1 · · · xn+1=xn+1
C
n+1
c=2
C
1 [ i1 < · · · < ic [ n+1
EXi1 · · ·Xicxi1 · · · xic
=2n−1EX1Xn+1+2n−1EX1 · · ·Xn+2n−1EX2 · · ·Xn+1
=2n−1EX1Xn+1+2nEX1 · · ·Xn. (12)
From (11) and (12) it follows that EX1X2 · · ·Xn+1/2EX1Xn+1 \ −1/2.
The inequality EX1X2 · · ·Xn+1/2EX1Xn+1 [ 1/2 might be proven in a
similar way. L
Corollary 6 and Theorem 11 below generalize Theorems 8 and 9 in the
case of r-independent symmetric Bernoulli random variables.
Corollary 6. If {Xn} is a stochastic process satisfying conditions (a)
and (b) and for some m > 1 the random variables X1 and Xm+1 are indepen-
dent, then
|EX1X2 · · ·Xm | [ 1/2.
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Theorem 11. If {Xn} is an r-independent stochastic process satisfying
conditions (a), (b), and
(c) EX1X2 · · ·Xr+1=c ¥ {−1/2, 1/2},
then the joint distribution of the random variables X1, X2, ..., Xr+2 is given by
P(X1=x1, ..., Xr+2=xr+2)=2−(r+2)(1+cx1x2 · · · xr+1+cx2x3 · · · xr+2).
Proof. From Theorem 5 it follows that
P(X1=x1, ..., Xr+2=xr+2)
=2−(r+2) 11+cx1x2 · · · xr+1+cx2x3 · · · xr+2
+C
r+1
k=2
a1, ..., k−1, k+1, ..., r+2(x1 · · · xr+2/xk)+a1, ..., r+2x1 · · · xr+2 2 , (13)
xk ¥ {−1, 1}, k=1, ..., n, where
1+cx1x2 · · · xr+1+cx2x3 · · · xr+2+C
r+1
k=2
a1, ..., k−1, k+1, ..., r+2(x1 · · · xr+2/xk)
+a1, ..., r+2x1 · · · xr+2 \ 0,
xk ¥ {−1, 1}, k=1, ..., n, and, therefore,
C
x1, ..., xr+2 ¥ {−1, 1},
x1 · · · xr+2=1,
x1 · · · xr+1=−sign c
x2 · · · xr+2=−sign c
11+cx1x2 · · · xr+1+cx2x3 · · · xr+2
+C
r+1
k=2
a1, ..., k−1, k+1, ..., r+2(x1 · · · xr+2/xk)+a1, ..., r+2x1 · · · xr+2 2
= C
x1=xr+2=−sign c
x2, ..., xr+1 ¥ {−1, 1}
x2 · · · xr+1=1
11+cx1x2, ..., xr+1+cx2x3 · · · xr+2
+C
r+1
k=2
a1, ..., k−1, k+1, ..., r+2(x1 · · · xr+2/xk)+a1, ..., r+2x1 · · · xr+2 2
=2 r−1a1, ..., r+2 \ 0.
Therefore,
a1, ..., r+2 \ 0. (14)
TWO-VALUED RANDOM VARIABLES 405
Similarly,
C
x1, ..., xr+2 ¥ {−1, 1},
x1 · · · xr+2=−1,
x1 · · · xr+1=−sign c
x2 · · · xr+2=−sign c
11+cx1x2 · · · xr+1+cx2x3 · · · xr+2
+C
r+1
k=2
a1, ..., k−1, k+1, ..., r+2(x1 · · · xr+2/xk)+a1, ..., r+2x1 · · · xr+2 2
= C
x1=xr+2=sign c,
x2, ..., xr+1 ¥ {−1, 1}
x2 · · · xr+1=−1
11+cx1x2 · · · xr+1+cx2x3 · · · xr+2
+C
r+1
k=2
a1, ..., k−1, k+1, ..., r+2(x1 · · · xr+2/xk)+a1, ..., r+2x1 · · · xr+2 2
=−2 r−1a1, ..., r+2 \ 0,
and, therefore,
a1, ..., r+2 [ 0. (15)
From (14) and (15) it follows that a1, ..., r+2=0. Similarly, one can show
that a1, ..., k−1, k+1, ..., r+2=0 for all k=2, ..., r+1. This and (13) imply that
P(X1=x1, ..., Xr+2=xr+2)=2−(r+2)(1+cx1x2 · · · xr+1+cx2x3 · · · xr+2),
xk ¥ {−1, 1}, k=1, ..., n,
The proof is complete.
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