In this paper we fully describe the set of the positive and nodal (regular and singular) radial solutions of the superlinear elliptic P.D.E.
Introduction
Problem (1) has been extensively studied in the past twenty years. However, most of the work has been done for classical (bounded) solutions and mainly for positive solutions only. The critical case especially, p N = (N +2)=(N ?2), has received a lot of attention.
It is the aim of this paper to study all the distributional radial solutions of (1) . In addition to all the bounded solutions, for any p and , there exist solutions which are singular at the origin and there is even an uncountable number of such solutions. Among the singular solutions, we may distinguish those who have a xed sign near the origin and those which are oscillating near the origin (with sign changing oscillations). In all cases, 1 < p < p N , p = p N and p > p N , we will describe the entire solution set, putting an emphasis on its structure.
For all p > 1, the existence of branches of bounded solutions with a given number of zeroes is well known. For the construction of the branches one may for instance refer to 29] . In the subcritical case, 1 < p < p N , precise information about the branches of solutions may be found in 5] In this paper we prove that when 1 < p < p N , all radial solutions of (1) have a nite number of zeroes. Moreover, for 1 < p < N=(N ? 2), all the solutions of (1) are bounded. On the contrary, when N=(N ? 2) p < p N , appart from the bounded solutions, there is also an uncountable number of unbounded solutions with any given number of zeroes. =4 for N = 3 and 1 = 0 for all N 4. The articles by Atkinson, Brezis and Peletier ( 2] , 3]) describe the set of bounded solutions for a given number of zeroes in the interval (0; 1) (see also 8]). In particular, they prove that nontrivial bounded solution with k nodes exist only in some interval (~ k ; k ), where 0 ~ k < k . 14] provided the existence of bounded solutions for near all the eigenvalues of the Laplacian. , an elementary proof of a nonexistence result (based on Pohozaev's identity). In Appendix A, we present a computation in that direction in dimension N = 3 which is optimal. Other results on the existence and the behavior of non necessarily radially symmetric solutions of (1) Here, we systematically describe the structure of the set of the radial solutions in the critical case, including the solutions which are oscillating near the origin and have an in nite number of zeroes. We reduce the problem to the analysis of a related asymptotic dynamical system and prove that for outside the union of a countable number of intervals (including 0), all solutions are sign changing, oscillating and singular near the origin. Moreover, in the interior of those intervals, appart from bounded solutions with a given number of zeroes, there are oscillating solutions and singular solutions with a nite number of zeroes. Finally, we show that for a given either all the solutions of (1) are singular and oscillating, or the three classes of solutions (bounded, unbounded with a nite number of zeroes and unbounded oscillating) coexist.
In the supercritical case, p > p N , Merle and Peletier proved in 26] (see also 27]) that there is a unique value of , namely = < 1 (which is the asymptotic value of the branch) for which there is an unbouded solution of (1). Moreover, there are bounded positive solutions for in the interval ( ; 1 ). Formal expansions of the branch in the limit of the L 1 -norm growing to +1 have been given by Budd and Norbury 10]. The computations in 10] seem to indicate that bounded positive solutions of (1) exist in an interval ( ; 1 ), with 0 < < . Other results about the supercritical case can be found in 11, 9] .
In this paper, we prove the existence of an uncountable number of oscillating solutions for all and furthermore, we describe the solution set of (1). Let us nally note that in the case N=(N ? 2) < p < 3N=(N ? 2) , the singularities at the origin of solutions of (1) in B 1 n f0g can be removed easily. But for p 3N=(N ?2) , the oscillating solutions are not in L p loc (B 1 ) anymore and in order to say that they are solutions of (1) The paper is organized as follows. Section 2 is devoted to the proof of several technical auxiliary results. The critical case is studied in Section 3 and in Sections 4 and 5, we discuss the subcritical and supercritical cases.
Our results hold for 2 IR, without further restriction on the range of .
Finally, in Appendix A we present an alternative proof of a nonexistence result proved in 7] and Appendix B contains all the gures.
Notations. For any function f, de ned in IR, f 0 denotes its derivative. Also, all throughout this paper, we will write undistinctly u(x) and u(r), r = jxj , for any radially symmetric function u de ned in IR N or in B 1 := fx 2 IR N : jxj < 1g.
Auxiliary and technical results
In this section, we prove preliminary results for (1) with p > 1. Results which are speci c to the supercritical case can be found at the beginning of Section 5. The equation (1) On the contrary, any solution of (2) is a solution of (1) if u is not too singular at the origin. More precisely, if for some solution u of (2), the integrals R B" ru r' dx and R B" juj p?1 u' dx are small for small " and if lim "!0 " N?1 ju 0 (")j = 0, then u is a distributional solution of (1) : Lemma 2.1 Let u be a solution of (2) such that lim sup r!0 r a j log rj b ju(r)j < +1; lim sup r!0 r a+1 j log rj c ju 0 (r)j < +1 : u is a distributional solution of (1) Indeed, for 0, the proof is the same. When < 0, the argument used above still holds. Indeed, notice that the only points r > r 0 which have to be taken into account are those for which u 0 ( r) = 0, ? + ju( r)j p?1 0.
Next we describe how to relate (3) to (2) . The proof of the following lemma follows from a straightforward computation. Reciprocally, to any solution u of (2) corresponds a solution v of (6) Let us now consider the solution of (3), v, and its sequence of nodes 0 < r 1 (a) < : : : < r k (a) < : : : . Then, by Lemma 2.5, for every k 1, In order to analyze the behavior of all the solutions of (2), we introduce the following problem :
?u 00 ? (N ? 1) r u 0 = u + juj p?1 u in (0; 1) ; u(1) = 0 ; u 0 (1) = ? ; (9) where > 0. Obviously, up to a change of sign, any solution of (2) is a solution of (9) for an appropriate value of . Throughout this paper, we will denote by u the solution of (9) .
Consider the change of variables introduced in (4) : u(r) = r ?2=(p?1) w(s) ; s = ? log r : (10) It is straightforward to see that u is a solution of (9) (11) and, when necessary, we will denote by w the solution of (11) .
The relationship between the solutions of (11) and those of the autonomous problem Proof of Lemma 2.9 By (13) Hence, under our assumptions, the function s 7 ! E w](s) has a limit E as s ! +1. Therefore, the function w 0 is also in L 1 (0; +1).
Let us now de ne a sequence of continuous functions w n by w n ( ) = w(n + ) . From (13), the functions w n , w 0 n ; and w 00 n are uniformly bounded in (0; +1). Then, by using Ascoli's theorem, we nd a functionw, solution of (14) In the rest of this section, we will only be interested in the critical exponent p = (N + 2)=(N ? 2) . Note that in this case, the factor of w 0 in (11), 
will play an important role in the analysis of the solution set for (20) . All the solutions of (21) The above classi cation of all the solutions of (21) 
Indeed, for any solution of (21), E w](s) is constant in s. Moreover, the positive and negative solutions of (21) are those having negative 'energy'.
w 0 has zero 'energy' and the solutions with positive 'energy' E change sign an in nity number of times at in nity.
As we shall prove below, the use of the functional E enables us to prove that for all > 0, w is a bounded function in (0; 1) : Lemma 2. Proof. This results follows immediately from the identity : for all 0 s 1 < s 2 < +1, and for any solution w of (20) 
t u
The above lemma does not hold when < 0, but in this case, the functions w are still bounded : Lemma 2.14 Let N 3, < 0, p = (N + 2)=(N ? 2) . For any > 0, the functions w and w 0 are bounded on (0; +1), independently of , and they are sign changing and periodic near in nity.
Proof. Since 
and if we denote by w 1; the solution of (21) 
for some c 2 IR . Moreover, the function E( ) is continuous in ( ; ). Proof. The rst part of the proof follows immediately from Lemma 2.9.
The continuity of E( ) with respect to and follows from the fact that E w ](t) approaches E( ) exponentially, with an exponential rate depending continuously on and .
t u Lemma 2.16 Assume that p = (N + 2)=(N ? 2), N 3. For every > 0, let w be the solution of (20) (2) corresponding to (11)- (10) is bounded. In that case, u has a nite number of zeroes in the interval (0; 1). , which by similar arguments to the ones in the case 0 again provides a uniform in n bound on w n (a( n )). t u Proposition 2.19 Assume that for some > 0, there exists a positive bounded solution u of (2). Then, for all 2 (0; ?u 0 (1)), the solutions of (2) with u 0 (1) = ? are unbounded at the origin and positive in (0; 1). Proof. As a consequence of the uniqueness result for positive bounded solutions of (1) Finally, all the above solutions of (2) are also solutions of (1) in D 0 (B 1 ).
Remark 3.5 The classi cation of all solutions of (2) can be made by using the parameter := ?u 0 (1) and problem (9) . In case (i), for all > 0, E( ) > 0 and there exists a bounded, periodic and sign changing function w , such that the solution u (r) of (9) is continuous. Moreover, there cannot exist two pairs ( 1 ; 1 ), ( 2 ; 2 ) such
and k ( ) = inff < k ( ) : (p; ) 2 M k (W) 8 p 2 ( ; k ( )g ; the corresponding solution of (2) is singular with k ? 1 zeroes in (0; 1). But by the above arguments, k ( ) < k ( ) for all 2 (a; b), thus proving (ii).
Finally, the fact that all the solutions of (2) are also solutions of (1) follows from Lemma 2.1.
t u 4 Subcritical case
As in the critical case, we will use the change of variables (10) to study the solution set of (2) when 1 < p < (N + 2)=(N ? 2), N 2. The function u is a solution of (9) we notice that for every solution of (28) (2) but is not a solution of (1), because the singularity at the origin is not removable. Indeed, it introduces a Dirac mass in the second term of the equation. Hence, no singular solution of (1) Under the assumptions of this theorem, the number of zeroes is nite for all solutions of (2) and all the solutions of (2) are also solutions of (1).
Proof. By Lemma 2. . Moreover, if w goes to 0 at in nity, it has to go necessarily like C e ?2s=(p?1) (see Lemma 2.11), for some C > 0, which implies that the corresponding solution of (2), u, is bounded and u(0) = C. On the other hand, if w tends to (?L 2 ) 1=(p? 1) at in nity, the corresponding u will be singular at the origin, with a singularity like r ?2=(p?1) giving rise to a singular solution of (1) by Lemma 2.1 (removability of the singularity), which has a nite number of zeroes in (0; 1). Since for given i, , there is an a priori bound on jjujj C 1 ( 0;1]) for any ( ; u) 2 C i , whenever is large enough, u is not bounded, i.e., w converges to (?L 2 ) 1=(p? 1) at in nity. The rest of the proof is done by following the same arguments as those used to prove Theorems 3.4 and 4.1. Under the assumptions of this theorem, the number of zeroes is nite for all solutions of (2) and all the above solutions of (2) are also solutions of (1).
We skip the proof of the above theorem since it is quite similar to the above ones. 
Supercritical case
Let us now prove two qualitative results on the solutions of (31), in the spirit of Lemmas 2.13 and 2.16. Proof. From (32) for some constant C > 0, a contradiction. The proof of (34) For every 2 IR, there is an uncountable number of solutions of (2) which are unbounded, sign changing and oscillating near the origin. More precisely, for an uncountable number of > 0, the solution to (9) k=1 I k , all the solutions of (2) are oscillating near the origin, as described above. Finally, all the above solutions of (2) are also solutions of (1) Proof. First we recall a result of F. Merle and L.A. Peletier 26] showing the existence of a unique 1 2 (0; 1 ) for which there exists a singular positive solution of (1) (note that a simple rescaling argument provides the uniqueness of singular solutions with a xed number of zeroes). Moreover, the branch of solutions bifurcating from 1 , obtained by classical bifurcation theory (see 29]), becomes unbounded exactly at = 1 . The behavior at the singularity can also be found in 26]. Lemma 2.8 shows the nonexistence of bounded nontrivial solutions of (2) for all 1 , while for 0 , the nonexistence result follows from Pohozaev's identity.
Thus, in view of Lemmas 5.1, 5.2 and their proofs, we only have to prove that there is an uncountable number of sign changing oscillatory solutions for all > 0 and that all the singularities at the origin are removable. Moreover, from Lemmas 2.9 and 5.1, for every > 0, the sign changing oscillatory solutions of (31) are asymptotically close, as s goes to +1, to a periodic, bounded, nonconstant function. Hence, by (30) , the corresponding solutions of (2) behave near the origin as u(r) r ? w(r ? ) ; wherew is a periodic, bounded, nonconstant and sign changing solution of 2w00 + jwj p?1w = 0: For every 2 IR, there is a 'continuum' of sign changing oscillating such solutions according to Lemma 5.2.
The removability of the singularities of solutions with a nite number of zeroes in the interval (0; 1) follows from Lemma 2.1. The same argument can be used to remove the singularity at the origin for the oscillating, sign changing solutions of (2) if p < 3N=(N ? 2).
There is a di erent di culty about the sign changing oscillating solutions of (2) This annex is devoted to a direct proof of this result for 0 < 2 =4 using the solution w of (20) . To do this, we prove that for all > 0, E( ) has to be positive, and then apply Lemma 2.17. For 0 , the result follows from Pohozaev's identity. Theorem 6.1 Let N = 3, p = 5 and 0 < 2 =4. Then for all > 0, E( ) > 0. Therefore, all solutions of (2) are oscillatory at the origin, with unbounded sign changing oscillations and weak solutions of (1) (in the distributional sense).
Proof. Let us consider a function g 2 C 2 ( 0; +1)) \ L 1 (0; 1) such that g(0) 0, g(t) is increasing in t and g 0 (t) ; g 00 (t) tend to 0 as t goes to +1.
Consider the equation for w given by (20) ? jwj 2 
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, while on the right the same solution is represented in the phase space.
