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Mappings of ﬁnite distortion: boundary extensions
in uniform domains
Tuomo Äkkinen1 · Chang-Yu Guo1,2
Abstract In this paper, we consider mappings on uniform domains with exponentially inte-
grable distortion whose Jacobian determinants are integrable. We show that such mappings
can be extended to the boundary, and moreover, these extensions are exponentially integrable
with quantitative bounds. This extends previous results of Chang and Marshall (Am J Math
107(5):1015–1033, 1985) on analytic functions, Poggi-Corradini and Rajala (J Lond Math
Soc (2) 76(2):531–544, 2007) and Äkkinen and Rajala [2] on mappings of bounded and ﬁnite
distortion.
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1 Introduction
A mapping f : Ω → Rn , on a domain Ω ⊂ Rn , has ﬁnite distortion if the following
conditions are fulﬁlled:
(1) f ∈ W 1,1loc (Ω,Rn),
(2) J f = det(Df ) ∈ L1loc(Ω),
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(3) there exists a measurable K f : Ω → [1,∞), so that for almost every x ∈ Ω we have
|Df (x)|n ≤ K f (x)J f (x),
where | · | is the operator norm. If K f ≤ K < ∞ almost everywhere, we say that f is
K -quasiregular. If n = 2 and K = 1, we recover complex analytic functions. See [21–23]
for the theory of quasiregular mappings, and [11,13] for the theory of mappings of ﬁnite
distortion.
Let Ω be a bounded subdomain of Rn with a distinguished point x0 ∈ Ω . We will consider
the collection of mappings of ﬁnite distortion f : Ω → Rn satisfying f (x0) = 0 and∫
Ω
J f (x)dx ≤ |Ω|, (1.1)
where |Ω| denotes the Lebesgue n-measure of Ω . Moreover, we assume that there are con-
stants λ,K > 0 such that ∫
Ω
exp(λK f )dx ≤ K. (1.2)
Let Fλ,K(Ω) denote the class of mappings satisfying (1.1) and (1.2). The class of
K -quasiregular mappings with (1.1) will be denoted by FK (Ω).
Let F be the class of analytic functions on the unit disk D such that f (0) = 0 and∫
D
∣∣ f ′(z)∣∣2 dA(z) ≤ π.
Chang and Marshall [7, Corollary 1] proved the following sharp extension of an earlier result
by Beurling [3], that is
sup
f ∈F
∫ 2π
0
exp
(∣∣∣ f¯ (eiθ)∣∣∣2) dθ < ∞. (1.3)
This result is sharp, since for Beurling functions Ba : D → C, 0 < a < 1,
Ba(z) = log
(
1
1 − az
)
log−1/2
(
1
1 − a2
)
one can show that
lim
a→0
∫ 2π
0
exp
(
γ
∣∣∣Ba (eiθ)∣∣∣2
)
dθ = ∞
for every γ > 1. After thismany natural generalizations of (1.3) have been proved. First,Mar-
shall [17] gave another proof for (1.3) using different techniques than in [7]. Poggi-Corradini
[18] was able to shorten the proof of Marshall [17] using so-called egg-yolk principle. Poggi-
Corradini and Rajala proved the “egg-yolk principle” for quasiregular mappings in space,
and with this, they showed in [20, Theorem 1.1] that for n ≥ 2 we have
sup
f ∈FK (Bn)
∫
Sn−1
exp
(
α
∣∣ f¯ (ξ)∣∣ nn−1 ) dHn−1(ξ) < ∞, (1.4)
where the constant
α = (n − 1)
( n
2K
) 1
n−1
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is sharp in dimension n = 2. Here Bn and Sn−1 denote the unit ball and its boundary,
respectively. Note that mappings f ∈ Fλ,K(Bn) can be extended to ∂Bn = Sn−1 using the
fact that f has radial limits a.e. on Sn−1. Recently it was shown by Äkkinen and Rajala [2]
that (1.4) extends to the class Fλ,K(Bn) in the form
sup
f ∈Fλ,K(Bn)
∫
Sn−1
exp
(
β
∣∣ f¯ (ξ)∣∣) dHn−1(ξ) < ∞, (1.5)
where β = β(n,K, λ) > 0. This result is sharp in terms of the exponent 1, but the sharp
constant β is not known even in dimension n = 2, see discussion in [2, Section 4].
The purpose of this paper is to prove (1.4) and (1.5) for more general domains than the unit
ball. We will consider domains Ω that are uniform, and the justiﬁcation for this restriction is
given in Sect. 3. The boundary of a uniform domain is known to have Hausdorff dimension
strictly less than n, but for technical reasons we will assume more regularity than this. If ν is
a positive Borel measure, we say that ∂Ω is upper s-Ahfors regular with respect to ν if there
exist constants s ∈ (0, n) and C > 0 such that for any x ∈ Ω
ν (∂Ω ∩ B(x, r)) ≤ Crs for 0 < r ≤ diam (Ω). (1.6)
Our main theorems are the following:
Theorem 1.1 Let Ω ⊂ Rn, n ≥ 2, be a c-uniform domain with center x0 and ν any positive
Borel measure satisfying (1.6). Then there exists a constant α = α(Ω, n, K , c, s) > 0 such
that
sup
f ∈FK (Ω)
∫
∂Ω
exp
(
α
∣∣ f¯ (w)∣∣n/(n−1)) dν(w) < ∞,
where f¯ is the extension of f to ∂Ω given in Deﬁnition 3.13.
Theorem 1.2 Let Ω ⊂ Rn, n ≥ 2, be a c-uniform domain with center x0 and ν any positive
Borel measure satisfying (1.6). Then there exists a constant β = β(Ω, n,K, λ, c, s) > 0
such that
sup
f ∈Fλ,K(Ω)
∫
∂Ω
exp
(
β
∣∣ f¯ (w)∣∣) dν(w) < ∞,
where f¯ is the extension of f to ∂Ω given in Deﬁnition 3.13.
These results are sharp with respect to the exponent inside the exponential map since
Bn is a particular example of a uniform domain. The sharp constants α and β remain open,
and we would need new techniques for this problem. The general idea behind the proof is
similar to the one used in the previous papers [2,20], essentially relying on a version of
a theorem of Beurling [3] originally stated for analytic functions. Allowing more general
domains produces a twofold problem: First we have to ﬁnd a way to extend our mapping to
the boundary, and also we need a new version of the Beurling theorem.
It could be possible to deduce Theorem 1.2 from earlier works by Cianchi [5,6] as follows:
One ﬁrst uses the Orlicz–Sobolev extension in uniform domains for each of the component
functions fi , i = 1, . . . , n, to obtain a global Orlicz–Sobolev function f ′i : Rn → R; then,
we can choose a quasicontinuous representative of f ′i , which means outside a set of small
capacity, f ′i is continuous. This in return gives us a natural way to extend our original function
fi to the boundary ofΩ as f¯i : ∂Ω → R. Nowextending results forOrlicz–Sobolev functions
in [6] to similar ones given for Lorentz–Sobolev functions in [5, Theorems 2.4 and 2.5] and
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using above arguments one can show that Theorem 1.2 is valid for each component function
f¯i . So Theorem 1.2 follows once we set f¯ = ( f¯1, . . . , f¯n).
In this way, one could prove Theorem 1.2 with a constant α independent of λ and K and
thus cannot obtain the sharp constant since the sharp constant depends on the distortion K ;
see [20]. We believe that the techniques used here can be further extended to more irregular
domain than uniform domains since most of our results can be generalized to domains
satisfying quasihyperbolic boundary condition (c.f. [16]).
This paper is organized as follows. Section 2 ﬁxes the notation. In Sect. 3 we will show
that f can be extended to the boundary of a uniform domain along John curves and that this
extension is well deﬁned with a small exceptional set on ∂Ω in terms of Hausdorff gauges.
Section 4 contains the main ingredients of the proofs of Theorems 1.1 and 1.2, which is the
capacity estimate given in Theorem 4.1. Finally in Sect. 5 we will prove our main theorems.
2 Notation and preliminaries
A curve γ in Ω is a continuous mapping γ : [0, 1] → Ω . The trace γ ([0, 1]) of a curve γ is
denoted by |γ |. A curve γ is said to connect points x, y ∈ Ω if γ (0) = y and γ (1) = x and
points x ∈ Ω , y ∈ ∂Ω if γ (1) = x , γ ((0, 1]) ⊂ Ω and
lim
t→0+
γ (t) = y.
We also use the notation l(γ ) to denote the (Euclidean) length of a curve γ .
The quasihyperbolic metric kΩ in a domain Ω  Rn is deﬁned as
kΩ(x, y) = inf
γ
∫
γ
ds
d(z, ∂Ω)
,
where the inﬁmum is taken over all rectiﬁable curves γ in Ω which join x–y. This metric
was introduced by Gehring and Palka [9]. A curve γ connecting x–y for which
kΩ(x, y) =
∫
γ
ds
d(z, ∂Ω)
is called a quasihyperbolic geodesic. Quasihyperbolic geodesics joining any two points of a
proper subdomain of Rn always exists; see [8, Lemma 1]. Given two points x, y ∈ Ω , we
denote by [x, y] any quasihyperbolic geodesic that joins x and y.
Let Ω ⊂ Rn be a domain. We will denote byW := W (Ω) a Whitney-type decomposition
of Ω , where W is a collection of closed cubes Q ⊂ Ω with pairwise disjoint interiors and
having edges parallel to coordinate axis, such that
Ω =
⋃
Q∈W
Q.
Moreover, there existsλ0 > 1 such that the cubes dilated by factorλ0 have uniformly bounded
overlap, and the diameters of Q ∈ W take values in {2− j : j ∈ Z} and satisfy condition
diam Q ≤ d(Q, ∂Ω) ≤ 4 diam Q.
We will also use the notation
W j =
{
Q ∈ W : diam Q = 2− j
}
.
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Fig. 1 Topologist comb
Ω
3 Boundary extensions
In the previous papers [2,17,19,20] the boundary extension of f ∈ Fλ,K(Bn) was deﬁned
via the radial limits of f that exist at almost every point in Sn−1 by absolute continuity on
lines, (1.1) and (1.2). In this section we prove similar results for more general classes of
domains, namely for uniform domains.
3.1 Existence of limits along curves
When considering general bounded domains Ω there might be big parts of the boundary ∂Ω
that are not accessible by a rectiﬁable curve inside Ω , see Fig. 1.
To avoid such situations, we restrict our considerations to John domains.
Deﬁnition 3.1 A bounded domain Ω ⊂ Rn is a c-John domain with distinguished point
x0 ∈ Ω (center) if every point x ∈ Ω can be joined to x0 by a c-John curve. Recall also that a
rectiﬁable curve γ : [0, l] → Ω parameterized by arc length is called a c-John curve joining
x to x0 if it satisﬁes γ (0) = x , γ (l) = x0 and
d (γ (t), ∂Ω) ≥ 1
c
t (3.1)
for every t ∈ [0, l].
It follows from the lower semicontinuity of l(γ ) and Ascoli–Arzela theorem that each bound-
ary point can be connected to x0 by a curve satisfying (3.1). Thus every point on the boundary
is accessible, even in a non-tangential manner. Notice that typically there will be uncountably
many c-John curves between x0 ∈ Ω and y ∈ ∂Ω . For the rest of this subsection the standing
assumptions are: Let Ω be a c0-John domain with center x0,W a Whitney decomposition of
Ω and c ≥ c0.
If ξ ∈ ∂Ω , then deﬁne Ic(ξ, x0) as the collection of all c-John curves connecting ξ to x0
and
Pc(ξ) = {Q ∈ W : Q ∩ γ 
= ∅ for some γ ∈ Ic(ξ, x0)} .
For Q ∈ W and E ⊂ ∂Ω , we deﬁne the c-shadow of Q on E by
ScE (Q) = {ξ ∈ E : Q ∈ Pc(ξ)} .
When E = ∂Ω , we write Sc(Q) instead of Sc∂Ω(Q). We will omit the sub-/superscripts c in
the above notation if c = c0.
The following two lemmas are well known, and the proofs can be found, for instance, in
[10, Section 4].
Lemma 3.2 Let Q ∈ W and ξ ∈ ∂Ω . Then Sc(Q) is closed, and there exists a constant
C(c) > 0 such that
diam Sc(Q) ≤ C(c) diam Q.
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Also there exists a constant C(n, c) > 0 such that for any j ∈ Z
#
{Q ∈ W j : ξ ∈ Sc(Q)} ≤ C(n, c).
Lemma 3.3 Assume that μ is a Borel measure on ∂Ω and E ⊂ ∂Ω measurable. Then there
exists a constant C(n, c) > 0 such that, for each j ∈ Z we have∑
Q∈W j
μ
(
ScE (Q)
) ≤ Cμ(E).
Our aim is to prove that mappings in the classes FK (Ω) and Fλ,K (Ω) have limits along
c0-John curves emanating from the center x0. This will be true for big pieces of the boundary
in terms of Hausdorff dimension. For this we introduce a notion of discrete length of a curve:
Assume that ξ ∈ ∂Ω and γ ∈ I(ξ, x0). Given a continuous mapping f : Ω → Rn we deﬁne
the discrete length of f (γ ) by
d
[ f (γ )] = ∑
Q∈W
Q∩γ 
=∅
diam f (Q).
It follows from the deﬁnition and Lemma 3.2 that if d [ f (γ )] < ∞, then the limit
lim
t→0+
f (γ (t)) ∈ Rn
exists.
We also need oscillation estimates for mappings of ﬁnite distortion f : Ω → Rn . The
proof of the next lemma is contained in [15], see also [1].
Lemma 3.4 Let f : Ω → Rn be a mapping of ﬁnite distortion and assume σ > 1. Then we
have the following:
(i) If f is quasiregular, then
diam f (B) ≤ C
(∫
σ B
J f (x)dx
)1/n
for every B = B(x, r) for which σ B ⊂⊂ Ω . Here constant C > 0 depends only on n
and K .
(ii) If f has exponentially integrable distortion, then
diam f (B) ≤ C
(∫
σ B
J f (x)dx
)1/n
log (1/ diam B)1/n
for every B = B(x, r) for which σ B ⊂⊂ Ω . Here constant C > 0 depends only on n,
λ and
∫
Ω
exp(λK )dx.
Now we are ready to state a theorem which tells that a mapping of ﬁnite distortion can be
extended to ∂Ω along John curves with a small exceptional set.
Theorem 3.5 Assume that f : Ω → Rn is a mapping of ﬁnite distortion with J f ∈ L1(Ω).
Let E f be the set of points w ∈ ∂Ω for which there exists a curve γ ∈ I(w, x0) so that f
does not have a limit along γ . Then we have the following:
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(i) If f is quasiregular and h is a doubling gauge function satisfying∫
0
h(t)1/(n−1) dt
t
< ∞ (3.2)
then Hh(E f ) = 0.
(ii) If f has exponentially integrable distortion and h is a doubling gauge function satisfying∫
0
(h(t) log (1/t))1/(n−1)
dt
t
< ∞ (3.3)
then Hh(E f ) = 0.
Proof We will follow the proof of Theorem 1.1 in [15] and actually prove that Hh(A∞) = 0,
where A∞ is the set of points in ξ ∈ ∂Ω for which there is a curve γ ∈ I(ξ, x0) so that f (γ )
has inﬁnite discrete length. Note that E f ⊂ A∞. On the contrary, assume that Hh(A∞) > 0.
Then Hh(Ak) > 0, where Ak is the set of points in ξ ∈ ∂Ω for which there exist γ ∈ I(ξ, x0)
so that d [ f (γ )] ≥ k. Then by Frostman’s lemma there exists a Borel measure μ supported
in Ak so that
μ
(
Bn(x, r)
) ≤ h(r)
for every Bn(x, r) ⊂ Rn and
μ(Ek)  Hh∞(Ak) ≥ Hh∞(A∞) > 0.
By the deﬁnition of Ak
μ(Ak)k ≤
∫
Ak
d
[ f (γw)] dμ(w)
≤
∫
Ak
∑
Q∈W
Q∩γw 
=∅
diam f (Q)dμ(w).
From now on, we assume that f has exponentially integrable distortion. Let λ0 > 1 be the
constant in the deﬁnition of Whitney decomposition W for which the cubes q ∈ W dilated
by a factor λ0 have uniformly bounded overlap. If Q ∈ W , then set BQ = Bn(xQ, rQ),
where xQ is the center of Q and rQ = diam Q/2. Using Lemma 3.4 for balls BQ we have
the following chain of inequalities:
μ(Ak)k ≤
∫
Ak
∑
Q∈W
Q∩γw 
=∅
diam f (BQ)dμ(w)
≤
∑
Q∈W
∫
Ak
χS(Q)(w)dμ(w) diam f (BQ)
≤
∑
Q∈W
μ
(
SAk (Q)
)
diam f (BQ)
≤ C
∑
Q∈W
μ
(
SAk (Q)
)
log
1
n
(
1
diam BQ
)
×
(∫
λ0BQ
J f (x)dx
)1/n
≤ C
⎛
⎝∑
Q∈W
μ
(
SAk (Q)
) n
n−1 log
1
n−1
(
1
diam BQ
)⎞⎠
(n−1)/n
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×
⎛
⎝∑
Q∈W
∫
λ0BQ
J f (x)dx
⎞
⎠
1/n
≤ C
⎛
⎝ ∞∑
j=1
∑
Q∈W j
μ
(
SAk (Q)
)n/(n−1) j1/(n−1)
⎞
⎠
(n−1)/n
.
Above we also used the fact that diam BQ  2− j for Q ∈ W j and also the property that
λ0Q’s have uniformly bounded overlap. The left-hand side is approximated using Lemmas
3.2 and 3.3 together with the doubling property of gauge function h∑
Q∈W j
μ
(
SAk (Q)
)n/(n−1) ≤ max
Q∈Wk
μ
(
SAk (Q)
)1/(n−1) ∑
Q∈W j
μ
(
SAk (Q)
)
≤ C(n, c) max
Q∈Wk
μ (S(Q))1/(n−1) μ(Ak)
≤ C(n, c, D)h(2− j )1/(n−1)μ(Ak).
Putting these estimates together gives
μ(Ak)k ≤ Cμ(Ak)(n−1)/n
⎛
⎝ ∞∑
j=1
h
(
2− j
)1/(n−1) j1/(n−1)
⎞
⎠
(n−1)/n
. (3.4)
Since h satisﬁes (3.3), we know that the sum on the right-hand side is ﬁnite (and independent
of k) and thus μ1/n(Ak)k ≤ C for every k ∈ N and thus μ(Ak) → 0 as k → ∞, which
is a contradiction. Thus we have Hh(A∞) = 0, and the claim follows. For quasiregular f
we do not get the term j1/(n−1) in (3.4), and thus, a gauge satisfying (3.2) gives the desired
conclusion. unionsq
Remark 3.6 As a corollary of Theorem 3.5 we get that the set E f has Hausdorff dimension
zero as well as the set A∞. Moreover, for a quasiregular f we have Hhε (E f ) = 0 for every
ε > 0, where hε(t) = 1/ logn−1+ε(1/t). Also, if f has exponentially integrable distortion,
then Hhε (E f ) = 0 for every ε > 1. In the quasiregular case this means that E f is of
conformal capacity zero in terms of gauge functions, see [25].
3.2 Uniqueness of limits along John curves
Assume that Ω is a c0-John domain. By the previous section we have a natural candidate for
the extension of f ∈ Fλ,K(Ω) to ∂Ω , that is f¯ : ∂Ω → Rn so that
f¯ (w) = lim
t→0+
f (γw(t)) , (3.5)
where γw is a c0-John curve connecting x0–w. The problem with this extension is that it
might not be well deﬁned even for a smooth mapping f : Ω → Rn .
Example 3.7 Let Ω = D\L , where L is the (Euclidean) line segment connecting − 12e1 to
1
2e1. Then Ω ⊂ R2 is a c-John domain with x0 = − 34e1. Set A = B(0, 1/4) ∩ {x2 > 0} and
B = B(0, 1/4)∩{x2 < 0}. There is a smooth mapping f : Ω → R2 such that f (A) = A+ i
and f (B) = B− i , and thus, the extension f¯ is not well deﬁned for any point in (t, 0) ⊂ ∂Ω ,
where t ∈ (−1/4, 1/4).
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Fig. 2 John is not sufﬁcient
In order to exclude such domains, we have to imposemore conditions onΩ . Examples like
this do not work if we strengthen our assumption from John condition to Ω being uniform.
Deﬁnition 3.8 A bounded domain Ω ⊂ Rn is a c-uniform domain if there exists a constant
c > 0 such that each pair of points x1, x2 ∈ Ω can be joined by a c-uniform curve γ in Ω ,
namely a curve γ with the following two properties:
l(γ ) ≤ c|x1 − x2|, (3.6)
min
i=1,2 l(γ (xi , x)) ≤ cd(x, ∂Ω) for all x ∈ γ. (3.7)
These domains ﬁrst appeared in the work of Gehring and Osgood [8]. Later these domains
were used in many different contexts such as Sobolev extension domains and uniformizing
Gromov hyperbolic spaces, for these see [4,14]. It should be noticed that quasihyperbolic
geodesics between two points in a c-uniform domain are c1-uniform curves with c1 =
c1(n, c) [8]. We say that Ω is a John (or uniform) domain if it is c-John (or c-uniform) for
some c > 0.
We may assign for each c-uniform domain a center point x0. Indeed, if Ω is a c-uniform
domain, then we may ﬁx a point x0 ∈ Ω such that Ω is a c1-John domain with center x0.
Moreover, the John constant c1 depends only on c [24, Section 2.17]. Since we are studying
boundary extension of mappings, it is convenient to introduce the following concept.
Deﬁnition 3.9 (Uniform domain with center) We say that Ω is a c0-uniform domain with
center x0 if Ω is a uniform domain and as a John domain, it is c0-John with center x0.
As was observed in Sect. 3.1, for a given point x ∈ ∂Ω in a John domain Ω , there are
typically several John curves connecting x–x0. Thus it might happen that f ∈ Fλ,K(Ω) has
different limits at w ∈ ∂Ω along different John curves in I(w, x0); see for instance Fig. 2.
In the rest of this section, we will show that if Ω is c0-uniform domain with center x0, then
mappings in Fλ,K(Ω) can be extended to ∂Ω in a unique way along curves in I(w, x0).
Theorem 3.10 Let Ω ⊂ Rn be a c0-uniform domain with center x0, f ∈ Fλ,K(Ω) and h a
doubling gauge function satisfying (3.3). Then f has a unique limit along curves γ ∈ I(w, x0)
for Hh-a.e. ξ ∈ ∂Ω , i.e., if γ, η ∈ I(ξ, x0) so that
lim
t→0+
f (γ (t)) = a and lim
t→0+
f (η(t)) = b.
Then a = b.
We need the following two lemmas to prove Theorem 3.10.
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Lemma 3.11 Let Ω be a c0-John domain with center x0 and c ≥ c0. If f has exponentially
integrable distortion and F f is the set of points ξ ∈ ∂Ω for which there exists a curve
γ ∈ Ic(ξ, x0) so that
∞∑
i=1
ai = ∞,
then Hh(Ff ) = 0, where h is as in (3.3). Above, ai is deﬁned in the following way: For a
ﬁxed γ ∈ Ic(ξ, x0) connecting x0–ξ ∈ ∂Ω , we denote by Qi ∈ W those cubes that intersect
γ and labeled in the order from x0 to ξ , and set
ai =
(∫
λ0BQi
J f (x)dx
)1/n
log
(
1/ diam BQi
)1/n
.
Proof Notice that if ξ ∈ Ff , then
∞∑
i=1
(∫
λ0BQi
J f (x)dx
)1/n
log
(
1/ diam BQi
)1/n = ∞.
Let Ak be the collection of points ξ ∈ ∂Ω for which there exists γξ ∈ Ic(ξ, x0) so that
labeling as in the lemma we have
∞∑
i=1
(∫
λ0BQi
J f (x)dx
)1/n
log
(
1/ diam BQi
)1/n ≥ k.
Then Ff ⊂ A∞, and thus, it is enough to show that Hh(A∞) = 0. Toward a contradiction
assume the opposite Hh(A∞) > 0 and denote by μ the Frostman measure whose support
lies in Ak , which satisﬁes μ(Ak)  Hh∞(Ak) ≥ Hh∞(A∞) and
μ(B(x, r)) ≤ Ch(r)
for every ball B(x, r). Then we may follow the proof of Theorem 3.5 to obtain
μ(Ak)k ≤ C
with a universal constant C > 0. Thus we have a contradiction, and the lemma is proved. unionsq
Lemma 3.12 Let Ω ⊂ Rn be a c0-uniform domain with center x0 and W a Whitney decom-
position of Ω . Then there exists a constant C such that for any s > 0 and pair x, x˜ ∈ Ω
with d(x˜, ∂Ω) ≥ s, d(x, ∂Ω) ≥ s and |x − x˜ | ≤ c1s there exists a chain of Whitney cubes
{Qk}Nk=1 connecting points x and x˜ such that the number of cubes is uniformly bounded with
respect to s, i.e., N ≤ C, where C depends only on n, c0 and c1 but not on s. Moreover
if ξ ∈ S(Q) for some Q ∈ ∪Ni=1Qi then ξ ∈ Sc
′
(Q˜) for any Q˜ from this collection with
c′ = c′(C, n, c0) ≥ c0.
Proof Let s > 0 and ﬁx x, x˜ ∈ Ω with d(x˜, ∂Ω) ≥ s, d(x, ∂Ω) ≥ s and |x − x˜ | ≤ c1s.
Connect x to x˜ by a quasihyperbolic geodesic [x, x˜]k and enumerate the cubes Q ∈ W , that
intersect [x, x˜]k , in a such way that x ∈ Q1, x˜ ∈ QN and Qi ∩ Qi+1 
= ∅ for every i .
By [16, p. 421] we know that the number of cubes in this chain is comparable to kΩ(x, x˜),
and moreover, since Ω is uniform, by Bonk et al. [4, Lemma 2.13] we have a constant
c′(n, c0) > 0 such that
kΩ (x, x˜) ≤ c′ log
(
1 + |x − x˜ |
min {d(x, ∂Ω), d (x˜, ∂Ω)}
)
. (3.8)
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The ﬁrst part of the lemma follows.
Next we prove the latter part. Since ξ ∈ S(Q) for some Q ∈ ∪Ni=1Qi , there exists a curve
γ ∈ I(ξ, x0) such that γ ∩ Q 
= ∅. Let y ∈ Q ∩ γ . Let Q˜ be any other Whitney cubes
from the collection and ﬁx z ∈ Q˜. Let γ2 denote the piecewise linear curve from y to z s.t.
|γ2| ⊂ ∪Ni=1Qi . We deﬁne curve γ˜ as follows. We ﬁrst travel from ξ along γ to y and denote
this by γ1. Next, follow γ2 from y to z and denote this by γ+2 ; then, go back from z to y along
γ2 and denote this by γ−2 . Finally, follow γ from y to x0 and denote this by γ3. In this way
we obtained curve γ˜ = γ1  γ+2  γ−2  γ3 connecting ξ to x0. To illustrate that γ˜ is a c′-John
curve with c′ = c′(C, n, c0) ≥ c0, we assume that γ˜ : [0, l ′] → Ω is parameterized by arc
length and we have to verify (3.1) with c′.
For t ∈ [0, l(γ1)] we have
t ≤ c0d (γ (t), ∂Ω) ,
since γ ∈ I(ξ, x0). Next assume that t ∈ [l(γ1), l(γ1)+2l(γ2)]. First note that all theWhitney
cubes in the collection have uniformly comparable size since the number N is bounded from
above uniformly by C and adjacent Whitney cubes have comparable size and thus we may
estimate
l(γ2) ≤ c(n,C)d (γ˜ (t), ∂Ω) and d (y, ∂Ω) ≤ c(n,C)d (γ˜ (t), ∂Ω) .
Using the above estimates, we have
t ≤ l(γ1) + 2l(γ2) ≤ c0d(y, ∂Ω) + 2l(γ2) ≤ c(C, n, c0)d (γ˜ (t), ∂Ω) .
Last, assume that t ∈ [l(γ1) + 2l(γ2), l(γ˜ )]. Now we have |y − γ˜ (t)| ≤ c0d(γ˜ (t), ∂Ω),
which imply
l(γ2) ≤ c(n,C)d(y, ∂Ω) ≤ c(n,C, c0)d(γ˜ (t), ∂Ω)
and thus
t ≤ c0d (γ˜ (t), ∂Ω) + 2l(γ2) ≤ c(n,C, c0)d (γ˜ (t), ∂Ω) .
unionsq
Proof of Theorem 3.10 Let Ff denote the set deﬁned in Lemma 3.11. We know that
Hh(Ff ) = 0. Let ξ ∈ ∂Ω\Ff and γ ∈ I(ξ, x0) be such that
lim
t→0+
f (γ (t)) = a ∈ Rn .
We will show that f has the same limit along any curve η ∈ I(ξ, x0). Fix such a curve η.
Given r > 0, let tr , t˜r ∈ [0, 1] be such that |γ (tr ) − w| = r and |η(t˜r ) − w| = r . Since γ, η
are both c0-John curves, this implies that
d (γ (tr ), ∂Ω) ≥ r
c0
and d
(
η
(
t˜r
)
, ∂Ω
) ≥ r
c0
.
We now apply Lemma 3.12 with s = r/c0 and for points γ (tr ) and η(t˜r ) to ﬁnd a ﬁnite
sequence of Whitney cubes {Qi }Ni=1 with N ≤ C . Choose xi ∈ Qi so that x1 = γ (tr ) and
xN = η(t˜r ). Then by Lemma 3.4 we have
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∣∣ f (γ (tr )) − f (η (t˜r ))∣∣ ≤ N∑
i=1
| f (xi+1) − f (xi )|
≤ C1
N∑
i=1
(∫
λ0BQi
J f (x)dx
)1/n
log (1/ diam Qi )1/n
≤ c(C,C1) max
1≤i≤N
(∫
λ0BQi
J f (x)dx
)1/n
log (1/ diam Qi )1/n .
(3.9)
By Lemma 3.12 there is a constant c′ ≥ c0 s.t. ξ ∈ Sc′(Qi ) for every i = 1, . . . , N . Note
that N does not depend on r . It follows from Lemma 3.11 that we may choose r > 0 so small
that
max
1≤i≤N
(∫
σ Qi
J f (x)dx
)1/n
log (1/ diam Qi )1/n < ε.
This together with (3.9) shows that∣∣ f (γ (tr )) − f (η (t˜r ))∣∣ → 0
as r → 0. From this we may conclude that
lim
t→0+
f (γ (t)) = lim
t→0+
f (η(t))
and the proof is complete. unionsq
Based on Theorem 3.10, we introduce the following deﬁnition.
Deﬁnition 3.13 (Boundary extension) Let Ω be a c0-uniform domain with center x0 and
f ∈ Fλ,K(Ω). We denote by f¯ (ξ) the unique limit of f at ξ ∈ ∂Ω along c0-John curves.
Notice that by Theorems 3.5 and 3.10, f¯ is well deﬁned Hh-a.e. in ∂Ω . Note that the unit
ball B ⊂ Rn is a 1-uniform domain with center at the origin. According to Deﬁnition 3.13,
f¯ (w) is the unique limit of f along the unique 1-John curve, which is just the line segment
ow; thus, in this case our Deﬁnition 3.13 coincides with the radial extension.
4 Weighted capacity estimates in John domains
In this section, we prove the following weighted capacity estimates in John domains. The
techniques used here are rather standard and have been used effectively in [10,16]. On the
other hand, they give a new proof of the key level set estimate, namely Theorem 1.2 in [2],
where Ω is the unit ball B.
Recall that for disjoint compact sets E and F in Ω , we denote by Cap ω(E, F,Ω) the
ω-weighted capacity of the pair (E, F):
Cap ω(E, F,Ω) = inf
u
∫
Ω
|∇u(x)|ndx,
where the inﬁmum is taken over all continuous functions u ∈ W 1,n(Ω) which satisfy u(x) ≤
0 for x ∈ E and u(x) ≥ 1 for x ∈ F .
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Theorem 4.1 Let Ω ⊂ Rn be a c0-John domain with diameter one. Let E ⊂ ∂Ω be a
compact set satisfying Hh(E) > 0 with h(t) = log−n−1(1/t). Then
Cap (E, Q0,Ω) ≥ C
(
log
1
H1∞(E)
)1−n
, (4.1)
where Q0 is the central Whitney cube containing the John center x0. Moreover, if ω : Ω →
[0,∞] be a weight which is exponentially integrable, then
Cap 1/ω(E, Q0,Ω) ≥ C
(
log
1
H1∞(E)
)−n
. (4.2)
The constant C in (4.1) and (4.2) depends only on the data associated with Ω and ω.
Proof We only prove the weighted estimate (4.2), since the proof of the unweighted case is
similar (and simpler).
Let u ∈ W 1,n(Ω) ∩ C(Ω) be a test function for the 1
ω
-weighted n-capacity of the pair
(Q0, E). For each x ∈ E , we may ﬁx a c0-John curve γ joining x–x0 in Ω and deﬁne
P(x) to be the collection of Whitney cubes that intersect γ . We deﬁne a subcollection
P ′(x) ⊂ P(Q(x)) as follows: P ′(x) = {Q1, Q2, . . .} consists of a chain of Whitney cubes,
which continue along P(x) until it reaches the last cube Q1 for which diam Q1 ≥ 15H1∞(E).
Since adjacentWhitney cubes Q and Q′ have diam Q ≤ 5 diam Q′, wemust have diam Q ≤
H1∞(E) for all Q ∈ P ′(x).
We ﬁrst assume that for every x ∈ E we have uQ1 ≤ 12 for Q1 ∈ P ′(x). We claim that∫
Ω
|∇u(x)|n 1
ω(x)
dx ≥ C
(
log
1
H1∞(E)
)−n
. (4.3)
If x ∈ E and P ′(x) = {Q1, Q2, . . .}, then u(x) = 1, and thus, by Lebesgue differentiation
Theorem we have limi→∞ uQi = 1. The standard chaining argument involving Poincaré
inequality (see for instance [12,16]) gives us the estimate
1 
∑
Q∈P ′(x)
diam Q −
∫
Q
|∇u(y)|dy. (4.4)
Note that for each Q ⊂ Ω , by Hölder’s inequality,
−
∫
Q
|∇u|dy = −
∫
Q
|∇u|ω− 1n ω 1n dy
≤
(
−
∫
Q
|∇u|n 1
ω
dy
) 1
n
(
−
∫
Q
ω
1
n−1 dy
) n−1
n
.
Notice that the function t → exp(λtn−1) is convex and we may use Jensen’s inequality to
deduce that (
−
∫
Q
ω
1
n−1 dy
) n−1
n ≤
(
λ−1 log
(
−
∫
Q
exp(λω)dy
)) 1
n
≤ C(λ, L)
(
log
1
diam Q
) 1
n
,
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where L = ∫
Ω
exp(λω)dx . Plugging the above estimate in (4.4), we obtain
1 ≤ C(λ, n)
∑
Q∈P ′(x)
(∫
Q
|∇u|n 1
ω
dy
) 1
n
log
1
n
1
diam Q . (4.5)
By our assumption Hh(E) > 0, and thus, we can choose a Frostman measure μ on the
compact set E with growth function h(r) = log−n−1(1/r), i.e., μ is a Borel measure on Rn
which satisﬁes the growth condition
μ (E ∩ B(x, r)) ≤ h(r)
for every ball B(x, r). Integrating (4.5) over the set E with respect to the Frostman measure
μ, we see that
μ(E) ≤ C
∫
E
∑
Q∈P ′(x)
log
1
n
1
diam Q
(∫
Q
|∇u|n 1
ω
dy
)1/n
dμ(x).
We now interchange the order of summation and integration to deduce that
μ(E) ≤ C
∑
Q∈W
diam Q≤H1∞(E)
μ(SE (Q)) log
1
n
1
diam Q
(∫
Q
|∇u|n 1
ω
dy
)1/n
.
Applying Hölder’s inequality to the right-hand side leads to the following upper bound for
μ(E)
⎛
⎜⎜⎜⎝
∑
Q∈W
diam Q≤H1∞(E)
μ (SE (Q))
n
n−1 log
1
n−1 1
diam Q
⎞
⎟⎟⎟⎠
n−1
n ⎛
⎝∑
Q∈W
∫
Q
|∇u|n 1
ω
dy
⎞
⎠
1/n
≤
⎛
⎜⎜⎜⎝
∑
Q∈W
diam Q≤H1∞(E)
μ (SE (Q))
n
n−1 log
1
n−1 1
diam Q
⎞
⎟⎟⎟⎠
n−1
n (∫
Ω
|∇u|n 1
ω
dy
)1/n
.
The sum in the previous estimate can be dealt with in the following way: Choose j0 ∈ N with
j0 ≥ C log(1/H1∞(E)) so that diam Q ≤ H1∞(E) implies that Q ∈ W j for some j ≥ j0.
We claim that
∞∑
j= j0
∑
Q∈W j
μ (SE (Q))1+
1
n−1 log
1
n−1 1
diam (Q) ≤ Cμ(E) j
− n
n−1
0 . (4.6)
The growth condition on μ and Lemmas 3.2 and 3.3 imply that
∞∑
j= j0
∑
Q∈W j
μ (SE (Q))1+
1
n−1 log
1
n−1 1
diam (Q)
≤
∞∑
j= j0
∑
Q∈W j
μ (SE (Q)) μ (SE (Q))
1
n−1 log
1
n−1 1
diam (Q)
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≤ C
∞∑
j= j0
∑
Q∈W j
μ(SE (Q))h(diam Q)
1
n−1 log
1
n−1 1
diam (Q)
≤ C
∞∑
j= j0
∑
Q∈W j
μ(SE (Q)) log−
n
n−1 1
diam Q
≤ C
∞∑
j= j0
j− nn−1
∑
Q∈W j
μ(SE (Q)) ≤ Cμ(E)
∞∑
j= j0
j− nn−1 .
Inequality (4.6) follows from this since the sum on the right-hand side converges. Putting
together all the estimates above yields
μ(E)n ≤ Cμ(E)n−1
(
log
1
H1∞(E)
)−n ∫
Ω
|∇u|n 1
ω
dy.
It follows that ∫
Ω
|∇u|n 1
ω
≥ Cμ(E) logn 1H1∞(E)
.
To get (4.3) from here we just note that by concavity of h
μ(E) ≥ CHh∞(E) ≥ C log−1−n
(
1
H1∞(E)
)
and thus we have ∫
Ω
|∇u|n 1
ω
≥ C
(
log
1
H1∞(E)
)−n
.
We are left with the case that there is x ∈ E so that uQ1 ≥ 12 . In this case, we have uQ0 = 0
and uQ1 ≥ 12 . By following the quasihyperbolic geodesic from x1 to x0, we can ﬁnd a ﬁnite
chain of Whitney cubes {Q˜ j }lj=0 which joins Q0–Q f , namely, cubes {Q˜ j }lj=1 such that
Q˜0 = Q0 is the central cube, Q˜l = Q1. Moreover,
diam Q1  min
{
diam Q˜ j
}
and l  log
1
diam Q1
,
where the last inequality follows from the fact that the length of a quasihyperbolic geodesic
is comparable with the number of Whitney cubes it intersects. Then repeating the chaining
argument for ﬁnite chain of cubes {Q0, . . . , Q1} gives the estimate
1 
l∑
i=1
diam Q˜i−
∫
Q˜i
|∇u|dy 
l∑
i=1
(∫
Q˜i
|∇u|n 1
ω
dy
) 1
n
(
log
1
diam Q˜i
) 1
n

(
log
1
diam Q1
) 1
n
l∑
i=1
(∫
Q˜i
|∇u|n 1
ω
dy
) 1
n

(
log
1
diam Q1
) 1
n
( l∑
i=1
∫
Q˜i
|∇u|n 1
ω
dy
) 1
n
l(n−1)/n,
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from which we obtain∫
Ω
|∇u(x)|nω−1(x)dx ≥ C
(
log
1
diam Q1
)−n
≥ C
(
log
1
H1∞(E)
)−n
since diam Q1 ≤ H1∞(E). unionsq
In Theorem 4.1 we have assumed that Ω is a John domain. However, the proof works for
more general domains. More precisely, it hold if Ω satisﬁes the quasihyperbolic boundary
condition [16]. The only difference is that in Theorem 3.5, one has to consider limits along,
instead of John curves, quasihyperbolic geodesics to the boundary.
Remark 4.2 Note that, in Theorem 4.1, we have assumed that diam Ω = 1. This assumption
was only used to ensure that log 1H1∞(E) is positive. For domains with different diameter, onejust needs to replace the right-hand side of (4.1) with
C
(
log
2 diam Ω
H1∞(E)
)1−n
,
where the constant C in front now depends additionally on Ω as well. Similar changes apply
to (4.2).
Another observation one has to notice is that if we replace the central Whitney cube Q0
by a ball B0 = B(x0, r0) in the capacity estimates in Theorem 4.1, then the estimates (4.1)
and (4.2) become
Cap (E, B0,Ω) ≥ C
(
log
2 diam Ω
H1∞(E)
)1−n
, (4.7)
and
Cap (E, B0,Ω) ≥ C
(
log
2 diam Ω
H1∞(E)
)1−n
, (4.8)
respectively, where the constant C in both (4.7) and (4.8) now depends additionally on Ω
and r0. Indeed, notice that if uB0 = 0, then uQ0 ≤ m0 = m(r0) < 1. So we may repeat the
proof of Theorem 4.1 by considering two cases:
• For every x ∈ E , uQ1 ≤ 1+m02 < 1 for Q1 ∈ P ′(x);
• There exists a point x ∈ E so that uQ1 ≥ 1+m02 > m0.
The proof of the ﬁrst case proceeds identically as before since 1+m02 < 1. In the second
case, since uQ1 ≥ 1+m02 > m0 and uQ0 ≤ m0, we may proceed again as in the proof of
Theorem 4.1 using the same ﬁnite chaining argument.
5 Proofs of Theorems 1.1 and 1.2
Weare ready to prove themain results. The proof is similar than the one given in [2, Section 2].
Proof of Theorems 1.1 and 1.2 Let Ω be a c0 uniform domain with center x0. We will ﬁrst
prove the case f ∈ Fλ,K(Ω), and the proof for f ∈ FK (Ω) is analogous. Assume that ν
is a positive Borel measure satisfying (1.6) for s ∈ (0, n). Since ∂Ω is compact, it follows
from (1.6) that
ν(∂Ω) < ∞.
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Furthermore, (1.6) together with the ﬁniteness of ν(∂Ω) implies that for any Borel set E ⊂
∂Ω we have
ν(E) ≤ CΩHs∞(E). (5.1)
We want to show that there are constants α > 0 and C < ∞ independent of f such that∫
∂Ω
exp
(
α| f¯ (w)|) dν(w) ≤ C,
where f¯ is the boundary extension given in Deﬁnition 3.13. By Fubini’s theorem∫
∂Ω
exp
(
α| f¯ (w)|) dν(w) = ν(∂Ω) + ∫ ∞
1
ν(Fu)eαudu,
where Fu = {w ∈ ∂Ω : | f¯ (w)| ≥ u}. Thus by (5.1) it is enough to bound∫ ∞
1
Hs∞(Fu)eαudu.
Deﬁne
Et = {x ∈ Ω : | f (x)| = t}
and
An−1 f (Et ) =
∫
Sn−1(0,t)
card f −1(y)dHn−1(y).
Since the functions in Fλ,K(Ω) are equicontinuous, we can ﬁnd r0 > 0 such that | f (x)| ≤ 1
for any x ∈ B(x0, r0) ⊂ Ω and f ∈ Fλ,K. Here r0 depends only on n, λ,K. Let ΓFu denote
the collection of curves γ : [0, 1] → Rn that connect points in B(x0, r0) to points in Fu .
Then by Rickman [22, Proposition 10.2]
Cap1/K (B(x0, r0), Fu,Ω) ≤ Mod1/K
(
ΓFu
)
.
Similarly as in [2,20] using the test function
ρ(x) =
(∫ s
1
dt
(An−1 f (Et ))
1
n−1
)−1 |Df (x)|
(An−1 f (Et ))
1
n−1
when | f (x)| = t ∈ (1, s) and ρ(x) = 0 otherwise for the weighted modulus we have the
following upper bound
Mod1/K
(
ΓFu
) ≤
(∫ s
1
dt
(An−1 f (Et ))
1
n−1
)n−1
.
From Theorem 4.1 we have a lower bound
Cap 1/K (B(x0, r0), Fs,Ω) ≥ C2
(
log
C1
Hs∞(Fs)
)−n
,
see also Remark 4.2. These together with the estimate
(s − 1)n/(n−1) ≤ ω1/(n−1)n
∫ s
1
dt
(An−1 f (Et ))
1
n−1
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following from Hölder’s inequality, see [2,20], imply that
Hs∞(Fs) ≤ C1 exp
(
C2ω1/nn (s − 1)
)
,
from which we conclude that for α < C2ω1/nn we have∫ ∞
1
Hs∞(Es)eαsds ≤ C,
where the upper bound does not depend on f . unionsq
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