ABSTRACT Radar signal intra-pulse modulation recognition is an important technology in electronic warfare. A radar signal intra-pulse modulation recognition method based on convolutional denoising autoencoder (CDAE) and deep convolutional neural network (DCNN) is proposed in this paper. First, we use Cohen's time-frequency distribution to convert radar signals into time-frequency images (TFIs). Then image preprocessing is applied to TFIs, including bilinear interpolation and amplitude normalization. Next, we design a CDAE to denoise and repair TFIs. Finally, we design a deep convolutional neural network based on Inception architecture to identify the processed TFIs. Simulation results demonstrate that CDAE effectively reduces the interference of noise on TFIs classification, and improves the classification performance at a low signal-to-noise ratio (SNR). The DCNN architecture we designed makes good use of computing resources and has a good classification effect. The approach has good noise immunity and generalization. It can classify twelve kinds of modulation signals and an overall probability of successful recognition is more than 95% when the SNR is −9 dB. INDEX TERMS Radar signal recognition, Cohen class time frequency distribution, convolutional denoising autoencoder, deep convolutional neural network.
I. INTRODUCTION
Radar signal intra-pulse modulation recognition is one of the key technologies in electronic warfare, such as electronic support and electronic intelligence (ES/ELINT), electronic attack (EA), and radar warning receiver (RWR). Radar intrapulse modulation classification information based on the intercepted signal will provide the presence of threat and radar information, such that necessary measures or counter measures against enemy radars can be taken by the ES/EA system. However, techniques such as pulse compression reduce the power spectral density of radar signals, which require that the intra-pulse modulation recognition approach of radar signals has good performance at a lower signal-tonoise ratio (SNR).
Radar signal modulation recognition is generally composed of feature extraction and classifiers [1] , [2] .
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The accuracy rate of the traditional radar signal recognition mainly relies on the feature extraction algorithm, but the artificial feature extraction relies mostly on the experience of the researchers, the extracted features are targeted to specific types of radar signals, and new features need to be extracted when identifying other signals [3] , [4] .
In recent years, researchers have proposed a series of methods for automatically extracting signal features using deep learning. The advantage is that they automatically get the potential high-dimensional features of radar signals, which has strong generalization [5] . The approach proposed in [6] uses short-time Fourier transform and convolutional neural network (CNN), it can recognize normal signal (NS), binary frequency shift keying (BFSK), quarter frequency shift keying (QFSK), binary phase shift keying (BPSK), Linear frequency modulated signals (LFM) and non-frequency modulated signals (NLFM) at SNR of −4 dB, and the overall probability of successful recognition (PSR) of these six signals is over 90%. The approach proposed in [7] uses Choi-Williams distribution(CWD) and CNN, an overall PSR of eight signals is over 90% for BPSK, LFM, Costas codes, Frank code, and polytime codes (T1, T2, T3, and T4), when the SNR is −2 dB. The approach proposed in [8] uses the Cohen class time-frequency distribution (CTFD) based on the new kernel function and CNN, it can identify twelve kinds of modulation signals at the SNR of −6 dB with an overall PSR over 96.1%. Compared with traditional approaches, intrapulse modulation recognition of radar signals based on CNN (IMRCNN) improves recognition performance. However, the PSR of some certain signals is low [8] , the generalization ability of these methods still needs to be improved at low SNR [5] - [7] .
In the environment of low SNR, the time-frequency image of the signal will be seriously interfered. The approach proposed in [3] adopts a two-dimensional smoothing filter to remove the noise of this, the false recognition rate of the P4-coded signal is reduced from 0.1697 to 0.045 when the SNR is −2 dB. The approach in [5] applies 23×23 size filter for smoothing processing, this operation helps to improve the radar signal recognition accuracy from 76% to 84% when the SNR is −8 dB, but the overall recognition rate still does not exceed 90%. The approach proposed in [7] , [8] removes noise by preprocessing time-frequency images such as binarization and wiener filtering. However, the binary processing will discard the information of the energy distribution of timefrequency images, thus reducing the accuracy of signal recognition at low SNR.
In this paper, a radar signal intra-pulse modulation recognition method based on convolutional denoising autoencoder (CDAE) and deep convolutional neural network (DCNN) is proposed. We use Cohen's time-frequency distribution (CTFD) to convert radar signals into TFIs, and we use bilinear interpolation and amplitude normalization to preprocess the TFIs. Then we design a CDAE for pre-training classification network, which can directly extract the robustness features of TFIs and effectively remove noise from TFIs, to avoid loss of information caused by filtering and binarization processing. Finally, we design a deep convolutional neural network based on Inception architecture to identify the processed TFIs. This approach can classify twelve kinds of modulation signals and an overall PSR is more than 95% and the PSR of each signal is not less than 90% when the SNR is −9 dB.
TThe remainder of this paper is organized as follows. Section II introduces the structure of the approach. Section III introduces radar signal preprocessing. Section IV explains the structure and working process of the classifier. Section V introduces the simulation parameters and shows the simulation results. Section VI draws the conclusions.
II. SYSTEM OVERVIEW
In this paper, a radar signal intra-pulse modulation recognition approach based on CDAE and DCNN is proposed. In this section, the structure of the recognition system will be introduced. And the intercepted radar signal will also be described in detail.
A. SYSTEM STRUCTURE
The structure of the approach is shown in Fig. 1 . The system can be divided into two parts: processing of intercepted radar signals and recognition of unknown radar signals.
In the first part, we convert twelve types of radar intra-pulse modulation signals into TFIs by using CTFD [8] , these 12 signals include LFM, Sinusoidal frequency modulation (SFM), even quadratic frequency modulation (EQFM), 2FSK, 4FSK, Dual linear frequency modulation (DLFM), mono-pulse (MP), multiple linear frequency modulation (MLFM), BPSK, Frank, LFM-BPSK and 2FSK-BPSK. Then the TFI of the radar signal is preprocessed by image resizing and amplitude normalization.
In the second part, we design a pre-training network based on CDAE to denoise and repair the TFIs of radar signal, which largely removes the effects of noise on signal modulation recognition, and we design a DCNN based on Inception architecture to identify the TFIs of radar signal. Finally, the radar signal of unknown modulation type is used as the input signal of the system, the classification network can give the modulation type of the radar signal, and complete radar signal modulation recognition at low SNR.
B. SIGNAL MODEL
The intercepted radar signal model is given by
FIGURE 1. The composition of the system presented in this paper.
where s (t) is a radar signal, n (t) is white Gaussian noise with variance σ 2 . The signal x (t) is converted into an analytical signal, as follows
where A is the amplitude, f 0 indicates the carrier frequency, c (t) is the phase function of time, and φ 0 is the initial phase, T is the pulse width of the signal.
III. DATA PROCESSING
In this section, we convert the intercepted radar signal into a TFI as the classification network input image by CTFD, bilinear interpolation, and amplitude normalization.
A. COHEN CLASS TIME FREQUENCY DISTRIBUTION
First, we use Cohen's class time-frequency distirbution to convert the intercepted radar signal into a TFI. The Cohen's class time-frequency distribution [9] can be written as
The two components ω and t represent frequency and time, and f (τ, ν) is a kernel function. When different f (τ, ν) are given, we can get different kinds of time-frequency distributions.
In this paper, a recently proposed Cohen time-frequency distribution (CTFD) [8] is adopted. The experiment has shown that CTFD can suppress the cross-terms well. Please refer to [8] for a detailed description.
According to the distribution characteristics of radar signals in the fuzzy domain, the kernel function of CTFD is designed as
where α and β indicate the adjustment coefficients, and the shape of the kernel function is controlled by these two parameters.
The time domain expression of CTFD is as follows
The form after discretization is as follows
where N is the length of the discrete digital signal. T s is the sampling period for the discretization. We set N = 1024, T s = 1, α = 0.0005, β = 0.001.
B. IMAGE RESIZING AND AMPLITUDE NORMALIZATION
For the convenience of data processing, the two-dimensional TFIs of the signal are resized to fixed size by bilinear interpolation. Suppose the original image is B m×n and the resized image is A l×k can be expressed as follows
where i and p are the integral and decimal parts of 
where C r×s is the image before normalization, D r×s is the normalized image, C max is the maximum amplitude of this image.
IV. RECOGNITION
In this section, the CDAE for removing noise and repairing TFIs is introduced. Then we describe the architecture of DCNN as a classifier in detail. Finally, the specific steps of the implementation of the approach are given.
A. CONVOLUTIONAL DENOISING AUTOENCODER
The approach in [5] , [7] , [8] apply noise filtering and binarization to reduce the impact of noise on signal recognition at low SNR, but it may result in a loss of signal information contained in the details of the image. If the signal energy distribution information of the TFI can be preserved while eliminating the influence of noise, the radar signal recognition based on the TFI will have better recognition performance. Therefore, we designed a convolutional denoising autoencoder to remove image noise, repair the distortion caused by noise in the image, and make the restored image closer to the original image. As shown in Fig. 2 , the purpose of the traditional autoencoder is that the output y is approximately equal to the FIGURE 2. The basic structure of denoising autoencoder. VOLUME 7, 2019 input x [10] . We add noise q D to the input x of autoencoder to get x, and x is used as the input, finally y is approximately equal to x. That is, the input is noisy data, and the output is denoised data, and it becomes a denoising autoencoder [11] , [12] .
Therefore, the learning process of denoising autoencoder can be expressed as
Denoising autoencoders can help the network extract useful features from data, and improve the network noise immunity of the network. However, for image denoising, denoising autoencoder has a large amount of calculation and it takes a long time. We use a convolutional denoising autoencoder (CDAE) [13] to reduce the amount of calculation. As shown in Fig. 3, x is the TFI after adding noise as the input images of CDAE, the function f for extracting robust features mainly includes convolution operations [14] and pool operations [14] . The function g that reconstructs the TFIs is a deconvolution operation. The purpose of the deconvolution operation is to increase the dimensions of the input features, the deconvolution operation is calculated in the same way as the convolution operation, and the deconvolution operation input image should be zero-padded. Finally, the TFIs after denoising and repairing are reconstructed. CDAE can extract useful data features from noise data while improving the denoising performance of the classified network. It should be noted that the convolution operations and pooling operations mentioned above are not limited to the LetNet-5 structure. As shown in Fig. 4 , the CDAE we designed uses the convolution layer and the Inception architecture as the function f . Finally, the CDAE consists of network 1 and network 2.
B. DEEP CONVOLUTIONAL NEURAL NETWORK BASED ON INCEPTION ARCHITECTURE
Convolution neural network (CNN) has shown good performance in image classification [14] - [16] . For CNN, the PSR of the network is often improved by increasing the number of network layers. However, the deep convolutional neural network structure is difficult to train and has a large number of parameters that occupy a large number of computing resources. In order to increase the network depth and width while controlling the calculation amount, we design a classification network based on Inception architecture. As shown in Fig. 4 , the network 1 and the network 3 form a DCNN classifier. We adopt Inception architecture to increase network depth, extract features from different scales simultaneously, and finally improve network classification performance.
1) INCEPTION ARCHITECTURE
The Inception network is a convolutional neural network module proposed in the GoogLeNet network [17] . Compared with the traditional convolutional neural network module, it not only has a small amount of parameters but also enhances the expression ability of the neural network. However, in the original model of Inception architecture, the number of large-size filters is the same as the number of input images. The calculation may explode after several stages.
Then Inception v1 structure is proposed [17] . This structure makes good use of 1×1 convolutional layers to achieve the purpose of dimensionality reduction, and 1×1 convolutional layers also increase the depth of the network. Later, Inception v2 [18] and Inception v3 [19] were proposed to reduce the amount of computation and improve network performance. Fig. 5 shows the network structure of Inception v1, Inception v2 and Inception v3. We will also design a classification network based on these three basic Inception modules. 
2) DESIGN OF THE PROPOSED DEEP CONVOLUTIONAL NEURAL NETWORK
Considering the classification requirements of TFIs, we design a DCNN based on Inception architecture. The bottom layer still uses the convolution layer, and the higher layers use the Inception module. Such a network structure is more conducive to feature extraction and classification [17] . In addition, if Inception v3 is used in medium-sized feature maps, it will be more beneficial to feature extraction [19] . So as shown in Fig. 4 , we take the processed TFIs as the input of the DCNN, and then network extracts feature through a convolution layer, an Inception v1 module, two Inception v2 modules and two Inception v3 modules. The detailed parameters of the CDAE-DCNN are shown in the appendix. In order to shorten the network training time, the batch normalization (BN) layer is added behind each convolutional layer [18] . Since we are designing a large network based on Inception modules, we add max-pooling after each Inception v2 and Inception v3. This operation can halve the resolution of the network and control the number of parameters [17] . Dropout is used in the fully connected layer of the classification network to avoid overfitting [20] . The fully connected layer output is a vector containing 12 values. We will get the corresponding probability of 12 results through Softmax, and finally, complete the recognition according to the probability. It should be emphasized that in order to ensure that the network drawn is clear, the BN layer behind each convolution layer is not specifically marked.
C. DETAIL PROCESS OF THE APPROACH
The process of the approach is described in detail below.
Step 1: CTFD is used to convert radar signals into TFIs, and the size of the TFI is 1024×1024.
Step 2: The TFI is resized to 64×64 by bilinear interpolation and the amplitude normalization.
Step 3: The pre-processed TFI is used to create training sets and test sets. The DCNN training process consists of two major parts.
First, we corrupt images with additive white Gaussian noise of various standard deviations, the CDAE model is trained for each noise level and the network 1 parameters are saved after training.
It should be noted that when in the real-world combat environment, we may not be able to obtain the TFI of the original (clean) signal, it is possible to acquire the final training set by collecting the signal with a higher signal-to-noise ratio and adding noise to the collected signal.
Second, the training set is used to train the DCNN composed of network 1 and network 3, the network 1 and 3 parameters are saved after training.
Step 4: The unknown radar signal is processed in steps 1 and 2 as the input image of the trained DCNN. Finally, the radar intra pulse modulation type can be identified.
V. SIMULATION RESULTS AND ANALYSIS
In this part, we create TFIs' database consisting of 12 radar signals, including LFM, SFM, 2FSK, 4FSK, DLFM, EQFM, MLFM, BPSK, Frank, MP, LFM-BPSK, and 2FSK-BPSK. In order to get closer to the real-world combat environment, Gaussian white noise is added to the signal. In order to test the generalization ability of the approach, the parameters of each signal are generated randomly within a certain range. The signal length is N = 1024. The parameters of the twelve signals are shown in Table 1 .
When we make the training set, 200 samples are randomly generated from each signal at the same SNR condition and the SNR will increase from −10 dB to 10 dB at a step of 1 dB. The training set contains 50,400 samples. When we make the testing set, 200 samples are randomly generated from each signal at the same SNR condition and the SNR will increase from −15 dB to 0 dB at a step of 1 dB. The test set contains 38400 samples.
A. THE PSR OF THE PROPOSED APPROACH
In order to better illustrate the performance of the CDAE-DCNN in this paper, the radar signal intra-pulse modulation recognition method based on CNN (IMRCNN) in [8] is compared with CDAE-DCNN in this paper. Fig. 6 shows the relation curve between the average PSR of the two approaches and the SNR. As can be seen from the figure, as the SNR decreases, the PSR will also decreases, especially at low SNR, but overall, the downward trend of CDAE-DCNN is slower. As illustrated, the CDAE-DCNN still has an outstanding performance at low SNR. When SNR is −10 dB, the average PSR of IMRCNN is less than 50%, while the average PSR of CDAE-DCNN can still reach 90%. According to Fig. 7 , we can know the recognition performance of each method for each signal. As show in Fig. 7 , the recognition performance of CDAE-DCNN is better than IMRCNN in [8] for 12 radar signals in the same low SNR condition. When the SNR is −9 dB, the approach of [8] can hardly recognize 12 radar signals, the PSR of CDAE-DCNN is over 90% for each signal. When SNR is −10 dB, CDAE-DCNN can achieve a PSR of over 90% except for EQFM signal, LFM signal, BPSK signal and Frank signal, and the PSR of Frank signal is the lowest, but also reaches 78%. Therefore, the approach has strong anti-noise ability. The pre-training of CDAE and the powerful feature extraction capability of the Inception module are important reasons for the excellent classification performance of this approach.
B. THE CALCULATIONS OF THE PROPOSED APPROACH
From the perspective of the calculation, the network of this method has 23 layers, which is much deeper than the IMRCNN in [8] , excluding the four deconvolution layers used in pre-training, as shown in Table 2 , the parameters of the DCNN of the approach are about 200,000, and the classification network parameters in [8] are about 2 million. The number of classification network layers we designed is increased and the parameters are greatly reduced. In addition, from the structure of the two methods, CDAE-DCNN does not need the filtering and binarization part of the IMRCNN method, so the TFI preprocessing operation is simplified, and more image information is retained. CDAE-DCNN will also have wider application prospects due to its low complexity operations.
C. THE EFFECTS OF CDAE
In order to analyze the influence of CDAE network on the PSR of the approach, we have a test between a classification network with CDAE and a classification network without CDAE. Fig. 8 shows that when the SNR< −6 dB, the average PSR of the classification network pre-trained by CDAE is higher than the average PSR of the classification network directly trained. When the SNR is −10 dB, the average PSR of the classification network with the pre-training of CDAE reaches 90%, while the classification network without CDAE is only 80%. It indicates that the pre-training with CDAE can improve the performance of the classification network. Fig. 9 shows the comparison of TFIs of SFM signal before and after processing by CDAE network when the SNR is −9 dB. It can be seen that the original TFI of the SFM signal is seriously polluted by noise, and the signal feature is not clear. After the CDAE processing, signal information contained in the details of the image is reconstructed, the background noise almost disappears and the signal feature is obvious. So CDAE can help extract robust features of TFIs, especially at low SNR, and ultimately improve the noise immunity of this method. 
VI. CONCLUSION
In this paper, a radar intra-pulse modulation recognition approach based on CDAE and DCNN is proposed.
The CDAE network is designed to remove the noise of the time-frequency image and reconstruct the energy distribution information of the original signal, thereby improving the PSR of the classification network at a low SNR. The DCNN based on Inception architecture has good classification performance while avoiding computational explosions. Finally, the CDAE-DCNN can identify twelve kinds of radar signals and the overall PSR is over 95%, and the PSR of each signal exceeds 90% when the SNR is −9 dB. And it has strong anti-noise performance and generalization ability. In addition, it has fewer parameters than the traditional LetNet-5 structure and saves computing resources. Therefore, the CDAE-DCNN can be widely used in electronic reconnaissance, electronic intelligence, and other fields.
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