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Geometry and Conservation Laws for a Class of
Second-Order Parabolic Equations I: Geometry
Benjamin B. McMillan
Abstract
I consider the geometry of the general class of scalar 2nd-order differential
equations with parabolic symbol, including non-evolutionary parabolic equations.
After defining the appropriate G-structure to model parabolic equations, I apply
Cartan techniques to determine local geometric invariants up to contact transfor-
mations (generalized change of variables). One family of invariants determines
when a parabolic equation has a deprolongation to an equation of Monge-Ampe`re
type. A second family of invariants determines when a parabolic equation has a
local choice of coordinates putting it in evolutionary form.
Beyond intrinsic interest, these results are applied in a follow up paper on the
conservation laws of parabolic equations. It is shown there that conservation laws
for any evolutionary parabolic equation depend on at most second derivatives of
solutions (thus excluding any sort of KdV phenomena for evolutionary parabolics)
and the corollary, the only evolutionary parabolic equations with at least one non-
trivial conservation law are of Monge-Ampe`re type or in a possible exceptional
family that is ‘nearly’-Monge-Ampe`re.
Introduction
0.1. Geometry The goal of this paper is to study the geometry of differential equa-
tions of parabolic type. I define parabolic systems—exterior differ-
ential systems that are (locally) equivalent to parabolic scalar PDE—in arbitrarilymany
variables, and make progress on their equivalence problem. The intention is to further
our understanding of the geometry of parabolic equations, so as to provide insight into
their structure. For example, in a follow up to this paper, the geometric understanding
developed here is applied to show some quite general results on the conservation laws
of parabolic equations.
The primary tool used here is Cartan’s method of equivalence, a general approach
to solving the equivalence problem for geometric structures. If one is handed a class of
geometric structure on real-analytic manifolds (eg. Riemannian, almost complex, CR),
the equivalence method prescribes how to classify the local invariants of the geometry,
which are special functions that distinguish non-isomorphic structures (eg. Riemannian
curvature, the Nijenhuis tensor, the Levi form, respectively). Two good references, full
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of examples, are Gardner’sMethod of Equivalence and its Applications [6] and Bryant,
Griffiths and Grossman’s excellent Exterior Differential Systems and Euler-Lagrange
Partial Differential Equations [3]. It is worth noting that the primary tool used to clas-
sify these invariants is Cartan-Ka¨hler Theory, which depends on real analyticity. How-
ever, the real-analytic invariants so developed describe smooth invariants as well.
As always in Cartan problems, there is a Lie group associated to the geometry
of parabolic equations. The Lie algebra of this group controls the invariants, via the
cohomology of the Spencer complex associated to the Lie algebra. A secondary tool
used here is the real representation theory of this group, and in particular of its subgroup
SO(n), where n + 1 is the number of independent variables in the given parabolic
equation. The representation theory serves to organize and simplify, allowing for proofs
in arbitrarily many dimensions where otherwise the calculations would get out of hand.
To treat differential equations as geometric objects, I consider them as exterior
differential systems:
Definition 0.1. An exterior differential system (M, I) is a smooth manifoldM and a
graded, differentially closed ideal I in Ω∗(M).
A submanifold ι : Σ →֒M is an integral manifold of (M, I) if the pullback ι∗ I
is identically zero, or equivalently, if φ|TxΣ = 0 for all φ ∈ I and x ∈ Σ.
An integral element at a point x ∈M is a subspaceE ⊂ TxM for which φ|E = 0
for all φ ∈ I .
Every sufficiently non-degenerate system of partial differential equations corre-
sponds naturally to an exterior differential system. Furthermore, under this correspon-
dence, the graphs of solutions to a PDE are naturally identified with integral submani-
folds of the associated EDS. Typically, for a PDE in n variables, the associated exterior
differential system will have dimension much higher than n, while integral manifolds
are n-dimensional.
Very briefly, the correspondence is given by sending a sufficiently non-degenerate
differential equation of order k, on Rs-valued functions u of n independent variables
xa,
F
(
xa, u,
∂u
∂xa
,
∂2u
∂xa∂xb
, . . .
)
= 0, (0.1)
to the submanifold
M = F−1(0) ⊂ Jk(Rn,Rs),
where is F considered as a function on the jet space Jk(Rn,Rs). The jet space has
a canonical Pfaffian ideal C, and denoting by I the pullback of C to M , the exterior
differential system (M, I) has integral submanifolds that correspond to the graphs of
solutions to F . (To be precise, the n-dimensional integral submanifolds that submerse
onto Rn are locally the graphs of solutions.)
Exterior differential systems form a category, where a morphism from (M, I) to
(M ′, I ′) is a smooth map f : M →M ′ that pulls back I ′ to a subset of I. Within this
category, an integralmanifoldΣ of (M, I) is simply an EDS-embeddingϕ : (Σ, {0})→
2
(M, I). It is occasionally useful to drop the condition that integral manifolds are em-
beddings. Then morphisms are characterized by the condition that they push forward
solutions of (M, I) to solutions of (M ′, I ′). The isomorphisms in this category are
exactly the maps that preserve the structure of solutions.
Definition 0.2. An equivalence of exterior differential systems (M, I) and (M ′, I ′) is
a diffeomorphism f : M →M ′ for which f∗ I ′ = I .
One class of example of EDS equivalences is given by the point transforma-
tions—equivalences induced by changes of variables of a PDE. More precisely, a
change of coordinates
xi, ua −−−→ x˜i(xi), u˜a(xi, ua)
transforms F as in equation (0.1) into a new equation F˜ . Then the following diagram
is functorial:
F (xi, ua, ∂u
a
∂xi
, ∂
2ua
∂xi∂xj
, . . .) = 0 (M, I)
F˜ (x˜i, u˜a, ∂u˜
a
∂x˜i
, ∂
2u˜a
∂x˜i∂x˜j
, . . .) = 0 (M˜, I˜)
EDS functor
Change of Variables EDS equivalence
EDS functor
A change of variables on the left takes any solution of F to one of F˜ and the corre-
sponding EDS equivalence maps the graph of the solution to F to the graph of the
solution of F˜ .
Not all EDS equivalences come from point transformations. For example, con-
sider the map from J1(Rn,R) ∼= Rn×R×Rn to itself given in coordinates by
ϕ(xi, u, pi) = (pi, x
ipi − u, x
i).
It is straightforward to check that ϕ pulls back the contact ideal C = {du−pi dx
i}
to itself, and so induces an EDS automorphism of (J1(Rn,R), C). As a consequence,
ϕ induces a morphism from any 1st-order PDE to a new exterior differential system
in such a way that solutions are taken to solutions. For example, ϕ takes the EDS
induced by the equation ∂u
∂xi
∂u
∂xi
= x1 to the EDS induced by the equation
∂u
∂x1
= xixi.
Solutions to the second equation can be pushed forward by ϕ−1 to give solutions to
the first. Since this transformation switches position and derivative variables, it cannot
come from any point transformation.
This example also demonstrates that linearity of PDE is not preserved by EDS
transformations. In the category of exterior differential systems, an equation can at
best be said to be linearizable. Note that this is not a defect of EDS equivalences: the
same holds for more classical changes of variable, such as point transformations.
Now consider the following.
Question 0.3. When are two partial differential equationsF and F˜ related by a change
of variables?
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The correspondence between PDEs and EDSs suggests the following more geo-
metric question, whose answer essentially answers Question 0.3.
Question 0.4. When are two given exterior differential systems related by an EDS
equivalence?
The ideal I is extra geometric structure on M that encodes the structure of so-
lutions, so study of the geometry of (M, I) provides insight into this question. This is
where the method of equivalence comes in, providing invariants that can distinguish
between exterior differential systems. But knowledge of the geometry of a differential
equation also informs our understanding of the solutions of the differential equation.
Bryant, Griffiths and Hsu give a good general overview of this philosophy in the mono-
graph Toward a Geometry of Differential Equations, [4].
The symbol of a differential equation is a well known example of this. For exam-
ple, in studying the geometry of the EDS (M, I) associated to a (non-linear) second-
order differential equation, the first invariant one finds is the geometric principal sym-
bol, which can locally be given by a symmetric-matrix valued function on M . The
signature of this symbol matrix controls the behaviour of solutions, as is well known
for the classical division common of linear second-order equations into elliptic, hyper-
bolic and parabolic classes.
In this paper I provide some answers to Question 0.4 in the specific case of sys-
tems arising from scalar parabolic equations. I begin by studying the most general class
of scalar 2nd-order equations that could fairly be called parabolic: the class of PDE for
R-valued u given by a single equation of the form
F
(
xa, u,
∂u
∂xa
,
∂2u
∂xa∂xb
)
= 0 a, b = 0, . . . n (0.2)
whose geometric principal symbol is positive semi-definite with 1-dimensional kernel.
In more concrete terms, a PDE such as Equation 0.2 is weakly parabolic if its lineariza-
tion at any 2-jet of a solution is parabolic in the classical sense. If a parabolic equation
is furthermore evolutionary, i.e. of the form
∂u
∂x0
= F
(
x0, xi, u,
∂u
∂xi
,
∂2u
∂xi∂xj
)
i, j = 1, . . . n, (0.3)
then it is strongly parabolic or evolutionary parabolic.
In Section 1, I define parabolic systems, which are the class of exterior differential
systems that model weakly parabolic equations. These look pointwise like the exterior
differential system modelling the heat equation
∂u
∂x0
=
n∑
i=1
∂2u
∂xi∂xi
,
but are typically more ‘curved.’
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The generic weakly parabolic equation is neither linear, nor evolutionary, for any
choice of coordinates, even locally, and the definition of a parabolic system reflects this
generality. This generality is a geometrically natural place to start, and then the classical
cases are picked out in a geometric manner, depending on the values of certain local
invariants.
Examples of parabolic systems include those arising from evolutionary parabolic
equations, both linear and non-linear. Another class of examples is given by scalar
parabolic geometric flows, such as the mean curvature flow. The mean curvature flow
as a parabolic system is worked out in detail in Example 1.6.
Another interesting family of examples is the parabolic Monge-Ampe`re equa-
tions. In fact, the invariants developed here show that if one takes seriously the idea of
exploring the geometry of 2nd-order PDE, then one is naturally led to Monge-Ampe`re
equations as a geometrically privileged subclass.
In Section 2, I set up the equivalence problem for parabolic systems. This involves
defining the G-structure associated to a given parabolic system, which is a principle
G-bundle whose sections are the coframings that are adapted to the geometry of the
parabolic system. On this bundle, there are tautological forms, the derivative of which
have torsion. This torsion contains obstructions to finding a geometry preserving map
to the flat model. But by the usual yoga of equivalence problems, Cartan’s technique of
the graph upgrades these obstructions to local geometric invariants. As always, it is an
interesting problem to pick out the geometrically interesting pieces of this torsion, and
to understand what they say of the geometry.
In Section 3, I begin tackling the equivalence problem. The first invariants one
finds are theMonge-Ampe`re invariants. These have been introduced for parabolic equa-
tions in 2 and 3 variables by Bryant & Griffiths ([5]) and Clelland ([8]) respectively.
Generalizing their work, I show in Theorem 4.5 that a given parabolic equation in any
number of variables is a Monge-Ampe`re equation if and only if its Monge-Ampe`re
invariants vanish. In more than 3 dimensions, the representation theory begins to pay
off. Indeed, it helps to divide the Monge-Ampe`re invariants into two families (primary
and secondary), and splits each into a sequence of SO(n)-representation valued func-
tions. Finally, there is a tertiary scalar Monge-Ampe`re invariant, which is an R-valued
function.
In Section 4, I recall the class of exterior differential systems that model Monge-
Ampe`re equations and develop their geometry enough to prove Theorem 4.5. It is worth
noting that the geometry leads to a rather general notion of Monge-Ampe`re equation: a
second order differential equation for one function of n+1 variables isMonge-Ampe`re
if it is quasi-linear in the minor-determinants of the Hessian, which is to say that it can
be written in the form
F
(
xa, u,
∂u
∂xa
,
∂2u
∂xa∂xb
)
=
∑
|I|=|J|
AI,J
(
xa, u,
∂u
∂xa
)
HI,J = 0, (0.4)
where the I, J range over subsets of {0, . . . , n} and HI,J stands for the minor deter-
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minant of the hessian matrix
H =
(
∂2u
∂xa∂xb
)
with rows I and columns J deleted.
Many of the well known examples of Monge-Ampe`re equations are treated as
elliptic equations, but this is typically achieved by adding a convexity condition to re-
strict attention to solutions at which the equation has elliptic linearization. This is not a
problem in the elliptic case, because ellipticity is an open condition. On the other hand,
having parabolic symbol type is a closed condition, so this approach will not work here.
Instead, it is useful to introduce the class of Monge-Ampe`re equations where symbol
type is defined independently of solutions.
To this end, I introduce linear-type Monge-Ampe`re systems, which are exactly
the Monge-Ampe`re systems whose symbol depends on at most 1-jets of solutions (as
opposed to on 2-jets for genericMonge-Ampe`res). These correspond to a geometrically
natural subclass of Monge-Ampe`re equations, and have a correspondingly geometric
characterization, which I work out.
Although their definition was only necessitated by considerations of parabolic
symbol type, linear type Monge-Ampe`re equations should be of interest even in the
theory of elliptic and hyperbolic equations. They contain a natural class of non-linear
2nd-order equationswhich nonetheless have symbol defined independently of solutions.
Furthermore, while the linearity of a PDE is not invariant under changes of variables,
any linearizable Monge-Ampe`re equation is manifestly of linear type. Consequently,
linear type Monge-Ampe`re equations may be considered as a relatively small invariant
family of equations containing the linearizable 2nd-order equations.
In Section 5, I introduce another family of invariants that arise naturally in parabolic
equations, the extended Goursat invariants. These are so named because they contain
the invariant introduced by Goursat to measure the sub-principal symbol of parabolic
equations. The rest of the extended Goursat invariants are new, as they can only be
non-zero for parabolic equations in 3 or more variables. Geometrically, they provide
an obstruction to the possibility of finding coordinates putting a given parabolic equa-
tion in evolutionary form. Indeed, it is shown in Theorem 5.2 that the primary Goursat
invariants of a parabolic equation vanish if and only if it can be put in evolutionary
form.
The proof showsmore. Any parabolic system has a globally defined characteristic
distribution, which is generically not Frobenius. On the other hand, for an evolution-
ary parabolic equation, the characteristic distribution is given as the tangent planes to
the foliation by ‘constant time’ slices. The extended Goursat invariant is most natu-
rally thought of as the obstruction to the Frobenius integrability of this characteristic
distribution.
Given an arbitrary parabolic equation, if its extended Goursat invariants vanish,
then the characteristic distribution is Frobenius. Consequently, in a neighborhood of
any point, the characteristic distribution is defined as the level set of a function x0. The
main part of the proof of Theorem 5.2 then shows that this x0 extends to a choice of
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coordinates adapted to the parabolic equation and for which x0 is the ‘time’ direction,
so that the equation has been put into evolutionary form.
0.2. Conservation Laws The results of this paper are used in a follow up paper, [7],
where I prove several general results on the conservation
laws of parabolic scalar equations.
For general scalar parabolic equations, the tools of [5] allow me to compute the
linear approximation of the characteristic cohomology. This provides a first approxi-
mation to the space of conservation laws and also helps define the auxilliary differential
equation whose solutions are in bijection with conservation laws.
It is not easy to solve the auxilliary equation for a generic parabolic equation, but
the situation is much better for evolutionary parabolic equations. The vanishing of the
extended Goursat invariants provides more precise control on the structure equations
of the corresponding exterior differential systems, and these refined structure equations
allow one to begin proving things. The proof of the following theorem relies on the fact
that the extended Goursat invariants vanish for an evolutionary parablic system.
Theorem 0.5. Any conservation law for any evolutionary parabolic equation depends
on at most second derivatives of solutions.
Analogues of this Theorem were proved in 2 variables by Bryant & Griffiths [5]
and in 3 variables by Clelland [8]. The Theorem shows that there can be no KdV type
phenomenon for evolutionary parabolic equations—there are no hierarchies of conser-
vation laws depending on increasing numbers of derivatives of solutions. An interesting
phenomenon in its own right, this result means that the problem of classifying conser-
vation laws for evolutionary parabolic equations is far more tractable than for general
PDE.
From Theorem 0.5, it is a quick corollary that the existence of even a single non-
trivial conservation law puts strong constraint on the geometry:
Corollary 0.6. Given an evolutionary parabolic equation with a non-trivial conser-
vation law, in any neighborhood where the conservation law is not zero, the Monge-
Ampe`re invariants vanish identically (with one small possible exception). Consequently,
in this neighborhood, the equation is of Monge-Ampe`re type, or possibly in an excep-
tional family that is “nearly”-Monge-Ampe`re.
The possible exceptional Monge-Ampe`re invariants take values in a single irre-
ducible representation of SO(n). This representation vanishes for parabolics in 2 or 3
variables, merely for low dimensional reasons. As such, Bryant & Griffiths and Clel-
land were able to show that in 2 and 3 variables (respectively), a single non-trivial con-
servation law implies Monge-Ampe`re type. However, this new phenomenon in higher
variables may prove to be illusory, as it has not been established that any examples of
nearly-Monge-Ampe`re parabolic equations with conservation laws exist.
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1 Parabolic Systems
1.1. Definition and Examples The main object studied in this paper are parabolic
systems, which are the exterior differential systems
associated to 2nd-order scalar parabolic differential equations.
Definition 1.1. A (weakly) parabolic system in n+ 1 variables is a
2n+ 2 + (n+ 1)(n+ 2)/2
dimensional1 exterior differential system (M, I) such that any point has a neighbor-
hood equipped with a spanning set of 1-forms
θ
∅
, θa, ω
a, πab = πba a, b = 0, . . . n (1.1)
that satisfy:
1. The forms θ
∅
, θa generate I as a differential ideal.
2. The structure equations
dθ
∅
≡
n∑
a=0
−θa ∧ω
a
(
mod θ
∅
)
dθa ≡
n∑
b=0
−πab ∧ω
b
(
mod θ
∅
, θb
)
a, b = 0, . . . , n.
3. The parabolic symbol relation
n∑
i=1
πii ≡ 0
(
mod θ
∅
, θa, ω
a
)
a = 0, . . . , n.
Any such (extended) coframing of (M, I) is called 0-adapted.
Remark 1.2. These exterior differential systems model scalar, parabolic, 2nd-order
PDE. The first two conditions exhibit (M, I) as locally equivalent to a 2nd-order dif-
ferential equation. The third condition shows that the principal symbol is everywhere
parabolic.
Parabolic systems are Pfaffian systems, see for example [2], chapter IV. Several
of the results there are invaluable in the following.
Remark 1.3. The existence (or not) of an extended 0-adapted coframing near a point
of M is determined entirely by the structure of the ideal I . If they exist, 0-adapted
coframings are compatible with the geometry of the parabolic system (M, I).
1This is 1 less than the dimension of J2(Rn+1,R), corresponding to the fact that a parabolic equation is
defined by a single differential relation on J2(Rn+1,R).
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Note that the forms in Equation 1.1 are not independent, so do not quite define a
coframing onM . One can choose an independent subset of the forms to get a cofram-
ing, but there is no geometrically privileged choice. For this reason, it is convenient to
work with the extended coframing of Equation 1.1.
It will be also be useful to define a G-structure B0 onM whose local sections are
0-adapted coframings. In fact, for a particular Lie group G0 defined below, the space
of parabolic structure I onM is equivalent to the space of G0-structures that satisfy a
further torsion condition. This is done in Section 2.1.
Example 1.4 (Jet formulation of a parabolic equation). Consider the 2-jet bundle J2 =
J2(Rn+1,R) over Rn+1, with jet-coordinates xa, u, pa, and pab = pba, where the
pa correspond to the first derivatives of u with respect to x
a and pab to the second
derivatives. These coordinates may be used to define the contact forms2
θˆ∅ = du− pa dx
a
θˆa = dpa − pab dx
b,
as well as the canonical contact ideal
C = {θˆ∅, θˆa}EDS = {θˆ∅, θˆa, dθˆ∅, dθˆa}
on J2. The pair (J2, C) is an exterior differential system3.
An (n + 1)-dimensional submanifold Σ of J2 is locally the 2-jet graph of a
function u if and only if
1. the ‘independence condition’ dx0∧ . . .∧ dxn is nonzero when pulled back to Σ
and
2. Σ is an integral manifold of (J2, C)
This fact allows one to represent any second order differential equation as an exterior
differential system (M, I). A given non-degenerate 2nd order PDE
F
(
xa, u,
∂u
∂xa
,
∂2u
∂xa∂xb
)
= 0 a, b = 0, . . . n (1.2)
defines a function on J2, andM is the zero locus
M = F−1(0).
2These are not contact forms in the sense of contact geometry, in which a contact form defines a totally
non-integrable hyperplane distribution. However, the concepts are related. In particular, the form θˆ∅ can be
defined on the space of 1-jets, where it does define a maximally non-integrable distribution.
3The geometric structure of this EDS is independent of the choice of coordinates on J2 made above. In
fact, C can be defined intrinsically: Let Cx ⊂ Tx(J2) be the subspace spanned by the tangent planes of all
2-jet graphs which pass through x ∈ J2. This defines the n+n(n+1)/2 dimmensional contact distribution
C on J2, and C is the differential ideal generated by C⊥ ⊂ Ω1(M).
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Then I is the pullback of C to M . By construction, integral manifolds of (M, I) for
which
dx0 ∧ . . . ∧ dxn|Σ 6= 0
are in local bijection with the 2-jet graphs of solutions to F .
If F is a parabolic equation, then the EDS (M, I) is a parabolic system. This can
be seen by first noting that the coframing4
θˆ∅, θˆa, ωˆ
a = dxa, πˆab = dpab (1.3)
ofM is partially adapted to I, in that
I = {θˆ∅, θˆa},
and conditions 1 and 2 of Definition 1.1 hold. Now, for anyGL(Rn+1)-valued function
(Bab ) onM , the coframing
θ
∅
= θˆ∅
θa = B
b
aθˆb
ωa = t(B−1)ab ωˆ
b
πab = B
c
aπˆcdB
d
b
will also satisfy conditions 1 and 2. On the other hand, there is a non-trivial relation
0 = dF ≡
∂F
∂pab
dpab
(
mod θ
∅
, θa, ω
a
)
,
onM . By definition, F is parabolic when the ‘symbol’ matrix
(
∂F
∂pab
)
is positive semi-
definite. In this case, an appropriate choice for Bab will diagonalize the symbol as in
condition 3 of Definition 1.1. Thus we have a coframing ofM that satisfies conditions
1, 2, and 3.
Any small enough neighborhood of a parabolic system is EDS equivalent to one
equipped with such an embedding into J2. See [2] Theorem 5.10 for example, or the
proof of Theorem 5.2 for details. However, there are parabolic systems which don’t
have a global embedding into J2, such as the Mean Curvature Flow, taken up in Exam-
ple 1.6.
Example 1.5 (Heat equation). Consider the heat equation
∂u
∂x0
=
n∑
i=1
∂2u
∂xi∂xi
and the corresponding exterior differential systemM , given by the submanifold {p0 =
pii} of J
2(Rn+1,R). The coframing given in Equation 1.3 already restricts to a 0-
adapted extended coframing ofM .
4Omitting pullbacks from the notation, which will be done without further comment.
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On the other hand, the degenerate form of this equation,
0 =
n∑
i=1
∂2u
∂xi∂xi
,
has parabolic principal symbol, but the sub-principal symbol is trivial in the charac-
teristic direction. It will be shown in Section 5 that such degenerate equations can be
ruled out geometrically using the Goursat invariant.
Example 1.6 (Mean Curvature Flow). Fix an n-dimensional manifoldN . A family
u : N × R→ En+1
of immersions of N into Euclidean space, paramaterized by t ∈ R, satisfies mean
curvature flow if for each t and each point x ∈ N ,
∂u
∂t
(x, t) · nˆ = H,
where H is the mean curvature of N at u(x, t) and nˆ the unit normal. I now describe
an exterior differential system whose integral manifolds are equivalent to solutions of
the mean curvature flow. This system is equivalant to a parabolic system after certain
symmetries (technically: Cauchy characteristic directions) are taken into account.
Let
M = R×F(En+1)× S2(Rn+1),
where F(En+1) is the bundle of orthonormal coframes of En+1 and S2(Rn+1) is the
symmetric square. Denote by t the projection ofM onto the first factor and h = (hab)
the projection onto the last factor. Further, let
H =
n∑
i=1
hii
denote the partial trace of h. Since En+1 is a space form, F(En+1) may be identified
with the Lie group Rn+1⋊SO(n + 1) of Euclidean motions. The components of the
Maurer-Cartan form on SO(n+1) extend the tautological form η = (ηa) of F(En+1)
to a unique Rn+1⋊so(n+ 1)-valued coframing ηa, ηab = −ηba so that
dηa = −ηab ∧ ηb dηab = −ηac ∧ ηcb.
These can be used to define a partial coframing ofM :
θ
∅
= η0 −Hdt
θ0 = dH − h0iη
i − h00 dt θi = η
0i − hijη
j − h0i dt
ω0 = dt ωi = ηi
πij = dhij − hikη
kj − hjkη
ki −Hhikhkj dt
π0i = dh0i − h0jη
ji −Hhijh0j dt
π00 = dh00
(1.4)
11
Let I be the ideal generated by θ
∅
, θa.
Consider a solution manifold Σ of the exterior differential system (M, I) for
which the form ω0∧ . . . ∧ωn does not vanish. In particular, ω0 is not zero on Σ, so each
point is contained in a small neighborhood foliated by diffeomorphic level surfaces of
t. Without loss of generality then, suppose that
Σ = (−1, 1)×N ⊂M,
and let
Σt := Σ ∩ {t = const.} ∼= N.
Both θ
∅
and dt vanish on a given Σt, so the form η
0 pulls back to zero on Σt
as well. Therefore, for each x ∈ Σt, the tautological coframing η
0, . . . , ηn of En+1 is
adapted to Σt, in that
η0
∣∣
TxΣt
= 0 and η0(nˆ) = 1.
Since
0 = dη0 = −η0i ∧ ηi
on Σt, Cartan’s lemma implies that there is a S
2(Rn)-valued function (h˜ij) so that
η0i = h˜ijη
j .
The function (h˜ij) is the second fundamental form of Σt in the orthonormal coframing
ηi. On the other hand, the θi vanish onΣt, so the value of hij at each point ofΣt agrees
with h˜ij . In particular,H restricts to the mean curvature function on Σt. Thus, for any
parameterization u of Σ,
∂u
∂t
(x) · nˆ = η0
(
∂u
∂t
(x)
)
= Hdt
(
∂u
∂t
(x)
)
= H,
and the manifolds Σt satisfy mean curvature flow.
Conversely, given a solution Nt to the Mean Curvature Flow, and a fixed or-
thonormal coframing of N , the graph of Nt in E
n+1 has a unique lift to an integral
manifold of (M, I).
The Coframing (1.4) has been chosen so that
dθ
∅
≡ −θa ∧ω
a
(
mod θ
∅
)
dθa ≡ −πab ∧ω
a
(
mod θ
∅
, θa
)
.
These structure equations show that the Cartan system of I is given by
J = {θ
∅
, θa, ω
a, πab}.
It follows from the theory of Cauchy characteristics (see, for example, [2] Chapter 2.2)
that:
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1. The ideal J is Frobenius.
2. In any small neighborhood of M for which the leaf space is a manifold M ′,
there is an ideal I ′ on M ′ that pulls back to I. In other words, the quotient
map q : (M, I) → (M ′, I ′) is an EDS morphism (so pushes solutions down to
solutions).
3. For an integral manifold Σ ∈ M ′, the inverse image q−1(Σ) is an integral man-
ifold of M . This defines a bijection between maximal integral manifolds in M
andM ′.
The kernel of J is the space of Cauchy characteristic directions, in that any max-
imal integral manifold will contain them in its tangent sub-bundle. The map q quotients
down these irrelevant directions.
Finally, it is clear from the Coframing (1.4) thatM ′ is a parabolic system.
1.2. Independence Conditions for Parabolic Systems As demonstrated by the ex-
amples, it is often useful to
restrict attention to integral manifolds satisfying a given transversality condition. This
is clearest for integral manifolds described in example 1.4, where integral manifolds for
which dx0∧ . . . ∧ dxn 6= 0 are in bijection with classical solutions of the given PDE.
There are integral manifolds that don’t satisfy this condition, corresponding to gener-
alized solutions. These are also of interest, but it is clearly important to distinguish the
two classes.
The condition that the form dx1∧ . . . ∧ dxn restrict to be non-zero is appropri-
ately generalized in the following definition. For clarity, consider an EDS (M, I) that
satisfies the constant rank condition that the degree 1 grade of I,
I1 = I ∩Ω1(M),
has constant rank s. This assumption typically holds in examples of interest, including
parabolic systems.
Definition 1.7. An independence condition for (M, I) is a locally free C∞ (M)-
submodule J in Ω1(M) of rank n + s so that (i) I1 ⊂ J and (ii) J has everwhere a
local basis
θ1, . . . , θs, ω
1, . . . , ωn
for which
I1 = {θ1, . . . , θs} and ω
1
∧ . . . ∧ωn 6∈ I .
An n-dimensional integral manifoldΣ ofM satisfies the independence condition
if J |Σ has rank n, or equivalently, if
ω1 ∧ . . . ∧ωn|Σ 6= 0
everywhere.
A solution manifold is an integral manifold that satisfies a given independence
condition, in accordance with Example 1.4.
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Parabolic systems have a natural choice of independence condition, given by the
Cauchy system of θ
∅
. It follows immediately from the structure equations that the
Cauchy system of θ
∅
is given by the ideal
J = {θ
∅
, θa, ω
a}alg.
By the general theory of Cauchy systems, the ideal J is Frobenius.
2 The Equivalence Problem for Parabolic Systems
2.1. G0-structures; Intrinsic definition of parabolic systems I now turn to the de-
scription of the G0-
structure of a parabolic system.
Let
V˜ = R⊕W ⊕W∨ ⊕ S2W,
whereW = R⊕Rn and consider the subspace
V = R⊕W ⊕W∨ ⊕ (S2W )0,
where
(S2W )0 = R⊕R
n⊕ S20R
n
is the “spatially-traceless” symmetric product ofW . It is clear that a 0-adapted cofram-
ing on M may be considered as a coframing on M with values in V˜ . Furthermore, at
each point x ofM , the image of TxM is V .
One may check that any two 0-adapted coframes at a point of M differ by the
action of a matrix g ∈ GL(V˜ ) of the form

k∅ 0 0 0
~k B 0 0
∗ tB−1S k∅
tB−1 0
∗ D BT CB/k∅

 (2.1)
for which
k∅ ∈ R
×, ~k = (ka) ∈W
B =
(
B00 B
i
0
0 bB′
)
∈
(
R
× t(Rn)
0 CO(n)
)
⊂ GL(W ) b ∈ R×, B′ ∈ SO(n).
S =
(
S00 S0j
S0j Sij
)
∈ S2W ⊂ Hom(W∨,W ),
D ∈ Hom(S2W,W ),
T ∈ S3W∨ ⊂ Hom(S2W,W∨),
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and finally, the matrix CB is induced by conjugate transpose action of B on S
2W , so
that
CB(v ◦ w) = Bv ◦Bw ∀v, w ∈ W.
The components labeled with a ∗ are unrestricted.
Let G0 be the subgroup of matrices in GL(V ) of this form. The canonical repre-
sentation ofG0 on V˜ contains V as a subresentation, so we may consider the V -valued
coframe bundle F(M) overM , whose fiber at each x ∈M consists of all of the linear
isomorphisms
u : TxM −−−→ V.
Then each 0-adapted coframing of M gives a local section of F(M). The set of
coframes in F(M) that come from 0-adapted coframings defines a G0-structure B0
onM—a G0-principal subbundle of the coframe bundle.
The block solvable structure of G0 corresponds to the following filtration of ide-
als, which are adapted to the geometry of the parabolic system (M, I) and are well
defined independent of any particular choice of coframing:
{θ
∅
} ⊂ {θ
∅
, θi} ⊂ {θ∅, θa} ⊂ {θ∅, θa, ω
0} ⊂ {θ
∅
, θa, ω
a}
⊂ {θ
∅
, θa, ω
a, πij} ⊂ {θ∅, θa, ω
a, πaj} ⊂ {θ∅, θa, ω
a, πab} = Ω
∗(M).
(2.2)
Now recall the tautological 1-form of a G-structure, which can be used to calcu-
late properties of adapted coframings in a uniform way.
Definition 2.1. On the coframe bundle π : F(M) → M , the tautological form η ∈
Ω1(F(M), V ) is defined by
ηu(X) = (π
∗u)(X)
for all u ∈ F(M) andX ∈ TuF(M).
The tautological form of a G-structure B ⊂ F(M) is the pullback of η to B.
The tautological form is uniquely characterized by its reproducing property, the
property that
η∗η = η
for any section η of F(M). For this reason, the tautological form may be thought of as
a ‘universal’ choice of coframing forM .
It will be useful to employ the vector notation
θ∅, Θ =
(
θ0
θi
)
, Ω =
(
ω0
ωi
)
, Π =
(
π00 πi0
πi0 πij
)
for the components of the tautological form on B0. With analogous notation for a 0-
adapted coframing, the structure equations can be written more concisely as
dθ
∅
≡ −tΘ ∧Ω
(
mod θ
∅
)
dΘ ≡ −Π ∧Ω
(
mod θ
∅
, θa
)
.
(2.3)
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The ideal of semi-basic forms of B, denotedΩ∗sb, is generated as a C
∞(B)-module
by the component 1-forms of η.
Cartan’s first structure equation states that on a givenG0-structure B0, there is a
pseudo-connection
ϕ ∈ Ω1(B0, g0)
(for g0 the Lie algebra ofG0) and a torsion map
T : B0 −−→ Hom(Λ
2V, V )
so that
dη = −ϕ ∧ η + T (η ∧ η).
Roughly, ϕ measures the variation of η in the fiber direction and T measures the first
order twisting between fibers. In vector notation,
d


θ∅
Θ
Ω
Π

 = −


κ∅ 0 0 0
~κ β 0 0
∗ σ κ∅ −
tβ 0
∗ γ τ Cβ − κ∅

 ∧


θ∅
Θ
Ω
Π

+


Tθ∅
TΘ
TΩ
TΠ

 ,
(2.4)
where the torsion terms Tθ∅ , TΘ, TΩ and TΠ are semi-basic. The matrix valued one-
forms in Equation (2.4) have components as follows:
β =
(
β00 β
i
0
0 βij
)
∈ Ω1
(
B0,
(
R
t(Rn)
0 co(n)
))
and
σ =
(
σ00 σ0j
σ0j σij
)
∈ Ω1
(
B0, S
2W
)
.
Note that
βij = −β
j
i
for i 6= j. Denote the conformal trace component βtr of β by
βtr := β
1
1 = . . . = β
n
n
and the components of γ by
γ = (γabc).
Finally, the action of Cβ is given by left and right multiplication by the matrix β:
Cβ(πab) = β
c
a ∧πcb − πad ∧ β
d
b .
The reproducing property of the tautological form immediately determines some
of the torsion forms. Because (2.3) holds for any 0-adapted coframing η,
η∗(Tθ∅) ≡ η
∗ dθ∅ = dθ∅ ≡ −
tΘ ∧Ω
(
mod θ
∅
)
,
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and thus
Tθ∅ = −
tΘ ∧Ω+ ξ∅ ∧ θ∅
for a semi-basic 1-form ξ∅. Adding ξ∅ to κ∅ will not affect Cartan’s structure equation,
but will absorb the torsion. Doing so simplifies the first component of (2.4) to
dθ∅ = −κ∅ ∧ θ∅ −
tΘ ∧Ω.
It is clear that no other modification of κ∅ can be made to absorb the remaining torsion,
and that κ∅ is uniquely defined up to a multiple of θ∅.
An analogous calculation shows that there is a matrix of semi-basic 1-forms
ξ =
(
ξ00 ξ
j
0
ξ0i ξ
j
i
)
so that
dΘ = −~κ∧ θ∅ − β ∧Θ−Π ∧Ω− ξ ∧Θ.
From this equation it is clear that semi-basic forms may be added to β in such a way
that the torsion ξ reduces to
ξ =
(
0 0
ξ0i ξ
j
i
)
,
where furthermore
ξij = ξ
j
i and ξ
i
i = 0.
The torsion forms ξ also control the torsions of the forms ωa. Indeed, from the
structure equations,
0 = d2θ∅ ≡ d(−κ∅ ∧ θ∅ −
tΘ ∧Ω)
≡ tΘ ∧ (−tξ ∧Ω+ TΩ) (mod θ∅) .
An application of the generalized Cartan’s lemma shows that
TΩ ≡ H ∧Θ+
tξ ∧Ω (mod θ∅) ,
whereH is a semi-basic, S2W -valued 1-form. Thus
dΩ ≡ −(σ −H) ∧Θ− (κ∅ −
tβ) ∧Ω + tξ ∧Ω (mod θ∅) .
By modifying σ accordingly, all of the torsionH may be absorbed.
Finally, I remark without proof that ξ also determines the ‘highest weight’ torsion
of Π. For example, by considering d2θi = 0, one finds that
Tpiij ≡ −ξ
a
i ∧ πaj + πia ∧ ξ
a
j (mod J ) .
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To summarize the structure equations so far,
dθ∅ = −κ∅ ∧ θ∅ − θa ∧ω
a,
dθi = −κi ∧ θ∅ − β
j
i ∧ θj − ξ
0
i ∧ θ0 − ξ
j
i ∧ θj − πia ∧ω
a,
dθ0 ≡ −β
a
0 ∧ θa − π0a ∧ω
a (mod θ∅) ,
dω0 ≡ −σ0a ∧ θa − (κ∅ − β
0
0) ∧ω
0 + tξ0i ∧ω
i (mod θ∅)
dωi ≡ −σia ∧ θa − (δ
i
jκ∅ − β
i
j) ∧ω
j + βi0 ∧ω
0 + ξij ∧ω
j (mod θ∅)
dπab ≡ −γ
c
ab ∧ θc − τabc ∧ω
c + κ∅ ∧ πab − β
c
a ∧πcb + πac ∧ β
c
b + Tpiab (mod θ∅)
3 The Monge-Ampe`re Invariants for Parabolic Systems
3.1. Primary Monge-Ampe`re Invariants Because the forms ξ0i are semi-basic, there
are functions U jki , U
j
i , Ui on B0 so that
ξ0i ≡ U
jk
i πjk + U
j
i πj0 + Uiπ00 (mod θ∅, θa, ω
a) .
The components of these functions that cannot be absorbed comprise the primary
Monge-Ampe`re invariants. Instead of treating them all at once, it is simpler to filter
ξ into pieces using the flag (2.2). Then the functions U∗∗i split into three levels, and
each level defines relative invariants if the previous levels vanish identically.
To see how the U∗∗i vary in each fiber, consider the exterior derivative of Cartan’s
structure equation. In indices,
dθi ≡ −β
j
i ∧ θj − ξ
j
i ∧ θj − ξ
0
i ∧ θ0 − πij ∧ω
j − πi0 ∧ω
0 (mod θ∅) .
Taking the exterior derivative,
0 ≡
(
βji ∧ ξ
0
j + d(ξ
0
i ) + ξ
0
i ∧ β
0
0 + πij ∧σ
j0 + πi0 ∧ σ
00
)
∧ θ0
(
mod θ∅, θi, ω
a,Ω3sb
)
,
which in turn shows that
0 ≡ d(ξ0i ) + β
j
i ∧ ξ
0
j + πij ∧ σ
j0 + πi0 ∧σ
00 + ξ0i ∧β
0
0
(
mod J ,Ω2sb
)
. (3.1)
At the ‘highest weight’, after plugging in for ξ0i , equation (3.1) simplifies to
0 ≡ ( dUi + β
j
iUj − 3β
0
0Ui + κ∅Ui) ∧π00
(
mod J , πij , πi0,Ω
2
sb
)
.
By an application of Cartan’s lemma,
dUi ≡ −β
j
iUj + (3β
0
0 − κ∅)Ui
(
mod Ω1sb
)
.
Integrating this, one finds that the vector-valued function (Ui) on B0 isG0-equivariant
5.
Indeed, for a 0-coframe u and a matrix g as in (2.1),
(Ui(g · u)) =
(B00)
3
k∅
(B′)−1(Ui(u)).
5To be precise, this argument only works for the identity component of G0. However, one can check the
variation of (Ui) for one element in each component of G0 to see that it really is a relative invariant.
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In other words, (Ui) is a relative invariant. This is the highest weight primary Monge-
Ampe`re invariant.
If the function (Ui) vanishes identically on B0, then (3.1) reduces to
0 ≡ (d(U ji ) + β
k
i U
j
k − U
k
i β
j
k + U
j
i (κ∅ − 2β
0
0)− δ
j
i σ
00) ∧πj0
(
mod J , πij ,Ω
2
sb
)
,
which implies that
d(U ji ) ≡ −β
k
i U
j
k + U
k
i β
j
k + (2β
0
0 − κ∅)U
j
i + δ
j
i σ
00
(
mod Ω1sb
)
for all i and j. Integrating, the function (U ji ) varies by the rule(
U ji (g · u)
)
=
(B00)
2
k∅
(B′)−1
(
U ji (u)
)
B′ + S00δji .
Due to the last term, there are choices of coframe for which U ji is traceless. The sub-
bundle of such coframes has structure group consisting of matrices as in (2.1) such
that S00 = 0. When restricted to this reduced G-structure, the remaining component
of (U ji ) is a relative invariant, the next level of the primary Monge-Ampe`re invariant.
Note that the pseudo-connection form σ00 becomes semi-basic when restricted to B0.
Finally, suppose that (Ui) and (U
j
i ) vanish identically and the coframe reduction
has been carried out. Then (3.1) simplifies to
0 ≡
(
dU jki + β
l
iU
jk
l − β
j
l U
lk
i + β
l
kU
jl
i + (κ∅ − β
0
0)U
jk
i −
1
2
δijσ
0k −
1
2
δikσ
0j
)
∧ πjk(
mod J ,Ω2sb
)
,
so that
dU jki ≡ −β
l
iU
jk
l +β
j
l U
lk
i +U
jl
i β
k
l +(β
0
0−κ∅)U
jk
i +
1
2
δji σ
0k+
1
2
δki σ
0j
(
mod Ω1sb
)
.
Integrating, (U jki ) transforms as(
U jki (g · u)
)
=
B00
k∅
B′ ·
(
U jki (u)
)
−
1
2
δjiS
0k −
1
2
δki S
0j
in each fiber, where B′ acts by the tensor product representation on (Rn)∨ ⊗ S20R
n. A
coframe adaptation may be made to absorb the trace components of this representation,
so that
U iki = 0
for each k. Such coframes are called 1-adapted. After this coframe adaptation, the
remaining components of (U jki ) are relative invariants, the lowest weight piece of the
primary Monge-Ampe`re invariant.
The subbundle of 1-adapted coframes B1 has structure groupG1, which consists
of matrices as in (2.1) so that
S00 = S0i = 0.
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Upon restricting to B1, the psuedo-connection forms σ
0a become semi-basic, contribut-
ing new non-absorbable torsion.
All of the primary Monge-Ampe`re invariants vanish if and only if there are
parabolic coframings so that
ξ0i ≡ 0 (mod J ) ,
in which case
0 = d2θi ≡ (σ
0j
∧πij + σ
00
∧ πi0) ∧ θ0 (mod θ∅, θi, ω
a) .
Then
0 ≡ σ0j ∧ πij + σ
00
∧ πi0 (mod J ) ,
and since n ≥ 3, one may apply Cartan’s Lemma with i = 1, 2, 3 to see that
σ00 ≡ 0 (mod J )
and then
σ0j ≡ 0 (mod J ) .
3.2. Secondary Monge-Ampe`re Invariants For a parabolic system with vanishing
primaryMonge-Ampe`re invariants, there
are functions V ji , V
jk
i , V
jkl
i on B1 so that
ξji ≡ V
j
i π00 + V
jk
i πk0 + V
jkl
i πkl (mod θ∅, θa, ω
a) .
The non-absorbable components of these functions are the secondary Monge-Ampe`re
invariants. In this case,
dθi ≡ −ξ
j
i ∧ θj − β
j
i ∧ θj − πij ∧ω
j − πi0 ∧ω
0
(
mod θ∅,Λ
2J
)
,
and thus
0 ≡ −
(
d(ξji ) + ξ
k
i ∧ ξ
j
k + ξ
k
i ∧ β
j
k + β
k
i ∧ ξ
j
k + πik ∧σ
kj + dβji + β
k
i ∧ β
j
k
)
∧θj
(
mod θ∅, ω
a,Λ2J ,Ω3sb
)
By an application of Cartan’s lemma,
0 ≡ d(ξji )+ξ
k
i ∧ ξ
j
k+ξ
k
i ∧β
j
k+β
k
i ∧ ξ
j
k+πik ∧σ
kj+ dβji +β
k
i ∧ β
j
k
(
mod J ,Ω2sb
)
(3.2)
One would have to prolong theG1-structure to properly understand the dβ+β∧β term,
but that won’t be necessary here. Instead, consider just the component of (3.2) that is
symmetric and traceless in i and j,
0 ≡ d(ξji ) + ξ
k
i ∧ β
j
k + β
k
i ∧ ξ
j
k +
1
2
(πik ∧σ
kj + πjk ∧σ
ki)
(
mod J ,Ω2sb
)
.
This equation determines the variation of the secondary Monge-Ampe`re invariants in
each fiber.
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Because the argument is very similar to the one used for the primary Monge-
Ampe`re invariants, I simply state the results: Let u be a coframe in B1 and g ∈ G1.
The highest weight secondary Monge-Ampe`re invariants vary by the rule
(
V ji (g · u)
)
=
(B00)
2
k∅
(B′)−1
(
V ji (u)
)
B′.
If (V ji ) vanishes identically, then at the next level(
V jki (g · u)
)
=
B00
k∅
B′ ·
(
V jki (u)
)
.
Here B′ acts by the tensor product representation on S20R
n⊗Rn. Finally, if (V jki )
vanishes, then(
V jkli (g · u)
)
=
1
k∅
B′ ·
(
V jkli (u)
)
+
1
2
δki Slj +
1
2
δliSkj ,
where B′ acts by the tensor product representation on S20R
n⊗ S20R
n.
There is a reduction of coframes so that
V jiki = 0
for all j and k, which reduces B1 to a GMA-structure BMA, where GMA is the sub-
group of matrices as in (2.1) for which
S = 0.
The pseudo-connection forms σij are semi-basic when restricted to BMA.
Now consider a parabolic system M , all of whose Monge-Ampe`re invariants
vanish. When restricted to BMA, the torsion form ξ satisfies
ξ0i ≡ ξ
j
i ≡ 0 (mod J ) ,
and, when n ≥ 3, the torsion σ satisfies
σ00 ≡ σi0 ≡ 0 (mod J ) ,
σij ≡ λπij (mod J ) ,
for a single function λ. Indeed, now
dθi ≡ −β
j
i ∧ θj − πij ∧ω
j − πi0 ∧ω
0
(
mod θ∅,Λ
2J
)
,
so from d2θi = 0,
0 ≡ −
(
πik ∧ σ
kj + dβji + β
k
i ∧β
j
k
)
∧ θj
(
mod θ∅, ω
a,Λ2J
)
.
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Taking the ij-symmetric component gives
0 ≡ πik ∧ σ
kj + πjk ∧σ
ki (mod J ) . (3.3)
Consider first the special case i = j, so that
0 ≡ πik ∧ σ
ki (mod J ) .
Applying Cartan’s Lemma, one finds that for each fixed i, k,
σik ≡ 0 (mod πi1, . . . , πin,J ) .
But then from the ik symmetry of σik,
σik ≡ 0 (mod πk1, . . . , πkn,J ) ,
so in fact,
σik ≡ λikπik (mod J )
for a scalar λik . Plugging this into Equation 3.3 for each i and j, it follows immediately
that for each k,
λik = λjk,
so that all are equal to single function λ.
Now,
dωi ≡ −λπij ∧ θj − (δ
i
jκ∅ − β
i
j) ∧ω
j + βi0 ∧ω
0
(
mod θ
∅
,Λ2J
)
,
and taking the derivative of both sides,
0 ≡ −( dλ− λ(2κ∅ − 4nβtr)) ∧ πij ∧ θj
(
mod θ
∅
,Λ2J ,Ω3sb, ω
a
)
.
It follows that λ is a relative invariant, which vanishes for allMA-adapted coframings
if it vanishes in any MA-adapted coframing. The function λ is the tertiary Monge-
Ampe`re invariant.
4 Monge-Ampe`re Systems
4.1. Definition Parabolic systems whoseMonge-Ampe`re invariants vanish are closely
related to a special class of non-linear differential equations. Recall
that a Monge-Ampe`re equation is one of the form
F (xa, u, pa, pab) =
∑
I,J⊆{0,...,n}
|I|=|J|
AI,J(x
a, u, pa)HI,J = 0, (4.1)
where theHI,J range over minors of the Hessian of u. This special structure allows one
to ‘deprolong’ the associated exterior differential system to a simpler Monge-Ampe`re
system. The following definition is from [3], in the context of Euler-Lagrange equa-
tions.
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Definition 4.1. A Monge-Ampe`re system in n + 1 variables is a 2n + 3 dimensional
exterior differential system (M, I) such that I is locally generated by a 1-form θ
∅
and
an (n+ 1)-formΥ satisfying:
1. θ
∅
is maximally non-integrable:
θ
∅
∧ ( dθ
∅
)n+1 6= 0.
2. Υ is not in the differential ideal generated by θ
∅
, dθ
∅
.
Equivalently, such systems are defined by local coframings
θ
∅
, ωa, πa
so that
dθ
∅
≡ −πa ∧ω
a
(
mod θ
∅
)
and
Υ =
∑
I,J⊆{0,...,n}
|I|=|J|
AI,JπI ∧ω(J) 6≡ 0
(
mod θ
∅
, dθ
∅
)
(4.2)
for functionsAI,J onM . Here
πI =
∏
a∈I
πi
and ω(J) is the ommitted index notation,
ω(J) = ±
∏
a 6∈J
ωa,
with signs specified by the condition that
ωJ ∧ω(J) = ω(∅).
As an element of I , the (n+1)-formΥ is only defined up to scaling and addition
of multiples of θ
∅
and dθ
∅
. However, by the pointwise Lefschetz decomposition from
symplectic linear algebra6, there is a unique multiple γ∧ dθ
∅
so that Υ + γ∧ dθ
∅
is
primitive,
(Υ + γ ∧ dθ
∅
) ∧ dθ
∅
≡ 0
(
mod θ
∅
)
.
So without loss of generality, assume that
Υ ∧ dθ
∅
≡ 0
(
mod θ
∅
)
.
With this assumption, the representative Υ in I is uniquely defined up to scaling and
multiples of θ
∅
. Furthermore, the primitivity condition guarantees thatAI,J = AJ,I in
equation (4.2).
6See, for example, [3], Proposition 1.1.
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Monge-Ampe`re systems model the solutions of Monge-Ampe`re equations, as
follows. LetM−1 = J
1(Rn+1,R) and fix the coframing
θ
∅
= du− pa dx
a, ωa = dxa, πa = dpa.
Corresponding to equation (4.1), define the (n+ 1)-form
Υ =
∑
|I|=|J|
AI,J(x
a, u, pa)πI ∧ω(J).
The Monge-Ampe`re system (M−1, {θ∅,Υ}) has a natural independence condition,
defined by the forms ωa. Then any solution manifold is locally the 1-jet graph of a
function u(xa), and the condition that Υ vanish forces u to be a solution to (4.1).
Conversely, any Monge-Ampe`re system (M−1, {θ∅,Υ}) is locally modelled by
Monge-Ampe`re differential equations: By the Pfaff Normal Form Theorem, there are
local coordinates xa, u, pa, and a nonzero function λ onM−1 so that
θ
∅
= λ( du − pa dx
a).
The dxa’s determine an independence condition, albeit not contact invariantly. Fix a
local coframing
θ
∅
= du− pa dx
a, ωa = dxa, πa = dpa.
There are functions AI,J so that
Υ =
∑
|I|=|J|
AI,J(x
a, u, pa)πI ∧ω(J).
Consider a solution manifold Σ ofM−1. Since
θ
∅
∣∣
Σ
and dx0 ∧ . . . ∧ dxn|Σ 6= 0,
Σ is locally the graph of functions u(xa) and pa(x
a) so that
pa =
∂u
∂xa
and thus
dpa =
∂2u
∂xa∂xb
dxb.
The condition that Υ vanishes when restricted to Σ is equivalent to the condition that
u(xa) solves the equation ∑
|I|=|J|
AI,JHI,J = 0.
The class of Monge-Ampe`re systems is manifestly preserved by EDS equiva-
lences, making clear that the class of Monge-Ampe`re equations is preserved under
changes of variables.
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4.2. Linear Type Systems and Their Symbol GenericMonge-Ampe`re equations do
not have constant symbol onM . For
example, the equation
F =
∑
a 6=b
(paapbb − p
2
ab) = 0
is Monge-Ampe`re, and
dF =
∑
a 6=b
(paa dpbb + pbb dpaa − 2pab dpab).
Consequently,F has any possible symbol, depending on a suitable choice of (xa, u, pa, pab) ∈
M . For this reason, it generally does not make sense to ask what the symbol is at a point
x ofM−1, because the answer can depend on the choice of a point in the fiber (M)x.
Nonetheless, there is a suitable class of Monge-Ampe`re systems that do have a
well defined notion of symbol.
Definition 4.2. A Monge-Ampe`re system (M−1, I−1) in n + 1 variables is of lin-
ear type if it has an independence condition J , locally spanned by θ
∅
and 1-forms
ω0, . . . , ωn, so that
1. J is Lagrangian with respect to dθ
∅
,
dθ
∅
≡ 0 (mod J) .
2. For any 1-form α ∈ J ,
α ∧Υ ≡ 0
(
mod θ
∅
, ω0 ∧ . . . ∧ωn
)
.
The ideal J is called a compatible independence condition for (M−1, I−1).
Remark 4.3. Note that linear-typeMonge-Ampe`re systems can arise from non-linearizable
differential equations. They correspond to the 2nd-order equations that are linear in sec-
ond derivatives, i.e. of the form
F (xa, u, pa, pab) = A∅(x
a, u, pa) +
∑
a,b=0,...n
Aab(x
c, u, pc)pab = 0.
(See following paragraph.) It follows that linear equations correspond to linear type
Monge-Ampe`re systems, but not conversely. In particular, linear type Monge-Ampe`re
equations offer a small, geometrically invariant class containing linear equations.
The nomenclature is in line with linear Pfaffian systems, where ‘linear’ refers to
linearity of Υ in the complement of the independence condition. Indeed, by condition
2, there are 1-forms η
a
and a function L so that
Υ ≡ η
a
∧ω(a) − Lω(∅)
(
mod θ
∅
)
. (4.3)
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By condition 1 and the maximal non-integrability of θ
∅
, the forms θ
∅
and ωa can be
completed to a coframing ofM−1 by forms πa so that
dθ
∅
≡ −πa ∧ω
a
(
mod θ
∅
)
.
It follows from equation (4.3) and the assumed primitivity of Υ that
0 ≡ dθ
∅
∧Υ ≡ (η
a
∧ πa) ∧ω(∅)
(
mod θ
∅
)
.
By an application of Cartan’s lemma, there is a symmetric-matrix valued function (hab)
so that
η
a
≡ habπb
(
mod θ
∅
, ωa
)
,
and thus,
Υ ≡ hab πb ∧ω(a) − Lω(∅)
(
mod θ
∅
)
.
One can define the G−1-structure of coframes adapted as just described, where
the structure groupG−1 consists of matrices of the form
g =

 k∅ 0 0∗ tB−1 0
∗ BS B


for k∅ ∈ R
×, B ∈ GL(W ), and S ∈ S2W . Then any two adapted coframings
(θ
∅
, ωa, πa) and (θ˜∅, ω˜
a, π˜a) differ by a G−1-valued function g onM :
θ˜∅ω˜a
π˜a

 = g−1

θ∅ωa
πa


Noting, via the adjugate formula, that
(ω˜(a)) ≡ det(B)(B
−1)ca(ω(c))
(
mod θ
∅
)
,
it is not difficult to check that the function h = (hab), lifted to this G−1-structure,
varies by the rule
(hab(g · u)) = det(B
−1)BcahcdB
d
b
Consequently, there are choices of adapted coframe that normalize hab, depending on
the signature of h. In the parabolic case, where the unadapted symbol hab is positive
semi-definite everywhere, these reduced coframings take the form
θ
∅
, ωa, πa (4.4)
so that
dθ
∅
≡ −πa ∧ω
a
(
mod θ
∅
)
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and
Υ ≡ πi ∧ω(i)
(
mod θ
∅
)
.
Observe that for such a coframing, ω0 is specified (up to scaling and addition of
multiples of θ
∅
) by the condition that
ω0 ∧Υ ≡ 0
(
mod θ
∅
)
.
In fact, the ideal {θ
∅
, ω0} defines the characteristic hyper-plane distribution when
restricted to solution manifolds. This provides a useful characterization of parabolic
Monge-Ampe`re systems.
Definition 4.4. A Monge-Ampe`re system of linear type is parabolic if its compatible
independence condition contains a 1-form ω0 so that θ
∅
∧ω0 is non-vanishing and so
that
ω0 ∧Υ ≡ 0 (mod θ0) .
In this case ω0 is called the characteristic co-vector.
Equivalently, a parabolic Monge-Ampe`re system is a Monge-Ampe`re system
with a compatible coframing
θ
∅
, πa, ω
a
so that
dθ
∅
≡ −πa ∧ω
a
(
mod θ
∅
)
and
Υ ≡ πi ∧ω(i) − Lω(∅)
(
mod θ
∅
)
.
We now have two systems that model the solutions of a parabolicMonge-Ampe`re
equation: theMonge-Ampe`re system (M−1, I−1) and the second order system (M, I).
The first prolongation of (M−1, I−1) along its independence condition, denoted (M
(0), I(0)),
is naturally EDS equivalent to (M, I).
As a manifold, M (0) ⊂ Grn+1(TM−1) is the subset of (n + 1)-planes E that
satisfy the independence condition and the condition I−1|E = 0. The projection of the
Grassmanian bundle restricts to a submersion
π(0) : M (0) −−→M−1,
makingM (0) into an affine-space bundle. The independence condition guarantees that
elements E in the fiberM
(0)
x are parameterized by numbers pab so that
E = {θ
∅
, πa − pabω
b}⊥x .
Then I−1|E = 0 ensures that
pab = pba, pii = L.
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Given the forms
θa ≡ πa − pabω
b
(
mod θ
∅
)
onM (0), the prolonged ideal of I−1 is defined to be the differential ideal
I(0) = {θ
∅
, θa}.
By construction, π(0) is an EDS morphism and the maximal solution manifolds
of M (0) are in bijection with the maximal solution manifolds of M−1. Furthermore,
the local (extended) coframing
θ
∅
, θa, ω
a, dpab (4.5)
exhibitsM (0) as a parabolic system.
The EDS equivalence f from M to M (0) is defined as follows. At each point
x ∈M , consider the (n+ 2)-codimension plane
E˜x = {θ∅, θa}
⊥
x ⊂ TxM.
Its projection toM−1, given by
Ex = dπ
(0)(E˜x),
is an n+1 dimensional integral element of I that satisfies the independence condition.
Since Ex is an element ofM
(0), we may define f by the rule
x 7−−→ Ex.
It follows from the structure equations ofM both that f is an EDS equivalence.
Given a 2nd order exterior differential system, an obvious question to ask is
whether it has a Monge-Ampe`re deprolongation like the one just described. In the
parabolic case, the Monge-Ampe`re invariants answer this question completely:
Theorem 4.5. A parabolic system (M, I) has a deprolongation to a parabolic Monge-
Ampe`re system if and only if its Monge-Ampe`re invariants vanish identically.
Proof. This has been proved for systems in n + 1 = 2 and n + 1 = 3 variables by
Bryant & Griffiths [5] and Clelland [8] respectively, so I will assume that n ≥ 3.
The forward implication is clear, for ifM has a Monge-Ampe`re deprolongation,
then the coframing (4.5) of its “reprolongation” provides a coframing of M whose
Monge-Ampe`re invariants vanish. Indeed,
dθi ≡ dπi − pia dω
a − πia ∧ω
a ≡ −πia ∧ω
a
(
mod θ
∅
,Λ2J
)
since both πi and ω
a are pullbacks fromM−1. Then, from
dωi ≡ 0
(
mod ωa,Λ2J
)
,
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it is clear that
σij ≡ 0 (mod J ) .
To see the reverse implication, consider a parabolic systemwhoseMonge-Ampe`re
invariants vanish. After reduction to the GMA-structure BMA, the structure equations
dΘ ≡ −β ∧Θ−Π ∧Ω
(
mod θ∅,Λ
2J
)
dΩ ≡ −(κ∅ −
tβ) ∧Ω
(
mod θ∅,Λ
2J
) (4.6)
hold. (This is where the assumption that n ≥ 3 is used.)
Recall that J = {θ∅, θa, ω
a} is a Frobenius distribution and consider a small
enough neighborhood inM so that the space of leavesM−1 is a manifold, which will
be the space of the deprolongation. Let
π(0) : M −−→M−1
denote the submersion ofM onto its leaf space.
Consider the (n+ 1)-form
Υ0 = θi ∧ω(i)
defined on BMA and the ideal
I˜ = {θ∅, Υ0}.
From Equation 4.6 it follows that
d(θi ∧ω(i)) ≡ −((n− 2)(κ∅ − βtr)− β
0
0) ∧ θi ∧ω(i)
(
mod θ∅,Λ
n+2J
)
≡ −((n− 2)(κ∅ − βtr)− β
0
0) ∧ θi ∧ω(i) (mod θ∅, dθ∅) ,
(4.7)
where the second equation follows from Λn+2J ⊂ {θ∅, dθ∅}. From Equations (4.6)
and (4.7) it follows that I˜ is invariant7 in each fiber of BMA, so is the pullback of an
ideal onM , also denoted I˜.
Furthermore, the Cartan system of I˜ is J , so there exists a 1-form θ and an
(n+ 1)-formΥ onM−1 so that the ideal
I−1 = {θ,Υ}
pulls back by π(0) to generate I˜ . The pair (M−1, I−1) is a parabolic type Monge-
Ampe`re system: There is a non-zero function λ onM so that
(π(0))∗θ = λθ
∅
,
so if θ∧( dθ)n+1 vanished somewhere, then its pullback to M would also vanish,
contradicting the structure equations of θ∅ for a parabolic system. Similarly, Υ 6≡
0 (mod θ, dθ), or else the pullback equationΥ0 ≡ 0
(
mod θ
∅
, dθ
∅
)
would hold.
7The Lie derivative of any element of I˜ in any fiber direction is again in I˜ . This follows from Cartan’s
formula for the Lie derivative.
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To see thatM−1 is of linear parabolic type, observe that (4.6) also implies that J
is the Cartan system of the ideal
J˜ = {θ
∅
, ωa},
so J˜ pushes down to an ideal J on M−1 for which (π
(0))∗J = J˜ . This ideal is nec-
essarily generated locally by n + 2 independent 1-forms, including θ, so it defines
an independence condition. The compatibility of this independence condition follows
from the injectivity of (π(0))∗ on forms. For example, for α ∈ J , the equation
(π(0))∗( dθ) ≡ λdθ
∅
≡ 0
(
mod J˜
)
implies
dθ ≡ 0 (mod J) .
Finally, the ideal
{θ∅, ω
0}
also has Cartan system J , and the corresponding ideal onM−1 provides the character-
istic form for (M−1, I−1).
The map f defined prior to the proposition gives an EDS equivalence betweenM
and the first prolongation ofM−1, so the theorem is proved.
Example 4.6. It is not difficult to check from the coframing given in Example 1.6 that
Monge-Ampe`re invariants of the mean curvature flow vanish.
5 The Extended Goursat Invariant
5.1. Definition Continuing on the equivalence problem, assume that the primary
Monge-Ampe`re invariants of a parabolic system M vanish. Then
there are functions aij and ai on B1 so that
ξ0i ≡ aijω
j + aiω
0 (mod θ∅, θa) .
In this case,
0 = d2θi = d(−κi ∧ θ∅ − β
j
i ∧ θj − πij ∧ω
j − πi0 ∧ω
0 − ξ0i ∧ θ0 − ξ
j
i ∧ θj)
≡ (−βij ∧ ξ
0
j − γ
0
ij ∧ω
j − dξ0i + β
0
0 ∧ ξ
0
i ) ∧ θ0
(
mod θ∅, θi, ω
0,Ω3sb
)
gives, after an application of Cartan’s lemma,
dξ0i ≡ β
0
0 ∧ ξ
0
i − β
j
i ∧ ξ
0
j − γ
0
ij ∧ω
j
(
mod θ∅, θa, ω
0,Ω2sb
)
.
Plugging in for ξ0i , one finds that
daij ≡ (β
0
0 + κ0)aij − β
k
i akj − aikβ
k
j − γ
0
ij
(
mod Ω1sb
)
,
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and thus that the functions aij vary in the fiber of B1 by the rule
(aij(g · u)) = B
0
0k∅(B
′)−1(aij(u))(
tB′)−1 −D0ij (5.1)
for all u ∈ B1 and g ∈ G1. Since D
0
ij is symmetric, there are coframe reductions so
that aij is anti-symmetric. These adapted coframes form a G2-structure
8 B2 on M ,
where G2 consists of matrices as in (2.1) for which
S0a = 0 and D0ij = 0.
The pseudo-connection forms γ0ij reduce to semi-basic torsion forms on B2. Observe,
for use in the proof of Theorem 5.2 that after this reduction, the ideal
{θ
∅
, θi, ω
a, πij} (5.2)
is well defined, independent of a choice of 2-adapted coframing.
Upon restricting to B2, two relative invariants become well defined: 1) the classi-
cal Goursat invariant, which measures whether the subprincipal symbol vanishes and 2)
the extended Goursat invariant (aij), which measures integrability of the characteristic
distribution. Precisely, the extended Goursat invariant vanish for a parabolic system if
and only if it can be put in evolutionary form (see Theorem 5.2 for proof).
The classical Goursat invariant, which generalizes the invariant of Goursat ([1],
but see [5] for historical discussion) is given by the function a on B2 so that
n∑
i=1
πii ≡ aθ0 (mod θ∅, θi, ω
a) .
Taking the derivative of both sides shows that
((κ∅ − 2βtr + β
0
0)a− da) ∧ θ0 ≡ 0
(
mod θ
∅
, θi, ω
a,Ω2sb
)
,
so that a is a relative invariant that scales by the rule
(a(g · u)) =
B00k∅
b2
a(u).
It follows that for a point x ∈ M , either a is identically zero in the fiber of B2 over
x or it is nonzero in each fiber over a neighborhood of x. In the latter case, there is
a reduction to the bundle of coframes for which a = 1, which reduces B2 to a G3-
structure, where G3 consists of matrices in G2 for which
B00 = b
2/k∅.
Furthermore, a is non-zero at x ∈ M if and only if the subprincipal symbol is
non-degenerate. Indeed, fix a parabolic coframing
θ
∅
, θa, ω
a, πab
8This group is unrelated to the exceptional simple group G2.
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compatible with the G3-structure on M near x and an EDS embedding of M into
J2(Rn+1,R) so that the canonical coframing agrees with the parabolic coframing at x,
(θ
∅
)x = (θˆ∅)x, (θa)x = (θˆa)x, (ω
a)x = (ωˆ
a)x, (πab)x = (πˆab)x.
Then at x,
(πii)x ≡ (θ0)x
(
mod θ
∅
, θi, ω
a
)
if and only if
0 = dFx ≡
∂F
∂pab
(x) dpab −
∂F
∂p0
(x) dp0 ≡ (πii − θ0)x
(
mod θ
∅
, θi, ω
a
)
,
where F is a local function on J2(Rn+1,R) cutting outM .
Turning to the extended Goursat invariant, we have the following Lemma.
Lemma 5.1. Given a parabolic (M, I), the primary Monge-Ampe`re invariants (Uabi )
and the extended Goursat invariants (aij) vanish identically if and only if there are
3-adapted coframings for which
dω0 ≡ 0
(
mod ω0
)
.
Proof. It is immediate that if (M, I) has such a coframing, then
0 = dω0 ≡ ξ0i ∧ω
i ≡ (Uabi πab + aijω
j) ∧ωi
(
mod θ
∅
, θa, ω
0
)
,
so that immediately (Uabi ) = 0. Then, after an application of Cartan’s lemma, one sees
that (aij) is simultaneously symmetric and anti-symmetric in ij, so must vanish.
Conversely, suppose that both (Uabi ) and (aij) are identically zero. Then there is
a matrix valued function (Nai ) and an anti-symmetric matrix valued function (M
ab) so
that
dω0 ≡ −κ0 ∧ θ∅ +M
abθa ∧ θb +N
a
i θa ∧ω
i
(
mod ω0
)
.
Since
0 = d2ω0 ≡ −Nai πaj ∧ω
j
∧ωi
(
mod θ∅, θa, ω
0
)
,
it follows (n > 2) that
N0i = 0 and N
j
i = Ntrδ
j
i
for some function Ntr on M . Replacing ω
0 with ω0 + Ntrθ∅ gives a new 3-adapted
coframing for which
dω0 ≡ −κ0 ∧ θ∅ +M
abθa ∧ θb
(
mod ω0
)
.
Continuing with Ntr = 0,
0 = d2ω0 ≡ 2Mabπai ∧ θb ∧ω
i − κ0 ∧ θi ∧ω
i
(
mod θ∅, ω
0,Λ2 I1
)
,
it follows that
(Mab) = 0.
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Finally, since
0 = d2ω0 ≡ κ0 ∧ θi ∧ω
i
(
mod θ∅, ω
0
)
,
it follows that
κ0 ≡ 0
(
mod θ∅, ω
0
)
,
and thus
dω0 ≡ 0
(
mod ω0
)
.
The set of coframes with Ntr absorbed is a G4-structure B4, where G4 consists
of the matrices in G3 for which
k0 = 0.
The psuedo-connection form κ0 is semi-basic when restricted to B4.
5.2. Geometric interpretation of the Goursat Invariant The following theorem shows
that the extendend Gour-
sat invariant is exactly the measure of whether a parabolic equation can be put into
evolutionary form.
Theorem 5.2. For a real analytic parabolic system (M, I) in n+1 > 3 variables, the
following conditions are equivalent:
1. The primary Monge-Ampe`re invariants (Uabi ) and the Goursat invariants aij
vanish identically.
2. M has a 3-adapted coframing so that
dω0 ≡ 0
(
mod θ
∅
, θa, ω
0
)
.
3. M has a 4-adapted coframing so that
dω0 ≡ 0
(
mod ω0
)
.
4. M is locally equivalent to a parabolic equation in evolutionary form.
Proof. Conditions (1), (2), and (3) are equivalent by the work of the previous sections.
In particular, the coframing given in condition (2) can be immediately reduced to a
4-adapted coframing.
IfM is locally equivalent to an evolutionary parabolic
p0 = F (x
a, u, pi, pij),
then there is a 0-adapted coframing of M for which ω0 is a multiple of dx0. This
coframing is automatically 4-adapted.
To demonstrate that (3) implies (4), fix a 4-adapted coframing
θ
∅
, θa, ω
a, πab
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near a point y ∈M . By rescaling ω0 if necessary, there is a function x0 defined near y
so that
ω0 = dx0.
I construct jet coordinates near y that extend x0 and give a local EDS embedding of
M into J2(Rn+1,R), exhibiting M as locally equivalent to a parabolic equation in
evolutionary form.
First, note that
θ
∅
∧ dθn+1
∅
∧ dx0 = 0, θ
∅
∧ dθn
∅
∧ dx0 6= 0,
so, by a relative version of Darboux’s Theorem, there are functions xi, u, pa on M so
that (rescaling θ
∅
if necessary)
θ
∅
= du− pi dx
i − p0 dx
0.
Since
dθ
∅
≡− dpi ∧ dx
i − dp0 ∧ dx
0
(
mod θ
∅
)
≡− θi ∧ω
i − θ0 ∧ dx
0
(
mod θ
∅
)
,
there is a symplectic-matrix valued function, with block components of the form(
A B
C D
)
tAC, tBD symmetric,
tAD − tCB = I
so that
θa ≡A
b
a dpb +Bab dx
b
(
mod θ
∅
)
ωa ≡Cab dpb +D
a
b dx
b
(
mod θ
∅
)
.
By adding pix
i (no sum) to u, any xi can be exchanged with the corresponding
pi if necessary, so assume without loss of generality that A is invertible and write
A =
(
A00 A
i
0
A0i A
′
)
∈
(
R
× t
R
n
R
n GL(Rn)
)
.
It is clear from ω0 = dx0 that
C0a = 0, D0i = 0, and D
0
0 = 1,
so write
C =
(
0 0
Ci0 C′
)
∈
(
R
× t
R
n
R
n End(Rn)
)
.
Since tAC is symmetric, C′(A′)−1 is too, and after the parabolic change of
coframing
ωi 7−−→ ωi + (C′(A′)−1)ijθj ,
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we may assume without loss of generality that C′ = 0. In fact, once C′ = 0, it follows
from the symmetry of tAC that C = 0 and then that
D = tA−1.
Since each previous step preserved ω0 = dx0, it must also be true that (A0i ) = 0 and
A00 = 1.
Let
pab = −(A
−1)caBcb,
which is symmetric in the indices a, b because tBD = tBtA−1 is symmetric. Then
θa ≡A
b
a( dpb − pbc dx
c)
(
mod θ
∅
)
ωa ≡(tA−1)ab dx
b
(
mod θ
∅
)
.
Now use the fact that the coframing is 4-adapted,
dθi ≡ −(A
b
i dpbc
tAca) ∧ω
a ≡ −πia ∧ω
a
(
mod θ
∅
, θj
)
,
dθ0 ≡ −(A
b
0 dpbc
tAca) ∧ω
a ≡ −π0a ∧ω
a
(
mod θ
∅
, θa
)
,
to infer that
πij ≡ A
a
i dpab
tAbj = A
k
i dpkl
tAlj
(
mod θ
∅
, θj , ω
a
)
,
πi0 ≡ A
a
i dpab
tAb0 = A
j
i dpjb
tAb0
(
mod θ
∅
, θj , ω
a
)
,
π00 ≡ A
a
0 dpab
tAb0
(
mod θ
∅
, θa, ω
a
)
.
These can be solved for the dpab:
dpij ≡ (A
′−1)ki πkl(A
′−1)lj
(
mod θ
∅
, θj , ω
a
)
,
dpi0 ≡ (A
′−1)jiπj0
(
mod θ
∅
, θj , ω
a, πjk
)
,
dp00 ≡ π00
(
mod θ
∅
, θa, ω
a, πjk, πj0
)
.
In particular, the exact 1-forms dxa, du, dpa, dpab span the cotangent bundle of
M near y. Consequently, the functions xa, u, pa, pab define an embedding of a neigh-
borhood of y into J2(Rn+1,R). Identifying the functions xa, u, pa, pab with the cor-
responding jet coordinates via pullback, it is straightforward that the embedding is an
EDS morphism. By simple dimension count, there is a single relation
F (xa, u, pa, pab) = 0
whose zero locus is the image of M . In other words, (M, I) is locally defined near y
by the differential equation F .
It remains to show that F defines an evolutionary parabolic equation. Consider
the pullback of dF toM ,
0 = dF ≡
∂F
∂p0
dp0 +
∂F
∂pij
dpij +
∂F
∂pi0
dpi0 +
∂F
∂p00
dp00
(
mod θ
∅
, θi, ω
a
)
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First, note that the forms π0a are independent of the rest of the coframe forms, so
0 = dF ≡
∂F
∂pi0
(A′−1)jiπj0 +
∂F
∂p00
π00
(
mod θ
∅
, θa, ω
a, πjk
)
implies that
∂F
∂pa0
= 0.
Consequently,
F = F (xa, u, pa, pij).
Since there is exactly one linear relation between the forms of the 4-adapted
coframing, there must be a non-vanishing function λ so that
λ(θ0 − πii) ≡ dF ≡
∂F
∂p0
dp0 +
∂F
∂pij
dpij
(
mod θ
∅
, θi, ω
a
)
Reducing this modulo the ideal given in Equation 5.2,
λθ0 ≡ dF ≡
∂F
∂p0
dp0 ≡
∂F
∂p0
θ0
(
mod θ
∅
, θi, ω
a, πij
)
,
it follows that ∂F
∂p0
is non-vanishing in a neighborhood of y. Then, by the implicit
function theorem, F is equivalent to an evolutionary equation
p0 = G(x
a, u, pi, pij)
in a possibly smaller neighborhood of y.
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