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Introduction
Epilepsy is a disease that affects approximately 1% of the world's population Shoeb et al. (2004) . This neurological disorder might cause a loss of consciousness, muscle jerks or, in the most severe cases, prolonged convulsions. Its effects have a significant impact on the patient's quality of life as well as other impor-5 tant social and economic considerations, due to health-care needs, premature death and/or loss of productivity Organization (2016) .
Epilepsy diagnosis is a tedious, expensive and time-consuming task, which is performed by highly trained professionals who examine EEG data in seeking abnormal brain activity. Currently, neurophysiologists analyse long EEG logs that 10 should ideally record as much cerebral activity as possible to increase the probability of recording seizure occurrences. This manual analysis of EEG is therefore the current bottleneck in the epilepsy diagnosis stage and, as consequence, in the process of providing a treatment for epileptic patients. Despite the great impact that epilepsy has on society, there are few computational systems or 15 tools that support automatic analysis and categorisation of EEG recordings.
The lack of reliable systems for automatic epilepsy diagnosis is not casual. In contrast, several reasons seem to be responsible for this scarcity, such as the great variability found among individuals and the overlapping among seizure and non-seizure states Echauz et al. (2008) . 20 This work proposes and analyses two expert systems for epilepsy diagnosis that exploit the non-linear separability of the data. More importantly, this paper demonstrates their expert-system performance under realistic and variable conditions, similar to the ones that would be found in a real hospital environment.
For this reason, special emphasis has been made in this paper to demonstrate 25 the robustness of the solution regardless the training data and in cross-dataset experiments.
Previous work
Many different approaches have been proposed for automatic seizure detection and epilepsy diagnosis, for the sake of simplicity, we will mention some 30 of the most relevant but for a thorough analysis of the state of the art, please refer to Tsiouris et al. (2015) ; Alotaiby et al. (2014) .
The first acknowledged and widely used approach for automatic recognition of epileptic seizures based on EEG analysis was proposed in Gotman (1982 Gotman ( , 1990 ) by Gotman. The approach presented in this work consists of quantitati- Wilson et al. (2004) also relied on the analysis of EEG tenden-40 cies and a rule-based system to identify potential seizure scenarios. However, Wilson introduced analysis of frequency parameters.
Methods that combine time and spectral analysis of an EEG signal have showed an improvement in the success ratios for seizure detection in contrast to those that only focus on one domain. In this regard, the wavelet transform is 45 one of the most frequently used signal processing algorithms for EEG analysis (see Faust et al. (2015) for a detailed summary of published research on EEG signal feature extraction using DWT).
As a common stage of all current approaches, after characterising the signal either in time or frequency, a decision must be made as to whether the EEG 50 signal presents the characteristics of a seizure or not. This decision is supported by the use of a classifier that has as inputs several signal features that are computed from the EEG data after the pre-processing stage. There is a variety of methods that have been used to characterise the pre-processed EEG record: entropies Acharya et al. (2015) , energy distribution Omerhodzic et al. (2013) ; 55 Orhan et al. (2011) ; Patnaik & Manyam (2008) ; quantitative statistical variables such as the mean, standard derivation, variance, inter-quartile range and other measurements Pippa et al. (2015) ; autoregressive models (AR) Atyabi et al. (2016) ; Chen (2014) ; or independent component analysis Siuly & Li (2015) , just to name some of the most promising approaches. The type and number of 60 such features has a direct impact in the behaviour of the system. Thus, it is necessary to select the most appropriate techniques to maximise the recognition rates. The work in Upadhyay et al. (2016) carries out a comparative study of feature ranking techniques.
Given the complex and non-linear nature of EEG, any feature extraction 65 technique that can detect and quantify some aspect of these non-linear mechanisms are specially relevant in distinguishing different types of EEG signals (normal, ictal, interictal) . Thus, the use of Higher Order Spectra (HOS) is studied in Chua et al. (2008) Chua et al. (2011) to conclude that the analysed parameters are statistically significant therefore appropriate for the classifica- proposes the use of a novel method, as it is the Intrinsic time-scale decomposition (ITD), to compute features for the automated classification process.
Accuracy rate of 95.67% was reported in this study. Spectral and embedding entropy Kannathal et al. (2005) ; Acharya et al. (2012a) , used to measure the system complexities, and Lyapunov exponents Guler & Ubeyli (2007) have been 80 also employed to epilepsy detection in EEG analysis.
Regarding classification strategies, the existing literature mainly reveals two different approaches in EEG analysis for automatic seizure detection: non-linear methods, particularly Artificial Neural Networks (ANN) Alfaro-Ponce et al. The Wavelet transform has been employed in several previous studies in the field of epilepsy analysis and is used for the extraction of features from EEG data. 
Bag of Words
The Bag-of-Words (BoW) model was originally proposed in the field of Natural Language Understanding Joachims (1997) . However, this field is not the 170 only field in which this technique has succeeded. In contrast, it has also been applied to the computer vision field, for image recognition, in which good performance rates have been achieved Cheng et al. (2010) ; Gilbert et al. (2009) . Image recognition is not very different from the pattern recognition tasks that are required for seizure detection based on EEG signal analysis and, in fact, this 175 technique has been explored for biomedical time series classification Wang et al. (2013) . They are both digital signals in which the salient points of the signal serve to identify a sought-after pattern.
The working hypothesis of this study is, therefore, that with some adjustment, the same approach that is applied to Natural Language Understanding 180 and Computer Vision can be applied to epilepsy seizure detection. The good results obtained in these fields of knowledge can also be reproduced in the field of EEG analysis for seizure detection. To prove this working hypothesis, a BoW-inspired system must be implemented and tested to determine whether the obtained accuracy rates improve on the state-of-the-art results.
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Essentially, the first step of the BoW model consists of calculating an attributevalue representation, in which each word that appears in the document has an associated value that reflects the number of times the word appeared in the text.
In the context of EEG analysis, each word is considered to be a feature, and each document is represented by means of a feature vector. A document is therefore 190 described by means of the word distribution, which is used to characterise the type of content of that document.
The required adjustments are intended to adapt the original approach, in which words are considered to be representation units, to the approach proposed here, in which EEG signal segments, or epochs, are equivalent to words in a 195 document. Similar to the role that word order plays in documents, the epoch order can also be considered to be irrelevant and is therefore overlooked.
Methods
This section describes the characteristics of the EEG non-linear classifiers proposed here. Figure 2 outlines the stages that are involved in the process of 200 signal characterisation and categorisation for both systems: an SVM classification framework and a BoW-inspired methodology that extends the previous pipeline. Both methods have most of their stages in common. The difference between the SVM method and the BoW-inspired one is that the codebook generation stage is omitted for the SVM. The classifier is therefore trained with the 205 feature vector set computed after applying the wavelet transform decomposition.
From the seizure detection viewpoint, the process of codebook generation consists in identifying the different codewords appearing in the different EEG channels of a given record. Therefore, codewords are the different clusters in which the feature vectors characterising EEG channels can be grouped in. After In this framework, it is important to note that each individual signal channel is considered in isolation and is split into 3-second epochs, with a window overlap of one second bet-235 ween epochs (see Figure 3 ). The accuracy rate therefore refers to the number of epochs that can be correctly identified. This approach is the typical strategy used in the literature Fathima et al. (2011) ; Janjarasjitt (2010).
Feature extraction 240
Even though using the raw EEG signal channels as input for the classifier is possible, the use of these full segments is a poor representation of the input data. This drawback is due to the large amount of redundant information that is contained in an epoch and its high dimensionality, which make the learning and classification task more difficult. It is therefore necessary to find a better 245 representation. Feature vector computation is the process of identifying the salient features of a signal segment and translating them into a quantitative set of features that characterise that segment. The process of computing these quantitative values is not unique; moreover, the performance and accuracy rate of the process can be greatly affected by the method by which these characterising 250 values are selected and obtained.
This work proposes the use of a wavelet decomposition approach to minimise the amount of information that is required to characterise a segment as well as to magnify those signal aspects, or features, that are related to the presence of epileptiform activity.
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Among the different wavelet transform types and decomposition level configurations, this work made use of the Daubechies wavelet Omerhodzic et al.
(2013)]. The clinically and physiologically relevant activity of the brain is framed in the frequency range of 0.3 to 30 Hz. More specifically, brain activity can be categorised into a set of typical wave types, each of which lies within a predetermined frequency band.
The theoretical foundation for identifying those frequency bands out of the different decomposition levels is derived from Nyquist's theorem. The frequency bands of each decomposition level are comprised in the range stated by [f m /2 : Table 3 .
However, the number of values 275 that correspond to these coefficients is still too large for the purposes of a feature extraction process, which could be affected by the curse of dimensionality. For that reason, rather than using all of the coefficient values, the coefficient set dimensionality is reduced by selecting 280 a small number of values that is believed to be the most characteristic set. Ba-sed on Kandaswamy et al. (2004) ; Gotman (1990) , four statistical operations are performed over the original coefficient value set, and the following values are selected: the maximum value; the minimum value; the mean value; and the standard deviation value.
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The complete feature extraction process is visually depicted in Figure 4 . where the classifier can be better applied. The BoW representation can be therefore understood as a non-linear transformation function.
Codebook generation
The first step is the generation of words to be used to represent the initial 315 signal. This process is called codebook generation and consists of identifying the most common and repetitive patterns, or words, that appear in a set of signals, or document. Thus, each word represents a frequent and characteristic spectro-temporal feature that can be used to codify our signal, to obtain the most representative groups. Under this definition, words are the different cluster 320 centers c k in which the feature vectors of the EEG segments can be grouped, and the codebook C, or vocabulary, is the entire set of words that can appear in the whole dataset.
Clustering
Clustering the feature vectors according to their common features allows us 325 to obtain those representative words that repeat over the dataset. This clustering also removes undesired feature value variations due to noise in the signal because each group will allow a certain variability or deviation from the cluster center. At the same time, the outlier segments that are not very representative will be filtered because they will not have sufficient critical mass to compose 330 their own cluster. This process can be considered equivalent to the elimination of the typos from the text.
Two different clustering techniques were tested in this paper, and an empirical comparison is presented in the results section. No assumption regarding the number of clusters, their allowed variability or the memberships of the feature 335 vectors to the hypothetical words was made.
The first clustering approach used in this work is k-means clustering Kanungo et al. (2002) . In this algorithm, initial seeds for each of the K clusters are initialised to a random sample in the dataset. Then, an iterative process is applied to refine their positions and characteristics until convergence is achieved.
340
At each iteration, each sample, defined by its feature vector x i ∀i ∈ dataset, is assigned to the closest cluster, and the cluster center c k is recalculated as the average of all of the samples assigned to it.
where n k is the number of data samples that correspond to cluster k.
In contrast to previous work Gotman (1990) , in our implementation, the 345 number K of clusters is not predetermined beforehand but is calculated for each new training set under consideration. The implemented approach is intended to maximise the distances among the clusters, the inter-class distance, while minimising the distance between the elements that are inside a cluster, the intra-class distance:
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(2)
To accomplish this goal, we predefine a maximum number of clusters, which ranges from 1 to 8 clusters, and we evaluate the optimisation function for each of the considered numbers of clusters:
arg max
x Interclass(K) − Intraclass(K) max(Interclass(K), Intraclass(K)
However, although k-means works well with isolated and compact clusters Jain et al. (1999) , its performance decreases for a more complex clustering space.
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In addition, another disadvantage of the k-means algorithm is its stochastic initialisation, which results in a high sensitivity to the selection of the initial seed.
As a result, the clustering can converge to a local minimum of the optimisation function if the initial partition is not properly chosen Jain et al. (1999) .
To obtain a more robust grouping, a second clustering algorithm has been 
This equation 5 defines a probability that decreases exponentially with the Mahalanobis distance of a given data point x to a Gaussian φ k , where
being N () a Gaussian or Normal distribution.
In our approach, the number of clusters k is automatically learned during the clustering process by applying the Figueiredo-Jain GMM automatic estimation 375 Figueiredo & Jain (2002) .
The strength of EM is that it can derive elliptical clusters (Gaussians) instead of spherical clusters that are estimated by k-means, and thus, it is more general and versatile when adapting to complex clustering spaces. Moreover, by integrating the automatic estimation of the number of clusters K in an iterative 380 process, not only the computational cost is reduced by avoiding repetitions of the clustering process a number of times but also the sensitivity to the stochastic initialisation is removed.
The resulting vocabulary C will be the set of cluster centers that result from clustering the training set:
in the case of k-means clustering, or by their centroids and their covariances:
in the case of the EM algorithm.
Bag-of-Words representation
Once the vocabulary has been defined, the next step consists of redefining the feature vectors, which are originally composed of statistical values derived 390 from the wavelet decomposition coefficients, as a function of our vocabulary.
This codification or quantisation process generates a new descriptor, which is composed of words or bag of words and is finally fed into the classifier.
The new chosen descriptors represent the feature vector in terms of its distance to each of the words or cluster centroids. Since clusters are characterised 395 differently depending on the applied clustering technique, two different distances were used: Euclidean distance for k-means clusters and Mahalanobis distance, for the EM clusters.
After the generation of the descriptor, the aforementioned feature vector of 24 values is now reduced to a new vector whose dimensionality depends on the 400 optimum number of clusters for that specific signal. This arrangement can be seen as a non-linear transformation of the data.
Classification
Finally, the chosen feature representation, either the statistical values that result from wavelet decomposition or the BoW representation, are fed into a 405 classifier that distinguishes among the different classes of samples. In our seizure detection problem, this classification is performed to distinguish normal and seizure EEG signals, and thus, a binary classifier is used (normal/epileptic). In our implementation, an SVM paradigm has been used Vapnik (1995) ; Janjarasjitt (2010); Kıymık et al. (2005) . The choice of SVM in comparison with more 410 traditional approaches, such as regression, neural networks and discriminant analysis (DA) Ripley & Hjort (1995) , is supported by the reported advantages of the SVM Auria & Moro (2008): it does not require regularity in the data and thus can be applied to data that follow an unknown distribution; it delivers a unique solution because the optimality problem is convex in contrast to neural 415 networks; it can be easily extended to non-linear non-parametric problems by replacing the linear kernel; it scales relatively well to high-dimensional data;
and the trade-off between the classifier complexity and error can be controlled explicitly.
To classify a new test descriptor, the SVM should be already trained in 420 a supervised mode with a training set that is composed of both positive and negative examples of normal and epileptic EEG. As an output of the training phase, an hyperplane that is capable of separating the two classes with the maximum margin, called the maximum-margin hyperplane, is obtained. The position of a new test descriptor with regard to this hyperplane will be the 425 criterion for assigning it an identity as normal or epileptic.
Non-linear classification
For linear data, a hyperplane can be used to split the data. However, the assumption of linearity is often wrong (see Figure 5 ). In these cases, the dataset is inseparable in a linear space, and the classification fails. Although the deci- f
In this new space, the data are linearly separable, and the SVM framework can be applied. This process is illustrated in Figure 5 . Different kernel functions can be applied to obtain the best possible transformation, and even a function that is personalised to the data can be used. Among 445 the most common transformations are Cristianini & Shawe-Taylor (2000) .
Polynomial of order d:
Gaussian Radial Basis Functions (RBF):
Perceptron multi-layer:
Results
This section describes the results that were obtained from testing the proposed system in three different datasets, which encompass situations with artifacts, different noise levels, highly attenuated signals and different activity variations.
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This section is intended to evaluate both types of systems under different circumstances, to determine the system that better suits the characteristics of a real scenario, and to compare it against the state of the art.
The proposed system has been implemented in Matlab, using the gmmbayestb-v1.0 2 for automatically learning the number of clusters based on the Jain GMM automatic estimation Figueiredo & Jain (2002) . Additionally, we have employed the Matlab support for the SVM classifier and its different kernels.
EEG Data
Different datasets have been used in this work for training and testing pur-460 poses. First, the system was trained using the data described in Andrzejak the healthy and the epileptic part of the brain. The seizure takes place at the left temporal lobe of the brain. The data were sampled at a frequency of 200
Hz. The K set records a tonic-clonic general seizure, also downsampled at 200
Hz. These three sets sum to a total of 277,71 seconds of recording.
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Because of the many artifacts and attenuated signals, the HRUCH dataset can be considered to be the most complex dataset, and it can provide a clear idea of how good is the performance of the proposed system outside of the lab, in a real environment. The data, as provided by the HRUCH dataset, are the type of data that a framework for seizure detection will be required to address. Figure 6 to graphically demonstrate that the data from different datasets (i.e., the different modalities present in the data, in different colours) are not linearly separable.
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This can be noticed in Figure 6b , where the data and modalities seem hard to separate with linear and simple classifiers in this original space, while non-linear separation using kernels may give better results.
By displaying the same PCA representation of the data space but this time after BoW has been applied (see Figure 6d ), a more linear space can be obser-540 ved where modalities are less mixed. Therefore, it can be inferred that BoW helps to linearise the space, simplifying the separation process performed by the classifier.
Similar conclusion can be extracted by comparing Figures 7a and 7b , which show the same projections but now differentiating the healthy and epileptic Since EM relies on a stochastic process to initialise the clustering process, an experiment was performed to evaluate the impact that the selected initial cluster might have in the overall performance of the system. Quantitative experiments 560 in section 4.5 were repeated 10 times for the BoW approach (SVM-only appro- Polynomial kernel 0,00035136 0,00403399 RBF kernel 0,00035136 0,00901815
Perceptron kernel 0,0002635 0,01237935 aches do not use the clustering) for sets A and E and the standard deviation (STD) between experiments was measured (see Table 5 ). The average standard deviation (STD) is 0.0044 for BoW, which represents an almost negligible influence of this initialisation on the final performance of the system. 
Window size evaluation
Another parameter that must be verified is the size of the signal segment or epochs into which the EEG channels have been split. The 3-seconds window size has been empirically demonstrated by analyzing the performance of the system under different window sizes. The following graphics summarise the variations 570 in the accuracy rate, which were experienced by varying the size of the sliding window, from two-second windows to five-second windows. For the purpose of conciseness, only the SVM and BoW implementation of the RBF kernel is presented in this paper. Because it will be justified later, on average, the RBF kernel provides better results than any of the other implementations, and for 575 that reason, only its value is represented here. Figure 9 summarises the accuracy rates that are obtained by systems testing the different sets considered here. Although the results are not totally conclusive, it can be observed that the maximums are normally achieved in 3 or 4 seconds. This timing is especially notable for sets A and E, where a maximum 580 accuracy rate of 100% is achieved. 
Discussion
Several conclusions can be observed from Table 6 . First, we can see how BoW 590 drastically improves the accuracy of the system, on average and for each set, with regard to the equivalent model of SVM. This improvement is because the BoW strategy creates a more discriminative space in which the classification can be performed, while focusing on the key features. This arrangement is shown in Figure 6 , where all of the positive and negative samples of all (A to K) datasets 595 are projected into the 2 most significant dimensions of a PCA space.
Second, a similar accuracy to BoW can be obtained with a more conventional approach and a careful selection of non-linear classifiers in the same feature space. This approach gives lower, but similar, accuracy on average and provides some of the best possible accuracies on the individual sets (E, J, H). The good performance of the RBF kernels, especially in the SVM version, is supported theoretically because of the fact that if the kernel used is a Gaussian RBF, then the resulting feature space is a Hilbert space that has an infinite dimension.
In this space, our maximum margin classifiers are well regularised and large or even infinite dimensions do not spoil the results, which mitigates the curse 605 of dimensionality. However, it is important to note that there is a drop in SVM-RBF performance with respect to some of the noisiest datasets (G). This drop could suggest the convenience of the BoW approach for addressing the (considerably) more difficult conditions.
Moreover, the use of non-linear classifiers for BoW methods is revealed to 610 be unnecessary because similar results are obtained for all of the possible kernels, except for the 3rd-order polynomial approach, in which overfitting to the training seems to have happened. This redundancy occurs because BoW has already reduced significantly the dimensionality and non-linearity of the feature space as shown in Figure 7b and makes the use of non-linear kernels in the 615 classifier redundant. This is a significant advantage since selecting a suitable kernel is not trivial and relies largely on empirical tuning as shown in Burges (1998) and in our own exhaustive experiments.
In the overall and considering all datasets and the cross-dataset setup, comprising different variations and artifacts, it can be observed how the BoW met-620 hod combined with an SVM classifier with a linear kernel yields a mean accuracy of 90,21%. BoW implementation provides the best results on average when compared to the equivalent linear or non-linear SVM implementation. This is justified by the success of BoW in creating a more discriminative and linear space in which the classification of the EEG data can be better performed. The use of BoW also avoids the non-trivial selection of a kernel and parameter tuning that is required in the SVM classifier. in which the training and testing configuration is modified. A leaving-10%-out cross validation approach was implemented in which the experiment was run were not dependent on which dataset was used to train the system and the reported results are a better reflection of the performance in realistic scenarios.
We have selected four of the most representative works of the state of the art. The method "DTCWT+SVM" Chen (2014) as DWT+ANN Tzallas et al. (2007 proposes the use of time-frequency distributions with an artificial neural network (ANN) classifier. Since no implementation was provided by the authors, we implemented them keeping their 700 parameter setting and configuration as closed as possible to their specifications. Whenever there were missing details regarding the implementation, the configuration details of our system were adopted to ensure a fair comparison.
Similarly, the experimental setup and training/testing split used is identical for all compared methods.
705 Table 9 presents the obtained results for all the datasets used in this work, including our private datasets. Accuracy (Acc), precision (Prec), recall and Fmeasure (F1) are used as evaluation metrics. Table 10 summarises the mean F1-measure obtained for each of the evaluated methods across the three different datasets.
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From the obtained results, it can be concluded that our method outperforms the other methods in almost all cases, with the exception of the Freiburg dataset, in which the results obtained are very similar to the best result reported in literature. However, the excellent performance of all methods when using the Freiburg dataset, which only contains intracrannial ictal (positive) segments, 715 may indicate the simplicity of this set and/or the particularities of intracrannial ictal cases. By considering all dataset together (see Table 10 ), we can conclude that our method is more reliable and robust since it does not depend on the characteristics of the signal to be classified (intracrannial or scalp, noisy or noise-free and with artifacts or artifact-free). 720 
Computational efficiency

Conclusions
This work presents two systems for the automatic analysis of EEG recordings, which aim toward epilepsy seizure detection. As the first contribution, one of the proposed systems consists The proposed systems were validated in a wide spectrum of data, including public standard datasets and complex private datasets, in which different type of activities, noise and artifacts appear. Our proposed system performs at stateof-art level when evaluated in standard datasets under an intra-dataset setup.
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More importantly, cross-dataset experiments have been used to evaluate the performance of the proposed BoW approach against some of the most relevant and representative state-of-the-art methods for all the datasets considered in this work.
The main advantage of the proposed solution consists in its robustness to 750 real-environmental conditions, as demonstrated by the performance results. In terms of computational cost and, without having carried out any optimisation works, we can also highlight as an additional advantage the reduction of the feature vector dimension carried out by the BoW. This reduction makes easier the convergence of the classifier, which results in a lower training computational 755 cost, having a more noticeable effect when the number of available samples increases.
The results prove, as main advantage, the robustness of our method to realenvironmental conditions without having carried out any optimisation works.
The robust performance of the BoW implementation when facing these types 760 of realistic EEG signals suggests the suitability of this model for deployment in real hospital environments to reduce the bottleneck of EEG analysis in epilepsy diagnosis stage.
As future work we aim to evaluate our system for automatic analysis of long EEG test, such as those of sleep deprivation, which currently relies on specialists 765 supervising the testing results. This will require the introduction of time-series modeling in the BoW representation since our current implementation of BoW fails to represent the underlying temporal and causal information that is inherent to time series such as EEG signals and that may be needed to detect more complex and subtle neural activity. Additionally, due to the computational efficiency of the proposed method, we will work on the implementation of a hardware-specific version of the algorithm for FPGAs.
