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Abstract
Covariance matrix estimation is one of the most important problems in statistics.
To accommodate the complexity of modern datasets, it is desired to have estimation
procedures that not only can incorporate the structural assumptions of covariance ma-
trices, but are also robust to outliers from arbitrary sources. In this paper, we define
a new concept called matrix depth and then propose a robust covariance matrix esti-
mator by maximizing the empirical depth function. The proposed estimator is shown
to achieve minimax optimal rate under Huber’s -contamination model for estimating
covariance/scatter matrices with various structures including bandedness and sparsity.
Keywords. Data depth, Minimax rate, High dimensional statistics, Outliers, Con-
tamination model
1 Introduction
Covariance matrix estimation is one of the most important problems in statistics. The last
decade has witnessed the rapid development of statistical theory for covariance matrix es-
timation under high dimensional settings. Starting from the seminal works of Bickel and
Levina [2, 3], covariance matrices with a list of different structures can be estimated with
optimal theoretical guarantees. Examples include bandable matrix [8], sparse matrix [44, 7],
Toeplitz matrix [10] and spiked matrix [4, 11]. For a recent comprehensive review on this
topic, see [12]. However, these works do not take into account the heavy-tailedness of data
and the possible presence of outliers. All these methods are based on sample covariance
matrix, which is shown to have a 1/(n + 1) breakdown point [32]. This means that even if
there exists only one arbitrary outlier in the whole dataset, the statistical performance of the
estimator can be totally compromised. In this paper, we attempt to tackle the problems of
robust covariance matrix estimation under high dimensional settings.
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To be more specific, we consider the distribution (1 − )N(0,Σ) + Q, where Q is an
arbitrary distribution that models the outliers and  is the proportion of contamination.
Given i.i.d. observations X1, ..., Xn from this distribution, there are approximately n of
them distributed according to Q, which can influence the performance of an estimator without
robustness property. This setting is called -contamination model, first proposed in a path-
breaking paper by Huber [38]. In this paper, Huber proposed a robust location estimator
and proved its minimax optimality under the -contamination model. His work suggests an
estimator that is optimal under the -contamination model must achieve statistical efficiency
and resistance to outliers simultaneously. Therefore, we view the -contamination model as a
natural framework to develop theories of robust estimation of covariance matrices. The goal
of this paper is to propose an estimator of Σ that achieves the minimax rate under Huber’s
-contamination model.
To obtain a robust covariance matrix estimator, we propose a new concept called matrix
depth. For a p-variate distribution X ∼ P, the matrix depth of a positive semi-definite
Γ ∈ Rp×p with respect to P is defined as
D(Γ,P) = inf
||u||=1
min
{
P{|uTX|2 ≤ uTΓu},P{|uTX|2 ≥ uTΓu}} . (1)
We will show that for P = N(0,Σ), the deepest matrix is βΣ for some constant multiplier
β > 0. Thus, a natural estimator for Σ is Γˆ/β with Γˆ = arg maxΓ0D(Γ,Pn). Here, we use
the notation Pn to denote the empirical distribution.
Our definition of matrix depth is parallel to Tukey’s depth function [67] for a location
parameter. The deepest vector according to Tukey’s depth is a natural extension of median
in the multivariate setting, and thus can be used as a robust location estimator. Zuo and
Serfling [83] advocated the notion of statistical depth function that satisfies the four properties
in [46] and verified that Tukey’s depth indeed satisfies all these properties while many other
depth functions [46, 57, 61, 72] do not. The multivariate median defined by Tukey’s depth
was shown to have high breakdown point [20, 23, 22]. The original proposal of the depth
function in [67] not only provides a way for robust location estimation, but also gives a
general way to summarize multivariate data. For example, the depth function can be used
to define an index of scatteredness of data [84]. Based on the concept of data depth, a data
peeling procedure has been proposed to estimate the covariance matrix. Specifically, one
may trim the data points according to their depths and use the remaining ones to estimate
the covariance [20, 47]. One may also estimate the covariance through a weighted average
with weights that are functions of depths [82]. Though the notion of Tukey’s depth is closely
related to covariance matrix estimation, depth functions that are directly defined on positive
semi-positive matrices are not well explored in the literature. The need for such a concept
has been mentioned in [63] based on a general framework of location depth functions by
[54, 55]. A proposal that is close in spirit to ours is [80], which also uses the projection idea
in Tukey’s location depth. The matrix depth defined in (1) offers another option. Later,
we will also define several variants of the matrix depth that take into account the high
dimensional structures such as bandedness and sparsity. Those matrix depth functions are
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powerful tools for robust estimation of structured covariance matrices.
We apply the proposed robust matrix estimator to the problems of estimating banded
covariance matrices, bandable covariance matrices, sparse covariance matrices and sparse
principal components. We show that in all these cases, the estimators defined by the matrix
depth functions achieve the minimax rates of the corresponding -contamination models under
the operator norm. Therefore, the new estimators enjoy both rate optimality and property
of resistance to outliers. Interestingly, the minimax rates have a unified expression. That is,
M()  max {M(0), ω(,F)}, where M() is the minimax rate for the probability class of
distributions (1− )N(0,Σ) + Q ranging over Σ ∈ F for some covariance matrix class F and
all probability distributions Q. The first part M(0) is the classical minimax rate without
contamination. The second part is determined by the quantity ω(,F) called modulus of
continuity. Its definition goes back to the fundamental works of Donoho and Liu [24] and
Donoho [21]. A high level interpretation is that the least favorable contamination distribution
Q can be chosen in a way that the parameters within ω(,F) under a given loss cannot be
distinguished from each other. We establish this phenomenon rigorously through a general
lower bound argument for all -contamination models.
Besides -contamination models with Gaussian distributions, we show that our proposed
estimators also work for general elliptical distributions. To be specific, the setting (1−)PΓ +
Q is also considered, where Γ is the scatter matrix under the canonical representation of
an elliptical distribution. In fact, a characteristic property of the scatter matrix Γ of an
elliptical distribution is D(Γ, PΓ) = 1/2. This property allows the depth function to combine
naturally with the elliptical family. The resulting estimators are also shown to achieve the
optimal convergence rates. To this end, we can claim that the proposed estimator by matrix
depth have two extra robustness properties besides its rate optimality: resistance to outliers
and insensitivity to heavy-tailedness. In fact, there are many works in the literature on
scatter matrix estimation for elliptical distributions, including [50, 69] in classical settings
and [77, 35, 33, 76, 29, 36, 34, 53, 78] in high dimensional settings. However, it still remains
open whether these estimators can achieve the minimax rates of the -contamination models.
The -contamination model is a setting where a successful estimator should achieve a
good convergence rate and robustness simultaneously. By considering a population variation
of the breakdown point which we term as δ-breakdown point, we show in Section 6.3 that
for a given estimator that has convergence rate δ under the -contamination model, its δ-
breakdown point is at least . This suggests convergence under Huber’s -contamination
model is a more general notion of robustness than the breakdown point and it provides a
unified way to study statistical convergence rate and robustness jointly.
The main contribution of the paper is the derivation of the minimax rates for robust
covariance matrix estimation under Huber’s -contamination model, which can be achieved
by optimizing over the proposed matrix depth function. We would like to clarify that, in
high-dimensional settings, the proposed estimators based on matrix depth are challenging
to compute, hence are mainly of theoretical interest. It is interesting and urgent to in-
vestigate in the future whether the minimax rates of covariance matrix estimation under
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Huber’s -contamination model can be achieved by a provable polynomial-time algorithm.
For unstructured covariance matrices under low or moderate dimensions (up to p = 10), the
proposed depth-based estimators can be used in practice. We provide an algorithm and per-
form some numerical studies in the supplementary material [14]. An R package is available
on the Github at https://github.com/ChenMengjie/DepthDescent
The paper is organized as follows. First, we revisit Tukey’s location depth in Section 2
and discuss the convergence rate of the associated multivariate median. The matrix depth is
introduced in Section 3 and we use it as a tool to solve various robust structured covariance
matrix estimation problems. In Section 4, we discuss the relationship between matrix depth
and elliptical distributions. Results of covariance matrix estimation are extended to scatter
matrix estimation for elliptical distributions. Section 5 presents a general result on minimax
lower bound for the -contamination model. In Section 6, we discuss some related topics on
robust statistics including the connection between breakdown point and the -contamination
model as well as an extension of our notion of matrix depth function to the setting with
non-centered observations. All proofs of the theoretical results are given in Section 7 and the
supplementary materials [14]. The supplementary materials [14] also include some numerical
studies of the proposed estimators for unstructured covariance matrices when the dimension
is low or moderate.
We close this section by introducing some notation. Throughout the paper, we assume
the covariance or scatter matrix of interest is not a zero matrix. Given an integer d, we use
[d] to denote the set {1, 2, ..., d}. For a vector u = (ui), ‖u‖ =
√∑
i u
2
i denotes the `2 norm.
For a matrix A = (Aij), we use sk(A) to denote its kth singular value. The largest and the
smallest singular values are denoted as smax(A) and smin(A), respectively. The operator norm
of A is denoted by ‖A‖op = smax(A) and the Frobenius norm by ‖A‖F =
√∑
ij A
2
ij . When
A = AT ∈ Rp×p is symmetric, diag(A) means the diagonal matrix whose (i, i)th entry is Aii.
Given a subset J ⊂ [p], AJJ is an |J | × |J | submatrix, where |J | means the cardinality of J .
The set Sp−1 = {u ∈ Rp : ||u|| = 1} is the unit sphere in Rp. Given two numbers a, b ∈ R, we
use a ∨ b = max(a, b) and a ∧ b = min(a, b). For two positive sequences {an}, {bn}, an . bn
means an ≤ Cbn for some constant C > 0 independent of n, and an  bn means an . bn and
bn . an. Given two probability distributions P,Q, the total variation distance is defined by
supB |P(B)−Q(B)|, and the Kullback-Leibler divergence is defined by D(P||Q) =
∫
log dPdQdP.
Throughout the paper, C, c and their variants denote generic constants that do not depend
on n. Their values may change from line to line.
2 Prologue: Robust Location Estimation
We start by the problem of robust location estimation. Consider i.i.d. observationsX1, ..., Xn ∼
P(,θ,Q) = (1−)Pθ+Q, where Pθ = N(θ, Ip). The goal is to estimate the location parameter
θ from the contaminated data {Xi}ni=1. It is known that the sample average is not robust
because of its sensitivity to outliers. We consider Tukey’s median ([66, 67], see [68] as well) as
a robust estimator of the location θ. First, we need to introduce Tukey’s depth function. For
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any η ∈ Rp and a distribution P on Rp, the Tukey’s depth of η with respect to P is defined as
D(η,P) = inf
u∈Sp−1
P{uTX ≤ uT η}, where X ∼ P.
Given i.i.d. observations {Xi}ni=1, the Tukey’s depth of η with respect to the observations
{Xi}ni=1 is defined as
D(η, {Xi}ni=1) = D(η,Pn) = min
u∈Sp−1
1
n
n∑
i=1
I{uTXi ≤ uT η},
where Pn = 1n
∑n
i=1 δXi is the empirical distribution. Then, Tukey’s median is defined to be
the deepest point with respect to the observations, i.e.,
θˆ = arg max
η∈Rp
D(η, {Xi}ni=1). (2)
When (2) has multiple maxima, θˆ is understood as any vector that attains the deepest level.
The convergence rate of θˆ is stated in the following theorem.
Theorem 2.1. Consider Tukey’s median θˆ. Assume that  < 1/5. Then, there exist absolute
constants C,C1 > 0, such that for any δ ∈ (0, 1/2) satisfying C1
(
p
n +
log(1/δ)
n
)
< 1, we have
‖θˆ − θ‖2 ≤ C
(( p
n
∨ 2
)
+
log(1/δ)
n
)
,
with P(,θ,Q)-probability at least 1− 2δ uniformly over all θ and Q.
Remark 2.1. By scrutinizing the proof of Theorem 2.1, the result can hold for any  < 1/3−c′
for an arbitrarily small constant c′. The critical threshold 1/3 has a meaning of the highest
breakdown point for Tukey’s median [20, 22]. Further discussion on the connection between
the breakdown point and the -contamination model is given in Section 6.
Remark 2.2. Theorem 2.1 is valid for identity covariance matrix. For a more general
case Pθ = N(θ,Σ), as long as smax(Σ) ≤ M with some absolute constant M > 0, the result
remains valid. In addition, the result can also be extended to the class of elliptical distributions
considered in Section 4.
To the best of our knowledge, Theorem 2.1 is the first result in the literature that gives
an error bound for Tukey’s median under Huber’s -contamination model. It says that the
convergence rate of Tukey’s median is p/n in terms of the squared `2 loss when 
2 . p/n.
Otherwise, the rate is 2. Therefore, as long as the number of outliers from Q is at the order
of n = O(
√
np), the convergence rate of Tukey’s median is identical to the case when  = 0.
The next theorem shows that Tukey’s median is optimal under the -contamination model
in a minimax sense.
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Theorem 2.2. There exist some absolute constants C, c > 0 such that
inf
θˆ
sup
θ,Q
P(,θ,Q)
{
‖θˆ − θ‖2 ≥ C
( p
n
∨ 2
)}
≥ c,
for any  ∈ [0, 1].
Theorem 2.2 provides a minimax lower bound for the -contamination model. It implies
that as long as 2 & p/n, the usual minimax rate p/n for estimating θ is no longer achievable.
It also justifies the optimality of Tukey’s median from a minimax perspective. To summa-
rize, Theorem 2.1 and Theorem 2.2 jointly provide a framework for robust statistics that
characterize both rate optimality and resistance to outliers simultaneously.
Another natural robust estimator for location is the componentwise median, defined as
θˆ = (θˆ1, ..., θˆp)
T with θˆj = Median({Xij}ni=1). We show that the componentwise median has
an inferior convergence rate via the following proposition.
Proposition 2.1. Consider the componentwise median θˆ. There exist absolute constants
C, c > 0 such that
sup
θ,Q
P(,θ,Q)
{
‖θˆ − θ‖2 ≥ Cp
(
1
n
∨ 2
)}
≥ c,
for any  ∈ [0, 1].
Obviously, p
(
n−1 ∨ 2) is also the upper bound for θˆ by applying Theorem 2.1 to each
coordinate. Since p/n ∨ 2  p (n−1 ∨ 2) when 2 & 1/n, the componentwise median has
a slower convergence rate. It achieves the rate p/n only when n = O(
√
n). Therefore, to
preserve the rate p/n, the componentwise median can tolerate at most O(
√
n) number of
outliers, whereas Tukey’s median can tolerate O(
√
pn).
3 Robust Covariance Matrix Estimation
In this section, we consider estimating covariance matrices under the -contamination model.
The model is represented as P(,Σ,Q) = (1 − )PΣ + Q, where PΣ = N(0,Σ) and Q is any
distribution. Motivated by Tukey’s depth function for location parameters, we introduce
a new concept called matrix depth. The robust matrix estimator is defined as the deepest
covariance matrix with respect to the observations. This estimator achieves minimax optimal
rates under the -contamination model.
3.1 Matrix Depth
The main idea of Tukey’s median is to project multivariate data onto all one-dimensional
subspaces and obtain the deepest point by evaluating depths in those one-dimensional sub-
spaces. Such an idea can be used to estimate covariance matrices. Formally speaking, for
X ∼ N(0,Σ), the population median of |uTX|2 is βuTΣu for every u ∈ Sp−1 with some
absolute constant β defined later. Thus, an estimator of Σ can be obtained by estimating
variance on every direction.
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Inspired by the above idea, we define the matrix depth of a positive semi-definite Γ ∈ Rp×p
with respect to a distribution P as
D(Γ,P) = inf
u∈Sp−1
min
{
P{|uTX|2 ≤ uTΓu},P{|uTX|2 ≥ uTΓu}} ,
where X ∼ P. To adapt to various structure constraints in high-dimensional settings, it
is also helpful to define matrix depth by a subset of the directions Sp−1. Given a subset
U ⊂ Sp−1, the matrix depth of Γ with respect to a distribution P relative to U is defined as
DU (Γ,P) = inf
u∈U
min
{
P{|uTX|2 ≤ uTΓu},P{|uTX|2 ≥ uTΓu}},
where X ∼ P. We adopt the notation DSp−1(Γ,P) = D(Γ,P), and when U is a singleton
set, we use Du(Γ,P) instead of D{u}(Γ,P). At the population level, the following proposition
shows that the true covariance matrix, multiplied by a scalar, is the deepest positive semi-
definite matrix.
Proposition 3.1. Define β through the equation
Φ(
√
β) =
3
4
, (3)
where Φ is the cumulative distribution function of N(0, 1). Then, for any U ⊂ Sp−1, we have
DU (βΣ, PΣ) = 12 .
Given i.i.d. observations {Xi}ni=1 from P, the matrix depth of Γ with respect to {Xi}ni=1
is defined as
DU (Γ, {Xi}ni=1) = min
u∈U
min
{
1
n
n∑
i=1
I{|uTXi|2 ≤ uTΓu}, (4)
1
n
n∑
i=1
I{|uTXi|2 ≥ uTΓu}
}
.
Note that there are only n + 1 possible values for 1n
∑n
i=1 I{|uTXi|2 ≤ uTΓu}, which allows
us to use minimum rather than infimum when defining the empirical matrix depth function
in (4). We adopt the notation DSp−1(Γ, {Xi}ni=1) = D(Γ, {Xi}ni=1). A general estimator for
βΣ is given by
Γˆ = arg max
Γ∈F
DU (Γ, {Xi}ni=1), (5)
where F is some matrix class to be specified later. One can either use F to impose various
structure constraints in high-dimensional settings or use it to promote positive-definiteness
of the estimator. The estimator of Σ is
Σˆ = Γˆ/β, (6)
where β is defined through (3).
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3.2 General Covariance Matrix
Consider the following covariance matrix class with bounded spectra
F(M) = {Σ = ΣT ∈ Rp×p : Σ  0, smax(Σ) ≤M} ,
where Σ  0 means Σ is positive semi-definite and M > 0 is some absolute constant that
does not scale with p or n.
To define an estimator, it is natural to pick U = Sp−1. Recall we adopt the notation
DSp−1(Γ, {Xi}ni=1) = D(Γ, {Xi}ni=1). Define
Γˆ = arg max
Γ0
D(Γ, {Xi}ni=1). (7)
When (7) has multiple maxima, Γˆ is understood as any positive semi-definite matrix that
attains the deepest level. A final estimator of Σ is defined by Σˆ = Γˆ/β as in (6). The error
bound of Σˆ is stated in the following theorem.
Theorem 3.1. Assume that  < 1/5. Then, there exist absolute constants C,C1 > 0, such
that for any δ ∈ (0, 1/2) satisfying C1 p+log(1/δ)n < 1, we have
‖Σˆ− Σ‖2op ≤ C
(( p
n
∨ 2
)
+
log(1/δ)
n
)
,
with P(,Σ,Q)-probability at least 1− 2δ uniformly over all Q and Σ ∈ F(M).
The convergence rate for the deepest covariance is (p/n)∨ 2 under the squared operator
norm. A matching lower bound is given by the following theorem.
Theorem 3.2. There exist some absolute constants C, c > 0 such that
inf
Σˆ
sup
Σ∈F(M)
sup
Q
P(,Σ,Q)
{
‖Σˆ− Σ‖2op ≥ C
( p
n
∨ 2
)}
≥ c,
for any  ∈ [0, 1].
Theorem 3.1 and Theorem 3.2 show that the minimax rate for estimating a covariance
matrix under Huber’s -contamination model is (p/n) ∨ 2. The part p/n is the classical
parametric rate [16] for estimating a covariance matrix without contamination under the
squared spectral norm.
3.3 Bandable Covariance Matrix
In many high-dimensional applications such as time series data in finance, the covariates of
data are collected in an ordered fashion. This leads to a natural banded estimator of the
covariance matrix [3, 8]. Define the class of covariance matrices with a banded structure by
Fk = {Σ = (σij)  0 : σij = 0 if |i− j| > k}.
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Next, we propose a notion of matrix depth function relative to some subset Uk ⊂ Sp−1 defined
particularly for the class Fk. For any l1, l2 ∈ [p], define V[l1,l2] = {u = (ui) ∈ Sp−1 : ui =
0 if i /∈ [l1, l2]}. Then V[l1,l2] is equivalent to Sl2−l1 on the coordinates {l1, ..., l2}. The depth
function is defined relatively to the following subset
Uk = ∪p+1−2kl=1 V[l,l+2k−1] if 2k ≤ p, and Uk = V[1,p] = Sp−1 if 2k > p.
Then, a robust covariance matrix estimator with banded structure is defined as
Γˆ = arg max
Γ∈Fk
DUk(Γ, {Xi}ni=1). (8)
An estimator for Σ is Σˆ = Γˆ/β as in (6).
To study the convergence rate of Σˆ, we consider the class Fk(M) = Fk ∩ F(M). The
convergence rate of Σˆ under the -contamination model is stated in the following theorem.
Theorem 3.3. Assume that  < 1/5. Then, there exist absolute constants C,C1 > 0, such
that for any δ ∈ (0, 1/2) satisfying C1
(
k+log p
n .
)
+ log(1/δ)n
)
< 1, we have
‖Σˆ− Σ‖2op ≤ C
((
k + log p
n
∨ 2
)
+
log(1/δ)
n
)
,
with P(,Σ,Q)-probability at least 1− 2δ uniformly over all Q and Σ ∈ Fk(M).
Theorem 3.3 states that the convergence rate for Σˆ under the class Fk(M) is k+log pn ∨ 2.
When 2 . k+log pn , this is exactly the minimax rate in [8]. Therefore, Theorem 3.3 extends
the result of [8] to a robust setting. If the rate k+log pn is pursued, then the maximum number
of outliers that Σˆ can tolerate is O(
√
n(k + log p)).
Besides matrices with exact banded structure, we also consider the following class of
bandable matrices, in which the variables Xi and Xj become less correlated for larger |i− j|.
That is,
Fα(M,M0,Mmin) =
{
Σ = (σij) ∈ F(M) : max
j
∑
{i:|i−j|>k}
|σij | ≤M0k−α,
smin(Σ) > Mmin
}
,
where M0 > 0 and 0 < Mmin < M are some absolute constants that do not scale with p or n.
This covariance class is mainly motivated by many scientific applications such as climatology
and spectroscopy. See, for example, [31] and [74]. The parameter α specifies how fast the
magnitude of σij decays to zero along the off-diagonal direction.
Theorem 3.4. Consider the robust banded estimator Σˆ in Theorem 3.3 with k = dn 12α+1 e∧p.
In addition, we assume that  < 1/5. Then, there exist absolute constants C,C1 > 0, such
that for any δ ∈ (0, 1/2) satisfying C1 min(n
1
2α+1 +log p,p)+log(1/δ)
n < 1, we have
‖Σˆ− Σ‖2op ≤ C
((
min
{
n−
2α
2α+1 +
log p
n
,
p
n
}
∨ 2
)
+
log(1/δ)
n
)
,
with P(,Σ,Q)-probability at least 1− 2δ uniformly over all Σ ∈ Fα(M,M0,Mmin) and Q.
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Remark 3.1. Unlike Theorem 3.3, in Theorems 3.4 we impose a condition smin(Σ) > Mmin
on the smallest eigenvalue of Σ while the minimax rate-optimal result in Cai, Zhang and
Zhou (2010) does not require such a condition in the uncontaminated setting. The reason
we consider a slightly smaller parameter space is mainly due to our depth-based estimation
approach. Indeed, since a bandable matrix Σ is not necessarily banded, the analysis naturally
takes a bias-variance tradeoff with the pivotal matrix being Σk = (σijI{|i− j| ≤ k}), a banded
version of Σ. Our analysis measures the bias via the matrix depth. The condition on smin(Σ)
guarantees the proper behavior of the depth of Σk, which can be well controlled solely by the
bandwidth k.
To close this section, we show in the following theorem that both rates in Theorem 3.3
and Theorem 3.4 are minimax optimal under the -contamination model.
Theorem 3.5. Assume p ≤ exp(γn) for some γ > 0. There exist some absolute constants
C, c > 0 such that
inf
Σˆ
sup
Σ∈Fk(M)
sup
Q
P(,Σ,Q)
{
‖Σˆ− Σ‖2op ≥ C
(
k + log p
n
∨ 2
)}
≥ c,
and
inf
Σˆ
sup
Σ∈Fα
sup
Q
P(,Σ,Q)
{
‖Σˆ− Σ‖2op ≥ C
(
min
{
n−
2α
2α+1 +
log p
n
,
p
n
}
∨ 2
)}
≥ c,
for any  ∈ [0, 1], where Fα = Fα(M,M0,Mmin).
Theorem 3.3, Theorem 3.4 and Theorem 3.5 give minimax rates for the classes of banded
and bandable covariance matrices. When  = 0, the minimax rates of the two classes are
given in [8]. Both rates are achieved by a tapered sample covariance estimator when there is
no contamination. In comparison, when  > 0, we achieve the minimax rate by incorporating
the structural assumption into the definition of the matrix depth function.
3.4 Sparse Covariance Matrix
We consider sparse covariance matrices in this section. For a subset of coordinates S ⊂ [p],
define G(S) = {G = (gij) ∈ Rp×p : gij = 0 if i /∈ S or j /∈ S}. Define G(s) = ∪S⊂[p]:|S|≤sG(S).
Then, the sparse covariance class is
Fs = {Σ  0 : Σ− diag(Σ) ∈ G(s)} .
In other words, there are s covariates in a block that are correlated with each other. The
remaining covariates are independent from this block and from each other. Such sparsity
structure has been extensively studied in the problem of sparse principal component analysis
[41, 48, 75, 9], and is different from the notion of degree sparsity studied in [2, 7]. Estimating
the whole covariance matrix under such sparsity was considered by [11].
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To take advantage of the sparsity structure, we define a subset Us ⊂ Sp−1 for the matrix
depth function. For any S ⊂ [p], define VS = {u = (ui) ∈ Sp−1 : ui = 0 if i /∈ S}. The depth
function is defined relatively to the following subset
Us = ∪S⊂[p]:|S|=2sVS .
A robust sparse covariance matrix estimator is defined by
Γˆ = arg max
Γ∈Fs
DUs(Γ, {Xi}ni=1). (9)
An estimator for Σ is Σˆ = Γˆ/β as in (6).
The error of Σˆ is studied in the class Fs(M) = Fs ∩ F(M) under the -contamination
model.
Theorem 3.6. Assume that  < 1/5. Then, there exist absolute constants C,C1 > 0, such
that for any δ ∈ (0, 1/2) satisfying C1 s log
ep
s
+log(1/δ)
n < 1, we have
‖Σˆ− Σ‖2op ≤ C
((
s log eps
n
∨ 2
)
+
log(1/δ)
n
)
,
with P(,Σ,Q)-probability at least 1− 2δ uniformly over all Q and Σ ∈ Fs(M).
The next theorem shows that the upper bound in Theorem 3.6 is optimal under the
-contamination model.
Theorem 3.7. There are some absolute constants C,C1, c > 0 such that as long as
s log ep
s
n ≤
C1 holds, then
inf
Σˆ
sup
Σ∈Fs(M)
sup
Q
P(,Σ,Q)
{
‖Σˆ− Σ‖2op ≥ C
(
s log eps
n
∨ 2
)}
≥ c,
for any  ∈ [0, 1].
Theorem 3.6 and Theorem 3.7 together show that the minimax rate of the covariance
matrix class Fs(M) under the -contamination model is s log
ep
s
n ∨ 2. When  = 0, the rate
s log ep
s
n is obtained by [11] for a closely related matrix class that is a subset of Fs(M).
3.5 Sparse Principal Component Analysis
As an application of Theorem 3.6, we consider sparse principal component analysis. We
adopt the spiked covariance model [41, 4]. That is,
Σ = V ΛV T + Ip,
where V ∈ Rp×r is an orthonormal matrix and Λ is a diagonal matrix with elements λ1 ≥
λ2 ≥ ... ≥ λr > 0. When V has s nonzero rows [9, 11], Σ is in the class Fs. The goal is to
estimate the subspace projection matrix V V T . We propose a robust estimator by applying
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singular value decomposition to Γˆ in (9). That is, define Vˆ ∈ O(p, r) to be the matrix whose
lth column is the lth eigenvector of Γˆ. Then, Vˆ Vˆ T is a robust estimator of V V T .
To study the convergence rate of Vˆ , define the covariance matrix class as
Fs,λ(M, r) =
{
Σ = V ΛV T + Ip : λ ≤ λr ≤ ...λ1 ≤M,V ∈ O(p, r),
|supp(V )| ≤ s} ,
where O(p, r) is the class of p × r orthonormal matrices and supp(V ) is the set of nonzero
rows of V . The rank r is assumed to be bounded by a constant.
Theorem 3.8. Assume that  < 1/5. Then, there exist absolute constants C,C1, C2 > 0,
such that for any δ ∈ (0, 1/2) satisfying C1
((
s log ep
s
nλ2
∨ 2
λ2
)
+ log(1/δ)
nλ2
)
≤ 1 and r ≤ C2, we
have
‖Vˆ Vˆ − V V T ‖2F ≤ C
((
s log eps
nλ2
∨ 
2
λ2
)
+
log(1/δ)
nλ2
)
,
with P(,Σ,Q)-probability at least 1− 2δ uniformly over all Σ ∈ Fs,λ(M, r) and Q.
According to Theorem 3.8, the convergence rate for principal subspace estimation is
s log ep
s
nλ2
∨ 2
λ2
. We have the rate 2/λ2 instead of the usual 2 to account for the outliers in the
previous cases. As shown in the next theorem, the rate 2/λ2 is in fact optimal for sparse
principal component analysis.
Theorem 3.9. There exist some absolute constants C, c, c′ > 0 such that
inf
Σˆ
sup
Σ∈Fs,λ(M,r)
sup
Q
P(,Σ,Q)
{
‖Vˆ Vˆ − V V T ‖2F ≥ C
(
s log eps
nλ2
∨ 
2
λ2
)
∧ c′
}
≥ c,
for any  ∈ [0, 1].
Note that Theorem 3.8 and Theorem 3.8 imply that the minimax rate of sparse PCA under
the -contamination model is
s log ep
s
nλ2
∨ 2
λ2
. When  = 0, our minimax rate reduces to the case
without contamination, which was previously obtained by [9, 11]. It is interesting that for
this class, the term in the minimax rate that characterizes the influence of contamination is
2
λ2
, compared with 2 in all the previous theorems. We will explain this curious fact by a
unified lower bound argument in Section 5.
To close this section, we briefly discuss the case where M in various covariance matrix
classes is not necessarily a constant. For unstructured covariance class F(M) in Theorem 3.1,
banded covariance class Fk(M) in Theorem 3.3, sparse covariance class Fs(M) in Theorem
3.6 and spiked covariance class Fs,λ(M, r) in Theorem 3.8, all the upper and lower bounds can
be readily extended so that the minimax rates with respect to ‖Σˆ− Σ‖op or ‖Vˆ Vˆ − V V T ‖F
will include an extra factor of M . For the bandable class Fα(M,M0,Mmin) in Theorem 3.3,
we can assume all three values M , M0, Mmin are at the same order and scale together. For
this case, all the upper and lower bounds can also be readily extended so that the minimax
rates linearly depend on M .
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4 Extension to Elliptical Distributions
In Section 3, we considered estimating the covariance matrix under the Gaussian distribution
PΣ = N(0,Σ). Though we show that our covariance estimator via matrix depth function
is robust to arbitrary outliers, it is not clear whether such property also holds under more
general distributions. In real applications, the data may not follow a Gaussian distribution
and can have very heavy tails. It is even possible that the distribution may not have finite
first or second moment. In this section, we extend the Gaussian setting in Section 3 to
general elliptical distributions. We show that at the population level, the scatter matrix
of an elliptical distribution achieves the maximum of the matrix depth function. This fact
motivates us to use the matrix depth estimator (5) in the elliptical distribution setting.
Indeed, all error bounds we prove under the Gaussian distribution continue to hold under
the elliptical distributions. Therefore, the proposed estimator is also adaptive to the shape
of the distribution. As is pointed out by a referee, the estimator induced by matrix depth
is well-defined even if the underlying distribution is not elliptical. It can be interpreted as
a multivariate analogue to the median absolute deviation and can serve as a robust scale
estimator of the distribution.
We start by introducing the definition of an elliptical distribution.
Definition 4.1 ([30]). A random vector X ∈ Rp follows an elliptical distribution if and only
if it has the representation X = µ+ ξAU , where µ ∈ Rp and A ∈ Rp×r are model parameters.
The random variable U is distributed uniformly on the unit sphere Sp−1 and ξ ≥ 0 is a
random variable in R independent of U . Letting Σ = AAT and we denote X ∼ EC(µ,Σ, ξ).
For simplicity, we consider the model with µ = 0. We want to remark two points on this
definition. First, the representation EC(0,Σ, ξ) is not unique. This is because EC(0,Σ, ξ) =
EC(0, a−2Σ, aξ) for any a > 0. Secondly, for an elliptical random variable X ∼ EC(0,Σ, ξ)
with smin(Σ) > 0, given any unit vector u ∈ Sp−1, the distribution of uTX/
√
uTΣu is
independent of u. In other words, Σ−1/2X is spherically symmetric. Motivated by these two
points, we define the canonical representation of an elliptical distribution as follows.
Definition 4.2. For a non-degenerate elliptical distribution EC(0,Σ, ξ) in the sense that
smin(Σ) > 0, EC(0,Γ, η) is its canonical representation if and only if Γ = a
−2Σ and η = aξ
for some a > 0, and PΓ
( |uTX|2
uTΓu
≤ 1
)
= 12 , where PΓ = EC(0,Γ, η). From now on, whenever
we use PΓ = EC(0,Γ, η), it always denotes the canonical representation.
To guarantee the existence and uniqueness of the canonical representation, we need the
following assumption on the marginal distribution. Define the distribution function
G(t) = PΓ
( |uTX|2
uTΓu
≤ t
)
. (10)
Note that G(t) does not depend on the specific direction u ∈ Sp−1 used in the definition. We
assume that G(t) is continuous at t = 1 and there exist some τ ∈ (0, 1/2) and α, κ > 0 such
13
that
inf
|t|≥α
|G(1)−G(1 + t)| ≥ τ and inf
|t|<α
|G(1)−G(1 + t)|
|t| ≥ κ
−1/2. (11)
Intuitively speaking, we require G(·) to be strictly increasing in a neighborhood of t = 1.
Proposition 4.1. For an elliptical distribution EC(0,Γ, η) that satisfies (11), its canonical
representation exists and is unique.
The existence and uniqueness of the canonical representation of EC(0,Γ, η) imply that
the matrix Γ is a well-defined object. We call Γ the scatter matrix. The following proposition
shows that the scatter matrix Γ is actually the deepest one with respect to the matrix depth
function.
Proposition 4.2. For any subset U ⊂ Sp−1, we have DU (Γ, PΓ) = 12 .
When X ∼ EC(0,Γ, η) has a density function, it must have the form p(x) = f(xTΓ−1x)
for some univariate function f(·) [30]. Examples of elliptical distributions include:
1. Multivariate Gaussian. Density function p(x) ∝ exp(−βxTΓ−1x/2), where the constant
β is defined in (3). Proposition 3.1 implies that β−1Γ is the Gaussian covariance matrix.
2. Multivariate Laplace. Density function p(x) ∝ exp(−
√
βxTΓ−1x), where the constant β
is determined through the canonical representation. The covariance matrix has formula
(p+ 1)β−1Γ.
3. Multivariate t. Density function p(x) ∝ (1 + βxTΓ−1x/d)− d+p2 , where d is the degree
of freedom. The constant β is determined through the canonical representation. When
d > 2, the covariance matrix is dd−2β
−1Γ. Otherwise, the covariance does not exist.
4. Multivariate Cauchy. This is a special case of multivariate t distribution when d = 1.
The density function is p(x) ∝ (1 + βxTΓ−1x)− p+12 .
Proposition 4.3. For all the four examples above, β is an absolute constant independent of
p. Moreover, the condition (11) holds with absolute constants τ, α, κ independent of p.
Let us proceed to consider estimating the scatter matrix Γ under the -contamination
model P(,Γ,Q) = (1 − )PΓ + Q. This requires the estimator to be robust in two senses.
First, it should be resistant to the outliers. Second, it should be adaptive to the distribution.
Using the property of the scatter matrix spelled out in Proposition 4.2, we show that the
depth-induced estimator (5) enjoys optimal rates of convergence in various settings.
Theorem 4.1. Consider the estimator Γˆ defined in (7). Assume  < τ/3 and the distribution
PΓ = EC(0,Γ, η) satisfies (11). Then, there exist absolute constants C,C1 > 0, such that for
any δ ∈ (0, 1/2) satisfying C1 p+log(1/δ)n < 1, we have
‖Γˆ− Γ‖2op ≤ Cκ
(( p
n
∨ 2
)
+
log(1/δ)
n
)
,
with P(,Γ,Q)-probability at least 1− 2δ uniformly over all Q and Γ ∈ F(M).
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Theorem 4.2. Consider the estimator Γˆ defined in (8). Assume  < τ/3 and the distribution
PΓ = EC(0,Γ, η) satisfies (11). Then, there exist absolute constants C,C1 > 0, such that for
any δ ∈ (0, 1/2) satisfying C1 k+log p+log(1/δ)n < 1, we have
‖Γˆ− Γ‖2op ≤ Cκ
((
k + log p
n
∨ 2
)
+
log(1/δ)
n
)
,
with P(,Γ,Q)-probability at least 1− 2δ uniformly over all Q and Γ ∈ Fk(M).
Theorem 4.3. Consider the estimator Γˆ defined in (8) with k = dn 12α+1 e ∧ p. Assume
 < τ/3 and the distribution PΓ = EC(0,Γ, η) satisfies (11). Then, there exist absolute
constants C,C1 > 0, such that for any δ ∈ (0, 1/2) satisfying C1 min(n
2α+1+log p,p)+log(1/δ)
n < 1,
we have
‖Γˆ− Γ‖2op ≤ Cκ
((
min
{
n−
2α
2α+1 +
log p
n
,
p
n
}
∨ 2
)
+
log(1/δ)
n
)
,
with P(,Γ,Q)-probability at least 1− 2δ uniformly over all Γ ∈ Fα(M,M0,Mmin) and Q.
Theorem 4.4. Consider the estimator Γˆ defined in (9). Assume  < τ/3 and the distribution
PΓ = EC(0,Γ, η) satisfies (11). Then, there exist absolute constants C,C1 > 0, such that for
any δ ∈ (0, 1/2) satisfying C1 s log
ep
s
+log(1/δ)
n < 1, we have
‖Γˆ− Γ‖2op ≤ Cκ
((
s log eps
n
∨ 2
)
+
log(1/δ)
n
)
,
with P(,Γ,Q)-probability at least 1− 2δ uniformly over all Q and Γ ∈ Fs(M).
Theorem 4.5. Consider Γˆ defined in (9), and define Vˆ ∈ O(p, r) to be the matrix whose lth
column is the lth eigenvector of Γˆ. Assume the distribution PΓ = EC(0,Γ, η) satisfies (11).
Then, there exist absolute constants C,C1, C2 > 0, such that for any δ ∈ (0, 1/2) satisfying
C1κ
((
s log ep
s
nλ2
∨ 2
λ2
)
+ log(1/δ)
nλ2
)
≤ 1 and r ≤ C2, we have
‖Vˆ Vˆ − V V T ‖2F ≤ Cκ
((
s log eps
nλ2
∨ 
2
λ2
)
+
log(1/δ)
nλ2
)
,
with P(,Γ,Q)-probability at least 1− 2δ uniformly over all Q and Γ ∈ Fs,λ(M, r).
Remark 4.1. Theorem 4.5 requires the scatter matrix Γ to belong to Fs,λ(M, r), which means
that Γ = V ΛV T + Ip. While the Ip part has a clear meaning for covariance matrix, it may
not be a suitable way of modeling the scatter matrix. However, we may consider a more
general space which contains Γ = V ΛV T + σ2Ip for some absolute constant σ
2 bounded in
some interval [M−1,M ]. Then, the result of Theorem 4.5 still holds.
Remark 4.2. The problem of finding the leading principal subspace for EC(0,Γ, η) was
coined as elliptical component analysis by [35]. While [35] extended sparse principal compo-
nent analysis to the elliptical distributions, the influence of outliers was not investigated. In
comparison, we show that our estimator is robust to both heavy-tailed distributions and the
presence of outliers.
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Remark 4.3. Theorems 4.1-4.5 identify a linear dependence on the number κ in the error
bounds. This dependence was previously revealed in the literature when  = 0 and p = 1.
In this case, our proposed estimator is the median absolute deviation that enjoys asymptotic
normality
√
n(γˆ − γ)  N
(
0, 1
4|G′(1)|2
)
(see Example 5.24 in [70]). Given the fact that
|G(1)−G(1 + t)|/|t| ≈ |G′(1)| when t is small, κ plays a similar role as |G′(1)|−2.
To close this section, we remark that the estimators via matrix depth function does not
require the knowledge of the exact elliptical distribution. They are adaptive to all EC(0,Γ, η)
that satisfy the condition (11). Since the class of elliptical distributions includes multivariate
Gaussian as a special case, the lower bounds in Section 3 imply that the convergence rates
obtained in this section are optimal.
5 A General Minimax Lower Bound
In this section, we provide a general minimax theory for -contamination model. Given a
general statistical experiment {Pθ : θ ∈ Θ}, recall the notation P(,θ,Q) = (1 − )Pθ + Q.
If we denote the minimax rate for the class {P(,θ,Q) : θ ∈ Θ, Q} under some loss function
L(θ1, θ2) by M(), then most rates we obtained in Section 2 and Section 3 can be written
as M()  M(0) ∨ 2. The only exception is M()  M(0) ∨ (2/λ2) for sparse principal
component analysis. Therefore, a natural question is whether we can have a general theory for
the -contamination model that governs those minimax rates. The answer for this question
lies in a key quantity called modulus of continuity, whose definition goes back to the seminal
works of Dohono and Liu [24] and Donoho [21].
The modulus of continuity for the -contamination model is defined as
ω(,Θ) = sup {L(θ1, θ2) : TV(Pθ1 , Pθ2) ≤ /(1− ); θ1, θ2 ∈ Θ} . (12)
The quantity ω(,Θ) measures the ability of the loss L(θ1, θ2) to distinguish two distributions
Pθ1 and Pθ2 that are close in total variation at the order of . A high level interpretation is
that two distributions Pθ1 and Pθ2 as close as /(1− ) under total variation distance cannot
be distinguished at the presence of arbitrary contamination distribution with proportion .
Thus, an error at the order of ω(,Θ) cannot be avoided for the loss L(·, ·). A general minimax
lower bound depending on the modulus of continuity is stated in the following theorem.
Theorem 5.1. Suppose there is some M(0) such that for  = 0
inf
θˆ
sup
θ∈Θ
sup
Q
P(,θ,Q)
{
L(θˆ, θ) ≥M()
}
≥ c (13)
holds. Then for any  ∈ [0, 1], (13) holds for M() M(0) ∨ ω(,Θ).
Theorem 5.1 shows that the quantity ω(,Θ) is the price of robustness one has to pay in the
minimax rate. To illustrate this result, let us consider the location model in Section 2 where
Pθ = N(θ, Ip). Since ‖θ1 − θ2‖2 = 2D(Pθ1 ||Pθ2) ≥ 4TV(Pθ1 , Pθ2)2, we have ω(,Θ) & 2.
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Besides, it is well known that M(0)  p/n for the location model, and thus we obtain the
rate (p/n) ∨ 2 as the lower bound, which implies Theorem 2.2. Similar calculation can also
be done for the covariance model. In particular, for sparse principal component analysis, we
get ω(,Θ)  (/λ)2. The details of derivation are given in the supplementary material [14].
6 Discussion
6.1 Impact of Contamination on Convergence Rates
For all the problems we consider in this paper, the minimax rate under the -contamination
model has the expression M() M(0) ∨ ω(,Θ). Define
∗ = sup { : ω(,Θ) ≤M(0)} .
Then, ∗ is the maximal proportion of outliers under which the minimax rate obtained without
outliers can still be preserved. Thus, n∗ is the maximal expected number of outliers for an
optimal procedure to achieve the minimax rate as if there is no contamination.
Compared to the minimax rate, consistency is easier to achieve. Suppose M(0) = o(1),
then the necessary and sufficient condition for consistency is ω(,Θ) = o(1). In most cases
where ω(,Θ)  2, the condition reduces to  = o(1), meaning that as long as the expected
number of outliers is at a smaller order of n, the optimal procedure is consistent under the
-contamination model.
6.2 Non-centered Observations
In previous sections, we assume that the observations are sampled from a centered distribu-
tion. This is essential for the proposed matrix depth method to work. It is important to
extend our method to non-centered data in order to make it more practical.
For the Gaussian case, our inspiration is from the simple fact that 1√
2
(X1−X2) ∼ N(0,Σ),
where X1, X2 ∼ N(θ,Σ) are independent observations with with θ ∈ Rp being an arbitrary
mean vector. This motivates the following definition of a U-version empirical matrix depth
function. That is
D¯U (Γ, {Xi}ni=1) = min
u∈U
min
 1(n
2
)∑
i<j
I{|uT (Xi −Xj)|2 ≤ 2uTΓu},
1(
n
2
)∑
i<j
I{|uT (Xi −Xj)|2 ≥ 2uTΓu}
 .
Then, a covariance matrix estimator Σˆ is defined through (5) and (6) with DU (Γ, {Xi}ni=1)
replaced by D¯U (Γ, {Xi}ni=1). A similar pairwise difference trick was used by [27] in a different
setting. It turns out that all the non-asymptotic bounds in Section 3 continue to hold for
this new estimator. Due to limited space, we provide more details in Section A of the sup-
plementary material [14], including the extension to the non-centered elliptical distributions,
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based on an extension of the concentration inequality for suprema of some empirical process
to its corresponding U-process.
6.3 Connection with δ-Breakdown Point
The notion of breakdown point [32] has been widely used to quantify the influence of outliers
for a given estimator. Its relation to the -contamination model was previously explored
through the notion of maximum bias in the context of robust covariance matrix estimation.
See, e.g., [82]. In this section, we discuss the connection between a population variation of the
breakdown point and Huber’s -contamination model. Let us start by the definition given in
[20, 23, 22]. Consider the observations {Xi}ni=1 that consist of two parts {Yi}n1i=1 and {Zi}n2i=1
with n1 + n2 = n. We view {Zi}n2i=1 as the outliers. Then, a robust estimator θˆ(·) should not
be influenced much by the outliers if the proportion n2/(n1 + n2) is small. The breakdown
point of θˆ with respect to Y is defined as
(θˆ,Y) = min
{
n2
n1 + n2
: sup
{Yi}n1i=1∈Y
sup
{Zi}n2i=1
∥∥∥θˆ({Yi}n1i=1)− θˆ({Xi}ni=1)∥∥∥ =∞
}
, (14)
where ‖·‖ is some norm. In its original form, the supremum of {Yi}n1i=1 over Y does not appear
in the definition. However, {Yi}n1i=1 are usually assumed to be in a general position or follow
some distribution. Thus, it is natural to apply this modification. Now let us consider the
-contamination model P(,θ,Q) = (1− )Pθ + Q. For i.i.d. observations X1, ..., Xn ∼ P(,θ,Q),
it can be decomposed into two parts {Yi}n1i=1 and {Zi}n2i=1, where n2 ∼ Binomial(n, ) and
n1 = n − n2. Conditioning on n1, Y1, ..., Yn1 ∼ Pθ and Z1, ..., Zn2 ∼ Q. Observe that
n2
n1+n2
≈ , which means the  in the contamination model plays a similar role to the ratio
n2
n1+n2
in (14). Motivated by this fact, we introduce a population variation of (14). Given an
estimator θˆ, its δ-breakdown point with respect to some parameter space Θ is defined as
(θˆ,Θ, δ) = min
{
 : sup
θ∈Θ
sup
Q
P(,θ,Q)
{
L
(
θˆ({Yi}n1i=1), θˆ({Xi}ni=1)
)
> δ
}
> c
}
, (15)
where L(·, ·) is some loss function, and c ∈ (0, 1) is some small constant. We may view (15) as
the population variation of (14) because supQ corresponds to sup{Zi}n2i=1 , supθ∈Θ corresponds
to sup{Yi}n1i=1∈Y and  corresponds to
n2
n1+n2
. We allow δ to be a sequence of n instead of
∞ because L(·, ·) can be a bounded loss such as the one considered in the PCA problem
in this paper. When δ = ∞ for an unbounded loss and the bias term dominates the loss,
the δ-breakdown point becomes the lower bound of the contamination level  for which the
-maxbias is infinite. See, e.g., [82]. In general, the δ-breakdown point means the minimal
 such that an estimator θˆ is influenced at least by the level of δ under the -contamination
model. In fact, (θˆ,Θ, δ) is a quantity directly related to the lower bound of the convergence
rate of θˆ under the -contamination model. This is rigorously stated in the following theorem.
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Theorem 6.1. Assume the loss function is symmetric and satisfies
L(θ1, θ2) ≤ A (L(θ1, θ3) + L(θ2, θ3)) ∀θ1, θ2, θ3 ∈ Θ with some A > 0, (16)
sup
θ∈Θ
Pnθ
{
L(θˆ, θ) >
1
2
c1A
−1δ
}
≥ sup
θ∈Θ
Pn
′
θ
{
L(θˆ, θ) >
1
2
A−1δ
}
∀n′ ≥ n
3
, (17)
with some constant c1 ∈ (0, 1). Then, for  = (θˆ,Θ, δ) < 12 , we have
sup
θ∈Θ
sup
Q
P(,θ,Q)
{
L(θˆ, θ) >
1
2
c1A
−1δ
}
>
1
3
c,
for some c > 0 in (15) and sufficiently large n.
Before discussing the implications of Theorem 6.1, we remark on the assumption (17). The
notation Pnθ means the estimator θˆ(·) takes a random argument θˆ({Yi}ni=1) with distribution
Y1, ..., Yn ∼ Pθ. Thus, the assumption (17) simply means when the sample sizes n, n′ are at
the same order, the lower bounds remain at the same order. In most cases including all the
examples considered in this paper, (17) automatically holds.
A general lower bound based on the notion of δ-breakdown point is provided by Theorem
6.1. Given an estimator θˆ and an -contamination model, the solution δ to the equation
(θˆ,Θ, δ) =  (18)
lower bounds its rate of convergence. When θˆ is a minimax optimal estimator with rateM(),
we obtainM() & δ. In other words, the convergence rate δ under the -contamination model
automatically implies a δ-breakdown point with the same .
6.4 A Unified Framework of Robustness and Rate of Convergence
Huber’s -contamination model is very classical in robust statistics, and allows for a deeper
investigation than the breakdown point alone. For example, it has been well studied how much
bias an estimator wound suffer under the contamination model via the concept of maxbias in
various models, including [82]. In this paper, we demonstrate that Huber’s -contamination
model allows a simultaneous joint study of robustness and rate of convergence of an estimator
in the minimax sense. There are some important works that studied such properties of robust
estimators under -contamination model. We mention [39, 40, 5] among others. However,
such results in high-dimensional settings are rarely explored. This is our major reason to
develop the minimax rate optimality theory of robust covariance matrix estimation under
this framework. We illustrate the importance of this view by re-visiting the componentwise
median studied in Section 2. Without contamination, the componentwise median is a location
estimator with minimax rate under Gaussian distribution. It is also robust because of its
high breakdown point [22]. However, Proposition 2.1 shows that its performance under the
presence of contamination is not optimal. In contrast, Tukey’s multivariate median shows its
advantage over the componentwise median by obtaining optimality under the -contamination
19
model. This example suggests that the rate optimality and the robustness property of an
estimator should be studied together rather than separately.
Recently, Donoho and Montanari [25] have studied Huber’s M-estimator under the -
contamination model in a regression setting where p/n converges to a constant. They find
a critical ∗ that determines the variance breakdown point. The setting of -contamination
model plays a critical role in their work to illustrate both efficiency and robustness of Huber’s
M-estimator in a unified way.
7 Proofs of Main Results
This section provides proofs for the results in Section 3.
7.1 Auxiliary Lemmas
For i.i.d. data {Xi}ni=1 from a contaminated distribution (1− )P + Q, it can be written as
{Yi}n1i=1 ∪ {Zi}n2i=1. Marginally, we have n2 ∼ Binomial(n, ) and n1 = n − n2. Conditioning
on n1 and n2, {Yi}n1i=1 are i.i.d. from P and {Z}n2i=1 are i.i.d. from Q. The following lemmas
control the ratio n2/n1 and characterize an important property respectively. Their proofs
are given in the supplementary material [14].
Lemma 7.1. Assume  < 1/5. For any δ > 0 satisfying
√
1
2n log(1/δ) < 1/5, we have
n2
n1
≤ 
1−  +
25
12
√
1
2n
log(1/δ), (19)
with probability at least 1− δ. Moreover, assume 2 > 1/n, and then we have
n2
n1
> c′, (20)
with probability at least 1/2 for some constant c′ > 0.
Lemma 7.2. Consider any parametric family {Pθ : θ ∈ Θ}. Then
{(1− 1)Pθ + 1Q : θ ∈ Θ, Q} ⊂ {(1− 2)Pθ + 2Q : θ ∈ Θ, Q},
holds for any 0 ≤ 1 < 2 ≤ 1.
Recall that for any S ⊂ [p], VS = {u = (ui) ∈ Sp−1 : ui = 0 if i /∈ S}. In particular, if S =
{l1, . . . , l2}, then VS = V[l1,l2] defined in Section 3.3. Moreover, VS = Sp−1 if S = {1, . . . , p}.
Define a subset IHu,t of Rp as IHu,t = {y : |uT y| ≤ t}. Finally, we need the following
concentration inequality for suprema of the empirical process indexed by these subsets IHu,t,
where u ∈ VS and t ∈ R. Its proof is given in the supplementary material [14] by using
Dudley’s entropy integral [26] and VC classes [71].
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Lemma 7.3. For i.i.d. real-valued data X1, ..., Xn from distribution P, we have for any
S ⊂ [p], with probability at least 1− δ,
sup
u∈VS ,t∈R
|P(IHu,t)− Pn(IHu,t)| ≤
√
1440epi
1− e−1
√
3 + 2|S|
n
+
√
log(1/δ)
2n
,
where Pn denotes the empirical distribution of {Xi}ni=1.
7.2 Proofs of upper bounds in Section 3
We first prove the following master theorem.
Theorem 7.1. For some index subsets S1, . . . , Sm ⊂ [p] with maxi |Si| ≤ s, consider the
estimator Σˆ defined in (6) with U = ∪mi=1VSi. Assume  < 1/5. Then, there exist absolute
constants C,C1 > 0, such that for any δ ∈ (0, 1/2) satisfying C1 1+s+log(m/δ)n < 1, we have
sup
u∈U
∣∣∣uT Σˆu− uTΣu∣∣∣ ≤ C (+√1 + s+ log(m/δ)
n
)
,
P(,Σ,Q)-probability at least 1 − 2δ uniformly over all Q and Σ ∈ F(M) with βΣ ∈ F , where
constant β is defined in (3).
Proof. By Lemma 7.1, we decompose the data {Xi}ni=1 = {Yi}n1i=1 ∪ {Zi}n2i=1. The following
analysis is conditioning on the set of (n1, n2) that satisfies (19) with probability at least 1−δ.
To facilitate the proof, define
Du(Γ, PΣ) = min
{
PΣ(|uTY |2 ≤ uTΓu), PΣ(|uTY |2 > uTΓu)
}
,
Du(Γ, {Yi}n1i=1) = min
{
1
n1
n1∑
i=1
I{|uTYi|2 ≤ uTΓu}, 1
n1
n1∑
i=1
I{|uTYi|2 > uTΓu}
}
,
for each u ∈ Sp−1. Then, we have DU (Γ, PΣ) = infu∈∪mi=1VSi Du(Γ, PΣ) and DU (Γ, {Yi}
n1
i=1) =
minu∈∪mi=1VSi Du(Γ, {Yi}
n1
i=1). Observe that
sup
Γ∈F
|DU (Γ, PΣ)−DU (Γ, {Yi}n1i=1)|
≤ sup
u∈∪mi=1VS ,t∈R
∣∣∣∣∣ 1n1
n1∑
i=1
I{|uTYi|2 ≤ t} − PΣ(|uTY |2 ≤ t)
∣∣∣∣∣
= sup
u∈∪mi=1VS ,t∈R
|PΣ(IHu,t)− Pn1(IHu,t)| .
Applying Lemma 7.3 and union bound with maxi |Si| ≤ s, we get
sup
Γ∈F
|DU (Γ, PΣ)−DU (Γ, {Yi}n1i=1)| ≤
√
1440epi
1− e−1
√
3 + 2s
n1
+
√
log(m/δ)
2n1
, (21)
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with probability at least 1− δ. We lower bound DU (Γˆ, PΣ) by
DU (Γˆ, {Yi}n1i=1)−
√
1440epi
1− e−1
√
3 + 2s
n1
−
√
log(m/δ)
2n1
(22)
≥ n
n1
DU (Γˆ, {Xi}ni=1)−
n2
n1
−
√
1440epi
1− e−1
√
3 + 2s
n1
−
√
log(m/δ)
2n1
(23)
≥ n
n1
DU (βΣ, {Xi}ni=1)−
√
1440epi
1− e−1
√
3 + 2s
n1
−
√
log(m/δ)
2n1
(24)
≥ DU (βΣ, {Yi}n1i=1)−
n2
n1
−
√
1440epi
1− e−1
√
3 + 2s
n1
−
√
log(m/δ)
2n1
(25)
≥ DU (βΣ, PΣ)− n2
n1
− 2
√
1440epi
1− e−1
√
3 + 2s
n1
−
√
2 log(m/δ)
n1
(26)
=
1
2
− n2
n1
− 2
√
1440epi
1− e−1
√
3 + 2s
n1
−
√
2 log(m/δ)
n1
. (27)
The inequalities (22) and (26) are by (21). The inequalities (23) and (25) are due to the
property of depth function that
n1DU (Γ, {Yi}n1i=1) ≥ nDU (Γ, {Xi}ni=1)− n2 ≥ n1DU (Γ, {Yi}n1i=1)− n2,
for any Γ ∈ F . The inequality (24) is by the definition of Γˆ and that βΣ ∈ F . Finally, the
equality (27) is due to Proposition 3.1. Now let us use Lemma 7.1 so that the right hand
side of (27) can be lower bounded by
1
2
− 
1−  − 40
√
6epi
1− e−1
√
3 + 2s
n
− 7
2
√
log(m/δ)
n
,
with probability at least 1 − 2δ. Using the property that Du(Γˆ, PΣ) ≥ DU (Γˆ, PΣ) for each
u ∈ U , we have shown that uniformly for all u ∈ U ,
Du(Γˆ, PΣ) ≥ 1
2
− 
1−  − 40
√
6epi
1− e−1
√
3 + 2s
n
− 7
2
√
log(m/δ)
n
, (28)
with probability at least 1 − 2δ. By Proposition 3.1 and the fact that 12 − min(x, 1 − x) =
|x− 1/2| for all x ∈ [0, 1], we get
1
2
−Du(Γˆ, PΣ) = 2
∣∣∣∣∣∣Φ(√β)− Φ
√uT Γˆu
uTΣu
∣∣∣∣∣∣ .
Combining with (28), we have
sup
u∈U
∣∣∣∣∣∣Φ(√β)− Φ
√uT Γˆu
uTΣu
∣∣∣∣∣∣ ≤ /21−  +
√
2400epi
1− e−1
√
3 + 2s
n
+
7
4
√
log(m/δ)
n
,
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with probability at least 1− 2δ. Under the assumption that  < 1/5 and C1 1+s+log(m/δ)n < 1
with some absolute constant C1 > 0, we have
sup
u∈U
∣∣∣∣∣∣√β −
√
uT Γˆu
uTΣu
∣∣∣∣∣∣ ≤ C2
(
+
√
1 + s+ log(m/δ)
n
)
,
for some absolute constant C2 > 0 with probability at least 1−2δ. Finally, due to assumption
Σ ∈ F(M), we obtain that supu∈U uTΣu ≤ ‖Σ‖op ≤M , which implies
sup
u∈U
∣∣∣uT Γˆu/β − uTΣu∣∣∣ ≤ C (+√1 + s+ log(m/δ)
n
)
,
with probability at least 1− 2δ. Thus, the proof is complete.
Proof of Theorem 3.1. Since U = Sp−1 and F is taken as the set of all positive semi-definite
matrices, the conclusion follows the result of Theorem 7.1 with m = 1 and S1 = [p] by noting
‖Σˆ− Σ‖op = supu∈VS1
∣∣∣uT Σˆu− uTΣu∣∣∣.
Proof of Theorem 3.3. Consider the weights
wij = k
−1 ((2k − |i− j|)+ − (k − |i− j|)+) .
Since Σˆ − Σ = (σˆij − σij) ∈ Fk, we have (σˆij − σij) = ((σˆij − σij)wij). This means Σˆ − Σ
can also be viewed as a tapered matrix. Then, Lemma 2 of [8] implies that ‖Σˆ − Σ‖op ≤
3 maxu∈Uk |uT (Σˆ−Σ)u|. Using the fact that Uk = ∪p+1−2kl=1 V[l,l+2k−1] for 2k < p, the conclusion
follows by Theorem 7.1 with m = p+ 1− 2k, Si = [i, i+ 2k− 1] for i = 1, . . . ,m and s = 2k.
The result holds trivially according to Theorem 7.1 when 2k > p since Uk = Sp−1.
Proof of Theorem 3.4. The main argument of the proof is due to a bias-variance tradeoff.
For Σ = (σij) ∈ Fα(M,M0,Mmin), define Σk = (σijI{|i− j| ≤ k}). Then
|DUk(βΣ, PΣ)−DUk(βΣk, PΣ)| ≤ max
u∈Uk
|Du(βΣ, PΣ)−Du(βΣk, PΣ)|
≤ 2 max
u∈Uk
∣∣∣∣∣Φ(√β)− Φ
(√
βuTΣku
uTΣu
)∣∣∣∣∣ ≤
√
2β
pi
max
u∈Uk
∣∣∣∣∣1−
√
uTΣku
uTΣu
∣∣∣∣∣
≤
√
2β
pi
max
u∈Uk
∣∣∣∣uT (Σk − Σ)uuTΣu
∣∣∣∣ ≤
√
2β
pi
M−1min‖Σk − Σ‖op.
Recall Uk = ∪p+1−2kl=1 V[l,l+2k−1] when 2k ≤ p and Uk = Sp−1 when 2k > p, where k =
dn 12α+1 e ∧ p. Using the bias bound above and the fact that βΣk ∈ Fk, and modifying the
arguments (22)-(28) in the proof of Theorem 7.1 with U = Uk, m = max(p + 1 − 2k, 1) and
s = (2k) ∧ p, we obtain
Du(Γˆ, PΣ) ≥ 1
2
− 
1−  − 40
√
6epi
1− e−1
√
3 + 4k
n
−7
2
√
log(m/δ)
n
−
√
2β
pi
M−1min‖Σk − Σ‖op,
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uniformly for all u ∈ Uk with probability at least 1 − 2δ. Repeating the corresponding
subsequent argument in the proof of Theorem 7.1, we have
sup
u∈Uk
∣∣∣uT Γˆu/β − uTΣu∣∣∣ ≤ C1M (+√k + log(m/δ)
n
+M−1min‖Σk − Σ‖op
)
.
A triangle inequality implies
sup
u∈Uk
∣∣∣uT Σˆu− uTΣku∣∣∣ ≤ C2
(
+
√
k + log(m/δ)
n
+ ‖Σk − Σ‖op
)
.
By the argument in the proof of Theorem 3.3 and triangle inequality, we get
‖Σˆ− Σk‖op ≤ C3
(
+
√
k + log(m/δ)
n
+ ‖Σk − Σ‖op
)
,
‖Σˆ− Σ‖op ≤ C
(
+
√
k + log(m/δ)
n
+ ‖Σk − Σ‖op
)
.
A bias argument in [8] implies that ‖Σk−Σ‖op ≤ C4k−α. The proof is complete by observing
that k = dn 12α+1 e ∧ p and m = max(p+ 1− 2k, 1).
Proof of Theorem 3.6. Note that Σˆ − Σ ∈ F2s, and thus ‖Σˆ − Σ‖op = max|S|=2s ‖(Σˆ −
Σ)SS‖op = supu∈Us |uT (Σˆ−Σ)u|. We denote all subsets of [p] with cardinality 2s as S1, . . . , Sm,
where m =
(
p
2s
) ≤ exp (2s log eps ). The proof is complete by applying Theorem 7.1 with these
subsets S1, . . . , Sm, noting that Us = ∪mi=1Si.
Proof of Theorem 3.8. Since Fs,λ(M, r) ⊂ Fs(M + 1), the result of Theorem 3.6 applies and
we get
‖Γˆ/β − Σ‖2op ≤ C
(
s log eps
n
∨ 2 + log(1/δ)
n
)
,
with probability at least 1−2δ. Weyl’s inequality implies |sr+1(Γˆ/β)−1| ≤ ‖Γˆ/β−Σ‖op. Un-
der the assumption that the rate is bounded by a small constant, we have sr(Σ)−sr+1(Γˆ/β) >
cλ for some constant c > 0. By Davis-Kahan theorem [18], we have ‖Vˆ Vˆ T − V V T ‖F ≤
C ′‖Γˆ/β − Σ‖op/λ, and the proof is complete.
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A Non-centered Observations
In Section 6.2, we briefly discussed the extension of our method from centered distribution
to non-centered data in order to make it more practical. We provide more details in this
section. Recall for the Gaussian case, we proposed the following definition of a U-version
empirical matrix depth function.
D¯U (Γ, {Xi}ni=1) = min
u∈U
min
 1(n
2
)∑
i<j
I{|uT (Xi −Xj)|2 ≤ 2uTΓu},
1(
n
2
)∑
i<j
I{|uT (Xi −Xj)|2 ≥ 2uTΓu}
 .
Then, a covariance matrix estimator Σˆ is defined through (5) and (6) with DU (Γ, {Xi}ni=1)
replaced by D¯U (Γ, {Xi}ni=1). A similar pairwise difference trick was used by [27] in a different
setting. The performance of the proposed estimator is guaranteed by the following theorem.
Theorem A.1. Theorems 3.1, 3.3, 3.4, 3.6 and 3.8 continue to hold for the proposed esti-
mator.
It is interesting that all the non-asymptotic bounds in Section 3 continue to hold for
the estimator defined by the new depth function. The new estimator can be understood
as applying the empirical matrix depth function to the data pairs
{
1√
2
(Xi −Xj)
}
i<j
. The
main argument in the proof is an extension of the concentration inequality for suprema of
some empirical process established in Lemma 7.3 to its corresponding U-process (see Lemma
H.1). Moreover, since the expected number of contaminated observations is n in {Xi}ni=1,
the number of contaminated pairs in
{
1√
2
(Xi −Xj)
}
i<j
is about n2( − 2/2). Therefore,
the contamination proportion of the pairs
{
1√
2
(Xi −Xj)
}
i<j
is still of order , which leads
to the same optimal rate dependence on  in Theorem A.1.
Next, we discuss non-centered elliptical distributions. For an elliptical distribution EC(θ,Γ, η)
with an arbitrary location vector θ ∈ Rp, the goal is to estimate the scatter matrix Γ at the
presence of an unknown θ. For independent X1, X2 ∼ EC(θ,Γ, η), since the characteristic
function of X1 has the form e
√−1tT θφ(tTΓt) with some univariate function φ(·), the char-
acteristic function of X1 − X2 is [φ(tTΓt)]2. This implies that X1 − X2 is distributed by a
1
centered elliptical distribution with a scatter matrix proportional to Γ. In other words, the
distribution of X1−X2 is EC(0, Γ˜, η˜) in a canonical form, where (Γ˜, η˜) is determined by (Γ, η)
and Γ˜ is Γ multiplied by a constant factor. Since Γ˜ carries the same information of the shape
of the elliptical distribution as Γ, we propose to estimate Γ˜ with non-centered observations.
Define a U-version of the empirical matrix depth function as
D˜U (Γ, {Xi}ni=1) = min
u∈U
min
 1(n
2
)∑
i<j
I{|uT (Xi −Xj)|2 ≤ uTΓu},
1(
n
2
)∑
i<j
I{|uT (Xi −Xj)|2 ≥ uTΓu}
 .
The estimator for Γ˜ is Γˆ defined through (5) with DU (Γ, {Xi}ni=1) replaced by D˜U (Γ, {Xi}ni=1).
Before stating the result on convergence rates, we introduce an analogous assumption to
(11). Define
G˜(t) = P
Γ˜
( |uTY |2
uT Γ˜u
≤ t
)
,
where Y = X1 −X2 ∼ PΓ˜ = EC(0, Γ˜, η˜). Then, we assume that G˜(t) is continuous at t = 1
and there exist some τ ∈ (0, 1/2) and α, κ > 0 such that
inf
|t|≥α
|G˜(1)− G˜(1 + t)| ≥ τ and inf
|t|<α
|G˜(1)− G˜(1 + t)|
|t| ≥ κ
−1/2. (A.1)
While (11) is a direct assumption on the distribution of X1, (A.1) is an assumption stated on
the distribution of X1−X2, which may not be as easy to check in practice. Using the simple
fact that the characteristic function of X1 −X2 is [φ(tTΓt)]2, we show that (A.1) continues
to hold for the examples that we have mentioned in Section 4.
Proposition A.1. For all the four elliptical distributions listed as examples in Section 4, the
condition (A.1) holds with absolute constants τ, α, κ independent of p.
Now we are ready to extend the results in Section 4 to non-centered observations.
Theorem A.2. Consider the estimator Γˆ defined in this section for non-centered observa-
tions. The non-asymptotic bounds in Theorems 4.1-4.5 continue to hold for ‖Γˆ− Γ˜‖2op under
the same assumptions except that (11) is replaced by (A.1).
B Numerical Studies
B.1 An Algorithm
The computation of a depth-based estimator is hard. Some partial successes have been made
in computing the deepest location estimator when the dimension is low. Exact computation
of the bivariate Tukey’s median was investigated by [62]. It was reasoned by [13] that the
2
optimal time complexity is O(np−1), where n is the sample size and p is the dimension. Later,
[65] developed an approximate algorithm for computing Tukey’s median in higher dimensions.
The algorithm we propose for computing the deepest matrix estimator (7) is an adaptation
of the location algorithm in [65] to the matrix case.
The core idea of our algorithm is to start with some robust scatter matrix estimator
that is easy to compute, and then iteratively evaluate its depth on some direction sub-
set U¯ of finite cardinality in U to approximate its matrix depth function and move to-
wards the directions that can improve the depth. For any unit vector u, recall the nota-
tion Du(Γ, {Xi}ni=1) introduced in Section 3. Then, the depth function can be written as
DU (Γ, {Xi}ni=1) = minu∈U Du(Γ, {Xi}ni=1). We denote the approximate matrix depth with
respect to direction set U¯ ⊂ U as DU¯ (Γ, {Xi}ni=1) = minu∈U¯ Du(Γ, {Xi}ni=1). The general
structure of our proposed algorithm is stated in Algorithm 1.
Algorithm 1: An outline to compute the deepest matrix estimator
Input: Data {Xi}ni=1,
direction set U¯ ⊂ U ,
number of iterations T ,
initial estimator Γ(1).
Output: The deepest matrix Γˆ = Γ(T ).
for t = 1 to T do
1 Uniformly select u(t) from the set argminu∈U¯ Du(Γ(t), {Xi}ni=1);
2 Set δ(t) to be the number with the smallest |δ(t)| such that
Du(t)(Γ(t) + δ(t)u(t)uT(t), {Xi}ni=1) > Du(t)(Γ(t), {Xi}ni=1);
3 if DU¯ (Γ(t) + δ(t)u(t)uT(t), {Xi}ni=1) > DU¯ (Γ(t), {Xi}ni=1) then
Set Γ(t+1) = Γ(t) + δ(t)u(t)u
T
(t);
end
else
Set Γ(t+1) = Γ(t).
end
end
Note that Algorithm 1 is an outline. Real implementations require some engineering
modifications in the spirit of [65]. Specifically, when there are multiple directions achieving
the smallest matrix depth, the direction to move towards is randomly selected from all tied
directions. In the implementation, we record the five latest iterations whenever a decision
has been made among ties and save the unselected directions as back-up. If the depth does
not improve after 20 iterations, the algorithm will trace back and select directions from the
back-up list. This will effectively prevent the search from being stuck in the current direction.
For the below simulation studies for unstructured matrices with dimension p = 10, we specify
the direction set U¯ to be 105 uniform draws from the unit sphere Sp−1, which turns out to
3
work well in practice. The number of iterations is picked to be sufficiently large so that the
depth hardly improves anymore after that.
To further justify the validity of our approximate algorithm which takes direction set
U¯ rather than U = Sp−1 for unstructured covariance matrices, we show in the following
proposition that with appropriate choice of U¯ ⊂ U of finite cardinality, the deepest matrix
with respect to U¯ also enjoys the the minimax rate optimality as the one does in Theorem
3.1. Let U¯ be a (1/2)-net of the unit sphere Sp−1. This means for any u ∈ Sp−1, there exists
a u′ ∈ U¯ such that ‖u− u′‖ ≤ 1/2. According to [73], such U¯ can be picked with cardinality
bounded by 5p. Define ˆ¯Γ = arg maxΓ0DU¯ (Γ, {Xi}ni=1). Then the approximate estimator of
Σ is defined by ˆ¯Σ = ˆ¯Γ/β as in (6).
Proposition B.1. Assume that  < 1/5. Then, there exist absolute constants C,C1 > 0,
such that for any δ ∈ (0, 1/2) satisfying C1 p+log(1/δ)n < 1, we have
‖ ˆ¯Σ− Σ‖2op ≤ C
(( p
n
∨ 2
)
+
log(1/δ)
n
)
,
with P(,Σ,Q)-probability at least 1− 2δ uniformly over all Q and Σ ∈ F(M).
Remark B.1. Similar minimax rate optimality results can be established for banded, bandable
and sparse covariance matrix estimation as well as sparse PCA problem stated in Theorems
3.3, 3.4, 3.6 and 3.8. Specifically, with V[l,l+2k−1] replaced by V¯[l,l+2k−1], a (1/2)-net of
V[l,l+2k−1] in the estimator defined in (8), Theorems 3.3-3.4 still hold, and with VS replaced
by V¯S, a (1/2)-net of VS in the estimator defined in (9), Theorems 3.6 and 3.8 still hold.
Similar results can also be established for corresponding scatter matrix estimation problems
considered in Section 4. We omit the details here.
B.2 Simulation Results
Before presenting the simulation results, we introduce some other robust covariance/scatter
matrix estimators that we will compare with. The definitions of these robust matrix estimator
are all up to some scaling factor. First we introduce Tyler’s M-estimator [69], defined as a
solution of
n∑
i=1
XiX
T
i
XTi Σ
−1Xi
= cΣ, for some c > 0.
Note that it is a special case of Maronna’s M-estimator [50]. Properties of Tyler’s M-estimator
have been studied by [27, 28, 80, 81]. The second one is the scaled Kendall’s tau estimator.
The Kendall’s tau correlation coefficient [42] between the jth and kth variables is defined as
τˆjk =
2
n(n− 1)
∑
i<i′
sign ((Xi −Xi′)j(Xi −Xi′)k) .
Then, Kˆ = (Kˆjk) with Kˆjk = sin
(
pi
2 τˆjk
)
is an estimator of the correlation matrix [43, 34].
To obtain an estimator for the covariance/scatter matrix, define a diagonal matrix Sˆ with
4
diagonal entries Sˆjj = Median({X2ij}ni=1). Then, the scaled Kendall’s tau estimator for the
scatter matrix is
Sˆ1/2KˆSˆ1/2.
Thirdly, we introduce the minimum volume ellipsoid estimator (MVE) by [45]. It finds the
ellipsoid covering at least n/2 points of {Xi}ni=1 and then use the shape of the ellipsoid as the
covariance matrix estimator. Finally, a related estimator is called the minimum covariance
determinant estimator (MCD) [45]. It finds n/2 points of {Xi}ni=1 for which the determinant
of the sample covariance is minimal. The sample covariance of the selected n/2 points is
used as an estimator. Properties of MVE and MCD have been studied by [17, 15, 6]. All
these four estimators can be computed in R. Tyler’s M-estimator can be computed by the
package ICSNP [56]. Kendall’s tau correlation coefficient is included in the basic R package
stats. The MVE and MCD can be computed by the package MASS [60]. For comparison of
performances, we rescale all the estimators by some constant factors so that all of them are
targeted at the population scatter matrix of a canonical elliptical distribution.
The experiments cover the following five scenarios. The first three scenarios consider
a degenerate contamination distribution while the last two consider some non-degenerate
contaminations, which are motivated by the scenarios considered in [58].
AR covariance with Gaussian distribution + degenerate contamination Consider
a covariance matrix with an autoregressive structure. That is, Σ = (σij) with σij = 4
(
1
2
)|i−j|
.
The data is generated by (1− )N(0,Σ) + Q where Q((10, ..., 10)T ) = 1.
AR covariance with t-distribution + degenerate contamination For the same au-
toregressive covariance matrix Σ = (σij) with σij = 4
(
1
2
)|i−j|
, we generate the data from
(1−)TΣ+Q, where TΣ is a t distribution with degrees of freedom 5 and Q((10, ..., 10)T ) = 1.
The density function of TΣ is proportional to (1 + x
TΣ−1x/5)−
p+5
2 .
Wishart covariance with Gaussian distribution + degenerate contamination We
first generate a matrix S from the Wishart distribution Wp(10Ip, 100), and then let Σ =
S/100. The data is generated by (1− )N(0,Σ) + Q where Q((10, ..., 10)T ) = 1.
AR covariance with Gaussian distribution + uniform contamination Σ = (σij)
with σij = 4
(
1
2
)|i−j|
. The data is generated by (1− )N(0,Σ) + Q where each coordinate of
X ∼ Q follows a uniform distribution U [−5, 5] independently.
Wishart covariance with Gaussian distribution + Gaussian contamination We
first generate a matrix S from the Wishart distribution Wp(10Ip, 100), and then let Σ =
S/100. The data is generated by (1− )N(0,Σ) + Q where Q is N((10, ..., 10)T , I).
The above experiments cover the cases n ∈ {200, 300, 500, 1000, 1500, 2000}, p = 10 and
 ∈ {0, 0.02, 0.04, 0.06, 0.08, 0.1}. For each configuration, we measure the error by the average
5
Figure 1: Simulation results for Scenario 1.
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Table 1: Estimation errors for Scenario 1 when  = 0.
n  MLE Matrix depth Tyler’s M Kendall’s tau MVE MCD
200 0 1.95 2.5 2.45 2.52 2.67 2.61
300 0 1.68 2.08 1.94 2.11 2.31 2.25
500 0 1.38 1.51 1.53 1.53 1.89 1.89
1000 0 0.98 1.1 1.05 1.12 1.5 1.51
1500 0 0.76 0.89 0.82 0.9 1.35 1.36
2000 0 0.68 0.75 0.75 0.76 1.19 1.25
operator norm over 100 independent experiments. The results are plotted in Figures 1-5.
Scenarios 3 and 5 also cover  ∈ {0.12, 0.14, 0.16, 0.18, 0.2} for a more complete investigation
of the behavior of MCD (see Figure 3). Moreover, for the case  = 0, we also demonstrate
the statistical efficiency of these robust estimators in Tables 1-5 by comparing the errors with
those of the MLEs.
Figures 1-5 show different behaviors for the five robust estimators under the -contamination
model. In general, matrix depth, Tyler’s M and Kendall’s tau show more or less similar pat-
terns as  increases, and MVE is similar to MCD. In all five scenarios, both MVE and MCD
are not stable to the contamination proportion . The errors of both estimators rise abruptly
after a certain threshold , even though MCD is very competitive when  is small. On the
other hand, the increase of errors of matrix depth, Tyler’s M and Kendall’s tau are more
gradual. Among these three estimators, the matrix depth estimator demonstrates the best
error behavior against contamination.
Compared to the first two scenario, the points where the errors of MVE and MCD rise
abruptly appear later in Scenario 3. There are five cases where MVE is very stable until
 ≥ 0.08. The errors of MCD are stable for  ≤ 0.16, but explode after that. For the other
6
Figure 2: Simulation results for Scenario 2.
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Table 2: Estimation errors for Scenario 2 when  = 0.
n  MLE Matrix depth Tyler’s M Kendall’s tau MVE MCD
200 0 2.51 2.8 2.6 2.87 3.09 3.01
300 0 1.98 2.22 2.02 2.24 2.5 2.41
500 0 1.45 1.62 1.49 1.65 1.88 1.78
1000 0 1 1.13 1.06 1.15 1.31 1.25
1500 0 0.84 0.99 0.88 1.01 1.09 0.98
2000 0 0.77 0.89 0.83 0.91 1.02 0.94
Figure 3: Simulation results for Scenario 3.
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Table 3: Estimation errors for Scenario 3 when  = 0.
n  MLE Matrix depth Tyler’s M Kendall’s tau MVE MCD
200 0 0.4 0.49 0.46 0.49 0.81 0.76
300 0 0.34 0.41 0.39 0.41 0.69 0.64
500 0 0.4 0.31 0.3 0.32 0.53 0.49
1000 0 0.19 0.22 0.21 0.22 0.37 0.35
1500 0 0.15 0.17 0.17 0.18 0.3 0.28
2000 0 0.13 0.15 0.15 0.15 0.26 0.25
Figure 4: Simulation results for Scenario 4.
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Table 4: Estimation errors for Scenario 4 when  = 0.
n  MLE Matrix depth Tyler’s M Kendall’s tau MVE MCD
200 0 1.95 2.64 2.45 2.66 2.67 2.61
300 0 1.68 2.07 1.94 2.11 2.31 2.25
500 0 1.38 1.65 1.53 1.67 1.89 1.89
1000 0 0.98 1.1 1.05 1.11 1.5 1.51
1500 0 0.76 0.9 0.83 0.91 1.35 1.36
2000 0 0.68 0.77 0.75 0.78 1.19 1.25
Table 5: Estimation errors for Scenario 5 when  = 0.
n  MLE Matrix depth Tyler’s M Kendall’s tau MVE MCD
200 0 0.4 0.51 0.48 0.5 0.53 0.55
300 0 0.34 0.4 0.37 0.4 0.44 0.44
500 0 0.27 0.32 0.3 0.32 0.36 0.36
1000 0 0.19 0.22 0.21 0.24 0.29 0.28
1500 0 0.15 0.18 0.17 0.18 0.25 0.26
2000 0 0.13 0.16 0.15 0.16 0.23 0.23
8
Figure 5: Simulation results for Scenario 5.
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three estimators, the matrix depth estimator shows a more significant advantage over Tyler’s
M and Kendall’s tau than the first two scenarios.
Scenario 4 demonstrates an interesting grouping of the five estimators under uniform
contamination. The errors of MVE and MCD are almost identical. The errors of matrix
depth, Tyler’s M and Kendall’s tau are also very similar, and are significantly better that
those of MVE and MCD.
In contrast, Scenario 5 shows a different conclusion. The error of MVE is always very
small. MCD shows a similar behavior but its error starts to explode when  passes some
threshold. Tyler’s M is not favored by this scenario, and matrix depth still demonstrates its
advantage over Kendall’s tau.
The case  = 0 is particularly interesting, where we can compare the statistical efficiency
of the five estimators when there is no contamination. The results are reported in Tables
1-5, benchmarked by the MLEs of Gaussian and t distributions. All the five estimators show
similar efficiency loss compared with the MLE. The errors of matrix depth, Tyler’s M and
Kendall’s tau are better than those of MVE and MCD, especially when n is large.
Finally, we summarize the behaviors of the matrix depth estimator and the MCD in all
the three scenarios in Figure 6. These two estimators are representative of the five mentioned
above. Note that more experiments for MCD are performed in Scenarios 3-5 to get a more
complete view of the property of the estimator. According to Theorem 3.1 and the more rele-
vant Proposition B.1, the convergence rate of the matrix depth estimator under the operator
norm is
√
p
n ∨  
√
p
n + . This rate is minimax optimal according to Theorem 3.2. Figure 6
clearly shows an approximately linear dependence on , which is well predicted by our theory.
On the other hand, the simulation results of MCD do not reflect a linear dependence on ,
which is an evidence of sub-optimality.
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Figure 6: Behaviors of errors when  varies.
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C Additional Proofs in Section 2
Proof of Theorem 2.1. Since our estimator is affine invariant, without loss of generality we
consider the case where θ = 0. By Lemma 7.1, we decompose the data {Xi}ni=1 = {Yi}n1i=1 ∪
{Zi}n2i=1. The following analysis is conditioning on the set of (n1, n2) that satisfies (19). Define
half space Hu,η = {y : uT y ≤ uT η}. Recall that the Tukey’s depth of η with respect to Pθ
and its empirical counterpart are
D(η, Pθ) = inf
u∈Sp−1
Pθ(Hu,η) = inf
u∈Sp−1
Pθ{uTY ≤ uT η},
D(η, {Yi}n1i=1) = inf
u∈Sp−1
Pn1(Hu,η) = min
u∈Sp−1
1
n1
n1∑
i=1
I{uTYi ≤ uT η},
where Pn1 denotes the empirical distribution of {Yi}n1i=1. The class of set functions {IHu,η : u ∈
Sp−1, η ∈ Rp} consists of all half spaces in Rp and hence has VC dimension p+ 1 [71]. Then
following a similar analysis of Lemma 7.3 (or alternatively, see standard empirical processes
theory, for instance, [1, Theorems 5, 6]), we can obtain that for any δ > 0, with probability
at least 1− δ, we have
sup
u,η
|Pθ(Hu,η)− Pn1(Hu,η)| ≤
√
1440epi
1− e−1
√
p+ 1
n1
+
√
log(1/δ)
2n1
.
As an immediate consequence, we have with probability at least 1− δ,
sup
η
|D(η, Pθ)−D(η, {Yi}n1i=1)| ≤
√
1440epi
1− e−1
√
p+ 1
n1
+
√
log(1/δ)
2n1
. (C.1)
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We lower bound D(θˆ, Pθ) by
D(θˆ, Pθ)
≥ D(θˆ, {Yi}n1i=1)−
√
1440epi
1− e−1
√
p+ 1
n1
−
√
log(1/δ)
2n1
(C.2)
≥ n
n1
D(θˆ, {Xi}ni=1)−
n2
n1
−
√
1440epi
1− e−1
√
p+ 1
n1
−
√
log(1/δ)
2n1
(C.3)
≥ n
n1
D(θ, {Xi}ni=1)−
n2
n1
−
√
1440epi
1− e−1
√
p+ 1
n1
−
√
log(1/δ)
2n1
(C.4)
≥ D(θ, {Yi}n1i=1)−
n2
n1
−
√
1440epi
1− e−1
√
p+ 1
n1
−
√
log(1/δ)
2n1
(C.5)
≥ D(θ, Pθ)− n2
n1
− 2
√
1440epi
1− e−1
√
p+ 1
n1
−
√
2 log(1/δ)
n1
(C.6)
=
1
2
− n2
n1
− 2
√
1440epi
1− e−1
√
p+ 1
n1
−
√
2 log(1/δ)
n1
. (C.7)
The inequalities (C.2) and (C.6) are by (C.1). The inequalities (C.3) and (C.5) are due to
the property of depth function that
n1D(η, {Yi}n1i=1) ≥ nD(η, {Xi}ni=1)− n2 ≥ n1D(η, {Yi}n1i=1)− n2,
for any η ∈ Rp. The inequality (C.4) is by the definition of θˆ. Finally, the equality (C.7) is
because Pθ = N(θ, Ip) = N(0, Ip), so that
D(η, Pθ) = 1− Φ(‖η‖), (C.8)
for any η ∈ Rp, where Φ(·) is the cumulative distribution function of N(0, 1). Combining
(C.7) with (C.8) and (19), we have
Φ(‖θˆ‖) ≤ 1
2
+

1−  + 40
√
6epi
1− e−1
√
p+ 1
n
+
7
2
√
log(1/δ)
n
,
with probability at least 1 − 2δ. Note that Φ(‖θˆ‖) − 1/2 = ∫ ‖θˆ‖0 (2pi)−1/2e−t2/2dt and
e−t2/2 is bounded away from 0 in the neighborhood of t = 0. Thus, under the assump-
tion that  < 1/5 and
√
p/n +
√
log(1/δ)/n are sufficiently small, we obtain the bound
‖θˆ‖ ≤ C
(√
p/n+ +
√
log(1/δ)/n
)
with probability at least 1− 2δ, where C is an absolute
constant.
Proof of Proposition 2.1. Given the conclusion of Lemma 7.2, it is sufficient to consider the
case  ≤ 1/4. Recall the constant c′ > 0 in Lemma 7.1. When 2 ≤ (64 log(12)
(c′)2 ∨ 1)n−1, the
classical minimax lower bound implies
sup
θ,Q
P(,θ,Q)
{
‖θˆ − θ‖2 ≥ C ′p/n
}
> c,
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for some small constants 0 < c < 1/3 and C ′ > 0, by considering the case Q = Pθ. Since
1/n & (1/n) ∨ 2, we have
sup
θ,Q
P(,θ,Q)
{
‖θˆ − θ‖2 ≥ Cp(n−1 ∨ 2)
}
> c,
where C = C ′(1∧ (c′)264 log(12)) Hence, it is sufficient to consider the case 2 > (64 log(12)(c′)2 ∨ 1)n−1.
Let us consider the distribution P = P(,0,Q) with Q{Z = (1, 1, ..., 1)T } = 1. Decompose
the observations into {Xi}ni=1 = {Yi}n1i=1 ∪ {Zi}n2i=1 as in Lemma 7.1. Then for each j ∈ [p],
define the event
Ej =
{
sup
η
∣∣∣∣∣ 1n1
n1∑
i=1
I{Yij ≤ η} − Φ(η)
∣∣∣∣∣ ≤
√
log(12)
n
}
,
and
E =
{
c′ <
n2
n1
<
1
2
}
,
with c′ > 0 specified in Lemma 7.1. We claim that
P

p∑
j=1
IEj ≥ c1p,E
 ≥ 13 , (C.9)
for some small constant c1 > 0. We will establish the conclusion of Proposition 2.1 by
assuming (C.9) holds. The inequality (C.9) will be proved in the end. Let us first show that
E ∩ Ej ⊂ {θˆ2j ≥ c22}, where the absolute constant 0 < c2 < 1 depends on c′ only. For each
η < 1, we have
nD(η, {Xij}ni=1)
=
(
n1∑
i=1
I{Yij > η}+
n2∑
i=1
I{Zij > η}
)
∧
(
n1∑
i=1
I{Yij ≤ η}+
n2∑
i=1
I{Zij ≤ η}
)
=
(
n1∑
i=1
I{Yij > η}+ n2
)
∧
(
n1∑
i=1
I{Yij ≤ η}
)
.
Therefore, the event Ej implies
sup
η<1
∣∣∣∣ nn1D(η, {Xij}ni=1)− {(1− Φ(η) + n2/n1) ∧ Φ(η)}
∣∣∣∣ ≤
√
log(12)
n
. (C.10)
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When θˆj < 1, we have
Φ(θˆj) ≥ (1− Φ(θˆj) + n2/n1) ∧ Φ(θˆj)
≥ n
n1
D(θˆj , {Xij}ni=1)−
√
log(12)
n
(C.11)
≥ n
n1
D(θ∗j , {Xij}ni=1)−
√
log(12)
n
(C.12)
≥ (1− Φ(θ∗j ) + n2/n1) ∧ Φ(θ∗j )− 2
√
log(12)
n
(C.13)
=
1
2
+
n2
2n1
− 2
√
log(12)
n
,
where θ∗ is defined by the equation (1−Φ(θ∗j )+n2/n1)∧Φ(θ∗j ) = 12 + n22n1 , which is guaranteed
to have a solution when n2/n1 < 1/2 under the event E. The inequalities (C.11) and (C.13)
are due to (C.10) and the inequality (C.12) is by the definition of θˆ. By 2 > 64 log(12)
(c′)2 n
−1
and the event E, we have
Φ(θˆj) ≥ 1
2
+
1
4
c′,
which implies θˆ2j ≥ c22. When θˆj < 1 does not hold, we have θˆ2j ≥ 1 ≥ 2. This establishes
E ∩ Ej ⊂ {θˆ2j ≥ c22}, noting c2 < 1. Hence, when 2 > 64 log(12)(c′)2 n−1, we can pick small
enough constant C > such that
sup
θ,Q
P(,θ,Q)
{
‖θˆ − θ‖2 ≥ Cp(2 ∨ n−1)
}
≥ sup
θ,Q
P(,θ,Q)
{
‖θˆ − θ‖2 ≥ c1c2p2
}
≥ P

p∑
j=1
θˆ2j ≥ c1c2p2
 ≥ P

p∑
j=1
IEj ≥ c1p,E
 ≥ 13 ,
where recall P = P(,0,Q) in the above argument. This gives the desired conclusion, noting
c < 1/3.
Finally, let us prove (C.9) to close proof. First, we have P(E) ≥ 2/5 by Lemma 7.1 and
the assumptions  < 1/4 and 2 > n−1. Moreover,
P(Ej) ≥ P
{
sup
η
∣∣∣∣∣ 1n1
n1∑
i=1
I{Yij ≤ η} − Φ(η)
∣∣∣∣∣ ≤
√
log(12)
n
∣∣∣E}P(E)
≥ 2
5
min
m≥n/2
P
{
sup
η
∣∣∣∣∣ 1m
m∑
i=1
I{Yij ≤ η} − Φ(η)
∣∣∣∣∣ ≤
√
log(12)
n
}
≥ 1
3
,
where the last inequality follows from DKW inequality [51]. Therefore, by Hoeffding’s in-
13
equality,
P

p∑
j=1
IEj ≥ c1p
 ≥ 0.99,
for some small c1 when p is sufficiently large. Hence,
P

p∑
j=1
IEj ≥ c1p,E
 ≥ 1− P

p∑
j=1
IEj < c1p
− P(Ec) > 13 ,
and the proof is complete.
D Additional Proofs in Section 4
Note that the proofs in Section 3 all depend on Theorem 7.1. Similarly, all results in Section
4 are consequences of the following result analogous to Theorem 7.1.
Theorem D.1. For some index subsets S1, . . . , Sm ⊂ [p] with maxi |Si| ≤ s, consider the
estimator Γˆ defined in (5) with U = ∪mi=1VSi. Assume  < τ/3, (1 + s)/n is sufficiently small
and the distribution PΓ = ECp(0,Γ, η) satisfies (11). Then for any δ ∈ (0, 1/2) such that
n−1 log(m/δ) is sufficiently small, we have
sup
u∈U
∣∣∣uT (Γˆ− Γ)u∣∣∣ ≤ Cκ1/2(+√1 + s+ log(m/δ)
n
)
,
with P(,Γ,Q)-probability at least 1− 2δ uniformly over all Q and Γ ∈ F(M)∩F , where C > 0
is some absolute constant.
Proof. The proof is similar to that of Theorem 7.1. We focus on the difference and omit
the overlapping content. In particular, the inequality (28) can be derived by using the same
argument under the elliptical distribution PΓ = ECp(0,Γ, η). That is,
Du(Γˆ, PΓ) ≥ 1
2
− 
1−  − C1
√
1 + s+ log(m/δ)
n
, for all u ∈ U , (D.1)
with probability at least 1 − 2δ. By Proposition 4.2 and the definition of G(t) in (10), we
have
1
2
−Du(Γˆ, PΓ) =
∣∣∣∣∣G(1)−G
(
uT Γˆu
uTΓu
)∣∣∣∣∣ .
Combining this fact with (D.1), we have
sup
u∈U
∣∣∣∣∣G(1)−G
(
uT Γˆu
uTΓu
)∣∣∣∣∣ ≤ 1−  + C1
√
1 + s+ log(m/δ)
n
,
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with probability at least 1− 2δ. As long as  < τ/3 and
√
1+s+log(m/δ)
n is sufficiently small,
we have 1− +C1
√
1+s+log(m/δ)
n < τ . By the assumption (11), we must have
∣∣∣1− uT ΓˆuuTΓu ∣∣∣ ≤ α,
which further implies
sup
u∈U
∣∣∣∣∣1− uT ΓˆuuTΓu
∣∣∣∣∣ ≤ C2κ1/2
(
+
√
1 + s+ log(m/δ)
n
)
,
with probability at least 1− 2δ. By the fact that Γ ∈ F(M), we have
sup
u∈U
∣∣∣uT (Γˆ− Γ)u∣∣∣ ≤ C3κ1/2(+√1 + s+ log(m/δ)
n
)
,
with probability at least 1− 2δ, which completes the proof.
Proofs of Theorems 4.1-4.5. These results follow Theorem D.1 and the arguments in the
proofs of Theorem 3.1, Theorem 3.3, Theorem 3.4, Theorem 3.6 and Theorem 3.8.
E Additional Proofs in Sections 2, 3 and 5 on Lower Bounds
Proof of Theorem 5.1. When M(0) ≥ ω(,Θ), we have M(0) =M(0) ∨ ω(,Θ). Thus,
inf
θˆ
sup
θ∈Θ
sup
Q
P(,θ,Q)
{
L(θˆ, θ) ≥M(0) ∨ ω(,Θ)
}
= inf
θˆ
sup
θ∈Θ
sup
Q
P(,θ,Q)
{
L(θˆ, θ) ≥M(0)
}
≥ c.
It is sufficient to prove when M(0) < ω(,Θ), we have
inf
θˆ
sup
θ∈Θ
sup
Q
P(,θ,Q)
{
L(θˆ, θ) ≥ ω(,Θ)
}
≥ c. (E.1)
Let us pick θ1, θ2 that are solution of the following program
max
θ1,θ2∈Θ
L(θ1, θ2) s.t. TV(Pθ1 , Pθ2) ≤ /(1− ).
Then, there exists ′ ≤  such that
L(θ1, θ2) = ω(,Θ) and TV(Pθ1 , Pθ2) =
′
1− ′ .
For these θ1, θ2 ∈ Θ, let us define density functions
pθ1 =
dPθ1
d(Pθ1 + Pθ2)
, pθ2 =
dPθ2
d(Pθ1 + Pθ2)
.
Define Q1 and Q2 by their density functions
dQ1
d(Pθ1 + Pθ2)
=
(pθ2 − pθ1)I{pθ2 ≥ pθ1}
TV(Pθ1 , Pθ2)
,
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dQ2
d(Pθ1 + Pθ2)
=
(pθ1 − pθ2)I{pθ1 ≥ pθ2}
TV(Pθ1 , Pθ2)
.
Let us first check that Q1 and Q2 are probability measures. Since∫
(pθ2 − pθ1)I{pθ2 ≥ pθ1} = 1−
∫
pθ1 ∧ pθ2 =
∫
(pθ1 − pθ2)I{pθ1 ≥ pθ2},
and ∫
(pθ2 − pθ1)I{pθ2 ≥ pθ1}+
∫
(pθ1 − pθ2)I{pθ1 ≥ pθ2} = 2TV(Pθ1 , Pθ2),
we have ∫
(pθ2 − pθ1)I{pθ2 ≥ pθ1} =
∫
(pθ1 − pθ2)I{pθ1 ≥ pθ2} = TV(Pθ1 , Pθ2),
which implies ∫
dQ1
d(Pθ1 + Pθ2)
d(Pθ1 + Pθ2) =
∫
dQ2
d(Pθ1 + Pθ2)
d(Pθ1 + Pθ2) = 1.
Thus, Q1 and Q2 are well-defined probability measures. The least favorable pair in the
parameter space is
P1 = (1− ′)Pθ1 + ′Q1, P2 = (1− ′)Pθ2 + ′Q2.
By Lemma 7.2,
P1,P2 ∈ {(1− ′)Pθ + ′Q : θ ∈ Θ, Q} ⊂ {(1− )Pθ + Q : θ ∈ Θ, Q}.
Direct calculation gives
dP1
d(Pθ1 + Pθ2)
= (1− ′)pθ1 + ′
(pθ2 − pθ1)I{pθ2 ≥ pθ1}
′/(1− ′)
= (1− ′) (pθ1 + (pθ2 − pθ1)I{pθ2 ≥ pθ1})
= (1− ′) (pθ2 + (pθ1 − pθ2)I{pθ1 ≥ pθ2})
= (1− ′)pθ2 + ′
(pθ1 − pθ2)I{pθ1 ≥ pθ2}
′/(1− ′)
=
dP2
d(Pθ1 + Pθ2)
.
Hence, P1 = P2, which implies the corresponding θ1 and θ2 are not identifiable from the
model, and their distance under L(θ1, θ2) can be as far as ω(,Θ). A standard application of
Le Cam’s two point testing method [79] leads to (E.1) and the proof is complete.
Proof of Theorem 2.2. In this case L(θ1, θ2) = ‖θ1 − θ2‖2. Therefore,
ω(,Θ)
= sup
{‖θ1 − θ2‖2 : TV(N(θ1, Ip), N(θ2, Ip)) = /(1− ); θ1, θ2 ∈ Θ}
≥ sup{‖θ1 − θ2‖2 : ‖θ1 − θ2‖2/4 ≤ 2; θ1, θ2 ∈ Θ}
= 42.
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Moreover the rate M(0)  pn is classical (see, for example, [49]). Hence, we have M() 
(p/n) ∨ 2 by Theorem 5.1.
Proofs of Theorem 3.2, Theorem 3.5 and Theorem 3.7. Without loss of generality, we assume
M > 1 + . Consider Σ1 = Ip and Σ2 = Ip + E11, where E11 is a matrix with 1 in the (1, 1)-
entry and 0 elsewhere. Note that both Σ1 and Σ2 are in all matrix classes considered in
Section 3. Then,
TV(N(0,Σ1), N(0,Σ2))
2 ≤ 1
2
D(N(0,Σ1)||N(0,Σ2)) ≤ 1
8
‖Σ1 − Σ2‖2F =
2
8
,
and L(Σ1,Σ2) = ‖Σ1 − Σ2‖2op = 2. Therefore, ω(,Θ) ≥ 2. For the space F(M), we
have M(0)  pn according to Theorem 6 of [49]. For Fk(M) and Fα(M,M0,Mmin), we have
M(0)  k+log pn and M(0)  n−
2α
2α+1 + log pn , respectively, which are implied by Theorem 3 of
[8]. Finally, for Fs(M), M(0)  s log(ep/s)n by Theorem 4 of [11]. By Theorem 5.1, we obtain
the desired lower bound.
Proof of Theorem 3.9. Consider Σ1 = λθ1θ
T
1 + Ip and Σ2 = λθ2θ
T
2 + Ip. It is obvious that
Σ1,Σ2 ∈ Fs,λ(M, 1). For r ≥ 2, we may consider some V ∈ O(p, r − 1) with supp(V ) ⊂
{3, 4, ..., p}. Then, let Σ1 = λθ1θT1 + λV V T + Ip and Σ2 = λθ2θT2 + λV V T + Ip. For both
cases, we have Σ1,Σ2 ∈ Fs,λ(M, r). Since TV(N(0,Σ1), N(0,Σ2))2 ≤ λ28 ‖θ1θT1 − θ2θT2 ‖2F and
L(Σ1,Σ2) = ‖θ1θT1 − θ2θT2 ‖2F, we have
ω(,Θ) ≥ sup
{
‖θ1θT1 − θ2θT2 ‖2F :
λ2
8
‖θ1θT1 − θ2θT2 ‖2F ≤ 2
}
& 
2
λ2
∧ c,
for some constant c > 0. The reason we need c in the above inequality is because ‖θ1θT1 −
θ2θ
T
2 ‖2F is a bounded loss. By Theorem 3 of [9], M(0) & s log(ep/s)nλ2 . By Theorem 5.1, we
obtain the desired lower bound.
F Additional Proofs in Section 6
Proof of Theorem 6.1. Let us shorthand P(,Θ,Q), {Xi}ni=1 and {Yi}n1i=1 by P, X and Y . For
any estimator θˆ(·), we have
P
{
L(θˆ(X), θ) >
1
2
A−1δ
}
≥ P
{
L(θˆ(X), θˆ(Y )) > δ,L(θˆ(Y ), θ) ≤ 1
2
A−1δ
}
(F.1)
≥ P
{
L(θˆ(X), θˆ(Y )) > δ
}
− P
{
L(θˆ(Y ), θ) >
1
2
A−1δ
}
, (F.2)
where the inequality (F.1) is due to (16) and the inequality (F.2) is union bound. The identity
 = (θˆ,Θ, δ) means that
sup
θ∈Θ
sup
Q
P
{
L(θˆ(X), θˆ(Y )) > δ
}
> c.
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Hence, by (F.2), we have
sup
θ∈Θ
sup
Q
P
{
L(θˆ(X), θ) >
1
2
A−1δ
}
+ sup
θ∈Θ
sup
Q
P
{
L(θˆ(Y ), θ) >
1
2
A−1δ
}
≥ c. (F.3)
Let us upper bound supθ∈Θ supQ P
{
L(θˆ(Y ), θ) > 12A
−1δ
}
by
sup
θ∈Θ
sup
Q
P
{
L(θˆ(Y ), θ) >
1
2
A−1δ
}
= sup
θ∈Θ
EPn1θ
{
L(θˆ, θ) >
1
2
A−1δ
}
(F.4)
≤ sup
θ∈Θ
max
n1≥n/3
Pn1θ
{
L(θˆ, θ) >
1
2
A−1δ
}
+ P
{
n1 <
n
3
}
≤ max
n1≥n/3
sup
θ∈Θ
Pn1θ
{
L(θˆ, θ) >
1
2
A−1δ
}
+ exp
(
− n
18
)
(F.5)
≤ sup
θ∈Θ
Pnθ
{
L(θˆ, θ) >
1
2
c1A
−1δ
}
+ exp
(
− n
18
)
(F.6)
≤ sup
θ∈Θ
sup
Q
P
{
L(θˆ(X), θ) >
1
2
c1A
−1δ
}
+ exp
(
− n
18
)
. (F.7)
In the equality (F.4), the expectation operator E is associated with the probability n1 ∼
Binomial(n, 1 − ). The inequality (F.5) is by Hoeffding’s inequality and the assumption
 < 1/2. The inequality (F.6) is by the assumption (17). Finally, the inequality (F.7) is due
to the relation {Pθ : θ ∈ Θ} ⊂ {(1− )Pθ + Q : θ ∈ Θ, Q}. Combining the above argument
with (F.3) and the inequality
sup
θ∈Θ
sup
Q
P
{
L(θˆ(X), θ) >
1
2
c1A
−1δ
}
≥ sup
θ∈Θ
sup
Q
P
{
L(θˆ(X), θ) >
1
2
A−1δ
}
,
we get
2 sup
θ∈Θ
sup
Q
P
{
L(θˆ(X), θ) >
1
2
c1A
−1δ
}
≥ c− exp
(
− n
18
)
,
which leads to the desired conclusion for a sufficiently large n.
G Proofs of Propositions and Lemmas
Proof of Proposition 3.1. For any u ∈ Sp−1, we have Du(βΣ, PΣ) = PΣ
(|uTX|2 ≤ βuTΣu)∧
PΣ
(|uTX|2 ≥ βuTΣu), which equals (2Φ(√β)− 1)∧(2− 2Φ(√β)) or one because that either
uTX/
√
uTΣu ∼ N(0, 1) or P{uTX = 0} = 1 with uTΣu = 0. Since Φ(√β) = 3/4, we have(
2Φ(
√
β)− 1)∧(2− 2Φ(√β)) = 1/2. Note that we assume Σ is not a zero matrix throughout
the paper, there is at least one u ∈ Sp−1 such that uTX/
√
uTΣu ∼ N(0, 1). Thus we finally
obtain that DU (βΣ, PΣ) = infu∈U Du(βΣ, PΣ) = 1/2.
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Proof of Proposition 4.1. The existence is guaranteed by the continuity. Suppose there are
two canonical representation, then equivalently, G(t) = 12 will have another solution besides
t = 1. However, G(t) = G(1) for some t 6= 1 contradicts (11). This completes the proof.
Proof of Proposition 4.2. For any u ∈ Sp−1 such that uTΓu 6= 0, we have Du(Γ, PΓ) =
PΓ
(|uTX|2 ≤ uTΓu)∧PΓ (|uTX|2 ≥ uTΓu), which equals G(1)∧(1−G(1−)) by the definition
of G(t). According to the definition of canonical representation, G(1) = 1/2 and thus the
proof is complete.
Proof of Proposition 4.3. For X ∼ ECp(0,Γ, η), its characteristic function must be in the
form E exp(
√−1tTX) = φ(tTΓt) with some univariate function φ(·) called characteristic
generator. The characteristic generator φ(·) is completely determined by the distribution of
η [30]. For multivariate Gaussian, φ(v) = exp(−v/(2β)). For multivariate Laplace, φ(v) =
1/(1+βv/2). For multivariate t, φ(v) = (βvd)
d/4
2d/2−1Γ(d/2)Kd/2(
√
βvd), where Km(·) is the modified
Bessel of the second kind. Note that for all the examples considered, φ(·) does not depend
on Γ or the dimension p, which means the distribution of η does not depend on p, either.
Since the distribution of η fully determines the function G(·) defined by (10), the equation
G(1) = 1/2 is satisfied for some constant β independent of p. Finally, the condition (11)
is satisfied for some constants τ, α, κ independent of p because of the smoothness of the
derivative of G(·).
Proof of Proposition A.1. Let φ(·) be the characteristic generator of X1. Note that we have
E exp(
√−1tT (X1 −X2)) = [φ(tTΓt)]2. Since the continuity of φ(·) implies the continuity of
[φ(·)]2, the same argument in the proof of Proposition 4.3 leads to the desired conclusion.
Proof of Lemma 7.1. Note that n2 ∼ Binomial(n, ). By Hoeffding’s inequality, P(n2 >
n+ t) ≤ exp(−2t2/n) for any t > 0. Thus, n2 ≤ n+
√
n
2 log(1/δ) with probability at least
1− δ. This implies n1 ≥ n(1− )−
√
n
2 log(1/δ) and therefore,
n2
n1
≤
+
√
1
2n log(1/δ)
1− −
√
1
2n log(1/δ)
,
with probability at least 1− δ. Under the assumption that  < 1/5 and
√
1
2n log(1/δ) < 1/5,
we have n2/n1 ≤ /(1− ) + 2512
√
1
2n log(1/δ) with probability at least 1− δ. This proves (19).
A symmetric argument leads to
n2
n1
≥
−
√
1
2n log(1/δ)
1− +
√
1
2n log(1/δ)
,
with probability at least 1−δ. For δ = 1/2 and 2 > 1/n, we have n2/n1 ≥ c with probability
at least 1/2. Thus, the proof is complete.
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Proof of Lemma 7.2. For any θ ∈ Θ and Q, define
Q′ =
2 − 1
2
Q+
1
2
Pθ.
It is easy to see that Q′ is a probability measure, and it satisfies
(1− 1)Pθ + 1Q = (1− 2)Pθ + 2Q′.
This immediately gives the desired conclusion.
Proof of Lemma 7.3. The proof follows from standard empirical processes properties [26, 59]
for VC classes [71]. In order to bound the main term supu∈VS ,t∈R |P(IHu,t)− Pn(IHu,t)|, we
bound
sup
u∈VS ,t∈R
|P(IHu,t)− Pn(IHu,t)| − E sup
u∈VS ,t∈R
|P(IHu,t)− Pn(IHu,t)| ,
and E supu∈VS ,t∈R |P(IHu,t)− Pn(IHu,t)| separately.
We first apply McDiarmid’s bounded difference inequality [52], [19, Theorem 2.2] to obtain
that with probability at least 1− e−nt2/2,
sup
u∈VS ,t∈R
|P(IHu,t)− Pn(IHu,t)| − E sup
u∈VS ,t∈R
|P(IHu,t)− Pn(IHu,t)| < t, (G.1)
for any t > 0. To bound the term E supu∈VS ,t∈R |P(IHu,t)− Pn(IHu,t)|, we need some notation
on covering number. Collect all IHu,t in a class of sets A = {IHu,t : u ∈ VS , t ∈ R}. Define
a set of binary vectors by A(xn1 ) = {(b) ∈ Rn : ∃IHu,t ∈ A s.t. bi = I{xi ∈ IHu,t} for
all i ∈ [n]}. We say a set Br of binary vectors is a cover of A(xn1 ) with radius r > 0, if
for any b ∈ A(xn1 ) there exists some b0 ∈ Br such that the normalized Hamming distance
ρ(b, b0) :=
√∑n
i=1 I{bi 6= b0i}/n ≤ r. Finally we define covering number N (r,A(xn1 )) as the
cardinality of the smallest cover of A(xn1 ) with radius r. The following result is a simple
version of Dudley’s metric entropy bound [26], [19, Theorem 3.2],
E sup
u∈VS ,t∈R
|P(IHu,t)− Pn(IHu,t)| ≤ 24√
n
max
x1,...,xn
∫ 1
0
√
log 2N (r,A(xn1 ))dr. (G.2)
It suffices to provide an upper bound of the covering number N (r,A(xn1 )). To this end,
we claim that the class of sets A has VC dimension no more than 3 + 2|S|. The following
result in [26] (see also [19, Theorem 4.3], and [37] for a refined constant) then relates the VC
dimension of A to the covering numbers N (r,A(xn1 )),
N (r,A(xn1 )) ≤
(
4e/r2
)(3+2|S|)/(1−e−1)
. (G.3)
We thus are able to combine (G.2) and (G.3) to obtain a bound with explicit constants for
the term E supu∈VS ,t∈R |P(IHu,t)− Pn(IHu,t)|,
E sup
u∈VS ,t∈R
|P(IHu,t)− Pn(IHu,t)| ≤
√
1440epi
1− e−1
√
3 + 2|S|
n
, (G.4)
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where we have used the transformation r =
√
5ee−u/2 and gamma integral
∫∞
0
√
ue−udu =√
pi/4. In the end, we combine (G.1) with t =
√
log(1/δ)/(2n) and (G.4) to obtain the
desired result.
It remains to show that A has VC dimension no more than 3 + 2|S|. Define a half space
Hu,t = {y : uT y < t} associated with some unit vector u and some t ∈ R. We note that
A ⊂ A0 := {A : A = B ∩ C for some B ∈ HS and C ∈ HS}, where the class of sets
HS = {Hu,t : u ∈ VS , t ∈ R} = {{y : g(y) ≥ 0} : g ∈ G} consists of certain half spaces in
Rp and G is a |S| + 1 dimensional linear space. It follows from [64] (see, also [26], and [19,
Lemma 4.2]) that HS has VC dimension no more than |S|+ 1 and thus A has VC dimension
no more than 2|S|+ 3 by [26], which completes the proof.
Proof of Proposition B.1. For any symmetric matrix S, we have
|uTSu| − |vTSu| ≤ |(u− v)TS(u+ v)| ≤ ‖u− v‖‖S‖op‖u+ v‖.
Note that U¯ is taken to be the (1/2)-net of Sp−1. We first show that if both u and v are unit
vectors and ‖u − v‖ ≤ 12 , then we have ‖u − v‖‖u + v‖ ≤
√
15/4. Indeed, without loss of
generality, we assume u = (1, 0, . . . , 0)T and v = (v1, . . . , vp)
T with
∑p
i=1 v
2
i = 1. Then the
aim is to optimize ‖u−v‖2‖u+v‖2 = 4(1−v21) given the constraint that ‖u−v‖2 = 2−2v1 ≤ 14 .
The solution is simply that v1 =
7
8 , which implies that the maximum value of ‖u−v‖2‖u+v‖2
is 1516 . Thus we have shown that ‖u− v‖‖u+ v‖ ≤
√
15/4. Consequently, we have that
‖ ˆ¯Σ− Σ‖op ≤ max
u∈U¯
|uT (Σˆ− Σ)u|+
√
15/4‖ ˆ¯Σ− Σ‖op,
which implies ‖ ˆ¯Σ− Σ‖op ≤ (1−
√
15/4)−1 maxu∈U¯ |uT (Σˆ− Σ)u|.
It suffices to show that under the assumptions of Proposition B.1, there exists some
absolute constant C > 0 such that with probability at least 1− 2δ uniformly over all Q and
Σ ∈ F(M),
max
u∈U¯
|uT (Σˆ− Σ)u| ≤ C
(( p
n
∨ 2
)
+
log(1/δ)
n
)
. (G.5)
The proof of (G.5) follows from a similar analysis of Theorem 7.1 with U replaced by the
U¯ , the (1/2)-net of Sp−1. By inspection of the proof of Theorem 7.1, it suffices to show the
following equation similar to (21) holds with probability at least 1 − δ conditioning on the
set of (n1, n2) satisfying (19),
sup
Γ∈F
|DU¯ (Γ, PΣ)−DU¯ (Γ, {Yi}n1i=1)| ≤
√
5 log p+ log(2/δ)
2n1
. (G.6)
We note that
sup
Γ∈F
|DU¯ (Γ, PΣ)−DU¯ (Γ, {Yi}n1i=1)|
≤ sup
Γ∈F
max
u∈U¯
|Du(Γ, PΣ)−Du(Γ, {Yi}n1i=1)|
≤ max
u∈U¯
sup
t∈R
∣∣∣∣∣ 1n1
n1∑
i=1
I{|uTYi|2 ≤ t} − PΣ(|uTY |2 ≤ t)
∣∣∣∣∣ .
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Applying the DKW inequality with tight constant in [51] and union bound ranging over all
|U¯ | ≤ 5p directions in U¯ into above equation, we obtain (G.6), which completes the proof.
Proof of Lemma H.1. Without loss of generality, assume n is even. The case when n is odd
can be done via a slight modification of the same argument. Define
Vu,t(w1, ..., wn) =
2
n
n/2∑
i=1
I{|uT (w2i−1 − wi)| ≤ t}.
and
R(W1, ...,Wn) = sup
u∈VS ,t∈R
|Un(IHu,t)− P(IHu,t)| .
In order to bound R(W1, ...,Wn), we are going to bound R(W1, ...,Wn)−ER(W1, ...,Wn) and
ER(W1, ...,Wn) separately. For the first term, observe that for all i ∈ [n],
sup
w1,...,wn,w′i
|R(w1, ..., wi−1, wi, wi+1, wn)−R(w1, ..., wi−1, w′i, wi+1, wn)| ≤
1
n
.
Then, by McDiarmid’s bounded difference inequality [52], we have
R(W1, ...,Wn)− ER(W1, ...,Wn) ≤ t,
with probability at least 1− e−2nt2 for any t > 0. For the second term, we have
ER(W1, ...,Wn)
= E sup
u∈VS ,t∈R
|Un(IHu,t)− P(IHu,t)|
= E sup
u∈VS ,t∈R
∣∣∣∣∣ 1n! ∑
σ
(
Vu,t(Wσ(1), ...,Wσ(n))− EVu,t(Wσ(1), ...,Wσ(n))
)∣∣∣∣∣
≤ 1
n!
∑
σ
E sup
u∈VS ,t∈R
∣∣Vu,t(Wσ(1), ...,Wσ(n))− EVu,t(Wσ(1), ...,Wσ(n))∣∣
= E sup
u∈VS ,t∈R
∣∣Vu,t(Wσ(1), ...,Wσ(n))− EVu,t(Wσ(1), ...,Wσ(n))∣∣ .
The summation of σ above is over all possible permutations. By replacing n and each Xi in
the proof of Lemma 7.3 by n/2 and W2i−1−Wi respectively, we are able to bound the above
expectation using (G.4), i.e.,
ER(W1, . . . ,Wn) ≤
√
1440epi
1− e−1
√
3 + 2|S|
n/2
.
Finally, combining the two bounds and picking t =
√
log(1/δ)
2n , we complete the proof.
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H Additional Proofs in Appendix A
We first state an extension of the concentration inequality for the suprema of the empirical
process in Lemma 7.3 to its corresponding U-process. Recall IHu,t = {y : |uT y| ≤ t}, and for
any S ⊂ [p], VS = {u = (ui) ∈ Sp−1 : ui = 0 if i /∈ S}.
Lemma H.1. For i.i.d. real-valued data W1, . . . ,Wn ∼ P, we have for any S ⊂ [p],
sup
u∈VS ,t∈R
|P(IHu,t)− Un(IHu,t)| ≤
√
1440epi
1− e−1
√
3 + 2|S|
n/2
+
√
log(1/δ)
2n
,
with probability at least 1 − δ, where Un(IHu,t) =
(
n
2
)−1∑
i<j I{|uT (Wi −Wj)| ≤ t} denotes
the U-process of {Wi}ni=1 evaluated with the kernel function I{|uT (W1 −W2)| ≤ t}.
Now we are ready to state the proof of the two theorems.
Proof of Theorem A.1 and Theorem A.2. It is sufficient to establish the results of Theorem
7.1 and Theorem D.1 for the U-version matrix depth function. This can be done through
the same arguments used in the proofs of Theorem 7.1 and Theorem D.1 on the observation
pairs. An analogous inequality to (21) can be established using Lemma H.1. We omit the
details here.
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