A pair of forward and backward diffusion equations is considered. In the forward equation, boundary values appear in the differential equation, and in the backward equation, boundary values are related to average values of the solution in the interior of the domain. The forward equation can be regarded as a diffusion approximation to a type of birth-death process with returns to the interior, or as a heat equation in one dimension where heat flowing out from the boundaries is returned to the interior. Existence and uniqueness theorems are proved, and some properties of the associated eigenvalues and eigenfunctions are deduced. An expression for the steady-state solution is obtained.
Abstract.
A pair of forward and backward diffusion equations is considered. In the forward equation, boundary values appear in the differential equation, and in the backward equation, boundary values are related to average values of the solution in the interior of the domain. The forward equation can be regarded as a diffusion approximation to a type of birth-death process with returns to the interior, or as a heat equation in one dimension where heat flowing out from the boundaries is returned to the interior. Existence and uniqueness theorems are proved, and some properties of the associated eigenvalues and eigenfunctions are deduced. An expression for the steady-state solution is obtained.
Some information on the goodness of the diffusion approximation is also obtained.
Introduction.
In [3] , the second author studied a birth-death process with two boundaries.
When the number of states becomes very large, the governing system of ordinary differential equations can be replaced by a single partial differential equation, the so-called diffusion approximation.
For the equations in [3] , the diffusion approximation takes the form dr[ ' ' 2 dx*( ' ' P8x[ ' ' G + T 2l" IP' /"\ dlP i 1 a one-dimensional heat flow in which heat flowing out from the left and right boundaries is returned to the interior according to distribution functions Fl and Fr respectively. The presence of the boundary values of dip/dx at x = 0 and x = 1 in (1.1) produces an equation of a type that seems not to have been considered in the literature. A special case of (1.1) was solved in [2] , The main object of this paper is to study the existence, uniqueness, and properties of solutions of (1.1) and its adjoint.
Because both steadystate and time-dependent solutions are of interest in some applications, it is useful to examine the properties of the eigenvalues and eigenfunctions of the ordinary differential equation which is obtained from (1.1) by separating variables or by use of the Laplace transform. The convergence of the residue expansion that results from inversion of the Laplace transform has been established in [12] .
We refer to (1.1) as the forward problem. The adjoint to (1.1), which we refer to as the backward problem, is associated with transition probabilities for the solution of a stochastic differential equation with jump returns from the boundary. Further details of this connection may be found in Mansourati's thesis [12] . Because of biorthogonality relations between eigenfunctions of the forward and backward problems, the eigenfunctions of the backward problem figure in the solution of the forward problem. Consequently we study the two problems together.
In the case of the backward problem, there have been investigations of similar problems. The earliest instance appears to be in a paper by Wilder [14] . Of the recent literature, the work of Cole [6] , Day [7] , and Friedman [10] is close. Friedman's work [10] might initially appear to include some of our results. However, in order to establish existence and uniqueness of a solution, Friedman had to make an assumption on Fi and Fr which would always be violated when Fl and Fr are probability distribution functions. We avoid Friedman's condition by using a different method to establish existence and uniqueness.
In a general way, our discussion can be regarded as a development of one of the threads in Feller's classic papers [8, 9] . A recent paper on another type of diffusion process with jump returns to the interior is that of Baccelli and Fayolle [1] . After explaining the connection with birth-death processes in Sec. 2, we establish the existence and uniqueness of solutions of the forward and backward problems in Sec. 3. In Sec. 4 we deduce some facts about the eigenvalues and eigenfunctions associated with the problem.
In Sec. 5 we give two examples and in Sec. 6 we compare some results obtained from the diffusion approximation with exact results for a birth-death process with a finite number of states.
Diffusion
approximation to a birth-death process.
In [3] Campbell treats a birth-death process which is governed by the system of ordinary differential equations = nLkpi + \pk-i ~ (A + n)pk + HPk+\ + XRkPm (k = 1,. -., m),
CLT where we define Po(t) = pm+i(r) = 0. We interpret Pa-(t) as the probability that the system is in state k (k = 1,2,..., m) at time r. Births occur at rate A and deaths occur at rate /i, where A and /i are positive constants.
If the system is in state 1 and a death occurs, it moves to state k with probability Lk, and if the system is in state m and a birth occurs, it moves to state k with probability Rk-Thus Lk > 0, Rk > 0, and 2 Lk = Rk = 1-It is these boundary conditions at states 1 and m that distinguish this from a conventional birth-death process. This process could describe an inventory in which the supplier holds a "fire sale" to dispose of stock if the warehouse is full or buys from another supplier when the warehouse is empty. It could describe a buffer at a node in a communications network, where some messages are removed and sent by an alternate route when the buffer fills, and where messages from other buffers are brought in for alternate routing whenever the buffer becomes empty. Other applications are possible.
When the number of states m is large, the system of ordinary differential equations can be approximated by a partial differential equation. Some idea of the goodness of the approximation involved can be obtained from [2] , where a special case of (2.1) is solved and the corresponding partial differential equation is also solved. Additional results on this question appear in Sec. 6. For a more general discussion of diffusion approximations, see [5, 11, 13] . 
In the diffusion approximation we replace the difference quotients by derivatives, A(Ax)2 and /i(Ax)2 by cr2/2, and (A -fj)Ax by (3. We assume that, as m -> oo, F™ and Fr: approach limits Fi and Fr which are absolutely continuous with bounded derivatives fi and Jr except at a finite number N (possibly zero) of interior points (i = 1, 2,..., AT) where F]J jumps by an amount p, and Fr jumps by an amount 7j. The diffusion approximation then giveŝ
for all x e (0,1) except x = aj,..., a/v. For notational convenience, we define ao = 0, a/v+i = f, and assume a, < a,-+i for each i. Because po and prn+i vanish, we have boundary conditions y(0,r) = <p(l,r) = 0.
(2.4)
At points where F/. or Fn is discontinuous, replace tp{xii+\,t) -tp(xk,r) bŷ (xA.,r) Ax, OX recognize that dip/dx will be discontinuous there, and rewrite (2.2) as
Multiply by Ax, make the above replacements for A (Ax)2, etc., let Ax -* 0, and get at
The forward problem is to find a function ip with domain {(x,r) : 0 < x < l,r > 0} which is such that (ii) on each strip {(x, r) : a,-< x < a,-+i,r > 0}, i = 0,1,..., N, <px{x, t), ipxx(x, r), and tpT (x, r) (where subscripts denote partial derivatives) are continuous functions of x for each r and of r for each x, (iii) ipx(x, r) has right and left limits, <px(af, r) and ipx(aj~, r) at o,, for i = 1, 2,. .., TV, (iv) <px(x,T) has a right limit (px(0,T) at 0 and a left limit <px{l,r) at 1, (v) <p(x, 0) = ipa(x), where ipo is a given initial function, (vi) ip{x, t) satisfies (2.3)-(2.5).
In addition to the forward problem we consider the associated backward problem: to find a function 'l> which, together with the derivatives <!>,., and <I>r, is continuous on the same domain {(x, r) : 0 < x < 1, r > 0}, and which satisfies
As was mentioned in the Introduction, boundary conditions like (2.7) and (2.8) have been considered before [6, 7. 10, 14] . However, our existence and uniqueness results seem to be new. For a probabilistic interpretation of the backward problem, see Mansourati's thesis [12] . Equation (2.2) can be simplified by putting t = ct2t/2, u> = f3/a2, and letting
With this notation, the forward problem becomes 
Note that, in view of (2.10), when Fi and Fr are probability distribution functions it is not possible that both inequalities -fo(l) < 1 and F[ (I) < 1 hold, no matter what the sign of u. This fact prevents us from applying Friedman's [10] existence theorem to our problem.
We sometimes refer to (2.11)-(2.14) and (2.16)-(2.19) as the scaled forward and backward problems respectively. 3 . Existence and uniqueness of solutions.
The basic idea that we use to solve either the forward or backward equation is to find the solution first on the boundaries x -0 and x = 1. Once the solution and its derivatives are known on the boundaries, the well-known theory of the one-dimensional heat equation provides the solution everywhere. We treat the scaled problems in this section, beginning with the slightly simpler backward problem (2.16)-(2.19).
If (2.17) and (2.18) are replaced by the conditions 
where G(x, £; t) = 2 e n ™2t sin(n7rx) sin(ri7r£)
and K{x't) = ^mexp{~^}, t>0■ (3, 5) In order to obtain equations for b() and bi, we integrate (3.2) with respect to dFo and dF\ and use (2.17) and (2.18). If U, as given by (3.2) , is a solution of (2.16)-(2.19), then bo and bi must satisfy the pair of integral equations 1 rt -(x -t) dFi(x),
We show first that the pair of Volterra integral equations (3.6) has a solution (60,6i) and then verify that, for this bo and b\, U in (3.2) is the desired solution. Some care is needed because of the singular behavior of K as t -> 0. Proof. Continuity for t > 0 follows from the uniform convergence of the series (3.4) and a corresponding one for the derivative. For 0 < x < 1, it is clear that only one term in the series can be badly behaved as t -> 0. We have d0
x -2^(M) = 2^3/2 exph^A4*)] + Ro{x,t), where i?(l is the sum of the terms for m / 0 in the derivative of (3.4). Integration with respect to dF^x) on (0,1) and the change of variables u = x/y/2t yields 2 rl/V2t
Vnt Jo as t -> 0. Note that jumps in Fi occur at points ai which are bounded away from zero. It follows that contributions from these jumps are o(t) and only the contribution from ft can affect the behavior near t = 0. Since fi is, by hypothesis, bounded, it follows that tl/2Nio[t) is bounded as t -> 0+. An exactly similar calculation shows that tl!2Nii(t) is bounded.
As noted earlier, G(x,^,t) > 0 for 0 < x,£ < 1. In view of (3.3), this implies that, for b{"\t) = Qi(t) + f Xij{t -t)6j" "(r) cir, (3.8a) 3=0 J°b \0)(t) =Gi{t), (3.8b)
for i -0,1 and n = 1,2,.... Then
; -n J0 where m=1 j=o
Using Lemmas 3.1 and 3.2, we obtain an estimate l j=o for 0 < t < T, where
• £{0,1} o<t<T and r denotes the gamma function. From (3.10) it follows that the sequence b " of (3. It is also known [4] that Uniqueness is shown by using Lemma 3.3 to show that U(0, t) and U(l,t) are uniquely defined and then by using the standard theory of the heat equation to show that U is defined elsewhere by (3.2). Nonnegativity when Uq is nonnegative follows from the nonnegativity of bo and b\ (Lemma 3.3), and from the nonnegativity of G, -9x(x, t), and 6x(x -1, t) (see the proof of Lemma 3.2). □
The forward problem. (2.11)-(2.14), is treated in an analogous manner. We discuss those aspects that differ from the earlier treatment.
Let
where G is defined by (3.3)-(3.5), Vq is the initial function in (2.13), and ipo and tp\ are to be determined so that (2.11)-(2.14) is satisfied.
For V as defined by (3.13), straightforward calculations using the properties of G show that, if ipo(t) and ip\{t) are continuous for t > 0 and are 0(£-1,/2) as t -> 0+, then
and, for a* < x < a^+i, t > 0,
Vt(x,t) = Vxx{x,t) + fQ(x)i/>o(t) + fi(x)ipi{t). (3.14)
Furthermore, for reasons similar to those discussed in the proof of Lemma 3.2, the only terms of (3.13) that contribute to discontinuities of Vx at x -aj are those involving G{x,ay,t -t). In fact,
where we have used (3.11) and the fact that 0(x,t) is even in x, so that 9x(x,t) is odd in x. We see that (3.14) and (3.15) become (2.11) and (2.14) if tpoit) = Vx(0,t) and ipi(t) = -Vx{l,t). To find equations determining ^o and ipi, differentiate (3.13) once with respect to x and set x = 0 and x = 1. Then ipo and ip\ must satisfy Lemma 3.7. Under the hypotheses of Lemmas 3.5 and 3.6, there exists a unique solution of the pair of integral equations (3.16) which is continuous for t > 0 and is ()(t~l/2) as t -> 0. If Vo is nonnegative, both and l are nonnegative. The proofs are analogous to the proofs of Lemmas 3.1-3.3 and are omitted. Some further details are available in [12] . Theorem 3.8. If Vo is bounded and measurable and if F0 and F\ are as described in Lemma 3.1, the scaled forward problem (2.11) -(2.14) has a unique solution.
If Vo is nonnegative, the solution is nonnegative.
Proof. Let V be defined by (3.13) where (%l>o,ipi) is the solution of (3.16). By the discussion leading up to (3.14) and (3.15), all that we need to establish is that Vx(0,t) = ipo(t) and Vx(l,t) = -ipi(t). But differentiation of (3.13), substitution of x = 0 and x -1, and comparison with the right side of (3.16) shows that this is true. Uniqueness and nonnegativity follow in the same way as in Theorem 3.4. □ Clearly, Theorems 3.4 and 3.8 establish existence and uniqueness of solutions <p and <1> of the original forward and backward problems (2.3)-(2.8) with their associated initial conditions. In this section we show that the eigenvalues are the same for the two problems, that eigenfunctions corresponding to distinct eigenvalues are biorthogonal, and that for any eigenvalue a2, the eigenspaces for the two problems have the same dimension. For the original forward problem, (2.3)-(2.5), we obtain more information about the eigenvalues and the steady-state solution. We begin with the version of Green's formula given by For expansion theorems and stability theorems, we often need bounds on eigenvalues. A coarse bound is given by 
ai ->oc
Consequently there is a positive number a such that A (a) ^ 0 for a\ > a. Since A (-a) = A (a), it follows that A(a) ^ 0 for a\ < -a, and the zeros lie in the strip -a < ai < a. □ Theorem 4.4 holds whenever F0 and F\ have the properties listed in Lemma 3.1, i.e., they are absolutely continuous with bounded derivatives except at a finite number of points in the open interval (0,1), where they may have finite jumps. However, when they are also related to probability distribution functions by (2.10), more precise information is available. In this case it is more useful to deal with the unsealed equations. The strict inequality follows from the assumption that Fl has jump discontinuities at interior points only. A similar contradiction may be deduced from the inequality involving 1. Therefore, there exists an interior point c where |$| reaches its maximum. Now, multiplying (4.8a) by the complex conjugate implies that The particular case y = 1 yields the result go(x) >0. □ Positivity of go(x) means that <?0 can be normalized and converted into a probability density function.
Examples.
To illustrate the theory, we discuss two examples briefly. The first example corresponds to the diffusion problem where Fi and FR each concentrate their masses at x = 1/2. In this example the birth rate is not necessarily equal to the death rate; so we do not assume that to = (3/cr2 = 0. When lo = 0 we have the case treated in [2] ipii) (x) = < . 1 eUI sinh(w -47rra)(l -x), \ < x < 1, 2)(s) = e-l4n7rx.
As u; -> 0, the eigenvalues (a42')2 and (a;^)2 merge with (a^)2. The end result for co> = 0 is the two sets of eigenvalues and eigenfunctions: 6. Accuracy of diffusion approximation. One motivation for studying these equations was that they represent, in some sense, an approximation to (2.1) when the number of states is large. In this section we compare the steacly-state solution go (x) given by (4.13) with the steady-state solution of (2.1). We also compare the eigenvalues and eigenfunctions of Example 1, Sec. 5, with the eigenvalues and eigenvectors of the appropriate special case of (2.1). The comparisons provide some evidence that, in cases where (2.1) cannot be solved explicitly, solutions of (2.3)-(2.5) can be used to give good approximations.
(a) Steady-state solutions. To begin, note that integration by parts in (4.11) and (4.12) yields the expressions where is defined by (6.5).
If we replace e2®" by (A//u) in (6.6)-(6.8) and do the necessary algebraic simplifications, we find that the resulting expression for is just the same (apart from a normalizing constant and necessary adjustments to notation) as the component of the steady-state solution of (2.1) which is to be found in [3, Eq. (13)]. Thus, replacement of F'i and Fr by the corresponding discrete distribution functions, replacement of e2w/(m+1) by A//z, and evaluation of go(x) at points k/(m + 1), fc = 0, l,...,m+l,
give the corresponding steady-state solution in the discrete case.
(b) Example 1 and the corresponding discrete case. We consider the special case of (2.1) where the number of states to is replaced by 2N + 1, where N is an even number, and where Ln = Rn = 1, with the other Lk and Rk equal to zero. This means that returns are always to the midpoint, just as in the diffusion of Example 1. The solution of this problem is given in [2] . Thus, evaluation of the eigenfunctions tpn and $n at the points = k/(2(N + 1)) yields, up to multiplying constants, the components of the right and left eigenvectors respectively in [2] , Unlike the situation with eigenvalues, this result does not depend on any assumption that n <C N.
