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M A T E M A T I C K O - F V Z I K A L X V CASOLMS SAV. \-
INTEGRALE VECTORIELE DE DANIELL 
IGOR KLUVANEK, Košice 
Il est bien connu que la notion de l'intégrale de Daniel 1 rend de bons services 
dans la théorie de la représentation des fonctionelles linéaires de divers sortes. 
Or, lorsq'on considère les opérations plus générales, notamment celles dont 
les valeurs appartiennent à un espace de Banach, il est naturel de généraliser 
respectivement aussi la notion de l'intégrale de Daniell. Le but du travail 
présent est de donner une théorie de l'intégrale de Daniell généralisée de sorte 
que les valeurs de l'intégrale peuvent appartenir à un espace de Banach 
arbitraire. Nous montrerons que la plupart des théorèmes valables pour 
l'intégrale de Daniell classique peut être énoncée aussi pour la généralisation 
indiquée. Ce sont surtout les théorèmes concernants la convergence et per-
mettants les applications diverses. 
Pour développer la théorie de l'intégrale vectorielle de Daniell nous nous, 
servirons d'une adaptation ,,vectorielle" de la méthode de F. R iesz présentée 
dans [1]. La notion de l'intégrale vectorielle de Daniell a été introduite dans | 2]. 
Mais là pour obtenir beaucoup de théorèmes on s'est servi de l'intégrale 
par rapport à une fonction d'ensemble, par conséquent la théorie de l'intégrale 
de Daniell proprement dite dans cet exposé n'intervenait pas. L'avantage 
de la théorie de l'intégrale de Daniell consiste en possibilité d'éliminer la notion 
de fonction d'ensemble. Nous donnerons ici une application de la théorie 
de l'intégrale vectorielle de Daniell à la théorie de la mesure vectorielle. 
La notion de l'intégrale vectorielle de Daniell est en relation étroite avec* 
la notion de l'intégrale vectorielle au sens de N. B o u r b a k i [3]. Cotte dernière* 
notion est d'une part plus spécial, ce qui n'est pas essentiel, quant au domain 
de l'application considérée. Il ne consiste que de fonctions continues à support 
compact sur un espace topologique. D'autre part elle est beaucoup plus 
générale en permettant pour les valeurs les éléments d'un espace linéaire 
topologique locallement convexe arbitraire. En développant la théorie de 
l'intégrale dans [3] on sort de l'espace initial et les valeurs de l'intégrale 
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de certaines fonctions peuven t appa r t en i r au second dual de cet espace ou bien 
à un espace encore plus vas te . Au contraire , nous examinerons les prolongements 
les plus vastes possibles de l ' intégrale donnée ne so r t an t pas de l 'espace donné . 
La spécialisation aux espaces de Banach nous pe rme t d 'ob ten i r les proprié tées 
plus détaillées de Vintégrales considérées su r tou t d 'énoncer les théorèmes 
du type du théorème de Lebesgue et de celui de Beppo Levi . 
1. QUELQUES LEMMES SUR LES SÉRIES 
Soit X un espace de B a n a c h e t X* son dual . Soient Ef C X, i — 1, 2, . . . 
On di t que la série ^J°-\^i e s ^ convergente (fortement) lorsque la série ^>'/° ..T,-
converge for tement pour la choix arb i t ra i re des x\ G Et. On écrit E = ^'fiVEL 
pour E = {T : T =- ^JLv^i> x; e E-, i = 1 2, . . .} . L 'ensemble E est appelé somme 
(forte) de la série ^j°:_iE;. La convergence faible et la somme faible de la série 
d 'ensembles est définie ana logiquement . 
Four E C X on dénote \\E\\ = sup {||T|| : x e E}. 
1.1. Lemme. Etant donnée une série ^jlzlEf convergente d'ensembles non-vides, 
on a \\^>yL )fii\\ -> ^ pour n-> GO et encore \\^p-LnE.{\\-> 0 pour n~> ce, m > oo. 
D é m o n s t r a t i o n . E n supposan t qu 'on n ' ava i t pas \\^j°_ nE;\\ -> 0 il exis terai t 
un nombre ô > 0 et une suite croissante des indices {Hy} de sorte que 
j ^ ^ ltjE;\} > 3(5 pour j = 1, 2, . . . On p e u t alors choisir les é léments xUn. e E; 
de telle manière , que ||2'̂ --w/*V,wj II — ^ , j = L 2, . . . . Il en découle l 'existence 
des nombres kj > 0 de sorte , que 
i f ' iX j i ^ ^ j=i,-.... 
'-- ti} 
Posons j \ —- 1 et si le nombre j s pour s ^ 1 est dé te rminé choisissons le 
nombre j s , de telle manière , qu 'on ait /s. f . > j s et njsil > njs -f- k}s. Pour 
abréger nous écrivons m,H = n.u et ls. = ku. P o u r ms 5g i :gj ms. -f- ls. posons 
/// rlws« <v -= 1, 2, . . . . S'il n 'exis te aucun s = 1, 2, . . . tel que ms < i s" 
n/s | l.s on choisit /// e E\ a rb i t r a i rement . 
La condition de Cauchy pour la série 2/°-i?f/ n e g f P a s remplie, parce que 
pour chaque n il existe ms > n e t \\^'u JL'/iW ̂  ^- Alors, la série 2 ' /°-i^ '
 n e l ) e u^ 
point converger. 
La second moitié du lemme découle imméd ia t emen t de la première. 
1.2. Lemme. Si la série ^ ^ K , - est convergente, la série ^° ]Ëi F est aussi. 
(F d éno t an t la fermeture de l 'ensemble E C X pour la topologie forte.) 
D é m o n s t r a t i o n . Soit Xf eEi, i = 1, 2, . . . . E t a n t donné k > 0, il existe 
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yi e Ei de sorte que \\xi — yi\\ < k-12^. La série 2r=i#/ converge; posons 
Zj. = 2°^i^i* ^ a s u i ^ e {^4 remplit la condition de Cauehy en vertu de l'inégalité 
\\zi — %k\\ ^ &_1 + ^_1- Alors, sa limite x existe. Soit E > 0. Soit k assez grand 
pour qu'on ait \\x — zk\\ < \e et k~
x < Je. Soit encore H0 tel que pour/* > n0 
on ait H^ — 2r=i2/ïll < 3e- Alors, pour H > w0 on a 
II* - 2*.il ^ il* - Ztn + p* - 2y.ll + !î 2 y.- - 2-«v:i < *• 
2 = 1 ï --1 •* - l 1 = 1 
1.3. Lemme. Si la série ^JL1El est faiblement convergente et 0 e Et, i —- 1, 2, 
eZ/e l'esl aussi fortement. 
D é m o n s t r a t i o n . C'est une conséquence immédiate du lemme D'Or liez 
et de Pettis. On n'a qu'à démontrer, que pour la choix arbitraire des xi G E{ 
la série 2 ° ! ^ son^ convergente fortement. Mais d'après l'hypothèse cette 
série converge faiblement aussi après avoir remplacé quelques-uns de ses 
termes par zéro. Le lemme d ' O r l i c z et de P e t t i s (cf. [4], Théorème IV, 1,1) 
assure la convergence forte de cette série. 
1.4. Lemme. Soient E%n C I , 0 eEin, i = 1, 2, . . . ; n = 1, 2, . . . Supposons 
Vexistence de En = ^Li^in pour n = 1, 2, ... et Vexistence de E = 2 / T - i ^ -
Alors on a E = ^.Tn=i-^in Vour chaque réarangement de la série double en une 
série simple et encore E = 2i^=i( 2w°=i ^m)-
D é m o n s t r a t i o n . On voit facilement que E est la somme faible de la série 
2 î> = i-̂ m réarangée arbitrairement. Parce qu'on a 0 e Ein, d'après le lemme 1.3 
cette série converge aussi fortement. Or, la somme faible et celle forte d'une 
série convergente fortement coïncident. La seconde assertion du lemme 
on démontre pareillement. 
2. INTEGRALE VECTORIELLE DE DANIELL 
2.1. Sois P un ensemble non-vide arbitraire. Soit L un espace de Riesz 
de fonctions réelles sur P, c'est-à-dire L est un ensemble de fonctions sur P 
avec les propriétés suivantes: 
(a) f1,f2eL => ci/i + C2/2 e L (ci, c2 réels); 
(b) feL^\f\eL. 
Nous nous servirons des notations /1 V h = i ( / i + fi + |/i — /2I), /1 A h — 
= KA + / 2 - l/i - / 2 | ) , /
+ = / V 0 , / - - ( - / ) V 0, Evidemment, mi a / i V fu 
/1 A /2 e L lorsque fx, /2 e F. 
F+ signifie l'ensemble de toutes les fonctions / e L, / > 0. 
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Nous écrivons fn\ f si pour t o u t p G P on a f(p) = l im r a /^(p) et fn > fn\\ 
])our n 1, 2, . . . . Les n o t a t i o n s / » / f e t / ^ - > / au ron t u n sens analogue. 
.1/espace de Riesz F est di t O-réticulé si pour t o u t e suite {fn\ de fonctions 
G L majorée dans F on a aussi s\ipnfn = limw V/L, / /
 G I--- L 'espace de Riesz L 
est O-réticulé si et seulement s'il cont ient la l imite de tou te suite {fn} con-
vergente de fonctions de L majorée dans L. 
2.2. Soit X un espace de Banach . On appelle intégrale vetorielle de Daniell 
sur L avec les valeurs dans X (s implement intégrale vectorielle) chaque 
t ransformation T : L > X jouissante des propr ié tés su ivantes : 
(1) I(('\f\ + C2/2) -- C1//1 + C2//2 I^OHr / 1 , / 2 G F ei Ci, C2 réefe. 
(2) O/v< O N//w|| -> 0 lorsque fn \ 0, fn G L,n= 1,2, ... 
On appelle intégrale vectorielle faible une t ransformat ion / : L > X avec 
les propriétés (1) et 
(3) Pour tout x* e X* on a x*Ifn~> 0 lorsque fn ^ 0, fn G L, H =• 1, 2, . . . . 
é v i d e m m e n t chaque intégrale vectorielle est en même t e m p s une intégrale 
vectorielle faible . 
L i a n t donnée une t rans format ion / : L/-> X pour t o u t / > 0 nous posons 
I(L, f) , [/y : M ^ / , Ç; G E), / ( / > , / ) = {7? : r/> ^ / , ? e L+} . 
Une intégrale vectorielle ou intégrale vectorielle faible / sur L est di te 
sa turable si, pour chaque / e L1 et fn G L
1 avec 2'«°-j//. ^£/> ^a série ^ , / / ^ 
est faiblement convergente . 
On di t (p rune intégrale vectorielle (intégrale vectorielle faible) / sur L avec; 
les valeurs dans À" est fa ib lement r e l a t ivemen t compac te si, pour t o u t / G L , 
l 'ensemble l(L.f) est fa iblement r e l a t ivemen t compac t dans X. 
2.3. Si X est l 'espace de tous les nombres réels ou complexes une intégrale / 
sur L avec les valeurs dans X s 'appelle intégrale sealaire. Lor squ 'on a / / : 0 
(en conséquence / / e s t réel) p o u r / G L{ l ' intégrale / s 'appelle intégrale positive. 
Kn ce cas il s 'agit de l ' intégrale de Daniell p r o p r e m e n t d i te . 
Four (Unix intégrales scalaires e t réelles J±, J% nous écrivons J\ <\ Ji si pour 
/ G / , ; on a , / , / <J2f. 
D'après |5] chaque intégrale scalaire est r e l a t ivemen t bornée , c 'est-à-dire, 
pour / t L\ l 'ensemble I(L,f) est borné . I l en découle que pour chaque 
intégrale scalaire / existe une intégrale posi t ive J telle, qu 'on a j / / | > Jf 
p o u r / G / •". Nous désignons par |/j la plus pet i te in tégrale J jouissante de ce t te 
propriété . L' intégrale posi t ive | / | s 'appelle var ia t ion de l ' intégrale / . Lorsque / 
n ' a d m e t (pie les valeurs réelles on a | / | / - r \I(L,f)\ p o u r / G L 1 . 
Dans la théorie classique de l ' intégrale de Daniell (cf. [1], [5], [t>], [7]) 
on démont re le théorème suivant : 
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Etant donnée une intégrale scalaire h sur L0 il existe un espace de Jîiesz L\ D L{) 
et une intégrale scalaire h sur Fi telle que hf = hf pour f e L0 et les propositions 
suivantes ont lieu: 
(a) L\ est un espace complet pour la seminorme \\f\\ = \h\(\f ) et I-o ?$t dense 
dans L\. 
(b) Si fn G L\, fn / f et s il existe une constante K telle que \I\\fth "g A', alors 
f G L\ et \h\(f — fn) -> 0 et, par conséquence, hfn -> hf. 
(c) Si fn^Li, g eLi,\fn\ ^ g et fn - > / , OH a aussi f e L± et hfn ~
v hf-
Dans ce qui suit on donnera les condit ions sous lesquelles les proposi t ions 
analogues on t lieu aussi pour les intégrales vectorielles. 
2.4. Soit I une intégrale vectoriele faible sur L avec les valeurs dans l 'espace 
de Banach X. L ' in tégrale faible I est re la t ivement bornée , c 'est-à-dire l 'en-
semble I(L,f) est borné clans X pour chaque / G L 1 . 
E n effet, pour t o u t x* G K* l 'ensemble x*I(L,f) est borné d 'après 2.3. 
E n conséquence du théorème bien connu, affirmant que chaque ensemble 
dans un espace de Banach faiblement borné l 'est aussi pour la topologie 
forte, l 'ensemble I(L,f) est borné . 
P o u r / e F + on pose | i / | | / = \\I(L,f)\\. 
De ce que nous venons d 'é tabl i r il découle que |\î\\f < oo pour tou t / G L . 
2 .5 . Soit I une intégrale vectorielle faible sur L avec les valeurs dans X. Chacune 
des conditions (i), (ii), (iii), (iv), (v) est suffisante pour qu'elle soit intégrale 
vectorielle forte, c'est-à-dire pour qu'il ait lieu (2). 
(i) I est saturable 
(ii) J est relativement faiblement compacte. 
(iii) L est a-réticulé. 
(iv) X est un espace faiblement complet d'après les suites, c'est-à-dire chaque 
suite d'éléments de X fondamental pour la topologie faible est faiblement con-
vergente. 
(v) Il existe une intégrale positive J sur L de sorte que \\If\ rgj J\f pour tout 
feL. 
E n effet, pour démont re r que la condit ion (i) est suffisante, envisageons 
une suite {fn} décroissante et t e n d a n t e vers 0 don t les é léments sont t irés de L. 
Si rji est égal à 0 ou 1 pour i = 1, 2, . . . , on a ^T^iVdf ~ fr~-i) ^S / i - ^ e n 
découle d 'après l 'hypothèse que la série 2 ~ i ^ X / / ~/<• i) e s f faiblement 
convergente. Le lemme d'Orlicz et de Pe t t i s en t ra îne la convergence forte 
de la série ^J°_ihf — / f \), d 'où not re assertion. 
Les démons t ra t ions pour les condit ions (ii), (iii), (iv) et (v) sont analogues 
ou évidentes. 
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3. COMPLETION D'UNE INTÉGRALE VECTORIELLE 
Dans ce n° soient donnés un ensemble abs t r a i t P, un espace de Riesz L0 
de fonctions sur P et une intégrale vectorielle 70 sur L0 avec les valeurs dans 
nn espace de iBanach X. Le b u t que nous nous donnons est de démon t r e r 
pour /o une proposit ion analogue à 2.3 (a). Il exis te une intégrale vectorielle I\ 
sur L\ telle qu 'on a L0 C L\, Iif= lof pour / e L0 et si nous définissons semi-
norme i|/;| Ill'ilKI/l) dans L\, alors L\ devient un espace complet pour ce t te 
semi-nonne et L0 un ensemble dense dans L\. 
3.1. Un ensemble E C P est d i t négligeable pour 70 (s implement négligebale 
si aucune confusion n 'es t à craindre) lorsqu'il existe une suite {fn} de fonctions 
de L,', telle, que la série 2lt°-i^o(A)> fn) soit convergente et la série ^n^\fn(p) 
diverge pour t o u t p e E. 
En ver tu de l 'égalité 70(L0 , fn) = 7o(L0', fn) — J0(L0, fn) pour que la série 
V// i/()(L(),fH) «oit convergente , il faut e t il suffit qu'i l y en ai t de la série 
^n if)('J0>Jn)' 
Nous nous servirons du t e r m e t radi t ionel , ,presque p a r t o u t / ' (p. p.) en indi-
q u a n t que le fait en quest ion subsis te p a r t o u t , sauf peut -ô i ro en tous poin ts 
d 'un ensemble négligeable. 
Il est facile à démont re r que l 'ensemble négligeable pour 70 l 'est aussi pour 
t ou te intégrale scalaire x*Io avec x* e l * . 
Lsmme. On a \\I0fn\\-^ 0, lorsque fn(p) \ 0 presque partout (cf. [1] n° 61). 
D é m o n s t r a t i o n . D'après l 'hypothèse il existe une suite {gn} C LJ telle 
(pie la somme ^ j / J L , , , gn) existe et on a y,n^\
aniv) = °° pour t o u t p d o n t 
on î fa pas \\mnfn(p) = 0. Observons que l 'ensemble 2>^- ^o(^o> 9n)
 e s ^ borné 
u'ce (pie d 'après 2.4 l 'ensemble 2™-iA)(A)> On) ^'es^ e ^ e n ve r tu du lemine 1.1 
<)n a '^7 ,..i i7o(A0' 9n)\\-+ °-
Ktan t donné e > 0, en mul t ip l i an t gn au besoin par une cons tan te , on peu t 
supposer que | | 2 ~ J()(L0, gn)\\ < s. Cela é t a n t écrivons 
l|/()MI S. \\h)(fn - j > » 1 | + \Mfn - i<7<)1| + l l lIOgdl-
2 - 1 ? - l Î--1 
Evidemment (fn - 2 ^ 1 0 / ) " = 2 ? = i ^
 o t i ( ) ( j L ° ' .2";--&) c 2?=--7o(A>> 9ih par 
consé(pient \\lo(fn - ^l-\Ui)~ Il < e- 0 r i a a u s s i I I 2 ^ i^/I/li < e. Mais (/w— 
" 2 / ' i ^ ) f N °> a , o r s H / o ( /^ ~~ Jj-^i)+\\-^ °- H s 'ensuit que lim supw | |70 /w | | ^ 
- 2F. Or, *• é t a n t arb i t ra i re , on a lim^ ||Io/»|| = 0. 
3.2. Dénot tons par L\ l 'ensemble de tou tes les fonctions / réprésentables 
sous forme f(p)= %% ,Jn(P) P- P-
 o u fn^L0
+ et 2 " ' \Jo(LoJn) converge. 
Pour la fonction / de ce t y p e nous posons LJ = 2n=a^o/n • 
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Il s'ensuit de l'hypothèse que la série _Y^^iIofn converge. Alors, pour légitimer 
la convention faite, il nous reste à démontrer que la somme _y» Jofn n e dépend 
pas du choix particulier des fonctions/^. Or, d'après la théorie de l'intégrale 
scalaire (cf. 2.3), pour tout x* e A*, la valeur de la somme ]>/7- rr*^o/w est 
la même pour chaque série de fonctions fn e L^ avec f(p) = ]>,7Li//t(F) P- P-
En conséquence Ixf ne dépend quie de la fonction en question. 
Manifestement LQ CLx, LX + Lx C Lx et cLx C Lx pour r Â  0. Pour 
/ G L0
h on a I.rf = J0/; pour f_ _ f2 e L. on a L(f_ + f_) = / , / L + / , / 2 et pour 
/ G i i et c ^ 0 on a /.t(c/) -= c/ i / . 
On a eneore Lx V / . i C Lx et LA A /..«. C /. i. 
2 v 2 2 2 ' X 2 2 
Pour vérifier cette dernière assertion envisageons deux fonctions/ ,geL\. Alors 
on nf(p) = 2n=i/n(_p), ff(_?) = 2 r = i ^ b ) P - P - o ù / w , gr» e i o et %~_ J^Io-Ll 
2n = Jo(Lo> 0n) existent. Posons h± = f_ \J g_ et h_ = / i A gi et pour n ---- 2. 3. . . . 
n n n—1 it—1 
K - ( 2 /o v ( 2 91) - ( 2/«) v ( 2 00 > 
- i - = i » - - 1 V - - - 1 / i 
K = (I/o A (2»t) - Œ/o A (I>). 
( - I 2 - 1 / ^ 1 / - 1 
Evidemment hn,kneL
+
0, _?^_hn(p) = f(p)y g(p), _>"_ _k„(p) --- f(p) * r / ( ^ 
p. p. On a encore Aw ^ /w + gn et frw ^ fn + r/̂  or, /o(/-o, h/0 C /o(/_0. /,.,)
 : 
+ /o(/o, f7w) et /0(Fo, k»)
 c Io(Lo,fn) + h(L0, gn). I- s'ensuit, (pic les somme.-. 
2 ~ i W » An) et ]Y^,vf0(Lo> K) existent, d ' o ù / V f7, / A f/ e L. 
Notons que pour / e F|, <p e L0, q> g / o n a j - f f LA . 
La notation Ix(Lx,f) a un sens évident. 
La relation Ix(L±, f) cl0(L+, f) pour tout f c L] est une com-cquencc 
immédiate de la définition. 
3.S. So i t /G/ /L . Le sens d e / w soit le même comme sous 3.2. Soit *> A c f, 
(p e L0. Si nous posons cp_ = q> A / i et par récurrence o« = (7 — ^ j
 l(/;) /„. 
pour n — 2, 3, .. . en tenant compte de l'inégalité <p(/>) Aï ___TT vfn(p) V- V-
 n o u s 
aurons oA/O = ^T _tf n(P) V- P- On a </« 2^ 0, alors d'après le lemme 3.1 /07 
= ^Lu^vhWn- t [ s'ensuit f0(L{\,f) C _}_]ZJo(
Lo> fn)- D'une manière analogue 
/ o ( A Î , / - • 2 " = i/0 c X T U - » i W Î , A ) pour" W = 1,2 11 en découle 
d'après le lemme 1.1 qu'on a \\T0(L+,f— 2;'-i//)ll "* ° °t en vertu de Vénalité 
\\ii(L-i>f- sr-i/on = ii^o(ij,/ — 2r-i/*)ii on a aussi ii/^/^j, / - ïr.ji) - ° 
pour m ~> oc. 
11 résulte de ce que nous venons d'établir que pour toute fonction f r, / . 
et e > 0 il existe une fonction g e Lfi de telle manière que g f et I \(L\ . / 
— «7)11 < f- ^ n effet, on n' a qu'à poser r/ = 2."-i// pour msufrisamment grand. 
152 
3.4. Lemme. Pour toute suite {fn} de fonctions de la classe Lx tendant en dé-
croissant vers 0 presque partout on a, lim?( L)Jn — 0. 
D é m o n s t r a t i o n . Soit F > 0. Pour toute fonc t ion fn choisissons u n e 
fonction g,,.eL{\, gn^kfn, de sor te que \\I-](Li-, fn — gn)\\ < 2~
nc. Posons 
hn, A" ifJ- On aura 0 <\ hn \\\\fn,fn - hn < 2 f i ( / — (h) et par conséquen t 
j j / . , / , h)hn\\ < c- Ev idemmen t , on a hn(p)\ 0 p . p. D'après le lemme 3.1 
on a ll()hn\\ -> 0. Il s 'ensui te que lim supw ||/."|/w,|| Â c. Or, f ê t a n t a rb i t ra i remen t 
peti t , on a !im„, |!/]/Jj =- 0. 
3.5. Lemme. Soit {fn} une suite de fonctions de L\ pour laquelle V ^ j/0(L ( j , / J 
converge. La somme ^J^,\fn(p) existe presque partout et si f(p)
 :=r^n^]fn(p) 
presque partout on a f c />. et Ixf =-. yn=]L,fn-
D é m o n s t r a t i o n . Nous avons fn(p) = ^J^JnAp) P-P- P
o u r fm e L{\ 
avec la série A AxIoCFo", fni) convergen te . Ev idemmen t Vf
J j/0(.L0;, /,„•) C 
Cf^(L^fn). On a J\(Lx,fn)Cl~(L^,f,,) ce qui par l 'hypothèse en ver tu 
du lemme 1,2 en t ra îne la convergence de la série y_^ XIx(Lx, fn) et celle de la 
série ^ A i ( ^ / i A ) ( ^ o >/</))• D ' ap rès le l emme 1.4, on p e u t réar ranger cet te 
dernière série a rb i t r a i r emen t en une série simple. In en déeouie la convergence 
]). ]). de la série £ ~ • Jni(p) e t si l'on pose f(p) = ^Z- Jni(p) on a / e / , ; , 
/(/>) ;̂r •/,.(/>) p- p- et /.j/= 2~i=iV«/ = 2;r. i(Zr=Mf) = XT-V;/»-
3.6. Soit Li l 'ensemble de toutes les jonc t ions h expr imables sous la forme 
h f g p o u r / , g e Ly. Pour une telle fonction nous posons IJi --- / > / I>r/. 
Pour légitimer cet te convent ion il faut m o n t r e r que si /L - - g Y -••- f> r/-> 
on a / ' / i - />_(/! —-  J\fi — drg2. Or, sons cet te hypo thèse on a / f g-? 
fi I f/i ei ]>ar conséquent F/i -f FfL? ^ /j./> f IJ*7i, d 'où l 'assert ion. 
Lemme . Lorsque h e Fi, h Ai 0, cfaHI donné s > 0 OH -pe-nj choisir la dé-
composition h f — a avec f, g e JA de sorte qu'on ait \\Ji(L-i, g)\\ < E. 
D é m o n s t r a t i o n . Pour choisir ainsi / et g, on n ' a u r a qu 'à par t i r (Vune 
décomposi t ion h - / i — Or pour laquelle no t re condit ion n 'es t pas encore 
nécessairement vérifiée et de choisir une fonction cp e K(j de sor te qu 'on a i t 
o - f/i et \\L(Li, gx — <r<)|i < e (cf. 3.3) et à poser g = g1 — o\ / -.-.. j \ f /. 
On vériliera facilement q u e / , g e L\. 
3.7. On voit facilement que L0 C L\, L\ -\ L\ C L\, cL\ C L\ pour t o u t c réel. 
Lorsque h G / I on a aussi \h\ G L\, à savoir si h ---f— g avec / , g e L\ , on 
a h - f\j g -—/ / \ # avec f\J g,f A <7 e Li . Cela signifie que la classe L\ 
cons t i tue un espace die Iliesz. 
L'applica t ion Ii sur Fi est linéaire, c 'esi-à-dire elle joui t de la propr ié té (1) 
de 2.2. P o u r / e Lo on a /if = Io/ J)e la théorie classique de l ' intégrale scalaire 
il découle que ;r*Ii est une in tégrale scalaire ])our tout ..*;* e À"*. Or, l 'a])plieation 
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Il est une intégrale vectorielle faible sur L\. Nous alons démon t r e r qu'elle 
Test aussi au sens fort. 
Lemme. I-(LÎ, f) C I0(LJ,/) pour tout f e Lj.. 
D é m o n s t r a t i o n . E n ver tu de la relation Ii(Li , / ) C I0(LI,,/) on n 'a qu 'à 
démont re r que Ix(L^,f) C I\(L\, f). Envisageons, à cet effet, une fonction 
qj e L\, 0 < q) < f. D 'après la définition de la classe L\ on peu t choisir une 
suite {(pu] de fonctions de L 0 convergen te vers q) presque pa r tou t . La sui te 
{ipn} où ipn = (0 V q
]n) A / t e n d s aussi vers (p presque pa r tou t . On a ip,h e L\. 
0 < xpn ^f. E n ver tu du théorème de Lebesgue pour les intégrales scalaires 
(cf. 2.3 (c)) on a x*I\cp = \imn x*I\\pn = lim^ x*hipn pour tou t x* e X*. 
Alors I\(p appa r t i en t à la fermeture faible de l 'ensemble I\(L}t.f). Or. cet 
ensemble é t a n t convexe, ses fermetures faible et forte coïncident. 
Théorème. L'application I\ est une intégrale vectorielle (forte) sur L\. 
D é m o n s t r a t i o n . Nous n ' avons qu ' à démont re r que pour tou te sui te \hu\ 
de fonc t ions de L\ tendant en décroissant vers 0 p a r t o u t on a lim„ l\hu i). 
Soit hn = fn — gn, oùfn, gneLi et ||IA.(L.< : gn)\\ < 2~
n. Il en découle la con-
vergence de la série ^ ^ r l I » ( L i , gn) et en ve r tu du lemme 3.5 celle de la série 
^7\9?,(p) V- P- ^ n a alors \lmn gn(p) = 0 et aussi limw fn(p) = 0 p. p. Observons 
qu 'on a aussi | |I i(L j ' , gn)\\ < 2~
n, ce qui découle du lemme. Si nous posons 
./» •= A? i/ / , on aura hn<f<f or, lim n f(p) = 0 ]).}). Alors, d 'après 
le lemme 3.4 on a lim„ I-Jn = 0 et cemme on a fn — f rg gn on a aussi 
\\mn I\(fn — f) = 0 d 'où il s 'ensuit que limw IJn = \ïmn (I j'„ + /+/ ' , , —f))~ 
= 0. Comme on a év idement lim^, I\gn = 0, nous obtenons le résul ta t désiré 
l im w I\hn = limw (IJn - I}jgn) = 0. 
3.8. Théorème. Soit {hn} une suite de fonctions de L"| telle que la série 
^Z-I\(L^,hn) converge. La série ^™-\K(p) converge presque partout (par 
rapport à Io) et lorsque h(p) = ^n_ \hn(p) presque partout on a h e L\ et I\h 
= lï-Mn-
D é m o n s t r a t i o n . Posons hn = fn — gn avec fn, gn e L- e t |7>(Li . gn) < 
< 2~n. I l s 'ensui t que la série 2?T ]I}(-r-l, 9n) converge. O n a / r t lilhh-\-gtl. 
d 'où il découle que 7A(LJ , fn) C I\(L\, hn) + 7.*(Li , gn). Cela en t ra îne que 
la série ^S J^Li, fn) converge. Le lemme 3.5 implique l 'exis tence p . ] ) . 
des sommes ^Z-ifn(P) ^L7-i9n(P) c t ~- n o u s p o s o n s / ( p ) - ^7^fn(p)<j(p) 
= ln-^<Jn(P) P- P- on a / , g e L} et IJ= Z^Jif», fg = 2~-.i ' j(7„-
 u ™ 
découle tou tes les proposi t ions du théorème énoncé. 
Corollaire 1. Pour qu'un ensemble soit négligeable pour I0 il faut et il suffit 
quil le soit pour I\. 
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D é m o n s t r a t i o n . Comme l ' intégrale h est une prolongement de I0, 
t ou t ensemble négligeable pour / 0 Test en ve r tu du l emme 3.7 et V2 aussi 
pour I\. L 'assert ion opposée est contenue dans l 'énoncé du théorème. 
Corollaire 2. Sous les hypothèses du théorème on a ||Ii||(A — Vj' .h,.) > 0 
(cf. 2.4). 
D é m o n s t r a t i o n . Nous avons a démont re r que | | I i (Li , h — V" ,///)!( -> 0 
ce qui est équivalent à | | I i ( / J h — 2 ? - A ) H _ > ^- ^ n v e r ^ u (^u l(:nime VI 
il sulnit de démont re r que h(L[,h— 2 ? A ) c 2 J -n -i Ji(Lï> h;)- On dé-
mont re cet te dernière relat ion d 'une manière déjà utilisée sous 3.3. 
3.9. Théorame. Si on pose ||/;| — ||Ii||( f\) pour f e L\ la classe L\ devient 
un espace semi-norme complet pour la semi-norme |l. | | . L'ensemble L0 constitue 
un sous-espace dense dans L\. 
D é m o n s t r a t i o n . Nous ome t tons la vérification que la fonctionelle j | . ! | 
est en fait une semi-norme. 
Soit \fth) une suite de fonctions de Lv pour laquelle \\fn — / m | | > 0 q u a n d 
n v co, m-> co. Choisissons les indices m\ < m_\ < ... de façon que pour 
n > mk. on ait ||/w - - f„J\ < 2~*. Alors en part icul ier \\fMkn - / , J ; < 2 < 
Crâce au théorème 3.8 cela en t ra îne la convergence p. p. de la série _y^__ \\flltktl(p) — 
~" fm,\P)\ (K)1K>> a l m i s h)rte raison, la convergence p . p . des séries ^ .T .\(fltlK..,(/>) — 
" f„n(P))' °* ^ J \(fnk>i(P) — fm k (P) )~
 v e r s C^es fonctions a p p a r t e n a n t e s à L\. 
VA\ désignant par h\(p) et h__(p) leurs sommes respectives posons / — fnn -{-
!-//, h . Comme on a \f - fm J < h_ - 2 ? - i ( / w o , . " / J ' +" ^ ~ 
2 ; ' \(fm},_ — fm})~~ ^
e corollaire 2 du théorème 3.8 en t ra îne que | i / i! | ( | / — 
""~/ ,J ) v °- ^ e n découle d 'une façon évidente que | | / —/ % | | -> 0. 
Il nous reste à démont re r que / 0 est dense dans J^i. Soit h e L\\ h --- f g; 
j \ g G L> . h]tant donné E > 0, on choisit 7;, ip e LQ de sorte que j | / o ( L j / — • 
— 7 )!! < f. !!/)(L(), .q — V
;)li < £- D'après le lemme 3.7 on a aussi ||I1 (Lj f - 7)1 < 
< e et \\h(Lj g — tp)\\ < s. E n posant # — 79 — ?/; nous avons |h — ^| < 
;•'- : / — 7'| -| \g — y)\ d 'où \\[\(LJ \h — ^ | ) | | < 2e et pa r conséquent jjh — #|| — 
- '!/i(Li. h - zj)!! < 4e. 
Va convergence d 'une suite su ivan t la semi-norme in t rodu i te dans l 'énoncé 
du théorème est appelée la convergence en moyen . De la démons t ra t ion 
du théorème il découle le 
Corollaire. De toute suite convergente en moyen on peut tirer une suite partielle 
convergente presque partout. 
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4. INTÉGRALE VECTORIELLE SATURABLE 
4 .1 . La théorie de complétion de l ' intégrale vectorielle donnée dans le n 3 
n ' es t pas encore satisfaisante dans certains poin ts de vue. Far exemple . 
du théorème 3.8 on ne peut pas déduire la convergence de t o u t e suite monotone 
de fonctions de L\ majorée dans L\ vers une l imite a p p a r t e n a n t à L\. Pour 
qu 'on puisse déduire cet te convergence l ' intégrale Ji sur Ki doi t ê t re sa turah lc 
(cf. la définition sous 2.2). Or, pour que l ' intégrale Ji soit sa tu rab le il est. 
év idemment , nécessaire que F intégrale IQ la soit. Nous al lons d é m o n t r e r 
que la proposi t ion contraire est aussi vraie. 
Nous conservons les no ta t ions du n° 3. 
Théorème. Pour que Vintégrale vectorielle ly soit saturable il faut et il *ufjif 
que Vintégrale Jo to soit. 
D é m o n s t r a t i o n . La nécessité de condit ion énoncée é t a n t év idente il nous 
reste à démont re r que la propriété d 'ê t re sa turab le se conserve q u a n d on passe 
de l ' intégrale Jo à Ilm 
Supposons alors que l ' intégrale J0 soit sa tu rab le . E n supposan t (/n. e L{) 
e t 2 - ^ i ^ n = <P P o u r (P G AÎ> ^a séi'ie 2»°= 1^0(̂ 0"? <Pn) e s t convergente en ver tu 
du lemme 1.3 et du fait qu'elle l 'est faiblement d 'après l ' hypo thèse de la sa-
turabi l i té de l ' intégrale / ( ) . 
Cela é t a n t soit fn e L0, f e L\ et 2 ^ 1A ^ / Soit / =•. 2î°- iTk
 a v e c ' 7 * G A , 
et la somme 2/;° r7o(A)> cpk) ex i s tan t . Définissons les fonctions 7 tik ])ar ré-
currence en posan t 
J---1 n—\ 
<Pnk •--= (fn — 2 <fnj) A (<fk ~ 2 <f ik) 
j -i i -a 
pour n =• l, 2, ... ; le = 1. 2, . . . . (Par la somme 2 ! ' ,i nous coni])renons le zéro.) 
D u fait, qu 'on a 2iT=i/w t:i 2*°=i99;t on dédui t pa r induct ion que fn = 2.T i7w.-
p o u r r i = 1, 2, . . . E v i d e m m e n t 2~__ l7W < fie U s 'ensuit d après les femmes 1.2 
et 1.4 que 
cll _ °̂ ; ™ oc co _ 
2 7% = 2 2 V»* = 2 2 Jwn* e 2 W-TVkT-
Alors la somme 2 /T- iA/» existe. 
Soit m a i n t e n a n t Aw e L+ pour n =-- 0, 1, 2, . . . e t ^=iK ^ *o- Ecr ivons 
K=fn — gn avec fn,gneL\ et ||/i.(L.r., r/w)[| < 2~". L a somme 2"=if
l,f//? 
ex is tan t , pour démont re r que 2 , 7 JiK exis te , il nous reste à démon t r e r 
l 'existence de la somme 2>T-=i^-/w ->après le l emme 3.5 la série 2^° \!/J/>) 
converge p . p. et sa somme appa r t i en t à L\ . Alors 2/"° iA ^ /o n f/ t L-. 
De ce que nous venons d 'é tabl i r il s 'ensuit que 2r~iA>(^o - fJ existe. Du 
lemme 1.2 il découle aussi l 'existence de la somme 2?T i/>(A)> />«)> c e ( l i n 
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impl ique l 'existence de ^n:=1Iifn. No tons encore que d 'après le lemme 3.5 
la somme p. p. de la série 2 ^ i / w ap pa r t i en t à L+ e t pa r conséquent la somme 
p. p. de la série ^ ° = A a p p a r t i e n t à L\. 
4.2. Théorème. En supposant Vintégrale J0 saturable toute série ^ Ji
n 
de fonctions de L[ telle que 2 n = A i "S h0 pour h0 e L\ converge vers une fonction 
de L[. Lorsque h(p) = ^n = 1hn(p) presque partout on a I\h = 2tT= A*-«
 et 
l ' / iP- I^A)->^ 
D é m o n s t r a t i o n . Nous avons déjà démon t r é à la fin de la démons t r a t ion 
du théorème 4A la convergence p . p . de la série ~>"^L-A ( c e t t e convergence 
a y a n t lieu, év idemment , aussi p a r t o u t ) vers une fonction h G L\ et la re la t ion 
l\h ------ ">r iy i^^- " > a r conséquent la série ^n = 1I1(L[, hn) converge aussi. 
Mais on a h(L[, h — ] > ? - A ) c 2n=w-f A(^ï~> ni)> c e ^ ^ implique que 
\}h(L[. h — £ ? a n 7 ) i ] ^ 0 (cf. l emme 1.1). D 'ap rès la définition \\h\\(h -
- 1; A) --^Wh(Li. h ~ 2LA)II = %\\h(L[, h - 2?-=A)ll> d ' o u n o t r e a s se r" 
t ion. 
Corollaire. En supposant I0 saturable toute suite {fn} monotone de fonctions 
de L\ majorée dans L\ tend vers une fonction de L\. En désignant f la limite 
presque partout de {fn} on a \\I\\\(f — fn) -> 0. 
D é m o n s t r a t i o n . La série [2[n = i(fn+\~~fn) r empl i t les hypothèses du 
théorème d'où not re assert ion découle d 'une façon évidente . 
4.3. Théorème. En supposant I0 saturable lorsque les fonctions fn de L\ con-
vergent presque partout vers une fonction f et que de plus, il existe une fonction 
g e IJ\ de sorte que \fn\ sÇ g pour tous n, alors, la fonction f appartient aussi à L/\ 
et hfn^hf l i / i ! l ( | / -M)->0. 
D é m o n s t r a t i o n . E n posan t gn = l imm (fn V fn+i V • • • V fn+m), K = 
= l imm (fn A fn+i A ---A fn+m) d ' ap rès le corollaire d u théorème 4.2 on a 
Un* hn, E L\. La suite {gn — hn} t end en décroissant vers 0 p . p . e t la suite {gn} 
t end en décroissant vers / p . p . Alors, d ' après le corollaire du théorème 4.2 
on a / G TJ\ et \\Ii\\(gn — hn) ~> 0. Des inégalités hn <g fn ^ gn, hn ^ / < gm 
il découle que | / ~ / n | ^ gn - hn, d 'où \\hf - I\fn\\ = \\h(f - fn)\\ ^ | | / i | | ( | / -
//*!) < \\h\\(gn — K) et , pa r conséquent , hfn-> hf et aussi | | / i | | ( | / — fn\)-> 0. 
4.4. Vru les théorèmes établis on voit la signification pour une intégrale 
vectorielle d 'ê t re sa turable . E t a n t donnée une intégrale vectorielle Jo sur L0, 
pour qu'il existe une intégrale vectorielle Ji sur L\ telle que L\ D Ko, Ii/ = Io/ 
pour / G Fo et telle que les théorèmes 4.2 et 4.3 aient lieu, il faut e t il suffit, 
(pie /o soit sa turable . Nous allons, alors, donner quelques condit ions suffisantes 
pour qu ' une intégrale vectorielle soit sa turab le . 
Théorème. Soit I une intégrale vectorielle sur L avec les valeurs dans un espace 
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de Banach X. Chacune des conditions (i), (ii), (iii), (iv) ci-dessous est suffisante 
pour qu'elle soit saturable. 
(i) I est relativement faiblement compacte. 
(ii) L est a-réticulé. 
(iii) X est un espace faiblement complet d'après les suites. 
(iv) Il existe une intégrale positive J sur L de sorte que \\If\\ ^ *I\f\, pour 
tout f e L. 
D é m o n s t r a t i o n . Soit / e L^, fn e L
f avec z^Z ifn ^ f- Comme pour 
tout x* E X* la série 2^=i#*I/w converge, si l'ensemble I(L^,f). d'où sont 
tirées les sommes partielles de la série ^Z^iUn e s^ relativement faiblement 
compact ou X est un espace faiblement complet d'après les suites, la série 
ILn Jfn elle-même converge faiblement vers un élément de À". Cela démontre 
la suffisance de la condition (i) et (iii). 
La suffisance de la condition (ii) découle du fait, que sous cette condition 
aussi la somme ^Z^\fn appartient à L. 
La suffisance de la condition (iv) est évidente. 
Notons que L étant G-réticulé tout intégrale vectorielle / sur L est relative-
ment faiblement compacte (cf. [2], Théorème 4.2). Il en découle que la con-
dition (i) est aussi nécessaire pour qu'une intégrale / soit saturable. Par les 
exemples convenables on peut montrer que les autres conditions du théorème 
ne sont que suffisantes. 
5. INTÉGRATION PAR RAPPORT À UNE FONCTION D'ENSEMBLE 
Dans ce n° nous utiliserons les résultats des nos précédents à la théorie 
de la mesure vectorielle et à la théorie de l'intégration par rapport à une telle 
mesure. 
5.1. Soit P un ensemble abstrait et soit R un anneau des sous-ensembles 
de P, c'est-à-dire R contient avec les ensembles E, F aussi leur some E u F 
et différence E — F. 
Une fonction /u sur R avec les valeurs dans un espace de Banach À" est 
appelée une mesure vectorielle lorsqu'on a ^.T î M ^ J ^ /4I0 pour toute 
suite {En} d'ensembles disjoints deux-à-deux de R avec E = (JT i H»
 G R 
La mesure vectorielle JU est dite relativement faiblement compacte lorsque 
l'ensemble {/u(F) :F CE, F e R} est relativement faiblement compact dans .V 
pour chaque ensemble E G R. 
Lorsque la mesure //, est relativement faiblement compacte, l'ensemble 
{p(F) : F C E, F C R} est borné pour tout E e R. U en découle que la mesure 
scalaire x*ju, est à variation finie pour tout x* e X*, c'est-à-dire elle est majorée 
par une mesure non-négative. 
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Un anneau fermé par rapport aux intersections dénombrables d'ensembles 
est appelé un ô-anneau. Notons que toute mesure définie sur un ô-anneau 
est relativement faiblement compacte. Cette proposition a été démontrée 
dans |8 | . 
5.2. Considérons une mesure vectorielle /i sur R relativement faiblement 
compacte. 
Soit L0 l'ensemble de toutes les combinaisons linéaires (à coefficients réels) 
de fonctions caractéristiques d'ensembles appartenantes à R, c'est-à-dire 
on a / :~ y f \OL\Xiu a v e c Et e R et OLI réels pour t o u t / e Lo- Pour les fonctions 
de telle sorte nous posons lof = 2?^ i a ^(^ / ) -
La mesure x*fi étant à variation finie pour tout x* e X, il découle de la 
théorie de l'intégration classique (ce qu'on peut démontrer aussi directement) 
(pie /o est une intégrale vectorielle faible sur Fo-
Nous allons montrer que I0 est relativement faiblement compacte. En effet, 
soit / e LQ !. Nous pouvons supposer les ensembles Et intervenants dans 
la définition de / deux-à-deux sans points communs. En vertu de la relation 
/o(L ( | , /) C ]>J' .af^Fd, XE) nous n'avons qu'à démontrer que IQ(L0, XE) 
est relativement faiblement compact dans X pour tout E e R. Mais lo(L(), XE) 
est contenu dans l'enveloppe convexe de l'ensemble {/u(E):ECE, E e R) 
relativement compact dans X, par conséquent Io(Lo, XE) Ï e s^ a i l s s l (CI- [4], 
Lemmc V, 1, 2 et Corollaire I I I , 2, 3). 
II découle de ce que nous venons d'établir que /o est une intégrale vectorielle 
(forte) sur Lo (cf. 2.5). Par conséquent la théorie entière développée dans 
les nos 3 et 4 s'applique. On peut alors construir les prolongements L\ et I\ 
de />o et /o comme nous l'avons fait dans ces nos. On appelé les fonctions 
appartenantes à L\ intégrables par rapport à/L et on écrit Jfd/i au lieu de 1\f. 
5.8. Désignons par S la famille d'ensembles les fonctions caractéristiques 
desquelles sont intégrables. Posons jui(E) — ^XiAfi pour E e S. Les propriétés 
de Vintégrale (cf. surtout le théorème 4.2 et son corollaire) entraînent que S 
est un O-anneau et que /ui est une mesure vectorielle sur S. Comme d'après |S | 
toute mesure vectorielle définie sur un ^-anneau est relativement faiblement 
compacte, nous pouvons énoncer le théorème suivant: 
Théorème. Etant donnée une mesure vectorielle // sur un anneau R, une con-
dition nécessaire et suffisante pour que u puisse être prolongée à une mesure 
vectorielle fi\ définie sur un ô-anneau S contenant R est que // sO*L relativement 
faiblement compacte. 
5.4. Nous avons défini dans 5.2 Vintégrale par rapport à une mesure vecto-
rielle relativement faiblement compacte définie sur un anneau. Comme toute 
mesure vectorielle sur un d-anneau est relativement faiblement compacte, 
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nous pouvons considérer ï'intégrale par rapport à une mesure vectoriello 
arbitraire sur un d-anneau. 
L'intégrale pour les fonctions scalaires par rapport à une mesure vectorielle 
sur un o"-anneau a été introduite aussi dans [2] par un autre procédé. Or, la dé-
finition donnée dans [2] est équivalente à celle du travail présent, mais nous 
ne donnerons pas la démonstration de ce fait parce qu'on n'en tirera aucune 
conséquence. 
Quant à la condition sur /a d'être relativement faiblement compacte, elle 
est essentielle pour notre méthode d'introduir l'intégrale vectorielle par 
rapport à p et en général pour obtenir une théorie satisfaisante. Si p n'était 
pas relativement faiblement compacte l'application Io de 5.2 pourrait ne pas 
être intégrale vectorielle, de plus ne pas être une intégrale vectorielle faible. 
Pour le voir envisageons l'exemple de la mesure scalaire suivant: 
E x e m p l e . Soit P l'ensemble de nombres entiers positifs. Soit R l'anneau 
consistant en sous-ensembles finis de P (l'ensemble vide inclus) et leurs comp-
pléments. Définissons p(E) comme le nombre d'éléments de E pour E fini 
et comme le nombre d'éléments de complément de E multiplié par — 1 pour E 
infini. 
En désignant par fn la fonction caractéristique de l'ensemble {n, n + 1, 
n + 2, ...} on voit que fn \ 0 et en même temps I0fn = 1 — n. 
5.5. Pour finir notons qu'une intégrale vectorielle engendrée par une mesure 
vectorielle n'est pas un cas trop exceptionel parmis les intégrales vectorielles 
de Daniell. En effet, on a le théorème suivant: 
Théorème. Soit I sur L une intégrale vectorielle, L supposant a-réticulé. 
Supposons en plus que L\ contient f f\ 1 avec toute fonction f e L\. Dans ces 
conditions il existe un ô-anneau S et une mesure vectorielle p sur S de sorte que 
chaque fonction f e L est intégrable par rapport à p et on a If = jfdu. 
La démonstration de ce théorème ne diffère que peu de la démonstration 
du théorème 4.1 de [2] et même du théorème analogue pour les intégrales 
scalaires donné par ex. dans [9]. Alors, nous ne la répéterons pas ici. 
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В Е К Т О Р Н Ы Й И Н Т Е Г Р А Л Д А Н И Е Л Л Я 
Игорь К л у в а н е к 
Резюме 
Отображение I линейной решетки Р действительных функций на множестве Р 
в пространство Б а н а х а X называем векторным интегралом Д а н и е л л я на Р со значе­
ниями в Л', если оно обладает следующими свойствами: 
(1) /(''1/1 -!- с*/-*) = с\1Д -\- с->1/> для действительных а, с-2 и / 1 , / 2 Е Р. 
(2) Если последовательность {/„} функций из Р всюду монотонно стремится к 0, 
то 1пп„'!//„!! = 0. 
Повторный интеграл Даниелля на Р со значениями в X называется насыщаемым, 
если для любых неотрицательных функций /о, Л , />, . . . Е Р таких, что 2 Г ° 1/; ^ />> 
ряд Х Г 11// еходптся. 
Справедливы утверждения: 
А. Если / о — векторный интеграл Д а н и е л л я на Р) со значениями в X, то существует 
векторный интеграл Даниелля Р на IV! со значениями в X такой, что 
а) / . , С />1,А/ = Л . / д л я / е / . , . 
б) I] является полным полунормированным пространством для полунормы | | /1 | = 
^ир { Чд 1 : д :> 1/|, д Е />]}, в котором Ь) представляет плотное множество. 
в) Если /„ Е /-1, /п ^ 0 и для любых 0 <̂  д„ 5С/,., д,1 Е />1, ряд 2,Т^ \11Уп сходится, 
то функция /, определенная равенством Др\ = 2 Г ]///(р) всюду, где последний р я д 
еходптся, принадлежит Р\ и р/ = 2 Г 1^/» • 
Г). Пусть /о, /| , />», />1 имеют то же значение, что и в А. 
а) Если /о насыщаемый, то р тоже насыщаемый. 
б) Если /о насыщаемый, /,, Е ^ 1 , |// г | ^ д е Р1, /„ -> /, то / е 1л, I//* -> I/. 
К. Пусть К кольцо подмножеств множества Р и пусть /г — гт-аддитивная функция 
на Л со значениями в X. На наименьшем д-ко.пьце 5, содержащем К, существует гт-адди­
тивная функция //, со значениями в X, я в л я ю щ а я с я продолжением /и тогда и только 
тогда, когда для всякого Е Е Я множество {и(Р) : Р С Е, Р е К} относительно слабо 
компактно в X. 
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