Abstract. We consider the moments of the volume of the symmetric convex hull of independent random points in an n-dimensional symmetric convex body. We calculate explicitly the second and fourth moments for n points when the given body is B n q (and all of the moments for the case q = 2), and derive from these the asymptotic behavior of the expected volume of a random simplex in those bodies.
Introduction
Let K n denote the family of all convex bodies in the Euclidean space R n , that is, all compact convex sets with interior points; and let K n s denote the family of symmetric convex bodies, that is, all K ∈ K n such that K = −K. For any K ∈ K n and N ≥ n + 1, we define the random variable
where |A| denotes the volume of a Borel set A ⊂ R n , and x 1 , . . . , x N are independent random points uniformly distributed in K. That is, U K,N is the normalized volume of a random polytope in K; in particular, U K = U K,n+1 is the normalized volume of a random simplex in K. Note that the distribution of U K,N is an affine invariant of K. For K ∈ K n s and N ≥ n, we define V K,N = 1 |K| | conv{±x 1 , . . . , ±x N }|,
where again x 1 , . . . , x N are independent uniform random points in K. V K,N is the normalized volume of a symmetric random polytope in K; V K = V K,n is the normalized volume of a random crosspolytope in K. The distribution of V K,N is a linear invariant of K.
Interest in the behavior of the moments of U K,N dates back to the four point problem of Sylvester, first stated in the 1860's (see [19] for a review of this problem's early history). In this paper we consider also the moments of V K,N , and their relationship to the moments of U K,N . We first observe that these moments are always minimized when K is an ellipsoid. Theorem 1. Let f : R + → R + be a strictly increasing continuous function.
(1) Ef (U K,N ) ≥ Ef (U B n 2 ,N ) for any K ∈ K n and N ≥ n + 1. (2) Ef (V K,N ) ≥ Ef (V B n 2 ,N ) for any K ∈ K n s and N ≥ n. Special cases of Theorem 1(1) were proved in [2, 3, 9, 10, 21] ; the version quoted here was proved by Giannopoulos and Tsolomitis in [8] , and was extended by Hartzoulaki and Paouris to quermassintegrals of random polytopes in [11] . The main tool in all of the proofs is Steiner symmetrization, and only notational changes in the proofs are necessary to prove Theorem 1 (2) . A natural conjecture is that the moments EU p K,N , p ≥ 1, are always maximized for all K ∈ K n when K is a simplex, and that EU when K is a parallelotope or crosspolytope. Both of these conjectures are known to be true when n = 2, but only partial results in this direction are known for n ≥ 3; see [6, 7, 5, 14] . For the rest of this paper, we will consider only the particular cases U K = U K,n+1 and V K = V K,n , that is, the volume of a random n-dimensional simplex or crosspolytope in K ∈ K n s . In Section 2, we make some general observations about the moments of U K and V K ; in particular, we show that
for all 1 ≤ p ≤ ∞, where here and below f ≃ g means f = (1+o(1))g as n → ∞. In Section 3, we calculate EV 
. From this, we are able to derive the exact asymptotic order of (EV B n q )
1/n and (EU B n q ) 1/n . Finally, in Section 4, we calculate all of the moments of V B n 2 .
General observations
Recall that an Orlicz function is a continuous, increasing, convex function ψ : R + → R + such that ψ(0) = 0 and lim t→∞ ψ(t) = ∞; the corresponding Orlicz norm of a random variable X is
In particular, for any 1 ≤ p ≤ ∞,
Proof. Define the functions
To simplify notation, we assume that |K| = 1. Since ψ is convex and nondecreasing, for any ρ > 0,
On the other side we have
where we have also used the symmetry of K. This implies that
Intuitively, Proposition 2 implies that at the scale of nth roots, for large n, the volume of a random crosspolytope in K is behaves similarly to 2 n times the volume of a random simplex in K. The proof above generalizes the proof of Proposition 5.6 in [16] , which is essentially the L 1 case of Proposition 2 stated in different terms.
By a standard application of Borell's lemma (see [17, Appendix III]), one also obtains the following.
Proposition 3. For 1 ≤ p < q < ∞, there are constants c p,q > 0 such that
The isotropic constant L K of a body K ∈ K n can be defined by
By expanding the determinant expressions, one obtains
for any K ∈ K n s , and
for any K ∈ K n with centroid at the origin. It is known that for some constant c > 0, L K ≤ cn 1/4 log n for any K ∈ K n , due to Bourgain [4] when K ∈ K n s and Paouris [18] in the general case. Combining this with Proposition 3, we conclude that for p ≥ 1, there are constants c p > 0 such that
Recall that the well-known hyperplane conjecture for symmetric convex bodies is equivalent to the conjecture that L K = O(1) for K ∈ K n s (see [16] ). By the above observations, this is equivalent to the conjecture that for some p ≥ 1,
We remark also that since
where ∆ n denotes an n-dimensional simplex, the hyperplane conjecture is implied by the conjecture that simplices maximize the moments (or, by Proposition 3, just the expected value) of U K .
Random polytopes in 1-symmetric bodies
In this section we derive an expression for the fourth moment of V K when K is 1-symmetric, that is, when K is invariant under all reflections in the coordinate hyperplanes and all permutations of the coordinates of R n . Combining this with the connection between the second moment and the isotropic constant L K , and Proposition 2, we are able to determine the asymptotic behavior of (EV K ) 1/n and (EU K ) 1/n when K = B n q . The approach here is inspired by a suggestion of Kingman [12] , who noted that since U K is a bounded nonnegative random variable, its distribution is uniquely determined by its even moments, so that one might study that distribution for simple enough bodies by expanding the determinant expressions for those moments and integrating explicitly. Here we apply this approach not to U K directly, but to V K , which is more tractable because of the simpler determinant expression for the volume of the symmetric convex hull of n points.
where
Note that for t ∈ R fixed, ϕ(t, n) ≃ e t . The proof of Proposition 4, which is combinatorial in nature, is postponed until the end of this section.
By (1) and Proposition 4,
. Using Stirling's formula, we have, for all 1 ≤ q ≤ ∞,
where α : [0, 1] → R is given by
Recall that Corollary 3 implies that (EV B n q ) 1/n is of the same order as (EV 
α achieves its maximum over [0, 1] at t = 0, which implies that for 1 ≤ p ≤ 4 and n large enough, V B n q p and U B n q p are maximized over 1 ≤ q ≤ ∞ when q = ∞. Schmuckenschläger [20] showed that L B n q , and thus V B n q 2 , is maximized by q = ∞ for all n. This suggests the conjecture that B n ∞ is the body K ∈ K n s for which V K p and U K p are maximized when p is small enough. (Note that the precise meaning of "small enough" probably depends on the value of n.) This may seem surprising initially, since a random crosspolytope in B n 1 can have full volume, whereas the maximum volume of a crosspolytope in B n ∞ is much smaller when n ≥ 3. The fact that small moments are larger for B n ∞ reflects the fact that there are many positions for a maximum volume crosspolytope in B n ∞ . On the other hand, since V B n 1 ∞ = 1, it is natural to conjecture that V K p is maximized for some body which is close to B n 1 when p is large enough. We also note that for 1 ≤ q ≤ 2, we have
where c 1 , c 2 > 0 are absolute constants, but for 1 ≤ q < 2, the moment growth of V B n q is more complicated. This suggests that in general, the asymptotic behavior of V K p when p and n both increase without bound can depend strongly on the relationship between p and n.
Proposition 6. For any 0 < p < ∞ and K ∈ K n s , we have
Proof. By integrating in spherical coordinates we obtain
where ρ K (θ) = max{r > 0 : rθ ∈ K}, and we have used the fact that ρ K (θ)θ ∈ K for all θ ∈ R n .
Note that (1 + 1/t) −t < 1 for t > 0 and lim t→∞ (1 + 1/t) −t = e −1 < 1. Suppose we have a family {K n ∈ K n s : n ∈ N} and let p = p(n) so that p = O(n). Then lim sup n→∞ (1 + p/n) −n/p < 1, so by Proposition 6,
Therefore, one can only have
if p grows faster than linearly with respect to n, for example, if n = o(p). We now take up the proof of Proposition 4.
Proof of Proposition 4. Let S n denote the group of permutations of {1, . . . , n}. We have
where in the last step we have used the fact that multiplication by τ permutes S n . We begin by defining T n to be the set of all triples (τ 1 , τ 2 , τ 3 ) ∈ (S n ) 3 such that for each j = 1, . . . , n, (at least) one of τ 1 (j), τ 2 (j), τ 3 (j) is j and the other two are equal. Note first that if K is symmetric with respect to reflections in the coordinate hyperplanes, then the product in (5) is nonzero only when (τ 1 , τ 2 , τ 3 ) ∈ T n . In this case, (5) is simplified by the following fact.
Claim 1 can be proved by induction on n. With this, (5) simplifies to
Now if K is also symmetric with respect to permutations of the coordinates, then the integral expression in (6) is equal to K x 4 1 dx in the case that τ 1 (j) = τ 2 (j) = τ 3 (j) = j, and equal to K x 2 1 x 2 2 dx otherwise. If we let d n,k denote the number of triples (τ 1 , τ 2 , τ 3 ) ∈ T n such that τ 1 (j) = τ 2 (j) = τ 3 (j) = j for exactly k values of j ∈ {1, . . . , n}, then we have
Proposition 4 will now follow from the following.
Claim 2. For any n ∈ N and t ∈ R, we have
where ϕ(t, n) is as defined in (2).
To prove this, we first note that if we define
The sequence {d n : n ∈ N ∪ {0}} satisfies the following recurrence relation.
Proof. LetT n = {(τ 1 , τ 2 , τ 3 ) ∈ T n : τ 1 (j), τ 2 (j), τ 3 (j) are never all equal}. Then d n = |T n | (| · | denotes the cardinality of a finite set) . Let (τ 1 , τ 2 , τ 3 ) ∈T n+1 , and let ω ∈ S n+1 be as defined by the condition that for each j = 1, . . . , n + 1, we have {τ 1 (j), τ 2 (j), τ 3 (j)} = {j, ω(j), ω(j)} (as multisets). Note ω has no fixed points. NowT n can be partitioned according to the n possible values of ω(n); the number of triples inT n corresponding to each of these values of ω(n) is equal. Therefore
The set appearing in this expression can be further partitioned according to the value of ω(n + 1). If ω(n + 1) = n, then one of τ 1 , τ 2 , τ 3 fixes both n and (n + 1) and the other two transpose them; therefore each of τ 1 , τ 2 , τ 3 restricts to a permutation of {1, . . . , n − 1} in such a way that the restrictions form a triple inT n−1 . Furthermore, each triple (τ 1 ,τ 2 ,τ 3 ) ∈T n−1 results in this way from exactly three triples (τ 1 , τ 2 , τ 3 ) ∈ T n+1 such that ω(n) = n + 1 and ω(n + 1) = n. Therefore there are 3d n−1 triples such that ω(n) = n + 1 and ω(n + 1) = n.
On the other hand, if ω(n) = n + 1 and ω(n + 1) = n, we can define (τ 1 ,τ 2 ,τ 3 ) ∈T n bỹ
One can easily verify that this defines a bijection between {(τ 1 , τ 2 , τ 3 ) ∈T n+1 : ω(n) = n + 1 and ω(n + 1) = n} andT n . Therefore there are d n triples (τ 1 , τ 2 , τ 3 ) ∈T n+1 such that ω(n) = n + 1 and ω(n + 1) = n.
Proof of Claim 2. Let g be the exponential generating function of the sequence {d n : n ∈ N ∪ {0}}, defined by
The recurrence in Claim 3 and the initial conditions d 0 = 1, d 1 = 0, imply that g satisfies the differential equation
with initial condition g(0) = 1, which has the solution
(1 − t) 3 .
Now we have
The remainder of the proof is elementary calculation.
The proof of Claim 2 follows the outline of a similar calculation, with the numbers d n replaced by the derangement numbers D n , shown to the author by A. de Acosta [1] . This completes the proof of Proposition 4.
Random crosspolytopes in B n 2
We now specialize to the case K = B n 2 , in which it is possible to compute explicitly all of the moments of V K . In fact, with little more effort it is possible to derive a more general result.
Proposition 7. Let 1 ≤ k ≤ n and 0 ≤ s ≤ k. Consider k independent random points in R n , s of which are uniformly distributed in S n−1 and k − s of which are uniformly distributed in B n 2 . Let V = V n,k,s denote the k-dimensional volume of the symmetric convex hull of the random points. Then for p ≥ 0,
) .
Proposition 7 is the symmetric analogue of a similar result due to Miles [15] . The most interesting special case is when k = n and s = 0, in which we have V n,n,0 = |B 
.
Proof of Proposition 7:
If x 1 , . . . , x k ∈ R n and A = A(x 1 , . . . , x k ) is the n × k matrix with columns x 1 , . . . , x k , then we have
Using the homogeneity of this quantity as a function of each point, we proceed by first integrating out the radial dependence of the points which are uniformly distributed in the ball, then transforming the resulting integrals over spheres in the usual way to Gaussian integrals. In this way we obtain
where G = G n,k is an n × k random matrix whose entries are independent N(0, 1) random variables. The proposition now follows from the classical identity
A simple proof of this identity may be given, e.g., by using the representation of G in [22] .
