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Research and data are inseparable concepts since data is essential for research. Research data
includes data created and collected with the purpose of producing results related to research.
Research data management relates to the management of data from its entry in the research
cycle to the evaluation of results and its aim is to make the research process more efficient. Proper
management helps to ensure the usability and availability of the data, improves the data retrieval
process and allows data reuse while reducing its loss. Although important, it is a complex subject
in which not every researcher has in-depth knowledge about, often needing help from data man-
agement professionals for whom there are not always funds available. Also the amount of time
required when not every benefit is short term makes them rather focus on the work. This usually
makes the researcher store data without appropriate descriptions. The quantity and diversity of
metadata schemas also difficult the process of choosing data descriptors, which is essential for the
preservation of data. On one hand, generic data descriptors can be used for interoperability and
on the other hand it may be necessary the use of specific terms from a domain to allow a more
detailed description of the data.
There are tools that help the researcher manage their data such as CKAN and Zenodo, but these
tools often focus on finished work. Dendro is a research data management platform, that focuses
on the early stages of research and was designed to offer researchers a collaborative environment
to store and describe their datasets using the most adequate metadata descriptors from a set of
existing ontologies. Currently in Dendro, an ontology is created after a meeting between the
curator, who gives an introduction about data management, and the domain experts who provide
the scientific context. This will allow the curator to create an ontology oriented to the researcher’s
needs.
The goal of our work is to develop a tool to be used in the ontology building process by
helping curators with the extraction and visualization of key concepts in the research documents
or publications by the group.
The first step consisted in evaluating different techniques used in ontology learning and choos-
ing those that revealed itself more efficient. The selected approaches were then combined and
introduced to Dendro in an implementation testbed. The resulting approach is comprised of a
Natural Language Processing tool, different term extraction methods and DBpedia and LOV inte-
gration in order to provide concepts and descriptors for the previously extracted terms.
In order to evaluate the proposed approaches we have done both an automatic and a manual
evaluation. For the automatic evaluation we selected 3 case studies, namely 3 different ontologies
created within Dendro with the corresponding materials used during their creation. The manual
evaluation was done with the assistance of the curators that provided those ontologies. They were
given a selection of scientific documents to be used as input and were guided through the different
phases of the tool while providing feedback accordingly.
We have developed a tool that was able to find the majority of the expected concepts. The
opinions of the curators that have evaluated the tool were also favorable, as they agree that a tool
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like Dendro Keywords is a good addition to their work.
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Resumo
Investigação e dados são termos inseparáveis, uma vez que os dados são essenciais para a inves-
tigação. Dados de investigação são os dados que são criados e colecionados com o intuito de
produzir resultados relacionados com o trabalho.
A gestão de dados de investigação está relacionada com a gestão dos dados desde a sua entrada
no ciclo da investigação até à avaliação de resultados e o seu objetivo é tornar a investigação
mais eficiente. Uma boa gestão ajuda a assegurar a usabilidade e disponibilidade dos dados,
melhora o processo de recolha e permite a reutilização de dados enquanto reduz sua perda. Mesmo
que importante, continua a ser um assunto complexo, uma vez que, nem todos os investigadores
possuem conhecimentos aprofundados de gestão de dados, o que os leva a precisar muitas vezes
de ajuda de profissionais, para os quais nem sempre existem fundos. Também a quantidade de
tempo necessário quando nem todos os benefícios são a curto prazo leva-os a preferirem focar-
se no trabalho. Isto leva o investigador a armazenar muitas vezes os seus dados sem descrição.
A quantidade e diversidade de esquemas de metadados também dificulta o processo de escolha
de descritores, que são essenciais para a descrição de dados. Por um lado, descritores genéricos
podem ser utilizados para interoperabilidade e por outro podem ser necessários termos específicos
de um certo domínio para permitir uma melhor descrição dos dados.
Existem ferramentas que ajudam o investigador a gerir os seus dados, tais como, CKAN e
Zenodo, mas estas ferramentas muitas vezes focam-se no trabalho já concluído. O Dendro é uma
plataforma de gestão de dados, que ao contrário das anteriores, se foca nos instantes iniciais da
investigação e foi desenhado de forma a oferecer aos investigadores um ambiente colaborativo
para armazenar e descrever os seus dados, usando os descritores de metadados mais adequados
de um conjunto de ontologias existentes. Neste momento no Dendro, uma ontologia é criada
após uma reunião entre um investigador que possui conhecimentos aprofundados de um certo
domínio que oferece contexto científico ao curador de forma a criar uma ontologia orientada para
as necessidades do investigador.
O objectivo do nosso trabalho é desenvolver uma ferramenta para ser utilizada no processo de
criação de uma ontologia, ajudando os curadores com a extração e visualização de conceitos chave
nos documentos de investigação do grupo.
O primeiro passo consistiu numa avaliação de várias técnicas utilizadas na área de aprendiza-
gem de ontologias escolhendo as que se revelaram mais eficientes. As abordagens selecionadas,
foram então introduzidas numa plataforma de testes no Dendro. A abordagem resultante é com-
posta por uma ferramenta de Processamento de Linguagens Naturais, diferentes métodos de ex-
tração de termos e integração da DBpedia e LOV, de forma a fornecer conceitos e descritores para
os termos previamente extraídos.
De forma a poder avaliar as abordagens propostas, fizemos uma avaliação automática e uma
manual. Para a avaliação automática foram selecionados 3 casos de estudo, nomeadamente 3 on-
tologias criadas no Dendro, incluindo o material utilizado na sua construção. A avaliação manual
iii
foi feita com o auxílio dos curadores que construiram essas ontologias. Eles receberam um con-
junto de documentos cientificos para usar como input da ferramenta e foram guiados através das
diferentes fases, fornecendo feedback em conformidade.
Nós desenvolvemos uma aplicação que foi capaz de extrair a maioria dos conceitos esperados.
A opinião dos curadores que avaliaram a ferramenta também foi favorável, sendo que eles concor-
dam que uma ferramenta como o Dendro Keywords é um bom acréscimo para o seu trabalho.
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During the last decades there has been an increase of data production thanks to technological
advances. With this increase there has also been a growing concern related to the preservation of
data which has resulted in new approaches oriented to solving this situation. A type of data that
currently raises big concerns is research data as there are many entities involved, from researchers
to institutions and governments, investing money and time on it.
To allow the sharing and preservation of research data, a new area, named Research Data
Management (RDM), has surfaced. This area consists of the manipulation of data during research
and provides certain benefits such as reducing the risk of loss and increasing efficiency [Ing16].
However this is still a complex problem among researchers. They often argue that managing data
is very complicated and that they should rather focus on their work [RRL12].
One of the RDM sub domains is data description, which should start as early as possible. For
this, metadata schemas are used, but since there are a wide variety of different domains, these
schemas might prove to be inadequate [CPA+15].
Dendro was created having these problems into consideration. It provides a collaborative and
user-friendly interface in which researchers might chose the set of descriptors that fit their needs
from existing ontologies [RRL18].
Ontology Learning is a relatively new area with the aim of decreasing the costs associated with
the creation of an ontology [CASJ09]. It benefits from the advances in areas such as data mining
and informational retrieval and is the process of identifying terms and concepts with the aim of
creating an Ontology [WLB12].
1.2 Motivation and goals
Currently, the process of creating an ontology is both time and resource consuming. Also, many
organizations do not possess the knowledge to create them.
1
Introduction
In order to create an ontology there must be a meeting between a researcher that is usually
an expert in a certain domain and a curator who provides certain knowledge regarding ontologies
and RDM. After this, the curator proposes a list of concepts regarding that domain which will
have to be validated by the expert [SRC12]. With these aspects in mind there is a great interest in
automating the process.
The main objective of this work is to implement a tool that assists curators in the task of
creating an ontology by the team that is working on Dendro.
In order to do this, different ontology learning techniques, which are based on areas such as
information retrieval and machine learning, were explored in order to find the better approach
towards this goal. The end result is able to provide the curator a visual representation of the
domain based on a collection of scientific documents. This is done by presenting a list of the most
important terms in the document and if available an associated concept and a descriptor.
1.3 Contributions
Our work was presented as a Flash Talk in the 3rd Fórum GDI1 which occurred in November,
2017 [fora]. It was also accepted for publication and will be present as a poster in TPDL20182
which will happen in September, 2018 [MLS18].
1.4 Dissertation Structure
In addition to the current chapter, this document contains 6 more chapters. Chapters 2 and 3 are
related to the state of the art, specifically the areas of research data management and ontology
learning. In Chapter 4 we make an evaluation on existing keyword extraction techniques in order
to find the most suitable to implement in our tool. Chapter 5 discusses the implementation of the
tool. We provide an overview between the different phases, including the relations between them.
In Chapter 6 we evaluate the tool previously described using both an automatic and a manual
evaluation. The automatic evaluation was done resorting to gold standard ontologies while the
manual evaluation was done by the curators that built those ontologies. Chapter 7 provides a






In this chapter we introduce Research Data Management and its importance for research. We then
provide a definition on metadata and why it is important for managing data followed by different
types of schemas. In the end we provide an overview of different data managements platforms.
2.1 Introduction
The importance of research data management is widely recognized and there is a general agree-
ment that it should start as early as possible in the research workflow to minimize the risk of
data loss. The adoption of proper data management practices provides advantages for everyone
involved, from researchers to research institutions. Surkis and Read [SR15] state that "Data man-
agement ensures that the story of a researcher’s data collection process is organized, understand-
able, and transparent.". A good example of the importance of data management is the need of a
researcher to use work that was previously done by others; in this case, handling a wide variety of
raw data without proper management might be too difficult if not impossible.
2.2 Research Data
Different definitions exist for research data, with one of the reasons being the variety of domains
available. However, there is one definition provided by the Engineering and Physical Sciences
Research Council (EPSRC) that is widely used and defines research data as "recorded factual
material commonly retained by and accepted in the scientific community as necessary to validate
research findings" [Bur12]. Research data can also be divided into categories such as Observa-
tional or Experimental data and, depending on the research area, might be of a various formats
such as spreadsheets, photographs, schema, among others [Wha].
3
Research Data Management
2.3 Data sharing and preservation
With the recent increase in the production of research data, particularly in the last decades, there
has been a growing concern within the scientific community about the consequences of the mas-
sive production of data. This is mainly due to the increase of research activity and the growing
volumes of data that are generated because of the improvements in research methods and tools
[RSRF10]. Fields, such as Astronomy and Climatology— where work is strongly supported by
data analysis— have already been relying on the sharing of data between research for some time
and possess well implemented norms and infrastructures [RSRF10]. Data sharing is not as easy
as it seems though, and there are many reasons why researchers do not do it [Bor12]. Examples
include lack of knowledge or incentives, or even because the data is not in a transferable form.
Borgman [Bor12] states several reasons why data should be shared:
• Reproduce research - The reproduction of data is the most important argument for data
sharing. There is a need for data to be shared since peers must be able to evaluate the
validity and reliability of the research.
• Make results of publicly funded research available to the public - This is the simplest of
the reasons provided, and means that data should be public if the resources used to fund the
research came from taxpayers. It has already proved to be successful in some cases like the
biomedical community [Bor10].
• Enable others to ask new questions of existing data - Sharing data allows others to pick
up existing data by either using a set from a single individual or combining multiple ones
and start "asking questions", which in the end, is one of the bases for science.
• Advance the state of research and innovation - Fields that heavily rely on data such as
Astronomy or specific areas of Biology are much more open to the idea of sharing data,
improving more than fields that are not inclined to share [Bor10].
2.3.1 Data Citation
We have shown how important the sharing of data is to the advancements of different areas. How-
ever, since most of the work is done by the researcher, the researcher should feel motivated to
describe and share his data.
Data Citation is not only used to identify the data used but it is also a way to recognize the
authors [PDM10]. The increase in data citation shows that the person cited provided work that
is considered important and can be used by others that are willing to build on it [DJ86]. Data
citations can also be used in research funding and determining salaries since it is an indicator of
the quality of the data.
Piwowar et al. [PDF07] provided a study, in which they observe the relation between the
citation count and if the data was made open, and they found that cancer clinical trials which




Digital curation offers benefits in both the short and long-term [Abb08]; some short-term benefits
include the improvement of the quality and trustworthiness of data , and can benefit from the
adoption of common standards which help with collaboration. Long-term benefits include the
protection against data loss and obsolescence, encouragement of data re-use and the use of tools
and services to allow the migration of aspects such as metadata. Digital curation also has its
problems, it can be costly and require substantial amounts of time and resources, issues that can
be problematic, especially in small groups [Abb08]. Since Digital Curation responsibilities can
be shared between different institutions and that different fields use terminology in different ways,
it may lead to either misunderstandings or inconsistencies. The Digital Curation Centre (DCC)
has developed the Curation Lifecycle Model [Hig08] that can be seen in Figure 2.1. This model
provides an overview of the necessary stages for proper data curation and it can also be used to
plan activities within an institution. At the center is data, which can be in any form. On top of it are
the lifecycle actions, the first being Description and Representation Information, which is where
this work is focused and consists on assigning metadata using the correct standards to ensure the
control on the long term.
Figure 2.1: Key elements of the DCC Curation Model [Hig08]
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The University of Porto1 in conjunction with the University of Minho2 carried out a study in
which they provide five different ways to treat data curation [RSRF10]:
Curation by scientists and experts that use the data— In this case, there is no set of rules
regarding curation and it depends mostly on the people involved. It can be found in Universities
or Research centers. CAVA3 (Communication Audio-Visual Archive) by the University College
London4 is an example of this case.
Curation by scientific organizations and institutions— Usually happens when a necessity
to preserve a set of data arises or even offering services within a community or research domain.
It usually happens among Universities and has the strong point of reuniting researchers which are
interested in that subject. An example is the NCBI5 (National Center for Biotechnology Informa-
tion) in the USA.
Curation by universities and research centers— Is similar to the previous one, although in
this case the initiative comes from a University or research center and because of this tends to
include a variety of domains. The two most used forms of curation integration are computation
centers and libraries. Datashare6 from the University of Edinburgh7 is an example of this case.
Curation by official organizations— It comes from the organizations that administrate sci-
ence at a country level. They usually have a set of rules and support infrastructures, which makes
this a strong point. However, the distance between the researchers and the service and the ne-
cessity of hosting a variety of data from different fields, might prove to be a problem. DataONE8
(Data Observation Network for Earth), financed by the NSF9 (National Science Foundation, USA)
is one example.
Curation by informal communities— The existence of communities that hold both special-
ists and amateurs will probably be a common sight in a few years. Because of how the communities
are set, it is probable that there will be multiple replicas of the same dataset which will prevent
their disappearance; however, it might be hard to identify its creator. Wikispecies10 is an example
of this type of digital curation process.
2.5 Metadata
At the center of data management is metadata, with a variety of standards defined, Data curators
can choose generic metadata models that will suit a wide variety of data, or if needed, may choose
others more oriented towards a specific domain. Metadata is usually defined simply as data about













use of the term and defined metadata as "structured data about an object that supports functions
associated with the designated object."
There are a few key aspects about metadata that make it important for research data manage-
ment [Bac08]. The first is that metadata allows the discovery of relevant information more easily
by either helping to find resources or bringing similar resources together, helping with object dif-
ferentiation. Another aspect is that, if properly represented, it may also increase interoperability,
which means that systems will be able to exchange information between each other without much
concern for information loss. Good metadata will also allow the preservation of the work, which
will allow it to be available in the future.
2.5.1 Types of Metadata
According to the National Information Standards Organization there are three main metadata cat-
egories [Pre04]:
Descriptive metadata consists of attributes on the object being described, for purposes such as
discovery and identification. Examples of this type are elements such as title, author or keywords.
Administrative includes the information that helps managing a resource, such as the file type
or who is allowed to access it. Administrative metadata can be divided in three subcategories:
Technical metadata which describes the necessary information to access the data and examples
are file size or file type; Preservation metadata refers to the elements related to the preservation
management of an information resource; Rights metadata concerns the intellectual property rights
related to the content, such as copyright status or license terms.
Structural provides details about the internal structure of the resource. It is an important
indicator of its context. An example is the table of contents.
2.5.2 Metadata Schemas
Greenberg [Jan88] defines Metada Schema as "A unified and structured set of rules developed for
object documentation and functional activities." With this aspect in mind, several schemas have
been defined and can be of two types. Generic can be used for elements such as the author name
and the title of a book and can be easily understood by people without much knowledge and the
other one is domain oriented and is supposed to be used by experts depending on their needs.
2.5.2.1 Generic Metadata Schemas
These schemas provide descriptors that fit a variety of different systems and needs. They can be
used by most individuals, seeing that it does not require much knowledge of any specific research
domain and allow for better interoperability, but can only be used for general aspects. Some of the
most well known schemas are Dublin Core, MARC, MODS and METS.
Dublin Core was first proposed in 1995 by the DCMI (Dublin Core Metadata Initiative)
[ANS01], which began with a workshop that brought together individuals such as librarians and
content specialists in order to help improve standards for information discovery. The basic idea
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was to create a model that was simple enough to be used by anyone instead of only by data man-
agement professionals. The earlier versions of the model contained only 13 elements but, in 1998,
a new version with 15 elements, which can be seen in Table 2.1, was published [Dub03]. These
elements are widely understandable and can be used in a wide range of areas. Due to its simplicity,
its popularity has been increasing steadily with the standard being adopted by CEN/ISSS11 or even












Table 2.1: The 15 Dublin Core elements. Elements with (*) are the ones introduced in the newer
version [Dub03]
.
MARC stands for Machine Readable Cataloging and was developed during the 1960s by
the Library of Congress. It is the most used metadata language by librarians and it was created
because computers needed a mean to interpret information from a catalog card [Pre04]. Since
books have different title sizes and fields, the model needs to be flexible, so MARC allows records
with an unlimited number of entries and unlimited length [Fur00]. Using MARC as the standard
reduces redundant cataloging work and promotes sharing of information between libraries. The
standard MARC later evolved to MARC2112 which is the primary source of authority records in
the US and most of the English-speaking countries and is currently maintained by the Library of
Congress [Fur00]. Each record is divided into fields such as author or title and can then be divided
into subfields, each field is then associated with tags which consists of a 3-digit-number [Fur00].
An example of a field with subfields can be seen on Figure 2.2.
Figure 2.2: Example of a MARC entry. The first number represents the physical description, $a






MODS (Metadata Object Description Schema) is a metadata standard that was developed by
the Library of Congress and MARC Standards Office. MODS is written in XML, which makes
it more robust and software independent. It is based on a subset of MARC, but unlike the latter,
instead of using numbers as field names, it uses English words which does not force the user to
possess knowledge about MARC [Gar03]. When compared to Dublin Core, MODS offer a more
complete and specific set of elements, offering 20 top-level elements, which can be seen in Table
2.2. MODS possesses features that allows the addition of different metadata to a record [Pre04].
An example of a description using MODS can be seen in Figure 2.3.
titleInfo name typeOfResource genre
originInfo language physicalDescription abstract
tableOfContents targetAudience note subject
classification relatedItem identifier location
accessCondition part extension recordInfo
Table 2.2: The 20 MODS elements as seen in [Pre04]
.
Figure 2.3: A description using MODS [Ben05]
.
METS (Metadata Encoding and Transmission Standard) is a data communication standard
that, like MODS, is expressed using XML and is an initiative of the Digital Library Federation13
and it is currently maintained by the Network Development and MARC Standards Office of the
Library of Congress [Can05]. METS was developed for the scalability, interoperability and the
preservation of digital library objects. It can be divided in seven different sections [Can05]: METS
Header, Descriptive Metadata Section, Administrative, File Group Section, Structural Map, Struc-
tural Map Linking and Behavior Section. Although it contains seven sections, the only one that is




purpose is to outline the hierarchical structure of an object. An example of a Structure Map from
a METS document can be seen in Figure 2.4.
Figure 2.4: Structure Map from a METS document [Cun04]
2.5.2.2 Domain-specific Metadata Schemas
Generic models allow the description of resources in a very general way. So, when the necessity to
describe more specific scientific domains arises, more specific models should be used. This sort of
schemas are used when generic ones are not sufficient, namely when recording the data production
context of datasets from specific research domains. Since these schemas are more specific, they
are usually only handled by experts. Some examples include certain domains such as Biology
(Darwin Core), Engineering (LOM) and Humanities and Social Sciences (DDI).
Darwin Core first appeared around late 1990s and is a standard for sharing data about biodi-
versity [WBG+12]. It resulted from the necessity to provide proper data about species and their
relation to the environment. Its main purpose is to provide a common language for sharing biodi-
versity that reuses standards from other domains whenever it is possible. Darwin Core can be seen
as a extension to Dublin Core for biodiversity [Dar], and has the goal of making data sharing easier
while improving their reuse since Darwin Core uses a well-defined standard. Since the model may
not always fit the user needs it can also be extended allowing the insertion of new terms. A list
of the nine different terms that constitute the model, followed by examples, can be seen in Figure
2.5.




LOM (Learning Object Metadata) was published by the Institute of Electrical and Electronics
Engineers Standards Association14 and is a standard for the description of learning objects which
is defined by the authors as "any entity, digital or non-digital, that may be used for learning,
education or training" [Bar05]. LOM consists of a hierarchy of nine categories, each with its own
subcategories. A visual representation of the LOM model can be seen in Figure 2.6.
Figure 2.6: A representation of the hierarchy in the LOM Model [Bar05]
DDI (Data Documentation Initiative) was initiated in 1994 by the Inter-University Consortium
for Political and Social Research15 (ICPSR) and its original goal was to replace the widely used
OSIRIS model with one that was more modern [Rys02]. It has now become a key standard in
areas such as social and economic sciences [Pre04]. DDI is usually defined as a number of XML
schemas which are separated into modules. The elements are arranged in a tree-like structure and
consists of: The Document description, The Study description, The Data Files Description, The
Variable Description and Other Study-Related Materials [Rys02]. An example of a Document





Figure 2.7: Example of a Document Description from a DDI document
2.5.3 Application Profiles
There is a wide range of research domains, which means that most likely their needs for metadata
are not the same. This often means that the group will have problems in finding a standard that
will fit their needs [Ric44]. Since there is not a single metadata model that can fulfill the require-
ments of every application, it became important to be able to cross domains. As an answer to this,
Application Profiles were introduced, they provide the creators a mean to use a mix-and-match ap-
proach and can be defined as "a mixture of metadata elements selected from one or more schemas
and combined in a compound schema" [DHSW02]. They possess a few characteristics [RH00]:
They are able to use elements from one or more sets, but they cannot create elements that were not
previously in these sets; If Creators wants to introduce an element that does not exists elsewhere,
the Creator must first create his own schema; It can refine the definition of an element, but only if
it is to make it more specific; It may define relations between elements and their values, such as a
specific element may require the presence of another or a value of a element depends on the value
of another.
2.5.4 Ontologies
An ontology can be defined as a "formal, explicit specification of a shared conceptualization,
which can be used to provide a shared and common understanding of a given domain" and its
role is to help the construction of a model for a domain by providing certain terms and relations
[SBF98].
Ontologies can be of two types [GPR10]: Lightweight include concept hierarchies and tax-
onomies and Heavyweight which add axioms to the first type, thus making them more complete
but also more complex.
For the representation of Ontologies, standards such as Resource Description Framework
(RDF) and Web Ontology Language (OWL) can be used as they provide certain benefits such as:
the ability to put together information from a variety of sources, support for semi-structured data,
syntax separation from syntax modeling, web embedding and resilience to change [RTMC05].
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2.5.5 Linked Open Data
According to Berners-Lee et al. [BHBL09] Linked Data is about creating links among data from
different sources by using the Web, with Linked Open Data (LOD) being linked data that is open
content.
For data to be considered open it should follow some principles: all public data must be made
available and should be accessible by a variety of users without the need for registration, it should
be collected from the source, should be available as fast as possible for preservation and must be
free of control and free of licenses [Ope].
LOD plays an important role regarding these principles. It is becoming very important for
data management due to its ability to use different domains unlike conventional platforms [BK11].
Since it is focused on the quality of metadata, LOD is crucial to the increase of the value of data
and improving its availability.
Linked Open Data has already been applied to a variety of areas. Examples are DBpedia16 and
The OBO Foundation17.
RDF triple store is used to store semantic data [Tri]. This data is stored in a way that every
element has links between them, which in the end will allow for more flexibility and lower costs.
Ontologies are supported since they allow the specification of classes and their relations. Data
in RDF is stored as "subject->predicate->object" with the predicate showing what the relation
between the subject and the object is.
Triple stores are currently being used to represent LOD, allowing the connection between
different datasets, and making the search in different origins less costly and quicker [Tri].
2.6 Data Repositories
At the moment several research teams have adopted known platforms to manage and share their
research, having several individuals that range from researchers to data curators involved in the
description of data. This data plays an important role in defining the requirements for a data
repository. Due to its increase in popularity, RDM platforms tend to implement features that will
facilitate the work of the people involved. In Figure 2.8 we can see both the support for triple
store and a comparison between each platform regarding the metadata requirements which was
extracted from the work of Amorim et al. [ACdSR15].
2.6.1 DSpace
DSpace is a free and fully customizable repository of publications and bibliographic information
that may be adapted for data [DSp]. It allows the customization of aspects such as the user interface
which will help the integration of the platform with other resources by the institution. Regarding





metadata schemas such as MARC or MODS, but this may require external tools. DSpace provides
Authentication mechanisms as plugins, but if needed institutions may build their own authenti-
cation protocol. It offers compatibility with the following standards Standards compatiblility by
including support to standards such as OAI-PMH18, OAI-ORE19 or SWORD20. It allows the user
to configure a PostgreSQL or Oracle database where DSpace manages its metadata.
DSpace is currently used by certain organizations such as government and educational insti-
tutions. An example is the University of Porto with both Repositório Aberto21 and Repositório
Temático22.
2.6.2 CKAN
Unlike DSpace which has its roots in publications management, CKAN is a fully-featured open
source RDM platform [CKA]. It allows the organization to either chose from a set of community
developed extensions or create their own. As for metadata, it only requires minimal additions. It
is currently used by a variety of institutions such as Data.gov23 or the European Data Portal24.
2.6.3 Figshare
Figshare is an RDM platform oriented towards academic institutions. It allows their users to store
and share their research outputs [Fig]. Unlike the previous platforms where the only costs are
maintenance related, Figshare charges a monthly fee. Figshare allows the integration with other
repositories such as DSpace, and allows the addition of custom metadata. Examples of users are
The University of Auckland25 and The University of Melbourne26.
2.6.4 Zenodo
Zenodo is an Open Source RDM platform which was created by OpenAIRE27 and CERN28 [Zen].
It provides flexible licensing and allows the creation of custom communities. It associates a DOI
to each upload, that will make it more easily accessible. As for metadata it allows it to be exported














Figure 2.8: Comparision between platforms regarding metadata and triple store features. Metadata
features extracted from the work of Amorim et al. [ACdSR15]
2.7 Dendro
Dendro is a research data management platform that focuses on the early stages of research due
to their importance. It was developed as a collaborative system for users to describe their data,
allowing them to chose their own metadata standards from existing ontologies [RdSACRCL14].
In Figure 2.9 we can see an overview of the interface, Dendro provides a search box where the
user can look for data descriptors and since it offers a collaborative environment, a record of these
changes are kept .
Dendro applies a graph-based model which offers certain advantages in comparison to rela-
tional models [dSRL14], such as the improvement of the system flexibility and when searching
for anything, knowledge of the domain is more relevant than the knowledge of metadata schemas.
The fact that the model is based on ontologies allows the integration of LOD functionalities more
easily.
Dendro makes use of a triple store which provides a relation between the key and the value as
explained in Section 2.5.5 and allows the connection between different resources [dSCRL14].
An example of a file description in Dendro can be seen in Figures 2.11, 2.11 and 2.12, starting
on the project home page, followed by the selection of a file that currently does not have a descrip-
tion and the addition of certain terms from Dublin Core. Following this example, we can see that
data description in Dendro is done manually by the researcher, which is what this work aims to
improve, through partial automation of the process. This also shows how important is this work




Figure 2.9: Interface of Dendro and history of changes [Rib14]
Figure 2.10: Home page of a project in Dendro
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Figure 2.11: Selection of a file without a description
Figure 2.12: Addition of Dublin Core terms Type and Title to a file
2.8 Summary
This chapter allowed us to see the importance and the necessity of managing research data. It
was also described how important metadata is for data management including keys aspects that
support this. Also different metadata schemas that are based on certain needs were presented.
The concept of Linked Open Data was introduced since it is becoming very important for data
management. In the end a few data management repositories were described. These platforms
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offer help to everyone involved in the process of managing data by allowing the implementation




In the previous chapter we gave an introduction on what is an ontology. In this chapter we will
introduce the Ontology Learning area followed by existing techniques and learning systems.
3.1 Introduction
Currently the task of engineering an ontology is still an expensive and resource-demanding task
[CASJ09]. This proves the need to implement methods and techniques aimed at decreasing the
costs associated with creating and maintaining an ontology. Advances in areas such as informa-
tion retrieval, data mining and machine learning have shown to be fundamental and have provided
means to extract and improve the management of information [WLB12]. Following these ad-
vances, a new area of research has been born, known as Ontology Learning [WLB12] which is the
process of identifying, for example, terms and concepts with the aim of creating or maintaining
ontologies. This not only reduces costs [HRR11], but also assists in creating an ontology that bet-
ter fits the needs of the user. Ontology Learning is still considered to be a semi-automatic process
because, although there have been improvements in the areas mentioned above, there is still the
need to have human intervention [CASJ09].
3.1.1 Ontology Learning Layer Cake
Ontology Learning is composed of various tasks, which have been aggregated in a layer diagram
named Ontology Learning Layer Cake [CASJ09] that can be seen in Figure 3.1. This approach
was implemented in a way that the output of a layer works as an input for the upper layer. In
his work, Wong [Won09] provides an overview on the types of outputs in this model: Terms are
at the base of the layer model and usually consists of simple words; Concepts can be abstract
or concrete and are formed by grouping similar terms together; Taxonomic relations consists of
the hierarchy between concepts; Non-taxonomic relations are the interactions between concepts;




Figure 3.1: Ontology Learning Layer Cake [BCM05]
3.1.2 Ontology Learning Tasks
Cimiano et al. [CASJ09] provided an overview of the various tasks from each layer:
Term Extraction is one of the tasks where the objective is to extract and arrange terms into
groups of synonyms. A simple example of this step is counting the frequency at which a term
appears in a set of documents. However, advances in the area of informational retrieval have
provided much more efficient methods such as tf–idf [CASJ09]. Certain domains will also require
adaptations of these models to fit their traits.
During Synonym Extraction the goal is to find synonyms. Approaches for this task are mostly
based on Distributional hypothesis which states that words tend to have the same meaning if they
are used in a similar context [Sah05]. For this purpose, Dekang Lin [Lin98] proposed a method
that consists of dividing the amount of characteristics in common between two objects by the
quantity of information in their description. This method uses triples that represents two words
and the relation between each. The characteristics in common are given by the triples that appear
in the description of both. This description consists of the frequency count of every triple that
starts with the word. The amount of information in a description is given by the sum of every
frequency count. The lexical database WordNet is widely used in this context [Mil95].
Concept Learning is the task that consists of searching and classifying information that al-
lows the differentiation between objects. In this section Cimiano et al. [CASJ09] distinguish three
paradigms named Conceptual Clustering, Linguistic Analysis and Inductive Methods. In Concep-
tual Clustering a classification scheme is formed based on descriptions from the input objects and
consists of a set of clusters that may or may not be ordered hierarchically [JHC01]. It usually
adds a description to a cluster based on attributes that it shares with others. An example of a
conceptual clustering approach is COBWEB [Fis87] which executes hill-climbing through a clas-
sification scheme using operators that facilitate bidirectional movement and adds objects to the
classification tree in an incremental form in which each node represents a cluster. The other two
are Linguistic Analysis and Inductive Methods, the first may be applied to extract a description of
a concept as a Natural Language Description and the second may be applied to derive descriptions
from a group of instances.
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The Concept Hierarchy task provides the taxonomic relations and its objective is to place
each concept correctly in the hierarchy. Approaches such as Clustering and Classification may be
used.
The following task consists of finding Relations, more specifically, non-taxonomic relations
among words. This can be achieved by applying machine learning and natural language tech-
niques, something that can be done by finding similarities between words that are relatively close,
usually a sentence. Maedche and Staab [MS00] defined an approach in which they define both the
relations between words and the level of abstraction at which relations should be determined.
The last task of ontology learning is Axioms and Rules and in this phase axioms are generated
from the previous concepts. Volker et al. [VHC07] provide an implementation in which they
provide axioms based on a syntactic analysis of natural languages.
3.1.3 Learning from Structured Data
Structured data usually consists of databases or existing ontologies. Since databases make up for
a considerable part of available structured data and are considered an essential part of information
systems [Alf10] they make a good source for ontology learning. There have been a few proposed
approaches regarding structured data in which the biggest problem is usually defining the parts of
the data that provide the necessary information [DG08]. An approach based on structured data
was presented by Jacinto and Antunes [JA12] in which they provided a method for building an
ontology based on relational databases by allowing the user to choose from a pre-determined set
of rules that allow the conversion of elements such as entities to concepts and relations in the
ontology. Another was presented by Li et al. [MXS05] where they utilize a group of rules to
automatically learn an ontology.
3.1.4 Learning from Semi-structured Data
Semi-structured data is a mixture between structured and unstructured data. It combines unstruc-
tured text with elements such as metadata. Examples of semi-structured Data are BibTeX files
because although it looks structured, it can not really be compared to a database as fields may be
missing or have features that are hard to describe [SVGK16]. XML is also another example of
semi-structured data.
Certain approaches have been proposed for ontology learning from semi-structured data. In
their work, Davulcu et al. [DV04] provide a method which converts HTML pages provided by the
user to structures such as XML so that they can be mined for generating taxonomies. It uses tree-
mining algorithms to determine the key domain concepts and the relations between each. Hazman
et al. [HBR09] also developed a method in which they combine two approaches, the first utilizes
the HTML headings and the second its hierarchical structure to be able to define concepts and the
taxonomical relations between them. Apart from the HTML pages, the method also receives as an
input a set of "seed concepts" that represent key concepts in the domain. The system builds two
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different ontologies, one based on N-grams and another based on the HTML structure In the end
merges both while making the necessary adjustments.
3.1.5 Learning from Unstructured Data
Unstructured data make up for most of the data available and can be of certain types such as text
documents [DG08]. It is usually the most difficult [HRR11] type of data to learn from the avail-
able types and the one that still requires the most research. Natural Language Processing (NLP) is
widely used for this type of data and an approach based on such method was provided by Sabou
et al. [SWGM05]. The approach takes advantage of the syntactic regularities that are fundamen-
tal from the sublanguage nature of the web service. There are three groups of syntactic patterns
that are used to collect the different types of information: domain concepts are usually character-
ized by the nouns in the body of the text, then verbs are used to identify functionalities from the
nouns adjacent to the verbs in question and relations between the terms that are interrelated by
prepositional phrases (PP). These relations can then be converted to an ontological relation.
3.2 Ontology Learning Techniques
In the previous section we provided a brief overview of the relation between the tasks and the
different outputs, here we present the techniques related to each task. Figure 3.2 provides an
overview of the whole process, where inside the circles are highlighted the areas to which this
work will contribute.
Figure 3.2: The relation between the outputs, tasks and techniques in Ontology Learning. Adapted




Techniques based on statistics usually come from the fields of machine learning, information re-
trieval and data mining and consist of methods that are based on a statistical approach to define
new concepts [WLB12].
The ability to retrieve relevant information is the main goal of Information Retrieval and shows
the importance of a certain resource towards the needs of a user [Bor03]. Different approaches
have been used for Relevance Analysis. The Probability Ranking principle was proposed by
Robertson [Rob77] in which the author states that references should be ranked by probability
according to its utility for the user, and calculates this probability based on all the available data.
Term Frequency Inverse Document Frequency (TF-IDF) can also be used for relevance analysis
[REE03]; higher TF-IDF values means that term is more discriminative in a particular document.
Latent semantic analysis (LSA) can be defined as "a theory and method for extracting and
representing the contextual-usage meaning of words by statistical computations applied to a large
corpus of text."[LFL98] It is an automatic approach, that unlike others, takes raw data as input.
It applies Singular Value Decomposition (SVD) to a previously created matrix in which cells
contains the weight of a word in a piece of text inserted in a column. Turney [Tur01] proposed
an algorithm called PMI-IR that was able to achieve better scores than LSA, where it assigns a
score to a "choice" and then picks the "choice" that is able to maximize the score. It makes use of
Pointwise Mutual Information (PMI).
Co-occurrence analysis is the analysis between multiple occurrences within a certain part of
a text [Won09]. Its aim is to look within the text for certain terms that usually appear together with
the goal of finding similar terms and relations [WLB12]. A good example on methods used for
co-occurrence analysis are similarity measures [EW09] such as the cosine similarity which equals
the ratio between the times two items appear together and the mean regarding the time each item
is shown. The Jaccard Index unlike the previous method instead of the mean, uses the number of
times at least one of the items is seen. Another measure is rank correlations such as Pearson and
Spearman coefficient [Sho10]. The former equals the ratio of the covariance between two objects
by the product of the their standard deviations. The later is a "rank-based version" of the first
which means that is based on the ranked values of each object instead of raw data.
Clustering was briefly explained before, during the definition of Concept Learning. The pro-
cess of forming and finding concepts can be regarded as a clustering problem [LP+04] since we
predict that words in the same group provide similar context. Tan et al. [TSK05] provided an
overview on some clustering techniques such as K-means. In this technique, the user defines the
value of K which represents the number of clusters. These clusters will then be associated with
a centroid that represents the center point of the cluster and are initially chosen at random. After
assigning the initial centroid, the other points will be associated with the one closer to them, fol-
lowed by the recalculation of the centroid in each cluster. This process is repeated until there are
no changes to the clusters. Density-based spatial clustering of applications with noise (DBSCAN)
[Mar] starts at a random point and gathers every point that is reachable from him, if no points are
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reachable, the algorithm picks the next point as a starter. The algorithm may also split or merge
different clusters based on their relation towards the input value ε .
3.2.2 Linguistic Techniques
Natural Language Processing is usually at the base [Won09] of linguistic techniques which can be
used in most tasks of the ontology learning process.
Noisy text can be defined as any difference from the original text and consists of errors such
as lexical (missing or additional characters) and syntactic (missing or additional words) [Sub10].
Different approaches regarding Noisy text analytics have since been proposed. Clark developed
a tool that is able to process noisy text with a large quantity of synonyms [Arv02]. Another
approach was proposed by Tsao et al. [TW09] and can be divided in two components: one is the
use of hybrid n-grams that work as the standard when looking for errors in a learner production
and the second is the use of the knowledge that came from the previous step by an error detection
and correction algorithm.
Part-of-Speech tagging/Sentence analysis techniques consist of splitting a text into tokens to
remove punctuation and then apply a marker based on its context [Spe13], this will then be used
for further analysis [Won09]. Examples are TreeTagger which makes use of binary decision trees
to calculate the transition probability [Sch94] and Natural Language Toolkit (NLTK) which is used
by universities as a learning tool for NLP [BKLB08].
Seed Words/Terms are usually used as a base for some information extraction systems, such
as ExDisco which takes as an input a set of seed words provided by the user, that will later be ex-
panded by the system [YGTH00]. Hwang [Hwa99] built an approach for the creation of dynamic
ontologies where the input are also seed words inserted by the user which will allow the extraction
of relevant concepts and before each iteration may also generate new seed words.
Subcategorization frame can be defined as "a statement of what types of syntactic arguments
a verb (or adjective) takes, such as objects, infinitives" [Man93]. Faure and Nédellec [FN98] de-
veloped a system for ontology learning which uses subcategorization frames as a structure for se-
mantic knowledge which allows parsing of text by mapping these to grammatically parsed clauses.
Semantic Lexicon consists of a dictionary of words and the relations between each of them.
Semantic lexicon offers similarities to lexical ontologies [Bie05] since both associate terms to con-
cepts and keep similarities between terms. They are very popular to Ontology Learning [WLB12]
as they allow access to compilations of concepts which are organized with respect to their sim-
ilarities, which will then allow the discovery of terms that can then be used to create concepts.
They can also be of two types — general such as HaGenLex [HHH+17] or WordNet [Mil95] and
domain oriented such as the Specialist Lexicon [Pro99].
Syntactic Structure analysis / Dependency analysis is an approach that uses the syntactic
structure for term extraction. This technique [LHC11] considers compound terms, which are used
to represent concepts and are usually more specific and multi-worded, to be hyponyms of single
worded terms. The head-modifier principle [HCA05] makes use of an element addressed as head
that describes a variety of terms that are hyponyms. This is very helpful since it is not only domain
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independent but also works "universally" allowing it to be use in a variety of languages as seen
in the work of Hippisley et al. [HCA05] where the head-modifier principle was applied to the
Chinese language.
3.2.3 Logic Techniques
As seen in Section 3.2, Logic techniques are usually adopted in the later stages of the ontology
learning process regarding relations and rules. They consist of logical inference and inductive logic
programming [WLB12]. Since they are out of the scope of this work, they will not be analyzed.
3.3 Existing Learning Systems
In recent years different tools have been developed. Most utilize hybrid approaches based on the
different techniques seen in Section 3.2, with the aim of creating an ontology. In this section we
will provide an overview on the techniques used by the tools that are related to keyword extraction
and the formation of concepts.
3.3.1 ASIUM
Faure et al. [FN99] developed ASIUM, a system that learns ontologies from technical texts.
ASIUM utilizes a syntactic parser named SYLEX which provides the semantic knowledge of
texts. The authors have also developed a tool, that once paired with SYLEX extracts the "in-
stantiated syntactic frames" from every sentence. An example for the sentence "Bart travels
by boat" is provided by the authors [FNR] and the resulting instantiated syntactic frame is <to
travel><subject><Bart> <by><boat> Since semantic acquisition is not influenced by ambigu-
ities, when the last occurs, all syntactic frames are kept. The approach relies on the assumption
that words share the same concept if they appear after the same preposition with the same verbs,
which works well for technical domains where the vocabulary is more restricted. Clusters are used
as support for the ontology and are created from instance frames that were previously extracted.
These clusters are a list of the head words found using the assumptions described previously and
are usually linked to their frequency. During the creation of concepts, similar clusters are ag-
gregated using clustering methods; at the same time syntactic terms are being learned so when a
concept is created it updates the syntactic frame. When the frames are reviewing text, if a sentence
does not match, it must be either reformulated or a new concept may be added;the frame must then
be improved to include this concept.
3.3.2 OntoLearn
Velardi et al. [VNCN05] proposed OntoLearn, an Ontology Learning system that makes use of
both statistical and linguistic techniques. An overview of the steps performed by the system can
be seen in Figure 3.3.
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Figure 3.3: An overview of the different tasks in OntoLearn. Extracted from the work of Velardi
et al. [VNCN05]
Statistical techniques are used for term extraction by selecting terms that are regularly found
in documents related to that specific domain. Based on the extraction of terms or online glossaries
it searches for natural language definitions and then, depending on if definitions have been found,
it applies filtering algorithms to remove the ones that do not fit the interest of the domain. A
Part-Of-Speech tagger such as TreeTagger is then applied to identify the different tokens inside a
sentence, which will then be used to identify the main noun with the use of regular expressions.
If no definition was previously found for certain terms, namely, there is not a definition for a
multi-worded term, but there are definitions for each term then it extracts those definitions from
WordNet, and uses a a word sense disambiguation algorithm to select the appropriate concepts,
followed by a machine-learning algorithm to identify the correct relations between this concepts.
Following this step, a grammar will be created which will then be used to generate the natural
language definitions. If the previous steps can not be done a domain expert should provide a
definition for the terms.
3.3.3 OntoLearn Reload
OntoLearn Reload [VFN13] is the evolution of OntoLearn. It kept the first step regarding the
extraction of terms, but now it does not rely on WordNet, which means that it does not depend on
the English language. It also removed the need to use a word sense disambiguation algorithm to
structure the taxonomy. Instead, it generates a hypernym graph based on the textual definitions
extracted from the corpus and the Web.
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Figure 3.4: An overview of the different tasks in OntoLearn Reloaded [VFN13]
For the extraction of terms, it uses a tool that was also developed by the creators named termex-
tractor1 which produces a domain that may contain single and multi-worded terms. A classifier
is then applied to each term to select proper definitions from the available sentences to obtain the
hypernyms of that term. It is similar to OntoLearn as it applies a method to remove the definitions
that are not in the interest of the domain. With the definitions left, it populates the graph with the
hypernymy relations calculated before. Since the graph may contain certain cycles, it utilizes a
weighting strategy to generate an optimum graph.
3.3.4 OntoGen
Fortuna et al. [FMG06] created OntoGen, a semi-automatic ontology learning system that helps
the user by proposing terms based on keyword extraction from different domain documents.
OntoGen utilizes two different methods for discovering topics within texts. First is Latent
Semantic Indexing (LSI) which is used in order to extract the background knowledge from docu-
ments. It is able to detect similar meaning words with the use of Singular Value Decomposition
(SVD) and bag-of-words. The second is k-means, which was already explained in Section 3.2.1.
In order to help the user interpret the different topics, the tool also applies two methods for key-
word extraction [FGM06]: extraction using centroid vectors and Support Vector Machine (SVM).
In the first, the important keywords are the words that have the biggest weight in the vector. As
SVM works by using feature extraction to train a classifier and then it classifies the document
by multiplying the previously computed bag-of-words by the SVM vector [Forb]. If the result is
above a certain threshold, the document is considered positive, which means that, it is relevant to
the category and the words with higher values are considered the most important. The difference
between the two is that SVM contemplates context [FMG06], for example, if a category is named
"computer" and we are interested in deciding what the keywords for a subcategory are, the first
method would only take into account the keywords relevant to this subcategory which means that
"computer" would be considered important despite we already knowing that it is the main category
and our interest here is to find what makes each category differ from each. The second method




During the creation of the ontology, the previous methods will give suggestions in the various
tasks, but ultimately it is the decision of the user to use them or not.
3.3.5 Syndikate
Syndikate was proposed by Hahn and Romacker [HR01] and stands for Synthesis of Distributed
Knowledge Acquired from Texts. It was applied to German technical documents regarding the areas
of information technology and a medical sub-domain. It the only tool that only applies linguistic
techniques for every task.
Syntactical structure analysis is executed using a dependency grammar referred as Lexicon.
The aim is to capture binary valency constraints between an element such as a noun, and possible
modifiers. In order to do this, certain restrictions have to be satisfied: compatibility of morpho
syntactic features, word order and semantic criteria. When handling pronouns anaphora resolution
is used.
Using semantic templates that were previously defined, every term in the dependency graph
is matched with a concept from the domain and are also used to express the text knowledge base
[Won09]. This base is simply a representation of the texts with an explanation.
3.3.6 CRCTOL
CRCTOL was developed by Jiang and Tan [JT05] and stands for Concept Relation Concept Tuple
based Ontology Learning. The three main components of CRCTOL can be see in Figure 3.5 and
consists of Natural Language Processing, which includes tools such as POS tagger and a syntactic
parser; Algorithm Library that includes the algorithms responsible for extracting key concepts
within a collection, a rule based algorithm for relation extraction from key concepts and a rule
mining algorithm to build the ontology; Domain Lexicon which is created by the user and includes
terms from the domain that will be used by the Natural Language Processing component to analyze
documents.
In the concept extraction phase, the authors applied a method which reduces the chance of
loosing essential concepts. After extracting multi-worded terms, it selects "candidates" followed
by the calculation of the linear combination of each. The one with the highest value will then be
used to form a list of concepts. If during the calculation of the term frequency of each single-
worded term that is on the list as a head, there is a term that has a value above a certain threshold,
it is added to the list previously created.
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Figure 3.5: An overview of the core components of CRCTOL [JT05]
3.3.7 OntoGain
OntoGain [DZP10] is another ontology learning tool and depends on multi-worded extraction from
unstructured text. The use of multi-worded terms allows the system to be more efficient since the
representation is tighter and also allows better coverage of the domain. During the preprocess-
ing phase, OpenNLP, Part-Of-Speech tagging and tokenisation were used while WordNet Java
Library(JWNL) was used for lemma information. During concept extraction C/NC-value is used
for the extraction of multi-worded terms. C-value consists of the relation between the frequency
of occurrence of a word sequence and the frequency that the same sequence might be part of a
bigger term inside a text. NC-value improves C-Value by applying weights to the previous terms.
Then, from each term, a clustering method is applied that considers each term to be a cluster,
based on similarities. These clusters will then be merged until there is only one.
3.3.8 TERMINAE
TERMINAE [BSC99] was created with certain requirements in mind: the use of Linguistic-based
methods; typology of concepts to allow proper maintenance of the ontology by allowing the dif-
ferentiation between the different modeling choices; inconsistency and incoherence prevention by
using formalities and ontology documentation to facilitate the verification of the conceptualization.
TERMINAE starts by applying a term extractor called LEXTER which offers the user a list
of possible term. This user will then need to select the relevant terms and define the possible
meanings of each one. A natural language must then be provided and translated to a formalism. If
valid, the new concept may then be inserted.
3.3.9 Text-to-Onto
Maedche and Volz [MMV01] created Text-to-Onto, a tool which uses both data mining and natural
language processing in order to help the user during the process of creating an ontology. It allows
as an input either semi-structured (HTML) or unstructured data (PDF) and applies pre-processing
techniques as a way to remove noise from texts before applying natural language techniques. The
authors affirm that this process greatly improved the process.
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Following the previous step, a text processor for the German language is applied named Saar-
bruecken Message Extraction System (SMES) which is responsible for producing syntactic struc-
tures and dependencies, followed by an analysis on these structures to identify terms. For the
creation of concepts [WLB12] it may either use a domain-oriented lexicon as opposed to other
ontology learning tools or co-occurrence analysis.
3.3.10 Text2Onto
Text2Onto [CV05] is the successor of Text-to-Onto and was created by Cimiano and Volker, the
first being the creator of the Ontology Learning Layer Cake.
The model was developed with a few issues in mind — the need to restart the ontology creation
from the start if the corpus has been changed, the limited interaction with the users when they
should be having a central role in the creation, and the fact that most tools are restricted to a certain
format by using specific ontology models. The tools solve this issues by adding a Probabilistic
Ontology Model (POM) and Data-driven Change discovery.
A POM works as a container for objects that were learned and each one has a calculated
probability which will allow the user to conclude if the object should be added to the ontology.
Each object also includes a pointer to the documents from where it came. Data-driven Change
discover is the process that allows the ontology to be updated instead of compiled from the start.
During the preprocessing task, Text2Onto uses the Gate framework for sentence detection, to-
kenization, POS-tagging and JAPE pattern rules, these are language specific rules since Text2Onto
does not have support for every language. The algorithms for the creation of concepts are Relative
Term Frequency, TF-IDF, Entropy, C/NC-value.
3.4 Summary
In this chapter we introduced the ontology learning area which is where our main goal is inserted.
Despite the improvements that have appeared in areas such as information retrieval and machine
learning, this is still a semi-automatic process. We then described the sequence of tasks during
a creation of an ontology and the different approaches and systems that are currently used in the
process. We will later analyze them so that we can design our own system to be used during the
creation of an ontology for Dendro.
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Comparison of keyword extraction
approaches
4.1 Introduction
In the previous Chapter we provided an overview of the ontology learning area, including tech-
niques and tools typically used during the semi-automatic creation of an ontology. Here we will
evaluate some state of the art Automatic Keyword Extraction (AKE) methods, namely TF-IDF
and RAKE, a promising new AKE method named Yake! and C-value which is a state of the art
method in Automatic Term Recognition (ATR). The ones that offer the best results will later be
offered as an option during the term extraction phase of the module to be developed.
We were unable to test the ontology learning systems presented in Section 3.3, due to their
unavailability.
4.2 Methods
The methods were chosen based on multiple factors. TF-IDF and C-value because they are not
only considered state of the art but are also implemented in existing state of the art ontology
learning systems, such as, Text2Onto [CV05] and OntoGain [DZP10]. Yake! [CMP+18a] because
it is a keyword extraction method that is being developed within the same institution as this project
and has also shown promising results and RAKE [RECC10] because it is one of the most well-
known and used unsupervised keyword extraction methods and will allow a fair evaluation against
Yake!. Another factor that made us consider these methods is that they are either already available
as packages for the programming languages we are using to develop our tool or will be easy to
port.
4.2.1 TF-IDF
TF-IDF is an weighting extraction method currently used by many ranking methods, that although
simple, has proved to be strong and hard to beat by more complex methods [Rob04].
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TF stands for term frequency and consists of the numbers of times a term occurs within a
document. Term frequency is given by the following formula [G+16]:




• tf(t,d) is the term frequency value, with t representing the term and d the document
• f(t) is the term frequency
• n is the number of the terms in the document
Although the term frequency of a term is a simple and efficient method of representing its
importance in a given document, common words that usually appear multiple times but are less
relevant, end up with a higher score. Certain methods like C-Value [FAM00] make use of a
stopword list during preprocessing in order to remove these kind of terms. To solve this problem
in the this context, inverse document frequency (IDF) was proposed. A word with low IDF means
that it occurs throughout multiple documents, meaning it is not relevant for the topic [LLL08].
The formula for IDF is:
id f (t,D) = log
|D|
|{d ∈ D : t ∈ d}| (4.2)
• idf(t) is the inverse document frequency of term t
• d is the number of documents that contain the term t
• D is the number of documents in the corpus
And the complete TF-IDF formula is:
t f id f (t,d,D) = t f (t,d)∗ id f (t,D) (4.3)
TF-IDF is a method that favors terms that appear multiple times but in a short number of
documents throughout the corpus. By having a high TF-IDF score, a term can be considered
relevant and used to summarize the document in which it is present [G+16].
4.2.2 C-Value
In Section 3.2 we provided an overview of both statistical and linguistic techniques used in on-
tology learning, and while the previous method (TF-IDF) is considered a statistical approach,
C-Value has both statistical and linguistic aspects, making it an hybrid approach to term extrac-
tion.
The linguistic aspect of the method consists of three steps: POS-tagging, application of a lin-
guistic filter to the corpus in order to remove unwanted terms and the use of a stoplist, which can
be altered to fit the needs of the user. It is used in order to further exclude terms that passed the
previous filter but contain either common or irrelevant words [FAM00]. The authors [FAM00]
of the method compared three filters during their work: (Noun)+Noun, (Adj | Noun)+Noun and
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((Adj|Noun)+|(Adj|Noun)*(NounPrep)?)(Adj|Noun)*)Noun. The use of these filters vary accord-
ing to the needs of the user. A closed filter such as the first will most likely present a better
precision score, while a more open filter, such as the second will provide better recall since it rec-
ognizes more terms. The authors [FAM00] also compared these three filters, in which the second
filter provided the best scores, followed by the first. Following their results, we decided to also do
our own evaluation using these two filters.
Following these three steps, the statistical component are applied. These steps are mainly
dependent on four characteristics of the terms [FAM00], namely, the total frequency of occurrence
of the candidate in the corpus, the frequency of the candidate as part of longer candidates (nested
frequency), the number of these longer candidates and the length of the candidate (in number of
words). An example of these characteristics are the terms “aerodynamic drag coefficient" and
“aerodynamic drag". The term “aerodynamic drag coefficient" has a frequency of 5, has never
appeared inside a longer term and has a length in number of words of 3. The term “aerodynamic
drag" appears only inside the term “aerodynamic drag coefficient" and has a frequency of 8. This
means that “aerodynamic drag" has a frequency of 8, 2 as the length of the term, a nested frequency
of 5 and 1 as the number of terms that contain it.
The C-Value formula based on these characteristics is [G+16]:
C− value(a) =
log2 |a| · f (a), if a is not contained in a longer termlog2 |a|( f (a)− 1P(Ta) ∑b∈Ta f (b)), otherwise (4.4)
• a is the candidate term
• f(a) is the frequency of occurrence in the corpus
• Ta is the set of terms that contain a
• f(b) is the total frequency of the term that contains a
• P(Ta) is the number of terms
The combination of both of linguistic and statistical information is said to improve the pre-
cision of the extraction. Frantzi, et al. [FAM00] have also proposed an augmented version of
C-Value, named NC-Value which adds context to the terms extracted previously in order to im-
prove their distribution in the final list, with the relevant terms moving closer to the top. Unlike
C-Value, we could not find a usable implementation of NC-Value in order to run these tests, al-
though depending on the evaluation of C-Value, it may latter be implemented in the tool.
4.2.3 RAKE
Rapid Automatic Keyword Extraction (RAKE) is an unsupervised and both domain and language
independent keyword extraction method for single documents [RECC10]. As previously stated, it
is one of the most well known keyword extraction methods.
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RAKE takes as input a stopword list, a set of phrase delimiters and a set of word delimiters
[RECC10]. Based on this input, RAKE begins the extraction of keywords by transforming the text
into a set of candidate keywords.
After identifying every candidate, a keyword is calculated based on several metrics, word
frequency (frequency(w)), word degree (degree(w)), which is, the sum of the length of all the
phrases where the word occurs and ratio between degree and frequency (degree(w)/frequency(w)).
Words that tend to appear within other longer candidates are favored by degree(w) while words
that just occur frequently, regardless of where, are favored by frequency(w). After every candidate
has a score associated, the top scoring are then extracted.
The fact that RAKE is both efficient and simple makes it suitable for large collections of
documents [RECC10].
4.2.4 Yake!
Yet Another Keyword Extractor (Yake!) is a keyword extraction method for single documents,
and like RAKE is unsupervised, meaning it does not rely on dictionaries or is trained beforehand
[CMP+18b].
This method has four main components: text preprocessing, feature extraction, individual
term weighting and candidate keywords generation [CMP+18a]. During preprocessing the text
is tokenized into terms. Then, a set of five features are considered for the terms: Casing; Word
Position; Word Frequency; Word Relatedness to Context; and Word DifSentence. Casing is related
to either words that start with capital letters or acronyms, since there is the assumption that these
words are usually more relevant. Word position is considered since there is the belief that relevant
words usually concentrate towards the beginning of a document [CMP+18b]. Word frequency is
related to the number of times a word occurs in the text. Word Relatedness to Context consists
of the number of terms that occur to either side of the candidate term, with the more terms co-
occurring with the candidate, the less relevant this last one is. The last feature, Word DifSentence,
is related to how often a word appears inside different sentences. In the next step, each feature is











Following the previous step and considering the fact that keywords may be comprised of mul-
tiple words, sequences between 1 and 3-grams will be generated where each candidate will have
a final S(kw) value assigned. In the end, the system removes similar candidates and returns a list




T F(kw)∗ (1+∑w∈kw S(w))
(4.6)
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4.3 Datasets
In order to evaluate the previous methods, four different datasets used in keyword extraction tasks
were selected. These datasets were chosen because they are made up entirely of scientific doc-
uments written in English, which is also the kind of input our tool will take. The datasets are
Fao30 [Med09, MW08] which consists of 30 agricultural documents obtained from the United
Nations Food and Agriculture Organization (FAO)1 indexed by professional indexers with terms
from Agrovoc2; the dataset that was used during SemEval20103 which contains 284 scientific
articles with keyphrases that were chosen by both readers and authors [KMKB10]; Nguyen2007
[NK07] which contains over 200 documents where each document has a length between 4-12
pages and each keyphrase from the documents were assigned by student volunteers; and finally
NLM500 which contains 500 PubMed4 documents with MeSH5 terms.
4.3.1 Datasets preparation
Apart from Nguyen2007, all datasets come in a single folder with two files for each document,
one containing the scientific paper and the other containing a list of manually assigned keywords.
This made it easy to develop a small tool in order to compare the list of keywords with the ones
extracted from each method. Nguyen2007 contained a folder for each document with another
folder inside containing the assigned keywords. This forced us to copy the files from each of these
folders to a single folder in order to match the other datasets being used.
Also, the implementation of TF-IDF that we used demanded the input files to have POS-tags
associated with each word in order to allow the extraction of keywords. To do this, we applied
a POS-tagger from a natural language processing software named Stanford CoreNLP6. Since this
software will also be used in the preprocessing phase of our tool, we will only go into detail about
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Figure 4.1: Example of the addition of POS-tags to text
4.4 Evaluation
In order to evaluate the methods previously described with these datasets we have decided to use
the same parameters as the Sem Eval 2010 task 5 competition [KMKB10].
4.4.1 Evaluation Method
The precision of each method was calculated for the top 5, 10 and 15 extracted keywords. We also
only consider a match between an extracted keyword and a manually assigned one when there is
an exact match.
The ranking was based on three metrics [Pow11]: Precision, which is defined as the number of
true positives (Tp) over the number of true positives (Tp) plus the number of false positives (Fp).
Recall, which consists of the number of true positions(Tp) over the number of true positives (Tp)
plus the number of false negatives (Fn) and F-measure which combines both precision and recall
and is the harmonic mean between these. To simplify, precision is the ratio between the correctly
extracted terms and the number of extracted terms, while recall is the ratio between the correctly
extracted terms and the number of number of correct terms in the entire collection. The formulas











For Yake!, we have used the implementation7 made available by the authors, which takes as an
input a .txt file and returns the top 20 keywords of that file [CMP+18a, CMP+18b]. For RAKE
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during their own evaluation. As for TF-IDF we have used a package9 that takes as an input a .txt
file annotated with POS tags. Both the Rake and the TF-IDF implementation allowed the option
to include the keyword file for each document in order to automatically calculate the average
precision, recall and f-score for the dataset being used. However, these calculation required some
modifications in order to fit the evaluation requirements. At last, for C-Value we used a Java based
implementation10 that makes use of the Illinois POS Tagger11 for the linguistic part and has been
previously tested on thousands of files by the creator.
4.4.3 Results
The results for the evaluation of the methods can be seen in the Tables 4.1, 4.2, 4.3 and 4.4.
The results for each dataset follow a similar pattern, in which, Yake! always has the best score
followed by each of C-Value filters, namely, (Adj|Noun)+Noun and Noun+Noun. The difference
in values between the top scoring C-Value filter and Yake! was between 1 and 3% depending on
the dataset being used.
The implementations of both Rake and TF-IDF had much lower results. Apart from SemEval,
where TF-IDF reached an average precision and recall of around 3.6%, both of them remained
under 1%.
Top 5 Top 10 Top 15
P R F-m P R F-m P R F-m
Rake 0.1 0.1 0.1 0.7 0.4 0.51 0.55 0.47 0.51
Yake! 16.8 5.57 8.37 14.55 9.72 11.65 12.62 12.6 12.61
TF-IDF 2.13 0.69 1.04 2.86 1.86 2.26 3.66 3.56 3.61
C-Value Noun+Noun 11.39 3.86 5.77 9.14 6.09 7.31 7.76 7.69 7.72
C-Value (Adj|Noun)+Noun 15.98 5.27 7.93 12.46 8.32 9.98 10.49 10.44 10.46
Table 4.1: Results for the SemEval 2010 Task 5
Top 5 Top 10 Top 15
P R F-m P R F-m P R F-m
Rake 0.1 0.1 0.1 0.19 0.26 0.22 0.19 0.41 0.26
Yake! 16.46 12.97 14.51 12.49 19.14 15.12 10.56 24.05 14.68
TF-IDF 0 0 0 0.24 0.31 0.27 0.41 0.82 0.55
C-Value Noun+Noun 10.81 8.31 9.4 7.75 11.69 7.17 6.41 14.01 8.8
C-Value (Adj|Noun)+Noun 14.45 11.55 12.84 11.2 17.26 13.58 9.03 20.26 12.49





Comparison of keyword extraction approaches
Top 5 Top 10 Top 15
P R F-m P R F-m P R F-m
Rake 0.08 0.03 0.04 0.1 0.08 0.09 0 0 0
Yake! 7.48 3.06 4.34 6.12 4.85 5.41 5.32 6.3 5.77
TF-IDF 0.52 0.18 0.27 0.74 0.51 0.61 0.8 0.84 0.82
C-Value Noun+Noun 3.08 1.12 1.64 2.36 1.73 2.0 1.97 2.14 2.05
C-Value (Adj|Noun)+Noun 3.2 1.19 1.73 2.48 1.87 2.13 2.11 2.39 2.24
Table 4.3: Results for NLM 500
Top 5 Top 10 Top 15
P R F-m P R F-m P R F-m
Rake 0 0 0 0 0 0 0 0 0
Yake! 11.33 4.43 6.37 10.33 7.76 8.86 9.11 10.53 9.77
TF-IDF 0 0 0 0 0 0 0.24 0.26 0.25
C-Value Noun+Noun 10.0 3.67 5.37 8.0 5.76 6.7 6.89 7.94 7.38
C-Value (Adj|Noun)+Noun 10.67 4.0 5.82 8.33 6.17 7.09 7.11 8.21 7.62
Table 4.4: Results for Fao 30
4.5 Summary
In this chapter we provided a more detailed explanation of some well-know keyword extraction
methods and some datasets in which those can be evaluated on. Yake! and C-Value were clearly
the best methods evaluated and due to their proximity in both precision and recall values, we have






In the previous chapter we provided a comparison between some state of the art keyword and term
extraction methods. Based on those results and pairing them with certain techniques described
in Chapter 3 we have developed a module for Dendro in which a project administrator, either a
curator or researcher, can extract concepts from existing files within the project. This is done in
order to support the curator during the creation of an ontology.
In this chapter, we will describe the different phases of the tool development while also show-
ing examples of its functionality. The tool was built based on the first steps that usually comprise
an ontology learning tool, namely, preprocessing, term and concept extraction.
5.2 Proposed solution
The current process of creating an ontology for describing datasets in Dendro is a manual process
which requires an interview between a curator and a research, after which, the curator will analyze
the research data and propose an ontology which will ultimately be validated by the researcher.
In Fig 5.1 we can see a visual representation of this process, with the addition of our proposed
module. The purpose of the tool is not to be used as a replacement for the process, but to actually
be used as an auxiliary tool through the duration of it. The tool will allow curators to not only save
time, but also offer concepts that he might have overlooked or found uninteresting at first.
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Figure 5.1: Addition of the module to the ontology creation process
A representation of the interaction between the different steps that will be explained in this
chapter can be seen in Fig 5.2.
Figure 5.2: Workflow diagram [MLS18]
5.2.1 Preprocessing
Preprocessing is not only the first task, but it is also one of the most important in ontology learning
systems. It is also very similar throughout the different tools that are currently available as seen in
Chapter 3.3.
For every task in preprocessing we use Stanford CoreNLP. The choice was based in two dif-
ferent factors: existing comparisons between different NLP toolkits, such as the the one made by
Ievgen Karlin [Kar12] in which CoreNLP was considered one of the most suitable NLP tools, and
the availability of the tool for the technologies used in the implementation.
In our work, preprocessing can be split into five different steps: tokenization, sentence parsing,
POS-tagging, lemmatization, and noun phrase extraction. We will use the sentence "The trans-
portation domain has gained significance in the context of climate change and energy savings."
[PMR+14] as an example in order to show the output from the different steps. An overview of the
example starting with the sentence already split into tokens can be seen in Fig. 5.3.
Tokenization is the process of splitting text into words. Tokenization is always required before
any type of preprocessing task [Tri13].
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POS-tagging was briefly explained in Section 3.2 and consists of applying a tag to a token
based on factors, such as its relation with adjacent words. The English tagger available in CoreNLP
makes use of the POS-tags from Penn Treebank1. Penn Treebank contains a total of 36 tags
depending on how the word shows up in the text, such as "NN" for singular nouns or "NNS"
for plural nouns. In our case, we do not make a distinction between different type of nouns or
adjectives. These tags will then define the output of the next steps.
The next step consists of reducing words to a common base form, such as, converting plural
words to singular or different verb tenses to the verb base form. In order to do this, either a
stemmer or lemmatizer may be applied. A stemmer is considered to be a more aggressive approach
to the task, since it cuts the end of words based on different rules while the lemmatizer takes into
account the morphological analysis of the word [Lar10]. In our approach we have decided to use
a lemmatizer due to the existence of one in CoreNLP.
A noun phrase is a phrase that has a noun as its head. Noun phrase extraction consists of
extracting noun phrases from each sentence. This is essential since we will use C-value which
computes a score for noun phrases based on a number of characteristics. The noun phrases we
extract have two requirements: need to contain at least one word and fit a linguistic filter. These
filters are the ones used to test C-Value and consist of Noun+Noun or (Adj|Noun)+Noun, meaning
that our terms consist of at least two words containing either all nouns or a mixture of adjectives
and nouns [FAM00]. Also, there are no limits to size of the noun phrases, meaning they can go
from a minimum of 2 to any number of words. As we can see in Fig. 5.3 there are three noun
phrases, each containing a sequence of nouns, meaning they would fit either the first or the second
filter.




To implement CoreNLP in our work we have used a library2, which is currently under de-
velopment, and facilitates the use of CoreNLP in NodeJS3. This library provides access to the
sentence splitting, tokenizer, POS-tagger and lemmatizer capabilities of CoreNLP. Based on the
output of these tasks we are able to then extract the noun phrases in each sentence.
5.2.2 Term extraction
By analyzing the results obtained in Chapter 4, we have decided to implement both Yake! and
C-Value. C-Value will be able to make use of the noun phrases extracted in the last step of the
preprocessing phase, while Yake! due to not relying on any linguistic aspect of texts, apart from
a stopword list, will only use the processed text. These term extraction methods will be further
analyzed in the context of ontology learning in Dendro on the next chapter.
Despite using an existing implementation of C-Value during the keyword extraction evalua-
tion, for our module we had to develop our own version from scratch due to the use of different
technologies. As for Yake! we were able to use the implementation4 made available by the authors.
An example of the output of this implementation can be seen in Fig 5.4.
Figure 5.4: Output of the Yake! API for a text excerpt
5.2.3 Clustering
Earlier we explained that we would only focus on the term extraction and concept learning steps
of ontology learning since the ontologies built for Dendro are lightweight and possess no rela-
tions between each of the descriptors. However, we have decided that although relations will not
be included in the ontology, they may offer a better visual representation of the concepts being






We have decided to implement a version of Agglomerative Hierarchical Clustering similar to
the one existing in OntoGain [DZP10] and the one available in an ontology learning tool built for
Swedish text [Bot15] since these have shown to provide better results than the methods used as
comparision, such as, Formal Concept Analysis (FCA) [Dry09].
Agglomerative Hierarchical Clustering (HAC) is the name given to the bottom-up approach
of hierarchical clustering [Lar10]. In a bottom-up clustering approach each item (in our case con-
cept) starts as single clusters which are then merged based on similarity until only one remains. In
order to evaluate the similarities between each pair of clusters we use the Group-average agglom-
erative clustering (GAAC), which calculates the average similarity between every concept within
the clusters being merged [Lar10].
In order to calculate the similarity between two concepts we use the Lexical Similarity method,
which is based on the following assumptions [NSA02]: terms sharing the same head are assumed
to be (in)direct hypernyms of the same concept (e.g. hybrid vehicle and electric vehicle are both
vehicles) and when we have a term that contains other, the first is considered a specialization (e.g.









On the left side we have the number of shared heads over the number of total heads in the
term. On the right, the number of matching combinations over the number of total combinations.
Table. 5.1 shows an example on Lexical Similarity calculations.
Term Combinations
1 electric vehicle electric, vehicle, electric vehicle
2 hybrid vehicle hybrid, vehicle, hybrid vehicle
3 hybrid electric vehicle
hybrid, electric, vehicle, hybrid electric,
electric vehicle, hybrid electric vehicle
LS(1,2) = 0.67; LS(1,3) = 0.83; LS(2,3) = 0.72
Table 5.1: Lexical Similarity
For the clustering task we have decided to build our approach on top of an existing implemen-
tation5. We used the basic functionalities of the package while defining our own version of the
distance calculation and also the addition of certain conditions.
5.2.4 DBpedia and LOV querying
Dendro Keywords uses DBpedia as a method to provide a meaning to a specific term by associating
a term with an existing resource on DBpedia. We chose DBpedia because it provides the content




We are currently querying DBpedia in order to associate a concept to each extracted term. But
since these concepts are usually resources and since one of our main goals is to suggest properties
as candidate descriptors, we have also decided to make queries to Linked Open Vocabularies
(LOV). Started in 2011, the Linked Open Vocabularies initiative6 is an “innovative observatory
of the semantic vocabularies ecosystem" [VAPVV17]. The goal of LOV is to facilitate the reuse
of properly documented vocabularies in the Linked Data ecosystem. LOV allows the search for
vocabularies terms, let it be classes or properties based on a certain domain. We chose LOV based
on this featured, allied with the always increasing number of vocabularies available [VAPVV17].
In order to match a term and a DBpedia resource we used a tool named DBpedia Lookup7.
This tool allows us to make a REST query to DBPedia with a term in order to obtain a label, URI
and description for a resource matching that term. An example of the output of the query for the
term "machine learning" can be seen in Fig 5.5.
Figure 5.5: Output of a DBpedia Lookup query for the term machine learning
The only problem that we found when using the DBpedia Lookup is the absence of order in
the results, which means that even if one of the results is an exact match against our search term it
may appear on the bottom. In order to solve this, we have decided to compute the Dice coefficient
between the search term and the label of each result in order to return the most similar. The Dice
coefficient is a statistical method used to compare the similarity between two strings [DSM99].
This method has shown good results since the DBpedia label is often very similar to our search
term.
In order to make our queries to LOV we have used their own API8 which allows us to search
for a term, while defining the type of output we want, in our case, property. An example of a query






Figure 5.6: Excerpt of the output from a LOV query for the term "vehicle"
5.3 System Architecture
Based on the described solution we have developed a module for Dendro. This module is both
available as an application programming interface (API) and built in on Dendro within the project
administration page.
5.3.1 API documentation
Despite our main goal always being to provide a user interface for Dendro Keywords, we have first
developed it as an API, as in the future it can enable seamless interaction with external systems.
There are currently 6 methods available in the API which can be seen Table 5.2.
Method Route Definition
POST /keywords/processextract Preprocess documents and extract terms
POST /keywords/preprocessing Preprocess documents
POST /keywords/termextraction Extract terms from processed documents
POST /keywords/clustering Applies the agglomerative hierarchical clustering
POST /keywords/dbpedialookup Search for concepts in DBpedia based on terms
POST /keywords/lovproperties Search for properties in LOV based on terms
Table 5.2: Available API methods
Preprocessing method
Receives in the request body the text of the document it is supposed to process and returns the







3 {text: "Urban and suburban centers rely upon their
transportation..."},






2 text: "Urban and suburban center rely upon they transportation..."
,
3 result:[
4 {word: "Urban", pos: "NNP", lemma: "Urban"},
5 {word2: "suburban":, pos: "JJ", lemma: "suburban"}
6 ],
7 nounphraselist: ["suburban center", "electric bus"]
8 }
Term extraction method
Depending on the chosen extracted method, it receives either the processed text (Yake!) or both
the processed text and list of nounphrases (C-Value). This is due to Yake! not relying on any




3 text: "Urban and suburban center rely upon they transportation..."
,







3 {word: "suburban center", score: 21},









3 {word: "suburban center", score: 21},
4 {word: "electric bus", score: 14}
















Preprocess and extract method
Combines both of the Preprocessing and Term extraction methods by taking as input the extraction





4 {text: "Urban and suburban centers rely upon their
transportation..."},







3 {word: "hybrid vehicle", score: 54},








3 {word: "hybrid vehicle", score: 54},








3 {searchterm: "hybrid vehicle", dbpedialabel: "Hybrid vehicle",
dbpediauri: "http://dbpedia.org/resource/Hybrid_vehicle",
dbpediadescription: "A hybrid vehicle is a vehicle that
uses two or more distinct power sources to move the vehicle
."},
4 {searchterm: "aerodynamic drag", dbpedialabel: "Aerodynamic
drag", dbpediauri: "http://dbpedia.org/resource/
Aerodynamic_drag", dbpediadescription: "Aerodynamic drag
is the fluid drag force that acts on any moving solid








3 {word: "altitude", score: 45},






3 {searchterm: "altitude", lovvocabulary: "dbpedia-owl", lovuri:
"http://dbpedia.org/ontology/altitude", lovlabel:"altitude"
},








Based on the previous API methods and the need to offer the curator/researcher a visual represen-
tation of the process we have developed an interface that was placed in the administration page
of the project, meaning that only users with permissions may access it. It includes five different
screens, each related to a step of the process: file selection, term and concept extraction, clustering
and property selection.
The first, which can be seen in Fig 5.7, offers an overview of the files available in the project.
In this area the user may choose the files that will be sent for preprocessing and term extraction.
Figure 5.7: List of files within the project
After pressing the "Continue" button, the user is taken to the next step, in which, every ex-
tracted term is ranked by score, however this score is hidden from the user. Like the previous step,
the user may now select the terms to be used in the DBpedia query. The selection may range from
one to every term available. An example can be seen in Fig 5.8.
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Figure 5.8: List of extracted terms ordered by score
The user will probably not find every wanted term in the previous list, so we have added an
input box, which can be seen in Fig 5.9. This box allows the user to add terms that did not appear
in the list, but he may consider either important or has doubts and wants to find more information
about them. These added terms will then be added to the top of the term list and are automatically
selected for the next step.
Figure 5.9: Input box for the addition of new search terms
The Cluster interface can be seen in Fig. 5.10 and allows the user to see the terms aggregated
by lexical similarity as opposed to the extraction method score like as in Fig. 5.8. In this interface




Figure 5.10: Example of clustering in Vehicle Simulation
After pressing "Continue" in the term extraction interface, DBpedia is consulted with the pre-
viously selected terms and then the user is taken to the output of this query, which can be seen in
Fig 5.11. As expected we cannot always find a definition for a term in DBpedia, since in some
cases the term used during the search is too specific. These concepts allow the curator, which is
typically not an expert in the scientific domain of the data being described, to have an idea of what
most of these domain terms mean and with that make a decision on their importance in the context
of the domain. Based on the output and like the previous steps, the curator can selected which
terms/concepts will have a descriptor presented.
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Figure 5.11: DBpedia Label, uri and description for the terms selected
The last view can be seen in Fig 5.12. This interface shows an overview of the descriptor
proposed by LOV for the terms used. These results also contain the vocabulary and the URI for it
in case the curator wants to know more about it. Even if these descriptors are considered to be too
generic, they may still be used as a starting point to create a more specific descriptor that fits the
domain being analyzed.




In this chapter we provided an overview of the methods used and their relation in the tool devel-
oped. We showed how Dendro Keywords should work when used either as an API or from within
the project administration page. We have also shown examples for each task, instantiating the





We have decided to evaluate Dendro Keywords in two ways. First we compared the output of our
tool against the descriptors from the ontologies that were developed by the curators working on
Dendro. These descriptors were also validated by researchers working on those specific domains.
Then we conducted a user study with the same curators who were asked to use Dendro Keywords.
6.2 Evaluation scenario
Currently, there is not a general consensus on how an ontology should be evaluated and therefore
the evaluation of an automatically generated ontology is a difficult task [Dry09].
In our case we will focus on two evaluation approaches [DS08]: automatic comparison with
gold standard ontologies and manual evaluation. A gold standard is usually the best possible test
for certain conditions and in our case a gold standard is an ontology that contains descriptors that
have been previously validated by a domain expert.
In a manual evaluation the results are presented to a human expert, who will then judge them
based on his knowledge. This approach has the possible disadvantage of being both time consum-
ing or not having experts available.
6.2.1 Gold standard based evaluation
The metrics typically used to compare a created ontology with a gold standard are usually precision
and recall as it was used in Chapter 4, yet there are systems that during their evaluation either used
just precision [Dry09] or recall [Kva07].
In our case we have decided to analyze both precision and recall considering two comparison
scenarios: 1. exact match between our result and a descriptor from the gold standard ontology and
2.‘if either our result or the descriptor contain each other (e.g. the ground-truth contains “Vehicle"
but we only return “electric vehicle").
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We decided to use the second comparison approach to cope with two issues: one is the de-
scriptor possibly being too specific which would end in a lower number of matches and the other
is that we only extract multi-worded terms causing descriptors which contain only one word to
never find a match. As an example we have a descriptor on one of our gold standard ontologies
named "vehicle", using C-Value we would not be able to find an exact match for it, but we were
able to return similar terms such as "hybrid vehicle" or "electric vehicle". Using this approach we
would now have a match.
For our gold standard evaluation we have used ontologies from three different domains from
two curators that currently work on Dendro. From one of the curators a Vehicle Simulation ontol-
ogy [CPA+15] and from the other a Sustainable Chemistry and Photovoltaic Application ontolo-
gies. In order to extract concepts from our tool to match against the gold standard we have used
the same documents they used when manually creating those ontologies.
Also, in the case of the last two ontologies we have used documents provided by the re-
searchers in the field that, for time constraints, were not considered by the curators to see how
much the output would change. In total we have used 5 files for Vehicle Simulation, 3 and 13 for
Photovoltaic Application and lastly 3 and 16 for Sustainable Chemistry. The reduced number of
available papers add to the complexity of the task in hand, but only serves to highlight the hard task
of the curators who face these situations everyday, and the importance of the proposed solution
in assisting their work. Thus, we decided it would be good to do our evaluation using the same
materials as the people that will benefit the most from this tool.
We have built Precision-recall curves for both exact match and partial match for the output of
C-Value using the Noun+Noun and (Adj|Noun)+Noun filters and Yake!. We also created curves
for the DBpedia and LOV results when using the terms extracted with those methods as query
parameters. In order to simply the references to the C-Value filters we have decided to use the
term CValueNN for the Noun+Noun filter and CValueJJ for the (Adj|Noun)+Noun filter. NN are
the initials of the words in the filter, while JJ is related to the POS-tag of an adjective. We should
also take into account that the values of X and Y in these curves may vary.
After, we did a comparison similar to the one made in Chapter 4, for which we calculated both
precision and recall for the top terms extracted in each method.
Vehicle simulation
The Vehicle Simulation ontology contains a total of 12 descriptors [CPA+15]. The results for this
first case can seen in Fig. 6.1. The first row shows the results related to the extraction of terms
with the terms tested in Section 4, Yake! retrieved a total of 150 terms, or 125 when considering
duplicate removal, while having no term with an exact match and only 2 matches where the terms
searched either contain or are contained in the results ("contain" matches). CValueNN retrieved
a total of 281 terms with 8 having an exact match and 10 in contain. CValueJJ retrieved 398 and
had an exact match on 10 terms and 11 on the contain approach reaching a recall of 92%.
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On the second row we have DBpedia, again we have no exact match using Yake! and got 3
and 4 exact matches with CValueNN and CValueJJ respectively. Using contain we have 1 with
Yake!, 6 and then 7 reaching a maximum of 58% in recall.
Using LOV and considering an exact match every method got 1 match, which was the descrip-
tor "vehicle". On contain, Yake! got 4 matches and the C-Value filters got 6, resulting in a 50%
recall.
Looking at these curves, we can see that Yake! shows very low results, while the (Adj|Noun)+Noun
filter of C-Value allowed us to find 92% of the descriptors. Regardless of the methods used, our
precision hovered around 4%.
Figure 6.1: Precision vs recall graphs for Vehicle Simulation
Sustainable Chemistry
This ontology contains a total of 52 descriptors. We started by doing our evaluation using only the
same 3 files as the curator.
The results for these tests can be seen in Fig. 6.2. Using exact match we were only able to
find 1 exact match with Yake! and it was during the comparison with extracted terms, using the
other methods we were able to find a maximum of 6 with CValueJJ. In this case we had no exact
match when using LOV and this has to do with the fact that the available descriptors in LOV are
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very generic [MLS18], while here, we are working with more specific terms, which will result in
poor exact match in most cases.
When using contain we were able to find more matches, Yake! improved in every situation,
with the best results when comparing with the terms, having a match on 16, which results in around
31% of all descriptors. As expected the best results were shown by CValueJJ with a match on 22
descriptors, which amounts to 42%. The LOV results came close with CValueNN filter reaching
40% of the results and the CValueJJ 38%.
Figure 6.2: Precision vs recall graphs for Sustainable Chemistry using 3 files
We decided to use a bigger sample, containing 16 documents in order to see how much the
results could change by using more documents during the term extraction phase. These results
can be seen in Fig. 6.3. As expected, the precision decreased due to the much bigger amount of
extracted terms (the number of terms extracted with CValueNN increased from 129 to 888, Yake!
from 64 to 322 and CValueJJ from 194 to 1450).
In this case we also did not find any exact match with LOV descriptors. Considering DBpedia,
the results were also poor, with Yake! not having a single match, followed by CValueNN with 1
and CValueJJ with 2.
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Moving from 3 to 16 files, we found the biggest improvements were when comparing terms
and LOV properties using the contain approach, we were able to see an increase of around 20% in
matches.
Figure 6.3: Precision vs recall graphs for Sustainable Chemistry using 16 files
Photovoltaic Application
The Photovoltaic Application is the last of the 3 domains being analyzed and its ontology contains
44 descriptors. This ontology followed the same manual creation methods as the previous, being
built based on 3 documents. Our results based on these documents can be seen in Fig. 6.4.
Again, the results for Yake! were somewhat poor, apart from the contain comparison with the
terms where it got 8 matches (18%), it was only able to find 1 exact match, also when using terms
and 1 match with DBpedia when using contain.
Regarding the C-Value filters, CValueJJ was able to provide better results, getting a recall of
41% against the 32% from CValueNN. It was also the only method that was able to get an exact
match when using LOV descriptors. Regarding the other approaches CValueJJ and CValueNN
results were similar, but the first always offered extra matches.
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Figure 6.4: Precision vs recall graphs for Photovoltaic Application when using 3 files
Similar to what happened in the Sustainable Chemistry case, we are able to observe a decrease
in precision, while also observing an increase in recall due to the increase in the number of files
used in the evaluation and the terms extracted.
The results of the Photovoltaic Application case with 13 files can be seen in Fig. 6.5.
Surprisingly, we were able to observe Yake! providing better results than CValueJJ, even if
only slightly. When using an exact match between the descriptor and the Yake! terms we were
only able to find a match in 3 terms, while CValueNN had 9 and CValueJJ had 11. Yet, when using
contain, Yake! obtained a match in 21, against 18 and 21 by the others. This resulted in a recall
value of 42%. Using contain, Yake! was also able to match the results of CValueNN when using
DBpedia.
The best results in this case were obtained when using C-Value. CValueNN reached a recall
of 55% and CValueJJ 61%.
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Figure 6.5: Precision vs recall graphs for Photovoltaic Application when using 13 files
Method comparison using top terms
The previous evaluation was done using every possible candidate term, so for this case, and as seen
in the evaluation present in Chapter 4, we have decided to only use the top terms extracted. By
using the same quantity of terms in each case we allow a more fair evaluation since the methods
will be evaluated using the same conditions, unlike the previous case where C-Value extracted a
much bigger quantity of terms than Yake!. We calculated precision and recall for the top 5,10,15
and 30 results.
For Vehicle Simulation the results can be seen in Table 6.1. When using the top terms extracted
in each method we were only able to obtain 1 exact match and it was when we extracted the top 30
terms with each linguistic filter of C-Value. Using the contain approach we were also only able to
extract 1 term with Yake!. The best scores we reached were 20% precision using the top 5 terms
extracted and a maximum of 25% recall, which is equal to 3 terms extracted in 30.
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Top 5 Top 10 Top 15 Top 30
P R P R P R P R
Yake! exact match 0 0 0 0 0 0 0 0
Yake! contain match 0 0 0 0 0 0 3.33 8.33
C-ValueNN exact match 0 0 0 0 0 0 3.33 8.33
C-ValueNN contain match 20 8.33 10 8.33 6.67 8.33 6.67 16.67
C-ValueJJ exact match 0 0 0 0 0 0 3.33 8.33
C-ValueJJ contain match 20 8.33 10 8.33 6.67 8.33 10 25
Table 6.1: Top terms extracted for Vehicle Simulation
The results for Sustainable Chemistry when using 3 files can be seen in Table 6.2. Using the
exact match we were only able to find 1 result and it was when using C-ValueJJ. When using
contain we were able to reach a precision of 100% for the top 5 terms using both C-Value filters,
as for the top 30 terms, the precision was 30% and recall 17.31% which is equal to 9 terms out of
30.
Top 5 Top 10 Top 15 Top 30
P R P R P R P R
Yake! exact 0 0 0 0 0 0 0 0
Yake! contain 0 0 10 1.92 13.33 3.85 6.67 3.85
C-ValueNN exact 0 0 0 0 0 0 0 0
C-ValueNN contain 100 9.62 80 15.38 53.33 15.38 26.67 15.38
C-ValueJJ exact 0 0 0 0 0 0 3.33 1.92
C-ValueJJ contain 100 9.62 80 15.38 53.33 15.38 30 17.31
Table 6.2: Top terms extracted for Sustainable chemistry when using 3 files
The results for Sustainable Chemistry when using 16 files can be seen in Table 6.3. In this case
we were able to extract 1 term for every method when using an exact match. When using contain,
our best precision was reached when extracting the top 15 terms, for which 8 had a match and as
for recall the best result was 17.31%, obtained when extracting the top 30 terms.
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Top 5 Top 10 Top 15 Top 30
P R P R P R P R
Yake! exact 0 0 0 0 0 0 3.33 1.92
Yake! contain 0 0 0 0 0 0 13.33 7.69
C-ValueNN exact 20 1.92 10 1.92 6.67 1.92 3.33 1.92
C-ValueNN contain 20 1.92 40 7.69 53.33 15.38 30 17.31
C-ValueJJ exact 20 1.92 10 1.92 6.67 1.92 3.33 1.92
C-ValueJJ contain 20 1.92 40 7.69 53.33 15.38 30 17.31
Table 6.3: Top terms extracted for Sustainable chemistry when using 16 files
The results for Photovoltaic Application when using 3 files can be seen in Table 6.4. When
using an exact match we were able to reach a maximum of 20% precision when using the top 15
terms and 11.36% recall when using the top 30. When using contain, our best values were also in
this conditions but now the precision was 33.33% and recall 13.64 %.
Top 5 Top 10 Top 15 Top 30
P P R P R P R
Yake! exact 0 0 0 0 6.67 2.27 3.33 2.27
Yake! contain 0 0 0 0 20 6.82 20 13.64
C-ValueNN exact 0 0 10 2.27 20 6.82 13.33 9.09
C-ValueNN contain 20 2.27 30 6.82 33.33 11.36 20 13.64
C-ValueJJ exact 0 0 20 4.55 20 6.82 16.67 11.36
C-ValueJJ contain 20 2.27 30 6.82 33.33 11.36 20 13.64
Table 6.4: Top terms extracted for Photovoltaic Application when using 3 files
The results for Photovoltaic Application when using 13 files can be seen in Table 6.5. Apart
from Yake! which had its recall drop from 13.64% to 4.55% in the final comparison, the results
were similar to the ones obtained in the previous case. The biggest changes were the extraction
of one more relevant term when using the top 5 terms, which allowed the precision to reach 40%




Top 5 Top 10 Top 15 Top 30
P P R P R P R
Yake! exact 0 0 0 0 6.67 2.27 3.33 2.27
Yake! contain 0 0 0 0 13.33 4.55 6.67 4.55
C-ValueNN exact 20 2.27 10 2.27 13.33 4.55 6.67 4.55
C-ValueNN contain 40 4.55 20 4.55 26.67 9.09 20 13.64
C-ValueJJ exact 20 2.27 10 2.27 13.33 4.55 10 6.82
C-ValueJJ contain 40 4.55 20 4.55 20 6.82 23.33 15.91
Table 6.5: Top terms extracted for Photovoltaic Application when using 13 files
6.2.2 Manual evaluation
The objective of this tool is not to provide a finished ontology but actually to help the curator during
that process. It helps curators find concepts that may help them reach the final set of descriptors
before validating with the domain expert. Fig. 6.6 shows a concept map built by the creator of
the Vehicle Simulation ontology during the creation process. We can see that the map contains
more concepts than final descriptors (12), which puts the results of this work into perspective and
highlights the complexity of the task at hand.
In this case the manual evaluation has two main objectives: to show that the tool provides
concepts useful for the creator during the ontology development process and also to show how it
enhances their work, either by reducing the time they spent on this task, helping them find concepts
they overlooked, among others.





In order to do the manual evaluation, we have selected three different documents from the same
domain [CKVO15, TP05, ASEH15] by using the query term “sugar" in Open Knowledge Maps1.
We have only chosen three since the curators have said it is the usual amount of documents they
analyze during the creation process. Using these documents, the curators prepared their own list
of concept.
After their list was completed, we provided a walk through of the different phases of the tool.
After they were familiarized with how the tool worked, we asked them to follow the different
phases while answering to a questionnaire we previously prepared. This questionnaire had two
questions they could answer before starting the process since these were related to their experience
in the area. These questions were followed by questions regarding the different steps of the tool
and, at the end, a section regarding possible relevant changes and how this tool could affect the
way they work. In every question we used a 1 to 5 scale, 1 being strongly disagree and 5 strongly
agree. An example of the questionnaire can be seen in Appendix B.
Questionnaire
We started by asking the curators about their experience with ontologies and also their experi-
ence with ontology learning tools. One of the curators selected very experienced, while the other
selected average experience. Regarding ontology learning tools, none of them had any previous
experience with these type of tools, apart from protégé 2 which is an ontology editor.
Curators then had to answer questions regarding usability. The overall process lasted 17 min-
utes for the first curator and 22 minutes for the second.
Fig. 6.7 shows the first questions, which are related to the term extraction phase. When
asked if the presented terms were relevant for the domain, one curator said agree while the other
said highly agree. When asked if the presented terms were the terms they expected from reading
the documents beforehand both answered highly agree. In the end they were asked about the
quantity and quality, both said the quantity was good, however one disagreed regarding the quality
since although the curator stated that the terms were relevant for the domain, the curator was also
expecting other type of terms, for example, "food" instead of different ingredients or "instrument"





Figure 6.7: Questions related to term extraction
We then asked them to use clustering as a mean to visualize the different terms available and
compare it to the list where terms were ordered by the extraction method score. One curator
said the clustering helped while the other said it highly helped, but when asked which one they
preferred both said the "Term List" interface. After being asked why, they stated that it was more
visually appealing and since they had already used the normal list, it would not make sense to see
the same terms again as groups.
We also asked them to rate both DBpedia concepts and LOV properties based on their quality
and quantity. These results can be seen in Fig. 6.8. Both curators thought the quantity of the
results provided was good, yet they were much more inclined to the properties provided by LOV,
as expected since their main goal is to provide descriptors.
Figure 6.8: Questions related to DBpedia and LOV
After these questions, we asked them in which do they think this tool would be useful in their
work. Both said that it would be very useful as a complement since it would allow the retrieval of
concepts from multiple documents while the curator would only have to read a sample of them to
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familiarize with the domain before speaking with the domain expert. By using the LOV feature it
would also allow them to quickly check if concepts are already present in other ontologies.
Another question was which phases of the tool would the curator use more. Both curators said
that the extraction of the LOV properties were the most important phase for them, while in second,
one of the curators placed the term extraction and the other the DBpedia concepts. Both curators
placed the lowest points in the clustering interface.
We followed this question by asking if the process was easy to achieve, and if it was not,
what was the problem. The curator that answered that is was average, stated that the provided
concepts were either too specific or incomplete and the way the process is currently done requires
the curator to read about the context of the domain. The other curator although answering that the
process was easy to achieve provided the same statement. The curator added that the interface of
the tool is intuitive, however due to the nature of the extracted concepts, and without additional
context, the curator would probably feel difficulties while defining the descriptors.
The last set of questions were related to possible relevant changes that could be implemented
in each phase. Regarding the term extraction, curators would prefer less descriptors, while also
being more generic, however they understand that for the extraction methods to work better it
would require a much bigger sample of documents. They said clustering is interesting since it
would allow the curator to have a much faster perception of the concepts available since the curator
would not have to evaluate each one individually. Regarding DBpedia and LOV, they believe that
terms without a match should be hidden instead of still appearing on the list. It would also be
interesting for the curator to have feedback about the presence of similar descriptors to the wanted
concept.
The last question of the questionnaire was about improvements to the overall process. Both of
the curators answered similarly. They believe context should be extracted for each concept. For
example, in a case where the curator finds a concept pertinent, he could select it and the tool would
provide either one or multiple sentences containing that same concept in the corpus. This would
provide sufficient knowledge for the curator to define a concept while not forcing him to read most
of the domain documents.
6.3 Summary
In this chapter we provided an overview on some evaluation methods for ontology learning while
also doing our own evaluation for the tool we proposed. When comparing with the Vehicle Sim-
ulation we were able to reach over 90% recall, while for the other cases we were able to pass the
60% mark. There are multiple reasons as to why our precision may be small, such as the number
of documents used for testing, or the type of descriptors that the ontology contains. The ones
available on Sustainable Chemistry and Photovoltaic Application were very specific most of of
the times which we can observe in the gap in recall against vehicle simulation. Also, the work of
the curator in these domains is based on deductions unlike in the first case, where the important
concepts were explicit in the corpus. By reading the text if the curator finds, for example, 30°C,
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the curator will know that it may be related to the descriptor "room temperature". The curators
that did the manual evaluation of the tool were very satisfied with it and believe a tool like this
would be a good addition to their workflow.
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Chapter 7
Conclusions and Future Work
7.1 Summary
In this dissertation we have shown the importance of research data management and how metadata
is at the center of data management. The process of creating an ontology can be very time and
resource consuming and not every research team has a person specialized in these aspects. In or-
der to tackle these problems, the main objective of this dissertation was to provide a tool that will
help the curator and/or researcher during the ontology creation process. By evaluating different
methods used in the ontology learning area we have developed Dendro Keywords, a module de-
signed to assist data curators in the process of creating an ontology for data description in Dendro
by providing the user with concepts and possible descriptors related with the documents of the
project. We believe our system is a capable solution and will be a helpful addition that will allow
users to work more efficiently.
In order to achieve this solution we started by evaluating different keyword extraction methods.
We then decided to ally the methods with the best results with the power of DBpedia and LOV in
order to draw information from some of the largest resource and vocabulary databases and use it
in Dendro Keywords.
We decided to use both an automatic and a manual evaluation to assess the improvements
introduced by the new Dendro module. Although the precision was not great, we were able to
provide the user with a good quantity of concepts. The user study conducted done during the
manual evaluation also showed how this work can be important in their workflow.
When compared to the tools described in Chapter 3 we offer some advantages. The use of
DBpedia in order to find resources and the use of LOV to get a starting descriptor are some ad-
vantages. Our biggest advantage is providing a web based tool for ontology learning. A tool like
text2onto not only possesses an outdated interface, but it also forces the user to install multiple
software dependencies, such as a specific GATE or WordNet version.
In short, the proposed work was implemented and provides a good addition to researchers and
curators.
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7.2 Future work
Future work on this tool should start by experimenting with more recent techniques for term ex-
traction. The latest ontology learning systems are starting to make use of more advanced machine
learning techniques such as deep learning.
Another feature that we have in mind for future work is the addition of an option to download
the output of the tool as an extension, such as, OWL in order to be able to continue the ontology
development in other tools such as Protegé.
Currently, when the user closes the module the progress from the different tasks is lost. A
good addition for the tool would be the option to save the current state. This option would not
only allow the user to continue the build process later, but also be able to build on top of existing
results if new documents are added to the project.
Although unlikely, a standalone application would be a good addition. It would allow the use
of programming languages that have better support for information retrieval and machine learning
tasks.
Integrate directly into Dendro as a way to help finding existing descriptors that are relevant to
the description of each resource in the project, thus reducing the creation of duplicate descriptors.
Lastly, the addition of the suggestion made by the curators. The inclusion of context to the
extracted terms would allow curators to save time by not having to read most of the domain doc-
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The descriptors for the Vehicle Simulation ontology and an example of the output generated from
the different term extraction methods is presented. The descriptors are present in Table A.1 and
the different outputs for the top 10 terms extracted using each method can be seen in Table A.2.
Descriptors
Aerodynamic drag coefficient Gear ratio
Tire radius Air density
Vehicle mass Driving cycle
Vehicle model Vehicle frontal area
Vehicle Road surface coefficient
Controller efficiency Gravitational acceleration
Table A.1: Vehicle Simulation descriptors
Terms extracted
YAKE! C-ValueNN C-ValueJJ
porto deborah perrotta deborah perrotta
centro electric vehicle electric vehicle
euro working kinetic energy kinetic energy
working group behavioral sciences behavioral sciences
performance bus stop electric bus powertrain
deborah perrottaa electric bus powertrain bus stop
universidade battery pack battery pack
behavioral bus powertrain resistance force
authors resistance force bus powertrain
informatics engineering energy consumption energy consumption






Here, the questionnaire made to curators is presented.
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