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Summary. Membrane computing (known as P systems) is a class of distributed parallel
computing models, this paper presents a novel algorithm under membrane computing
for solving the data clustering problem, called as membrane clustering algorithm. The
clustering algorithm is based on a tissue-like P system with a loop structure of cells.
The objects of the cells express the candidate cluster centers and are evolved by the
evolution rules. Based on the loop membrane structure, the communication rules realize
a local neighborhood topology, which helps the co-evolution of the objects and improves
the diversity of objects in the system. The tissue-like P system can eectively search
for the optimal clustering partition with the help of its parallel computing advantage.
The proposed clustering algorithm is evaluated on four articial data sets and six real-life
data sets. Experimental results show that the proposed clustering algorithm is superior or
competitive to classical k-means algorithm and several evolutionary clustering algorithms
recently reported in the literature.
1 Introduction
Data clustering is a fundamental conceptual problem in data mining, which de-
scribes the process of grouping data into classes or clusters such that the data in
each cluster share a high degree of similarity while being very dissimilar to data
from other clusters [1]. Over the past years, a large number of clustering algorithms
have been proposed [2, 3, 4], which can be divided roughly as two categories: hi-
erarchical and partitional. Hierarchical clustering proceeds successively by either
merging smaller clusters into larger ones or by splitting larger clusters. Partitional
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clustering attempts to directly decompose a data set into several disjointed clusters
based on similarity measure, for example, mean square error (MSE). Clustering
algorithms have been used in a wide variety of areas, such as pattern recognition,
machine learning, image processing, web mining [5, 6]. In the present study, the
classical k-means algorithm [7, 8] has received wide attention because of the fol-
lowing two reasons: (i) k-means has been recently elected and listed among the
top most inuential data mining algorithms [9]; (ii) it is at the same time very
simple and quite scalable, as it has linear asymptotic running time with respect
to any variable of the problem. However, k-means is sensitive to the initial cluster
centers and easy to get stuck at the local optimal solutions. Moreover, k-means
takes large time cost to nd the global optimal solution when the number of data
points is large.
In recent years, some evolutionary algorithms have been introduced to over-
come the shortcomings of k-means algorithm because of their global optimization
capability. Several genetic algorithms (GA)-based clustering algorithms were pro-
posed, which used the two dierent methods to express the clustering solutions
respectively. The rst method uses the chromosome directly to encode the cluster
number that each data point belongs to [27, 28]. However, this method does not
reduce the size of the search space and searching cost of the optimal solution when
the data points proliferate. Another method uses a relatively indirect representa-
tion, in which the chromosome encodes the cluster centers and each data is sub-
sequently assigned to the closest cluster center [10, 11, 12, 13, 14]. However, most
of GA-based clustering algorithms can suer from the degeneracy when numerous
chromosomes represent the same solution. The degeneracy can lead to inecient
coverage of the search space as the same congurations of clusters are repeatedly
explored. It is for this reason that some researchers developed the particle swarm
optimization (PSO)-based or ant colony optimization (ACO)-based clustering al-
gorithms. Kao et al. have proposed a hybrid technique based on combining the
k-means and PSO for cluster analysis [15]. Shelokar et al. have introduced an evo-
lutionary algorithm based on ACO for clustering problem [16]. Niknam et al. have
presented a hybrid evolutionary optimization algorithm based on the combination
of PSO and ACO for solving the clustering problem [17].
Membrane computing initiated by Paun [18] in 1998, is inspired by the struc-
ture and functioning of living cells as well as the interaction of living cells in tissues,
organs or neural nets. Membrane computing is a novel class of distributed parallel
computing models, and also known as P systems. The computing models usu-
ally have three key elements: membrane structure, multisets of objects and rules
[19]. Generally, the multisets of objects are placed in compartments surrounded
by membranes and evolved by some given rules. In recent years, a large number
of variants have been proposed [20, 21, 22, 23]. These eorts have addressed the
parallel computing advantage of P systems as well as the high eectiveness of
solving a variety of dicult problems, especially, P systems can solve a number of
NP-hard problems in linear or polynomial time complexity [24]. Moreover, mem-
brane algorithms, as a variant of P systems, have demonstrated a powerful global
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optimization performance [25, 26]. This paper focuses on application of membrane
computing to data clustering. Our motivation is applying the specially designed
elements and inherent mechanisms of P systems to achieve a novel clustering al-
gorithm, called membrane clustering algorithm in this paper.
The rest of this paper is organized as follows. Section 2 gives a brief outline of
tissue-like P systems. The proposed membrane clustering algorithm is presented in
Section 3, and experimental results and analysis are provided in Section 4. Finally,
Section 5 draws the conclusions.
2 Tissue-like P systems
The P systems rst proposed are cell-like P systems in which the membranes
are arranged as a rooted tree [18, 19], where the root expresses the skin of the
cells (the outermost membrane) and the leafs represent elementary membranes
(which do not contain any other membrane). Its biological inspiration is from the
morphology of the cells, where small vesicles are surrounded by the large vesicles.
For tissue-like P systems, tree-like structure is changed as a general graph. It is
from the two biological inspirations: intercellular communication and collaboration
between neurons. The intercellular communication is based on symport/antiport
rules, which are introduced as the communication rules of tissue-like P systems.
In symport rules, objects cooperate to traverse a membrane together in the same
direction, whereas in the case of antiport rules, objects residing at both sides of
the membrane cross it simultaneously but in opposite directions.
Formally, a tissue-like P system (of degree q > 0) with symport/antiport rules
is a construct
 = (O;w1; : : : ; wq; R1; : : : ; Rq; R
0; i0) (1)
where
(1) O is a nite alphabet, whose symbols are called objects;
(2) wi(1  i  q) is nite set of strings over O, which represents multiset of objects
initially present in cell i;
(3) Ri(1  i  q) is nite set of evolution rules in cell i;
(4) R0 is nite set of communication rules of the form (i; u=v; j), which represents
communication rule between cell i and cell j, i 6= j, i; j = 1; 2; : : : ; q, u; v 2 O;
(5) i0 indicates the output region of the system.
From membrane structure, a tissue-like P system can be viewed as a net im-
plicitly, which consists of the q cells labeled by 1; 2; : : : ; q respectively. Here, each
cell is an elementary membrane. Usually, the environment is labeled by 0. The
communication rule of the form (i; u=v; j) indirectly indicates synaptic connection
between cell i and cell j. The communication rules determine a virtual graph,
where the nodes are the cells and the edges indicate if it is possible for pairs of
cells to communicate directly. The net structure provides the exibility of express-
ing the needed structures from simple to complex when we deal with real-world
problems.
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In tissue-like P systems, multisets of objects of the q cells are described by
w1; w1; : : : ; wq. Suppose any multiset of objects over O is available in the environ-
ment.
Generally speaking, a tissue-like P system includes the rules of two types:
evolution rules and communication rules. Each cell usually contains one or more
evolution rules, while a communication rule is built between two dierent cells. In
above denition, Ri(1  i  q) is nite set of evolution rules in cell i, whose rule
is of the form u ! v; u; v 2 O. The application of the rule means that u will be
evolved to v. In most of the existing tissue-like P systems and variants, evolution
rule of the form is based on string of objects. However, when we apply it to solve
real-world problem, we should design the corresponding evolution rules according
to domain knowledge of the real-world problem. The communication rule of the
form (i; u=v; j) is called as antiport rule. The communication rule (i; u=v; j) can
be applied over two cells labeled by i and j when u is contained in cell i and v
is contained in cell j. The application of this rule means that the objects of the
multisets represented by u and v are interchanged between the two cells. Note
that if either i = 0 or j = 0 then the objects are interchanged between a cell
and the environment. If one of u or v in above rule is empty, the rule is called as
symport rule, for example, (i; u=; j). The application of the rule means that u
will be communicated form cell i to cell j.
In tissue-like P systems, as usual in the framework of membrane computing,
every cell as a computing unit works in a maximally parallel way (a universal clock
is considered here). In a computing step, each object in a cell can only be used
for one rule (non-deterministically chosen when there are several possibilities), but
any object which can participate in a rule of any form must do it, i.e, in each step
we can apply a maximal set of rules.
A computation in a tissue-like P system of degree d is a sequence of steps which
start with the cells 1; : : : ; q containing the multisets w1; : : : ; wq and where, in each
step, one or more rules are applied to the current multisets of symbol objects. A
computation is successful if and only if it halts. When it halts, it produces a nal
result in output cell.
3 The proposed membrane clustering algorithm
In this section, we will present in detail the developed membrane clustering algo-
rithm, a novel clustering algorithm under the framework of membrane computing,
which is based on a tissue-like P system with a loop structure of cells. As usual,
the designed tissue-like P system consists of several cells, each of which contains
a object or multiple objects. The cells have some evolution rules to evolve the ob-
jects of the system, while communication rules between cell membranes are used
to exchange and share the objects. Moreover, the loop structure of cells is indi-
cated indirectly by the communication rules. The tissue-like P system can realize
the co-evolution of objects among the cells under the control of evolution rules
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and communication rules. The role of the tissue-like P system is to search for the
optimal cluster centers for a data set to be clustered.
In the following, we rst describe several basic components, and then provide
the proposed tissue-like P system and membrane clustering algorithm.
3.1 Clustering measure
Suppose that data set D has n sample points, x1; x2; : : : ; xn, xi 2 Rd(i =
1; 2; : : : ; n), and is partitioned into k clusters, C1; C2; : : : ; Ck. Denote by z1; z2; : : : ; zk
the corresponding cluster centers. If the distances of sample point xi to cluster cen-
ters zp(p = 1; 2; : : : ; k) satisfy
jjxi   zj jj  jjxi   zpjj; p = 1; 2; : : : ; k and j 6= p; (2)
then sample point xi is assigned to cluster Cj , i = 1; 2; : : : ; n.
Usually, partitional clustering algorithm searches for the optimal cluster centers
in the solution space according to some clustering measure in order to solve data
clustering problem. A commonly used clustering measure is





jjxj   zijj: (3)
Generally, the smaller the M value, the higher the clustering quality. In this work,
the clustering measure is also used to evaluate the objects of the system during
object evolution. If theM value of an object is the smaller, the object is the better,
otherwise, it is worse.
3.2 Membrane structure
The membrane clustering algorithm proposed in this paper is based on a tissue-
like P system of degree q, which consists of q cells, shown in Fig. 1. The cells are
labeled by 1; 2; : : : ; q, respectively. The region labeled by 0 is the environment. In
this work, the environment is also output region of the system. The directed lines
in Fig. 1 indicate the communication of objects between the q cells. Moreover,
the q cells will be arranged as a loop topology based on the communication rules
described below. As usual in P system, the q cells, as parallel computing units,
will run independently. In addition, the environment always stores the best object
found so far in the system. When the system halts, the object in the environment
will be regarded as the output of whole system.
3.3 Objects
In the tissue-like P system, each cell contains several objects. The role of the
designed tissue-like P system is to nd the optimal cluster centers for a data set,
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Fig. 1. Membrane structure of the designed tissue-like P system.
thus each object in cells will express a group of (candidate) cluster centers. Since
data set D has k cluster centers and each cluster center is a d-dimensional vector,
each object in the system is considered as a (k d)-dimensional real vector of the
form
z = (z11; z12; : : : ; z1d; : : : ; zi1; zi2; : : : ; zid; : : : ; zk1; zk2; : : : ; zkd)
where zi1; zi2; : : : ; zid are d components of ith cluster center zi, i = 1; 2; : : : ; k. For
simplicity, suppose that each cell has the same number of objects, which is denoted
by m.
Initially, the system will randomly generates m initial objects for each cell.
When an initial object z is generated, (k  d) random real numbers are produced
repeatedly to form it with the constraint of
A1  zi1  B1; : : : ; Aj  zij  Bj ; : : : ; Ad  zid  Bd (4)
where Aj and Bj are lower bound and upper bound of jth dimensional component
of data points, respectively, j = 1; 2; : : : ; d.
3.4 Rules
The tissue-like P system includes the rules of two types: the evolution rules, which
aim to evolve the objects in cells and the communication rules, which aim to
exchange and share the objects. Evolution rules are used to evolve the objects as-
sociated with cluster centers, so the tissue-like P system is able to nd the optimal
cluster centers for a data set via the evolution of objects. Moreover, communica-
tion rules will realize the exchange and sharing of better objects between adjacent
cells. Note that in each computing step, the communication rules are executed
after the evolution rules. For each cell, the better objects communicated from its
two adjacent cells form a subset of objects, called external pool, whose objects will
participate its evolution of objects in next computing step (see Fig. 2). As usual in
P systems, each cell as an independent computing unit runs in maximum parallel
way under the control of a global clock.













Fig. 2. The evolution procedure of objects in a cell.
Evolution rules
The role of evolution rules is to evolve the objects in cells to generate new objects
used in next computing step. During the evolution, each cell maintains the same
size (the number of objects). In this work, three known genetic operations (selec-
tion, crossover and mutation) [29, 30] are introduced as the evolution rules in cells.
In a computing step, all objects (located in object pool) in each cell and the better
objects (located in external pool) from its two adjacent cells constitute a matching
pool. The objects in external pool are actually the better objects communicated
from its two adjacent cells in previous computing step. The objects in matching
pool will be evolved by executing selection, crossover and mutation operations in
turn. In order to maintain the size of objects in each cell, truncation operation
is used to constitute new object pool according to the M values of objects. The
objects in new object pool will be regarded as the objects to be evolved in next
computing step. Fig. 2 shows the evolution procedure of objects in a cell.
In this work, selection operation uses usual rotating wheel method, while
crossover operation uses single-point crossover in which the position of crossover
point is determined according to crossover probability pc [31]. The single-point
mutation is used to realize the mutations of objects. If v is a mutation point de-
termined according to mutation probability pm, its value becomes, after mutating,
v0 =

v  2   v; v 6= 0
v  2 ; v = 0 (5)
where the signs \+" or \-" occur with equal probability, and  is a real number in
the range [0,1], generated with uniform distribution.
Communication rules
The communication rules are used to exchange the objects between each cell and
its two adjacent cells and update the best object found so far in the environment.
The tissue-like P system designed in this paper involves the communication rules
of two types:
318 H. Peng et al.
(1) Antiport communication rule: (i; z=z0; j), i; j = 1; 2; : : : ; q. The rule indicates
that object z is communicated from cell i to cell j and object z0 is communicated
from cell j to cell i.
(2) Symport communication rule: (i; z=; 0), i = 1; 2; : : : ; q. The rule expresses that










Fig. 3. A loop topology structure of cells and the communication relation between
adjacent cells.
The communication rules impliedly indicate the connection relationship be-
tween cells. Fig. 3 shows the communication relation of objects between cells in
the designed tissue-like P system. From a logical point of view, the communication
relation shows that the cells form a loop topology, shown in Fig. 3(a). Meanwhile,
this also reects a neighborhood structure of the communication of objects, namely,
each cell only exchanges and shares the objects with its two adjacent cells, shown
in Fig. 3(b). After the objects are evolved, each cell (such as cell i) transmits its
several best objects into adjacent cells (such as cells i  1 and i+ 1) and retrieves
several best objects from adjacent cells (such as cells i  1 and i+1) by using the
communication rule, constituting the matching pool of objects in next computing
step. The special logical structure can bring the following benets:
(1) The co-evolution of objects in the q cells can accelerate the convergence of the
proposed clustering algorithm.
(2) The object sharing mechanism of the local neighborhood structure can enhance
the diversity of objects in the entire system.
The communication of objects not only occurs between cells, but also appears
between cell and the environment. The global best object found so far in whole
system is stored always in the environment. After objects are evolved, each cell
communicates its best object found in current computing step into the environment
to update the global best object. The update strategy used in the tissue-like P
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system is that if the communicated object is better than the global best object,
the global best object is substituted, otherwise it is discarded.
3.5 Halt condition
In this paper, maximum execution step number is used as the halt condition of
the tissue-like P system, that is, the tissue-like P system will continue to run until
it reaches the maximum execution step number. When the system halts, the best
object in the environment is regarded as the system output, which is the found
optimal cluster centers.
3.6 The proposed clustering algorithm
According to the components discussed above, the designed tissue-like P system
can be formally described as follows. It is a tissue-like P system of degree q,
 = (Z1; : : : ; Zq; R1; : : : ; Rq; R
0; io)
where
(1) Zi is the set of m objects in cell i, where each object z is a (kd)-dimensional
vector, 1  i  q;
(2)Ri is the nite set of evolution rules, 1  i  q. Each Ri contains three evolution
rules: selection, crossover and mutation rules;
(3)R0 is the nite set of communication rules with the following forms:
(a) Antiport communication rule, (i; z=z0; j), i; j = 1; 2; : : : ; q, i 6= j. The rule
is used to communicate the objects between an cell and its two adjacent
cells;
(b) Symport communication rule, (i; z=; 0), i = 1; 2; : : : ; q. The rule is used to
communicate the objects between cell and the environment.
(4) io = 0 indicates that the environment is the output region of whole system.
Based on the tissue-like P system, the proposed membrane clustering algorithm
is summarized in Table 1.
4 Experiment results and analysis
In this section, the proposed membrane clustering algorithm is evaluated on ten
data sets and compared with classical k-means algorithm and several clustering
algorithms based on evolutionary algorithms, including GA [10], PSO [15] and
ACO [16]. In order to test the robustness of these clustering algorithms, we repeat
the experiments 50 times for each data set.
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Table 1. Membrane clustering algorithm: a clustering algorithm based on tissue-like P
systems
Input parameters: Data set, D, the number of clusters, k, the number of cell, q,
the number of objects in each cell, m, maximum execution step number, Smax,
crossover rate, pc, and mutation rate, pm.
Output results: the optimal cluster centres, G.
Step 1. Initialization
for i=1 to q
for j=1 to m
Generate jth initial object for cell i, Zij ;
Partition all data points into clusters C1; C2; : : : ; Ck;
Compute the M value of the object, Mij ;
end for
end for
Fill the global best object G using the best of all initial objects;
Set computing step s = 0;
Step 2. Object evolution in cells
for each cell i (i = 1; 2; : : : ; q) in parallel do
Evolve all object Zij (j = 1; 2; : : :) in its mating pool using evolution rules;
Use truncation operation to maintain its m best objects;
for j = 1 to m
Partition all data points into clusters C1; C2; : : : ; Ck;
Compute the M value of the object, Mij ;
end for
end for
Step 3. Object communication between cells
for each cell i (i = 1; 2; : : : ; q) in parallel do
Transmit better objects in cell i to its two adjacent cells;
Receive better objects from its two adjacent cells into its mating pool;
Update G using the best object in cell i;
end for
Step 4. Halt condition judgment
if s  Smax is satised
s = s+ 1;
goto Step 2;
end if
The system exports the global best object G in the environment and halts;
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4.1 Data sets
In the experiments, two kinds of data are used to evaluate these clustering al-
gorithms. The rst is the four manually-generated data sets used in the existing
literatures, AD 5 2, Data 9 2, Square 4 and Sym 3 22, shown in Fig. 4. The second
is the six real-life data sets provided in UCI [32], including the Iris, BreastCancer,
Newthyroid, LungCancer, Wine and LiveDisorder.
(b)(a)
(d)(c)
Fig. 4. Four articial data sets: (a) AD 5 2; (b) Data 9 2; (c) Square 4; (d) Sym 3 22.
 AD 5 2. This data set consists of 250 two-dimensional data points distributed
over ve spherically shaped clusters. The clusters present in this data set are
highly overlapping, each consisting of 50 data points. This data set is shown in
Fig. 4(a).
 Data 9 2. This data set consists of 900 two-dimensional data points distributed
over nine spherically shaped clusters. The clusters present in this data set are
highly overlapping. This data set is shown in Fig. 4(b).
 Square 4. This data set consists of 1000 data points distributed over four
squared clusters. This data set is shown in Fig. 4(c).
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 Sym 3 22. This data set consists of 600 two-dimensional data points distributed
over three clusters, where rst and second clusters are spherically shaped while
third cluster is elliptically shaped, each consisting of 200 data points. This data
set is shown in Fig. 4(d).
 Iris. This data set consists of 150 data points distributed over three clusters.
Each cluster consists of 50 points. This data set represents dierent categories
of irises characterized by four feature values in centimeters: the sepal length,
sepal width, petal length and the petal width [33]. This data set has three
classes, namely, Setosa, Versicolor and Virginica, among which the last two
classes have a large amount of overlap while the rst class is linearly separable.
 BreastCancer. This data set consists of 683 sample points. Each pattern has
nine features corresponding to clump thickness, cell size uniformity, cell shape
uniformity, marginal adhesion, single epithelial cell size, bare nuclei, bland chro-
matin, normal nucleoli and mitoses. There are two categories in the data: ma-
lignant and benign. The two classes are known to be linearly separable.
 Newthyroid. The original database from where it has been collected is titled
as thyroid gland data (\normal", \hypo" and \hyper" functioning). Five lab-
oratory tests are used to predict whether a patient's thyroid belongs to the
class euthyroidism, hypothyroidism or hyperthyroidism. There are a total of
215 instances and the number of attributes is ve.
 LungCancer. The data consists of 32 instances having 56 features each. The
data describes three types of pathological lung cancers.
 Wine: This is a wine recognition data consisting of 178 instances with 13
features resulting from a chemical analysis of wines grown in the same region
in Italy but derived from three dierent cultivars. The analysis determined the
quantities of 13 constituents found in each of the three types of wines.
 LiveDisorder. This data set contains 345 instances with six features each. The
data has two categories. The rst ve variables are all blood tests, which are
thought to be sensitive to liver disorders that might arise from excessive alcohol
consumption.
4.2 Setup
In the experiments, the proposed membrane clustering algorithm will be compared
with k-means and three evolutionary clustering algorithms recently reported in the
literatures, including GA, PSO and ACO. These algorithms are implemented in
Matlab 7.1 according to the following parameters:
 Tissue-like P systems. Each cell contains 100 objects and communicates its
rst ve best objects into two adjacent cells. The maximum computing step
number is chosen to be 200. In the implementation, evolution rules uses the
adaptive crossover probability pc and mutation probability pm. In order to
study performances of tissue-like P systems of dierent degrees, four cases are
considered in the experiments: q = 4; 8; 16; 20.
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 GA [10]. The rotating wheel method, single-point crossover and single-point
mutation are used, where the crossover and mutation probabilities, pc and
pm, are chosen to be 0.8 and 0.001 respectively. Let the population size be
Nswarm = 100 and maximum iteration number be tmax = 200.
 PSO [15]. The ! uses a linear decreasing inertia weight, where !min = 0:4 and
!max = 0:9. c1 = c2 = 2:0, the population size NP = 100, and maximum
iteration number is 200.
 ACO [16]. The best parameter values are 1 = 2 = 1:0 and  = 0:99.
4.3 Experimental results
Table 2. The performance comparisons of tissue-like P systems of dierent degrees.
Data sets 4 cells 8 cells 16 cells 20 cells
AD 5 2 327.01 326.94 326.44 326.94
0.0944 0.0277 0.0105 0.0312
Data 9 2 591.11 591.12 591.06 591.03
0.1331 0.0510 0.0280 0.0537
Square 4 2380.25 2380.26 2379.74 2380.00
0.1334 0.0956 0.0189 0.0729
Sym 3 22 1248.31 1248.11 1247.72 1248.05
0.3156 0.0554 0.0105 0.0333
Iris 96.84 96.81 96.75 96.77
0.0751 0.0435 0.0428 0.0361
BreastCancer 2974.24 2971.14 2970.24 2969.06
1.5431 1.5287 1.1225 1.0970
Newthyroid 1885.69 1870.37 1869.29 1871.18
14.3773 1.7355 0.9215 2.2496
LungCancer 124.69 124.69 124.69 124.69
0.0045 0.0012 0.0011 0.0035
Wine 16309.01 16303.42 16292.25 16301.97
2.5053 1.9595 0.1529 2.8563
LiveDisorder 9860.54 9859.02 9851.78 9857.08
5.7239 0.5116 0.0347 0.1043
In the experiments, we realize four tissue-like P systems with degrees 4, 8, 16
and 20 respectively. The aim is to evaluate the eects of the number of cells (i.e.,
dierent degrees) on clustering quality. The four tissue-like P systems are applied
to nd out the optimal cluster centers for the ten data sets respectively. In this
work, the M value is also used to measure the clustering quality of each clustering
algorithm. Considering that the evolution rules in the designed tissue-like P system
include stochastic mechanism, we independently execute the tissue-like P systems
of the four degrees 50 times on each data set, and then compute their mean values
and standard deviations of the 50 runs. The mean values are used to illustrate the
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average performance of the algorithms while standard deviations indicate their
robustness. Table 2 provides experimental results of the tissue-like P systems of
four degrees on ten data sets respectively. The results of degrees 16 and 20 are
better than those of other two degrees, namely, lower mean values and smaller
standard deviations. It can be further observed that the tissue-like P system with
degree 16 obtains the smallest mean values and standard deviations on most of
data sets. The results illustrate that the tissue-like P system with degree 16 has
good clustering quality and high robustness.
Table 3. The results obtained by the algorithms for 50 runs on the ten data sets.
Data sets P systems GA PSO ACO k-means
AD 5 2 326.44 332.31 326.44 326.45 332.47
0.0105 0.4792 0.0128 0.0344 3.1286
Data 9 2 591.06 593.7251 591.14 591.42 623.57
0.0280 0.2635 0.0303 0.0372 3.1326
Square 4 2379.74 2380.33 2379.74 2379.79 2386.00
0.0189 0.6319 0.0226 0.0428 4.5217
Sym 3 22 1247.72 1249.36 1247.72 1247.75 1255.45
0.0105 1.2163 0.0149 0.0315 3.8725
Iris 96.75 99.83 97.23 97.25 104.11
0.0428 5.5239 0.3513 0.4152 12.4563
BreastCancer 2970.24 3249.26 3050.04 3046.06 3251.21
1.1225 229.734 110.801 90.500 251.143
Newthyroid 1869.29 1875.11 1872.51 1872.56 1886.25
0.9215 13.5834 11.0923 11.1045 16.2189
LungCancer 124.69 129.52 127.23 127.31 139.40
0.0011 4.4961 1.1528 1.2936 7.3136
Wine 16292.25 16298.42 16292.25 16292.25 16312.43
0.1529 2.1523 0.1531 0.1672 9.4269
LiveDisorder 9851.73 9856.14 9851.73 9851.74 9868.32
0.0347 1.9523 0.0356 0.0692 7.9274
In order to further evaluate clustering performance, the proposed membrane
clustering algorithm is compared with GA-based, PSO-based and ACO-based clus-
tering algorithms as well as classical k-means algorithm. Tables 3 gives the com-
parison results of the tissue-like P system of degree 16 with other four clustering
algorithms on the ten data sets, respectively. The comparison results show that the
tissue-like P system provides the optimum average value and smallest standard de-
viation in compare to those of other algorithms. For instance, the results obtained
on the AD 5 2 show that the tissue-like P system converges to the optimum of
326.4478 at almost times and PSO reaches to 326.44 in most of runs, while ACO,
GA and k-means attain 326.45, 322.31 and 332.47 respectively. The standard devi-
ations of M values for the tissue-like P system, PSO and ACO are 0.0105, 0.0128
and 0.0344 respectively, which signicantly are smaller than other two algorithms.
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For the results on the Iris, the optimum value is 96.75, which is obtained in most
of runs of the tissue-like P system, however, other four algorithms fail to attain
the value even once within 50 runs. The results on the Newthyroid also show that
the tissue-like P system provides the optimum value of 1869.29 while the PSO,
ACO, GA and k-means obtain 1872.51, 1872.56, 1875.11 and 1886.25 respectively.
In addition, the tissue-like P system obtains smallest standard deviation on each
data set in compare to other four algorithms, which illustrates that it has high
robustness.
The Wilcoxon's rank sum test is a nonparametric statistical signicance test
for independent samples. The statistical signicance test has been conducted at
the 5% signicance level in the experiments. We create ve groups for the ten
data set, which are corresponding to the ve clustering algorithms (tissue-like P
system, GA, PSO, ACO and k-means) respectively. Each group consists of the
M values produced by 50 consecutive runs of the corresponding algorithms. In
order to illustrate the goodness is statistically signicant, we have completed a
statistical signicance test for these clustering algorithms. Table 4 gives the p-
values provided by Wilcoxon's rank sum test for comparison of two groups (one
group corresponding to the tissue-like P system and another group correspond-
ing to some other method) at a time. The null hypothesis assumes that there is
no signicant dierence between the mean values of two groups, whereas there is
signicant dierence in the mean values of two groups for the alternative hypoth-
esis. It is evident from Table 4 that all p-values are less than 0.05 (5% signicance
level). This is a strong evidence against the null hypothesis, establishing signicant
superiority of the proposed membrane clustering algorithm.
Table 4. The results of p-values produced by Wilcoxon's rank sum test.
Data sets GA PSO ACO k-means
AD 5 2 4.132110 3 2.325610 2 2.635110 2 3.427310 3
Data 9 2 4.053610 3 2.273410 2 2.793210 2 3.296310 3
Square 4 3.927510 3 2.148210 2 2.817510 2 3.538710 3
Sym 3 22 3.789410 3 2.435710 2 2.852910 2 3.441610 3
Iris 4.096810 3 3.582310 2 3.263410 2 3.652810 3
BreastCancer 3.923510 3 2.952710 2 2.819210 2 3.463210 3
Newthyroid 3.886410 3 2.516210 2 2.935510 2 3.538110 3
LungCancer 3.857510 3 2.734610 2 2.735810 2 3.513810 3
Wine 3.763910 3 3.218910 2 2.796310 2 3.634810 3
LiveDisorder 3.839810 3 2.467110 2 2.884610 2 3.582210 3
5 Conclusion
In this paper, we discuss a membrane clustering algorithm, a novel clustering
algorithm under the framework of membrane computing. Distinguished from the
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existing evolutionary clustering techniques, two inherent mechanisms of membrane
computing are exploited to realize the membrane clustering algorithm, including
evolution and communication mechanisms. For this purpose, a tissue-like P sys-
tem consisting of q cells is designed, in which each cell as parallel computing unit
runs in maximally parallel way and each object of the system expresses a group
of candidate cluster centers. Moreover, the communication rules impliedly realize
a local neighborhood structure, namely, each cell exchanges and shares the best
objects with its two adjacent cells. Under the control of evolution and communi-
cation mechanisms of objects, the tissue-like P system is able to search for the
optimal cluster centers for a data set to be clustered. In addition, the local neigh-
borhood structure can guide the exploitation of the optimal object and enhance
the diversity of evolution objects. Therefore, the membrane clustering presented
in this paper can be viewed as a successful instance for building a bridge between
membrane computing and data clustering.
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