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Abstract
In this paper we present an O(n2) implementation of Moore’s algorithm for automata min-
imization. It is based on an optimal sorting procedure and on basic data structures. We also
deepen the link between set partitioning problem and automata minimization problem, and as-
sess the applicability of the doubling technique to each of these problems. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
The minimization of deterministic nite state automata consists of nding the unique
(up to an isomorphism) deterministic automaton with minimum number of states, that
accepts the same language as a given deterministic automaton. This problem, namely
automata minimization, has been studied since 1950 [10, 11]. In the literature, one nds
several algorithms that solve it [2{4, 8, 9]. Most of these algorithms work by computing
successive approximations of an equivalence relation on states.
To this day, Hopcroft’s algorithm [9] has the best running time. Its time complexity
is O(n log n), where n is the number of states in the automaton. In this paper, we
present a minimization algorithm running in O(n2) time. It is easily derived from a
new O(n2) procedure solving the set partitioning problem. This procedure is based
on an optimal sorting algorithm, namely counting sort [5]. We also prove that this
procedure can be improved by making use of a \doubling technique" [7] yielding
O(n log n) time complexity. We show that this improved procedure cannot be applied
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to the automata minimization problem, unlike expected by Srikant in his PRAM study
of the problem [14]. The O(n2) algorithm is not optimal, but it can be easily proved
and implemented without using sophisticated data structures.
2. (Single function) set partitioning problem
The set partitioning problem can be stated as follows: given a nite set S of size
n, an initial partition = fp1; p2; : : : ; pmg of S and a function f over S, determine
the coarsest partition 0= fp01; p02; : : : ; p0lg of S that is compatible with  and which
respects f. That is, the coarsest partition verifying the two following conditions:
1. 8p0j 2 09pi 2 : p0j pi (0 is compatible with ).
2. 8p0j 2 0; 8a; b2p0j; 9p0k 2 0: f(a)2p0k and f(b)2p0k (0 respects f).
3. An O(n2) set partitioning procedure
The procedure that we describe in this section is derived from Moore’s algorithm
[11]. Let S be a nite set of n elements, f a function over S and  an initial partition of
S. Assume (without loss of generality) that elements of S are integers in [1; n]. Blocks
names are represented by positives integers not necessarily in [1; n]. If x is an element
of S; C(x) denotes the name of the block containing it. From now on, we suppose
that C is initialized with the initial partition . The algorithm repeatedly separates two
elements which belong to the same block and whose images by f are in two dierent
blocks (renement principle). The algorithm terminates when no separation is possible.
The new partition is then equal to the previous one up to a renumbering of its elements.
Two such partitions are said to be similar (and we write (C ’C0).
Procedure 1
C; C1; C2: array[n] of integer
= C is initialized with =
1 Begin
2 Repeat
3 for i=1 to n do
4 begin
5 C1(i) C(i);
6 C2(i) C(f(i));
6 end;
7 for i=1 to n do
8 C(i) g(C1(i); C2(i));
9 until (C ’C1);
10 End
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The function g is a bijective mapping from N2 into N. It computes the numbering
of the new partition blocks. Procedure 1 terminates when C is similar to C1 (C ’C1).
Before proving the correctness of Procedure 1, let us denote by Ck the partition ob-
tained after k iterations of the loop 2{9, and by fi the ith iterated of f. By convention
f0(x)= x for all x in S.
Lemma 1. After at most n− 2 iterations of the loop 2{9; Procedure 1 produces the
coarsest partition of S that is compatible with  and which respects f.
Proof. It is easy to see that Procedure 1 terminates after at most n − 2 iterations of
the loop 2{9. Indeed, the number of blocks is greater or equal to 2, and bounded by
n; moreover, at each execution of the loop 2{9 it strictly increases. Let CN denote
the array of blocks associated with the nal partition 0 and let us show that after
Procedure 1 execution, we have:
1. 8a; b2 S: CN (a)=CN (b))C0(a)=C0(b).
2. 8a; b2 S: CN (a)=CN (b))CN (f(a))=CN (f(b)).
We rst prove that 0 is compatible with . Let a and b be two elements in S such
that CN (a)=CN (b). One has
CN (a)= g(CN−1(a); CN−1(f(a))) and CN (b)= g(CN−1(b); CN−1(f(b))):
As g is bijective
CN (a)=CN (b),
{
CN−1(a)=CN−1(b) (i)
CN−1(f(a))=CN−1(f(b)) (ii)
By induction on N , (i) implies
CN (a)=CN (b))C0(a)=C0(b):
Therefore the partition 0 is compatible with the initial partition.
Moreover, at the end of the loop 2{9, one has CN ’CN−1. Consequently:
CN (f(a))=CN (f(b)) , CN−1(f(a))=CN−1(f(b)):
So, using (ii) we get:
CN (a)=CN (b))CN−1(f(a))=CN−1(f(b)))CN (f(a))=CN (f(b)):
Therefore 0 respects f.
Although Procedure 1 theoretically solves the set partitioning problem, it proves to
be too expensive even for small values of n. Indeed, bijective functions from N2 into
N increase rapidly.
If lk is the number of blocks at the beginning of the kth iteration (lk6n), and if
blocks are numbered from 1 to lk , it would be interesting to dene a bijection from a
subset of [1; lk ] [1; lk ] of size lk+1 (lk6lk+16n) into [1; lk+1].
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It is dicult indeed or even impossible to give an explicit formula for such functions.
However, we can simulate them. Let t an array of size n of records R of the following
sort:
 t[i]:ind is the name of the element of S,
 t[i]:C1 is the name of the block containing t[i]:ind,
 t[i]:C2 is the name of the block containing f(t[i]:ind).
The function Simulate g described below simulates the bijection g. Called with
the arguments C1 and C2, it returns the array C such that, for all x in S, we have
16C[x]6n.
function Simulate g(C1,C2: array[n] of integer): array[n] of integer;
C: array[n] of integer;
t: array[n] of record R;
Begin
for i=1 to n do
begin t[i]:ind i; t[i]:C1 C1[i]; t[i]:C2 C2[i]; end
Sort t w.r.t C1 and C2;
C[t[1]:ind] 1;
for i=2 to n do
if (t[i]:C1= t[i − 1]:C1) and (t[i]:C2= t[i − 1]:C2)
then C[t[i]:ind] C[t[i − 1]:ind]
else C[t[i]:ind] C[t[i − 1]:ind] + 1;
return(C);
End
One can verify that the function Simulate g correctly simulates a bijection from a
subset of [1; lk ] [1; lk ] of size lk+1 into [1; lk+1].
As 16C(i)6n, the test (C ’C1) can be performed in linear time using the function
Similar. This function works on two arrays C and C1 of integers in [1; n]. C and
C1 are similar if and only if there exists a bijection h from C to C1 such that:
C[a] =C[b],C1[h(a)]=C1[h(b)]. The function Similar performs the test (C ’C1)
in linear time as follows:
function Similar(C; C1: array[n] of integer): booleen;
A; B: array[n] of integer
Begin
for i=1 to n do begin A[i] 0; B[i] 0; end
i 1;
while (i6n) do
begin
if ((A[C[i]] = 0)and(B[C1[i]] = 0))
then
begin
A[C[i]] C1[i]; B[C1[i]] C[i];
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end
else
if (A[C[i]]<> B[C1[i]]) then return(False);
i i + 1;
end
return(True);
End
Finally, Procedure 1 can be rewritten as follows:
Procedure 2
1 Begin
2 Repeat
3 for i=1 to n do
4 begin
5 C1(i) C(i);
6 C2(i) C(f(i));
7 end
8 C Simulate g(C1; C2);
9 until Similar(C; C1);
10 End
Theorem 1. Given a nite set S of size n; a function f over S and an initial partition
 of S; then Procedure 2 computes in time O(n2) the coarsest partition of S compatible
with  and which respects f.
Proof. From Lemma 1, one can see that Procedure 2 (which is a rewriting of
Procedure 1), computes after at most (n − 2) iterations of the loop 2{9 the coars-
est partition of S that is compatible with  and which respects f. Let us now evaluate
the time complexity of the loop 2{9. We can easily see that the loop 3{7 requires a
linear time as well as the test of the line 9. Let us discuss the time complexity of
the function Simulate g. This function has the same time complexity as the sorting
algorithm it contains. So using a classical O(n log n) sorting algorithm leads to an
O(n2 log n) time complexity for Procedure 2. Nevertheless, we have to sort n numbers
ranging in [1; n], so we can perform a counting sort [5]. Recall that counting sort has
an O(n) time complexity. Finally, using this sorting algorithm, the time complexity of
Procedure 2 is quadratic.
4. An O(n2) automata minimization algorithm
An important application of the set partitioning problem is the minimization of deter-
ministic nite automata. Recall that the minimal automaton has the minimum number
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of states among deterministic automata recognizing the same language. Given a com-
plete deterministic automaton M =(Q; A; q0; F; ), where Q is the set of states, A is a
nite set called alphabet, q0 2Q is a distinguished state called initial state, F Q is
the set of nal states and  is a mapping from QA to Q. Denote by a the restriction
of  to the input symbol a. The problem of minimizing M is equivalent to nding the
coarsest partition 0 of Q that is compatible with the initial partition = fQ;Q − Fg
and which respects a for all a in A. The minimization algorithm directly deduced
from Procedure 2 is the following:
Algorithm 1
Begin
Repeat
foreach a2A do
begin
for i=1 to n do begin C1(i) C(i); C2(i) C(a(i));end
C  Simulate g(C1; C2);
end
until Similar(C; C1);
End
Theorem 2. Minimization of a complete deterministic nite automaton M =(Q; A; q0;
F; ) can be done in O(jAj  jQj2) time using Algorithm 1.
Example 1. Consider the automaton given in Fig. 1. The set of states is initially par-
titioned into two blocks = ff1; 2; 3; 5; 7; 8g; f4; 6gg. C is initialized by .
The successive steps of Algorithm 1 are
i 1 2 3 4 5 6 7 8
C(i) 1 1 1 2 1 2 1 1
C(a(i)) 1 1 1 2 2 2 1 1
C(i) 1 1 1 3 2 3 1 1
C(b(i)) 2 1 3 3 1 3 2 1
C1 6’C0 C(i) 2 1 3 5 4 5 2 1
C(a(i)) 1 3 1 5 5 5 1 1
C(i) 3 2 4 6 5 6 3 1
C(b(i)) 5 1 6 6 3 6 3 1
C2 6’C1 C(i) 4 2 5 7 6 7 3 1
C(a(i)) 2 5 1 7 7 7 1 1
C(i) 4 2 5 7 6 7 3 1
C(b(i)) 6 1 7 7 3 7 3 1
C3’C2 C(i) 4 2 5 7 6 7 3 1
Thus, the nal partition is 0= ff1g; f2g; f3g; f4; 6g; f5g; f7g; f8gg.
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Fig. 1. A deterministic automaton and its corresponding minimal automaton.
Let us remark that if we had used a classical O(n log n) sorting algorithm, then
we would have got an O(n2 log n) minimization algorithm which is comparable to the
complexity of the algorithm given by Schubert in [13].
5. An O(n log n) set partitioning procedure
We apply a basic tool of parallel algorithmics, doubling technique, in order to im-
prove Procedure 2. Instead of successively rening with respect to f;f2; f3; f4; : : : ;
we rene with respect to f;f2; f4; f8; : : : : Procedure 2 can be rewritten as:
Procedure 3
1 Begin
10 fold f;
2 Repeat
3 for i=1 to n do
4 begin
5 C1(i) C(i);
6 C2(i) C(fold(i));
60 fnew(i) fold(fold(i));
7 end
8 C  Simulate g(C1; C2);
80 fold fnew;
9 until Similar(C; C1);
10 End
These renements were introduced by Srikant [14] in order to produce an ecient
PRAM parallel set partitioning problem algorithm (for more details about PRAM model
see [7]). In the following, we shall give an original proof of the correctness of Proce-
dure 3.
Lemma 2 asserts that Procedure 3 never merges two elements belonging to two
dierent blocks (compatibility with ).
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Lemma 2. For all a and b elements of S we have
Ck(a) 6=Ck(b))Ck+j(a) 6=Ck+j(b) 8j>0:
Proof. It is sucient to prove that for all a; b2 S
Ck(a) 6=Ck(b))Ck+1(a) 6=Ck+1(b):
As g is bijective,
Ck(a) 6=Ck(b)
, g(Ck(a); Ck(f2k (a))) 6= g(Ck(b); Ck(f2k (b)))
)Ck+1(a) 6=Ck+1(b):
By induction we get
Ck(a) 6=Ck(b))Ck+j(a) 6=Ck+j(b):
Lemma 3 is used in the next lemma in order to prove that the nal partition re-
spects f.
Lemma 3. Let a; b be two elements of S for which there exists m>1 such that
C0(fm(a)) 6=C0(fm(b)):
Then; after at most k =1 + blogmc iterations in the loop 2-9; one has
Ck(fm−i(a)) 6=Ck(fm−i(b)) (06i6m):
Proof. The proof is done by induction on m.
For m=1, we have k =1. Suppose that
C0(f(a)) 6=C0(f(b)): (1)
By Lemma 2, (1) implies
C1(f(a)) 6=C1(f(b)):
On the other hand, as g is injective, (1) implies that
g(C0(a); C0(f(a)) 6= g(C0(b); C0(f(b))
, C1(a) 6=C1(b):
Now, assume that Lemma 3 holds for all value less or equal to m; m>2 and show
that the lemma holds for m+ 1. Suppose that
C0(fm+1(a)) 6=C0(fm+1(b))
, C0(fm(f(a))) 6=C0(fm(f(b))):
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By induction hypothesis, after at most k =1 + blog mc iterations in the loop 2-9 one
has
Ck(fm+1−i(a)) 6=Ck(fm+1−i(b)) (06i6m): (2)
As k61 + blog(m+ 1)c, d’apres le Lemme 2, (2) implies
C1+blog(m+1)c(fm+1−i(a)) 6=C1+blog(m+1)c(fm+1−i(b)) (06i6m):
It remains to examine the case (i=m+ 1) and to show that
C1+blog(m+1)c(a) 6=C1+blog(m+1)c(b):
Let r=2l be the greast power of 2 less or equal to m+1. Thus, one has r=2l6m+
1<2l+1. Let x=fr(a), y=fr(b) and h=1+ blog(m+ 1− r)c. One can see that (2)
is equivalent to
C0(fm+1−r(x)) 6=C0(fm+1−r(y)):
By induction hypothesis, after at most h iterations, in particular one has
Ch(x) 6=Ch(y)
, Ch(fr(a)) 6=Ch(fr(b)): (3)
As h6l6blog(m+ 1)c, (3) implies
Cl(f2
l
(a)) 6=Cl(f2l(b))
) g(Cl(a); Cl(f2l(a))) 6= g(Cl(b); Cl(f2l(b))),Cl+1(a) 6=Cl+1(b)
) C1+blog(m+1)c(a) 6=C1+blog(m+1)c(b):
Lemma 4 shows that Procedure 3 terminates after at most 1+ blog nc iterations, and
that the resulting partition respects f.
Lemma 4. After at most N =1+blog nc iterations in the loop 2{9; there do not exist
a; b2 S such that
CN (a)=CN (b) and CN (f(a)) 6=CN (f(b)):
Proof. Suppose that there exist two elements a and b in S such that CN (a)=CN (b) and
CN (f(a)) 6=CN (f(b))
CN (a)=CN (b)
) CN−i(a)=CN−i(b) 06i6N:
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In particular for i=N − 1,
C1(a)=C1(b)
, g(C0(a); C0(f(a)))= g(C0(b); C0(f(b)))
) C0(f(a))=C0(f(b)): (4)
From (4), we can see that f(a) and f(b) were in the same block at the beginning of
the algorithm. Therefore, at the end of the algorithm they are in two dierent blocks.
Consequently there exits m6n− 2, such
C0(fm(a)) 6=C0(fm(b))
By use of Lemma 3, after at most j=1 + blogmc iterations one has
Cj(fm−i(a)) 6=Cj(fm−i(b)); 06i6m
in particular
Cj(a) 6=Cj(b):
By Lemma 2 we get
CN (a) 6=CN (b)
hence the contradiction.
Theorem 3. Given a nite set S of size n; a function f over S and an initial partition
 of S; then Procedure 3 computes the coarsest partition of S that is compatible with
 and which respects f; in time O(n log n).
Proof. From Lemmas 2 and 4, 0 is compatible with  and it respects f. Consequently,
Procedure 3 computes correctly the coarsest partition of S which is compatible with
 and which respects f. Let us now evaluate its time complexity. The loop 2-9 re-
quires O(log n) iterations and for each step of this loop, the algorithm performs O(n)
operations. Thus, its time complexity is O(n log n).
Example 2. Let S = f1; 2; : : : ; ng and let = ff1; 2; : : : ; n− 1g; fngg be the initial par-
tition of S. Let f be a function over S such that
f(i)=
{
i + 1 if 16i < n;
n if i= n:
Assume that n=2l + 1. On the rst iteration Procedure 3 partitions the block f1; 2;
: : : ; n − 1g into two blocks f1; 2; : : : n − 2g and fn − 1g. On the second iteration the
block f1; 2; : : : ; n − 2g is partitioned into 22 − 1 blocks f1; 2; : : : ; n − 4g, fn − 3g and
fn− 2g. One can verify that after the j-th iteration we obtain the partition
j = ff1; : : : ; n− 2jg; fn− 2j + 1g; fn− 2j + 2g; : : : ; fngg:
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i 1 2 : : : n− 4 n− 3 n− 2 n− 1 n
C(i) 1 1 : : : 1 1 1 1 2
C(f(i)) 1 1 : : : 1 1 1 2 2
C(i) 1 1 : : : 1 1 1 2 3
C(f(i)) 1 1 : : : 1 2 3 3 3
C(i) 1 1 : : : 1 2 3 4 5
... : : :
...
C(i) 1 2 : : : n− 4 n− 3 n− 2 n− 1 n
The nal partition 0= ffig; 16i6ng is obtained after l=1+ log(n− 1) iterations.
6. Doubling technique and automata minimization
Applying the doubling technique to the complete deterministic automata minimization
we consider the following scheme, which is suggested by Srikant in [14]:
Begin
Repeat
foreach a2A do
begin
for i=1 to n do begin C1(i) C(i); C2(i) C(a(i));end
C  Simulate g(C1; C2);
a  aa
end
until Similar(C; C1);
End
The example of Fig. 1 allows us to show that this scheme is not correct for automata
minimization problem. Indeed, states 2 and 8 will never be separated by the sequence
of applications a; b; 2a; 
2
b; 
4
a; 
4
b; : : : ; as can be seen on the following trace. Thus, after
termination, the resulting partition is not the coarsest one:
i 1 2 3 4 5 6 7 8
C0 C(i) 1 1 1 2 1 2 1 1
C(a(i)) 1 1 1 2 2 2 1 1
C(i) 1 1 1 3 2 3 1 1
C(b(i)) 2 1 3 3 1 3 2 1
C1 6’ C0 C(i) 2 1 3 5 4 5 2 1
C(2a(i)) 3 1 1 5 5 5 1 1
C(i) 3 1 4 6 5 6 2 1
C(2b(i)) 2 1 6 6 5 6 2 1
C2 6’ C1 C(i) 3 1 4 6 5 6 2 1
C(4a(i)) 1 1 1 6 6 6 1 1
C(i) 3 1 4 6 5 6 2 1
C(4b(i)) 2 1 6 6 5 6 2 1
C3 ’ C2 C(i) 3 1 4 6 5 6 2 1
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Fig. 2.
7. Single function set partitioning problem and automata minimization problem
The failure reported in the previous section leads us to carefully study the right place
the single function set partitioning procedure (SFSP) should be called in automaton
minimization algorithm. This leads to the following algorithm:
Algorithm 2
= initialize C by the initial partition =
Begin
Repeat
C1 C
foreach a2A do
= rene C w.r.t. a =
SFSP(C; a)
until Similar(C; C1);
End
The complexity of this algorithm depends on the complexity of the SFSP procedure
which is used. Up to now, the best known procedure is linear [12]; the procedure used
by Hopcroft in [9] and the Procedure 3 (described in Section 5) are both in O(n log n)
time. Moreover the number of calls of the SFSP procedure in Algorithm 2 is 
(n), as
can be seen in the following example:
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