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The dynamic lot size problem is one of the fundamental
areas of research in inventory theory. For the case of
uncapacitated, single-item production with no backlogging,
this problem can be solved by the Wagner-Whitin algorithm.
In this thesis, a set of optimality conditions known as
the network constraints is developed based on a network
representation of the dynamic lot size problem, and is
found to be valid even when all the costs are time-
varying. When these conditions are incorporated into the
Wagner-Whitin algorithm to calculate lower bounds for the
dynamic program in this algorithm, computation can be
reduced. Computation is further reduced by a Lower Bound
Theorem derived in this thesis.
Different implementations of the optimality conditions
into the algorithm are considered. A simulation
experiment is set up to test the performance of these
implementations and to assess the impact of several
factors on their performance. These factors include the
length of planning horizon (n), the time between order
value (TBO) and the coefficient of variation of demand
(CVD). Results of the experiment are analysed by ANOVA
models.
Based on the experimental results, implementation of
the optimality conditions significantly improves the
computational efficiency of the Wagner-Whitin algorithm.
For the original algorithm, only n is found to be a
2
significant factor. With the implementation of the
optimality conditions, significance of the TBO factor
increases and the nonlinearity of computational time in n
diminishes. In general, CVD is found to be an
insianificant factor.
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Inventory theory is a discipline which has attracted
wide attention from both the academic researchers and the
practitioners. For the researchers, the rapid development
of this body of knowledge offers ample and challenging
research opportunities. For the business and industrial
managers, inventory is a significant cost element for
production and operations management.
There are three major categories of costs associated
with an inventory system [1, 11]:
(a) Holding costs( or carrying costs)
The inventory holding costs are those costs
associated with having inventory on hand. They may
include the real out-of-pocket costs such as those
for storage, handling, insurance and breakage, and
the opportunity cost of capital which is incurred by
having capital tied up in inventory.
(b) Setup costs( or ordering costs)
These are the costs incurred for the production
setup or ordering for each lot of products or raw
materials. When the products are produced in lot in a
production system, setup costs which include both
real out-of- pocket costs and loss of production time
are incurred in changing from the production of one
product to another. When raw materials are
purchased, ordering costs which may include
managerial and clerical costs in preparing the
purchase order will be incurred.
(c) Shortage costs
These are the costs associated with unsatisfied
demand due to a shortage in stock, and take the form
of either loss of sales or backorder costs. When
sales are lost, both the profit and customer goodwill
are lost. If the customers agree to backorder, extra
costs are incurred in the loss of customer goodwill,
in administrating the backorder, and in penalties for
late delivery.
Besides the above-mentioned costs, when the production
costs (or purchasing prices) vary with lot size, these
costs will also be relevant to and must be considered in
the calculation of inventory policies.
There are two decisions to be made in determining every
inventory policy: when, and how much a lot is produced
(or ordered). An inventory policy is said to be optimal
when it satisfies the demand with minimum total inventory
costs.
Broadly speaking, there are two major categories of
inventory models, namely, static and dynamic models. For
the static models, it is assumed that all the parameters
are constant. On the other hand, one or more of the
parameters in the dynamic model are allowed to be time-
varying. Based on different assumptions on the parameters,
researchers have developed a vast number of inventory
models. Aggarwal [2] has identified the following
parameters:
1. Types of demands: constant or time-varying,
distribution known or unknown;
2. Costs functions (production costs and inventory
costs): constant, linear, concave or convex;
3. Leadtimes: zero, known or unknown distribution, or
dependent on other parameters;
4. Amounts of order quantity actually received: one
hundred percentage or less than one hundred
percentage with known or unknown distribution;
5. Interdependence between demands of items: single-
item or multi-item;
6. Interdependence between locations andor echelons:
single-location,multilocation andor single-location,
multiechelons;
7. Discounting of future costs: constant or variable
discounting factors;
8. Various types of constraints: storage, capital,
production capacity, etc;
9. Types of backlogging policies: no backlogging,
partial backlogging or complete backlogging;
10. Perishability of products: products deteriorate or
not deteriorate with time:
11. Types of planning horizon: single-period, multi-
period or infinite;
12. Review methods: continuous or periodic review of
inventory.
A classical dynamic inventory problem, the dynamic lot
size problem, is set up to calculate optimal production
(or order) quantities over a given planning horizon when
the demand is in discrete lots of time-varying amounts.
1.2 Thesis Overview
This thesis seeks to study and improve the Wagner-
Whitin algorithm [25], a long-standing classical approach
which solves for optimal solution for the uncapacitated
single-item dynamic lot size problem with no backlogging.
The Wagner-Whitin algorithm forms a basis for research in
this problem. Since its publication in 1958, several
modifications and extensions of the algorithm have been
developed to solve for the more general cases of the
dynamic lot size problem.
In this thesis, a set of network constraints (necessary
conditions for optimality) for the Wagner-Whitin algorithm
are developed. The validity of these conditions under
different cost assumptions are studied. Implementations
of these conditions into the algorithm to improve its
computational efficiency are considered.
Finally, a simulation experiment is set up. The
purposes of this experiment are twofold. First, it
examines and compares the performance of the Wagner-Whitin
algorithm using different implementations of the network
constraints. Second, it studies the performance of the
algorithm under different characteristics of the dynamic
lot-size problem with constant inventory holding and setup
costs, and with no backlogging. Several researchers, for
example, Kaimann [18], Berry [6], Ritchie [22], and
Gaither [15] have tested the performance of heuristic
rules under different problem characteristics. However,
little effort has been directed toward the study of the
Wagner-Whitin algorithm. Through this experiment, we wish
to fill this gap and to provide more insight in the
understanding of the Wagner-Whitin algorithm.
CHAPTER II
LITERATURE REVIEW
2.1 Overview of Research Efforts
Optimal lot sizing is one of the fundamental research
areas in production management. The dynamic lot size
problem is set up to solve for optimal production
quantities over a given planning horizon, when the demand
is assumed to be in discrete lots of varying amounts.
Dynamic lot size problem has received wide attention in
literature. Basically, there are two approaches to solve
the problem:
(1) Mathematical models which calculates an optimal
solution to the problem as formulated; and
(2) Heuristic rules which generate quick and reasonably
good solutions.
The classical and probably earliest lot size formula is
the economic order quantity (EOQ) formula, which is also
known as the Wilson formula [1]. It is not a dynamic
lot size model since the demand is assumed to be constant
and continuous in this model
In 1950, Wagner and Whitin [25] published their
classical paper Dynamic Version of the Economic Lot Size
Model, which solved for an optimal solution to the
dynamic lot size problem. Since their publication, a few
modifications and extensions have been added to the
original Wagner-Whitin algorithm. In 1968, Zangwill [29,
31] proposed a new approach to the dynamic lot size
problem by representing the Wagner-Whitin model as a
single source network.
Although the Wagner-Whitin algorithm solves for optimal
solutions, it is also considered as complicated, little
understood, and requiring a lot of computer time [4].
Many researchers and practitioners have thus directed
their effort to the development of efficient heuristic
rules which calculate solutions close to the optimal ones.
As there is an explosive growth in the number of
heuristics [22], some researchers became interested in
evaluating the performance characteristics of these
heuristics (e.g. Kaimann [18], Berry [6] and Ritchie
[21]).
2.2 EOQ Model
The earliest known simple lot size formula, the EOQ
model, was developed by Ford Harris in 1915. Apparently,
it was again independently derived by R.H. Wilson who
popularized it. In his honour, it is also referred to as
Wilson formula [1].
In this model, the following assumptions are made:
(1) Demand is deterministic and at a constant rate.
(2) Production costs, inventory holding costs and setup
costs are constant.
(3) No backlogging is permitted.
(4) Lead time is zero, ie. production and delivery is
instantaneous.
Based on differential calculus, the economic order
quantity, Q, is calculated as
(2.1)
where Q= economic order quantity;
D= demand rate;
s= setup costs;
h= inventory holding costs.
Several modifications to this model have been developed
to allow for backlogging, constant lead time and quantity
discount[ 1, 24].
2.3 Waqner-Whitin Algorithm
Wilson Formula for economic lot size will no longer
assure minimum cost solution when demand, inventory costs
(holding costs, setup costs and shortage costs) andor
production costs vary from period to period over the
planning horizon. Under such condition, which is referred
as the dynamic version of the model, a more sophisticated
mathematical approach is necessary.
Wagner and Whitin [25] developed an algorithm, based on
dynamic programming, to solve for the uncapacitated
dynamic lot size for single-item product subject to
discrete, time-varying demand when the inventory holding
and setup costs also vary from period to period. As an
order must be placed in the first period (no
backordering allowed), there are 2n combinations of
either ordering or not ordering in each other period for
the optimization problem, where n is the number of periods
in the planning horizon. However, by formulating the
problem into a dynamic program, the computation can be
greatly reduced. Their formulation is as follows:
(2.2)
where F(t)= minimum cost program for period 1 through t;
St= inventory setup cost in period t;
ht= inventory holding cost in period t;
Dt= demand in period t;
F (0)= 0, and F(l)= s-j_.
The minimum cost program for the problem is given by
F(n), where n is the number of periods in the planning
horizon. Ordering quantities, Qt's, can then be calculated
based on the minimum cost programs, F(t) 's. Under this
formulation, only n(n+l)2 possibilities need to be
considered.
2.4 Extensions and Modifications to
the Wagner-Whitin Algorithm
The original Wagner-Whitin (W-W) model considered only
time-varying demand, inventory holding costs and setup
costs, and the production cost is assumed to be constant.
In 1964, Zabel [29] extended this model to allow for
variable production costs. He also developed a backward
planning horizon theorem to efficiently solve for the
relaxed problem. Later, Zangwill [30, 32] modified the W-
W model to permit backlogging of unsatisfied demand.
Eppen, Gould and Pashigian [14] considered the dynamic
lot size problem when the inventory holding costs, setup
costs and production costs are all time-varying. They
developed the General Planning Horizon Theorem that
lessens the computational effort to find the optimal
solution. Their approach is also based on dynamic
programming, and is considered as an extension of the W-W
model.
Blackburn and Kunreuther [7] formulated a generalized
model for the case when all the costs are time-varying,
and developed a procedure to partition the planning
horizon for their model which permits backlogging. They
showed that both Zangwill and Eppen-Gould-Pashigian's
models are special cases of theirs. Their model can be
considered as a generalization of W-W model.
2.5 Network Approach
Zangwill [32] represented the Wagner-Whitin model as a
single source network. He further improved his network
representation to allow for backlogging, and applied the
concepts of concave cost network analysis to solve the
problem. Zangwill's network representation is depicted in
Figure 2.1.
Zangwill' s concept of network representation was
extended by Chirakiti [12] to show explicitly all the
possible inventory levels over the planning horizon.
Chirakiti's representation is shown in Figure 2.2.
For a problem with planning horizon of n periods,
Chirakiti's network will contain n(n+l)2+ 1 nodes, Each
node represents a possible inventory level, I(i,k), in
period i, where I(i,k) stands for the inventory level in
period i which will satisfy the demand of the ith period






Obviously, the inventory level in i period, I(i,k),
can take on (n-i+1) possible values. An arc in the network
may represent either setup costs or holding costs. In
general, an arc joining X(i 1,i— 1) to I(i,k) for ikn
will have a setup cost of st-1, while an arc joining











Note: i. Each node represents a time period.
2. I(t) represents the amount of inventory carried
from period t to period t+1.
Figure 2.1 Zangwill's Network Representation of a 3-Period Dynamic Lot Size Problem
Legend: setup
inventory carried
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Figure 2.2 Chirakiti's Network Representation of a 3-Period Dynamic Lot Size Problem
Chirakiti's network representation formulated the
dynamic lot size problem as a shortest path problem. To
improve computational efficiency, Chirakiti developed a
constraint (a necessary condition for optimality) which
can eliminate part of the set of I(i,k) values. The
constraint states that I(i,k) can be part of the optimal






Chirakiti proved the validity of this constraint based
on the argument that any subpath of an optimal path in a
network must also be optimal. However, it can be easily
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2.6 Heuristic Methods
Many academic researchers and practitioners have
considered the Wagner-Whitin algorithm to be complicated,
difficult to understand, and requiring both lengthy
computations and large computer storage (eg. Aucamp [4],
Gaither [15] and Ritchie [22]). Consequently, simple
heuristic rules are developed to calculate approximate
solutions to the dynamic lot size problem.
A large number of heuristic rules are found in
literature. Among the well-known heuristic rules which can
be found easily in most texts [17] are: Economic Order
Quantity (EOQ), Period Order Quantity (POQ), Lot-for-Lot,
Part Period Balancing (PPB), PPB with look-aheadlook-back
and the Silver-Meal algorithm. Some more recent heuristic
rules are Incremental Order Quantity Rule [10], Maximum
Part-Period Gain Rule [19] and the methods by Gaither
[15] and Groff [16].
2.6.1 Classification of Heuristic Methods
Although there are a large number of heuristic rules
for dynamic lot size in literature, inevitably, most of
them are all based on a few basic principles. It is much
easier and convenient to grasp these principles than to
understand all the distinct heuristic methods. Ritchie
[22] has proposed to classify the existing heuristic rules
into three groups. However, a few heuristic rules which
are either derived from or closely related to facility
location algorithms have not been included in his
framework. Naturally, they constitute the fourth groups,
(a) Group 1: Minimum holding and setup costs over the
replenishment period
For heuristic rules in this group, the decision to
order or not in a period is made based on the
principle of minimizing the sum of holding and setup
costs over the replenishment interval. These rules
may not solve for optimal solutions since only a few
demands are considered in making each ordering
decision. Two well-known methods belonging this group
are those by Silver-Meal [23] and Groff [16].
(b) Group 2: Equal setup and holding costs
Rules in this group calculate lot sizes by
equating setup and holding costs in the solutions.
This rationale of equating setup and holding costs is
consistent with the EOQ model. PPB and De Matties's
method [13] are typical examples of this kind of
decision rules.
(c) Group 3: Incremental costs
In each period, there are only two mutually
exclusive and complementary alternatives- order or
not order. The incremental approach calculates the
incremental costs associated with each of these two
alternatives and selects the one with the lower
costs. This approach is adopted by the Incremental
Order Quantity method [10] and Gaither' method [15].
(d) Group 4: Fixed-charge facility algorithms
Bahl and Zionts [5], and Law and Khumawala [20]
have attempted to solve for dynamic lot size
using heuristic rules originally developed for the
uncapacitated warehouse location problem. This class
of rules can handle variable inventory holding costs
and setup costs, as well as backlogging. This is a
unique characteristic not found in any other group of
heuristic rules. Their performance, in terms of cost
deviation from the optimal solutions, compares well
with other's. However, due to the flexibility in
handling time-varying costs, they are expected to
require more computational time in solving
problems with constant costs.
2.6.2 Comparison of Heuristic Rules' Performance
In spite of the large number of heuristic rules
available, few of them are used in practice [26]. While
the reason for such a phenomenon is not clear, it is
obvious that choosing an appropriate heuristic rule is
difficult. Due to the rapid growth in the number of
heuristic rules, their performance characteristics have
not been adequately tested and compared.
Most of the available heuristic rules are applicable
only to dynamic lot size when the production costs,
inventory holding costs and setup costs are constant, and
backlogging is not allowed. As a result, comparison of the
heuristic rules are also limited under these assumptions.
Several researchers have compared the performance of
heuristic rules and reported their results. Kaimann [18]
tested the performance of the EOQ method for dynamic lot
size based on a set of twenty five problem. Berry [6]
compared EOQ, POQ and PPB using Kaimann's data and
proposed a more complete analytical framework for
comparing the heuristic rules. Most researchers who have
then developed new heuristic rules compared their rules
with others based on Berry's framework. Ritchie [22]
classified the existing heuristic rules into three groups
and compared some of the most recent rules.
Heuristic rules are compared and evaluated based on
their computational efficiency and the cost deviation of
their solutions from the optimal ones. It is found that
their performance varies with the characteristics of the
problem [6, 15, 18, 22]. Several factors have been
identified which characterize a dynamic lot size problem
when the various costs are constant and backlogging is not
permitted:
(a) Coefficient of Variation (CVD)
The coefficient of variation of the demand is
the standard deviation in demand divided by the
average demand. It measures the degree of period-to-
period variation in demand.
(b) Inventory Costs Ratio (sh)
This is the ratio of setup costs to inventory
holding costs, which affects the frequency of making
order. The higher the ratio, the less frequent an
order is placed since it will be more costly to make
an order.
(c) Average Time Between Orders (TBO)
This is the ratio between EOQ and the average
demand. Specifically, TBO is given by
When the demand is uniform, the optimal lot size is
given by EOQ and TBO indicates the number of periods
covered by each order. When the demand is time-
varying, TBO indicates the frequency of making order.
When TBO is large, less orders will be placed.
(d) Length of Placing Horizon (n)
To make due comparison among heuristic rules,
the length of horizon must be adequate. If it is not
so, an inferior rule might produce low cost solution
simply because its calculated inventory policy covers
exactly to the horizon. Wemmerlor and Whybark [28]
suggested a horizon of at least three times TBO for a
valid comparison of heuristic rules. The relationship
between computational time and n is also different
for different rules.
CHAPTER III
NETWORK CONSTRAINTS AND THEIR APPLICATIONS
TO THE WAGNER-WHITIN ALGORITHM
3.1 Mathematical Model of the Dynamic Lot Size Problem
The mathematical model for the uncapacitated, single-





where setup costs in period t;
inventory holding costs in period t;
production costs in period t;
inventory level in period t;
order production quantity in period t;
indicator variable which takes on the value
of one when there is an order (or production)
in period t, and takes on the value of zero
when otherwise.
3.2 Generalized Network Representation
In Chirakiti' s network representation, only the
inventory setup costs and holding costs are variable,
while the production costs are held constant. A more
generalized network representation of the dynamic lot size
problem when production costs are also time-varying is
depicted in Figure 3.1.
As before, the inventory level in the i period can
take on (n-i+1) possible values:
I (i,k)
I(i,k) represents the inventory level containing the
demands of the ith period through the kth period.
Here, an arc joining I(i-l,i-l) to I(i,k) for ik£n will
incur a cost of si+ ciI(i,k), while an arc joining I(i,k)





























Figure 3. 1 Generalized Network Representation of a 3-Per.iod Dynamic Lot Size Problem
3.3 Generalized Network Constraints
Referring to Figure 3.1, Chirakiti's constraint can be
restated as
The first term is the difference between the production
costs for producing in the period and that in
the i+ l1'1 period.
Consider again I(i,t) If t£i+ 2, then a
necessary condition for I(i,t) to be part of the optimal
solution is that it is no more costlier to hold
period i through period i+1 than to have a setup in period
i+ 2 for these demand, or
where and (3.2)
Extending this line of reasoning, a general form for
the constraints given in (3.1) and (3.2) can written as
where and
A formal proof of (3.3) is given in the next section.
(3.3)
3.4 Relationship Between Network Constraints
and the Wagner-Whitin Algorithm
When the production costs, inventory holding costs and
setup costs are all time-varying, the Wagner-Whitin
forward algorithm can be written as:
F(t)= min
since the expression in the bracket reduces to
Let
inventory holding costs incurred when the
quantity is produced in period k+1;
= inventory level in period k+1 which covers
demand from period k+1 through period t;
t h
total costs incur for the k inventory
policy to cover period 1 through period
t, where 0£k;t-l;
then the forward algorithm can be written as:
Suppose F (t)= T(kQ,t), then I(kQ+l,t) must satisfy (3.3).
By replacing i in (3.3) with kQ+1, kQ must satisfy the
following (t-kQ-1) inequalities:
where ml, kgO, and m+kQ+ltn.
A proof of (3.4) is given below:
Proof
Suppose




A contradiction since for
Therefore, (3.6) must not be correct.
ie. V m, where
Note:
Three particular cases for (3.4) are considered. First,




When both the production costs and the inventory costs
are constant, (3.4) can be further simplified as:
where
and




3.5 Lower Bounds for the Waqner-Whitin Algorithm
The original Wagner-Whitin algorithm is written as
If F(t)= F(k0), then kQ must satisfy a set of
inequalities as given in (3.4). Based on these
inequalities, it is possible to calculate lower bounds for
k in (3.8).
A lower bound, lt, for k exists when k does not
satisfy the optimality conditions given in (3.4) for all












Suppose there exists 1 (01t-l) which does not satisfy
(3.4).




Therefore, if 1 does not satisfy (3.4), (1-1) will not
satisfy (3.4). By similar argument, (1-2) through 0 will
not satisfy (3.4). Hence, 1 is a lower bound for k.
Corollary
If production costs are constant, then lower bound for
k in (3.8) always exists.
The proof to this corollary is obvious since when
production costs are constant,
which must be true.
The lower bound 1+ can be found by substituting the
sequence one at a time, into (3.4)
until (3.4) is violated. lt is then given by the smallest
number in the sequence which satisfies (3.4).
When the production costs and inventory holding costs
are constant, the lower bound, 1t, can be written





In general, (3.4b) provides a set of values
for Therefore,
(3.10)
It should be noted that in (3.4), the number of
inequalities depends on kQ. Therefore, the number of
values for lt is recursive with lt. However, when the
lower bound calculation is implemented into the Wagner-
Whitin algorithm, this problem can be overcome by a
suitable searching procedure for lt. Starting from t and
searching backwards, the procedure will stop when the
current lt is reached in the sequence ft, t-1,..., 0}. A
searching subroutine in BASIC code is listed below:
LT= 0
SUM= 0
FOR I= T TO LT
SUM= SUM+ D(I)
LL= INT(I- S(I)(H SUM))
IF LL LT THEN LT= LL
NEXT I
3.6 Lower Bound Theorem
An interesting property of the lower bounds, as stated
in the theorem below, allows for a very efficient
implementation of the network constraints into the Wagner-
Whitin algorithm. This property, however, holds only when
the production costs are constant.
Theorem
If lt is a lower bound for k in F(t), then lt is also a
lower bound for k in F(t+1).
Proof
If 1 is a lower bound for k in F(t), then F(t) can
written as:
where
Let F(t)= T(k0,t). Then as lt is a
lower bound. Now consider F(t+1) and suppose that 1. is
not a lower bound for k in F(t+1). Then F(t+1)=
Now,
This is a contradiction since
Therefore, the assumption is wrong, ie. lt is a lower
bound for k in F(t+1), or
The lower bound for F(t), can either be calculated
from (3.10) or simply be taken as based on the
lower bound theorem. Therefore, lt can be written as:
where
and
In essence, the lower bound theorem partitions the
problem into smaller horizon as the algorithm is proceeded
forward, and thereby reduces the computational effort.
3.7 Implementation of Network Constraints
Although (3.10), when fully employed, searches for the
largest lower bound for 1t, it also requires extra
searching effort. There is a tradeoff between the saving
in computational time using a larger lower bound and the
extra time required in searching for such a lower bound.
The optimal implementation of (3.10) should result in a
minimum sum of these two. Here, the following four
implementations of (3.10) are considered:









Only WWT1 is the full implementation of (3.10). To
illustrate the effectiveness of the network constraints in
reducing computations of the Wagner-Whitin algorithm, a
demand data set taken from Berry's study [6], which is
shown below, is used as an example. The dynamic
programming tables for different cases are calculated and
shown in tables 3.1 to 3.5.
Demand= (80, 100, 125, 100, 50, 50, 100, 125, 125,
100, 50, 100)
s= 500, h= 1
TABLE 3.1
FULL DYNAMIC PROGRAMMING TABLE



























































































Total number of entries- 78
TABLE 3.2




















































































































Note: lax I where! and
max
2. Underlined entries are eliminated via the lower
bound calculation and the lower bound theorem.
rotal number of entries- 50
TABLE 3.3

























































































































2. Underlined entries are eliminated via the lower
bound calculation and the lower bound theorem.
Total number of entries= 47
TABLE 3.4






















































































































2. Underlined entries are eliminated via the lower
bound calculation and the lower bound theorem.
Total number of entries= 43
TABLE 3.5





















































































































Note: 1. lt= maxd ltl, where 1Q= 0 and
t
lt=max{Int[(t-p)-st_p(h I Dj)]},0pt-lt~2.
2. Underlined entries are eliminated via the lower
bound calculation and the lower bound theorem.




Several experimental studies have been carried out on
heuristic rules for dynamic lot size problem with constant
costs [6, 8, 9, 15, 18, 22]. The purpose is to either rank
the performance of different heuristic methods based on
computational times and deviations from optimal cost
solutions, or test the impact of different factors on the
heuristics' performance. Little research is conducted on
the performance of the Wagner-Whitin algorithm, in terms
of computational times, under different experimental
factors. Gaither's study [15], however, indicates a highly
exponential relationship between the computational time
and the length of planning horizon (n).
In this thesis, a simulation experiment is set up to
test the performance of the Wagner-Whitin algorithm when
different implementations of the network constraints are
incorporated. Production costs, setup costs and inventory
holding costs are all held constant. The four
implementations discussed in section 3.7 are tested, and
the original Wagner-Whitin algorithm is also included as a
basis for comparison. As all the implementations solve for
optimal solution, computational time is the only measure
of performance. Factors that are expected to affect
computational time will be analysed. It is also hoped
that, through this experiment, some insight into the
relationships between the performance of the algorithm and
different experimental factors can be provided.
4.2 Experimental Factors
In studying the performance of heuristic rules, the
following factors are generally included by most
researchers [6, 9, 15, 18, 22]:
(1) Coefficient of variation of demand (CVD)
(2) Ratio of setup costs to inventory holding costs (sh)
(3) Time between order (TBO)
(4) Length of planning horizon
(5) Lot-sizing method
As the purpose of this experiment is to study the
performance of the Wagner-Whitin algorithm, the
implementation factor which accounts for different
implementations into the algorithm is used in lieu of the
lot-sizing method factor. It can also be shown that the
ratio of setup costs to inventory holding costs (sh) is
not a relevant experimental factor by the following
theorem.
Theorem
Given the first problem and its optimal solution:
(1) demand schedule
(2) ratio of setup costs to inventory holding costs= sh,
(3) optimal order policy
Then for the following second problem:
(1) demand schedule
(2) ratio of setup costs to holding costs
the optimal policy is given by
Proof
For the first problem, the total costs is given by
where
otherwise








Without loss of generosity, we may denote klt by 1 and
Yt by. Note 1. and Y. are given by any arbitrary
inventory policy {kQ1,..., kQn}. Inequality (4.2) becomes
(4.3)
Inequality (4.3) shows that the optimal solution to the
second problem is such that
and (4.4)
For this problem, its optimal inventory polic




Therefore, the optimal order policy for the second
problem is given by {kQ, kQnI•









All the factors for these two problems are identical
except the costs ratio, sh, which shows significant
difference. However, based on the previous theorem, these
two problems are indeed identical with one's solution
being an integral multiple of the other's. Therefore, a
problem set should not be characterized by the ratio of
setup costs to inventory holding costs (sh). The value of
sh alone is not meaningful unless it is divided by the
mean demand (ie. shD), which is then equivalent to TBO.
In conclusion, the use of sh as an experimental factor is
ineffective (as it is included in TBO) and may even lead
to incorrect interpretation.
In this experiment, four factors are used, namely,
implementation, n, TBO and CVD.
4.2.1 Coefficient of Variation of Demand (CVD)
This factor was first introduced by Kaimann [18] and
has then been widely used by many researchers [6, 9, 15,
22]. It measures the difference, adjusted by the mean
demand, between demand from period to period and is
also termed the lumpiness of demand. All the test results
indicate that CVD is an important factor affecting the
performance of heuristic rules.
CVD is also expected to affect the computational
efficiency of the Wagner-Whitin algorithm when different
implementations of the network constraints are
incorporated. For exampre, consider che first




The lower bound, lt, will increase as Dt increases. The
computational time required for a problem will be greatly
reduced when there are some very large Dt's. For example,
when there are some t's such that lt= t, the problem will
actually be partitioned into several small problems.
The values of CVD used in this experiment are 0.2, 0.6,
1.0 and 1.4, which constitute a range comparable to those
used in literature. For example, Berry [6]: 0 to 1.41,
Gaither [15]: 0 to 1.41 and Bokko and Whybark [9]: 0.29 to
1.14. It is noted that the data set with a value of 3.31
for CVD used in Berry [6] and Gaither's [15] studies is a
special case in which there is only one nonzero demand
over the entire planning horizon. In this case,
performance of all the lot-sizing rules is identical.
Therefore, it is not considered as a legitimate data set
for comparison.
4.2.2 Time Between Order (TBO)
Berry [6] first advocated the use of TBO as an
alternative factor to sh used by Kaimann [18]. Since
then, most studies have included either one or both of
these two factors. It measures conceptually the average
number of periods covered by each replenishments. It is
found to be a significant factor for the performance of
heuristic rules.
TBO is also expected to have impact on the
computational efficiencies of different implementations of
the network constraints. Again, consider WW1,
lt= Int{ t- s(hDt)}
As TBO value increases, s(hDt) will also increase and
hence lt will decrease. Therefore, the computational time
is expected to increase with TBO. The values of TBO used
in this experiment as 1, 3, 5, 7, and 9. It is considered
as a relatively large range. For example, Berry [6]: 0.73
to 1.82 and Gaither [15]: 1 to 7.
4.2.3 Length of Planning Horizon (n)
The length of planning horizon is a measure of the size
of a problem, and hence will vary directly with the
computational time. The length of planning horizon has
been found to be an important factor affecting the
computational efficiencies of heuristic rules. The results
in [15] indicated that computational time increases rather
linearly with the length of planning horizon for several
heuristic rules.
The length of planning horizon is also an important
factor which determines the computational time required by
the Wagner-Whitin algorithm. In this algorithm, there are
n(n+l)2 entries in the dynamic programming table.
Therefore, the computational time is theoretically a
polynomial of at least second degree in n. Based on this
consideration, computations required by the Wagner-Whitin
algorithm will be substantially more than those required
by heuristic rules when n becomes very large.
The following values for n are used in this experiment
: 24, 48, 72, 96, 120. This is considered to be an
adequate range which covers most practical problems.
Anderson [3] reported that the average length of planning
horizon for inventory policies for material production
schedule is only forty weeks.
4.2.4 Implementation Factor
Based on the network constraints, a set of lower bound
values can be calculated for the Wagner-Whitin algorithm
(see section 3.5 for detailed derivation). When more
constraints are used, a larger lower bound can be
calculated and hence less computations will be required in
the dynamic program. However, it also requires more effort
in searching for such a lower bound.
For an efficient implementation of the network
constraints, extra searching time for a larger lower bound
must be more than compensated by the additional saving in
computational time in the dynamic program. In this
experiment, the implementation factor accounts for
different implementations of the network constraints into
the Wagner-Whitin algorithm, as well as the original











One network constraint incorporated
Two network constraints incorporated
Three network constraints incorporated





Note: The value a specifies the range of p values used in
equation (3.10) which calculates the lower bound for
the dynamic program.
4.3 Demand Data Set Generation
The three factors, n, TBO and CVD used in this
experiment are either wholly or partially affected by the
demand set pattern. Therefore, it is necessary to develop
a procedure which efficiently and effectively generates
demand data sets with given values for the experimental
factors.
The generation of demand data set with stipulated
length of planning horizon (n) is strict forward. For time
between order (TBO), which is given by
TBO=( 2s)(hD),
the mean values of all the demand data sets are set at
100. By varying the ratio of setup costs to inventory
holding costs (sh), different TBO values can be obtained.
To generate demand data sets with predetermined values
for CVD, the procedure is more complicated. Data sets with
sufficiently large range of CVD values (0.2 to 1.4 in this
experiment) must be generated. Moreover, the demand in
each period must be non-negative.
Most common distributions do not satisfy either one or
both of the above two criteria, namely, large CVD values
and non-negative demand. Nevertheless, several procedures
have been devised for generating demand data sets which
fulfill these requirements. For example, McLaren [21],
Wemmerlov [27] and Blackburn and Millen [8] have developed
such procedures for lot-sizing studies. McLaren's
procedure makes use of the uniform distribution. For large
CVD values, a compound distribution is used. Wemmerlov's
method is based on sampling from a truncated normal
distribution. Blackburn and Millen's procedure is again
based on a compound distribution, which includes a
truncated normal distribution.
In this experiment, demand data sets are generated from
a compound distribution derived from two uniform
distributions. Our choice is primarily based on the ease
of this procedure in eliminating negative demand and its
flexibility in handling a large range of CVD values.
For a uniform distribution, x, in the range [a,b],
Therefore, the range of CVD values is from 0 to 0.577
for a non-negative uniform distribution.
Now, consider two uniform distributions and
with means and and standard deviations
respectively. Without loss of generosity, let
where al,
where b=0.and
Next, consider a compound distribution, x, which is
formed by taking r times its total number of demand data
from x-j_ and the rest from x2 (0 r 1). Then
Now,
For non-negative demand, the lower limits of both x





Inequalities (4.5) to (4.7) set upper limit for CVD of
the compound distribution. By varying r, a and b, a large






































Using this procedure, it is possible to generate demand
data set with CVD value ranges from 0 to 2.34. However,
when the number of periods, n, is small, it becomes
inefficient to generate a demand set using large r since
only a few demand values can be sampled from one of the
two uniform distributions with prescribed values for its
mean and standard deviation.
With five levels of n and four levels of CVD, twenty
demand data sets are generated. Details of these data sets
are given in the Appendix. As there are five levels of
TBO, there are altogether one hundred problems in this
experiment.
4.4 Experimental Results
Computational times taken by the Wagner-Whitin
algorithm with different implementations of the network
constraints to solve the simulated problems are tabulated
in the Appendix. Tables 4.1 to 4.3 show the average
computational time for different values of n, TBO and CVD,
while tables 4.4 to 4.6 show the average computational
times expressed as percentages of those taken by the
original algorithm. The relationships between average
computational time and each of n, TBO and CVD are depicted
in figures 4.1 to 4.6.
4.5 Analysis of Variance
To compare the performance of different implementations
of the network constraints and to assess the impact of
experimental factors on their performance, an analysis of
variance is performed. Such an analysis will provide more
rioorous theoretical grounds for our interpretation.
The analysis of variance consists of two stages. In
Table 4.1
Average Computational Times for Different
Lengths of Planning Horizon (n)































Note: All times are given in seconds
Table 4.2
Average Computational Times for Different
Time Between Order Values (TBO)































Note: All times are given in seconds.
Table 4.3
Average Computational Times for Different
Coefficients of Variation of Demand (CVD)

























Note: All times are given in seconds
Table 4.4
Computational Times of WW1, WW2, WW3 and WWT1
as Percentages of Those of WW for
Different Lengths of Planning Horizon (n)



























Computational Times of WW1, WW2, WW3 and WWT1
as Percentages of Those of WW for
Different Time Between Order Values (TBO)



























Computational Times of WW1, WW2, WW3 and WWT1
as Percentages of Those of WW for
Different Coefficients of Variation of Demand (CVD)
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Coefficient of variation of demand
Figure 4.6 Average Computational Time versus Coefficient of Variation
of Demand (without WW)
the first stage, a complete model which includes all the
four factors (ie. implementation, n, TBO and CVD) is
analysed to assess the significance of the difference in
computational performance for different implementations,
and that of the impact of experimental factors and their
interactions on the performance of the Wagner-Whitin
algorithm as a whole. Table 4.7 displays the results of
the ANOVA analysis. As indicated in table 4.7, CVD is not
a significant factor. To investigate further, pairwise
comparisons of average computational times at different
levels of CVD are computed and the results are shown in
table 4.8. Pairwise comparisons of average computational
times for different implementations are also computed to
test for their significance and the results are given in
table 4.9. Finally, a stepwise contrast procedure is
carried out to examine the benefit of incorporating more
network constraints into the Wagner-Whitin algorithm.
Starting with WW and taking one at a time from the
sequence {WW, WW1, WW2, WW3}, each implementation is
contrasted with the set of all other implementations which
employ more constraints. Thus, WW is contrasted with
{WW1, WW2, WW3, WWT11, WW1 with {WW2, WW3, WWT1{, WW2 with
{WW3,WWT1{ and lastly, WW3 with WWT1. The computations of
contrast are given in table 4.10a to table 4.101.
In the second stage, ANOVA analysis is performed for
each implementation to study specifically the impact of
experimental factors on individual implementation. The
results of ANOVA analysis are shown in tables 4.11a to
4.lie. The factor CVD, which is not significant in the
complete model, is found to be significant to some
implementations. Therefore, pairwise comparisons of
average computational times at different levels of CVD are
computed and the results are tabulated in tables 4.12a to
4.12e. To determine the nature of relationships between
the computational time and the experimental factors,
polynomial contrasts are then computed and the results are
given in table 4.13a to table 4.13e.
4.6 Factors Significant to the Performance
of the Waqner-Whitin Algorithm
Based on the complete ANOVA model (see table 4.7), the
implementation factor is found to be most significant,
indicating that different implementations of the network
constraints may have significant impact on the
computational performance of the Wagner-Whitin algorithm.
Detailed comparison of the implementations is presented
in the next section. The complete model also reveals that
the length of planning horizon (n) and the time between
order (TBO) factor are highly significant to all
implementations. The coefficient of variation of demand
(CVD) is found to be not significant in the complete
model, as is confirmed in the pairwise comparisons of
means test (See table 4.8). The length of planning
horizon (n) measures the size of the problem and therefore
the computational time required to solve a problem must be
Table 4.7






































Pairwise Comparisons of Means at Different Levels





















Note: 1. s= level of significance.
2. I stands for a homogeneous group within
which the means are not significantly
different from one another at the specified
level of significance.
Table 4.9
Pairwise Comparisons of Means of Different
Implementations for the Comolete Model






















Note: 1. s= level of significance.
2. I and II stand for different homogeneous
groups, where a homogeneous group is one
within which the means are not significantly
different from one another at the specified
level of significance.
Table 4.10a
ANOVA Contrasts of WW with {WW1, WW2, WW3, WWT1}




















ANOVA Contrasts of WW1 with [WW2, WW3, WWT1}





















ANOVA Contrasts of WW2 with {WW3, WWT1}





















ANOVA Contrasts of WW3 with WWT1





















ANOVA Contrasts of WW with {WW1, WW2, WW3, WWT1}





















ANOVA Contrasts of WW1 with {WW2, WW3, WWT1}





















ANOVA Contrasts of WW2 with [WW3, WWT1}





















ANOVA Contrasts of WW3 with WWT1




















ANOVA Contrasts of WW with fWWl, WW2, WW3, WWT1}

















ANOVA Contrasts of WWl with {WW2, WW3, WWT1}
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ANOVA Contrasts of WW3 with WWT
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Table 4.11b







































































































Pairwise Comparisons of Means at Different Levels





















Note 1. s= level of significance.
2. I and II stand for different homogeneous
group, where a homogeneous group is one
within which the means are not significantly
different from one another at the specified
level of significance.
Table 4.12b
Pairwise Comparisons of Means at Different Levels
of CVD for WW1


















Note: 1. s= level of significance.
2. I and II stand for different homogeneous
group, where a homogeneous group is one
within which the means are not significantly
different from one another at the specified
level of significance.
Table 4.12c
Pairwise Comparisons of Means at Different Levels
of CVD for WW2


















Note: 1. s= level of significance.
2. I and II stand for different homogeneous
group, where a homogeneous group is one
within which the means are not significantly
different from one another at the specified
level of significance.
Table 4.12d
Pairwise Comparisons of Means at Different Levels





















Note: 1. s= level of significance.
2. I and II stand for different homogeneous
group, where a homogeneous group is one
within which the means are not significantly
different from one another at the specified
level of significance.
Table 4.12e
Pairwise Comparisons of Means at Different Levels
of CVD for WWT1


















Note: 1. s= level of significance.
2. I stands for a homogeneous group within
which the means are not significantly
different from another other at the
specified level of significance.
Table 13a
Polynomial Contrasts for WW















Note: level of significance(F value)
Table 13b
Polynomial Contrasts for WW1













Note: level of significance(F value)
Table 13c


















Note: level of significance(F value)
Table 13d
















Note: level of significance(F value)
Table 13e















Note: level of significance(F value)
positively correlated to n. This relationship is tested to
be significant for all the implementations (see tables
4.11a to 4.lie). With reference to the polynomial contrast
calaulation (see tables 4.13a to 4.13e), this relationship
is quadratic in n for WW, the original Wagner-Whitin
algorithm, and becomes much more linear when the network
constraints are incorporated. In fact, as indicated in
tables 13a to 13e, F value for the first degree in n
increases progressively as more network constraints are
included. This trend of increasing linearity can also be
observed in figures 4.1 and 4.4.
The time between order factor indicates the complexity
of the problem. In general, it is found to be highly
significant for all implementations, including the
original Wagner-Whitin algorithm (see tables 4.8a to
4.8e). The latter one is a special case in which the
average computational time increases sharply as TBO value
increases from one, and the effect of TBO quickly levels
off (see figure 4.2). When network constraints are
implemented, there is a strong quadratic relationship
between the computational time and TBO (see figures 4.2
and 4.5, tables 4.13a to 4.13e).
Although the coefficient of variation of demand is
found to be not significant in the complete model, it is
tested to be significant to some implementations. This
discrepancy can be explained by the averaging-off of CVD
' s effects in the complete model. CVD is found to be
significant for WW1 and WW2 at a significant level of 1%,
significant for WW3 at 5% and not significant for WW and
WWT1 (see tables 4.11a to 4.lie). Pairwise comparisons of
means (see tables 4.12a to 4.12e) indicate that this
difference is significant only when CVD value is very
small, and in this case the computational time is much
larger. Figure 4.6 also shows that the computational times
for WW1 and WW2 vary more critically when CVD value is
small.
4.7 Comparison of Implementations
As shown in figures 4.1 to 4.3, average computational
times required by the Wagner-Whitin algorithm are reduced
when the network constraints are implemented. This
reduction becomes more substantial as n and TBO values
increase, and is quite stable over the tested range of CVD
values. Referring to tables 4.4 to 4.6 and figures 4.4 to
4.6, it can be seen that implemention of more network
constraints generally leads to saving in computational
time, and this benefit is larger as n increases, as TBO
value increases and as CVD value decreases. However,
marginal saving in computational time decreases as more
network constraints are employed. For example, the
marginal saving in shifting from WW1 to WW2 is 9.2%, while
that in shifting from WW2 to WW3 is only 6.9% for a n
value of 24 in table 4.4.
The complete ANOVA model indicates that implementation
factor is highly significant (see table 4.7). A close
examination based on pairwise comparisons of means (see
table 4.9) reveals, however, that the overall difference
is significant only between the original Wagner-Whitin
algorithm (the null implementation) and the others, ie,
between the cases of with and without implementation of
network constraints. Overall difference in adding more
constraints is not tested to be statistically significant.
The stepwise constrast procedure described in section
4.5 aims at a closer examination of the algorithmic
performance at different levels of each experimental
factor. Referring to tables 4.10a to 4.101, it can be seen
that saving in computational time by implementating the
network constraint is significant except for very small n
and TBO values. It is significant at all levels of CVD
(see table 4.10i). Although the benefit of adding more
constraints is not tested to be statistically significant,
its significance increases steadily as either n or TBO
increases. This is consistent with our observations in
figures 4.4 to 4.6.
As stated in section 4.6, the degree of non-linearity
in n for the Wagner-Whitin algorithm is reduced when more
network constraints are implemented, and the benefit of
implementating more constraints becomes larger as n
increases. This is conceivable since a larger lower bound
will eliminate more possibilities in the dynamic program,
and is therefore more effective, when n is larger.
As TBO value increases, the benefit of implementing
more network constraints also increases. This is due to
the fact that the value of the lower bound calculated by
equation (3.10) is more sensitive to TBO value for small p
value in this equation, and the range of p value increases
when more constraints are used. As TBO value increases,
the value of the lower bound calculated decreases more if













The value of Int decreases by 6 and that of
Int decreases only by 3, when TBO
increases by 2.
In section 4.6, it is noted that CVD value will affect
the computational performance of WW1 and WW2. However,
its effect is significant only when its value is small
(see tables 12a to 12e). For the first two network
constraints, which correspond to p values of zero and one
in equation (3.10), they will calculate for larger lower
bounds when there are some very large demand values. Their
effectiveness greatly deteriates as the variation in
demand decreases. On the other hand, for the more
complicated constraints which correspond to larger p
values in equation (3.10), their effectiveness is less
sensitive to the variation in demand since more demand
values are included in these constraints.
CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER RESEARCH
5.1 Conclusions
In this thesis, a constraint set, known as the network
constraints, is derived based on a network representation
of the single-item, uncapacitated dynamic lot size problem
with no backlogging. This constraint set provides lower
bound on the evaluation of the recursive function in the
Wagner-Whitin algorithm, a dynamic programming formulation
of the problem. A Lower Bound Theorem is developed which
further improves the computational efficiency of the
algorithm by searching for larger lower bound.
Implementation of the network constraints into the
Wagner-Whitin algorithm for the dynamic lot size problem
with constant costs is investigated. For such a problem,
it is characterized by several factors: the length of
planning horizon (n), the time between order (TBO) factor
and the coefficient of variation of demand (CVD).
Based on the results of a simulation experiment, the
computational efficiency of the Wagner-Whitin algorithm
is found to be greatly improved when the network
constraints are implemented, and this improvement is
tested to be statistically significant. In general,
implementation of more constraints will lead to more
savings in the computation. The benefit of using more
constraints is not found to be statistically significant
over the tested range of values of the experimental
factors. Nevertheless, its significance increases
consistently as the values of n and TBO increase.
Results of the experiment also leads to some
interesting findings in the relationships between the
computational time required by the Wagner-Whitin algorithm
and each of the experimental factors. For the original
algorithm, computational time is found to be quadratic in
n and is not sensitive to other factors except for very
small TBO value. When the network constraints are
implemented, this relationship with n becomes much more
linear. Moreover, a relationship strongly quadratic in TBO
value exists. However, CVD is found to be an insignificant
factor except for the cases when only the first two
constraints are implemented.
5.2 Recommendations for Further Research
The network constraints and the associated Lower Bound
Theorem are applicable to the more general cases of the
dynamic lot size problem when the costs are all allowed
to vary from period to period over the planning horizon.
In this thesis, implementation of these constraints into
the Wagner-Whitin algorithm is investigated for only the
case of constant costs. It will be desirable to pursue
further for the cases when one or more costs elements are
time-varying.
As mentioned in section 2.6, several researchers have
commented that the Wagner-Whitin algorithm is inefficient
in computations and its computational time will far exceed
those required by the heuristic rules when the length of
planning horizon (n) is large. This is primarily due to
the nonlinearity in n for the Wagner-Whitin algorithm.
With the implementation of the network constraints, the
nonlinearity in n is greatly reduced. It is suggested to
compare the improved algorithm with some of the widely
accepted heuristic rules under a framework comprising the
experimental factors studied in this thesis. To evaluate
the merit of a heuristic rule, the tradeoff between
comoutational efforts and the quality of the solution
obtained should be considered. It is anticipated that,
however, with the advancement of computer technology, the
aspect of computational efficiency in this consideration
will become less significant, thus favouring the
development of efficient optimal algorithms.
APPENDIX
COMPUTATIONAL RESULTS OF THE EXPERIMENT
DATA SET CVD n TBO Computational Times





















































































































































































DATA SET CVD n TBO Computational Times




















































































































































































































































DATA SET CVD n TBO Computational Times




















































































































































































































































DATA SE1 CVD n TBO Computational Times











































































































































































































































Note: All computational times are given in seconds.
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