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1 Einleitung
Methoden des wissenschaftlichen Rechnens kommen in vielen Bereichen der Natur-
und Ingenieurwissenschaften sowie der industriellen Forschung zur Anwendung. Com-
putersimulationen sind dabei zu einem wichtigen Werkzeug bei der Lösung und
Untersuchung physikalischer Probleme geworden. Der hohe Berechnungsaufwand der
Lösungsmethoden und die großen Datenmengen, die zur Modellierung realistischer
Probleme benötigt werden, machen die Nutzung paralleler Rechentechnik hierfür
unverzichtbar. Parallelrechner mit verteiltem Speicher stellen dabei eine weit ver-
breitete Architektur dar. Parallele Rechenknoten verfügen hierbei jeweils über einen
eigenen lokalen Speicher und nutzen ein Verbindungsnetzwerk, um Daten miteinander
auszutauschen.
Die Entwicklung effizienter paralleler Anwendungen für Parallelrechner mit verteil-
tem Speicher ist eine große Herausforderung im wissenschaftlichen Rechnen. Hierfür
muss sowohl die Verteilung der zu verarbeitenden Daten auf die Rechenknoten als
auch die Kommunikation zwischen den Rechenknoten effizient realisiert werden.
Durch das Aufkommen von hochskalierbaren Parallelrechnern mit Zehntausenden
von Rechenknoten wird diese Problematik in vielen Anwendungen noch verschärft.
Partikelsimulationen repräsentieren eine Klasse von daten- und rechenintensiven
Simulationsanwendungen, die in unterschiedlichen Bereichen genutzt werden [1].
Je nach Anwendungsgebiet geht die Anzahl der Partikel in den zu simulierenden
Systemen von mehreren Hunderttausenden, wie z. B. in der Molekulardynamik [2],
bis hin zu mehreren Milliarden, wie z. B. in der Astrophysik [3]. Nicht selten wird die
Systemgröße dabei nur vom technisch Machbaren begrenzt.
Die Berechnung von Wechselwirkungen zwischen den Partikeln stellt oft den Haupt-
aufwand einer Partikelsimulation dar. Hierfür werden schnelle Lösungsmethoden, wie
der Barnes-Hut-Algorithmus [4] oder die Schnelle Multipolmethode [5], eingesetzt.
Effiziente parallele Implementierungen dieser Algorithmen benötigen dabei eine Sortie-
rung der Partikel nach ihren räumlichen Positionen. Die Sortierung ist notwendig, um
einen effizienten Zugriff auf die Partikeldaten zu erhalten und um Umverteilungen der
Partikeldaten zwischen verschiedenen Programmteilen durchzuführen. Darüber hinaus
ist die Sortierung der Partikeldaten aber auch Teil von Optimierungen zur Erhöhung
der Lokalität von Speicherzugriffen, zur Minimierung der Kommunikation und zur
Verbesserung der Lastbalancierung paralleler Berechnungen. Es stellt sich daher die
Aufgabe, effiziente parallele Sortierverfahren für den Einsatz in Partikelsimulationen
zu entwickeln.
Die vorliegende Arbeit beschäftigt sich mit der Entwicklung eines effizienten par-
allelen Sortierverfahrens und der dafür benötigten Kommunikationsoperationen zur
Datenumverteilung in Partikelsimulationen. Hierfür werden beispielhaft drei An-
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wendungsprogramme betrachtet, welche am Institute for Advanced Simulation im
Forschungszentrum Jülich entwickelt werden: eine parallele Implementierung des Bar-
nes-Hut-Algorithmus, eine parallele Implementierung der Schnellen Multipolmethode
sowie ein paralleles Programm zur direkten Berechnung von Nahfeldwechselwirkungen.
Als Zielplattformen werden hochskalierbare Parallelrechner mit verteiltem Speicher
betrachtet. Da das Sortieren von Daten ein wiederkehrender Bestandteil vieler Al-
gorithmen und Anwendungen ist, kann das entwickelte parallele Sortierverfahren
auch über den konkreten Anwendungsfall der Partikelsimulationen hinaus eingesetzt
werden. Gleiches gilt für die entwickelten Kommunikationsoperationen. Diese realisie-
ren oft benötigte Kommunikationsmuster und sind somit auch in anderen parallelen
Anwendungen des wissenschaftlichen Rechnens einsetzbar.
Die konkreten Anforderungen an parallele Sortierverfahren in Partikelsimulationen
betreffen insbesondere die Aufteilung der Partikeldaten auf den verteilten Speicher
der Rechenknoten. Vor der Sortierung ist die Aufteilung der Partikeldaten auf die
Rechenknoten vom Anwendungsprogramm festgelegt und kann stark vom jeweils zu
simulierenden Partikelsystem abhängen. Das parallele Sortierverfahren muss daher
mit jeder beliebigen Verteilung der zu sortierenden Eingabedaten umgehen können.
Nach der Sortierung muss die Verteilung der sortierten Ausgabedaten wiederum
die Vorgaben des Anwendungsprogramms einhalten. Dabei darf beispielsweise die
maximale Größe von reservierten Datenpuffern nicht überschritten werden.
Um die Lastbalancierung paralleler Berechnungen zu verbessern, können vom An-
wendungsprogramm spezielle Aufteilungen der Partikeldaten auf die Rechenknoten
genutzt werden. So ist es weit verbreitet, den einzelnen Partikeln Gewichte zuzuweisen,
die den erwarteten Berechnungsaufwand abschätzen. Aufgabe des parallelen Sortier-
verfahrens ist es dann, eine gleichmäßige Aufteilung der Partikel auf die Rechenknoten
hinsichtlich der Gewichte zu erzeugen. Dies kann zwar die Laufzeit des parallelen
Sortierverfahrens verschlechtern, aber insgesamt die Effizienz der Partikelsimulation
verbessern.
Weiterhin müssen die Schlüsselwerte, nach denen die Partikeldaten sortiert werden
sollen, besonders berücksichtigt werden. Die Schlüsselwerte werden vor der Sortierung
vom Anwendungsprogramm anhand der räumlichen Positionen der einzelnen Partikel
erzeugt und hängen somit ebenfalls stark vom jeweils zu simulierenden Partikelsystem
ab. Dies kann zu enorm ungleichmäßig verteilten Schlüsselwerten und zu einer großen
Anzahl von Partikeln mit identischen Schlüsselwerten führen. Das parallele Sortierver-
fahren muss daher mit jeder beliebigen Verteilung der Schlüsselwerte korrekt umgehen
können.
Sortieren ist ein fundamentales Probleme der Informatik und sowohl in der Theorie
als auch in der Praxis von hohem Interesse. Die Palette existierender Sortierverfah-
ren reicht von bekannten praktischen Verfahren, wie z. B. Quicksort [6], bis hin zu
Verfahren, die nur in der Theorie von Bedeutung sind, wie z. B. das asymptotisch
optimale AKS-Sortiernetzwerk [7]. Praktische Arbeiten zu parallelen Sortierverfahren
beschäftigen sich zumeist mit dem Vergleich und der Optimierung verschiedener Sor-
tierverfahren, insbesondere auch im Hinblick auf einzelne Parallelrechner. Während
dabei in der Vergangenheit vorwiegend Parallelrechnerarchitekturen und -netzwerke
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betrachtet wurden, so betreffen aktuelle Entwicklungen verstärkt die Verwendung von
Multicore-Systemen und Grafikprozessoren. Hochskalierbare Parallelrechner und der
Einsatz von parallelen Sortierverfahren in konkreten Anwendungen im wissenschaft-
lichen Rechnen, wie z. B. Partikelsimulationen, wurden dagegen bisher nur wenig
untersucht. Fertig nutzbare Implementierungen (z. B. in Form von Standardbiblio-
theken) sind für parallele Sortierverfahren für verteilten Speicher bisher ebenfalls
nicht bekannt. Insofern ist die Entwicklung eines parallelen Sortierverfahrens, welches
die Anforderungen von Partikelsimulationen erfüllen kann, von großer praktischer
Bedeutung.
Weitere Herausforderungen ergeben sich hinsichtlich der Verwendung von effizienten
Kommunikationsoperationen zur Datenumverteilung. Aufgrund der großen Daten-
mengen der zu sortierenden Partikeldaten stellt der zusätzliche Speicherbedarf für
die Datenumverteilung ein großes Problem dar. Bei Parallelrechnern mit verteiltem
Speicher ist der Hauptspeicher eines Rechenknoten zumeist eine streng begrenzte
Ressource, die nur selten durch Auslagerungsspeicher ergänzt werden kann. Um zu
verhindern, dass die maximale Größe eines zu simulierenden Partikelsystems nur durch
den Speicherbedarf des Datenumverteilungsschritts begrenzt wird, werden Kommuni-
kationsoperationen benötigt, die mit dem jeweils aktuell verfügbaren Speicher effizient
auskommen. Des Weiteren werden Kommunikationsoperationen benötigt, welche ein-
zelne Partikel gezielt zwischen Rechenknoten austauschen können, ohne dass vorher
vom Anwendungsprogramm eine aufwändige lokale Umordnung der Partikeldaten
durchgeführt werden muss. Damit lassen sich Sonderfälle, wie das Einsortieren von
Partikeln in Zellen und das Zurücksortieren von Partikeldaten, effizient umsetzen.
Zum Datenaustausch auf Parallelrechnern mit verteiltem Speicher werden im wissen-
schaftlichen Rechnen spezialisierte Kommunikationsbibliotheken genutzt. Als De-facto-
Standard hat sich dafür das Message Passing Interface (MPI) [8] etabliert. Es existieren
sowohl frei verfügbare, portable MPI-Implementierungen als auch plattformspezifische
MPI-Implementierungen, die gezielt an einzelne Parallelrechner angepasst sind. Um
die Realisierung effizienter und portabler paralleler Programme zu unterstützen, wer-
den in MPI standardisierte Kommunikationsoperationen bereitgestellt. Neben Punkt-
zu-Punkt-Kommunikation werden dabei auch komplexe Kommunikationsmuster mit
mehreren beteiligten Rechenknoten unterstützt.
Parallele Sortierverfahren benötigen zum Datenaustausch insbesondere irreguläre
All-to-all-Kommunikation. Bei diesem Kommunikationsmuster tauscht jeder Rechen-
knoten mit jedem anderen Rechenknoten eine individuelle Nachricht beliebiger Größe
aus. Für irreguläre All-to-all-Kommunikation existieren bislang nur Implementierun-
gen, die separate Speicherbereiche für die zu versendenden und zu empfangenden
Nachrichten voraussetzen und dadurch den Speicherbedarf für die Datenumverteilung
in Partikelsimulationen stark erhöhen. Um den Speicherbedarf zu verringern, wird
in dieser Arbeit ein neuer Algorithmus vorgestellt, der irreguläre All-to-all-Kommu-
nikation in-place durchführen kann, also ohne von der Größe der auszutauschenden
Nachrichten abhängigen Speicher zu benötigen. Des Weiteren wird für irreguläre All-
to-all-Kommunikation in MPI bisher gefordert, dass jede auszutauschende Nachricht
kontinuierlich im Speicher abgelegt ist. Um diese Anforderung zu vermeiden, wird
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eine neue Kommunikationsoperation vorgestellt, welche eine zu versendende Nachricht
gezielt aus im Speicher verstreuten Teilen zusammensetzen kann. Dadurch können
die Abspeicherungsformate von Partikelsimulationen gezielt unterstützt und lokale
Umordnungen der Partikeldaten innerhalb der Anwendung vermieden werden.
Die weitere Arbeit ist wie folgt gegliedert: Kapitel 2 erläutert die verschiedenen
Anforderungen, die sich beim Einsatz paralleler Sortierverfahren in parallelen Anwen-
dungen ergeben können. Des Weiteren wird ein Überblick über existierende parallele
Sortierverfahren gegeben und es werden die aufgeführten Verfahren hinsichtlich der
gestellten Anforderungen untersucht. In Kapitel 3 wird das neu entwickelte parallele
Sortierverfahren vorgestellt, welches die Anforderungen für den Einsatz in Partikel-
simulationen erfüllt. Kernbestandteil ist ein neuer Partitionierungsalgorithmus, der
die Aufteilung der zu sortierenden Daten auf die Rechenknoten ermittelt. Es werden
Laufzeitmessungen gezeigt, die das Verhalten des Sortierverfahrens analysieren und
mit existierenden Verfahren vergleichen. In Kapitel 4 werden die neu entwickelten
Kommunikationsoperationen zur irregulären All-to-all-Kommunikation beschrieben
und anhand von Laufzeitmessungen hinsichtlich ihrer Effizienz untersucht. Kapitel
5 beschreibt den Einsatz des entwickelten Sortierverfahrens und der Kommunikati-
onsoperationen innerhalb der betrachteten Anwendungsprogramme. Hierzu werden
Ergebnisse vorgestellt, die das Verhalten der entwickelten Verfahren mit Partikeldaten
untersuchen und Auswirkungen auf die Anwendungsprogramme aufzeigen. Kapitel 6
fasst die Ergebnisse der Arbeit zusammen.
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2 Praktische parallele Sortierverfahren
für verteilten Speicher
Sortieren ist ein fundamentales Problem der Informatik und Bestandteil von vielen
verschiedenen Algorithmen und Anwendungen. Allgemein ist das Sortieren von Daten
dabei zumeist notwendig, um eine daran anschließende Verarbeitung der Daten
effizient durchführen zu können. In der Vergangenheit wurden hierzu eine Vielzahl
von verschiedenen Sortierverfahren entwickelt. Dabei zeigte sich die hohe Bedeutung,
die das Thema Sortieren insgesamt sowohl in der Theorie als auch in der Praxis
besitzt. Aufgrund der unzähligen existierenden Arbeiten ist es nahezu unmöglich,
eine vollständige und alle Anwendungsgebiete abdeckende Übersicht zum Thema
Sortieren zu gegeben. Neben den grundlegenden Begriffen zum sequentiellen und
parallelen Sortieren, wird in diesem Kapitel daher der Fokus vorwiegend auf praktische
Sortierverfahren für Anwendungen des parallelen wissenschaftlichen Rechnens mit
verteiltem Speicher gelegt.
Im Folgenden werden kurz die Grundlagen zum sequentiellen und parallelen Sor-
tieren erläutert. Anschließend werden die Anforderungen beschrieben, die sich für
den Einsatz von parallelen Sortierverfahren in Anwendungen des wissenschaftlichen
Rechnens ergeben. Des Weiteren wird eine Übersicht zu existierenden parallelen
Sortierverfahren gegeben und es werden die Eigenschaften der vorgestellten Verfahren
bewertet.
2.1 Grundlagen praktischer Sortierverfahren
Im Nachfolgenden wird ein kurzer Überblick zum Thema Sortieren allgemein gegeben
und es werden einige grundlegenden Begriffe erläutert. Zusätzlich wird das sequentielle
und das parallelen Sortierproblem definiert.
2.1.1 Sequentielles Sortieren
Das Sortierproblem wird im Allgemeinen wie folgt definiert:
Gegeben ist ein Sequenz E = 〈x0, . . . , xn−1〉 von n Datenelementen mit
Schlüsseln auf denen eine lineare Ordnung „≤“ definiert ist. Das Sortier-
problem besteht dann darin, eine Permutation E ′ = 〈x′0, . . . , x′n−1〉 der
Eingabesequenz E zu erzeugen, für die x′0 ≤ x′1 ≤ . . . ≤ x′n−1 gilt. Die
Ausgabesequenz E ′ ist somit aufsteigend sortiert.
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Das alleinige Sortieren von Schlüsselwerten tritt in der Praxis eher selten auf.
Vielmehr umfassen die zu sortierenden Datenelemente auch noch zusätzliche Daten,
die mit umsortiert werden müssen. Je nach Einsatzgebiet kann der Umfang der
zusätzlich mit umzusortierenden Daten den Umfang der Schlüsselwerte um ein Viel-
faches übertreffen. Zum Beispiel müssen beim Sortieren von Partikeldaten neben den
Integerschlüsseln auch noch Daten zu den physikalischen Eigenschaften der Partikel,
wie Position, Ladung oder Masse, mit umsortiert werden.
Sortierverfahren können in vergleichsbasierte und nicht-vergleichsbasierte Verfahren
unterschieden werden. Vergleichsbasierte Sortierverfahren nutzen nur paarweise Ver-
gleiche von Schlüsseln, um die Sortierung durchzuführen. Es kann gezeigt werden, dass
jeder vergleichsbasierte Algorithmus zum Sortieren von n Datenelementen Ω(n log n)
Vergleichsoperationen benötigt [9]. Sortierverfahren, wie Mergesort und Heapsort, mit
Laufzeit O(n log n) sind somit asymptotisch optimal. Das wegen seiner Einfachheit
in der Praxis oft genutzt Quicksort erreicht nur im mittleren Fall eine Laufzeit von
O(n log n), benötigt im schlechtesten Fall aber eine Laufzeit von O(n2).
Nicht-vergleichsbasierte Sortierverfahren nutzen zusätzliche Informationen über die
Schlüssel, um die Sortierung der Datenelemente durchzuführen. Dadurch ist es möglich,
asymptotisch lineare Laufzeiten bezüglich der Anzahl zu sortierender Datenelemente
n zu erreichen. Countingsort setzt beispielsweise voraus, dass die Schlüssel aus
einem festen Wertebereich {0, . . . , k} stammen und erreicht damit eine Laufzeit von
O(n + k). Radixsort-Verfahren nutzen eine Zifferndarstellung der Schlüsselwerte,
um die Sortierung durchzuführen. Für Integerschlüssel wird hierfür zumeist die
Binärdarstellung genutzt, wodurch Datenelemente mit r-Bit Integerschlüsseln dann
in Laufzeit O(n · r) sortiert werden können.
Ein weiteres Unterscheidungsmerkmal bei Sortierverfahren ergibt sich aus dem Um-
gang mit Datenelementen, die den gleichen Schlüssel besitzen. Hierbei wird zwischen
stabilen und nicht-stabilen Sortierverfahren unterschieden. Ein Sortierverfahren ist
stabil, wenn die Reihenfolge, die Datenelemente mit gleichem Schlüsselwert in der
Eingabesequenz E zueinander besitzen, in der Ausgabesequenz E ′ erhalten bleibt (d. h.,
besitzen zwei Datenelemente xi und xj mit i < j den gleichen Schlüssel, dann muss
in der Ausgabesequenz xi immer vor xj ausgegeben werden). Wird hingegen die Rei-
henfolge von Datenelementen mit gleichem Schlüsselwert von einem Sortierverfahren
verändert, so ist das Sortierverfahren nicht stabil.
Detaillierte Erklärungen zu den einzelnen Sortierverfahren finden sich in [9] sowie
in vielen Fachbüchern über effiziente Algorithmen [10, 11, 12]. In diesem Zusam-
menhang werden zumeist auch mit dem Sortieren verwandte Probleme, wie das
Zusammenmischen (engl.: merging), das Suchen oder die Berechnung von Ranggrößen
(engl.: order statistics), betrachtet. Sortierverfahren, die einen Vorteil aus vorhanden
Vorsortierungen ziehen können, werden auch als adaptive Sortierverfahren bezeichnet.
Eine Übersicht zu verschiedenen adaptiven Sortierverfahren wird in [13] gegeben.
Ein außerdem in der Praxis oft auftretendes Problem betrifft das Sortieren großer
Datenmengen, die nicht vollständig in den Hauptspeicher passen. Hierfür werden
sogenannte externe Sortierverfahren eingesetzt [14].
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Abbildung 2.1: Beispiele für die Sortiernetzwerke a) Odd-Even-Merge-Sort, b) Bi-
tonic-Sort und c) Odd-Even-Transposition-Sort zum Sortieren von jeweils n = 8
Datenelementen x0, . . . , x7.
2.1.2 Paralleles Sortieren
Eine sowohl in der Theorie als auch in der Praxis weit verbreitete Gruppe von paral-
lelen Sortierverfahren sind Sortiernetzwerke [15]. Ein Sortiernetzwerk zum Sortieren
von n Datenelementen besteht aus n Leitungen, welche die zu sortierende Eingabese-
quenz mit der sortierten Ausgabesequenz verbinden. Des Weiteren werden durch eine
Reihe von Vergleichselementen (engl.: comparator) jeweils zwei Leitungen miteinander
verbunden. Jedes Vergleichselement repräsentiert dabei eine Operation, bei der die
Schlüssel der auf den beiden Leitungen eingehenden Datenelemente miteinander
verglichen werden und dann das kleinere Datenelement auf der einen und das größere
Datenelement auf der anderen Leitung weitergegeben werden.
Abbildung 2.1 zeigt die Sortiernetzwerke Odd-Even-Merge-Sort, Bitonic-Sort und
Odd-Even-Transposition-Sort [16], jeweils zum Sortieren von n = 8 Datenelementen.
Die horizontalen Linien repräsentieren die Leitungen, welche die Eingabesequenz
E = 〈x0, . . . , x7〉 mit der Ausgabesequenz E ′ = 〈x′0, . . . , x′7〉 verbinden. Die vertikalen
Pfeile repräsentieren die Vergleichselemente, welche jeweils zwei Leitungen mitein-
ander verbinden. Die Richtung der Pfeile gibt an, auf welcher Leitung das größere
Datenelement weitergegeben wird.
Die Sortierung wird durchgeführt, indem die unsortierten Datenelemente auf der
linken Seite in das Netzwerk eintreten und dann auf dem Weg nach rechts über
die Vergleichselemente von einer Leitung zur anderen wechseln. Beim Verlassen des
Netzwerks auf der rechten Seite sind die Datenelemente anschließend sortiert. An
welchen Stellen die Leitungen durch Vergleichselemente verbunden sind, wird durch
das Sortiernetzwerk fest vorgegeben. Vergleichselemente, die disjunkte Paare von
Leitung verbinden, können parallel zueinander ausgeführt werden. In Abbildung 2.1
sind die parallel ausführbaren Vergleichselemente entsprechend gruppiert. Die Anzahl
von Vergleichselementen, die auf dem längsten Weg durch ein Sortiernetzwerk passiert
werden müssen, wird als Tiefe des Sortiernetzwerks bezeichnet. Die Tiefe gibt an,
wie viele Vergleichselemente hintereinander ausgeführt werden müssen und bestimmt
somit die Laufzeit für die parallele Sortierung.
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Das AKS-Sortiernetzwerk erreicht eine asymptotisch optimale Tiefe von O(log n)
[7]. Trotz verschiedener Vereinfachungen ist es für die Praxis jedoch nicht weiter
relevant [17, 18, 19]. Die Sortiernetzwerke Odd-Even-Merge-Sort und Bitonic-Sort
haben eine Tiefe von O(log2 n) und Odd-Even-Transposition-Sort hat eine Tiefe von
O(n). Aufgrund ihrer feststehenden Struktur lassen sich Sortiernetzwerke zumeist
sehr effizient umsetzen und werden z. B. beim Sortieren mit Grafikprozessoren [20, 21]
und zur Optimierung mit SIMD-Instruktionen verwendet [22, 23]. Darüber hinaus
werden Sortiernetzwerke aber auch in praktischen Sortierverfahren für verteilten
Speicher verwendet, wie in Abschnitt 2.3 noch gezeigt wird.
Parallele Sortierverfahren sind Bestandteil von vielen Fachbüchern zum Thema
Parallelverarbeitung und parallele Algorithmen [24, 25, 26, 27, 28]. Neben Sortiernetz-
werken werden dabei zumeist auch parallele Varianten von sequentiellen Verfahren,
wie Quicksort, Mergesort oder Radixsort, vorgestellt. Detaillierte Übersichten und
Zusammenfassungen zu einer Vielzahl existierender Arbeiten über paralleles Sortieren
werden in [29, 30, 16, 31] gegeben. Hierbei werden vorwiegend Einteilungen in Sor-
tierverfahren für gemeinsamen Speicher und für verschiedene Verbindungsnetzwerke
verwendet.
Für alle nachfolgenden Betrachtungen wird von einem parallelen Programmier-
modell ausgegangen, bei dem p parallele Prozesse q1, . . . , qp von den Prozessoren
eines Parallelrechners ausgeführt werden. Jeder Prozess besitzt seinen eigenen lokalen
Speicher und ein Datenaustausch zwischen verschiedenen Prozessen erfolgt über ex-
plizite Kommunikationsoperationen. Im Hinblick auf dieses Modell wird das parallele
Sortierproblem wie folgt definiert:
Die zu sortierende Eingabesequenz E sei so auf die parallelen Prozes-
se verteilt, dass jeder Prozess qi, i ∈ {1, . . . , p}, eine lokale Sequenz
Ei = 〈xi,0, . . . , xi,ni−1〉 von ni Datenelementen besitzt,
∑p
i=1 ni = n.
Das parallele Sortierproblem besteht dann darin, eine Permutation
der verteilten Datenelemente zu erzeugen, welche aus den lokalen Sequen-




i = n, besteht und die
folgenden beiden Bedingungen erfüllt:
• Intra-Prozessordnung: Jede Sequenz E ′i, i ∈ {1, . . . , p}, ist sor-
tiert.
• Inter-Prozessordnung:Das größte Datenelement in Sequenz E ′i, i ∈
{1, . . . , p− 1}, ist nicht größer als das kleinste Datenelement in allen
Sequenzen E ′z mit z > i.
Diese Definition des parallelen Sortierproblems orientiert sich stark am Einsatz von
parallelen Sortierverfahren in parallelen Programmen nach dem Message-Passing-
Prinzip. Hierdurch wird insbesondere die Nutzung von parallelen Hochleistungsrech-
nern mit erfasst, wie sie für Anwendungen des parallelen wissenschaftlichen Rechnens
zumeist auftritt.
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2.2 Anforderungen an parallele Sortierverfahren
Paralleles Sortieren tritt im wissenschaftlichen Rechnen vorwiegend als Bestandteil
einer übergeordneten parallelen Anwendungen auf. Der Anteil der Sortierung an der
Gesamtlaufzeit fällt je nach Einsatzgebiet und Berechnungsaufwand der parallelen
Anwendung unterschiedlich aus – nicht selten liegt er jedoch nur im einstelligen Pro-
zentbereich. Neben der Laufzeit eines parallelen Sortierverfahrens existieren jedoch
noch eine Reihe weiterer Faktoren, welche Auswirkungen auf das Gesamtverhalten
einer parallelen Anwendung haben können. Hieraus können verschiedene Anforderun-
gen an parallele Sortierverfahren abgeleitet werden, um zu entscheiden, ob sie für
konkrete Einsatzgebiete geeignet sind oder nicht.
2.2.1 Laufzeit und Skalierbarkeit
Allgemein sollte die Laufzeit eines parallelen Sortierverfahrens so gering wie möglich
sein. Optimale asymptotische Laufzeiten werden dabei jedoch in der Praxis eher
selten benötigt. Vielmehr sind beim parallelen Sortieren innerhalb einer parallelen
Anwendung die Auswirkungen auf das Gesamtverhalten der Anwendung und das
jeweilige Einsatzgebiet zu berücksichtigen. Für Anwendungen, deren Berechnungsauf-
wand proportional zur Eingabegröße n ist, kann es beispielsweise erforderlich sein,
vergleichsbasierte Sortierverfahren mit Laufzeit O(n log n) zu meiden, da sonst die
Skalierbarkeit der Gesamtanwendung verschlechtert wird. Für hochskalierbare Anwen-
dungen sollten Sortierverfahren gemieden werden, deren Laufzeit überproportional
von der Prozessanzahl p abhängt.
Außerhalb von Benchmarkrechnungen kann die Bedeutung der Laufzeit aber auch
in den Hintergrund treten. Anstatt einzelne Beispielprobleme möglichst optimal zu
berechnen, ist es bei produktiven Rechnungen vielmehr von größerer Bedeutung, dass
alle Bestandteile einer Anwendung zuverlässig und ressourcensparend funktionieren.
Eine erhöhte Laufzeit für die parallele Sortierung wiegt im praktischen Einsatz
weniger schwer, wenn dafür im Gegenzug z. B. größere Probleme überhaupt erst
berechnet werden können oder die Implementierung einer parallelen Anwendung
deutlich erleichtert wird.
2.2.2 Speicherverbrauch
Der Speicherverbrauch eines Sortierverfahrens ist ein wichtiges Merkmal, welches beim
praktischen Einsatz von hoher Bedeutung ist. Hierbei wird insbesondere unterschieden,
ob neben dem für die Speicherung der zu sortierenden Daten notwendigen Speicher
noch zusätzlicher Speicher in Abhängigkeit von der Eingabegröße n benötigt wird. Ein
Sortierverfahren arbeitet in-place, wenn kein zusätzlicher Speicher in Abhängigkeit
von n benötigt wird. Wird dagegen zusätzlicher Speicher in Abhängigkeit von der
Eingabegröße n benötigt, dann spricht man von einem Out-of-place-Sortierverfahren.
Praktisch muss für Out-of-place-Sortierverfahren zumeist immer ein genügend
großer, separater Speicherbereich vorhanden sein, welcher abschließend die sortierten
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Ausgabedaten enthält oder im Verlauf der parallelen Sortierung als Zwischenspeicher
dient. Bei datenintensiven Anwendungen führt dies dazu, dass die durch den begrenz-
ten Hauptspeicher bestimmte, maximale Problemgröße noch weiter eingeschränkt
wird. Derartige Einschränkungen sind in der Praxis zu vermeiden, vor allem, wenn sie
aus Programmteilen resultieren, die zwar nicht zum Hauptzweck einer Anwendung ge-
hören, aber dennoch unverzichtbar sind. Hierfür werden parallele Sortierverfahren mit
adaptivem Speicherverbrauch benötigt, welche den jeweils zur Verfügung stehenden
Hauptspeicher effizient ausnutzen können.
Des Weiteren ist bei parallelen Sortierverfahren auch die Abhängigkeit des zusätzli-
chen Speicherverbrauchs von der Anzahl der parallelen Prozesse p zu berücksichtigen.
Insbesondere im Hinblick auf hochskalierbare Anwendungen ist hierbei ein Speicher-
verbrauch zu vermeiden, der überproportional von der Prozessanzahl p abhängt.
Weiterhin ist auch eine möglichst genaue Vorhersagbarkeit des gesamten Speicher-
verbrauchs eines parallelen Sortierverfahrens erforderlich, damit nicht immer mit zu
hohen Worst-case-Abschätzungen geplant werden muss.
2.2.3 Verteilung der Ein- und Ausgabedaten auf parallele Prozesse
Sobald paralleles Sortieren über den reinen Selbstzweck hinaus geht, spielt bei ver-
teiltem Speicher auch die Verteilung der Ein- und Ausgabedaten auf die parallelen
Prozesse eine wichtige Rolle. Beim Sortieren innerhalb einer parallelen Anwendung
wird die Verteilung der Eingabedaten durch die Anwendung bestimmt und unterliegt
somit aus Sicht der parallelen Sortierung keiner Einschränkung. Auch wenn hierbei
oft eine gleichmäßige Verteilung vorliegen kann, sollte ein paralleles Sortierverfah-
ren dennoch auch mit beliebig ungleichmäßigen Verteilungen der zu sortierenden
Datenelemente auf die parallelen Prozesse zurechtkommen.
Für die Verteilung der Ausgabedaten auf die parallelen Prozesse existieren zumeist
konkrete Vorgaben von Seiten einer parallelen Anwendung, die es einzuhalten gilt.
Dies betrifft insbesondere die maximalen Größen der reservierten Datenpuffer, welche
die Ausgabedaten aufnehmen sollen. Würden diese Größen von einem parallelen
Sortierverfahren nicht eingehalten, so hätte dies Programmfehler oder aufwändige
Umspeicherungen zur Folge. Darüber hinaus können von einer parallelen Anwen-
dung aber auch Mindestanzahlen von Datenelementen für jeden Prozess verlangt
werden oder auch gezielt ungleichmäßige Verteilungen, beispielsweise für heterogene
Parallelrechner. Hieraus ergibt sich insgesamt die Anforderung, dass ein paralleles Sor-
tierverfahren die Möglichkeit bieten sollte, die Verteilung der sortierten Ausgabedaten
auf die parallelen Prozesse gezielt steuern zu können.
2.2.4 Gewichtung der zu sortierenden Datenelemente
Parallele Sortierverfahren nutzen eine gleichmäßige Verteilung der zu sortierenden
Datenelemente auf die parallelen Prozesse, um eine ausgeglichene Lastbalancierung
zu erreichen. Abweichend davon existieren in parallelen Anwendungen jedoch oft
eigene Lastbalancierungsmetriken, hinsichtlich derer die Datenelemente gleichmäßig
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auf die Prozesse verteilt werden müssen. Dies tritt beispielsweise auf, wenn jedem
zu sortierenden Datenelement ein Gewicht zugeordnet ist, welches die Last seiner
nachfolgenden Berechnungen abschätzt. In diesem Fall muss nach der parallelen
Sortierung noch eine zusätzliche Umverteilung der Datenelemente hinsichtlich ihrer
Gewichte durchgeführt werden.
Um zusätzliche aufwändige Datenumverteilungen zu vermeiden, ist es erforderlich,
dass ein paralleles Sortierverfahren selbst auch die Möglichkeit bietet, anwendungsspe-
zifische Gewichtungen der Datenelemente zu nutzen, um die Verteilung der Ausgabe-
daten auf die parallelen Prozesse zu steuern. Auch wenn dies einen höheren Aufwand
bei der parallelen Sortierung verursacht, kann es dennoch zu einer Verringerung der
Gesamtlaufzeit einer parallelen Anwendungen führen.
2.2.5 Vorsortierte Eingabesequenzen
Das parallele Sortieren von Datenelementen mit gleichmäßig zufällig verteilten Schlüs-
selwerten führt zumeist zu einer Datenumverteilung, bei der insgesamt jeder Prozess
von jedem anderen Prozess eine nahezu gleiche Anzahl von Datenelementen erhält.
Sind die Datenelemente jedoch bereits vorsortiert, verbleibt zumeist ein Großteil
der Datenelemente bei seinem jeweiligen Ausgangsprozess. Dies kann zu einer Ver-
ringerung der Kommunikation führen und teilweise auch zu einer Reduzierung der
Kommunikationspartner jedes Prozesses. Werden Daten in einer parallelen Anwen-
dung wiederholt sortiert, kann das Ausnutzen vorhandener Vorsortierungen dringend
erforderlich sein, um die Kommunikationskosten gering zu halten.
In parallelen Anwendungen können Vorsortierungen sowohl mit genau bekanntem
Umfang als auch mit unbekanntem Umfang auftreten. Vorsortierungen mit bekanntem
Umfang können sich beispielsweise im Zuge der Erzeugung der Schlüsselwerte ergeben.
Ist dies ein iteratives Vorgehen, bei dem die Schlüsselwerte wiederholt verfeinert und
sortiert werden, so ist zumeist genau bekannt, welche Datenelemente jeweils wieder
unsortiert sind. Innerhalb von Simulationsanwendungen können sich die Schlüsselwerte
dagegen beispielsweise auch dynamisch mit dem Simulationsverlauf ändern. Die
Verwendung von raumfüllenden Kurven zur Domain-Decomposition [32] führt in
diesen Fällen dazu, dass für die parallele Sortierung ein Großteil der Datenelemente
nur um wenige Positionen bzw. zu Nachbarprozessen verschoben werden muss. Größere
Verschiebungen sind dabei zwar nicht ausgeschlossen, aber selten.
2.2.6 Schlüsselwerte
Die Schlüsselwerte, nach denen die Datenelemente sortiert werden müssen, werden
zumeist von der Anwendung anhand ihrer Eingabedaten erzeugt. Die Verteilung der
Schlüsselwerte unter den zu sortierenden Datenelementen unterliegt somit aus Sicht
des Sortierverfahrens keiner Einschränkung. Insbesondere das Vorhandensein von
Datenelementen mit doppelten Schlüsselwerten kann jedoch einen großen Einfluss
auf das Verhalten von parallelen Sortierverfahren haben. Hierfür werden parallele
Sortierverfahren benötigt, welche Datenelemente mit beliebigen Schlüsselwertvertei-
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lungen und doppelten Schlüsselwerten zuverlässig sortieren können, ohne dass z. B. die
Verteilung der Ausgabedaten oder der Speicherverbrauch davon beeinflusst werden.
Ein Spezialfall des Sortierens stellt das Umordnen der Datenelemente anhand einer
vorgegebenen Permutation dar. Der Schlüsselwert jedes Datenelements entspricht
dabei seiner angestrebten Zielposition. Derartige Umsortierungen sind beispielsweise
in Softwarebibliotheken notwendig, wenn umgeordnete Eingabedaten wieder zurück in
ihre Ausgangsreihenfolge gebracht werden müssen oder wenn Ausgabedaten entspre-
chend der Reihenfolge der Eingabedaten angeordnet werden müssen. Insbesondere
aus Effizienzgründen sind Anpassungen von parallelen Sortierverfahren an diesen
Spezialfall erforderlich.
2.3 Übersicht und Bewertung existierender paralleler
Sortierverfahren
Aufgrund der Vielzahl von existierenden parallelen Sortierverfahren ist es notwendig,
diese auf ihre Eignung für den Einsatz in parallelen Anwendungen hin zu untersuchen.
Hierfür werden im Folgenden die in Abschnitt 2.2 diskutierten Anforderungen be-
trachtet. Praktische Vergleiche verschiedener paralleler Sortierverfahren, insbesondere
im Hinblick auf ausgewählte Parallelrechner bzw. Parallelrechnerarchitekturen, finden
sich beispielsweise in [33, 34, 35, 36, 37].
Für die nachfolgende Übersicht wird eine Unterteilung der parallelen Sortierver-
fahren in Verfahren basierend auf Mischen (engl.: merge-based) und in Verfahren
basierend auf Partitionieren (engl.: partition-based) verwendet. Eine derartige Ein-
teilung wurde zuvor beispielsweise auch in [38, 39, 40] verwendet. Insgesamt stellt
dies jedoch nur eine grobe Unterteilung dar, welche nicht in jedem Fall eindeu-
tig vorgenommen werden kann. Alternative Einteilungen, die sich vorwiegend an
Parallelrechnerarchitekturen orientieren, finden sich in [29, 30, 16, 41].
Die folgende Aufstellung erhebt keinen Anspruch auf Vollständigkeit oder auf
eine chronologisch korrekte Abfolge der Entwicklung der Sortierverfahren. Es wer-
den verschiedene Vertreter von parallelen Sortierverfahren aufgelistet, anhand deren
allgemeine Vorgehensweisen und die daraus resultierenden Eigenschaften der par-
allelen Sortierverfahren aufgezeigt werden können. Auf die zahlreichen Details der
Implementierungen der einzelnen Sortierverfahren wird ebenfalls nicht eingegangen.
2.3.1 Paralleles Sortieren basierend auf Mischen
Paralleles Sortieren basierend auf Mischen besteht aus den folgenden zwei Schritten:
1. Jeder Prozess sortiert seine lokale Sequenz von Datenelementen.
2. Die lokal sortierten Sequenzen werden so lange zusammengemischt, bis die
geforderte Inter-Prozessordnung erreicht ist.
Abbildung 2.2 zeigt eine Übersicht zum Ablauf von parallelem Sortieren basierend
auf Mischen. Für die lokale Sortierung im ersten Schritt kann zumeist ein beliebiges
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Abbildung 2.2: Übersicht zum Ablauf von parallelem Sortieren basierend auf Mischen.
Abbildung 2.3: Beispiel für den Ablauf des paarweisen Zusammenmischens von lokal
sortierten Datenelementen zweier Prozesse.
sequentielles Sortierverfahren genutzt werden. Durch unterschiedliche Vorgehensweisen
im zweiten Schritt ergeben sich verschiedene parallele Sortierverfahren basierend auf
Mischen.
Das Zusammenmischen im zweiten Schritt wird in mehreren Stufen durchgeführt,
wobei in jeder Stufe die Prozesse zumeist paarweise zusammenarbeiten. Jedes Pro-
zesspaar mischt dabei seine lokal sortierten Datenelemente zusammen und teilt sie
anschließend wieder so untereinander auf, dass ein Prozess die Hälfte mit den klei-
neren Schlüsselwerten erhält und der andere Prozess die Hälfte mit den größeren
Schlüsselwerten. Das paarweise Zusammenmischen und Aufteilen kann unterschiedlich
realisiert werden und wird auch als Merge-Split- oder Merge-Exchange-Operation
bezeichnet [30, 42]. Als Vorlage zur Auswahl der Prozesspaare werden Hypercube-
Netzwerke oder Sortiernetzwerke genutzt.
Abbildung 2.3 zeigt den Ablauf des paarweisen Zusammenmischens von Datenele-
menten zweier Prozesse, wie es beispielsweise in [43] durchgeführt wird. Zu Beginn
besitzt jeder Prozess eine lokal sortierte Sequenz von Datenelementen. Über eine
binäre Suche [10] ermitteln beide Prozesse kooperativ, welche Datenelemente mit-
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einander ausgetauscht werden müssen. Hierdurch ergibt sich eine Aufteilung der
lokalen Sequenzen in jeweils zwei Teilsequenzen, wobei jeder Prozess eine dieser
Teilsequenzen behalten und die andere austauschen muss. Nach dem Austausch der
Datenelemente besitzt jeder Prozess zwei sortierte Teilsequenzen, die abschließend
lokal zusammengemischt werden.
Vertreter
• Unter der Bezeichnung Block-Sorting werden in [30] vier Varianten für ein
paralleles Sortierverfahren basierend auf Mischen vorgestellt. Diese ergeben
sich aus der Kombination der zwei paarweisen Operationen Two-way-Merge-
Split und Bitonic-Merge-Exchange mit den zwei Sortiernetzwerken Odd-Even-
Transposition-Sort und Bitonic-Sort.
• In [44] wird das Zusammenmischen zwischen ganzen Prozessgruppen im Zu-
sammenhang mit einem linearen Verbindungsnetzwerk angewendet. Begonnen
wird dabei mit einer separaten Gruppe pro Prozess. Im Verlauf des Zusam-
menmischens werden die jeweiligen Prozesse dann zu immer größeren Gruppen
zusammengefasst, bis am Ende nur noch eine Prozessgruppe mit sortierten
Datenelementen resultiert.
• Hyperquicksort wird in [45] als parallele Variante von Quicksort für Hypercube-
Netzwerke vorgestellt. Die Aufteilung der Datenelemente nach dem Zusammen-
mischen wird hierbei anhand von Pivotelementen durchgeführt, welche zentral
von einem Prozess bestimmt und an alle anderen Prozesse gesendet werden.
• Flux-Sort [46] ist gezielt an eine parallele Partikelsimulation angepasst. Die
zu sortierenden Partikel sind dabei bereits in Zellen einsortiert und es wird
davon ausgegangen, dass sich dies durch die Bewegungen der Partikel nur
begrenzt ändern kann. Die meisten Partikel verbleiben hierbei in ihrer ursprüng-
lichen Zelle. Sollten dennoch einzelne Partikel die Zellen wechseln, dann mit
großer Wahrscheinlichkeit in Nachbarzellen, die wiederum vorwiegend in der
gleichen Richtung liegen. Für diese eingeschränkten Veränderungen an den zu
sortierenden Partikeldaten, wird die Sortierung durch ein speziell angepasstes
Zusammenmischen durchgeführt.
• In [42] wird eine neue Variante von Block-Sorting vorgestellt. Hierbei werden die
Prozesspaare zuerst anhand eines Hypercube-Netzwerks ausgewählt, um mit we-
nigen Stufen zu einer nahezu vollständigen Sortierung zu gelangen. Abschließend
wird mit einem Odd-Even-Merge-Sort-Sortiernetzwerk die vollständige parallele
Sortierung erzeugt, wobei jedoch nur noch wenige Datenelemente ausgetauscht
werden müssen. Für die verschiedenen Bestandteile der parallelen Sortierung
werden Optimierungen hinsichtlich Laufzeit und Speicherverbrauch vorgestellt.
• Unter Verwendung des Bitonic-Sort-Sortiernetzwerks werden in [47] verschiede-
ne Optimierungen vorgestellt, welche den Kommunikationsaufwand zwischen
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zwei Prozessen während des paarweisen Zusammenmischens reduzieren. Hierzu
wird separat ermittelt, welche Teile der zu mischenden Sequenzen sich über-
lappen und nur diese werden zwischen den Prozesspaaren ausgetauscht. Tritt
keine Überlappung auf, so müssen entweder keine oder alle Datenelemente
ausgetauscht werden. Im letzteren Fall wird dann anstatt eines kompletten Aus-
tauschs der Datenelemente nur eine Umnummerierung der beteiligten Prozesse
vorgenommen.
• In [43] wird eine weitere neue Variante von Block-Sorting vorgestellt, deren
Speicherverbrauch sich adaptiv an den jeweils zur Verfügung stehenden Speicher
anpasst. Hierbei wird zusätzlich zur Reduzierung des Speicherverbrauchs wie in
[42] noch ein sequentielles In-place-Merge-Verfahren [48] genutzt, um damit die
gesamte parallele Sortierung ebenfalls in-place durchführen zu können.
Bewertung
Laufzeit Die Laufzeit von parallelen Sortierverfahren basierend auf Mischen setzt
sich zusammen aus dem sequentiellen Sortieren im ersten Schritt und dem Zusam-
menmischen im zweiten Schritt. Jedes paarweise Zusammenmischen zwischen zwei
Prozessen benötigt eine Laufzeit, die proportional zur Anzahl der Datenelemente ist.
Bei einer gleichmäßigen Verteilung der Datenelemente auf die Prozesse ergibt sich
somit für Block-Sorting mit Odd-Even-Merge- bzw. Bitonic-Sort-Sortiernetzwerken
eine Laufzeit von O(np log2 p). In der Praxis haben parallele Sortierverfahren basierend
auf Mischen den Nachteil, dass die Datenelemente nicht direkt zu ihren jeweiligen
Zielprozessen gelangen, sondern in mehreren Stufen von Prozess zu Prozess gesendet
werden. Dies führt zu einem hohen Kommunikationsaufwand, der insbesondere bei
großen Mengen an zusätzlich mit umzusortierenden Daten negativ ins Gewicht fällt.
Speicherverbrauch Die vorgestellten parallelen Sortierverfahren arbeiten vorwie-
gend out-of-place und nur in [42, 43] wird der Speicherverbrauch gesondert beachtet.
Lediglich in [43] wird ein paralleles In-place-Sortierverfahren realisiert. Die dabei
genutzte Vorgehensweise lässt sich jedoch auch auf andere Sortierverfahren übertragen.
Verteilung der Datenelemente und Gewichtung Alle Block-Sorting-Verfahren er-
fordern eine gleichmäßige Verteilung der Datenelemente auf die Prozesse. Für un-
gleichmäßig verteilte Datenelemente wird in [42] ein vorheriges Umverteilen oder ein
Auffüllen mit zusätzlichen Datenelementen vorgeschlagen. Zum Auffüllen werden (nur
virtuell vorhandene) Datenelemente mit maximalem Schlüsselwert genutzt, welche sich
dann im Verlauf der Sortierung am Ende der sortierten Sequenz von Datenelementen
aufsammeln. Dies kann dazu führen, dass einzelne Prozesse nach der Sortierung nur
wenige oder keine Datenelemente besitzen. Insgesamt kann eine gezielte Steuerung
der Verteilung der Ausgabedaten oder eine Gewichtung der Datenelemente erst nach
Abschluss der parallelen Sortierung erfolgen. Dies würde somit noch eine weitere
Umverteilung der Datenelemente erfordern.
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Vorsortierungen Vorhandene Vorsortierungen können sich beim Zusammenmischen
der Datenelemente positiv auf die Laufzeit der Sortierverfahren auswirken. Eine
Ausnahme bildet hierbei die Verwendung des Bitonic-Sort-Sortiernetzwerks, bei dem
vorhandene Vorsortierungen teilweise im Verlauf der parallelen Sortierung wieder
zerstört werden können.
Schlüsselwerte Für das Zusammenmischen von Datenelementen werden nur Ver-
gleichsoperationen verwendet, weshalb die hier vorgestellten Verfahren zumeist ver-
gleichsbasierte Sortierverfahren sind. Eine separate Berücksichtigung von doppelten
Schlüsselwerten ist bei Block-Sorting-Verfahren nicht notwendig, da das Aufteilen
der Datenelemente nach dem Zusammenmischen vorwiegend nach ihrer Anzahl, nicht
aber nach ihren Schlüsselwerten erfolgt. Hyperquicksort bildet hierbei eine Ausnahme,
da die verwendeten Pivotelemente unter den Schlüsselwerten der Datenelemente
ausgewählt werden.
Beim Permutieren von Datenelementen ist für jedes Datenelement bereits bekannt,
auf welchen Zielprozess es gelangen soll. Parallele Sortierverfahren basierend auf
Mischen sind hierfür vergleichsweise schlecht geeignet, da die Datenelemente dennoch
nicht direkt an ihre Zielprozesse gesendet werden. Des Weiteren muss die resultierende
gleichmäßige Verteilung der Datenelemente auf die Prozesse nicht mit der geforderten
Permutation übereinstimmen. Dies würde eine zusätzliche, nachträgliche Umverteilung
notwendig machen.
2.3.2 Paralleles Sortieren basierend auf Partitionieren
Paralleles Sortieren basierend auf Partitionieren besteht aus den folgenden zwei
Schritten:
1. Die verteilt vorliegenden Datenelemente werden so partitioniert (d. h. einzelnen
Prozessen zugewiesen) und umverteilt, dass die geforderte Inter-Prozessordnung
erfüllt ist.
2. Jeder Prozess bringt seine zuvor empfangenen Datenelemente in eine sortierte
Reihenfolge.
Durch unterschiedliche Vorgehensweisen bei der Partitionierung im ersten Schritt
ergeben sich verschiedene parallele Sortierverfahren basierend auf Partitionieren. Je
nach Vorgehensweise bleiben die Datenelemente jedes Prozesses dabei im ersten
Schritt unsortiert oder werden bereits teilweise bis vollständig lokal sortiert. Die
Umverteilung der Datenelemente erfolgt zumeist in einem einzelnen All-to-all-Kom-
munikationsschritt, bei dem jeder Prozess seine Datenelemente direkt an die jeweiligen
Zielprozesse sendet.
Je nachdem, inwieweit die Datenelemente bei der Partitionierung im ersten Schritt
bereits sortiert wurden, muss abschließend im zweiten Schritt entweder komplett lokal
sortiert werden oder es können sortierte Teilsequenzen lokal zusammengemischt werden.
Hierfür können zumeist beliebige sequentielle Sortier- bzw. Merge-Verfahren genutzt
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Abbildung 2.4: Übersicht zum Ablauf von parallelem Sortieren basierend auf Parti-
tionieren ohne lokales Sortieren während des Partitionierens. Nach der Umverteilung
besitzt jeder Prozess unsortierte Datenelemente, die im zweiten Schritt lokal sortiert
werden.
Abbildung 2.5: Übersicht zum Ablauf von parallelem Sortieren basierend auf Parti-
tionieren mit lokalem Sortieren während des Partitionierens. Nach der Umverteilung
besitzt jeder Prozess sortierte Teilsequenzen, die im zweiten Schritt lokal zusammen-
gemischt werden.
17
2 Praktische parallele Sortierverfahren für verteilten Speicher
werden. Abbildung 2.4 zeigt eine Übersicht zum Ablauf von parallelem Sortieren
basierend auf Partitionieren, bei dem abschließend lokal sortiert wird. Abbildung 2.5
zeigt einen Ablauf, bei dem abschließend nur noch sortierte Teilsequenzen lokal
zusammengemischt werden.
Für die Partitionierung im ersten Schritt wird im Folgenden in nicht-exakte und
exakte Verfahren unterschieden. Nicht-exakte Verfahren verwenden eine einmalige
Stichprobe der Datenelemente, um zu entscheiden, wie die Datenelemente möglichst
ausgeglichen den einzelnen Prozessen zugewiesen werden. Exakte Verfahren hingegen
verwenden wiederholte Stichproben oder führen eine gezielte Suche durch, um eine
ausgeglichene Verteilung der Datenelemente auf die einzelnen Prozesse zu ermitteln.
Vertreter für nicht-exakte Verfahren
• Parallel Sorting by Sampling [49] bzw. Sample-Sort [33] ist ein paralleles Sortier-
verfahren, bei dem jeder Prozess zuerst eine zufällige Stichprobe (engl.: samples)
aus seinen unsortierten Datenelementen zieht. Die Samples aller Prozesse wer-
den sortiert und dann werden genau die p− 1 Samples ausgewählt, welche die
sortierten Samples in p gleiche Teile aufteilen. Die ausgewählten Samples werden
als Splitter-Elemente (kurz: Splitter) von allen Prozessen dazu verwendet, die
Datenelemente den einzelnen Prozessen zuzuweisen. Prozess qi, i ∈ {1, . . . , p},
erhält dabei alle Datenelemente, deren Schlüsselwert zwischen dem (i−1)-ten
und i-ten Splitter liegt (mit dem kleinstmöglichen bzw. größtmöglichen Schlüs-
selwert als 0-ten bzw. p-ten Splitter). In [50] wird für derart zufällig gewählte
Splitter analysiert, inwieweit die Gleichmäßigkeit der resultierenden Verteilung
der Datenelemente auf die Prozesse von der Größe der Stichprobe abhängt.
• Für Parallel Sorting by Regular Sampling [38] werden die Datenelemente auf
jedem Prozess lokal sortiert, bevor die Samples ausgewählt werden. Anschließend
werden von jedem Prozess die p − 1 Datenelemente als Samples ausgewählt,
die seine lokal sortierte Sequenz von Datenelementen in p gleich große Teilse-
quenzen aufteilen. Die Auswahl der Splitter aus den Samples aller Prozesse
und die Zuweisung der Datenelemente an die Prozesse erfolgt dann wie beim
vorherigen Verfahren mit zufälligen Samples. In [51] wird gezeigt, dass die durch
reguläres Sampling ausgewählten Splitter zu einer gleichmäßigen Verteilung
der Datenelemente auf die Prozesse führen, bei der jeder Prozess höchstens 2np
Datenelemente erhält.
• In [52] wird die Partitionierung mit regulärem Sampling mehrmals hinterein-
ander ausgeführt. Bei der ersten Ausführung werden dabei nur k − 1 Splitter
ausgewählt (1 < k < p), um die Datenelemente auf k Prozessgruppen auf-
zuteilen. Nach der anschließenden Umverteilung der Datenelemente wird die
Partitionierung in den k Prozessgruppen parallel zueinander fortgeführt. Ins-
gesamt müssen die Datenelemente hierdurch (logk p)-mal umverteilt werden.
Gleichzeitig verringert sich jedoch die Anzahl nacheinander zu verarbeitender
Samples von einmalig p · (p− 1) auf (logk p)-mal k · (k − 1).
18
2.3 Übersicht und Bewertung existierender paralleler Sortierverfahren
• In [53] und [54] wird vor dem zufälligen bzw. regulären Auswählen der Samples
eine separate All-to-all-Umverteilung aller Datenelemente durchführt. Dadurch
werden die Datenelemente ausgeglichener unter den Prozessen verteilt, so dass
auch bei zuvor ungleichmäßig verteilten Datenelementen eine gute Lastbalan-
cierung während der parallelen Sortierung erreicht wird.
• In [55] werden zufällig ausgewählte Samples dazu verwendet, die Verteilung der
Schlüsselwerte unter den Datenelementen abzuschätzen. Anhand dieser angenä-
herten Schlüsselwertverteilung werden anschließend mit linearer Interpolation
die Splitter für eine gleichmäßige Verteilung der Datenelemente auf die Prozesse
berechnet. Hierbei handelt es sich nicht mehr um ein vergleichsbasiertes Sortier-
verfahren, da die Berechnung der Splitter mehr als nur Vergleichsoperationen
benötigt.
• Parallele Sortierverfahren für Datenelemente mit Integerschlüsseln führen zu-
meist eine Partitionierung anhand der Binärdarstellung der Schlüsselwerte
durch. Für nicht-exakte Verfahren wird hierbei einmalig eine bestimmte Anzahl
höherwertiger Bits der Schlüsselwerte genutzt, um die Datenelemente in Buckets
einzuteilen. In [56] werden hierzu log2 p Bits genutzt. Damit wird eine Aufteilung
in 2log2 p = p Buckets erzeugt und jeder Prozess bekommt die Datenelemente
eines Buckets zugewiesen. Dies ist jedoch nur möglich, wenn die Anzahl der
Prozesse einer Zweierpotenz entspricht.
• PCS-Radix-Sort [57] nutzt ein sequentielles Radixsort-Verfahren für die abschlie-
ßende lokale Sortierung nach der Umverteilung. Die vorherige Partitionierung
wird hingegen mit zufällig ausgewählten Samples und Splittern durchgeführt.
Um eine gleichmäßigere Verteilung der Datenelemente auf die Prozesse zu errei-
chen, werden mehr als p− 1 Splitter ausgewählt, um somit die Datenelemente
in mehr als p Teile aufzuteilen. Diese Vorgehensweise ist auch unter dem Begriff
Overpartitioning bekannt [41]. Falls die ausgewählten Splitter dennoch nicht
zur angestrebten gleichmäßigen Verteilung führen, werden bei PCS-Radix-Sort
die noch verbleibenden ungenutzten Samples verwendet, um die Aufteilung
einmalig weiter zu verfeinern.
Vertreter für exakte Verfahren
• Mit Exact-Splitting werden in [50] genau die Splitter ermittelt, welche die
gesamten Datenelemente in p gleiche Teile aufteilen. Hierfür werden die loka-
len Datenelemente jedes Prozesses zuerst sortiert, so dass anschließend jeder
Splitter durch eine koordinierte binäre Suche in den verteilt vorliegenden Da-
tenelementen ermittelt werden kann. Der Algorithmus zur Suche in den verteilt
vorliegenden Datenelementen wurde aus [58] übernommen. Die Suche wird von
einem zentralen Prozess koordiniert und beginnt damit, dass mit regulärem
Sampling für jeden Prozess eine Teilsequenz seiner lokal sortierten Datenelemen-
te ausgewählt wird. Anschließend ermitteln alle Prozesse aus ihrer jeweiligen
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Teilsequenz einen möglichen Kandidaten für den gesuchten Splitter. Aus allen
Splitter-Kandidaten wird von dem zentralen Prozess einer ausgewählt. Das
Ergebnis dieser Auswahl wird von allen Prozessen dazu genutzt, ihre jeweils
noch zu betrachtende Teilsequenz von Datenelementen zu halbieren. Wie bei
einer normalen binären Suche [10] wird dieser Vorgang wiederholt, bis alle
Teilsequenzen leer sind und der gesuchte Splitter gefunden ist.
• Fast-Partitioning [59] führt ebenfalls eine Suche nach den Splittern durch, welche
die gesamten Datenelemente in p gleiche Teile aufteilen. Hierbei beginnt jeder
Prozess die Suche jedoch mit seiner vollständigen Sequenz von Datenelementen
und wählt immer den Median aus seinen noch zu betrachtenden Datenelemen-
ten als Splitter-Kandidat aus. Aus allen Splitter-Kandidaten wird dann von
einem zentralen Prozess der Median bestimmt und allen Prozessen mitgeteilt.
Anschließend ermittelt jeder Prozess, wie seine lokalen Datenelemente von dem
zentral ausgewählten Splitter-Kandidaten geteilt werden und teilt dies dem
zentralen Prozess mit. Mit diesen Informationen kann der zentrale Prozess
wiederum ermitteln, wie der ausgewählte Splitter-Kandidat die gesamten Da-
tenelemente teilt. Je nachdem, ob dies zur angestrebten Aufteilung führt oder
nicht, ist die Suche entweder erfolgreich beendet oder wird mit eingeschränkten
Teilsequenzen von Datenelementen fortgesetzt. Das Fast-Partitioning-Verfahren
benötigt mehr Kommunikation mit dem zentralen Prozess als das vorherige
Exact-Splitting-Verfahren, ist insgesamt jedoch weniger komplex hinsichtlich
seiner Beschreibung und Nachvollziehbarkeit.
• Bei Histogram-Sort [60] wird die Suche nach den Splittern dadurch beschleu-
nigt, dass mehrere Splitter-Kandidaten auf einmal von einem zentralen Prozess
ausgewählt und überprüft werden. Die Splitter-Kandidaten werden dazu ver-
wendet, um ein globales Histogramm über die Schlüsselwerte der gesamten
Datenelemente zu erstellen. Anhand dieses Histogramms wird anschließend eine
gleichmäßige Verteilung der Datenelemente auf die Prozesse bestimmt. Sollte
dies noch nicht erreichbar sein, so werden mit neuen Splitter-Kandidaten genau
die Histogrammeinträge gezielt verfeinert, die eine gleichmäßige Verteilung bis-
her verhinderten. Dieser Vorgang wird wiederholt, bis eine vorgegebene Toleranz
hinsichtlich der Gleichmäßigkeit erreicht ist. Des Weiteren wird in [60] auch
eine mehrmals hintereinander ausgeführte Partitionierung vorgeschlagen, wie
sie bereits für das nicht-exakte Verfahren aus [52] erläutert wurde.
• Auch unter den exakten Verfahren existieren Algorithmen, die mit der Binärdar-
stellung der Schlüsselwerte arbeiten und somit zu nicht-vergleichsbasierten par-
allelen Sortierverfahren führen. Bei A-Ranksort [61] werden die Datenelemente
anhand der höherwertigen Bits der Schlüssel in Buckets aufgeteilt. Anschließend
wird ermittelt, wie viele Datenelemente insgesamt von allen Prozessen in die
einzelnen Buckets einsortiert wurden. Dieser Vorgang wird mit Buckets, die
noch mehr als M Datenelemente enthalten wiederholt, wobei jeweils die nächst-
niedrigeren Bits der Schlüssel für die Verfeinerung der Buckets genutzt werden.
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Für die Umverteilung der Datenelemente werden die Buckets anschließend auch
zwischen den Prozessen geteilt, um somit eine genau gleichmäßige Verteilung der
Datenelemente auf die Prozesse zu erhalten. Die Teilung der Buckets führt dazu,
dass nach der folgenden lokalen Sortierung jedes Datenelement noch höchstens
M Positionen von seiner finalen Position entfernt ist. Dies wird durch eine
abschließende Sortierung mit Odd-Even-Transposition-Sort korrigiert, dessen
maximaler Aufwand hierbei proportional zu M ist.
• Für C3-Radix-Sort [62] und Partitioned-Parallel-Radix-Sort [63] wird ebenfalls
eine Aufteilung der Datenelemente auf Buckets anhand der höherwertigen Bits
der Schlüssel durchgeführt. Dabei wird die verwendete Anzahl von Bits in
mehreren Runden so lange erhöht, bis komplette Buckets so auf die Prozesse
verteilt werden können, dass eine vorgegebene maximale Imbalance hinsichtlich
der Anzahl von Datenelementen für jeden Prozess erfüllt ist. Die Anzahl der
Buckets steigt dabei exponentiell an, wodurch sich der Kommunikationsaufwand
zur Ermittlung der Gesamtanzahl von Datenelementen in den Buckets ebenfalls
stark erhöht. Als Optimierung wird hierzu in [64] vorgeschlagen, gezielt immer
nur die Buckets mit zusätzlichen Bits zu verfeinern, die noch eine zu hohe
Imbalance verursachen. Dies kann nur Buckets betreffen, die an den Grenzen
zwischen verschiedenen Prozessen liegen. Da es bei insgesamt p Prozessen nur
p− 1 Grenzen zwischen den Prozessen gibt, müssen daher in jeder Runde nur
noch maximal p− 1 Buckets verfeinert werden. Dies führt zu einer deutlichen
Verringerung des Kommunikationsaufwands, insbesondere beim Sortieren von
Datenelementen mit stark ungleichmäßig verteilten Schlüsselwerten.
Bewertung
Laufzeit Die Laufzeit der meisten parallelen Sortierverfahren basierend auf Partitio-
nieren ist mindestens proportional zur Anzahl der Prozesse p, da von jedem Prozess
eine Aufteilung seiner Datenelemente in p Teilsequenzen vorgenommen werden muss.
Des Weiteren erfordert die einmalige Umverteilung der Datenelemente, dass jeder
Prozess mit jedem anderen Prozess kommuniziert. Eine Ausnahme hierbei bilden
die Sortierverfahren, welche die Partitionierung mehrmals hintereinander ausführen
[52, 60]. Wie beim parallelen Sortieren basierend auf Mischen werden dabei die Da-
tenelemente jedoch mehrmals von Prozess zu Prozess gesendet, wodurch sich der
Kommunikationsaufwand erhöht. Wird das Sortieren von Samples und die Auswahl
von Splittern von einem zentralen Prozess durchgeführt, kann dieser Vorgang bei
hohen Prozessanzahlen zum Flaschenhals der parallelen Sortierung werden.
Sind ausreichend Datenelemente auf jedem Prozess vorhanden, dann wird die Lauf-
zeit in der Praxis zumeist durch sequentielles Sortieren und Mischen sowie durch die
Datenumverteilung dominiert. Nicht-exakte Verfahren erreichen hierbei zumeist nur
bei gleichmäßig verteilten Schlüsselwerten eine ausreichende Lastbalancierung. Exakte
Verfahren erreichen durch ihren zusätzlichen Aufwand beim Partitionieren dagegen
auch bei ungleichmäßig verteilten Schlüsselwerten eine ausgeglichene Lastverteilung.
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Speicherverbrauch Die vorgestellten parallelen Sortierverfahren basierend auf Parti-
tionieren arbeiten ausschließlich out-of-place. Während die sequentiellen Bestandteile
der Sortierverfahren dabei zumeist durch entsprechende In-place-Algorithmen ersetzt
werden können, gilt dies für die Datenumverteilung bisher jedoch nicht. Die für eine
Implementierung benötigten Kommunikationsoperationen erfordern getrennte Sende-
und Empfangspuffer, was zu einem zusätzlichen Speicherverbrauch in Abhängigkeit
von der Anzahl zu sortierender Datenelemente führt. Hierzu wird in Kapitel 4 ein In-
place-Algorithmus zur Datenumverteilung vorgestellt, mit dessen Hilfe eine Vielzahl
der vorgestellten Verfahren dann selbst auch in-place realisiert werden können.
Weiterhin benötigt ein Großteil der Sortierverfahren Speicher, der proportional zur
Anzahl der Prozesse p ist. In der Praxis stellen diese Speicheranforderungen bisher
jedoch auch bei hochskalierbaren Parallelrechnern kein Problem dar.
Verteilung der Datenelemente Als Eingabeverteilung wird in den vorgestellten
parallelen Sortierverfahren vorwiegend von einer gleichmäßigen Verteilung der Daten-
elemente auf die Prozesse ausgegangen. Sind die Datenelemente dagegen ungleichmäßig
verteilt, so hat dies bei nicht-exakten Verfahren zumeist negative Auswirkungen auf
die Repräsentativität der von den einzelnen Prozessen ausgewählten Samples und
somit auch auf die erzeugte Ausgabeverteilung. Durch eine separate Umverteilung
der Datenelemente vor dem Sampling können derartige Nachteile jedoch verringert
werden [53, 54]. Exakte Verfahren können zumindest theoretisch mit jeder beliebigen
Verteilung der Eingabedaten zurechtkommen, ohne die Verteilung der Ausgabeda-
ten auf die Prozesse zu beeinflussen. In der Praxis können ungleichmäßig verteilte
Eingabedaten jedoch zur Erhöhung der Laufzeit der parallelen Sortierung führen.
Als Ausgabeverteilung wird in den vorgestellten parallelen Sortierverfahren eben-
falls immer eine gleichmäßige Verteilung der Datenelemente auf die Prozesse erzeugt.
Bei nicht-exakten Verfahren hängt die maximale Anzahl von Datenelementen, die ein
Prozess erhält, dabei immer von der durchschnittlichen Anzahl np ab. Eine konstante
maximale Imbalance kann hierdurch also nicht erreicht werden. Mit regulärem Samp-
ling liegt die maximale Anzahl von Datenelementen für jeden Prozess bei 2np . Bei
zufälligem Sampling sind hierzu nur Wahrscheinlichkeitsaussagen möglich.
Die vorgestellten exakten Verfahren erreichen hingegen ihre angestrebte gleichmäßi-
ge Aufteilung zumeist immer wie gefordert. Abweichungen davon können sich jedoch
beim Sortieren von Datenelementen mit doppelten Schlüsselwerten ergeben, wie noch
näher erläutert wird. Darüber hinaus kann bei mehreren Sortierverfahren auch die
maximal erlaubte Imbalance frei gewählt werden [61, 62, 65]. Ist diese entsprechend
groß gewählt, so kann die Partitionierung auch durchgeführt werden, ohne dass in
jedem Fall eine „perfekte“ Balancierung erreicht werden muss.
Gewichtung Eine Gewichtung der Datenelemente ist bisher bei keinem der vorge-
stellten parallelen Sortierverfahren basierend auf Partitionieren vorgesehen. Mögliche
Erweiterungen müssten vorwiegend innerhalb der beschriebenen Partitionierungs-
verfahren vorgenommen werden. Daraus resultierende ungleichmäßige Verteilungen
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der Datenelemente auf die Prozesse können die Effizienz der parallelen Sortierung
beeinflussen. Auswirkungen auf die Korrektheit der parallelen Sortierung ergeben
sich jedoch nicht.
Vorsortierungen Vorhandene Vorsortierungen führen oft automatisch zu einem ge-
ringeren Aufwand beim lokalen Sortieren und Mischen sowie zu einem geringeren
Kommunikationsaufwand bei der Datenumverteilung. Auf die verschiedenen Partitio-
nierungsverfahren haben vorhandene Vorsortierungen zumeist keine Auswirkungen.
Weder die Auswahl von Samples noch die Suche nach Splittern oder das Erstellen
von Histogrammen werden dadurch beschleunigt.
Schlüsselwerte Beim parallelen Sortieren basierend auf Partitionieren existieren
sowohl vergleichsbasierte als auch nicht-vergleichsbasierte Verfahren. Beim Partitio-
nieren von Schlüsseln mit Binärdarstellung können die Binärstellen ohne zusätzliche
Koordination von allen Prozessen abgearbeitet werden. Splitter-Kandidaten hingegen
werden aus den vorhandenen Datenelementen der Prozesse ausgewählt und müssen
daher immer allen Prozessen separat mitgeteilt werden. Ungleichmäßige Verteilungen
der Schlüsselwerte können bei nicht-exakten Verfahren zu stärkeren Schwankungen
bei der Verteilung der Ausgabedaten auf die Prozesse führen. Die zuvor erwähnte
maximale Anzahl von Datenelementen für jeden Prozess bzw. die Wahrscheinlichkeits-
aussagen dazu gelten dennoch weiter. Bei exakten Verfahren können ungleichmäßige
Schlüsselwertverteilungen nur zu einem erhöhten Aufwand beim Partitionieren führen.
Das Vorhandensein von doppelten Schlüsselwerten wird nur selten berücksichtigt.
In [51] wird gezeigt, dass sich bei regulärem Sampling die maximale Anzahl von
Datenelementen für jeden Prozess proportional zur Anzahl der doppelten Schlüssel
erhöht. Für reguläres und zufälliges Sampling werden in [53, 54] doppelte Schlüssel
berücksichtigt, indem die gewählten Splitter um zusätzliche Zählervariablen ergänzt
werden.
Beim Permutieren von Datenelementen sind die Zielprozesse der einzelnen Datenele-
mente bereits bekannt, so dass die vorgestellten Verfahren zum Partitionieren hierfür
nicht benötigt werden. Indem die Partitionierung entsprechend ersetzt wird, lassen
sich eine Vielzahl der vorgestellten Sortierverfahren basierend auf Partitionieren zum
Permutieren von Datenelementen nutzen.
2.3.3 Zusammenfassung
Trotz der Vielzahl von existierenden parallelen Sortierverfahren findet sich keines,
welches alle gestellten Anforderungen vollständig erfüllt. Dies liegt nicht zuletzt auch
daran, dass paralleles Sortieren überwiegend als isoliertes Problem betrachtet wird. Die
gestellten Anforderungen gewinnen dagegen erst beim Einsatz von Sortierverfahren
in parallelen Anwendungen an Bedeutung.
Die parallelen Sortierverfahren basierend auf Mischen sind aufgrund ihrer hohen
Kommunikationskosten vergleichsweise schlecht für Parallelrechner mit verteiltem
Speicher geeignet. Zudem verwenden diese Verfahren vorwiegend Punkt-zu-Punkt-
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Kommunikation und können daher nicht von optimierten kollektiven Kommunika-
tionsoperationen profitieren. Einen weiteren Nachteil stellt die fehlende Flexibilität
hinsichtlich der Verteilung der Datenelemente auf die Prozesse dar. Eine gezielte
Steuerung der Verteilung oder eine Berücksichtigung von Gewichten kann nur durch
eine nachträgliche Umverteilung der Datenelemente erreicht werden.
Dagegen eignen sich parallele Sortierverfahren basierend auf Partitionieren deutlich
besser zum Sortieren in parallelen Anwendungen. Da die Datenelemente zumeist nur
einmalig umverteilt werden, sind die Kommunikationskosten in dieser Hinsicht bereits
minimal. Gleichzeitig kann diese Datenumverteilung oft mit kollektiven Kommunika-
tionsoperationen effizient durchgeführt werden. Gewichtete Datenelemente oder eine
gezielte Steuerung der Verteilung der Datenelemente auf die Prozesse werden bisher
noch nicht unterstützt. Dies kann jedoch durch die Entwicklung eines entsprechenden
Partitionierungsalgorithmus, wie in Kapitel 3 beschrieben, erreicht werden.
Der Speicherverbrauch wird beim überwiegenden Teil der bisher vorgestellten
parallelen Sortierverfahren nicht gesondert berücksichtigt. Für paralleles Sortieren
basierend auf Mischen konnte in der Vergangenheit bereits gezeigt werden, wie mit dem
Einsatz von sequentiellen In-place-Merge-Verfahren die komplette parallele Sortierung
ebenfalls in-place realisiert werden kann [43]. Beim parallelen Sortieren basierend auf
Partitionieren stellt eine vollständige In-place-Realisierung immer noch eine große
Herausforderung dar, da entsprechende In-place-Kommunikationsoperationen bisher
nicht verfügbar sind. Zur Lösung dieses Problems wird in Kapitel 4 ein In-place-
Algorithmus für die kollektive Kommunikationsoperation MPI_Alltoallv vorgestellt.
Für die Umverteilung der Datenelemente beim parallelen Sortieren müssen oft
einzelne Datenelemente gezielt an individuelle Prozesse versendet werden. Dies betrifft
beispielsweise parallele Sortierverfahren basierend auf Sampling oder das Permutieren
von Datenelementen. Darüber hinaus kann dies auch zum Sortieren von vorsortierten
Datenelementen verwendet werden, indem gezielt nur die Datenelemente versendet
werden, die noch unsortiert sind. In Kapitel 4 wird hierzu eine Kommunikationsope-
ration entwickelt, die eine gezielte Umverteilung einzelner Datenelemente zwischen
Prozessen durchführt.
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Parallele Sortierverfahren werden oft in parallelen Anwendungen des wissenschaftli-
chen Rechnens eingesetzt, um die Lokalität und das Lastgleichgewicht der Berechnun-
gen auf Parallelrechnern mit verteiltem Speicher zu verbessern. Wie in Abschnitt 2.2
gezeigt, können sich bei diesem Einsatz verschiedene Anforderungen an das zu ver-
wendende parallele Sortierverfahren ergeben. Eine besondere Herausforderung stellt
hierbei die Verteilung der Datenelemente auf die parallelen Prozesse dar, wie sie durch
die parallele Sortierung erzeugt wird. Die Verteilung der zu verarbeitenden Daten
hat zumeist wesentliche Auswirkungen auf das Verhalten einer parallelen Anwendung.
Daher ist es notwendig, die Ausgabeverteilung der parallelen Sortierung auf die
Bedürfnisse der jeweiligen parallelen Anwendung ausrichten zu können. Hierzu wird
ein paralleles Sortierverfahren für Datenelemente mit Integerschlüsseln vorgestellt,
das insbesondere die folgenden Eigenschaften besitzt:
• Das parallele Sortierverfahren ist in mehrere verschiedene Schritte aufgeteilt, die
individuell an die jeweilige parallele Anwendung oder den jeweils verwendeten
Parallelrechner angepasst werden können. Dieses Kapitel beschäftigt sich vorwie-
gend mit dem Partitionierungsschritt des parallelen Sortierverfahrens, in dem
alle Prozesse gemeinschaftlich ermitteln, wie die Datenelemente untereinander
umverteilt werden müssen. Für den daran anschließenden Datenumverteilungs-
schritt wird in Kapitel 4 ein speichereffizienter In-place-Algorithmus vorgestellt.
• Die resultierende Verteilung der Datenelemente auf die Prozesse nach der Sortie-
rung kann explizit gesteuert werden. Hierzu können untere und obere Schranken
für die Positionen vorgegeben werden, an denen die sortierten Datenelemente in
Teilsequenzen für die einzelnen Prozesse aufgeteilt werden. Damit können sowohl
gleichmäßige als auch ungleichmäßige Verteilungen der Datenelemente auf die
Prozesse erzeugt werden. Ungleichmäßige Verteilungen können beispielsweise
für heterogene Parallelrechner verwendet werden, bei denen die Datenelemente
proportional zur Rechengeschwindigkeit der Prozessoren verteilt werden müssen.
• Die Verteilung der Datenelemente auf die Prozesse kann anhand anwendungsspe-
zifischer Gewichte vorgenommen werden, die den Datenelementen zugeordnet
sind. Diese Gewichte können von einer parallelen Anwendung beispielsweise
anhand des Berechnungsaufwands festgelegt werden, den jedes einzelne Da-
tenelement verursacht. Indem die Datenelemente hinsichtlich ihrer Gewichte
gleichmäßig auf die Prozesse verteilt werden, kann die Lastverteilung der nach-
folgenden parallelen Berechnungen verbessert werden.
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• Der Partitionierungsalgorithmus verarbeitet auch Datenelemente mit doppelten
Schlüsselwerten. Dies bedeutet, dass die geforderte Verteilung der Datenelemente
auf die Prozesse immer erreicht wird, selbst dann, wenn alle Datenelemente den
gleichen Schlüsselwert besitzen. Eine stark ungleichmäßige Ausgangsverteilung
hat ebenso keine Auswirkungen. Hierdurch ist das parallele Sortierverfahren
robust genug, um in parallelen Anwendungen verwendet zu werden, die beliebige,
im Vorhinein unbekannte Daten verarbeiten.
Im Folgenden wird eine Übersicht über das parallele Sortierverfahren gegeben.
Anschließend wird der entwickelte Partitionierungsalgorithmus [66] vorgestellt. Das
Verhalten des Partitionierungsalgorithmus und das parallele Sortierverfahren wer-
den abschließend mit Laufzeitexperimenten untersucht. Ergebnisse zum Einsatz des
entwickelten Sortierverfahrens in Partikelsimulationen werden in Kapitel 5 gegeben.
3.1 Gesamtübersicht über paralleles Sortieren durch
Partitionieren
Zur Beschreibung des parallelen Sortierverfahrens wird die folgende, in Abschnitt 2.1.2
eingeführte Formulierung des parallelen Sortierproblems genutzt: Jeder Prozess qi, i ∈
{1, . . . , p}, besitzt eine lokale Sequenz Ei = 〈xi,0, . . . , xi,ni−1〉 von ni Datenelementen
als Eingabe,
∑p
i=1 ni = n. Diese Datenelemente werden im Zuge der parallelen
Sortierung so permutiert, dass jeder Prozess qi, i ∈ {1, . . . , p}, als Ausgabe eine lokale






i = n, und die
Bedingungen hinsichtlich Intra- und Inter-Prozessordnung erfüllt sind.
Paralleles Sortieren durch Partitionieren wird dann wie folgt durchgeführt:
I. Lokales Sortieren: Jeder Prozess qi, i ∈ {1, . . . , p}, sortiert seine lokalen Da-
tenelemente mit einem sequentiellen Sortierverfahren. Für alle nachfolgenden
Schritte wird angenommen, dass Ei die lokal sortierte Sequenz von Datenele-
menten von Prozess qi ist.
II. Partitionieren der Datenelemente: Jeder Prozess qi, i ∈ {1, . . . , p}, teilt
seine lokale Sequenz Ei so in p Teilsequenzen Ei,1, . . . , Ei,p auf, dass gilt: Für




der j-ten Teilsequenzen Ei,j aller Prozesse qi, i = 1, . . . , p, nicht größer als die
Datenelemente aller Teilsequenzen Ei,z aller Prozesse qi, i = 1, . . . , p, mit z > j,
d. h.:
xjmax ≤ x für alle x ∈ Ei,z, i = 1, . . . , p, z > j .
Hierdurch wird sichergestellt, dass die geforderte Inter-Prozessordnung nach
dem Abschluss der parallelen Sortierung erfüllt ist.
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Abbildung 3.1: Beispiel für den Ablauf von parallelem Sortieren durch Partitionieren
mit vier Prozessen.
III. Umverteilen der Datenelemente: Jeder Prozess qi, i = 1, . . . , p, sendet
die Datenelemente seiner j-ten Teilsequenz Ei,j an Prozess qj , j = 1, . . . , p.
Gleichzeitig empfängt jeder Prozess die an ihn gesendeten Teilsequenzen von
Datenelementen.
IV. Lokales Zusammenmischen: Jeder Prozess qi, i = 1, . . . , p, erzeugt die Aus-
gabesequenz E ′i , indem er die zuvor empfangenen Datenelemente in eine sortierte
Reihenfolge bringt. Hierdurch wird die geforderte Intra-Prozessordnung erfüllt.
Da die empfangenen Teilsequenzen bereits sortiert sind, kann dieser Schritt
durch ein Zusammenmischen der Teilsequenzen durchgeführt werden.
In Abbildung 3.1 ist der Ablauf von parallelem Sortieren durch Partitionieren an
einem Beispiel mit vier Prozessen dargestellt. Das lokale Sortieren in Schritt I und
das abschließende lokale Zusammenmischen in Schritt IV wird von jedem Prozess
eigenständig durchgeführt. Hierfür können verschiedene sequentielle Sortier- bzw.
Merge-Verfahren genutzt werden, wobei sowohl Out-of-place- als auch In-place-Ver-
fahren existieren. In Abschnitt 3.3.1 werden die für die experimentelle Auswertung
implementierten Verfahren näher erläutert.
Kommunikation zwischen den Prozessen ist nur für die Partitionierung in Schritt II
und die Datenumverteilung in Schritt III erforderlich. Im Partitionierungsschritt wird
ermittelt, wie die Datenelemente unter den Prozessen umverteilt werden müssen. Da
die Datenelemente nur einmal umverteilt werden, wird durch die Partitionierung
auch die Ausgabeverteilung der Datenelemente auf die Prozesse festgelegt. Der hierzu
verwendete Partitionierungsalgorithmus wird in Abschnitt 3.2 vorgestellt.
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Die Umverteilung der Datenelemente in Schritt II entspricht einer All-to-all-Kom-
munikationsoperation, bei der jeder Prozess an jeden anderen Prozess eine individuelle
Nachricht beliebiger Größe sendet. Dies kann in MPI mit der kollektiven Kommu-
nikationsoperation MPI_Alltoallv realisiert werden. Standardmäßig benötigt die
MPI_Alltoallv-Kommunikationsoperation einen separaten Empfangspuffer und ar-
beitet somit nur out-of-place. In Kapitel 4 wird ein In-place-Algorithmus für die
MPI_Alltoallv-Kommunikationsoperation vorgestellt. Dadurch wird es ermöglicht,
paralleles Sortieren durch Partitionieren ebenfalls in-place durchzuführen.
3.2 Partitionierungsalgorithmus
Der Partitionierungsalgorithmus wird von allen Prozessen parallel ausgeführt, wobei
jeder Prozess qi, i ∈ {1, . . . , p}, als Eingabe seine lokal sortierte Sequenz Ei von ni
Datenelementen besitzt. Als Ausgabe erzeugt jeder Prozess eine Aufteilung seiner
Sequenz Ei in p Teilsequenzen Ei,1, . . . , Ei,p.
3.2.1 Partitionieren mit Splitting-Positionen
Die Aufteilung jeder lokalen Sequenz Ei = 〈xi,0, . . . , xi,ni−1〉, i ∈ {1, . . . , p}, in p Teil-
sequenzen wird durch Splitting-Positionen si,j ∈ {0, . . . , ni}, j = 0, . . . , p, beschrieben.
Für diese Splitting-Positionen gilt si,j−1 ≤ si,j für j = 1, . . . , p. Jede Teilsequenz
Ei,j , j ∈ {1, . . . , p}, ergibt sich dann wie folgt:
Ei,j =
{
〈xi,si,j−1 , . . . , xi,si,j−1〉 wenn si,j−1 < si,j
〈〉 sonst .
Dies bedeutet, dass jede Teilsequenz Ei,j aus den Datenelementen von Position si,j−1
bis Position si,j − 1 besteht. Wenn si,j−1 ≥ si,j ist, dann enthält Ei,j keine Daten-
elemente. Da immer die komplette Sequenz Ei in Teilsequenzen aufgeteilt wird, gilt
immer si,0 = 0 und si,p = ni. Folglich müssen durch den Partitionierungsalgorithmus
insgesamt nur p · (p− 1) Splitting-Positionen ermittelt werden.
Abbildung 3.2 zeigt an einem Beispiel, wie die lokalen Sequenzen jedes Prozesses
durch Splitting-Positionen in Teilsequenzen aufgeteilt werden. Es wird ebenfalls
gezeigt, welche der so entstehenden Teilsequenzen von Datenelementen später an
Prozess q3 gesendet werden müssen. Jede Splitting-Position si,j , i ∈ {1, . . . , p}, j ∈
{1, . . . , p − 1}, gibt die Grenze zwischen der j-ten und der (j+1)-ten Teilsequenz
von Prozess qi vor, wobei das Datenelement an Position si,j jeweils zur (j+1)-ten
Teilsequenz gehört. Folglich trennt Splitting-Position si,j die Datenelemente, die
an die Prozesse qz mit z ≤ j gesendet werden, von den Datenelementen, die an
die Prozesse qz mit z > j gesendet werden. Da die Positionen der Datenelemente
von null beginnend durchnummeriert sind, ist der Wert von si,j gleich der Anzahl
der Datenelemente, die Prozess qi an die Prozesse qz mit z ≤ j senden muss. Die
Anzahl der Datenelemente, die Prozess qi an Prozess qj senden muss, ist somit gleich
si,j − si,j−1 für i, j ∈ {1, . . . , p}.
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Abbildung 3.2: Aufteilung der lokalen Sequenzen von Datenelementen jedes Prozesses
in Teilsequenzen mit Splitting-Positionen si,j , i = 1, . . . , p, j = 0, . . . , p.
Splitting-Positionen stellen einen alternativen Ansatz zu den sonst verwendeten
Splitter-Elementen dar (siehe Abschnitt 2.3.2). Splitter-Elemente können die lokalen
Sequenzen jedes Prozesses jedoch nur an den Stellen in Teilsequenzen aufteilen, an
denen die Datenelemente unterschiedliche Schlüsselwerte besitzen. Mit Splitting-
Positionen können die lokalen Sequenzen an jeder beliebigen Stelle aufgeteilt werden.
Eine Aufteilung ist selbst dann noch möglich, wenn alle Datenelemente den gleichen
Schlüsselwert besitzen.
Partitionierungsgrenzen
Für jedes j ∈ {0, . . . , p} werden die j-ten Splitting-Positionen si,j aller Prozesse
qi, i = 1, . . . , p, als Spalte Sj = 〈s1,j , . . . , sp,j〉 von Splitting-Positionen zusammen-
gefasst. Abbildung 3.2 zeigt ein Beispiel für die Spalte S1 mit den dazugehörigen
Splitting-Positionen. Die Splitting-Positionen jeder Spalte Sj , j ∈ {0, . . . , p}, werden
aufsummiert, um Partitionierungsgrenzen bj =
∑p
i=1 si,j zu bilden. Aus der vorherigen
Definition der Splitting-Positionen folgt:
b0 = 0, bp = n, und bj−1 ≤ bj für j = 1, . . . , p .
Des Weiteren ist der Wert einer Partitionierungsgrenze bj , j ∈ {1, . . . , p}, gleich der
Anzahl der Datenelemente, die alle Prozesse an die Prozesse qz mit z ≤ j senden
müssen. Die Anzahl der Datenelemente, die alle Prozesse an Prozess qj , j ∈ {1, . . . , p},
senden müssen, ist somit gleich bj − bj−1.
Der Partitionierungsalgorithmus bestimmt die Splitting-Positionen genau so, dass
jede sich ergebende Partitionierungsgrenze bj , j ∈ {1, . . . , p − 1}, innerhalb eines
vorgegebenen Intervalls [bjlow, b
j
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bjhigh, j = 1, . . . , p− 1, müssen hierfür die folgenden Bedingungen erfüllen:
0 ≤ bjlow ≤ bjhigh ≤ n
bj−1low ≤ bjlow und bj−1high ≤ bjhigh für j = 2, . . . , p− 1 .
Die Schranken werden vom Nutzer des parallelen Sortierverfahrens vorgegeben und
können dazu verwendet werden, die Verteilung der Datenelemente auf die Prozesse
zu steuern. Die Gesamtanzahl der Datenelemente, die Prozess qj , j ∈ {1, . . . , p},
nach der Sortierung besitzen wird, ist gleich bj − bj−1. Da bj im Intervall [bjlow, bjhigh]




high] liegt, folgt, dass Prozess qj mindestens b
j
low −
bj−1high und höchstens b
j
high − bj−1low Datenelemente erhält. Die minimale und maximale
Anzahl von Datenelementen für jeden Prozess kann somit über die Schranken der
Partitionierungsgrenzen gesteuert werden.
Die angestrebte Verteilung der Datenelemente auf die Prozesse ergibt sich als
Nebeneffekt der parallelen Sortierung und benötigt keine zusätzliche Umverteilung
der Datenelemente. Über die Wahl der Schranken der Partitionierungsgrenzen können
sowohl gleichmäßige als auch ungleichmäßige Verteilungen erzeugt werden. Von
einem überwiegenden Teil der existierenden parallelen Sortierverfahren wird nur
eine gleichmäßige Verteilung unterstützt, wobei die erlaubte Imbalance teilweise
separat gesteuert werden kann (siehe Kapitel 2). Dies stellt einen Spezialfall im
hier vorgestellten Ansatz dar. Um beispielsweise eine gleichmäßige Verteilung der
Datenelemente auf die Prozesse zu erzeugen, bei der jeder Prozess höchstens np +nimba












für j = 1, . . . , p− 1 . (3.1)
3.2.2 Ermittlung einer Spalte von Splitting-Positionen
Die Splitting-Positionen einer einzelnen Spalte Sj , j ∈ {1, . . . , p−1}, hängen voneinan-
der ab. Sie müssen jeweils so gewählt werden, dass die geforderte Inter-Prozessordnung
erfüllt ist und gleichzeitig die resultierende Partitionierungsgrenze bj im vorgegebenen
Intervall [bjlow, b
j
high] liegt. Im Folgenden wird gezeigt, wie die Splitting-Positionen
einer einzelnen Spalte Sj , j ∈ {1, . . . , p − 1}, gemeinschaftlich von allen Prozessen
durch eine Suche ermittelt werden.
Die Suche nach den Splitting-Positionen verläuft in mehreren Runden und ver-
wendet die Binärdarstellung der Integerschlüssel der Datenelemente. Es wird von
r-Bit Integerschlüsseln ausgegangen, mit Bitpositionen 1, . . . , r vom niedrigstwertigen
(rechten) bis zum höchstwertigen (linken) Bit. In jeder Runde der Suche werden t Bit-
positionen auf einmal betrachtet (1 ≤ t ≤ r), beginnend mit den t niedrigstwertigen
Bits in der ersten Runde. Folglich werden maximal d rt e Runden ausgeführt, wobei in




Abbildung 3.3: Beispiel für die Ermittlung von Splitting-Kandidaten mit p = 3
Prozessen. Jeder Prozess verwendet t = 2 Bitpositionen, um 2t + 1 = 5 Splitting-
Kandidaten auszuwählen.
Ermittlung von Kandidaten für Splitting-Positionen
Jeder Prozess qi, i ∈ {1, . . . , p}, wählt in jeder Runde der Suche 2t + 1 mögliche
Kandidaten s¯ki , k = 0, . . . , 2
t, für seine gesuchte Splitting-Position si,j aus. Für
die Auswahl der Splitting-Kandidaten werden jeweils die lokalen Datenelemente
〈xi,li,j , . . . , xi,hi,j−1〉 mit 0 ≤ li,j ≤ hi,j ≤ ni betrachtet. Wenn li,j = hi,j ist, dann
betrachtet Prozess qi keine seiner lokalen Datenelemente und wählt stattdessen
s¯ki = hi,j für k = 0, . . . , 2
t.
Als Splitting-Kandidaten werden jeweils die Positionen ausgewählt, die die betrach-
teten lokalen Datenelemente so in 2t Teilsequenzen aufteilen, dass jede Teilsequenz
nur Datenelemente mit gleichem t-Bitwort in den aktuell betrachteten Bitpositionen
enthält. Falls ein t-Bitwort nicht in den Datenelementen vorkommt, so wird als
entsprechender Splitting-Kandidat der nachfolgende Splitting-Kandidat ausgewählt.
Der letzte Splitting-Kandidat s¯ki mit k = 2
t wird immer gleich hi,j gewählt. Da die
Datenelemente bereits lokal sortiert sind, kann jeder Splitting-Kandidat mit einer
binären Suche ermittelt werden.
Abbildung 3.3 zeigt ein Beispiel für die Auswahl von Splitting-Kandidaten mit
drei Prozessen. Es werden t = 2 Bitpositionen der Integerschlüssel verwendet, um
2t + 1 = 5 Splitting-Kandidaten pro Prozess auszuwählen. Prozess q2 besitzt hierbei
keine Datenelemente mit dem 2-Bitwort 10. Folglich wird der Splitting-Kandidat s¯22
gleich dem nachfolgenden Splitting-Kandidat s¯32 gesetzt. Eine vergleichbare Situation
tritt bei Prozess q3 auf, bei dem keine Datenelemente mit dem 2-Bitwort 11 existieren.
Folglich werden die Splitting-Kandidaten s¯33 und s¯43 gleich h3,j gewählt.
Die Suche beginnt mit li,j = 0 und hi,j = ni in der ersten Runde, so dass jeder
Prozess alle seine lokalen Datenelemente betrachtet. Für jedes k ∈ {0, . . . , 2t} bilden
in diesem Fall die k-ten Splitting-Kandidaten aller Prozesse eine Spalte von Splitting-
Positionen, die die geforderte Inter-Prozessordnung erfüllen. In den darauf folgenden
Runden werden li,j und hi,j so verändert, dass die Suche jeweils in genau einer der 2t
Teilsequenzen mit gleichem t-Bitwort fortgesetzt wird. Dadurch werden im gesamten
Verlauf der Suche immer nur solche Datenelemente betrachtet, die gleiche Bitworte in
den zuvor bereits betrachteten Bitpositionen aufweisen. Folglich bilden auch in diesen
Fällen für jedes k ∈ {0, . . . , 2t} die k-ten Splitting-Kandidaten aller Prozesse immer
eine Spalte von Splitting-Positionen, die die geforderte Inter-Prozessordnung erfüllen.
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Vergleich der Kandidaten mit den gegebenen Schranken
Wenn alle Prozesse ihre 2t + 1 Splitting-Kandidaten in einer Runde der Suche





i , k = 0, . . . , 2
t, für die Partitionierungsgrenze bj zu bilden.
Die Ergebnisse der Aufsummierung werden auf allen Prozessen verfügbar gemacht
und anschließend mit den gegebenen unteren und oberen Schranken bjlow und b
j
high
verglichen. Hierbei tritt immer einer der folgenden beiden Fälle auf:
• Fall A: Es existiert mindestens ein k ∈ {0, . . . , 2t}, so dass gilt:
bjlow ≤ b¯kj ≤ bjhigh .
Dies bedeutet, dass die k-ten Splitting-Kandidaten aller Prozesse einen Kan-
didaten für die Partitionierungsgrenze bj bilden, der im vorgegebenen Inter-
vall [bjlow, b
j
high] liegt. Folglich war die Suche erfolgreich und jeder Prozess
qi, i ∈ {1, . . . , p}, wählt si,j = s¯ki als Splitting-Position von Spalte Sj . Falls
mehr als ein solcher Wert für k existiert, wird vereinbart, dass alle Prozesse den
kleinsten Wert für k verwenden.








Dies bedeutet, dass das vorgegebene Intervall [bjlow, b
j
high] komplett zwischen
den aufsummierten Werten der (k−1)-ten und k-ten Splitting-Kandidaten liegt.
Folglich muss die Suche mit den Datenelementen zwischen den jeweils (k−1)-ten
und k-ten Splitting-Kandidaten fortgesetzt werden. Hierzu setzt jeder Prozess
qi, i ∈ {1, . . . , p}, seine Werte li,j = s¯k−1i und hi,j = s¯ki und fährt mit einer
neuen Runde der Suche fort.
Alle Parameter r, t und [bjlow, b
j
high], j = 1, . . . , p−1, sind auf allen Prozessen gleich.
Deshalb hängt die Auswahl von Fall A oder Fall B lediglich von den aufsummierten
Werten b¯k, k = 0, . . . , 2t, ab. Da diese Werte auf allen Prozessen verfügbar gemacht
werden, folgt, dass alle Prozesse die Fälle identisch auswählen und die Suche somit
von allen Prozessen synchron durchgeführt wird.
3.2.3 Doppelte Schlüsselwerte
Wenn alle Datenelemente unterschiedliche Schlüsselwerte besitzen, dann endet die
Suche nach den Splitting-Positionen nach spätestens d rt e Runden erfolgreich. Sind
hingegen Datenelemente mit doppelten Schlüsselwerten vorhanden, so kann auch
noch in der d rt e-ten Runde Fall B auftreten. Da an dieser Stelle jedoch bereits
alle Bitpositionen der Integerschlüssel betrachtet wurden, können keine weiteren
Splitting-Kandidaten ausgewählt werden. Folglich haben alle noch zu betrachtenden
Datenelemente die gleichen Schlüsselwerte. In der Praxis kann dies auftreten, wenn
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beispielsweise viele Datenelemente mit gleichen Schlüsselwerten existieren und ein
vorgegebenes Intervall [bjlow, b
j
high], j ∈ {1, . . . , p− 1}, im Vergleich dazu klein ist.
Um auch bei Datenelementen mit doppelten Schlüsselwerten immer zu dem ange-
strebten Ergebnis zu gelangen, wird die Ermittlung einer Spalte Sj , j ∈ {1, . . . , p−1},
von Splitting-Positionen wie folgt erweitert: Wenn in der letzten Runde der Suche
Fall B auftritt, dann wird noch eine abschließende finale Runde ausgeführt. In die-
ser finalen Runde muss von jedem Prozess qi, i ∈ {1, . . . , p}, die Splitting-Position
si,j ∈ [li,j , hi,j ] genau so gewählt werden, dass die resultierende Partitionierungsgrenze









zulässig ist, wird b12(bjlow + bjhigh)c als Zielwert für bj vereinbart.
Um den ausgewählten Zielwert zu erreichen, wird wie folgt vorgegangen: Zuerst
wählt jeder Prozess qi, i ∈ {1, . . . , p}, seinen kleinstmöglichen Wert li,j als Ausgangs-
wert für Splitting-Position si,j . Anschließend wird der Wert von s1,j so lang erhöht,
bis entweder der Zielwert für bj erreicht ist oder s1,j = h1,j gilt. Im letzteren Fall wird
dieser Vorgang jeweils mit den Werten von s2,j , . . . , sp,j nacheinander fortgesetzt. Um
jedoch eine serielle Abarbeitung durch die einzelnen Prozesse zu vermeiden, wird die















(hz,j − lz,j)) . (3.2)
Der Wert von di ist dann gleich der noch verbleibenden Differenz zum ausgewählten
Zielwert für den Fall, dass alle Prozesse qz mit z < i ihre größtmögliche Splitting-
Position hz,j nutzen und alle Prozesse qz mit z ≥ i ihre kleinstmögliche Splitting-
Position lz,j nutzen. Ist di < 0, so bedeutet dies, dass Prozess qi seinen Ausgangswert
li,j nicht weiter erhöhen muss. Sonst ist di ≥ 0 gleich dem Wert, um den der




z=1 lz,j entspricht einer Summe von Splitting-Kandidaten aus der
vorherigen Runde der Suche und ist somit bereits allen Prozessen bekannt. Die Summe∑i−1
z=1(hz,j − lz,j) kann als Präfixsumme parallel für alle Prozesse qi, i = 1, . . . , p,
berechnet werden [26]. Mit dem Wert di berechnet jeder Prozess qi, i = 1, . . . , p, seine
Splitting-Position si,j dann wie folgt:
si,j = max{li,j ,min{li,j + di, hi,j}} . (3.3)
3.2.4 Ermittlung aller Splitting-Positionen
Der Partitionierungsalgorithmus ermittelt alle p · (p − 1) Splitting-Positionen auf
einmal. Hierzu werden die Suchvorgänge aller p− 1 Spalten von Splitting-Positionen
miteinander überlappt, so dass nacheinander für jede Spalte eine einzelne Runde
der Suche ausgeführt wird. Zuerst werden die höchstwertigen t Bitpositionen der
Schlüsselwerte betrachtet und damit die erste Runde der Suche für jede Spalte
von Splitting-Positionen ausgeführt. Anschließend werden die nächst niedrigeren t
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Bitpositionen betrachtet und es wird die nächste Runde der Suche für alle Spalten
ausgeführt, die noch nicht erfolgreich ermittelt wurden.
Wenn eine Spalte Sj , j ∈ {1, . . . , p−1}, von Splitting-Positionen erfolgreich ermittelt
wurde, dann wird Sj als fertig markiert und im weiteren Verlauf des Partitionierungs-
algorithmus übersprungen. Der Partitionierungsalgorithmus wird so lang ausgeführt,
bis alle Bitpositionen betrachtet wurden oder alle Spalten als fertig markiert sind.
Wenn Datenelemente mit doppelten Schlüsselwerten existieren, dann können auch
nach dem Betrachten aller Bitpositionen noch Spalten unmarkiert sein. Für alle noch
unmarkierten Spalten wird dann nacheinander die abschließende finale Runde, wie in
Abschnitt 3.2.3 beschrieben, ausgeführt.
Die Ermittlung verschiedener Spalten von Splitting-Positionen ist unabhängig
voneinander und könnte beispielsweise auch hintereinander durchgeführt werden. Das
Überlappen der Suchvorgänge ermöglicht jedoch eine einfache Wiederverwendung
bereits ermittelter Splitting-Kandidaten (und deren aufsummierter Werte) für die
Suchvorgänge von mehreren Spalten. Beispielsweise werden für jede Spalte in der
ersten Runde der Suche immer alle Datenelemente betrachtet. Folglich werden auch
die gleichen Splitting-Kandidaten verwendet und diese müssen nur einmalig ermittelt
und aufsummiert werden. Im weiteren Verlauf des Algorithmus differenzieren sich
die Suchvorgänge der verschiedenen Spalten dann immer weiter aus, weshalb die
Möglichkeiten zur Wiederverwendung von Splitting-Kandidaten geringer werden.
Pseudocode des Partitionierungsalgorithmus
Algorithmus 1 zeigt den gesamten Partitionierungsalgorithmus als Pseudocode. Die
Funktion Partition wird von allen p Prozessen im SPMD-Stil parallel ausgeführt.
Jeder Prozess qi, i ∈ {1, . . . , p}, nutzt dabei seine lokal sortierte Sequenz Ei von ni
Datenelementen als Eingabe und gibt als Ergebnis die Splitting-Positionen si,j , j =
1, . . . , p−1 zurück. Die vorgegebenen unteren und oberen Schranken bjlow und bjhigh, j =
1, . . . , p− 1, sind auf jedem Prozess verfügbar.
Zu Beginn werden die Werte li,j und hi,j , j = 1, . . . , p − 1, so initialisiert, dass
jeweils alle lokalen Datenelemente betrachtet werden (Zeile 8). Anschließend wird eine
Schleife über die Bitpositionen der Integerschlüssel ausgeführt (l-Schleife in Zeile 10).
In jeder Iteration der l-Schleife wird eine Schleife über alle Spalten von Splitting-
Positionen ausgeführt, die noch nicht als fertig markiert sind (j-Schleife in Zeile 11).
Innerhalb einer Iteration der j-Schleife wird eine Runde der Suche für die aktuelle
Spalte Sj mit den aktuell betrachteten Bitpositionen durchgeführt. Dies entspricht
der Beschreibung aus Abschnitt 3.2.2.
In den Zeilen 12–14 werden die Splitting-Kandidaten bestimmt und jeweils über
alle Prozesse aufsummiert. Die Aufsummierung (Zeile 14) wird mit der globalen
Reduktionsoperation All-Reduce-Sum durchgeführt, welche das Ergebnis auf allen
Prozessen verfügbar macht. Anschließend werden die aufsummierten Werte mit den
unteren und oberen Schranken verglichen. Hieran entscheidet sich, ob die Splitting-
Position si,j gefunden wurde und Spalte Sj somit als fertig markiert werden kann
(Fall A in den Zeilen 15–17). Ist dies nicht der Fall, dann werden die Werte von li,j
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1 function Partition /* parallel von Prozessen qi, i = 1, . . . , p, ausgeführt */
2 input: Prozessnummer i des ausführenden Prozesses
3 input: Lokal sortierte Sequenz Ei = 〈xi,0, . . . , xi,ni−1〉 von ni Datenelementen
mit r-Bit Integerschlüsseln
4 input: Untere und obere Schranken bjlow und b
j
high, j = 1, . . . , p− 1, der
Partitionierungsgrenzen
5 input: Anzahl der Bitpositionen t, die in jeder Runde betrachtet werden
6 output: Splitting-Positionen si,j , j = 1, . . . , p− 1
7 /* Initialisierung */
8 Setze li,j = 0 und hi,j = ni für j = 1, . . . , p− 1
9 /* Suche nach Splitting-Positionen über Bitworte der Integerschlüssel */
10 for l = 1, . . . , d rt e do
11 for j = 1, . . . , p− 1 und Spalte Sj nicht als fertig markiert do
12 for k = 0, . . . , 2t do
13 Ermittle Splitting-Kandidat s¯ki mit binärer Suche in Teilsequenz
〈xi,li,j , . . . , xi,hi,j−1〉 anhand der aktuell betrachteten Bitpositionen




z mit einer All-Reduce-Sum-
Kommunikationsoperation
15 if (es existiert k ∈ {0, . . . , 2t} mit bjlow ≤ b¯k ≤ bjhigh) then
16 /* Fall A: Suche nach Splitting-Position si,j erfolgreich */
17 Setze si,j = s¯ki und markiere Spalte Sj als fertig
18 else
19 /* Fall B: Bereite nächste Runde der Suche vor */
20 Ermittle k ∈ {1, . . . , 2t} mit b¯k−1 < bjlow und bjhigh < b¯k
21 Setze li,j = s¯k−1i und hi,j = s¯
k
i
22 /* Finale Runde zur Behandlung doppelter Schlüsselwerte */
23 for j = 1, . . . , p− 1 und Spalte Sj nicht als fertig markiert do
24 Ermittle di nach Gleichung (3.2) mit einer Prefix-Sum-
Kommunikationsoperation
25 Setze si,j = max{li,j ,min{li,j + di, hi,j}}
Algorithmus 1: Die Funktion Partition realisiert den Partitionierungsalgorithmus
und wird von p Prozessen im SPMD-Stil parallel ausgeführt. Jeder Prozess qi, i ∈
{1, . . . , p}, verarbeitet seine lokal sortierte Sequenz Ei von ni Datenelementen und
gibt als Ergebnis die Splitting-Positionen si,j , j = 1, . . . , p− 1, zurück.
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und hi,j entsprechend angepasst, so dass die Suche fortgesetzt werden kann (Fall B
in den Zeilen 18–21).
Nach Beendigung der l-Schleife sind nur noch die Spalten unmarkiert, deren Split-
ting-Positionen wegen doppelter Schlüsselwerte nicht ermittelt werden konnten. Daher
wird abschließend eine Schleife über alle Spalten von Splitting-Positionen ausgeführt,
die noch nicht als fertig markiert sind (j-Schleife in Zeile 23). Innerhalb einer Iteration
dieser abschließenden j-Schleife werden die Splitting-Positionen, wie in Abschnitt 3.2.3
beschrieben, ermittelt (Zeilen 24–25). Die Berechnung der Präfixsumme wird mit der
Prefix-Sum-Kommunikationsoperation durchgeführt (Zeile 24).
Laufzeitverhalten
Der Partitionierungsalgorithmus wird von allen Prozessen parallel ausgeführt. Kom-
munikation zwischen den Prozessen wird nur für die Aufsummierung und die Berech-
nung der Präfixsummen benötigt (Zeile 14 und Zeile 24). Die hierfür verwendeten
Kommunikationsoperationen sind blockierend, wodurch die Prozesse an den entspre-
chenden Stellen im Programmablauf synchronisiert werden. Da die Ergebnisse der
Aufsummierung auf allen Prozessen verfügbar sind und alle Parameter r, t, bjlow und
bjhigh, j = 1, . . . , p − 1, ebenfalls auf allen Prozessen gleich sind, werden auch alle
bedingten Anweisungen (Zeile 15) im Programmablauf von allen Prozessen gleich
ausgeführt. Folglich führen alle Prozesse den Partitionierungsalgorithmus gleich aus
und beenden ihn entsprechend gemeinsam. Die Gesamtlaufzeit des Partitionierungsal-
gorithmus wird von den drei geschachtelten For-Schleifen (Zeilen 10–12) sowie von der
binären Suche und der globalen Reduktionsoperation (Zeilen 13–14) in der innersten
Schleife bestimmt.
Beispielablauf des Partitionierungsalgorithmus
Abbildung 3.4 zeigt den Ablauf des Partitionierungsalgorithmus an einem Beispiel mit
p = 3 Prozessen und einer Gesamtanzahl von n = 36 Datenelementen. Die unteren
und oberen Schranken bjlow und b
j
high, j = 1, 2, werden anhand von Gleichung (3.1) mit
nimba = 2 bestimmt. Hierdurch wird eine gleichmäßige Verteilung der Datenelemente
auf die Prozesse erzeugt, bei der jeder Prozess höchstens np +nimba = 14 Datenelemente
erhält. Die Datenelemente besitzen Integerschlüssel mit jeweils r = 4 Bits und in
jeder Runde der Suche werden t = 2 Bitpositionen betrachtet.
In Runde 1 werden die ermittelten Splitting-Kandidaten aller Prozesse zu den Wer-
ten 0, 5, 13, 20 und 36 aufsummiert. Da der dritte Wert 13 im Intervall [b1low, b
1
high] =
[11, 13] liegt, ist die Suche nach den Splitting-Positionen von Spalte S1 erfolgreich (¬).
Von jedem Prozess wird der jeweils dritte Splitting-Kandidat als Splitting-Position
verwendet (d. h. s1,1 = 4, s2,1 = 4 und s3,1 = 5).
Die Splitting-Positionen von Spalte S2 werden dagegen weder in Runde 1 (­) noch in
Runde 2 (®) gefunden, da keiner der hierbei aufsummierten Werte (d. h. 0, 5, 13, 20, 36
in Runde 1 und 20, 21, 26, 32, 36 in Runde 2) im Intervall [b2low, b
2
high] = [23, 25] liegt.
Daher passt jeder Prozess qi, i = 1, 2, 3, in jeder Runde seine Werte li,2 und hi,2 an,
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Abbildung 3.4: Beispiel für die Ermittlung von Splitting-Positionen mit dem Par-
titionierungsalgorithmus und p = 3 Prozessen. Es existieren insgesamt n = 36
Datenelemente, wobei Prozess q1 11, Prozess q2 13 und Prozess q3 12 Datenelemente
besitzt. Die unteren und oberen Schranken werden nach Gleichung (3.1) mit nimba = 2
bestimmt, d. h. [b1low, b
1




high] = [23, 25]. Jeder Prozess be-
sitzt eine sortierte Sequenz von Datenelementen mit 4-Bit Integerschlüsseln (vertikal
dargestellt mit der höchstwertigen Bitposition oben). In jeder Runde werden t = 2
Bitpositionen betrachtet, so dass zwei Runden und die abschließende finale Runde
ausgeführt werden.
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um die Suche entsprechend fortzusetzen. Abschließend werden die Splitting-Positionen
von Spalte S2 in der finalen Runde bestimmt (¯). Dabei wird mit dem Ergebnis der
Prefix-Sum-Kommunikationsoperation von jedem Prozess qi, i = 1, 2, 3, der Wert di
nach Gleichung (3.2) bestimmt und dann mit Gleichung (3.3) die Splitting-Position
von Spalte S2 berechnet (d. h. s1,2 = 8, s2,2 = 9 und s3,2 = 7).
3.2.5 Gewichtete Datenelemente
Mit dem vorgestellten Partitionierungsalgorithmus kann die Verteilung der Datenele-
mente auf die Prozesse hinsichtlich ihrer Anzahl gesteuert werden. Eine Alternative
hierzu stellen Gewichte dar, die von einer parallelen Anwendung für jedes Daten-
element vorgegeben sind. Anstatt der Anzahl muss dann das Gesamtgewicht der
Datenelemente, die jeder Prozess zugewiesen bekommt, berücksichtigt werden. Hierbei
wird vorausgesetzt, dass die Gewichte der Datenelemente Werte größer null sind.
Um die Verteilung der Datenelemente hinsichtlich ihre Gewichte steuern zu können,
werden gewichtete untere und obere Schranken wjlow und w
j
high, j = 1, . . . , p − 1,
eingeführt. Diese beziehen sich auf die Gewichte der Datenelemente und ersetzen
die bisherigen unteren und oberen Schranken bjlow und b
j
high, j = 1, . . . , p − 1. Um
beispielsweise eine Verteilung der gewichteten Datenelemente auf die Prozesse zu
erzeugen, bei der alle Prozesse ein annähernd gleiches Gesamtgewicht erhalten, müssen












für j = 1, . . . , p− 1 .
Dies entspricht Gleichung (3.1), wobei die Gesamtanzahl von Datenelementen n durch
das Gesamtgewicht aller Datenelemente wtotal ersetzt wurde. Die maximal erlaubte
Abweichung nimba von der gleichmäßigen Verteilung wird mit wimba in Bezug auf die
Gewichte angegeben.
Algorithmus 1 muss wie folgt geändert werden, um die Partitionierung von gewichte-
ten Datenelementen durchzuführen: Für jeden Splitting-Kandidat s¯ki , k ∈ {0, . . . , 2t},
auf Prozess qi, i ∈ {1, . . . , p}, werden zusätzlich die Gewichte der Datenelemente
xi,z, z = 0, . . . , s¯
k
i − 1, aufsummiert. Dies wird nach der Ermittlung des Splitting-Kan-
didaten in Zeile 13 durchgeführt. Anschließend werden die aufsummierten Gewichte der
einzelnen Splitting-Kandidaten mit der Reduktionsoperation All-Reduce-Sum über
alle Prozesse aufsummiert (Zeile 14). Das Ergebnis dieser Aufsummierung wird dann
mit den gewichteten unteren und oberen Schranken wjlow und w
j
high, j = 1, . . . , p− 1,
verglichen, um den weiteren Verlauf der Suche zu steuern (Zeilen 15–21).
Die Behandlung von doppelten Schlüsselwerten muss ebenfalls an gewichtete Daten-
elemente angepasst werden. Hierzu werden in Gleichung (3.2) die gewichteten Schran-
ken sowie zusätzliche gewichtete Versionen der Werte li,j und hi,j , i ∈ {1, . . . , p}, j ∈
{1, . . . , p− 1}, benutzt. Diese Werte können analog zu ihren ungewichteten Versionen
über das Gesamtgewicht der lokalen Datenelemente initialisiert (Zeile 8) und dann
im Verlauf des Algorithmus über die Gewichte der Splitting-Kandidaten angepasst
werden (Zeile 21). Über die gewichtete Erhöhung (d. h. die gewichtete Version von di)
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kann jedoch nicht direkt die gesuchte Splitting-Position errechnet werden. Stattdessen
muss jeder Prozess hierfür seine lokalen Datenelemente durchlaufen, bis die angestreb-
te gewichtete Erhöhung durch Aufsummierung einzelner Gewichte der Datenelemente
erreicht wird.
Während beim Partitionieren ohne Gewichte immer die vorgegebenen Schranken
erreicht werden, ist dies bei gewichteten Datenelementen nicht immer möglich. Ein
Nichterreichen der vorgegebenen Schranken kann jedoch nur dann auftreten, wenn
das Maximalgewicht eines Datenelements größer ist als die Differenz zwischen einer
gewichteten oberen und unteren Schranke wjhigh und w
j
low, j ∈ {1, . . . , p−1}. In diesem
Fall werden die betreffenden Schranken um höchstens die Hälfte des Maximalgewichts
über- bzw. unterschritten. Insgesamt führt die Berücksichtigung der Gewichte zu
einer Erhöhung der Laufzeit des Partitionierungsalgorithmus. Ohne Gewichte reicht
eine binäre Suche in den lokalen Datenelementen der Prozesse aus, um die Splitting-
Kandidaten zu ermitteln. Für die Aufsummierung der Gewichte der Datenelemente
ist jedoch ein Durchlaufen der lokalen Datenelemente der Prozesse erforderlich.
3.3 Experimentelle Auswertung
Im Folgenden wird das Laufzeitverhalten des Partitionierungsalgorithmus anhand
von Laufzeitexperimenten untersucht. Anschließend werden Ergebnisse für paralleles
Sortieren durch Partitionieren präsentiert und mit existierenden parallelen Sortierver-
fahren verglichen.
Parallelrechner
Als Parallelrechner wird das JUGENE-System im Forschungszentrum Jülich verwen-
det [67]. Das JUGENE-System ist ein hochskalierbares Blue-Gene/P-System (BG/P)
von IBM [68]. Ein einzelner BG/P-Rechenknoten besteht aus vier PowerPC-450-Pro-
zessoren mit 850MHz Taktfrequenz. Die vier Prozessoren eines Rechenknotens bilden
ein 4-fach-SMP-System mit 2GiB Hauptspeicher und einer theoretisch maximalen
Leistung (engl.: peak performance) von 13,6GigaFLOPS. Das gesamte JUGENE-
System umfasst 73 728 Rechenknoten und erreicht somit eine theoretisch maximale
Leistung von ca. 1PetaFLOPS.
Die Rechenknoten eines BG/P-Systems sind über mehrere verschiedene Kommu-
nikationsnetzwerke miteinander verbunden. Für den Datenaustausch in parallelen
Anwendungen werden hierbei vorwiegend das Kollektiv-Netzwerk und das Torus-
Netzwerk genutzt. Das Kollektiv-Netzwerk verbindet jeweils mehrere Rechenknoten
miteinander und erlaubt die Konstruktion von baumartigen Netzwerktopologien. Da-
mit können Daten effizient unter den Rechenknoten verteilt werden (engl.: broadcast).
Des Weiteren unterstützt das Kollektiv-Netzwerk logische und arithmetische Opera-
tionen, so dass beispielsweise auch Daten von verschiedenen Rechenknoten effizient
aufsummiert werden können (engl.: accumulate oder reduce). Das Torus-Netzwerk ver-
bindet jeden Rechenknoten mit jeweils sechs anderen Rechenknoten, so dass insgesamt
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ein dreidimensionaler Torus als Netzwerktopologie entsteht. Hierüber können einzelne
Rechenknoten mit Punkt-zu-Punkt-Kommunikation Daten miteinander austauschen.
Zur Implementierung paralleler Anwendungen steht eine MPI-Kommunikationsbi-
bliothek zur Verfügung, welche an die speziellen Gegebenheiten der BG/P-Plattform
angepasst ist. Dies umfasst insbesondere optimierte kollektive Kommunikationsope-
rationen zur effizienten Nutzung der verschiedenen Kommunikationsnetzwerke [69].
Das Verhalten einzelner MPI-Kommunikationsoperation der Blue-Gene-Plattform
wurde zuvor bereits in [70] analysiert. Für die nachfolgenden Experimente wurde der
Virtual-Node-Modus verwendet, bei dem auf jedem Rechenknoten vier separate MPI-
Prozesse parallel ausgeführt werden. Die Kommunikation zwischen MPI-Prozessen
auf dem gleichen Rechenknoten erfolgt dabei automatisch über den Hauptspeicher
des Rechenknotens.
Beispieldatensätze
Als Beispieldatensätze werden Datenelemente verwendet, die jeweils aus einem 64-Bit-
Integerschlüssel bestehen. Zur Erzeugung von Zufallszahlen wird die Engineering
and Scientific Subroutine Library (ESSL) von IBM verwendet. Die Werte der In-
tegerschlüssel werden zufällig im Bereich [0, 264−1] gewählt, wobei die folgenden
Verteilungen der Schlüsselwerte genutzt werden:
Gleichverteilung: Die Werte der Integerschlüssel sind gleichverteilt mit Mittelwert
264−1
2 .
Normalverteilung: Die Werte der Integerschlüssel sind normalverteilt mit Mittelwert
263 und Standardabweichung 132
63. Durch den gewählten Wert der Standardab-
weichung wird erreicht, dass der überwiegende Teil (über 99%) der erzeugten
normalverteilten Zufallszahlen im Bereich [0, 264−1] liegt. Alle Zufallszahlen,
die diesen Bereich unter- bzw. überschreiten, werden auf den Wert 0 bzw. 264−1
gesetzt.
UND-Verknüpfung: Jeder Integerschlüssel wird durch bitweise UND-Verknüpfung
aus mehreren gleichverteilten zufälligen Integerwerten erzeugt. Durch die UND-
Verknüpfung erhöht sich die Anzahl der 0-Bits innerhalb der so erzeugten
Integerschlüssel. Je mehr Integerwerte zu einem Integerschlüssel verknüpft
werden, desto höher ist die Anzahl der 0-Bits. Hierdurch reduziert sich die
Vielfalt der Integerschlüssel und die Anzahl von Datenelementen mit doppelten
Schlüsselwerten steigt. Die Erzeugung derartiger Datensätze durch bitweise
UND-Verknüpfung wurde zuvor bereits in [71] vorgeschlagen.
Null: Die Schlüsselwerte aller Datenelemente sind null.
3.3.1 Implementierungsdetails
Das in Abschnitt 3.1 beschriebene parallele Sortierverfahren wurde mit der MPI-Kom-
munikationsbibliothek umgesetzt. Die lokale Sortierung der Datenelemente in Schritt I
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wird mit dem in [43] beschriebenen sequentiellen Radixsort-Verfahren durchgeführt.
Anschließend wird in Schritt II der Partitionierungsalgorithmus ausgeführt.
Die für den Partitionierungsalgorithmus benötigte globale Reduktionsoperati-
on All-Reduce-Sum (Zeile 14 in Algorithmus 1) wird mit der MPI-Operation
MPI_Allreduce und MPI_SUM als Reduktionsoperation realisiert. Auf der BG/P-
Plattform wird diese Operation effizient über das Kollektiv-Netzwerk ausgeführt.
Die Prefix-Sum-Kommunikationsoperation (Zeile 24) wird mit der MPI-Operation
MPI_Exscan und MPI_SUM als Reduktionsoperation realisiert.
Für die Implementierung von Algorithmus 1 werden die Aufrufe der All-Reduce-
Sum-Kommunikationsoperation so zusammengefasst, dass nur noch ein Aufruf in jeder
Iteration der l-Schleife ausgeführt wird. Die Anzahl der Aufrufe der All-Reduce-
Sum-Kommunikationsoperation verringert sich dadurch von maximal d rt e · (p− 1) ·
(2t + 1) auf maximal d rt e. Der Ablauf des Partitionierungsalgorithmus und die Menge
der zu kommunizierenden Daten werden hierdurch nicht verändert. Insbesondere bei
hohen Prozessanzahlen führt jedoch allein die Verringerung der Anzahl der Aufrufe
der MPI_Allreduce-Kommunikationsoperation zu einer Verringerung der Laufzeit
des Partitionierungsalgorithmus um bis zu 20%. Des Weiteren werden Splitting-
Kandidaten für die Suchvorgänge von mehreren Spalten wiederverwendet, solang
jeweils noch die gleichen Datenelemente durchsucht werden (siehe Abschnitt 3.2.4).
Die Umverteilung der Datenelemente in Schritt III wird mit der MPI_Alltoallv-
Kommunikationsoperation durchgeführt. Hierbei werden die durch den Partitionie-
rungsalgorithmus ermittelten Splitting-Positionen als Displacement-Werte verwendet.
Beim abschließenden lokalen Zusammenmischen in Schritt IV besitzt jeder Pro-
zess p sortierte Teilsequenzen von Datenelementen. Diese werden jeweils paarweise
zusammengemischt, bis nur noch eine sortierte Sequenz von Datenelementen existiert.
3.3.2 Ergebnisse des Partitionierungsalgorithmus
Das Verhalten des Partitionierungsalgorithmus wird mit verschiedenen zufälligen
Beispieldatensätzen untersucht. Hierzu erhält jeder Prozess eine sortierte Sequenz
von Datenelementen gleicher Größe als Eingabe. Sofern nicht anders angegeben,
werden die unteren und oberen Schranken bjlow und b
j
high, j = 1, . . . , p − 1, nach
Gleichung (3.1) mit nimba = 0,01np gewählt. Somit bekommt jeder Prozess durch den
Partitionierungsalgorithmus maximal 1,01np Datenelemente zugewiesen. Dies wird als
gleichmäßige Verteilung mit einer maximalen Imbalance von 1% bezeichnet.
Mit dem Parameter t des Partitionierungsalgorithmus wird die Anzahl der Bit-
positionen festgelegt, die in jeder Runde der Suche zur Ermittlung von Splitting-
Kandidaten verwendet werden. Abbildung 3.5 (links) zeigt Laufzeiten des Partitio-
nierungsalgorithmus in Abhängigkeit des Werts t mit 1Mio. Datenelementen pro
Prozess. Es werden 128 und 1024 Prozesse sowie gleichverteilte und normalverteilte
zufällige Schlüsselwerte verwendet.
Die Ergebnisse zeigen, dass die Anzahl Bitpositionen t einen großen Einfluss auf
die Laufzeit des Partitionierungsalgorithmus hat. Wird der Wert von t erhöht, so
verringert sich die maximale Anzahl von Runden der Suche (d rt e mit r = 64 für 64-Bit-
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Abbildung 3.5: Links: Laufzeiten des Partitionierungsalgorithmus in Abhängigkeit
von der Anzahl der Bitpositionen t, die zur Ermittlung von Splitting-Kandidaten
verwendet werden mit 1Mio. Datenelementen pro Prozess. Rechts: Laufzeiten des
Partitionierungsalgorithmus in Abhängigkeit von der Prozessanzahl p mit insgesamt
1Mio. und 10Mio. Datenelementen.
Integerschlüssel). Gleichzeitig erhöht sich dadurch aber auch die Anzahl der Splitting-
Kandidaten (2t + 1) und der Kommunikationsaufwand für die globale Reduktions-
operation. Für große Werte von t überwiegen die exponentiell ansteigenden Kosten
für die Ermittlung und Aufsummierung der Splitting-Kandidaten gegenüber der nur
linear sinkenden Anzahl von Runden der Suche. Die Laufzeiten mit gleichverteilten
zufälligen Schlüsselwerten sind geringer als mit normalverteilten, da die Splitting-
Kandidaten bei einer Gleichverteilung nahezu gleichmäßig in den lokalen Sequenzen
verteilt sind und dadurch die angestrebte gleichmäßige Aufteilung der Datenelemente
schneller erreicht wird (d. h. mit weniger Iterationen der l-Schleife in Algorithmus 1).
Dies führt auch zu deutlich geringeren Laufzeiten in Fällen, in denen die Anzahl der
Splitting-Kandidaten 2t + 1 nahezu gleich der Anzahl der Splitting-Positionen p− 1
ist, die jeder Prozess sucht (d. h. für t = 7 mit p = 128 Prozessen und für t = 10 mit
p = 1024 Prozessen). Für alle nachfolgenden Experimente wird der feste Wert t = 3
verwendet. Hiermit konnten zuverlässig geringe Laufzeiten erreicht werden und dies
unabhängig von der Verteilung der Schlüsselwerte und der Anzahl der Prozesse und
Datenelemente.
Abbildung 3.5 (rechts) zeigt Laufzeiten des Partitionierungsalgorithmus in Ab-
hängigkeit von der Prozessanzahl mit gleichverteilten zufälligen Schlüsselwerten. Es
werden Ergebnisse mit insgesamt 1Mio. und 10Mio. Datenelementen jeweils mit und
ohne Gewichte gezeigt. Die Gewichte aller Datenelemente werden auf den konstanten
























Abbildung 3.6: Laufzeiten des Partitionierungsalgorithmus für die verschiedenen
zufälligen Beispieldatensätze und mit unterschiedlich geforderter maximaler Imbalance
der gleichmäßigen Verteilung der Datenelemente auf die Prozesse. Es werden 128
Prozesse und 1Mio. Datenelemente pro Prozess verwendet.
wichte zum gleichen Resultat. Alle auftretenden Laufzeitunterschiede folgen somit
allein aus den Kosten für die Behandlung gewichteter Datenelemente.
Ohne Gewichte zeigt sich eine Erhöhung der Laufzeit des Partitionierungsalgorith-
mus bei zunehmender Prozessanzahl. Die Anzahl der Datenelemente hat in diesem
Fall keinen signifikanten Einfluss auf die Laufzeit. Dies entspricht dem erwarteten
Verhalten des Partitionierungsalgorithmus: Die binäre Suche zur Ermittlung der
Splitting-Kandidaten hängt nur logarithmisch von der Anzahl der Datenelemente ab
und verursacht nur einen geringen Teil der Laufzeit des Partitionierungsalgorithmus.
Die Anzahl der Splitting-Positionen steigt hingegen proportional zur Prozessanzahl
an und verursacht steigende Laufzeiten. Mit Gewichten ist die Laufzeit für kleine
Prozessanzahlen deutlich größer und sinkt mit zunehmender Prozessanzahl wieder.
Dies wird durch das Durchlaufen der Datenelemente verursacht, welches für die
Aufsummierung der Gewichte der Datenelemente erforderlich ist. Folglich ergibt sich
eine Verringerung der Laufzeit, wenn die Anzahl der Datenelemente auf jedem Prozess
sinkt. Dieser positive Effekt auf die Gesamtlaufzeit des Partitionierungsalgorithmus
verringert sich, je kleiner die Anzahl der Datenelemente auf jedem Prozess wird. Mit
weiter zunehmender Prozessanzahl wird die Gesamtlaufzeit wieder vom proportionalen
Anstieg der Laufzeit mit der Prozessanzahl dominiert. Bei hohen Prozessanzahlen
haben die Anzahl der Datenelemente und die Gewichte keinen Einfluss mehr auf die
Laufzeit des Partitionierungsalgorithmus.
Abbildung 3.6 zeigt Laufzeiten des Partitionierungsalgorithmus für die verschiede-
nen Beispieldatensätze mit 128 Prozessen und 1Mio. Datenelementen pro Prozess.
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Für die Beispieldatensätze mit UND-Verknüpfung ist jeweils die Anzahl der benutzten
UND-Verknüpfungen pro Schlüsselwert angegeben. Für 3×UND wird beispielsweise
jeder Schlüsselwert mit drei bitweisen UND-Verknüpfungen aus vier zufälligen Inte-
gerwerten erzeugt. Die Schranken des Partitionierungsalgorithmus werden so gewählt,
dass gleichmäßige Verteilungen der Datenelemente auf die Prozesse mit der jeweils
angegebenen maximalen Imbalance erzeugt werden.
Die Ergebnisse zeigen, dass die jeweils geforderte maximale Imbalance einen signi-
fikanten Einfluss auf die Laufzeit des Partitionierungsalgorithmus hat. Je geringer
die maximale Imbalance ist, desto kleiner werden auch die Intervalle [bjlow, b
j
high], j =
1, . . . , p− 1. Dies erhöht den Aufwand für die Suche nach den Splitting-Positionen
und führt zu einer steigenden Anzahl von Runden für deren Suche. Die Verwen-
dung von Beispieldatensätzen mit einer hohen Anzahl von doppelten Schlüsselwerten
(3×UND und 5×UND) führt ebenfalls zu einem deutlichen Anstieg der Laufzeit. In
diesen Fällen werden die Splitting-Positionen vermehrt erst in der abschließenden
finalen Runde ermittelt. Gleichzeitig können mit zunehmender Anzahl von doppelten
Schlüsselwerten die Splitting-Kandidaten jedoch auch länger wiederverwendet werden,
wodurch insgesamt weniger Splitting-Kandidaten ermittelt werden müssen. Beim
Beispieldatensatz bestehend aus Nullen führt dies dazu, dass für alle Suchvorgänge
die gleichen Splitting-Kandidaten verwendet werden und die Laufzeit gegenüber den
Beispieldatensätzen 3×UND und 5×UND geringer ausfällt.
3.3.3 Ergebnisse für paralleles Sortieren durch Partitionieren
Im Folgenden wird das Verhalten des gesamten parallelen Sortierverfahrens aus
Abschnitt 3.1 untersucht. Als Beispieldatensätze werden gleichverteilte zufällige Inte-
gerschlüssel verwendet und jeder Prozess erhält die gleiche Anzahl von Datenelementen
als Eingabe. Die Schranken des Partitionierungsalgorithmus werden so gewählt, dass
eine gleichmäßige Verteilung der Datenelemente auf die Prozesse mit einer maximalen
Imbalance von 1% erzeugt wird.
Abbildung 3.7 zeigt Laufzeiten der einzelnen Schritte des parallelen Sortierverfah-
rens in Abhängigkeit von der Prozessanzahl mit insgesamt 10Mio. Datenelementen.
Mit steigender Prozessanzahl sinken jeweils die Laufzeiten für das lokale Sortieren
(I) und das lokale Zusammenmischen (IV). Dies wird durch die sinkende Anzahl
von Datenelementen verursacht, die jeder Prozess sortieren bzw. zusammenmischen
muss. Bis ca. 256 Prozesse dominieren diese beiden Schritte die parallele Sortierung
und sorgen für eine sinkende Gesamtlaufzeit. Die Laufzeit für die Umverteilung der
Datenelemente (III) variiert in Abhängigkeit von der Prozessanzahl um ca. eine
Größenordnung. Im Vergleich zur Gesamtlaufzeit der parallelen Sortierung sind die
Kosten für die Umverteilung aber eher gering und erreichen einen maximalen Anteil
von 19% der Gesamtlaufzeit bei 256 Prozessen. Die Laufzeiten für das Partitionie-
ren der Datenelemente (II) mit dem Partitionierungsalgorithmus entsprechen den
bereits in Abbildung 3.5 (rechts) gezeigten Ergebnissen: Mit steigender Prozessanzahl
steigt auch die Laufzeit für das Partitionieren immer weiter an. Da die Kosten für



























Abbildung 3.7: Laufzeiten der einzelnen Schritte für paralleles Sortieren durch
Partitionieren in Abhängigkeit von der Prozessanzahl mit insgesamt 10Mio.
Datenelementen.
stant bleiben, wird die Gesamtlaufzeit ab ca. 1024 Prozesse von der Laufzeit des
Partitionierungsalgorithmus dominiert.
Abbildung 3.8 zeigt Speedupwerte für das parallele Sortieren mit und ohne Gewich-
ten in Abhängigkeit von der Prozessanzahl. Es werden jeweils Ergebnisse mit insgesamt
25Mio., 800Mio. und 25 600Mio. Datenelementen gezeigt. Aufgrund des begrenzten
Hauptspeichers werden keine Messungen mit mehr als 25Mio. Datenelementen pro
Prozess durchgeführt. Die Speedupwerte mit mehr als 25Mio. Datenelementen werden
jeweils anhand der Ergebnisse mit der kleinstmöglichen Prozessanzahl berechnet (d. h.
mit 32 Prozessen bei 800Mio. Datenelementen und mit 1024 Prozessen bei 25 600Mio.
Datenelementen). Die Gewichte aller Datenelemente werden auf den konstanten Wert
1 gesetzt.
Je nach Gesamtanzahl der zu sortierenden Datenelemente skaliert das parallele
Sortierverfahren bis 1024 Prozesse, bis 8192 Prozesse bzw. bis 32 768 Prozesse. Die
vereinzelt auftretenden superlinearen Speedupwerte werden durch das sequentielle
Radixsort-Verfahren im lokalen Sortierschritt verursacht. Insbesondere bei einer hohen
Anzahl zu sortierender Datenelemente führt die Verringerung der Anzahl der Daten-
elemente hierbei zu einem überproportionalen Absinken der Laufzeit aufgrund von
Cache- und Optimierungseffekten. Für die parallele Sortierung von Datenelementen
mit Gewichten ergeben sich zumeist bessere Speedupwerte als für Datenelemente ohne
Gewichte. Dies wird durch erhöhte Kosten verursacht, die für den Partitionierungsal-
gorithmus und für das lokale Umsortieren der Gewichte zusammen mit den Schlüsseln
entstehen. Durch diese höheren Kosten wirken sich Laufzeitverringerungen aufgrund
der sinkenden Anzahl von Datenelementen pro Prozess stärker auf die Gesamtlaufzeit
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Speedupwerte für paralleles Sortieren durch Partitionieren
25Mio., ohne Gewichte
800Mio., ohne Gewichte
25 600Mio., ohne Gewichte
25Mio., mit Gewichten
800Mio., mit Gewichten
25 600Mio., mit Gewichten
Abbildung 3.8: Speedupwerte für paralleles Sortieren durch Partitionieren in Ab-
hängigkeit von der Prozessanzahl mit insgesamt 25Mio., 800Mio. und 25 600Mio.
Datenelementen.
der parallelen Sortierung aus. Dies führt zu besseren Speedupwerten mit Gewichten,
wobei die Laufzeiten ohne Gewichte dennoch geringer sind.
Abbildung 3.9 zeigt Laufzeiten für paralleles Sortieren durch Partitionieren, für
Load-Balanced-Parallel-Radix-Sort [72] und für Histogram-Sort [65] in Abhängigkeit
von der Prozessanzahl. Es werden Ergebnisse mit 1Mio. und 8Mio. Datenelementen
pro Prozess gezeigt. Load-Balanced-Parallel-Radix-Sort ist ein paralleles Least-signifi-
cant-digit-first-Radixsort-Verfahren [9], welches alle zu sortierenden Datenelemente
mehrfach mit einer All-to-all-Kommunikationsoperation umverteilt. Die hier genutzte
Implementierung betrachtet jeweils 16 Bits der 64-Bit-Integerschlüssel auf einmal, so
dass die Datenelemente insgesamt vier mal mit der MPI-Operation MPI_Alltoallv
umverteilt werden. Dabei kann jede beliebige Verteilung der Datenelemente auf die
Prozesse erzeugt werden, ohne dass doppelte Schlüsselwerte gesondert berücksichtigt
werden müssen. Die Ergebnisse zeigen, dass Load-Balanced-Parallel-Radix-Sort immer
eine höhere Laufzeit besitzt als paralleles Sortieren durch Partitionieren. Dies wird
vorwiegend durch die hohen Kommunikationskosten für die mehrfache Umverteilung
der Datenelemente verursacht. Deren Anteil an der Gesamtlaufzeit steigt mit zuneh-
mender Prozessanzahl immer weiter an und liegt für 32 768 Prozesse bei 70–80%.
Müssen in einer parallelen Anwendung neben den Schlüsselwerten auch noch zusätzli-
che Daten mit umsortiert werden, so ist zu erwarten, dass sich die Problematik der
hohen Kommunikationskosten noch verschärft.
Histogram-Sort ist ein paralleles Sortierverfahren basierend auf Partitionieren und
wurde bereits in Abschnitt 2.3.2 vorgestellt. Die Ergebnisse in Abbildung 3.9 sind aus























Paralleles Sortieren durch Partitionieren, 1Mio.




Abbildung 3.9: Laufzeiten für verschiedene parallele Sortierverfahren in Abhängigkeit
von der Prozessanzahl mit 1Mio. und 8Mio. Datenelementen pro Prozess.
Sort für hochskalierbare Parallelrechner. In [65] wurden ebenfalls ein Blue-Gene/P-
System und gleiche Beispieldatensätze verwendet (d. h. 8Mio. 64-Bit-Integer pro
Prozess mit gleichverteilten zufälligen Schlüsselwerten). Es zeigt sich, dass paralleles
Sortieren durch Partitionieren bis 4096 Prozesse eine leicht geringere Laufzeit als
Histogram-Sort aufweist. Ab 4096 Prozesse werden die Unterschiede deutlich größer
und paralleles Sortieren durch Partitionieren ist bis zu 25% schneller. Die optimierte
Histogram-Sort-Implementierung verwendet nicht-blockierende Kommunikationsope-
rationen, um das Austauschen der Datenelemente mit dem lokalen Sortieren und
Mischen der Datenelemente zu überlagern. Hierdurch ist es jedoch nicht mehr mög-
lich, optimierte kollektive Kommunikationsoperationen, wie MPI_Allreduce oder
MPI_Alltoallv, zu nutzen. Paralleles Sortieren durch Partitionieren nutzt hingegen
diese Kommunikationsoperationen und profitiert somit automatisch von optimierten
MPI-Kommunikationsbibliotheken. Zusätzlich erlaubt die klare Aufteilung des Sortier-
verfahrens in vier separate Schritte (I–IV) eine gezielte Optimierung und Anpassung
einzelner Schritte an das jeweilige Einsatzgebiet. Dies umfasst insbesondere auch
den Partitionierungsalgorithmus, mit dem eine gezielte Steuerung der Verteilung der
Datenelemente auf die Prozesse ermöglicht wird.
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irregulären All-to-all-Kommunikation
Die Verwendung effizienter Datenumverteilungsoperationen ist zumeist entscheidend
für das Erreichen hoher Performance in parallelen Anwendungen. Dies betrifft insbe-
sondere auch die in dieser Arbeit betrachteten Partikelsimulationen und die hierfür
entwickelten parallelen Sortierverfahren. Ein hierbei oft auftretendes Kommunika-
tionsmuster ist die irreguläre All-to-all-Kommunikation. Allgemein bezeichnet All-
to-all-Kommunikation ein Kommunikationsmuster, bei dem jeder Prozess mit jedem
anderen Prozess kommuniziert. Können die einzelnen Prozesse dabei unterschiedli-
che Datenmengen miteinander austauschen, so wird dieses Kommunikationsmuster
zusätzlich als irregulär bezeichnet. Bei parallelen Sortierverfahren wird anhand der
Schlüsselwerte der zu sortierenden Datenelemente entschieden, wie diese zwischen den
Prozessen umverteilt werden müssen. Partikelsimulationen verwenden zumeist eine
Gebietszerlegung (engl.: domain decomposition), um die Partikeldaten auf parallele
Prozesse zu verteilen. Hierbei wird anhand der Positionen der einzelnen Partikel
entschieden, an welche Prozesse sie verschickt werden müssen. In beiden Anwendungs-
fällen wird somit erst zur Laufzeit entschieden, ob und wie viele Daten die einzelnen
Prozesse untereinander austauschen.
Auch über die hier betrachteten Anwendungsbeispiele hinaus stellt irreguläre All-to-
all-Kommunikation ein weit verbreitetes Kommunikationsmuster dar. Innerhalb der
MPI-Kommunikationsbibliothek wird es über die kollektive Kommunikationsoperation
MPI_Alltoallv unterstützt. Beim Einsatz in Partikelsimulationen und parallelen
Sortierverfahren ergeben sich hierbei jedoch folgende Einschränkungen:
• Die Verwendung der MPI_Alltoallv-Kommunikationsoperation erfordert sepa-
rate Datenpuffer zum Speichern der zu versendenden und zu empfangenden
Datenelemente. Folglich muss während der Datenumverteilung doppelt so viel
Speicherplatz zur Verfügung stehen wie insgesamt für die Speicherung der
Datenelemente benötigt wird. Bei datenintensiven Anwendungen wie Parti-
kelsimulationen kann dies zu einer starken Einschränkung der Problemgröße
führen, die mit dem begrenzten Hauptspeicher eines Parallelrechners noch
berechnet werden kann. Um diese Einschränkungen zu umgehen, wird ein In-
place-Algorithmus für die MPI_Alltoallv-Kommunikationsoperation vorgestellt.
Die Speicheranforderung dieses Algorithmus ist unabhängig von der Anzahl
der umzuverteilenden Datenelemente. Gleichzeitig kann zusätzlich verfügba-
rer Hauptspeicher beliebiger Größe zur Verringerung der Kosten des In-place-
Algorithmus genutzt werden.
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• Die MPI_Alltoallv-Kommunikationsoperation erfordert, dass die umzuvertei-
lenden Datenelemente als zusammenhängende Datenblöcke vorliegen. Jeder
Prozess kann hierbei genau einen Block von Datenelementen an jeden anderen
Prozess senden. Ein gezieltes Versenden einzelner Datenelemente an individuelle
Prozesse ist nicht vorgesehen. Insbesondere parallele Partikelsimulationen mit
Gebietszerlegung benötigen jedoch einen gezielten Austausch von Partikeldaten
zwischen Prozessen. Um aufwändige Umordnungen der auszutauschenden Da-
tenelemente innerhalb einer parallelen Anwendung zu vermeiden, wird eine neue
Kommunikationsoperation vorgestellt, welche eine feingranulare Umverteilung
der Datenelemente ermöglicht. Hierbei kann für jedes Datenelement individuell
angegeben werden, an welchen Zielprozess es versendet werden soll.
Im Folgenden werden verwandte Arbeiten zu Kommunikations- und Datenum-
verteilungsoperationen aufgeführt. Anschließend werden der entwickelte In-place-
Algorithmus für MPI_Alltoallv [73] und die neue kollektive Kommunikationsoperati-
on zur feingranularen Datenumverteilung [74] vorgestellt. Die entwickelten Verfahren
werden abschließend mit Laufzeitexperimenten hinsichtlich ihrer Performance unter-
sucht. Ergebnisse zum Einsatz der entwickelten Verfahren in Partikelsimulationen
werden in Kapitel 5 gegeben.
4.1 Verwandte Arbeiten
Unter dem Begriff All-to-all-Kommunikation werden in der Literatur zumeist Kom-
munikationsoperationen zusammengefasst, bei denen jeder beteiligte Prozess mit
jedem anderen Prozess kommuniziert. Sendet jeder einzelne Prozess hierbei die gleiche
Nachricht an alle anderen Prozesse, so wird dies als Multi(node)-Broadcast [75, 76]
oder All-to-all-Broadcast [27] bezeichnet. In MPI kann diese Form der Kommunikation
mit der kollektiven Kommunikationsoperation MPI_Allgather durchgeführt werden.
Sendet hingegen jeder Prozess eine individuelle Nachricht an jeden anderen Prozess,
so wird dies zumeist als Gesamtaustausch (engl.: total exchange) [75, 76] oder All-to-
all-personalized-Kommunikation [27] bezeichnet. In MPI kann dieser Datenaustausch
mit der kollektiven Kommunikationsoperation MPI_Alltoall durchgeführt werden.
Zur Anwendung kommen diese Kommunikationsoperationen zum Beispiel bei paralle-
len Matrixoperationen oder bei parallelen Implementierungen der schnellen Fourier-
Transformation [75, 77, 78].
Zur Durchführung von All-to-all-Kommunikationsoperationen existieren eine Viel-
zahl von Algorithmen. Diese orientieren sich zumeist stark an den betrachteten
Parallelrechnerarchitekturen und Kommunikationsnetzwerken [79, 80, 81, 82, 83].
Darüber hinaus existieren Algorithmen für verschiedene Netzwerktopologien, wie
Ring-Netzwerke [84], Fat-Trees [85], Hypercubes [86], Mesh- und Torus-Netzwerke
[86, 84, 87, 88], mehrdimensionale Netzwerke [89] und für SMP-Cluster [90].
All-to-all-Kommunikation wird als irregulär bezeichnet, wenn die auszutauschen-
den Nachrichten eine individuelle Größe aufweisen können. In MPI kann diese ir-
reguläre All-to-all-Kommunikation mit der kollektiven Kommunikationsoperation
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MPI_Alltoallv durchgeführt werden. Auch hierfür existieren eine Vielzahl von ver-
schiedenen Algorithmen [91, 92, 93]. Die Größe einer auszutauschenden Nachricht
kann hierbei zumeist auch null sein, woraus folgt, dass die betreffenden Prozesse keine
Nachricht miteinander austauschen. Findet der Nachrichtenaustausch nur zwischen
einer begrenzten Anzahl von Prozessen statt, so wird dies auch als Many-to-many-
Kommunikation [94], h-relation-personalized-Kommunikation [95, 96] oder Nachbar-
schaftskommunikation [97] bezeichnet. Für MPI werden hierzu Erweiterungen in Form
von Sparse-Collective-Kommunikationsoperationen vorgeschlagen [98].
Der überwiegende Teil der existierenden Algorithmen repräsentiert Out-of-place-
Kommunikationsoperationen und benötigt somit separaten Speicher für die zu ver-
sendenden und zu empfangenden Nachrichten. In-place-Algorithmen für All-to-all-
Kommunikationsoperationen wurden hingegen bisher nur selten vorgeschlagen und
untersucht. Die hierbei auftretenden Abhängigkeiten zwischen dem Versenden und
dem Empfangen der Nachrichten schränken die Realisierungsmöglichkeiten stark ein
und verhindern gezielte Optimierungen für einzelne Parallelrechner. Der aktuelle MPI-
Standard unterstützt die In-place-Realisierung der MPI_Alltoall-Kommunikations-
operation (und stark eingeschränkt auch MPI_Alltoallv, siehe Abschnitt 4.2.1) über
die Nutzung des Schlüsselwortes MPI_IN_PLACE [8]. Als De-facto-Referenzimplemen-
tierung wird hierbei ein Algorithmus verwendet, der einen paarweisen Datenaustausch
der Nachrichten mit In-place-Punkt-zu-Punkt-Kommunikationsoperationen in einer
zuvor festgelegten Reihenfolge durchführt [99].
In [100] wird das Problem der irregulären All-to-all-Kommunikation mit begrenz-
tem Speicher vorwiegend theoretisch untersucht. Hierzu wird der Datenaustausch in
mehrere Kommunikationsrunden aufgeteilt und es werden Aussagen zur Anzahl der be-
nötigten Kommunikationsrunden hergeleitet. Zudem werden verschiedene Heuristiken
zur Verwendung des verfügbaren freien Speichers vorgestellt. Für diese Untersuchun-
gen werden nur die Größen der Nachrichten und des freien Speichers betrachtet.
Weitergehende praktische Aspekte, wie die Organisation der Nachrichten im Speicher
oder mögliche Fragmentierungen der Nachrichten, werden explizit nicht behandelt.
Für die In-place-Realisierung der MPI_Alltoallv-Kommunikationsoperation ist nur
die allgemeine rundenbasierte Vorgehensweise der Datenumverteilung verwendbar.
In [101] wird die MADRE-Softwarebibliothek mit verschieden Algorithmen zur
speichereffizienten Datenumverteilung vorgestellt. Diese Algorithmen ermöglichen die
Umverteilung einer beliebigen Anzahl von Datenblöcken konstanter Größe, wobei für
jeden Datenblock der Zielprozess sowie die Zielposition im Datenpuffer des Zielpro-
zesses vorgegeben werden muss. Die MADRE-Softwarebibliothek ist frei verfügbar
[102] und enthält verschiedene Algorithmen, wie den Parking-Algorithmus [100], den
Cyclic-Scheduler-Algorithmus [101] oder den Local-Copy-Efficient-Algorithmus [103].
Der Speicherbedarf der Algorithmen ist dabei jeweils proportional zur Anzahl der
beteiligten Prozesse, zur Anzahl der umzuverteilenden Datenblöcke und zur Da-
tenblockgröße. Da die Algorithmen der MADRE-Softwarebibliothek eine konstante
Größe aller umzuverteilenden Datenblöcke voraussetzen, sind sie für die In-place-
Realisierung der MPI_Alltoallv-Kommunikationsoperation nicht verwendbar.
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4.2 Ein In-place-Algorithmus für MPI_Alltoallv
Im Folgenden wird ein In-place-Algorithmus für die Durchführung der MPI_Alltoallv-
Kommunikationsoperation vorgestellt. Hierzu werden zuerst die Eigenschaften der
existierenden MPI_Alltoallv-Kommunikationsoperation und des neu entwickelten
In-place-Algorithmus erläutert. Anschließend werden der Gesamtalgorithmus sowie
die von ihm verwendeten Datenstrukturen beschrieben und es wird das zu erwartende
Laufzeitverhalten analysiert. Eine experimentelle Auswertung des implementierten
Algorithmus erfolgt in Abschnitt 4.4.
4.2.1 Irreguläre All-to-all-Kommunikation in MPI
Out-of-place-MPI_Alltoallv
Die kollektive Kommunikationsoperation MPI_Alltoallv wird von jedem der p betei-
ligten Prozesse wie folgt aufgerufen:
int MPI_Alltoallv(
void *sbuf, int *scounts, int *sdispls, MPI_Datatype stype,
void *rbuf, int *rcounts, int *rdispls, MPI_Datatype rtype,
MPI_Comm comm);
Über die Parameter der Kommunikationsoperation beschreibt der aufrufende Pro-
zess die von ihm zu versendenden und zu empfangenden Nachrichten. Parameter
sbuf bezeichnet die Speicheradresse des Sendepuffers, in dem die zu versendenden
Nachrichten abgelegt sind. Die Integerfelder scounts[1. . .p] und sdispls[1. . .p] gegeben
die Größen der zu versendenden Nachrichten und deren Positionen im Sendepuffer
an. Der aufrufende Prozess sendet an jeden Prozess qi, i ∈ {1, . . . , p}, eine Nachricht
der Größe scounts[i]. Der Inhalt dieser Nachricht wird von Position sdispls[i] inner-
halb des Sendepuffers gelesen. Jede zu versendende Nachricht besteht aus mehreren
Datenelementen, deren Datentyp über den Parameter stype angegeben wird. Die
Größen- und Positionsangaben der Nachrichten beziehen sich auf den angegebenen
Datentyp. Die vom aufrufenden Prozess zu empfangenden Nachrichten werden mit
separaten Parametern angegeben. Die Parameter rbuf , rcounts[1. . .p], rdispls[1. . .p]
und rtype bezeichnen dabei die Speicheradresse des Empfangspuffers sowie die Größen,
Positionen und den Datentyp der zu empfangenden Nachrichten. Der abschließende
Parameter comm bezeichnet den zu verwendenden MPI-Kommunikator.
Für die Nutzung der MPI_Alltoallv-Kommunikationsoperation wird im MPI-
Standard gefordert, dass die zu versendenden und zu empfangenden Nachrichten
an separaten Stellen im Speicher eines Prozesses abgelegt sind bzw. werden. Eine
Kommunikationsoperation mit diesen Anforderungen wird nachfolgend als Out-of-
place-Kommunikationsoperation bezeichnet. Weitere Anforderungen hinsichtlich der
Größen und Positionen der Nachrichten existieren nicht. So kann als Nachrichtengröße
beispielsweise auch null angegeben werden, wenn zwischen zwei Prozessen keine
Nachricht ausgetauscht werden soll. Die Reihenfolge der Nachrichten innerhalb der
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Abbildung 4.1: Beispiel für die Ausführung der MPI_Alltoallv-Kommunikations-
operation mit drei Prozessen.
Nachrichtenpuffer kann beliebig gewählt werden und es können auch „Lücken“ zwischen
den Nachrichten existieren. Da diese Lücken innerhalb der Nachrichtenpuffer zu keiner
Nachricht gehören, darf bei der Durchführung der Kommunikationsoperation nicht auf
die entsprechenden Positionen innerhalb der Nachrichtenpuffer zugegriffen werden.
Abbildung 4.1 zeigt ein Beispiel für die Ausführung der MPI_Alltoallv-Kommu-
nikationsoperation mit drei Prozessen. Für jeden Prozess qi, i ∈ {1, 2, 3}, sind die
Parameter scounts, sdispls, rcounts und rdispls angegeben. Des Weiteren werden
die Inhalte der Sende- und Empfangspuffer vor der Datenumverteilung (links) und
nach Datenumverteilung (rechts) gezeigt. Die Nachrichteninhalte sind so gewählt,
dass die Prozesse q1, q2 und q3 jeweils nur Datenelemente mit Inhalt „A“, „B“ bzw.
„C“ zugesendet bekommen. Lücken innerhalb der Nachrichtenpuffer sind schraffiert
dargestellt. Diese Positionen sind zwar Teil der Nachrichtenpuffer, aber da sie zu
keiner der Nachrichten gehören, darf auf sie nicht zugegriffen werden.
In-place-MPI_Alltoallv
Eine In-place-Kommunikationsoperation verwendet nur einen einzelnen Nachrich-
tenpuffer. Dieser enthält die zu versendenden Nachrichten und nimmt auch die zu
empfangenden Nachrichten auf. Dabei ist es möglich, dass die zu versendenden
Nachrichten mit den zu empfangenden Nachrichten überschrieben werden. Folglich
können sich Abhängigkeiten zwischen dem Versenden und Empfangen der einzelnen
Nachrichten eines Prozesses ergeben. Unterstützung für eine In-place-MPI_Alltoallv-
Kommunikationsoperation wurde mit Version 2.2 in den MPI-Standard aufgenommen.
Um diese zu nutzen, muss das Schlüsselwort MPI_IN_PLACE als Parameterwert für
den Sendepuffer sbuf angegeben werden. Hierdurch werden die zu versendenden
Nachrichten aus dem Empfangspuffer rbuf gelesen und anschließend mit den zu
empfangenden Nachrichten überschrieben.
Das Schlüsselwort MPI_IN_PLACE bringt aktuell für die MPI_Alltoallv-Kommuni-
kationsoperation die folgenden Einschränkungen mit sich: Die Parameter scounts,
sdispls und stype werden ignoriert. Die Größen und Positionen sowie der Datentyp
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der zu versendenden Nachrichten werden stattdessen über die Parameter rcounts,
rdispls und rtype identisch zu den zu empfangenden Nachrichten gesetzt. Dies bedeu-
tet, dass nur noch ein „symmetrischer“ Nachrichtenaustausch zwischen allen Prozessen
möglich ist. Für jede Nachricht, die Prozess qi an Prozess qj sendet, i, j ∈ {1, . . . , p},
muss Prozess qj umgekehrt auch eine Nachricht gleicher Größe an Prozess qi senden.
Die Nachricht, die Prozess qi an Prozess qj sendet, wird dabei im Nachrichtenpuf-
fer von Prozess qi mit der Nachricht überschrieben, die Prozess qi von Prozess qj
empfängt. Insgesamt stellt dies eine weitreichende Einschränkung der ursprünglichen
Funktionalität der MPI_Alltoallv-Kommunikationsoperation dar.
Im Folgenden wird ein Algorithmus zur Realisierung einer In-place-MPI_Alltoallv-
Kommunikationsoperation vorgestellt, die einen beliebigen Nachrichtenaustausch
durchführen kann. Hierbei können die Größen und Positionen der zu versendenden
Nachrichten wieder frei und unabhängig von den Größen der zu empfangenden Nach-
richten gewählt werden. Eine triviale Realisierung besteht darin, einen separaten
Hilfspuffer zu allokieren, um damit eine Out-of-place-MPI_Alltoallv-Kommunika-
tionsoperation auszuführen. Anschließend werden die im Hilfspuffer empfangenen
Nachrichten in den Nachrichtenpuffer kopiert. Diese Vorgehensweise erfordert zusätz-
lichen Speicher, dessen Größe von den Nachrichtengrößen abhängt. Ein geringerer
Speicherverbrauch kann durch diese Realisierung nicht erreicht werden. Der hier
vorgestellte Algorithmus benötigt hingegen nur Speicher, dessen Größe unabhängig
von den Nachrichtengrößen ist. Darüber hinaus vorhandener, zusätzlicher Speicher
wird zur Verbesserung der Performance genutzt.
Als Einschränkung wird nachfolgend angenommen, dass alle Prozesse den gleichen
Sende- und Empfangsdatentyp stype und rtype verwenden. Hieraus folgt, dass für
je zwei Prozesse qi, qj , i, j ∈ {1, . . . , p}, der Wert scounts[j] von Prozess qi gleich
dem Wert rcounts[i] von Prozess qj ist. Darüber hinaus wird zur Vereinfachung
angenommen, dass keine Position innerhalb des Nachrichtenpuffers zu mehr als
einer zu versendenden Nachricht gehört. Dies bedeutet, dass sich die zu versendenden
Nachrichten im Nachrichtenpuffer nicht überlappen. Die zu empfangenden Nachrichten
dürfen sich ebenfalls nicht überlappen, da sie sich sonst gegenseitig überschreiben.
4.2.2 Gesamtalgorithmus
Der vorgestellte Algorithmus führt eine rundenbasierte Datenumverteilung durch,
wie sie zuvor bereits in [100, 103] beschrieben wurde. Hierbei ermittelt jeder Prozess,
welche Daten er aktuell empfangen kann, teilt dies den jeweiligen Sendeprozessen
mit und führt dann gemeinsam mit allen Prozessen den vereinbarten Datenaustausch
durch. Diese Vorgehensweise wird rundenweise wiederholt, bis alle Daten ausgetauscht
sind. Im Gegensatz zu [100, 103] ergeben sich bei der Realisierung der In-place-
MPI_Alltoallv-Kommunikationsoperation jedoch zusätzliche Herausforderungen auf-
grund der flexiblen Größen und Positionen der auszutauschenden Nachrichten.
Da vorausgesetzt wurde, dass alle Prozesse den gleichen Datentyp für ihre Nachrich-
ten verwenden, wird der Nachrichtenpuffer jedes Prozesses als Feld von Datenelemen-
ten dieses Datentyps betrachtet. Hierbei sei I = {0, 1, . . . } die Menge der Indizes, mit
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Abbildung 4.2: Beispiel für die Erzeugung von Sende- und Empfangsindexmengen
für die Ausführung der In-place-MPI_Alltoallv-Kommunikationsoperation.
denen auf die einzelnen Positionen innerhalb des Nachrichtenpuffers zugegriffen werde
kann. Neben dem Nachrichtenpuffer verwendet jeder Prozess noch einen Hilfspuffer
konstanter Größe zum Zwischenspeichern von Nachrichtenteilen. Im Hilfspuffer jedes
Prozesses muss dabei mindestens eine Datenelement zwischengespeichert werden
können.
Sende- und Empfangsindexmengen
Die Nachrichten werden in mehreren Teilen übertragen, je nachdem, wie viel Platz
aktuell in den Nachrichten- und Hilfspuffern der jeweiligen Zielprozesse frei ist.
Mittels Indexmengen werden dabei die noch auszutauschenden Teile einer Nachricht
verwaltet. Auf jedem Prozess geben die Sendeindexmengen Si ⊆ I, i = 1, . . . , p,
vor, welche Teile der Nachrichten noch versendet werden müssen und wo diese im
Nachrichtenpuffer abgelegt sind. Jeder Index x ∈ Si, i ∈ {1, . . . , p}, entspricht einer
Position im Nachrichtenpuffer, an der ein Datenelement ablegt ist, welches noch an
Prozess qi gesendet werden muss. Analog dazu geben die Empfangsindexmengen
Ri ⊆ I, i = 1, . . . , p, auf jedem Prozess vor, welche Teile der Nachrichten noch
empfangen werden müssen und wo diese im Nachrichtenpuffer abgelegt werden sollen.
Jeder Index x ∈ Ri, i ∈ {1, . . . , p}, entspricht einer Position im Nachrichtenpuffer,
an der ein Datenelement abgelegt werden soll, welches von Prozess qi kommend
empfangen wird.
Abbildung 4.2 zeigt das Beispiel aus Abschnitt 4.2.1 übertragen auf die hier
betrachtet In-place-Datenumverteilung. Zu jedem der drei Prozesse q1, q2 und q3 sind
der Nachrichtenpuffer buf und die entsprechenden Sende- und Empfangsindexmengen
Si und Ri, i = 1, 2, 3, angegeben. Dies entspricht der Ausgangssituation vor der
Datenumverteilung. Zusätzlich besitzt jeder Prozess noch einen Hilfspuffer aux, in
dem jeweils ein Datenelement zwischengespeichert werden kann. In der betrachteten
Ausgangssituation sind die Hilfspuffer leer.
Rundenbasierte Datenumverteilung
Algorithmus 2 zeigt den Gesamtalgorithmus zur rundenbasierten Datenumverteilung
als Pseudocode. Dieser wird von allen p Prozessen im SPMD-Stil parallel ausgeführt.
Als Eingabe verwendet jeder Prozess seine Parameter scounts, sdispls, rcounts und
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1 input: Prozessnummer i des ausführenden Prozesses
2 input: Größen scounts und Positionen sdispls der zu versendenden Nachrichten
3 input: Größen rcounts und Positionen rdispls der zu empfangenden Nachrichten
4 input: Nachrichtenpuffer buf und Hilfspuffer aux
5 recv[1. . .p] und send[1. . .p] seien Integerfelder (mit 0 initialisiert)
6 /* Initialisierung */
7 Initialisiere die Sende- und Empfangsindexmengen Si und Ri, i = 1, . . . , p, mit
den Eingabeparametern scounts, sdispls, rcounts und rdispls





i=1 |Ri| > 0) do
10 /* Ermittlung der Anzahl zu empfangender Datenelemente */
11 for i = 1, . . . , p do
12 Setze recv[i] gleich der Anzahl von Datenelementen, die von Prozess qi
kommend empfangen werden können
13 /* Austausch der Anforderungsnachrichten */
14 for i = 1, . . . , p do
15 if (|Ri| > 0) then Sende den Wert in recv[i] an Prozess qi
16 if (|Si| > 0) then Empfange einen Wert von Prozess qi in send[i]
17 else Setze send[i] = 0
18 Warte auf den Abschluss aller Kommunikationsoperationen
19 /* Austausch der Datenelemente */
20 for i = 1, . . . , p do
21 if (send[i] > 0) then
22 Sende send[i] Datenelemente von Positionen aus Si im
Nachrichtenpuffer buf an Prozess qi
23 if (recv[i] > 0) then
24 Empfange recv[i] Datenelemente von Prozess qi an Positionen aus Ri
im Nachrichtenpuffer buf bzw. im Hilfspuffer aux
25 Warte auf den Abschluss aller Kommunikationsoperationen
26 Aktualisiere die Indexmengen und verschiebe Datenelemente vom Hilfspuffer
aux in den Nachrichtenpuffer buf
Algorithmus 2: Gesamtalgorithmus zur rundenbasierten Datenumverteilung für
die In-place-MPI_Alltoallv-Kommunikationsoperation. Der Algorithmus wird von p
Prozessen im SPMD-Stil parallel ausgeführt. Als Eingabeparameter verwendet jeder
Prozess die Größen der von ihm zu versendenden und zu empfangenden Nachrichten
sowie deren Positionen im Nachrichtenpuffer.
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rdispls zur Beschreibung der auszutauschenden Nachrichten sowie seinen lokalen
Nachrichtenpuffer buf und seinen Hilfspuffer aux.
Zu Beginn initialisiert jeder Prozess seine Sende- und Empfangsindexmengen
(Zeile 7). Diese Initialisierung wird in Abschnitt 4.2.3 näher beschrieben. Anschließend
wird die rundenbasierte Datenumverteilung mit einer While-Schleife von jedem Prozess
ausgeführt, bis seine Indexmengen leer sind (Zeile 9). Die Anzahl der ausgeführten
Iterationen der While-Schleife kann auf jedem Prozess unterschiedlich sein. Ein Prozess
beendet die While-Schleife jedoch erst dann, wenn alle seine Nachrichten ausgetauscht
sind und keine Kommunikation mehr mit anderen Prozessen durchzuführen ist.
In jeder Iteration der While-Schleife führt jeder Prozess den folgenden Ablauf
aus: Zuerst wird ermittelt, wie viele Datenelemente aktuell im Nachrichten- und
Hilfspuffer empfangen werden können. Die Anzahl der Datenelemente, die von Prozess
qi, i ∈ {1, . . . , p}, kommend empfangen werden können, wird in recv[i] gespeichert
(Zeile 12). Die Ermittlung dieser Werte wird in Abschnitt 4.2.3 näher beschrieben.
Anschließend tauschen alle Prozesse die Informationen über die Anzahl empfangba-
rer Datenelemente mit Anforderungsnachrichten untereinander aus (Zeilen 14–17).
Hierbei kommuniziert jeder Prozess mit den Prozessen, mit denen er noch Nach-
richtenteile auszutauschen hat und folglich die entsprechenden Indexmengen nicht
leer sind. Auch wenn in einer Runde keine Datenelemente angefordert werden, wird
dies dem jeweiligen Prozess über eine Anforderungsnachricht mitgeteilt. Wird eine
Anforderungsnachricht von Prozess qi, i ∈ {1, . . . , p}, kommend empfangen, wird
die Anzahl angeforderter Datenelemente in send[i] gespeichert. Der Austausch der
Anforderungsnachrichten erfolgt mit nicht-blockierenden Kommunikationsoperationen.
Daher muss auf den Abschluss dieser Kommunikationsoperationen gewartet werden
(Zeile 18).
Nach dem Austausch der Anforderungsnachrichten wird der eigentliche Austausch
der Datenelemente durchgeführt (Zeilen 20–24). Hierbei sendet jeder Prozess send[i]
Datenelemente von den Positionen aus Si im Nachrichtenpuffer buf an jeden Prozess
qi, i ∈ {1, . . . , p}. Gleichzeitig empfängt jeder Prozess die an ihn gesendeten recv[i]
Datenelemente von jedem Prozess qi, i ∈ {1, . . . , p}. Die empfangenen Datenelemente
werden dabei entweder im Nachrichtenpuffer buf an den Positionen aus Ri oder
im Hilfspuffer aux empfangen. Dieser Austausch erfolgt mit nicht-blockierenden
Kommunikationsoperationen, auf deren Abschluss gewartet werden muss (Zeile 25).
Nach dem Austausch der Datenelemente werden die zugehörigen Indexmengen
aktualisiert und es werden die im Hilfspuffer zwischengespeicherten Datenelemente
in den Nachrichtenpuffer verschoben (Zeile 26). Dies wird in Abschnitt 4.2.3 näher
beschrieben. Ein Verschieben der Datenelemente ist dabei nur möglich, wenn die
entsprechenden Positionen im Nachrichtenpuffer nicht mehr mit noch zu versendenden
Datenelementen belegt sind. Wird der Hilfspuffer hierbei geleert, so kann er in der
nächsten Runde wieder zum Zwischenspeichern von Datenelementen benutzt werden.
Die Verwaltung des Hilfspuffers wird ebenfalls in Abschnitt 4.2.3 näher beschrieben.
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4.2.3 Verwendung von Indexmengen und zusätzlichem Speicher
Im Folgenden wird die Initialisierung und die Aktualisierung der Indexmengen nä-
her beschrieben und es wird gezeigt, wie die jeweilige Anzahl aktuell empfangbarer
Datenelemente bestimmt wird. Des Weiteren wird die Verwendung von zusätzlich
verfügbarem Speicher als Hilfspuffer erläutert. Alle nachfolgenden Beschreibungen wer-
den aus der Perspektive eines einzelnen Prozesses vorgenommen und sind unabhängig
von allen anderen Prozessen.
Initialisierung der Indexmengen
Die Sende- und Empfangsindexmengen Si und Ri, i = 1, . . . , p, werden anhand der
Eingabeparameter scounts, sdispls, rcounts und rdispls wie folgt initialisiert:
Si =
{




{rdispls[i], . . . , rdispls[i] + rcounts[i]− 1} wenn rcounts[i] > 0
∅ sonst .
Da vorausgesetzt wurde, dass sich die zu versendenden Nachrichten im Nachrichten-
puffer nicht überlappen, folgt, dass die Sendeindexmengen Si, i = 1, . . . , p, disjunkt
sind. Gleiches gilt für die Empfangsindexmengen Ri, i = 1, . . . , p.
Jede Sendeindexmenge Si, i ∈ {1, . . . , p}, wird anschließend in mi disjunkte Teil-
mengen S1i , . . . , S
mi
i mit Si = S
1
i ∪ · · · ∪ Smii aufgeteilt. Diese Aufteilung wird an den
Positionen vorgenommen, die durch die jeweils niedrigsten und höchsten Indizes der
Empfangsindexmengen gegeben sind. Wird eine Sendeindexmenge Si, i ∈ {1, . . . , p},
dabei nicht aufgeteilt, dann gilt S1i = Si. Abbildung 4.3 (oben) zeigt ein Beispiel für
die Aufteilung der Sendeindexmengen in Sendeindexteilmengen.
Jede Sendeindexteilmenge ist entweder disjunkt zu allen Empfangsindexmengen
oder eine Teilmenge genau einer Empfangsindexmenge. Da höchstens p Empfangs-
indexmengen existieren, folgt, dass höchstens 2p verschiedene Positionen existieren,
an denen die Sendeindexmengen aufgeteilt werden können. Folglich können die p
Sendeindexmengen in höchstens p+ 2p Sendeindexteilmengen aufgeteilt werden. Dies
sind die einzigen Teilmengen, die im Verlauf des Algorithmus erzeugt werden. Folglich
hängt die Anzahl zu verwaltender Indexmengen nur von der Anzahl auszutauschender
Nachrichten ab, nicht aber von den Größen der Nachrichten. Darüber hinaus enthält
jede zu verwaltende Indexmenge im gesamten Verlauf des Algorithmus nur aufein-
ander folgende Indizes. Zur Realisierung der Indexmengen ist es somit ausreichend,
jeweils nur den niedrigsten und höchsten Index jeder Indexmenge zu speichern. Pro
Indexmenge wird somit nur Speicher konstanter Größe benötigt.
Um das gegenseitige Überlappen von Sende- und Empfangsindexmengen zu berück-
sichtigen, wird jeder Sendeindexteilmenge eine Empfangsindexmenge zugeordnet und
umgekehrt. Für jede Sendeindexteilmenge Ski 6= ∅, i ∈ {1, . . . , p}, k ∈ {1, . . . ,mi}, sei
Ski .ref ∈ {1, . . . , p} der Index der ihr zugeordneten Empfangsindexmenge. Wenn eine
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Abbildung 4.3: Oben: Beispiel für die Aufteilung von Sendeindexmengen in Send-
eindexteilmengen an den Positionen, die durch die jeweils niedrigsten und höchs-
ten Indizes der Empfangsindexmengen vorgegeben sind. Unten: Beispiel für die
Zuordnungen der Indexmengen untereinander. Über jeder Sendeindexteilmenge
Ski , i ∈ {1, 2, 3}, k ∈ {1, . . . ,mi}, ist der Index Ski .ref der zugeordneten Empfangs-
indexmenge abgebildet. Unter jeder Empfangsindexmenge Rj , j ∈ {1, 2, 3}, ist das
Indexpaar Rj .ref der zugeordneten Sendeindexteilmenge abgebildet.
Empfangsindexmenge Rj , j ∈ {1, . . . , p}, mit Rj ⊇ Ski existiert, dann ist Ski .ref = j.
Falls keine solche Empfangsindexmenge existiert, dann ist Ski .ref = 0. Für jede
Empfangsindexmenge Rj 6= ∅, j ∈ {1, . . . , p}, sei Rj .ref ∈ {1, . . . , p}×{1, . . . , 1+2p}
das Indexpaar der ihr zugeordneten Sendeindexteilmenge. Wenn eine Sendeindex-
teilmenge Ski 6= ∅, i ∈ {1, . . . , p}, k ∈ {1, . . . ,mi}, mit Ski ⊆ Rj existiert, dann ist
Rj .ref = (i, k). Falls mehr als eine Sendeindexteilmenge existiert, welche diese Be-
dingung erfüllt, dann wird Rj die Sendeindexteilmenge zugeordnet, die den kleinsten
Index enthält. Existiert keine solche Sendeindexteilmenge, dann ist Rj .ref = (0, 0).
Abbildung 4.3 (unten) zeigt die Zuordnung der Indexmengen an einem Beispiel.
Für die Durchführung der beschriebenen Initialisierung werden die Nachrichten
zuerst hinsichtlich ihrer Positionen im Nachrichtenpuffer sortiert. Die so ermittelte
Reihenfolge der Nachrichten ermöglicht es, die anschließende Aufteilung und Zu-
ordnung der Indexmengen mit einem einzigen Durchlauf durch die Indexmengen
durchzuführen.
Ermittlung zu empfangender Datenelemente
In jeder Runde von Algorithmus 2 muss die Anzahl der Datenelemente ermittelt
werden, die aktuell im Nachrichtenpuffer empfangen werden können (Zeile 12). Die
Anzahl der Datenelemente, die von Prozess qj , j ∈ {1, . . . , p}, kommend empfangen
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werden kann, wird in recv[j] gespeichert und wie folgt ermittelt:
recv[j] =
{
|Rj | wenn Rj .ref = (0, 0)
min{x|x ∈ Ski } −min{x|x ∈ Rj} sonst, mit Rj .ref = (i, k)
. (4.1)
Ist der EmpfangsindexmengeRj keine Sendeindexteilmenge zugeordnet (d. h.Rj .ref =
(0, 0)), dann sind alle Positionen im Nachrichtenpuffer, an denen Datenelemente von
Prozess qj kommend abgelegt werden sollen, frei. Folglich können alle |Rj | noch
ausstehenden Datenelemente empfangen werden. Ist Rj hingegen die Sendeindexteil-
menge Ski zugeordnet (d. h. Rj .ref = (i, k)), dann geben die Indizes in S
k
i genau die
Positionen im Nachrichtenpuffer vor, die noch belegt sind und dadurch den Empfang
von Datenelementen begrenzen. Folglich ergibt die Differenz zwischen dem kleinsten
Index in Ski und dem kleinsten Index in Rj genau die Anzahl der aktuell freien
Positionen, die zum Empfangen von Datenelementen verwendet werden können.
Neben dem Nachrichtenpuffer wird auch der Hilfspuffer zum Empfangen von Da-
tenelementen benutzt. Dies ist jedoch nur notwendig, wenn das Empfangen von
Datenelementen im Nachrichtenpuffer durch noch belegte Positionen begrenzt wurde.
Wenn zusätzliche Datenelemente von Prozess qj , j ∈ {1, . . . , p}, kommend im Hilfspuf-
fer empfangen werden sollen, dann wird deren Anzahl zum bereits ermittelten Wert
von recv[j] hinzugefügt. Die konkrete Verwendung des Hilfspuffers ist unabhängig vom
Rest des Datenumverteilungsalgorithmus, sofern sichergestellt ist, dass mindestens
ein Datenelement im Hilfspuffer zwischengespeichert werden kann. Eine effiziente
Nutzung des Hilfspuffers kann jedoch einen großen Einfluss auf die Performance der
gesamten Datenumverteilung haben. Im übernächsten Abschnitt wird die Verwaltung
und Benutzung des Hilfspuffers näher beschrieben.
Aktualisierung der Indexmengen und Verschieben von Datenelementen
Nachdem die Datenelemente in einer Runde von Algorithmus 2 ausgetauscht wurden
(Zeilen 20–24), werden die Indexmengen entsprechend aktualisiert (Zeile 26). Aus
den Sendeindexteilmengen S1i , . . . , S
mi
i , i ∈ {1, . . . , p}, werden hierfür die send[i]
niedrigsten Indizes entfernt. Diese Indizes entsprechen genau den Positionen der
Datenelemente, die zuvor an Prozess qi versendet wurden. Aus jeder Empfangsin-
dexmenge Rj , j ∈ {1, . . . , p}, werden die recv[j] niedrigsten Indizes entfernt. Diese
Indizes entsprechen genau den Positionen der Datenelemente, die zuvor von Prozess qj
kommend empfangen wurden. Falls Datenelemente im Hilfspuffer empfangen wurden,
dann werden die zugehörigen Indizes aus Rj entfernt und der Hilfsindexmenge Aj ⊆ I
hinzugefügt. Abbildung 4.4 (oben) zeigt ein Beispiel für den Austausch einzelner
Datenelemente zwischen den Prozessen und die anschließende Aktualisierung der
Indexmengen.
Durch das Versenden von Datenelementen entstehen neue freie Positionen im
Nachrichtenpuffer. Diese können jedoch nur dann zum Empfangen von Datenelementen
genutzt werden, wenn die zugehörigen Indizes die niedrigsten Indizes in ihrer jeweiligen
Empfangsindexmenge sind. Um dies zu erreichen, werden die noch nicht versendeten
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Abbildung 4.4: Oben: Beispiel für die Aktualisierung der Indexmengen nach dem
einzelne Datenelemente, wie durch die Pfeile gezeigt, ausgetauscht wurden. Jeder
Prozess besitzt einen Hilfspuffer aux in dem jeweils ein Datenelement empfangen
wird. Es werden jeweils die aktualisierten Indexmengen und die ursprünglichen bzw.
unveränderten Indexmengen (grau) gezeigt. Unten: Beispiel für das Verschieben
von Datenelementen, um freie Positionen innerhalb der Nachrichtenpuffer an den
niedrigsten Indizes ihrer jeweiligen Empfangsindexmenge zu erhalten.
Datenelemente im Nachrichtenpuffer verschoben. Für jede Empfangsindexmenge
Rj , j ∈ {1, . . . , p}, werden hierzu alle Sendeindexteilmengen Ski mit Ski .ref = j und
die zugehörigen Datenelemente im Nachrichtenpuffer in Richtung der hohen Indizes
von Rj verschoben. Abbildung 4.4 (unten) zeigt ein Beispiel für das Verschieben der
Datenelemente. Auf Prozess q1 wird z. B. das fünfte Datenelement nach rechts an das
Ende der Empfangsindexmenge R1 verschoben. Dadurch gelangt die freie Position
nach links an den Anfang der Empfangsindexmenge R1, so dass hier in der nächsten
Runde ein Datenelement von Prozess q1 kommend empfangen werden kann.
Nach dem Verschieben der Datenelemente werden die zwischengespeicherten Da-
tenelemente vom Hilfspuffer in den Nachrichtenpuffer verschoben. Dies ist jedoch nur
möglich, wenn durch das vorherige Versenden und Verschieben von Datenelementen
neue freie Positionen im Nachrichtenpuffer entstanden sind. Sind Datenelemente von
Prozess qj , j ∈ {1, . . . , p}, im Nachrichtenpuffer zwischengespeichert, gibt die Hilfsin-
dexmenge Aj deren Zielpositionen im Nachrichtenpuffer vor. Die maximale Anzahl
freier Positionen wird hierbei analog zu Gleichung (4.1) ermittelt, indem Rj durch
Aj ersetzt wird. Nach dem Verschieben der Datenelemente vom Hilfspuffer in den
Nachrichtenpuffer werden die zugehörigen Hilfsindexmenge entsprechend aktualisiert.
Abschließend wird für jede Empfangsindexmenge Rj , j ∈ {1, . . . , p}, überprüft, ob
die zugeordnete Sendeindexteilmenge Ski mit Rj .ref = (i, k) geändert wurde. Ist
Ski inzwischen leer, dann wird Rj eine neue Sendeindexteilmenge zugeordnet. Dies
wird analog zur Zuordnung während der Initialisierung durchgeführt, wobei nun
jedoch auch die Hilfsindexmenge Aj beachtet wird. Wenn eine Sendeindexteilmenge
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Ski 6= ∅, i ∈ {1, . . . , p}, k ∈ {1, . . . ,mi}, mit Ski ⊆ (Rj ∪ Aj) existiert, dann ist
Rj .ref = (i, k). Existiert keine solche Sendeindexteilmenge, dann ist Rj .ref = (0, 0).
Nach der Aktualisierung der Indexmengen und dem Verschieben der Datenele-
mente wird die nächste Runde der Datenumverteilung ausgeführt. Dabei wird die
Abbruchbedingung der While-Schleife mit den aktualisierten Indexmengen über-
prüft (Zeile 9). Die hierfür benötigte aktuelle Größe |Si| jeder Sendeindexmenge
Si, i ∈ {1, . . . , p}, wird dabei aus den einzelnen Größen der aktualisierten Sendein-
dexteilmengen Ski , k = 1, . . . ,mi, gebildet.
Verwendung von zusätzlichem Speicher
Zusätzlicher Speicher beliebiger Größe kann als Hilfspuffer zum Zwischenspeichern von
Datenelementen genutzt werden, deren eigentliche Positionen im Nachrichtenpuffer
noch belegt sind. Stehen große Mengen an zusätzlichem Speicher zu Verfügung, kann
es von Vorteil sein, diese in mehrere kleinere Hilfspuffer aufzuteilen. Damit können
gleichzeitig Datenelemente von mehreren Prozessen zwischengespeichert werden.
Dies ermöglicht eine hohe Auslastung der Hilfspuffer auch dann, wenn von jedem
einzelnen Prozess nur eine kleine Anzahl von Datenelementen zu empfangen und
zwischenzuspeichern ist. Gleichzeitig werden dadurch auf mehreren Prozessen neue
Positionen in deren Nachrichtenpuffern frei, die im weiteren Verlauf wiederum selbst
zum Empfangen von Datenelementen genutzt werden können. Insgesamt erhöht
sich somit die Anzahl der Prozesse, die in jeder Runde miteinander kommunizieren.
Insbesondere, wenn jeder Rechenknoten über mehrere Kommunikationsverbindungen
verfügt, kann dies die Auslastung des Kommunikationsnetzwerks erhöhen.
Es wird angenommen, dass jeder Prozess über zusätzlichen Speicher verfügt, um
a ≥ 1 Datenelemente zwischenspeichern zu können. Auf jedem Prozess wird der
zusätzliche Speicher gleichmäßig in b Hilfspuffer aufgeteilt (b ≤ a), so dass jeder
Hilfspuffer mindestens bab c Datenelemente aufnehmen kann. Datenelemente, die von
Prozess qj , j ∈ {1, . . . , p}, kommend empfangen werden, können im (j mod b)-ten
Hilfspuffer zwischengespeichert werden. Ein Hilfspuffer wird erst dann wieder zum
Empfangen weiterer Datenelemente verwendet, wenn alle in ihm zwischengespeicherten
Datenelemente in den Nachrichtenpuffer verschoben wurden.
Diese statische Aufteilung des zusätzlichen Speichers in b gleich große Hilfspuffer
ermöglicht eine flexible Nutzung des jeweils aktuell zur Verfügung stehenden Speichers.
Gleichzeitig wird eine Fragmentierung des Speichers, wie sie beispielsweise bei einer
dynamischen Speicherverwaltung auftreten kann, verhindert. In Abschnitt 4.4 wird
der Einfluss der Größe a des zusätzlichen Speichers und die Wahl des Parameters b
anhand von Laufzeitexperimenten näher untersucht.
4.2.4 Beendigung und Laufzeit
Die rundenbasierte Datenumverteilung von Algorithmus 2 kann nur dann erfolgreich
beendet werden, wenn die Abbruchbedingung der While-Schleife auf allen Prozessen
erfüllt ist. In [103] wurde gezeigt, unter welchen Bedingungen eine derartige runden-
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basierte Datenumverteilung weder zu einem Deadlock (d. h. ein Blockieren in einer
Kommunikationsoperation) noch zu einem Livelock (d. h. eine unendliche Ausführung
der While-Schleife) führt. Da diese Bedingungen auch von dem hier vorgestellten Da-
tenumverteilungsalgorithmus erfüllt werden, ist eine erfolgreiche Beendigung ebenfalls
gewährleistet.
Die Gesamtlaufzeit von Algorithmus 2 hängt von der Laufzeit für die Initialisierung
der Indexmengen sowie von der Anzahl und der Laufzeit der Iterationen der While-
Schleife ab. Jeder Prozess versendet und empfängt jeweils maximal p Nachrichten.
Sei nmax die maximale Anzahl von Datenelementen, die ein einzelner Prozess versen-
den und empfangen muss. Zusätzlich sei n die Gesamtanzahl von Datenelementen,
die alle Prozesse miteinander austauschen, d. h., n ist gleich der Summe über alle
scounts[i], i = 1, . . . , p, über alle Prozesse.
Das Sortieren der Nachrichten kann jeder Prozess lokal mit einem sequentiellen Ra-
dixsort-Verfahren in Zeit O(p) durchführen. Sind die Nachrichten sortiert, dann kann
die Erzeugung und Aufteilung der Indexmengen sowie die Zuordnungen der Index-
mengen untereinander ebenfalls in Zeit O(p) durchgeführt werden. Eine Abhängigkeit
zur Anzahl der auszutauschenden Datenelemente existiert für die Initialisierung nicht.
Zur Vereinfachung wird angenommen, dass jeder Prozess in jeder Iteration der While-
Schleife seine freien Positionen im Nachrichten- und im Hilfspuffer vollständig zum
Empfangen von Datenelementen verwendet. Abgesehen von der letzten Iteration der
While-Schleife existiert dann am Ende jeder Iteration der While-Schleife mindestens
ein Prozess qi, i ∈ {1, . . . , p}, der keine freien Positionen mehr besitzt und trotzdem
noch Datenelemente zu empfangen hat. Würde ein solcher Prozess nicht existieren,
dann hätte kein Prozess mehr Datenelemente zu empfangen und es wäre somit die
letzte Iteration der While-Schleife. Dieser Prozess qi hat in der aktuellen Iteration
jede freie Position in seinem Hilfspuffer der Größe a dazu verwendet, Datenelemente
zu empfangen. Gleichzeitig existierte für jede der a Positionen, die zuvor schon belegt
war, eine freie Position im Nachrichtenpuffer eines anderen Prozesses, die dieser
wiederum zum Empfangen von Datenelementen genutzt hat. Insgesamt werden daher
in jeder Iteration der While-Schleife mindestens a Datenelemente zwischen allen
Prozessen ausgetauscht. Folglich wird die maximale Anzahl von Iterationen der While-
Schleife durch dna e begrenzt.
Die Laufzeit einer einzelnen Iteration der While-Schleife ergibt sich wie folgt:
Die Ermittlung der Anzahl empfangbarer Datenelemente und der Austausch der
Anforderungsnachrichten benötigt Zeit O(p). Der Austausch von maximal nmax
Datenelementen mit maximal p Prozessen wird in Zeit O(nmax +p) durchgeführt. Die
Aktualisierung der Indexmengen und das Verschieben von Datenelementen benötigt
ebenfalls Zeit O(nmax + p), da im Worst-Case alle Datenelemente verschoben werden.
Insgesamt kann somit jede Iteration der While-Schleife in Zeit O(nmax+p) ausgeführt
werden.
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4.3 Kommunikationsoperationen zur feingranularen
Datenumverteilung
Die existierende Kommunikationsoperation MPI_Alltoallv setzt voraus, dass die
umzuverteilenden Datenelemente als zusammenhängende Datenblöcke vorliegen. Im
Folgenden wird eine neue Kommunikationsoperation MPI_Alltoall_specific vor-
gestellt, welche diese Anforderungen umgeht und eine individuelle Umverteilung
einzelner Datenelemente ermöglicht. Hierzu werden die Schnittstelle der neuen Kom-
munikationsoperation beschrieben sowie verschiedene Implementierungsvarianten
vorgestellt. Eine experimentelle Auswertung der implementierten Verfahren erfolgt in
Abschnitt 4.4.
4.3.1 Schnittstelle
Die feingranulare Datenumverteilungsoperation MPI_Alltoall_specific erlaubt es,
den Zielprozess für jedes zu versendende Datenelement individuell vorzugeben. In
Anlehnung an die bereits existierende Kommunikationsoperation MPI_Alltoall wird
die neue feingranulare Datenumverteilungsoperation wie folgt aufgerufen:
int MPI_Alltoallv_specific(
void *sbuf, int scount, MPI_Datatype stype,
void *rbuf, int rcount, MPI_Datatype rtype,
int (*tproc)(void *sbuf, int x, void *tproc_data), void *tproc_data,
int *received, MPI_Comm comm);
Mit den Parametern sbuf , scount und stype werden der Sendepuffer sowie die
Anzahl und der Datentyp der zu versendenden Datenelemente angegeben. Der Emp-
fangspuffer und der Datentyp der zu empfangenden Datenelemente wird mit den
Parametern rbuf und rtype angegeben. Da die exakte Anzahl zu empfangender
Datenelemente vor der Datenumverteilung zumeist noch nicht bekannt ist, wird
mit dem Parameter rcount nur die Größe des Empfangspuffers rbuf angegeben. Ist
der Empfangspuffer nicht groß genug, wird die Operation mit einer entsprechenden
Fehlermeldung beendet. Wenn die Datenumverteilung erfolgreich durchgeführt wur-
de, wird über den Parameter received die Anzahl der empfangenen Datenelemente
zurückgegeben.
Die Zuweisung eines Datenelements zu einem Zielprozess wird über die Callback-
Funktion tproc festgelegt. Diese Callback-Funktion bekommt als Parameter den Sen-
depuffer sbuf und einen Index x übergeben. Als Rückgabewert muss die Callback-
Funktion jeweils den MPI-Rang des Zielprozesses liefern, an den das x-te Datenele-
ment im Sendepuffer versendet werden soll. Die jeweils zu verwendende Callback-
Funktion muss vom Nutzer der MPI_Alltoall_specific-Kommunikationsoperation
bereitgestellt werden und ermöglicht es somit, die durchzuführende Umverteilung
der Datenelemente feingranular vorzugeben. Der zusätzliche Parameter tproc_data
muss ebenfalls vom Nutzer bereitgestellt werden und wird dann beim Aufruf der
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Abbildung 4.5: Beispiel für die Ausführung einer feingranularen Datenumverteilung
mit der Kommunikationsoperation MPI_Alltoall_specific mit drei Prozessen.
Callback-Funktion mit übergeben. Hierüber können nutzerspezifische Informationen
weitergereicht werden, so dass sie in der Callback-Funktion verfügbar sind.
Abbildung 4.5 zeigt ein Beispiel für die Ausführung der feingranularen Daten-
umverteilung mit der MPI_Alltoall_specific-Kommunikationsoperation mit drei
Prozessen. Jeder Prozess besitzt einen Sendepuffer sbuf mit acht Datenelementen, die
jeweils den Inhalt „A“, „B“ bzw. „C“ besitzen. Durch die feingranulare Datenumvertei-
lung werden alle Datenelemente mit Inhalt „A“ an Prozess q1 gesendet, Datenelemente
mit Inhalt „B“ an Prozess q2 und Datenelemente mit Inhalt „C“ an Prozess q3. Die Call-
back-Funktion zum Aufruf der MPI_Alltoall_specific-Kommunikationsoperation
wird für dieses Beispiel wie folgt realisiert:
int tproc_abc(void *sbuf, int x, void *tproc_data) {








Die zu versendenden Datenelemente sind vom C-Datentyp char, weshalb der
Sendepuffer sbuf als Feld sbuf_abc mit Einträgen vom Typ char betrachtet wird. Je
nachdem, welchen Inhalt der x-te Eintrag im Feld sbuf_abc besitzt, gibt die Callback-
Funktion tproc_abc den Rang des jeweiligen Zielprozesses zurück (d. h. Rang 0 für
Prozess q1, Rang 1 für Prozess q2 und Rang 2 für Prozess q3).
Bei der in [74] vorgestellten Schnittstelle der MPI_Alltoall_specific-Kommuni-
kationsoperation wurde vorausgesetzt, dass der Rang des Zielprozesses jedes Datenele-
ments innerhalb des Datenelements abgespeichert vorliegt. Als Anwendungsbeispiel
wurden dabei Datenelemente mit einem strukturierten Datentyp betrachtet, der einen
entsprechenden Eintrag mit dem Rang des Zielprozesses enthält. Im Gegensatz dazu,
ist die hier vorgestellte Schnittstelle mit Callback-Funktion flexibler und ermöglicht
es, den jeweiligen Zielprozess auf vielfältige Art und Weise zu ermitteln. Das Auslesen
des Zielprozesses aus einem Feld innerhalb des Datenelements ist hierbei nur ein
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möglicher Anwendungsfall, der auch mit einer entsprechenden Callback-Funktion
realisiert werden kann.
Über die Callback-Funktion tproc wird nur der Rang des Zielprozesses zurückgege-
ben. Die Reihenfolge, in der die Datenelemente im Empfangspuffer eines Zielprozesses
abgelegt werden, ist hingegen nicht festgelegt. Hierdurch können sich Freiheiten bei der
Implementierung der MPI_Alltoall_specific-Kommunikationsoperation ergeben.
In [74] wurde der Begriff der Stabilität eingeführt, um eine eindeutige Reihenfolge
der Datenelemente auf den Zielprozessen auszuzeichnen. Dieser orientiert sich am
Begriff der Stabilität, wie er bereits von Sortierverfahren her bekannt ist (siehe
Abschnitt 2.1.1). Die Datenumverteilung ist stabil, wenn die Datenelemente in der
Reihenfolge angeordnet werden, die sich aus den Rängen ihrer Ausgangsprozesse und
den Ausgangspositionen auf ihren Ausgangsprozessen ergibt. Eine Implementierung
der MPI_Alltoall_specific-Kommunikationsoperation ist stabil, wenn immer eine
stabile Datenumverteilung durchgeführt wird.
Die Parameter der MPI_Alltoall_specific-Kommunikationsoperation sind Unab-
hängigkeit von der Anzahl der Prozesse p. Somit entstehen keine Probleme hinsichtlich
der Skalierbarkeit der Schnittstelle bei der Verwendung von hochskalierbaren Parallel-
rechnern. Dies ist ein wesentlicher Vorteil gegenüber anderen irregulären Kommunika-
tionsoperationen von MPI, wie MPI_Alltoallv, MPI_Gatherv oder MPI_Scatterv.
4.3.2 Implementierungsvarianten
Alltoallw
Die Alltoallw-Implementierungsvariante der MPI_Alltoall_specific-Kommunikati-
onsoperation basiert auf der existierenden MPI_Alltoallw-Kommunikationsoperation
von MPI. Diese Kommunikationsoperation ist die flexibelste All-to-all-Kommunikati-
onsoperation von MPI und erlaubt die Verwendung eines individuellen MPI-Datentyps
für jede auszutauschende Nachricht. Um hiermit die MPI_Alltoall_specific-Kom-
munikationsoperation zu implementieren, erzeugt jeder Prozess p separate MPI-
Datentypen mit der Funktion MPI_Type_create_indexed_block. Für die Erzeugung
des i-ten Datentyps, i ∈ {1, . . . , p}, werden die Indizes aller Datenelemente verwendet,
die an Prozess qi gesendet werden müssen (d. h., alle Datenelemente, für die die
Callback-Funktion tproc den MPI-Rang i − 1 zurück gibt). Mit den so erzeugten
MPI-Datentypen kann die feingranulare Struktur der zu versendenden Datenelemente
an eine MPI-Kommunikationsoperation übergeben werden. Gleichzeitig wird dabei
auch die Anzahl der Datenelemente ermittelt, die jeder Prozess an jeden anderen
Prozess zu versenden hat. Diese Informationen werden zwischen allen Prozessen ausge-
tauscht, so dass anschließend jedem Prozess auch bekannt ist, wie viele Datenelemente
er von jedem anderen Prozess zu empfangen hat. Die Datenumverteilung für die
MPI_Alltoall_specific-Kommunikationsoperation wird dann mit einem einzelnen
Aufruf der MPI_Alltoallw-Kommunikationsoperation durchgeführt. Hierbei werden
die erzeugten Datentypen als Sendedatentypen verwendet. Eine ähnliche Verwendung
derart erzeugter MPI-Datentypen findet sich auch in [8], Beispiele 4.17 und 4.18.
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4.3 Kommunikationsoperationen zur feingranularen Datenumverteilung
Der Aufwand für die Erzeugung der MPI-Datentypen ist proportional zur Anzahl
der Prozesse und zur Anzahl zu versendender Datenelemente. Da die Datentypen von
den Datenelementen und von der Callback-Funktion abhängen, müssen sie bei jedem
Aufruf der MPI_Alltoall_specific-Kommunikationsoperation neu erzeugt werden.
Die Implementierung ist stabil, wenn die Indizes zur Erzeugung der MPI-Datentypen in
aufsteigender Reihenfolge angegeben werden und die zu empfangenden Datenelemente
in der Reihenfolge der Ränge ihrer Ausgangsprozesse im Empfangspuffer abgelegt
werden. Beides entspricht der normalen Vorgehensweise bei der Umsetzung der
Alltoallw-Implementierungsvariante und erfordert keinen zusätzlichen Aufwand. Die
MPI_Alltoallw-Kommunikationsoperation kann nicht in-place durchgeführt werden.
Folglich kann auch die darauf basierende Alltoallw-Implementierungsvariante nicht
in-place durchgeführt werden.
Alltoallv
Die Alltoallv-Implementierungsvariante greift auf die existierende MPI_Alltoallv-
Kommunikationsoperation von MPI zurück. Um die MPI_Alltoall_specific-Kom-
munikationsoperation hierauf abzubilden, müssen die zu versendenden Datenelemente
zuerst lokal auf jedem Prozess hinsichtlich der Ränge ihrer Zielprozesse sortiert werden.
Hierzu wird ein separater Datenpuffer allokiert, in dem die sortierten Datenelemente
zwischengespeichert werden. Die Sortierung erfolgt dann in zwei Durchläufen durch
die Datenelemente: Im ersten Durchlauf wird die Anzahl der Datenelemente bestimmt,
die an jeden Prozess gesendet werden muss. Hierüber werden dann die entsprechenden
Offset-Werte erzeugt, mit denen die Datenelemente im zweiten Durchlauf im Zwi-
schenpuffer abgelegt werden. Nach der Sortierung liegen alle Datenelemente, die an
den gleichen Prozess versendet werden müssen, als zusammenhängender Datenblock
im Zwischenpuffer vor und können dann mit der MPI_Alltoallv-Kommunikations-
operation ausgetauscht werden. Die normale Vorgehensweise bei der Umsetzung der
Alltoallv-Implementierungsvariante führt ohne zusätzlichen Aufwand zu einer stabilen
Implementierung der MPI_Alltoall_specific-Kommunikationsoperation.
Um die Alltoallv-Implementierungsvariante in-place durchführen zu können, wird
eine In-place-Sortierung der Datenelemente sowie eine In-place-MPI_Alltoallv-Kom-
munikationsoperation benötigt. Die In-place-Sortierung der Datenelemente wird mit
einem In-place-Radixsort-Verfahren analog zu American-Flag-Sort [104] durchgeführt.
Hierbei werden in einem Durchlauf alle dlog2 pe Bits, die zur Darstellung der Ränge
der Zielprozesse genutzt werden, auf einmal betrachtet. Anschließend wird die In-place-
MPI_Alltoallv-Kommunikationsoperation mit dem in Abschnitt 4.2 vorgestellten In-
place-Algorithmus durchgeführt. Die lokale In-place-Sortierung der Datenelemente ist
nicht stabil. Folglich ist auch die gesamte Alltoallv-Implementierungsvariante nicht
mehr stabil, wenn sie in-place durchgeführt wird.
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Sendrecv
Die Sendrecv-Implementierungsvariante nutzt nicht-blockierende Punkt-zu-Punkt-
Kommunikationsoperationen, um die MPI_Alltoall_specific-Kommunikationsope-
ration durchzuführen. Hierzu durchläuft jeder Prozess seine lokalen Datenelemente
und versendet sie direkt an die jeweiligen Zielprozesse. Da das Versenden einzelner
Datenelemente aufgrund ihrer zumeist geringen Größe sehr ineffizient ist, werden
mehrere Datenelemente mit gleichem Zielprozess zusammengefasst und gemeinsam
versendet. Hierzu legt jeder Prozess lokal pro Zielprozess einen separaten Zwischenpuf-
fer an, in dem zu versendende Datenelemente mit gleichem Zielprozess aufgesammelt
werden. Ist ein Zwischenpuffer voll, so werden die darin gesammelten Datenelemente
an den jeweiligen Zielprozess versendet.
Gleichzeitig zum Versenden der Datenelemente, führt jeder Prozess eine nicht-
blockierende Empfangsoperation aus, mit der Datenelemente von anderen Prozessen
empfangen werden können. Um eine stabile Implementierung zu erhalten, werden
die Datenelemente hierbei zuerst in einem Zwischenpuffer empfangen und von da
an ihre entsprechende Position im Empfangspuffer kopiert. Solang ein Prozess noch
Datenelemente zu empfangen hat, wird diese Empfangsoperation wiederholt ausge-
führt. Alle Datenelemente, die ein Prozess an sich selbst sendet, werden direkt in den
Empfangspuffer kopiert und umgehen somit das Aufsammeln und Versenden.
Die Performance der Sendrecv-Implementierungsvariante hängt von der Größe
der verwendeten Zwischenpuffer ab. Sind die Zwischenpuffer groß genug, um alle zu
versendenden Datenelemente zwischenzuspeichern, dann nähert sich der Ablauf der
Sendrecv-Implementierungsvariante dem Ablauf der Alltoallv-Implementierungsva-
riante an: Die Datenelemente werden zuerst lokal umgeordnet und dann versendet.
Wenn jeder Prozess mit einer Vielzahl anderer Prozesse Datenelemente austauscht,
dann ist im Allgemeinen zu erwarten, dass kollektive Kommunikationsoperationen
effizienter sind im Vergleich zu Punkt-zu-Punkt-Kommunikationsoperationen. Muss
hingegen jeder Prozess nur mit einer kleinen Anzahl anderer Prozesse kommunizieren,
so kann das direkte Versenden mit Punkt-zu-Punkt-Kommunikationsoperationen
der Verwendung von kollektiven Kommunikationsoperationen überlegen sein. In Ab-
schnitt 4.4 werden die vorgestellten Implementierungsvarianten hierzu miteinander
verglichen.
4.4 Experimentelle Auswertung
Im Folgenden werden das Verhalten des In-place-Algorithmus für die MPI_Alltoallv-
Kommunikationsoperation sowie die verschiedenen Implementierungsvarianten für
die MPI_Alltoall_specific-Kommunikationsoperation untersucht. Hierfür wird das




4.4.1 In-place-Umverteilung mit MPI_Alltoallv
Implementierungsdetails
Der In-place-Algorithmus für die MPI_Alltoallv-Kommunikationsoperation wurde
mit der MPI-Kommunikationsbibliothek umgesetzt. Wie in Abschnitt 4.2.2 beschrie-
ben, kann der Austausch der Anforderungsnachrichten (Zeile 13–18 in Algorithmus 2)
und der Austausch der Datenelemente (Zeile 19–25 in Algorithmus 2) mit nicht-
blockierenden Punkt-zu-Punkt-Kommunikationsoperationen durchgeführt werden.
Das Austauschen der Anforderungsnachrichten mit nicht-blockierenden Kommuni-
kationsoperationen führte hierbei ab 1024 Prozesse zu einem starken Anstieg der
Laufzeit. Um dies zu umgehen, wird der Austausch der Anforderungsnachrichten mit
der MPI-Operation MPI_Alltoallv (anstatt mit nicht-blockierenden Kommunikati-
onsoperationen) ausgeführt.
Beispieldatensätze
Für die nachfolgenden Messungen wurden 64-Bit-Integer als auszutauschende Daten-
elemente verwendet. Sofern nicht anders angegeben, versendet jeder Prozess Daten-
elemente mit einer Gesamtgröße von 100MB. Die zu versendenden Datenelemente
werden von jedem Prozess zufällig in p Nachrichten aufgeteilt, welche dann an die
einzelnen Prozesse versendet werden. Folglich empfängt jeder Prozess p Nachrichten
mit einer Gesamtgröße von ca. 100MB.
Laufzeitverhalten
Zuerst wird der Einfluss des zusätzlich verfügbaren Speichers und seine Aufteilung
in Hilfspuffer auf die In-place-Datenumverteilung untersucht. Abbildung 4.6 (links)
zeigt Laufzeiten des In-place-Algorithmus für MPI_Alltoallv in Abhängigkeit von
der Anzahl der Hilfspuffer mit verschiedenen Prozessanzahlen. Die Gesamtgröße
des zusätzlichen Speichers beträgt hierbei immer 1MB auf jedem Prozess. Es zeigt
sich, dass insbesondere bei hohen Prozessanzahlen die Anzahl der Hilfspuffer einen
deutlichen Einfluss auf die Laufzeit hat. Sowohl eine zu geringe als auch eine zu
hohe Anzahl Hilfspuffer führt hierbei zu erhöhten Laufzeiten. Wird die Anzahl
der Hilfspuffer in Abhängigkeit von der Prozessanzahl gewählt, dann ergeben sich
gleichzeitig für verschiedene Prozessanzahlen gute Ergebnisse. Für alle nachfolgenden
Messungen wird daher die Anzahl der Hilfspuffer jedes Prozesses jeweils auf ein Achtel
der Prozessanzahl festgesetzt, d. h. b = p8 .
Abbildung 4.6 (rechts) zeigt Laufzeiten des In-place-Algorithmus für MPI_Alltoallv
in Abhängigkeit von der Prozessanzahl mit unterschiedlichen Größen des zusätzlichen
Speichers. Die Größe des zusätzlichen Speichers jedes Prozesses ist angegeben in Pro-
zent bezogen auf die Gesamtgröße jeweils zu versendender Nachrichten von 100MB.
Zum Vergleich ist ebenfalls die Laufzeit der MPI_Alltoallv-Kommunikationsope-
ration des JUGENE-Systems abgebildet. Es zeigt sich, dass eine Vergrößerung des
zusätzlichen Speichers auf bis zu 10% zu einer deutlichen Verringerung der Laufzeit
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Abbildung 4.6: Links: Laufzeiten des In-place-Algorithmus für MPI_Alltoallv in
Abhängigkeit von der Anzahl der Hilfspuffer jedes Prozesses mit verschiedenen Pro-
zessanzahlen. Rechts: Laufzeiten des In-place-Algorithmus für MPI_Alltoallv in
Abhängigkeit von der Prozessanzahl mit unterschiedlichen Größen des zusätzlichen
Speichers. Es wird jeweils (links und rechts) eine Gesamtnachrichtengröße von 100MB
pro Prozess verwendet.
der In-place-Datenumverteilung führt. Eine weitere Vergrößerung auf 100% zeigt
jedoch nur noch geringe Verbesserungen. Dieses Verhalten wird durch die statische
Aufteilung des zusätzlichen Speichers in Hilfspuffer verursacht. Bei 100% zusätzlichem
Speicher übersteigt die Größe der Hilfspuffer die Größe der auszutauschenden Nach-
richten, wodurch ein Großteil des zusätzlichen Speichers ungenutzt bleibt. Darüber
hinaus kann jedoch auch bei einer optimalen Ausnutzung des zusätzlichen Speichers
nicht die gleiche Performance wie mit existierenden Algorithmen in MPI-Kommunika-
tionsbibliotheken erreicht werden. Diese enthalten zumeist noch plattformspezifische
Optimierungen und benötigen zugleich auch nicht den zusätzlichen Verwaltungs-
aufwand des vorgestellten In-place-Algorithmus. Für alle nachfolgenden Messungen
wird die Größe des zusätzlichen Speichers auf 1% der Gesamtgröße der jeweils zu
versendenden Nachrichten festgelegt.
Abbildung 4.7 zeigt Laufzeiten der einzelnen Algorithmenteile des In-place-Algorith-
mus für MPI_Alltoallv in Abhängigkeit von der Prozessanzahl. Der Hauptanteil der
Laufzeit wird jeweils durch die Kommunikation zum Austauschen der Datenelemente
verursacht. Im Vergleich dazu sind die Kosten für den Austausch der Anforderungs-
nachrichten deutlich geringer. Mit steigender Prozessanzahl nimmt jedoch auch die
Anzahl der auszutauschenden Anforderungsnachrichten zu, wodurch auch die Kosten
hierfür zunehmen. Das Aktualisieren der Indexmengen und das Verschieben der Da-
























Indexmengen aktualisieren und Datenelemente verschieben
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Abbildung 4.7: Laufzeiten für die einzelnen Algorithmenteile des In-place-Algorith-
mus für MPI_Alltoallv in Abhängigkeit von der Prozessanzahl mit einer Gesamt-
nachrichtengröße von 100MB pro Prozess.
der Gesamtlaufzeit. Die Kosten hierfür hängen jedoch stark von der jeweils durch-
zuführenden Datenumverteilung ab und können sich erhöhen, wenn die Anzahl der
Runden des Algorithmus steigt oder in jeder Runde ein Großteil der Datenelemente
verschoben werden muss.
Abbildung 4.8 (links) zeigt Laufzeiten des In-place-Algorithmus für MPI_Alltoallv
in Abhängigkeit von der Prozessanzahl mit verschieden Gesamtgrößen der auszutau-
schenden Nachrichten. Es zeigt sich, dass je kleiner die Nachrichtengröße ist, desto
stärker hängt die Laufzeit von der Prozessanzahl ab. Bei kleinen Nachrichtengrößen
(z. B. unter 10MB) verursacht die Kommunikation zum Austauschen der Datenele-
mente nur geringe Kosten. In diesen Fällen wird die Gesamtlaufzeit von den Kosten
für die Verwaltung der Indexmengen und das Versenden der Anforderungsnachrichten
dominiert. Diese Kosten sind unabhängig von der Nachrichtengröße und proportional
zur Prozessanzahl. In der Praxis stellt dies jedoch keine Einschränkung dar, da eine
In-place-Umverteilung zumeist nur für große Datenmengen zum Einsatz kommt, bei
denen nicht genügend Speicher für eine Out-of-place-Umverteilung zur Verfügung
steht.
Abbildung 4.8 (rechts) vergleicht die Laufzeiten verschiedener Datenumvertei-
lungsoperationen in Abhängigkeit von der Prozessanzahl. Neben der MPI_Alltoallv-
Kommunikationsoperation des JUGENE-Systems und dem In-place-Algorithmus
für MPI_Alltoallv werden der Basic-Pinar-Hendrickson-Algorithmus (BPH) und
der Local-Copy-Efficient-Algorithmus (LCE) aus der MADRE-Softwarebibliothek
[103, 102] verwendet. Die Algorithmen der MADRE-Softwarebibliothek wurden zur
Umverteilung von Datenblöcken konstanter Größe entwickelt. Um einen Vergleich
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Abbildung 4.8: Links: Laufzeiten des In-place-Algorithmus für MPI_Alltoallv in
Abhängigkeit von der Prozessanzahl mit verschiedenen Nachrichtengrößen. Rechts:
Laufzeiten verschiedener Datenumverteilungsoperationen in Abhängigkeit von der
Prozessanzahl mit einer Gesamtnachrichtengröße von 100MB pro Prozess.
mit der MPI_Alltoallv-Kommunikationsoperation durchführen zu können, werden
jeweils mehrere 64-Bit-Integer zu einem Datenblock für MADRE bzw. zu einem
Datenelement für MPI_Alltoallv zusammengefasst. Wie auch in [103] wird hierbei
eine Blockgröße von 16KB verwendet. Zusätzlicher Speicher im Umfang von 1% der
Gesamtnachrichtengröße (100MB) wird den MADRE-Algorithmen in Form von freien
Blöcken am Ende des Nachrichtenpuffers bereitgestellt.
Für alle Algorithmen zeigt sich ein starker Anstieg der Laufzeit bis 16 Prozesse. Dies
war auch bereits in den vorherigen Messungen aufgetreten und wird durch die Vertei-
lung der MPI-Prozesse auf die Rechenknoten des Blue-Gene/P-Systems verursacht,
bei der zuerst nur eine Dimension des Torus-Netzwerks durchlaufen wird. Mit weiter
zunehmender Prozessanzahl ergibt sich für die MADRE-Algorithmen ein deutlicher
Anstieg der Laufzeit. Im Vergleich dazu erhöht sich die Laufzeit für den In-place-
Algorithmus für MPI_Alltoallv deutlich geringer und zeigt insgesamt ein Verhalten,
welches vergleichbar ist mit der MPI_Alltoallv-Kommunikationsoperation des JU-
GENE-Systems. Insgesamt erreicht der In-place-Algorithmus für MPI_Alltoallv für
die Umverteilung eine zwei- bis dreifach höhere Laufzeit als die plattformspezifische
MPI_Alltoallv-Kommunikationsoperation des JUGENE-Systems.
Mit dem entwickelten In-place-Algorithmus für MPI_Alltoallv kann das parallele
Sortierverfahren aus Kapitel 3 nun ebenfalls in-place realisiert werden. Um die paral-
lele Sortierung vollständig in-place durchzuführen, wurden auch für die sequentiellen
Sortier- und Mergeschritte (Schritte I und IV in Abschnitt 3.1) entsprechende In-place-



























Abbildung 4.9: Laufzeiten für paralleles Sortieren durch Partitionieren als Out-of-
place- und In-place-Realisierung in Abhängigkeit von der Prozessanzahl mit 1Mio.
und 8Mio. Datenelementen pro Prozess.
tieren durch Partitionieren als Out-of-place- und In-place-Realisierung in Abhängigkeit
von der Prozessanzahl. Hierzu werden die gleichen Parameter und Beispieldatensätze
wie beim Vergleich der Sortierverfahren in Abschnitt 3.3.3 (Abbildung 3.9) verwendet
und es werden Ergebnisse mit 1Mio. und 8Mio. zu sortierenden Datenelementen
pro Prozess gezeigt. Um den Einfluss des In-place-Algorithmus für MPI_Alltoallv
erkennen zu können, sind auch Ergebnisse für eine Realisierung des parallelen Sor-
tierverfahrens abgebildet, bei der nur die Umverteilung der Datenelemente in-place
durchgeführt wird.
Insgesamt zeigt sich, dass die In-place-Realisierung zu einer deutlichen Zunahme der
Laufzeit der parallelen Sortierung führt. Bis 1024 Prozesse ergibt sich hierbei eine zwei-
bis dreimal höhere Laufzeit. Verursacht wird diese Zunahme jedoch zum größeren Teil
durch die In-place-Realisierung der sequentiellen Sortier- und Mergeschritte. Ab 1024
Prozesse führt bereits die Verwendung des In-place-Algorithmus für MPI_Alltoallv
zu einem deutlichen Anstieg der Laufzeit. Dies wird durch die hohen Kosten für
die Verwaltung der Indexmengen und das Versenden der Anforderungsnachrichten
verursacht. Insbesondere bei geringen Datenmengen von nur 1Mio. Datenelementen
pro Prozess ergibt sich ein Anstieg der Laufzeit proportional zur Prozessanzahl.
4.4.2 Feingranulare Umverteilung mit MPI_Alltoall_specific
Parallelrechner
Neben dem JUGENE-System wird für die nachfolgenden Messungen auch das Ju-
RoPA-System im Forschungszentrum Jülich verwendet [105]. Das JuRoPA-System
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umfasst 2208 Rechenknoten, die über ein QDR-InfiniBand-Netzwerk miteinander ver-
bunden sind. Jeder Rechenknoten besteht aus zwei Quad-Core-Intel-Xeon-Prozessoren
(Modell X5570) mit 2,93GHz Taktfrequenz. Die acht Prozessorkerne eines Rechenkno-
tens bilden ein 8-fach-SMP-System mit 24GiB Hauptspeicher und einer theoretisch
maximalen Leistung von 93,76GigaFLOPS. Als MPI-Kommunikationsbibliothek wird
die MPICH2-basierte ParaStation-MPI-Bibliothek von ParTec verwendet.
Beispieldatensätze
Es werden jeweils acht 64-Bit-Integer zu einzelnen Datenelementen zusammengefasst,
so dass jedes Datenelement somit 64Byte umfasst. Dies ist vergleichbar mit der
Größe zu sortierender Datenelemente in Partikelsimulationen. Hierbei sind jedem
einzelnen Partikel zumeist Daten, wie seine Position, Ladung oder Masse sowie
weitere anwendungsspezifische Informationen zugeordnet. Im ersten Integerwert eines
Datenelements wird jeweils die Nummer des Zielprozesses gespeichert, an den das
Datenelement versendet werden soll. Die zugehörige Callback-Funktion liest diesen
Wert aus und gibt ihn zurück. Die Zielprozesse der Datenelemente werden zufällig
gleichverteilt gewählt. Insgesamt versendet jeder Prozess 1Mio. Datenelemente und
empfängt auch wieder ca. 1Mio. Datenelemente.
Laufzeitverhalten
Die Parameter der einzelnen Implementierungsvarianten der MPI_Alltoall_specific-
Kommunikationsoperation werden wie folgt gewählt: Für die In-place-Realisierung
der Alltoallv-Implementierungsvariante verwendet jeder Prozess zusätzlichen Speicher
im Umfang von 10 000 Datenelementen. Wie in Abschnitt 4.4.1 entspricht dies 1%
der Größe der zu versendenden Datenelemente. Für die Sendrecv-Implementierungs-
variante legt jeder Prozess Zwischenpuffer für 256 Datenelemente pro Zielprozess
an. Die Datenelemente werden somit zu Nachrichten mit einer Größe von 16KiB
zusammengefasst.
Abbildung 4.10 zeigt Laufzeiten der unterschiedlichen Implementierungsvarian-
ten der MPI_Alltoall_specific-Kommunikationsoperation in Abhängigkeit von der
Prozessanzahl für das JUGENE-System (links) und das JuRoPA-System (rechts). Für
alle Implementierungsvarianten ergibt sich ein Anstieg der Laufzeit mit zunehmender
Prozessanzahl. Dies entspricht dem erwarteten Verhalten, da sich mit steigender
Prozessanzahl sowohl die Gesamtanzahl auszutauschender Datenelemente als auch
die Anzahl der Kommunikationspartner jedes Prozesses erhöht. Die Alltoallv-Imple-
mentierungsvariante ist für beide Systeme zumeist die schnellste Realisierung der
MPI_Alltoall_specific-Kommunikationsoperation. Für die Alltoallw-Implementie-
rungsvariante ergeben sich dagegen deutlich höher Laufzeiten. Dies wird durch den
zusätzlichen Aufwand verursacht, den die Erzeugung der MPI-Datentypen sowie deren


































Abbildung 4.10: Laufzeiten der unterschiedlichen Implementierungsvarianten der
MPI_Alltoall_specific-Kommunikationsoperation in Abhängigkeit von der Pro-
zessanzahl für das JUGENE-System (links) und das JuRoPA-System (rechts). Es
wird jeweils (links und rechts) eine Gesamtnachrichtengröße von 64MB pro Prozess
verwendet.
Die Sendrecv-Implementierungsvariante zeigt deutliche Unterschiede in der Laufzeit
im Vergleich zu den anderen Implementierungsvarianten. Bis ca. 64 Prozesse erreicht
sie Laufzeiten wie die Alltoallv-Implementierungsvariante. Mit weiter zunehmender
Prozessanzahl zeigt sich dagegen ein deutlicher Anstieg. Dies wird im Wesentlichen
durch die Verwendung von Punkt-zu-Punkt-Kommunikationsoperationen für den Aus-
tausch der Datenelemente verursacht. Insbesondere bei hohen Anzahlen miteinander
kommunizierender Prozesse sind diese den optimierten kollektiven Kommunikations-
operationen unterlegen. Bis auf wenige Ausnahmen zeigt die In-place-Realisierung der
Alltoallv-Implementierungsvariante deutlich höhere Laufzeiten als die anderen Imple-
mentierungsvarianten. Ähnlich wie in Abschnitt 4.4.1 ergibt sich hierbei eine bis zu
dreifach höhere Laufzeit im Vergleich zur Nutzung der jeweiligen plattformspezifischen
MPI_Alltoallv-Kommunikationsoperation.
Für die nachfolgenden Messungen wird der Umfang der auszutauschenden Datenele-
mente und die Anzahl der Kommunikationspartner jedes Prozesses reduziert. Hierzu
werden die Prozesse in einem dreidimensionalen Torus angeordnet, so dass jeder
Prozess sechs Nachbarprozesse erhält. Die Zielprozesse der Datenelemente werden
so gewählt, dass jeder Prozess 10% seiner Datenelemente an zufällig ausgewähl-
te Nachbarprozesse versendet und die restlichen 90% an sich selbst versendet. Das
hierdurch entstehende Kommunikationsmuster ist vergleichbar mit der Nachbarschafts-
kommunikation, wie sie zumeist in parallelen Anwendungen mit Gebietszerlegung
auftritt.
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Abbildung 4.11: Laufzeiten der unterschiedlichen Implementierungsvarianten der
MPI_Alltoall_specific-Kommunikationsoperation bei Nachbarschaftskommunika-
tion in Abhängigkeit von der Prozessanzahl für das JUGENE-System (links) und das
JuRoPA-System (rechts). Es wird jeweils (links und rechts) eine Gesamtnachrichten-
größe von 64MB pro Prozess verwendet.
Abbildung 4.11 vergleicht die bisherigen Ergebnisse mit den Laufzeiten für die Nach-
barschaftskommunikation. Es werden Ergebnisse für das JUGENE-System (links)
und das JuRoPA-System (rechts) mit unterschiedlichen Prozessanzahlen gezeigt.
Die Ergebnisse für die In-place-Realisierung der Alltoallv-Implementierungsvariante
werden nicht gezeigt. Bei der Nachbarschaftskommunikation wird nur eine geringe
Anzahl Datenelemente ausgetauscht, für die zumeist ausreichend Hauptspeicher zur
Verfügung steht. Der Vergleich zeigt, dass sich die Laufzeiten aller Implementierungs-
varianten reduzieren und sie somit von dem gesunkenen Kommunikationsaufwand
profitieren können. Insbesondere die Sendrecv-Implementierungsvariante ist für die
Nachbarschaftskommunikation deutlich schneller als in den vorherigen Messungen.
Durch die reduzierte Anzahl der Kommunikationspartner jedes Prozesses ist der
Datenaustausch mit Punkt-zu-Punkt-Kommunikationsoperationen nun ebenfalls ef-
fizient möglich. Insgesamt verringern sich die Unterschiede zwischen der Alltoallv-
und der Sendrecv-Implementierungsvariante bei der Nachbarschaftskommunikation
deutlich. Dieses Verhalten zeigt sich sowohl auf dem JUGENE-System als auch auf
dem JuRoPA-System.
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5 Paralleles Sortieren von
Partikeldaten in
Simulationsanwendungen
Partikelsimulationen repräsentieren eine Klasse von daten- und rechenintensiven
Simulationsanwendungen mit einer Vielzahl von Anwendungsbereichen [1]. Dies
umfasst Simulationen komplexer Partikelsysteme, zum Beispiel in der Astrophysik
oder der Plasmaphysik, in der Materialwissenschaft sowie in der Physikalischen
Chemie oder der Biophysik. Die Berechnung langreichweitiger Wechselwirkungen,
wie Coulomb- oder Gravitationswechselwirkungen, stellt dabei eine wiederkehrende
Aufgabe mit hohem numerischen Rechenaufwand dar. Hierzu existieren verschiedene
Lösungsmethoden, die zur Simulation von Partikelsystemen mit unterschiedlichen
Eigenschaften verwendet werden können. Eine Übersicht zu praxisrelevanten und
effizienten Lösungsmethoden wird beispielsweise in [106, 107] gegeben.
Als Anwendungsbeispiele werden eine parallele Implementierung des Barnes-Hut-
Algorithmus innerhalb der Simulationsanwendung PEPC sowie eine parallele Im-
plementierung der Schnellen Multipolmethode (engl.: Fast Multipole Method, kurz:
FMM) betrachtet. Beide Anwendungen führen eine Sortierung der Partikel nach ihren
Positionen innerhalb des Partikelsystems durch, um einen effizienten Zugriff auf die
Partikeldaten für die anschließenden Berechnungen zu erhalten. Darüber hinaus ist
die Sortierung der Partikeldaten auch Teil von Optimierungen zur Erhöhung der
Lokalität von Speicherzugriffen und zur Minimierung der Kommunikation. Das in
Kapitel 3 vorgestellte parallele Sortierverfahren wird hierzu in die beiden Anwendungs-
programme PEPC und FMM integriert und es werden Ergebnisse zum Verhalten des
Sortierverfahrens innerhalb der Anwendungen gezeigt.
Als weiteres Anwendungsbeispiel wird die Umverteilung von Partikeldaten in einem
parallelen Nahfeldlöser betrachtet. Dieser berechnet nur Wechselwirkungen zwischen
Partikeln, deren Abstand zueinander kleiner als ein vorgegebener Cutoff-Radius ist.
Derartige Berechnungen werden beispielsweise in Mehrgitterverfahren [108], in Lö-
sungsmethoden basierend auf Fourier-Transformation [109] sowie in direkten Summa-
tionsverfahren [110] eingesetzt. Der parallele Nahfeldlöser verwendet eine regelmäßige
Aufteilung des zu simulierenden Partikelsystems auf ein vorgegebenes Prozessgitter.
Des Weiteren müssen die Partikeldaten nach Abschluss der Berechnungen wieder
in ihre ursprüngliche Ausgangsreihenfolge zurücksortiert werden. Beides beinhaltet
eine gezielte Umverteilung einzelner Partikeldaten und wird mit der in Kapitel 4
vorgestellten feingranularen Datenumverteilungsoperation MPI_Alltoall_specific
realisiert.
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Im Folgenden wird kurz die Berechnung langreichweitiger Wechselwirkungen am Bei-
spiel von Coulombwechselwirkungen erläutert. Anschließend werden die Anwendungs-
programme PEPC, FMM und der Nahfeldlöser vorgestellt und es werden Ergebnisse
für den Einsatz der entwickelten parallelen Sortier- und Datenumverteilungsverfahren
gezeigt. Für die nachfolgenden Experimente werden das in Abschnitt 3.3 vorgestellte
JUGENE-System und das in Abschnitt 4.4.2 vorgestellte JuRoPA-System verwendet.
5.1 Berechnung langreichweitiger Wechselwirkungen
Wechselwirkungen innerhalb eines Partikelsystems bezeichnen die wechselseitigen
Beeinflussungen der Partikel untereinander. Dies äußert sich beispielsweise in anzie-
henden oder abstoßenden Kräften, welche die Partikel aufgrund ihrer physikalischen
Eigenschaften aufeinander auswirken. Die Wechselwirkung zwischen je zwei Partikeln
hängt dabei zumeist von ihrem Abstand zueinander ab. Wechselwirkungen werden
als langreichweitig bezeichnet, wenn Partikel auch über große Abstände hinweg noch
signifikante Auswirkungen aufeinander haben können. Hierunter fallen insbesondere
Coulomb- und Gravitationswechselwirkungen, bei denen sich die Partikel aufgrund
ihrer Ladung bzw. Masse gegenseitig anziehen oder abstoßen.
Die direkte Berechnung langreichweitiger Wechselwirkungen wird nachfolgend
am Beispiel der Coulombwechselwirkungen kurz erläutert. Ausgangspunkt für die
Berechnung von Coulombwechselwirkungen ist ein Partikelsystem bestehend aus n
Partikeln. Jedes Partikel repräsentiert hierbei eine elektrische Ladung der Größe
Ql, deren Position innerhalb des Partikelsystems durch den Ortsvektor ~Rl gegeben
ist, l = 1, . . . , n. Die direkte Berechnung der Coulombenergie E des Systems, die
Berechnung des Potentials Φl an der Position der l-ten Ladung sowie die Berechnung

























Die Laufzeitkomplexität der direkten Berechnung der Wechselwirkungen ist O(n2).
Dies führt zu einem starken Anstieg des Rechenaufwands in Abhängigkeit von der
Partikelanzahl und macht eine effiziente Simulation großer Partikelsysteme unmöglich.
Hierfür werden stattdessen schnelle Lösungsmethoden, wie beispielsweise der Barnes-
Hut-Algorithmus mit Laufzeitkomplexität O(n log n) oder die Schnelle Multipolme-
thode mit Laufzeitkomplexität O(n), eingesetzt.
Je nach Einsatzgebiet können die zu berechnenden Partikelsysteme unterschiedliche
Eigenschaften aufweisen, welche sich wiederum auf die Anwendbarkeit und Effizienz
einzelner schneller Lösungsmethoden auswirken. Die Verteilung der Partikel innerhalb
des Partikelsystems hat oft deutliche Auswirkungen auf die Laufzeit der Methoden.
Homogene Systeme mit gleichmäßiger Partikelverteilung können zumeist schneller
berechnet werden als inhomogene Systeme mit gleicher Partikelanzahl, in denen die
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Abbildung 5.1: Beispiel für eine homogene Partikelverteilung (links) und eine inho-
mogene Partikelverteilung nach dem Plummer-Modell (rechts).
Partikel jedoch beispielsweise geclustert sind. Periodische Systeme sind Partikelsyste-
me, bei denen nur ein räumlicher Ausschnitt des zu berechnenden Partikelsystems
gegeben ist und dieser an seinen Rändern unendlich oft periodisch fortgesetzt wird.
Die Periodizität kann sich dabei auf einzelne räumliche Dimensionen beschränken, um
beispielsweise 1d-periodische Systeme wie DNS-Stränge oder Kohlenstoffnanoröhren,
2d-periodische Systeme wie Membranen oder 3d-periodische Systeme wie Kristalle zu
simulieren. Partikelsysteme ohne periodische Fortsetzung werden als offene Systeme
bezeichnet. Nicht zuletzt die Vielfalt an möglichen Partikelsystemen und Einsatzge-
bieten führte zur Entwicklung einer Vielzahl verschiedener Lösungsmethoden für die
Berechnung langreichweitiger Wechselwirkungen.
Beispieldatensätze
Für die nachfolgenden Berechnungen werden als Beispieldatensätze offene dreidimen-
sionale Partikelsysteme mit zufälligen homogenen und inhomogenen Verteilungen
der Partikel verwendet. Die Positionen der Partikel liegen dabei innerhalb eines Ein-
heitswürfels. Die Anzahl der Partikel wird jeweils in Abhängigkeit der verwendeten
Lösungsmethode und der Prozessanzahl unterschiedlich gewählt.
Abbildung 5.1 zeigt ein Beispiel für eine homogene Partikelverteilung (links) und
eine inhomogene Partikelverteilung (rechts). Für die homogene Verteilung werden
die Partikelpositionen gleichverteilt im Partikelsystem gewählt. Für die inhomogene
Verteilung werden die Partikelpositionen so gewählt, dass sie einer Verteilung nach dem
Plummer-Modell entsprechen [111]. Hierbei handelt es sich um eine Modellverteilung,
die in der Astrophysik zur Modellierung von Kugelsternhaufen verwendet wird. Die
resultierende inhomogene Partikelverteilung weist eine hohe Dichte in der Mitte des
Partikelsystems auf, welche in Richtung der Ränder abnimmt.
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Speicherung von Partikeldaten
Partikeldaten bestehen zumeist aus mehreren verschieden Datenkomponenten, in
denen Informationen über die Eigenschaften der Partikel gespeichert sind. Für die
Berechnung langreichweitiger Wechselwirkungen umfasst dies die Positionen der
Partikel sowie deren Ladungen oder Massen. Hinzu kommt meist noch ein Integerwert
pro Partikel als Schlüsselwert, nach dem die Partikel vor den Berechnungen sortiert
werden müssen. Darüber hinaus werden noch Datenkomponenten zur Speicherung
der berechneten Potentialwerte und Kräfte benötigt, sowie für weitere Eigenschaften,
wie beispielsweise die aktuelle Geschwindigkeit der Partikel.
Die Speicherung von Partikeldaten bestehend aus verschiedenen Datenkomponenten
kann in einer parallelen Simulationsanwendung unterschiedlich realisiert sein. In der
Praxis wird zumeist eines der folgenden Abspeicherungsformate benutzt:
A) Alle Datenkomponenten eines Partikels werden in einem strukturierten Datentyp
zusammengefasst. Eine Sequenz von Partikeln wird dann als ein einzelnes Feld
im Speicher abgelegt und umfasst alle Partikeldaten. Von Vorteil ist hierbei, dass
die Daten eines Partikels jeweils hintereinander im Speicher liegen und folglich
mit einer einzelnen Kommunikationsoperation zwischen Prozessen ausgetauscht
werden können. Ein Nachteil ist jedoch, dass immer mit dem kompletten
Feld von Partikeldaten gearbeitet werden muss, auch dann, wenn verschiedene
Programmteile nur einzelne Datenkomponenten benötigen.
B) Die einzelnen Datenkomponenten werden in separaten Feldern im Speicher
abgelegt. Hierdurch kehren sich die Vor- und Nachteile des vorherigen Abspei-
cherungsformats A um: Es können gezielt nur ausgewählte Datenkomponenten
genutzt werden, aber zum Austauschen von Partikeldaten zwischen Prozessen
werden mehrere Kommunikationsoperationen benötigt.
C) Datenkomponenten, die aus mehreren Werten bestehen (z. B. Positionen, Ge-
schwindigkeiten oder Kräfte), werden in mehrere Felder aufgeteilt. Die Anzahl
der zum Austauschen von Partikeldaten zwischen Prozessen benötigten Kom-
munikationsoperationen erhöht sich hierdurch noch weiter. Gleichzeitig können
damit jedoch auch einzelne räumliche Dimensionen einfacher miteinander ver-
tauscht oder auch ignoriert werden.
Abbildung 5.2 zeigt die drei vorgestellten Abspeicherungsformate an einem Beispiel mit
Partikeldaten bestehend aus Schlüsselwerten Kl, Positionen Xl, Yl, Zl und Ladungen
Ql, l = 1, . . . , n.
Die Verwendung der Abspeicherungsformate B und C führt dazu, dass zum Aus-
tausch von Partikeldaten zwischen Prozessen zumeist für jedes Feld eine separate
MPI-Kommunikationsoperation aufgerufen werden muss. Dies gilt ebenfalls für die
Nutzung der in Kapitel 4 vorgestellten In-place-MPI_Alltoallv-Kommunikations-
operation. Folglich tritt bei jedem einzelnen Aufruf der Verwaltungsaufwand zum
Austauschen der Anforderungsnachrichten erneut auf. Um dies zu verhindern, wurde
die Implementierung der In-place-MPI_Alltoallv-Kommunikationsoperation wie folgt
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Abbildung 5.2: Verschiedene Abspeicherungsformate zur Speicherung von Parti-
keldaten bestehend aus Schlüsselwerten Kl, Positionen Xl, Yl, Zl und Ladungen
Ql, l = 1, . . . , n, der Partikel. Pfeile geben jeweils die Reihenfolge der einzelnen
Datenkomponenten im Speicher vor.
erweitert: Über die Schnittstelle der Kommunikationsoperation können mehrere Nach-
richtenpuffer mit jeweils eigenem Datentyp übergeben werden. Jeder Austausch von
Datenelementen im Zuge der In-place-Datenumverteilung wird dann mit allen überge-
benen Nachrichtenpuffern durchgeführt. Eine In-place-Umverteilung der Partikeldaten
kann somit gleichzeitig mit allen Feldern der einzelnen Datenkomponenten durch-
geführt werden. Der Verwaltungsaufwand entspricht dabei nur dem eines einzelnen
Aufrufs der In-place-MPI_Alltoallv-Kommunikationsoperation.
5.2 Anwendungsbeispiel: PEPC
Die frei verfügbare Simulationsanwendung PEPC – Pretty Efficient Parallel Coulomb
Solver [112] wird am Jülich Supercomputing Centre im Forschungszentrum Jülich
entwickelt. PEPC umfasst eine Partikelsimulation inklusive Zeitintegration, mit der die
dynamische Entwicklung eines Partikelsystems über einen Zeitraum hinweg simuliert
werden kann. Hierzu wird der zeitliche Verlauf der Simulation in einzelne Zeitschritte
aufgeteilt. Die Simulation beginnt mit vorgegebenen Positionen, Ladungen und Massen
der Partikel. In jedem Zeitschritt werden dann die Wechselwirkungen zwischen den
Partikeln berechnet, um die Kräfte zu ermitteln, die auf die einzelnen Partikel wirken.
Anhand der Kräfte werden die Änderungen der Geschwindigkeiten der Partikel
berechnet und es werden die Bewegungen der Partikel innerhalb eines Zeitschritts
simuliert. Dies führt zu neuen Positionen der Partikel, mit denen anschließend die
Berechnungen des nächsten Zeitschritts durchgeführt werden.
PEPC verwendet den Barnes-Hut-Algorithmus [4] zur Berechnung langreichweitiger
Wechselwirkungen. Eine detaillierte Beschreibung von PEPC und seiner parallelen
Implementierung wird in [113, 114] gegeben. Die Programmteile zur Berechnung lang-
reichweitiger Wechselwirkungen sind innerhalb einer Kernbibliothek implementiert,
die gleichermaßen für Partikelsimulationen in verschiedenen Anwendungsgebieten
eingesetzt wird. Hierzu gehören beispielsweise die Varianten PEPC-E für Molekulardy-
namiksimulationen, PEPC-B zur Simulation von Laser-Plasma-Wechselwirkungen,
PEGS für astrodynamische Simulationen und PEPC-V für Vortex-Partikel-Metho-
den [115]. Alle nachfolgenden Beschreibungen betreffen Programmteile innerhalb
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Abbildung 5.3: Beispiel zur Partikelanordnung und Gebietszerlegung in PEPC für
ein zweidimensionales Partikelsystem mit 100 Partikeln. Links: Rekursive Aufteilung
des Partikelsystems in Zellen sowie lineare Anordnung der Partikel entsprechend der
Z-Morton-Reihenfolge. Rechts: Gebietszerlegung des Partikelsystems durch Aufteilung
der linearen Anordnung in drei Abschnitte für die Prozesse q1, q2 und q3.
der Kernbibliothek. Für die praktischen Experimente wird die Programmvariante
PEPC-E genutzt.
Um die Laufzeitkomplexität der Berechnungen der Wechselwirkungen zu verringern,
werden durch den Barnes-Hut-Algorithmus räumlich benachbarte Partikel systema-
tisch zusammengefasst und als einzelne Pseudopartikel behandelt. Die Beiträge der so
zusammengefassten Partikel werden über eine Multipolentwicklung (bis zu Quadru-
polmomenten) abgeschätzt. Die Wechselwirkungen jedes Partikels mit allen anderen
Partikeln können dann über Wechselwirkungen mit wenigen Pseudopartikeln berech-
net werden. Insgesamt kann die Berechnung der langreichweitigen Wechselwirkungen
damit eine Laufzeitkomplexität von O(n log n) erreichen.
Der Barnes-Hut-Algorithmus verwendet eine hierarchische Aufteilung des Parti-
kelsystems in Zellen. Beginnend mit einer Zelle, die das gesamte Partikelsystem
umfasst, wird jede Zelle so lang rekursiv in jeweils acht Kinderzellen aufgeteilt, bis
sich jedes Partikel in einer eigenen Zelle befindet. Aufgrund der Hierarchie der Zellen
ist jedes Partikel in mehreren Zellen enthalten. Die daraus resultierende hierarchische
Gruppierung der Partikel in verschiedene Zellen wird dann als Zusammenfassung
der Partikel zu Pseudopartikeln verwendet. Die parallele Implementierung in PEPC
basiert auf dem Hashed-Oct-Tree-Schema [116], bei dem die Zellen nicht in einer
dynamisch verketteten hierarchischen Datenstruktur, sondern über eine Hashtabelle
verwaltet werden. Hierbei werden aus den dreidimensionalen Koordinaten der Zellen
rekursiv Zellennummern erzeugt und jedes Partikel bekommt die Nummer der Zelle
zugewiesen, in der es sich allein befindet. Die so entstehende lineare Anordnung der
Partikel aufgrund ihrer Zellennummern entspricht der Z-Morton-Reihenfolge [117].
Abbildung 5.3 (links) zeigt ein Beispiel für ein zweidimensionales Partikelsystem mit
100 Partikeln. Jedes Partikel befindet sich in einer eigenen Zelle. Die gezeigte lineare
Anordnung der Partikel entspricht der Z-Morton-Reihenfolge.
Die den Partikeln zugewiesenen Zellennummern werden als Schlüsselwerte verwen-
det, nach denen die Partikel und ihre Daten im Speicher sortiert werden. Durch
die rekursive Erzeugung der Zellennummern ist sichergestellt, dass alle Partikel, die
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sich in gleichen Zellen befinden, nach der Sortierung hintereinander angeordnet sind.
Gleichzeitig bleibt durch die verwendete Z-Morton-Reihenfolge die räumliche Lokalität
der Partikel erhalten. Dies bedeutet, dass die Partikeldaten räumlich benachbarter
Partikel mit hoher Wahrscheinlichkeit auch nah beieinander im Speicher abgelegt
sind. In der Praxis führt dies zumeist zu einer verbesserten Cacheausnutzung beim
Zugriff auf die Partikeldaten.
Die Gebietszerlegung für die datenparallele Implementierung der Berechnungen
ergibt sich aus der parallelen Sortierung der Partikel. Hierdurch werden die Partikel
anhand ihrer linearen Anordnung in p Abschnitte aufgeteilt und jeder Abschnitt
wird einem Prozess zugewiesen. Abbildung 5.3 (rechts) zeigt die Aufteilung der
Partikel in Abschnitte für drei Prozesse an dem zweidimensionalen Beispiel. Zur
Verbesserung der Lastbalancierung der parallelen Berechnungen ist jedem Partikel
ein Gewicht zugewiesen, welches den verursachten Berechnungsaufwand abschätzt.
Die Gewichte aller Partikel besitzen im ersten Zeitschritt den Wert eins und werden
dann in allen nachfolgenden Zeitschritten jeweils anhand der im vorherigen Zeitschritt
durchgeführten Berechnungen bestimmt. Die Aufteilung der Partikel in Abschnitte
für die Prozesse wird dann so durchgeführt, dass die Gesamtgewichte der Partikel in
allen Abschnitten ausgeglichen sind.
Für die parallele Sortierung der Partikeldaten existierte in PEPC bereits ein paral-
leles Sortierverfahren basierend auf Parallel Sorting by Regular Sampling (PSRS) [38]
(siehe auch Abschnitt 2.3.2). Gegenüber PSRS wurde dabei bereits die Berücksichti-
gung der Gewichte der Partikel hinzugefügt und es wurde ein „adaptives Sampling“
eingeführt, um die Lastbalancierung bei inhomogenen Partikelverteilungen zu ver-
bessern. Aufgrund eines hohen und zum Teil unvorhersehbaren Speicherverbrauchs
war dieses modifizierte parallele Sortierverfahren jedoch insbesondere bei steigender
Prozessanzahl nicht mehr effizient nutzbar. Das existierende parallele Sortierverfahren
in PEPC wurde daher durch das in Kapitel 3 vorgestellte parallele Sortieren durch
Partitionieren ersetzt.
Implementierungsdetails
Die Partikel besitzen 64-Bit-Integerschlüssel, nach denen sie sortiert werden müssen.
Neben den Positionen, Ladungen und Massen der Partikel müssen in PEPC noch
weitere anwendungsspezifische Datenkomponenten mit umsortiert werden. Die Par-
tikeldaten sind dabei nach Abspeicherungsformat C aus Abschnitt 5.1 im Speicher
abgelegt. Insgesamt umfassen die zu sortierenden Partikeldaten damit 112 Byte pro
Partikel, die in 14 separaten Feldern gespeichert sind.
Das ursprüngliche parallele Sortierverfahren in PEPC führt die Sortierung der
Partikeldaten in zwei getrennten Programmteilen durch. Hierbei werden zuerst nur die
Schlüssel parallel sortiert und anschließend wird die Umsortierung und Umverteilung
mit den restlichen Partikeldaten nachvollzogen. Für die neue parallele Sortierung der
Partikeldaten mit dem in Kapitel 3 vorgestellten parallelen Sortierverfahren wurden
diese beiden Programmteile zusammengefasst [118]. Die Sortierung wird nun wie folgt
durchgeführt:
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Ia. Jeder Prozess sortiert die Schlüsselwerte seiner Partikel und ermittelt die dabei
entstehende Permutation.
Ib. Jeder Prozess ordnet seine Partikeldaten entsprechend der zuvor ermittelten
Permutation um und speichert die Partikeldaten dabei gleichzeitig in einem
einzelnen Hilfsfeld nach Abspeicherungsformat A aus Abschnitt 5.1 ab.
II. Alle Prozesse führen den Partitionierungsalgorithmus aus, um die Splitting-
Positionen zu ermitteln, welche die Partikel in Teilsequenzen aufteilen.
III. Alle Prozesse führen die Umverteilung der Partikeldaten mit einem Aufruf
der MPI_Alltoallv-Kommunikationsoperation der MPI-Bibliothek durch und
verwenden dabei die Splitting-Positionen als Displacement-Werte. Die Partikel-
daten werden dabei in einem zweiten Hilfsfeld empfangen.
IVa. Jeder Prozess mischt die Schlüsselwerte der zuvor empfangenen Partikeldaten
zusammen und ermittelt die dabei entstehende Permutation.
IVb. Jeder Prozess ordnet seine Partikeldaten entsprechend der zuvor beim Zu-
sammenmischen ermittelten Permutation um und speichert sie wieder in den
ursprünglichen Feldern nach Abspeicherungsformat C aus Abschnitt 5.1 ab.
Dieser Ablauf entspricht dem in Abschnitt 3.1 vorgestellten Ablauf von parallelem
Sortieren durch Partitionieren. Die lokale Sortierung (Schritte Ia und Ib) und das lokale
Zusammenmischen (Schritte IVa und IVb) sind jeweils zweigeteilt, so dass erst nur die
Schlüsselwerte umgeordnet werden und anschließend die Partikeldaten. Zum Sortieren
bzw. Zusammenmischen der Schlüsselwerte werden die gleichen sequentiellen Verfahren
wie in Abschnitt 3.3.1 verwendet. In Schritt II führen alle Prozesse gemeinsam
den Partitionierungsalgorithmus von Abschnitt 3.2 für gewichtete Datenelemente
aus. Hierbei werden die gewichteten Schranken so gewählt, dass eine gleichmäßige
Verteilung der Partikel auf die Prozesse hinsichtlich der Gewichte mit einer maximalen
Imbalance von 1% erzeugt wird. Die zwei Hilfsfelder, in denen die Partikeldaten für die
Umverteilung in Schritt III zusammengefasst werden, benötigen jeweils zusätzlichen
Speicher im Umfang der Partikeldaten. Dies stellt aktuell jedoch keine Einschränkung
dar, da der Speicherverbrauch in PEPC außerhalb der parallelen Sortierung im
Vergleich dazu bereits deutlich größer ist. Eine In-place-Sortierung der Partikeldaten
ist daher aktuell in PEPC ebenfalls nicht erforderlich.
Laufzeitverhalten
Für die nachfolgenden Experimente mit PEPC wurde das JUGENE-System ver-
wendet, wobei die parallelen Berechnungen aufgrund des hohen Speicherbedarfs mit
maximal 50 000 Partikeln pro Prozess durchgeführt werden konnten. Abbildung 5.4
(links) vergleicht die Laufzeiten für das Sortieren der Partikeldaten mit dem alten und
dem neuen Sortierverfahren in Abhängigkeit von der Prozessanzahl. Es werden inho-


































Abbildung 5.4: Laufzeiten für das Sortieren der Partikeldaten mit dem alten und
neuen Sortierverfahren (links) und zugehörige Laufzeiten für einzelne Zeitschritte in
PEPC (rechts) in Abhängigkeit von der Prozessanzahl. Es werden jeweils insgesamt
100 000 und 6,4Mio. Partikel verwendet.
Die Ergebnisse zeigen, dass die neue Sortierung der Partikeldaten geringere Laufzeiten
erreicht als das alte Sortierverfahren. Bei kleinen Prozessanzahlen und somit hohen
Partikelanzahlen pro Prozess sind die Unterschiede dabei deutlich geringer. In diesen
Fällen wird die Laufzeit von den Kosten für das Permutieren und Umverteilen der
Partikeldaten dominiert, welche sowohl bei der alten als auch der neuen parallelen
Sortierung auftreten. Mit zunehmender Prozessanzahl sinkt die Partikelanzahl pro
Prozess und es steigen die Kosten für das adaptive Sampling im alten bzw. den Parti-
tionierungsalgorithmus im neuen Sortierverfahren. Auch wenn die Laufzeit für beide
Verfahren insgesamt ansteigt, ist der neu entwickelte Partitionierungsalgorithmus
deutlich schneller.
Abbildung 5.4 (rechts) zeigt Laufzeiten für die einzelnen Zeitschritte in PEPC,
wie sie sich in den gezeigten Experimenten (links) mit dem alten und dem neuen
Sortierverfahren ergeben. Insgesamt zeigen sich hierbei mit 100 000 Partikeln bis 256
Prozesse und mit 6,4Mio. Partikeln bis 2048 Prozesse keine Unterschiede mit der alten
und der neuen Sortierung. Da der Anteil der parallelen Sortierung an der Laufzeit der
einzelnen Zeitschritte in diesen Fällen sehr gering ist, haben die Laufzeitunterschiede
zwischen der alten und der neuen Sortierung ebenfalls nur geringe Auswirkungen.
Erst mit weiter zunehmender Prozessanzahl ergeben sich deutlichere Unterschiede
zwischen der Verwendung der alten und der neuen Sortierung. Die geringste Laufzeit
für einen Zeitschritt in PEPC ergibt sich mit 100 000 Partikeln bei 512 Prozessen
und mit 6,4Mio. Partikeln bei 4096 Prozessen. In diesen Fällen ist der Anteil der
parallelen Sortierung bereits so groß, dass sich mit dem neuen Sortierverfahren eine
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Zeitschritt in PEPC mit und ohne Gewichte zur Lastbalancierung
Homogen, Lastbalancierung ohne Gewichte
Homogen, Lastbalancierung mit Gewichten
Inhomogen, Lastbalancierung ohne Gewichte
Inhomogen, Lastbalancierung mit Gewichten
Abbildung 5.5: Laufzeiten für einzelne Zeitschritte in PEPC mit dem neuen Sortier-
verfahren in Abhängigkeit von der Prozessanzahl jeweils mit und ohne Lastbalancie-
rung. Es werden homogene und inhomogene Partikelverteilungen mit 25 000 Partikeln
pro Prozess verwendet.
Verringerung der Laufzeit eines Zeitschritts um ca. 6% mit 100 000 Partikeln und um
ca. 11% mit 6,4Mio. Partikeln ergibt.
Abbildung 5.5 zeigt Laufzeiten für einen Zeitschritt in PEPC mit dem neuen
Sortierverfahren in Abhängigkeit von der Prozessanzahl. Es werden homogene und
inhomogene Partikelverteilungen mit 25 000 Partikeln pro Prozess verwendet und
jeweils Ergebnisse mit und ohne Lastbalancierung über die Gewichte der Partikel
gezeigt. Ohne Lastbalancierung erzeugt der Partitionierungsalgorithmus dabei eine
gleichmäßige Verteilung der Partikel auf die Prozesse hinsichtlich ihrer Anzahl. Ins-
gesamt hat die parallele Sortierung der Partikeldaten hierbei einen Anteil von ca.
1–2% an der Laufzeit eines Zeitschritts in PEPC. Die Unterschiede zwischen den
Kosten der parallelen Sortierung mit und ohne Gewichte sind hierbei im Vergleich zur
Laufzeit eines Zeitschritts vernachlässigbar. Es zeigt sich, dass die Lastbalancierung
mit Gewichten zu einer deutlichen Verringerung der Laufzeiten eines Zeitschritts
führt. Dies wird allein dadurch hervorgerufen, dass die parallele Sortierung die Ver-
teilung der Partikel auf die Prozesse entsprechend der Gewichte vornimmt. Die dabei
auftretenden Kosten innerhalb der parallelen Sortierung sind so gering, dass sie durch
die Verbesserungen innerhalb des restlichen Anwendungsprogramms überdeckt wer-
den. Insbesondere bei hohen Prozessanzahlen und inhomogenen Partikelverteilungen
sind die Unterschiede mit und ohne Lastbalancierung am größten. Für homogene
Partikelverteilungen verringert sich die Laufzeit hierbei um bis zu 8%. Inhomogene
Partikelverteilungen verursachen insgesamt eine höhere Laufzeit, profitieren aber mit




Das Anwendungsbeispiel FMM umfasst eine parallele Implementierung der Schnellen
Multipolmethode [5], welche am Jülich Supercomputing Centre im Forschungszen-
trum Jülich entwickelt wird. Im Folgenden wird diese Implementierung als FMM
bezeichnet und die ihr zugrunde liegende Lösungsmethode als Schnelle Multipolme-
thode. Die Implementierung ist Teil des ScaFaCoS-Projekts [119] zur Entwicklung
einer Softwarebibliothek mit verschiedenen Lösungsmethoden für langreichweitige
Wechselwirkungen. Im Gegensatz zum vorherigen Anwendungsbeispiel PEPC führt
die FMM keine vollständige Partikelsimulation durch, sondern berechnet nur die lang-
reichweitigen Wechselwirkungen. Hierbei werden für ein beliebiges, durch Positionen
und Ladungen vorgegebenes Partikelsystem die entsprechenden Potentialwerte und
Kräfte sowie die Energie ermittelt. Die Genauigkeit der Berechnungen und damit
auch der Berechnungsaufwand der FMM lassen sich über die Angabe eines maxi-
mal erlaubten Energiefehlers ∆E steuern. Die FMM-Implementierung kann damit
als Programmbestandteil in verschiedenen Simulationsanwendungen eingesetzt wer-
den. Eine detaillierte Beschreibung der Schnellen Multipolmethode sowie der FMM-
Implementierung und ihrer Eigenschaften wird in [120] gegeben.
Die Vorgehensweise der Schnellen Multipolmethode zur Verringerung der Laufzeit-
komplexität der Berechnungen ist vergleichbar mit der des Barnes-Hut-Algorithmus.
Das Partikelsystem wird ebenfalls hierarchisch aufgeteilt, um räumlich benachbarte
Partikel systematisch zusammenzufassen und ihre Wechselwirkungen gemeinsam zu
berechnen. Während im Barnes-Hut-Algorithmus aber jeweils nur Wechselwirkungen
eines einzelnen Partikels mit einer Gruppe entfernter Partikel zusammengefasst wer-
den, können mit der Schnellen Multipolmethode auch Wechselwirkungen zwischen
Gruppen von Partikeln zusammengefasst werden. Darüber hinaus können Multipolent-
wicklungen niedrigerer oder höherer Ordnung verwendet werden, um die Genauigkeit
der Berechnungen zu erhöhen. Insgesamt kann die Berechnung der langreichweitigen
Wechselwirkungen mit der Schnellen Multipolmethode damit eine Laufzeitkomplexität
von O(n) erreichen.
Die FMM-Implementierung verwendet ebenfalls eine rekursive Aufteilung des
Partikelsystems in einzelne Zellen sowie eine Nummerierung der Zellen nach der Z-
Morton-Reihenfolge. Hierbei wird jedoch eine einheitliche Rekursionstiefe verwendet,
so dass das gesamte Partikelsystem regelmäßig in Zellen gleicher Größe aufgeteilt
wird. Die jeweils verwendete Rekursionstiefe wird von der FMM automatisch gewählt
und hängt unter anderem von der Partikelverteilung und der geforderten Genauigkeit
der Berechnungen ab. Die kleinsten dabei entstehenden Zellen enthalten zumeist
immer noch mehrere Partikel. Folglich können in der FMM auch mehrere Partikel
die gleichen Zellennummern als Schlüssel zugewiesen bekommen, nach denen sie
anschließend sortiert werden müssen. Abbildung 5.6 (links) zeigt ein Beispiel für ein
zweidimensionales Partikelsystem mit 100 Partikeln. In jeder Zelle befinden sich bis zu
drei Partikel. Die lineare Anordnung der Zellen entspricht der Z-Morton-Reihenfolge.
Die Gebietszerlegung für die datenparallele Implementierung der FMM erfolgt
ebenfalls über die parallele Sortierung der Partikeldaten und die damit einhergehende
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Abbildung 5.6: Beispiel zur Partikelanordnung und Gebietszerlegung in der FMM für
ein zweidimensionales Partikelsystem mit 100 Partikeln. Links: Regelmäßige rekursive
Aufteilung des Partikelsystems in 8× 8 Zellen sowie lineare Anordnung der Zellen
entsprechend der Z-Morton-Reihenfolge. Rechts: Gebietszerlegung des Partikelsystems
durch Aufteilung der linearen Anordnung in drei Abschnitte für die Prozesse q1, q2
und q3.
Aufteilung der linear angeordneten Partikel in Abschnitte für die einzelnen Prozesse.
Abbildung 5.6 (rechts) zeigt die Aufteilung der Partikel in Abschnitte für drei Prozesse
an dem zweidimensionalen Beispiel. Für die parallele Implementierung der FMMwurde
zuvor bereits ein paralleles Sortierverfahren basierend auf Mischen implementiert [43].
Es besitzt einen adaptiven Speicherverbrauch und kann die parallele Sortierung in-
place durchführen. Gleichzeitig erfordert es jedoch eine gleichmäßige Verteilung der zu
sortierenden Partikel auf die Prozesse und unterstützt dadurch auch keine Verteilung
nach Gewichten zur besseren Lastbalancierung. Für die aktuelle Implementierung der
FMM ist dies ausreichend, wobei jedoch in Zukunft auch eine Lastbalancierung mit
Gewichten angestrebt wird.
Implementierungsdetails
Die Partikel besitzen 64-Bit-Integerschlüssel, nach denen sie sortiert werden müssen.
Neben den Positionen und Ladungen der Partikel müssen in der FMM nur noch
zwei separate 64-Bit-Integerwerte pro Partikel mit umsortiert werden. Die Parti-
keldaten sind dabei nach Abspeicherungsformat B aus Abschnitt 5.1 im Speicher
abgelegt. Insgesamt umfassen die zu sortierenden Partikeldaten in den nachfolgenden
Experimenten damit 56 Byte pro Partikel, die in 5 separaten Feldern gespeichert sind.
Die neue parallele Sortierung der Partikeldaten in der FMM wird mit dem in
Kapitel 3 vorgestellten parallelen Sortieren durch Partitionieren durchgeführt. Hierbei
werden die Schritte I–IV, wie in Abschnitt 3.1 beschrieben, ausgeführt. Das sequenti-
elle Sortieren (Schritt I) und Zusammenmischen (Schritt IV) der Partikeldaten wird
gleichzeitig mit allen Feldern der einzelnen Datenkomponenten durchgeführt. Für die
Umverteilung der Partikeldaten (Schritt III) wird die MPI_Alltoallv-Kommunikati-
onsoperation hintereinander für jedes Feld aufgerufen. Bei Verwendung der In-place-
MPI_Alltoallv-Kommunikationsoperation aus Kapitel 4 wird die in Abschnitt 5.1




















Paralleles Sortieren in der FMM
Paralleles Sortieren basierend auf Mischen (alt), out-of-place
Paralleles Sortieren durch Partitionieren (neu), out-of-place
Paralleles Sortieren basierend auf Mischen (alt), in-place
Paralleles Sortieren durch Partitionieren (neu), in-place
Abbildung 5.7: Laufzeiten für das parallele Sortieren der Partikeldaten in der FMM
in Abhängigkeit von der Prozessanzahl mit dem alten und dem neuen parallelen
Sortierverfahren jeweils als Out-of-place- und In-place-Verfahren. Es werden jeweils
2Mio. Partikel pro Prozess verwendet.
Aktuell erfordert die parallele Implementierung der FMM, dass jeder Prozess
nach der Sortierung dieselbe Anzahl von Partikeln besitzt wie zuvor. Gewichte zur
Lastbalancierung werden nicht verwendet. Es sei ni die Anzahl der Partikel, die
Prozess qi, i ∈ {1, . . . , p}, vor und nach der Sortierung besitzen soll. Die Schranken






ni für j = 1, . . . , p− 1 .
Die unteren und oberen Schranken werden dabei jeweils gleich gewählt, so dass eine
genau vorgegebene Verteilung der Partikel auf die Prozesse erzeugt wird. Da sich
mehrere Partikel in einer Zelle befinden können, existieren Partikel mit gleichen
Zellennummern, nach denen sie sortiert werden müssen. Eine Berücksichtigung von
doppelten Schlüsselwerten, wie in Abschnitt 3.2.3 beschrieben, ist beim parallelen
Sortieren der Partikeldaten der FMM somit unverzichtbar.
Laufzeitverhalten
Für die nachfolgenden Experimente mit der FMM wurde das JuRoPA-System verwen-
det, wobei zur Begrenzung der Rechenzeit maximal 2Mio. Partikel pro Prozess genutzt
wurden. Alle Partikel besitzen die konstante Ladung eins und für die Berechnungen
der FMM wird ein relativer Energiefehler von ∆E = 10−3 gefordert.
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Abbildung 5.8: Laufzeiten der FMM in Abhängigkeit von der Prozessanzahl mit
einem geforderten relativen Energiefehler von ∆E = 10−3 (links) und ∆E = 10−6
(rechts). Es werden jeweils insgesamt 2Mio. und 32Mio. Partikel verwendet.
Abbildung 5.7 zeigt Laufzeiten für das parallele Sortieren der Partikeldaten in der
FMM in Abhängigkeit von der Prozessanzahl mit 2Mio. Partikel pro Prozess. Es
werden Ergebnisse für das alte parallele Sortierverfahren basierend auf Mischen und
das neue parallele Sortieren durch Partitionieren jeweils als Out-of-place- und In-
place-Verfahren gezeigt. Aufgrund der großen Menge an Partikeldaten, die hierbei
sortiert werden müssen, kommt es bei kleinen Prozessanzahlen dazu, dass die In-place-
Sortierung eine geringere Laufzeit benötigt als die Out-of-place-Sortierung. Dies wird
durch die lokale Sortierung verursacht, welche beim alten und beim neuen parallelen
Sortierverfahren gleichermaßen als erster Schritt ausgeführt wird. Insgesamt ergibt
sich für beide parallele Sortierverfahren ein Anstieg der Laufzeit mit zunehmender
Prozessanzahl. Die zugehörigen Laufzeiten der gesamten FMM liegen hierbei zwischen
38 Sekunden und 52 Sekunden, wobei der Anteil der parallelen Sortierung bei ca.
1–8% liegt.
Die Ergebnisse zeigen, dass das neue parallele Sortierverfahren geringere Laufzeiten
benötigt als das alte, sowohl als Out-of-place- als auch als In-place-Verfahren. Eine
Ausnahme stellt die In-place-Sortierung mit dem neuen parallelen Sortierverfahren
ab 512 Prozesse dar. Hierbei verursacht die In-place-MPI_Alltoallv-Kommunikati-
onsoperation einen starken Anstieg der Laufzeit. Insgesamt zeigt sich jedoch, dass
insbesondere beim Vorhandensein zusätzlicher Daten das einmalige Umverteilen der
Daten beim parallelen Sortieren durch Partitionieren deutlich effizienter ist als das
mehrmalige Versenden der Daten beim Mischen.
Abbildung 5.8 zeigt Laufzeiten für die FMM und für das parallele Sortieren der
Partikeldaten in der FMM in Abhängigkeit von der Prozessanzahl mit insgesamt
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2Mio. und 32Mio. Partikeln. Die Berechnungen der FMM werden mit einem ge-
forderten relativen Energiefehler von ∆E = 10−3 (links) und ∆E = 10−6 (rechts)
durchgeführt. Durch die Verringerung des geforderten Energiefehlers erhöht sich der
Berechnungsaufwand der FMM, wodurch die Laufzeit um ca. einen Faktor 4,5 ansteigt.
Die Laufzeiten der parallelen Sortierung sind hiervon nicht betroffen und verhalten
sich in beiden Fällen gleich: Mit 2Mio. Partikeln sinkt die Laufzeit der Sortierung
aufgrund der sinkenden Anzahl von Partikeln pro Prozess bis ca. 64 Prozesse. Bei
weiter zunehmender Prozessanzahl steigt die Laufzeit wieder an, wobei dieser Anstieg
im Wesentlichen durch die Datenumverteilung mit der MPI_Alltoallv-Kommunikati-
onsoperation des JuRoPA-Systems verursacht wird. Mit 32Mio. Partikeln tritt dieses
Verhalten erst bei höheren Prozessanzahlen auf. Insgesamt zeigen die Ergebnisse
die gute Skalierbarkeit der parallelen FMM-Implementierung. Je nach Partikelan-
zahl und Berechnungsaufwand innerhalb der FMM kann die parallele Sortierung der
Partikeldaten einen signifikanten Einfluss auf die Laufzeit der FMM haben.
5.4 Anwendungsbeispiel: Nahfeldlöser
Der im Folgenden als Anwendungsbeispiel betrachtete Nahfeldlöser ist ebenfalls Teil
des ScaFaCoS-Projekts. Er kann in Verbindung mit schnellen Lösungsmethoden
eingesetzt werden, die selbst keine Nahfeldberechnungen durchführen. Das Nahfeld
umfasst hierbei nur Wechselwirkungen zwischen Partikeln, deren Abstand zueinander
kleiner als ein vorgegebener Cutoff-Radius ist. Der Nahfeldlöser berechnet für jedes
Partikel die Wechselwirkungen mit allen im Umkreis des Cutoff-Radius liegenden
Partikeln direkt. Das bedeutet, dass beispielsweise die Potentialwerte und Kräfte wie
in Abschnitt 5.1 berechnet werden, aber dabei nicht über alle Partikel summiert wird,
sondern jeweils nur über die innerhalb des Cutoff-Radius. Der Berechnungsaufwand
hängt hierbei von der Anzahl der Partikel ab, die sich jeweils im Umkreis des Cutoff-
Radius befinden. Ist diese Anzahl je Partikel konstant, dann besitzt der Nahfeldlöser
eine Laufzeitkomplexität von O(n).
Sind die Partikel unsortiert, dann müssen jeweils die paarweisen Abstände zwischen
allen Partikeln berechnet werden, um entscheiden zu können, ob eine Wechselwir-
kung zum Nahfeld gehört oder nicht. Der Nahfeldlöser verwendet stattdessen eine
regelmäßige Aufteilung des Partikelsystems in Zellen, deren Größe dem vorgegebenen
Cutoff-Radius entspricht. Sind alle Partikel in ihre jeweiligen Zellen einsortiert, dann
müssen für die Berechnung der Wechselwirkungen eines Partikels nur noch die Partikel
betrachtet werden, die sich in der gleichen Zelle oder einer direkten Nachbarzelle
befinden. Damit wird die Anzahl an potentiellen Wechselwirkungspartnern deutlich
reduziert. Für diese wird dann jeweils anhand des Abstandes entschieden, ob deren
Wechselwirkung zum Nahfeld gehört oder nicht. Abbildung 5.9 (links) zeigt die Auf-
teilung in Zellen für ein zweidimensionales Partikelsystem mit 100 Partikeln. Für ein
ausgewähltes Partikel wird der Umkreis des Cutoff-Radius gezeigt und es sind die
Zellen hervorgehoben, die für die Berechnung der Wechselwirkung dieses Partikels
betrachtet werden müssen.
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Abbildung 5.9: Beispiel zur Aufteilung des Partikelsystems und zur Gebietszerlegung
im Nahfeldlöser für ein zweidimensionales Partikelsystem mit 100 Partikeln. Links:
Regelmäßige Aufteilung des Partikelsystems in Zellen und hervorgehobener Umkreis
des Cutoff-Radius eines einzelnen Partikels. Rechts: Gebietszerlegung durch regelmä-
ßige Aufteilung des Partikelsystems auf ein 2× 2 Prozessgitter sowie Markierung der
Geisterzellen.
Die datenparallele Implementierung des Nahfeldlösers verwendet eine regelmäßige
Aufteilung des Partikelsystems auf ein vorgegebenes Prozessgitter. Hierdurch be-
kommt jeder Prozess ein quaderförmiges Gebiet des Partikelsystems zugewiesen, für
dessen Partikel er die Wechselwirkungen berechnet. Zur Berechnung der Wechselwir-
kungen von Partikeln an den Rändern dieser Gebiete werden jeweils auch Partikel
benötigt, die sich auf benachbarten Prozessen befinden. Um diese Partikel auf den
jeweiligen Prozessen bereitzustellen, werden von allen Partikeln in Randzellen Kopien
auf den entsprechenden Nachbarprozessen angelegt. Zusätzlich zu den Zellen inner-
halb des Gebiets eines Prozesses erhält jeder Prozess damit noch eine „Hülle“ von
sogenannten Geisterzellen, die Kopien der Partikel der Nachbarprozesse enthalten.
Abbildung 5.9 (rechts) zeigt die Aufteilung des Partikelsystems in vier Gebiete für
ein 2× 2 Prozessgitter an dem zweidimensionalen Beispiel.
Nach dem Umverteilen der Partikel, dem Einsortieren in Zellen und dem Erzeugen
von Geisterzellen berechnen alle Prozesse die Wechselwirkungen der ihnen zugewiese-
nen Partikel. Nach Abschluss der Berechnungen werden die Partikel zusammen mit
den berechneten Ergebnissen wieder in ihre Ausgangsanordnung zurücksortiert. Diese
Rücksortierung ist notwendig, damit ein Nutzer der ScaFaCoS-Bibliothek partikelbe-
zogene Ergebnisse, wie Potentialwerte und Kräfte, in der gleichen Anordnung zurück
erhält, wie sie das Partikelsystem bei der Übergabe an den Nahfeldlöser besaß.
Implementierungsdetails
Die Partikeldaten des Nahfeldlösers sind nach Abspeicherungsformat A aus Ab-
schnitt 5.1 im Speicher abgelegt. Bei der Umverteilung der Partikel auf das Prozessgit-
ter umfassen die Partikeldaten neben Positionen und Ladungen noch die Koordinaten
der Zellen, in denen sich die Partikel jeweils befinden sowie Partikelnummern für die
Rücksortierung. Bei der Rücksortierung umfassen die Partikeldaten die berechneten
Potentialwerte und Kräfte sowie die Partikelnummern, anhand derer die Ausgangsan-
ordnung wiederhergestellt werden kann. Insgesamt ergeben sich damit Partikeldaten
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im Umfang von 64 Byte pro Partikel bei der Umverteilung und 40 Byte pro Partikel
bei der Rücksortierung, die jeweils in einem einzelnen Feld gespeichert sind.
Sowohl die Umverteilung der Partikeldaten auf das Prozessgitter als auch die Rück-
sortierung wird mit der in Abschnitt 4.3 vorgestellten feingranularen Datenumver-
teilungsoperation MPI_Alltoall_specific durchgeführt. Hierbei wird die Alltoallv-
Implementierungsvariante genutzt. Die Callback-Funktionen, welche jedes Partikel
einem Prozess zuweisen, werden wie folgt realisiert:
Umverteilung auf Prozessgitter: Das Prozessgitter ist in Form eines kartesischen
MPI-Kommunikators gegeben. Anhand der Position eines Partikels werden die
Koordinaten des Zielprozesses für die regelmäßige Aufteilung des Partikelsystems
berechnet. Anschließend wird zu diesen Koordinaten mit der MPI-Operation
MPI_Cart_rank der Rang des Zielprozesses ermittelt.
Rücksortierung: Die Partikelnummern entsprechen einer prozessweisen Nummerie-
rung aller Partikel in ihrer Ausgangsanordnung. Folglich gehören Bereiche
aufeinander folgender Partikelnummern zu einzelnen Prozessen. Indem gleich-
zeitig bekannt ist, wie viele Partikel jeder Prozess ursprünglich besaß, kann
anhand einer gegeben Partikelnummer ermittelt werden, in welchem Bereich sie
liegt und zu welchem Prozess dieser Bereich in der Ausgangsanordnung gehörte.
Bei der Rücksortierung werden die Partikeldaten nach der feingranularen Umverteilung
auf jedem Prozess anhand ihrer Partikelnummern permutiert, um die Ausgangsan-
ordnung zu erhalten.
Laufzeitverhalten
Abbildung 5.10 zeigt Laufzeiten des Nahfeldlösers in Abhängigkeit von der Pro-
zessanzahl mit insgesamt 1Mio. Partikel für das JUGENE-System (links) und 10Mio.
Partikel für das JuRoPA-System (rechts). Zusätzlich werden jeweils die Laufzeiten für
die Umverteilung der Partikeldaten auf das Prozessgitter und für die Rücksortierung
gezeigt. Das jeweilige dreidimensionale Prozessgitter wird dabei mit der MPI-Ope-
ration MPI_Dims_create erzeugt. Es werden homogene Partikelverteilungen genutzt
und der Cutoff-Radius wird jeweils so gewählt, dass sich durchschnittlich 20 Partikel
in einer Zelle befinden.
Obwohl die Rücksortierung auch die Permutation der Partikeldaten umfasst, be-
nötigt sie zumeist eine geringere Laufzeit als die vorherige Umverteilung der Par-
tikeldaten auf das Prozessgitter. Dies wird zum Teil durch den geringeren Umfang
der Partikeldaten bei der Rücksortierung verursacht. Darüber hinaus resultieren die
Laufzeitunterschiede aber überwiegend aus den unterschiedlichen Kosten der Callback-
Funktionen. Für die Umverteilung der Partikeldaten auf das Prozessgitter muss jeweils
die Partikelposition in Prozesskoordinaten umgerechnet werden und anschließend
muss mit einem Funktionsaufruf der MPI-Bibliothek der Rang des Prozesses ermittelt
werden. Mit steigender Prozessanzahl und somit einer abnehmenden Anzahl von
Partikeln pro Prozess werden diese Unterschiede geringer. In beiden Fällen wird
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Abbildung 5.10: Laufzeiten des Nahfeldlösers sowie für die Umverteilung und Rück-
sortierung der Partikeldaten in Abhängigkeit von der Prozessanzahl. Es werden
insgesamt 1Mio. Partikel für das JUGENE-System (links) und insgesamt 10Mio.
Partikel für das JuRoPA-System (rechts) verwendet.
dann die Laufzeit von den Kosten der MPI_Alltoallv-Kommunikationsoperation
dominiert, die für die Alltoallv-Implementierungsvariante der feingranularen Daten-
umverteilungsoperation benutzt wird. Ab ca. 1024 Prozesse für das JUGENE-System
und ab ca. 128 Prozesse für das JuRoPA-System ist der Kommunikationsumfang
zwischen je zwei Prozessen so gering, dass die Laufzeit mit steigender Prozessanzahl
wieder ansteigt. Insgesamt liegt der Anteil für die Umverteilung und Rücksortierung
der Partikeldaten an der gesamten Laufzeit des Nahfeldlösers bei unter 10% für das
JUGENE-System und bei unter 20% für das JuRoPA-System. Die Auswirkungen auf
das Gesamtverhalten des Nahfeldlösers sind hierbei entsprechend begrenzt. In der
Praxis hängt der Berechnungsaufwand des Nahfeldlösers jedoch stark vom gewählten
Cutoff-Radius ab, wohingegen der Aufwand für die Umverteilung und Rücksortierung
der Partikeldaten hiervon weitestgehend unabhängig ist.
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Effiziente parallele Sortier- und Datenumverteilungsverfahren sind ein wichtiger, oft
unverzichtbarer Bestandteil vieler Anwendungen des wissenschaftlichen Rechens bei
der Nutzung von Parallelrechnern mit verteiltem Speicher. Insbesondere im Hinblick
auf konkrete Anwendungsbereiche ergeben sich dabei verschiedene Anforderungen,
die bisher existierende Verfahren nicht oder nur ungenügend erfüllen.
In der vorliegenden Arbeit wurde für verschiedene Anwendungen aus dem Be-
reich der Partikelsimulationen gezeigt, wie die speziellen Anforderungen an parallele
Sortier- und Datenumverteilungsverfahren effizient erfüllt werden können. Mit den
neu entwickelten Verfahren zum Sortieren der Partikeldaten konnten dabei in den
betrachteten Anwendungsbeispielen Laufzeitverringerungen um bis zu 11% erreicht
werden. Im direkten Vergleich mit existierenden, hochoptimierten parallelen Sortier-
verfahren ergaben sich bei Benchmarkrechnungen um bis zu 25% geringere Laufzeiten.
Mit der entwickelten In-place-Datenumverteilungsoperation kann bei datenintensiven
Anwendungen der Speicherverbrauch um bis auf die Hälfte reduziert werden. Die
Verwendung dieser neuen Kommunikationsoperation ermöglicht in der Praxis eine
bessere Nutzung des verfügbaren Hauptspeichers und kann die maximal berechenbare
Problemgröße einer Anwendung im Idealfall nahezu verdoppeln. Da die Datenumver-
teilung bei den betrachteten Anwendungen zumeist nur einen geringen Anteil an der
Gesamtlaufzeit aufwies, waren die Auswirkungen durch zusätzliche Kosten der In-
place-Datenumverteilung in diesen Fällen ebenfalls nur gering.
Die Effizienz und teilweise auch die Funktionsfähigkeit von Partikelsimulationen
hängt stark von der Verteilung der zu verarbeitenden Partikeldaten auf die Rechenkno-
ten eines Parallelrechners ab. Diese Verteilung resultiert zumeist aus einer parallelen
Sortierung der Partikeldaten. Aus Sicht von Partikelsimulationen ist hierfür eine geziel-
te und zuverlässige Steuerung der Verteilung der Partikeldaten erforderlich, die auch
anwendungsspezifische Lastbalancierungsmetriken unterstützt. Da der überwiegende
Teil der existierenden parallelen Sortierverfahren diese Anforderungen nicht erfüllt,
wurde hierzu ein neues paralleles Sortierverfahren entwickelt. Kern des Verfahrens ist
ein Partitionierungsalgorithmus, der ermittelt, wie die zu sortierenden Datenelemen-
te umverteilt werden müssen. Gleichzeitig werden dabei Vorgaben hinsichtlich der
angestrebten Verteilung der Datenelemente eingehalten und anwendungsspezifische
Lastbalancierungsmetriken in Form von gewichteten Datenelementen unterstützt.
Da Partikelsimulationen überwiegend Datenelemente mit Integerschlüsseln sortieren,
wurde die Entwicklung des parallelen Sortierverfahrens hierauf beschränkt. Das Ver-
fahren arbeitet damit zum einen schneller als vergleichsbasierte Sortierverfahren und
bietet die Möglichkeit, gezielt nur eingeschränkte Bitpositionen der Integerschlüssel zu
betrachten. Darüber hinaus ist der Partitionierungsalgorithmus auch für vergleichsba-
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siertes paralleles Sortieren geeignet, indem die Ermittlung der Splitting-Kandidaten
mit Pivotelementen anstatt mit Bitpositionen durchgeführt wird.
Zur Datenumverteilung werden in parallelen Sortierverfahren und Partikelsimula-
tionen überwiegend kollektive Operationen zur irregulären All-to-all-Kommunikation,
wie die MPI-Operation MPI_Alltoallv, eingesetzt. Da diese Kommunikationsope-
rationen einen separaten Speicherbereich zum Empfangen der umzuverteilenden
Daten benötigen, kam es in der Praxis bei datenintensiven Anwendungen häufig
zu Einschränkungen aufgrund des zu hohen Speicherverbrauchs. Hierfür wurde der
(soweit bekannt) erste In-place-Algorithmus für die MPI_Alltoallv-Kommunikati-
onsoperation vorgestellt, der eine vergleichbar flexible Datenumverteilung ermöglicht
wie die existierende Out-of-place-Operation des MPI-Standards. Dadurch wurde es
ermöglicht, paralleles Sortieren mit dem neu entwickelten parallelen Sortierverfahren
ebenfalls in-place durchzuführen. Darüber hinaus wurde eine neue feingranulare Da-
tenumverteilungsoperation vorgestellt, mit der ein individueller Austausch einzelner
Datenelemente über eine kollektive Kommunikationsoperation effizient durchgeführt
werden kann. In Kombination mit dem In-place-Algorithmus für die MPI_Alltoallv-
Kommunikationsoperation konnte die feingranulare Datenumverteilungsoperation
ebenfalls als In-place-Variante umgesetzt werden.
Die als Anwendungsbeispiele betrachteten Lösungsmethoden zur Berechnung lang-
reichweitiger Wechselwirkungen werden im Rahmen des ScaFaCoS-Projekts von
Kooperationspartnern im Forschungszentrum Jülich entwickelt. Das neue parallele
Sortierverfahren wurde in die Anwendungsprogramme PEPC und FMM integriert und
ersetzt jeweils die bereits vorhandenen Verfahren zum Sortieren von Partikeldaten.
Darüber hinaus wurde als weiteres Anwendungsbeispiel ein paralleler Nahfeldlöser
betrachtet. Dieser verwendet die neu entwickelte feingranulare Datenumverteilungs-
operation zur Aufteilung der Partikeldaten auf ein vorgegebenes Prozessgitter und
zur Permutation der berechneten Ergebnisse.
Alle in dieser Arbeit entwickelten parallelen Verfahren nutzen etablierte Schnitt-
stellen des MPI-Standards und orientieren sich bei der Bereitstellung neuer Funk-
tionalitäten stark an diesen. Sowohl das neue parallele Sortierverfahren als auch
die vorgestellten Datenumverteilungsoperationen sind jeweils einzeln nutzbar, aber
auch in Kombination miteinander. Das Verhalten der Verfahren wurde jeweils isoliert
und auch im praxisrelevanten Einsatz in Anwendungsprogrammen untersucht. Die
Ergebnisse zeigen, dass es möglich war, die Anforderungen der Anwendungsprogram-
me zu erfüllen und dabei gleichzeitig effiziente und flexibel einsetzbare Lösungen zu
entwickeln.
Ausblick Bei der wiederholten Ausführung der Lösungsmethoden zur Berechnung
langreichweitiger Wechselwirkungen in Simulationsanwendungen verändern sich die
Partikelpositionen zumeist nur wenig. Der Bibliotheksansatz zur Implementierung
der Lösungsmethoden erfordert jedoch, dass die Partikeldaten zu Beginn jeder Be-
rechnung sortiert und anschließend wieder zurücksortiert werden. Eine Nutzung von
bereits vorsortierten Partikeldaten ist hierbei aktuell noch nicht möglich. Für die
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feingranulare Datenumverteilungsoperation konnten für den vergleichbaren Fall der
Nachbarschaftskommunikation bereits deutliche Verringerungen der Laufzeit gezeigt
werden. Darüber hinaus ist auch bei der parallelen Sortierung zu erwarten, dass eine
gezielte Anpassung an vorhandene Vorsortierungen zu signifikanten Verringerungen
der Laufzeit führt.
Der entwickelte In-place-Algorithmus für die MPI_Alltoallv-Kommunikationsope-
ration nutzt zusätzlich verfügbaren Speicher zur Performancesteigerung. Selbst mit
ausreichend zusätzlichem Speicher konnte jedoch nicht die Performance der jeweiligen
plattformspezifischen MPI_Alltoallv-Kommunikationsoperation erreicht werden. Die
Gründe hierfür liegen unter anderem in dem dennoch vorhandenen Verwaltungsauf-
wand des In-place-Algorithmus sowie in fehlenden plattformspezifischen Anpassungen.
Hieraus ergeben sich verschiedene Optimierungsmöglichkeiten, wie beispielsweise
eine gezielte Anpassung an große Mengen an zusätzlichem Speicher oder eine Inte-
gration des In-place-Algorithmus in existierende MPI-Bibliotheken. Insgesamt ist
hierbei ein kontinuierlicherer Übergang zwischen In-place- und Out-of-place-Verfahren
anzustreben.
Die feingranulare Datenumverteilungsoperation bietet neben der Integration in
existierende MPI-Bibliotheken noch weitere Möglichkeiten zur Erweiterung ihrer Funk-
tionalität. Während bisher jedes Datenelement an genau einen Prozess versendet wird,
ist es gleichermaßen realisierbar, ein Datenelement gleichzeitig an mehrere Prozesse
zu versenden. Damit würde eine Vervielfältigung der Datenelemente im Zuge ihrer
Umverteilung zugelassen. Mögliche Anwendungsfälle in Partikelsimulationen ergeben
sich beispielsweise innerhalb des Nahfeldlösers bei der Erzeugung von Geisterzellen.
Die hierfür notwendige Vervielfältigung einzelner Partikel kann dann ebenfalls von
der feingranularen Datenumverteilungsoperation durchgeführt werden.
Abschließend bleibt festzuhalten, dass durch die in dieser Arbeit entwickelten
Verfahren eine Vielzahl von Problemen in den betrachteten Anwendungen gelöst
werden konnten. Da die Anwendungen auch in Zukunft weiterentwickelt werden,
ist hierbei auch mit sich verändernden Anforderungen an die parallelen Sortier-
und Datenumverteilungsverfahren zu rechnen. Darüber hinaus können sich aber
insbesondere auch durch zusätzliche Anwendungen neue Herausforderungen und
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(1) Durch den Einsatz von parallelen Sortierverfahren in konkreten Anwendungen
des wissenschaftlichen Rechnens ergeben sich Anforderungen, die von einer
Vielzahl der existierenden parallelen Sortierverfahren nicht oder nur ungenügend
erfüllt werden können.
(2) Datenparallele Implementierungen von Partikelsimulationen verwenden parallele
Sortierverfahren zur Datenumverteilung vor den Berechnungen. Die Datenver-
teilung, die aus der parallelen Sortierung resultiert, kann einen signifikanten
Einfluss auf das Verhalten der Simulationsanwendungen haben und muss daher
innerhalb des parallelen Sortierverfahrens zuverlässig und flexibel gesteuert
werden können.
(3) Mit dem neu entwickelten Partitionierungsalgorithmus können anwendungsspe-
zifische Anforderungen, wie die Steuerung der Verteilung der zu sortierenden
Datenelemente, die Gewichtung von Datenelementen und die Unterstützung von
doppelten Schlüsselwerten, gezielt erfüllt werden. Das darauf basierende paral-
lele Sortierverfahren durch Partitionieren bietet durch seine klare Aufteilung in
einzelne Schritte die Möglichkeit, diese gezielt an das jeweilige Einsatzgebiet
anzupassen. Durch diese Vorgehensweise werden die gestellten Anforderungen
erfüllt und gleichzeitig eine bessere Performance erreicht als mit vergleichbaren,
hochoptimierten parallelen Sortierverfahren.
(4) Der Speicherverbrauch des In-place-Algorithmus für die MPI_Alltoallv-Kom-
munikationsoperation ist unabhängig von der Größe der auszutauschenden
Nachrichten. Ein hohe Speicheranforderung, die durch die Datenumverteilung
mittels All-to-all-Kommunikation innerhalb einer Anwendung verursacht wird,
kann damit deutlich reduziert werden.
(5) Die Implementierung des In-place-Algorithmus für die MPI_Alltoallv-Kommu-
nikationsoperation kann zusätzlich verfügbaren Speicher nutzen, um die Laufzeit
der In-place-Datenumverteilung zu verringern.
(6) Die Verwendung der In-place-Datenumverteilungsoperation führt beim Einsatz
in praxisrelevanten Anwendungsbeispielen nur zu einer geringen Erhöhung
der Gesamtlaufzeit. Im Verhältnis zur damit ermöglichten Reduzierung des
Speicherverbrauchs sind diese zusätzlichen Kosten hinsichtlich der Laufzeit
vertretbar.
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(7) Auch der individuelle Austausch einzelner Datenelemente in Partikelsimulatio-
nen kann mit einer standardisierbaren kollektiven Kommunikationsoperation
erfasst werden, so dass dafür effiziente Implementierung entwickelt und bereit-
gestellt werden können. Die vorgestellte feingranulare Datenumverteilungsope-
ration ermöglicht diesen individuellen Austausch durch die Verwendung einer
vom Nutzer bereitzustellenden Callback-Funktion.
(8) Durch die Verwendung von etablierten Standards, wie MPI, können die entwi-
ckelten parallelen Sortier- und Datenumverteilungsverfahren in einer Vielzahl
von Anwendungen eingesetzt werden. Gleichzeitig können die Verfahren dadurch
auch unabhängig von den Anwendungen weiterentwickelt und an spezifische
Plattformen angepasst werden.
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