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Abstract
In this article we provide a set of sufficient conditions that allow a natural extension of Chernoff’s product
formula to the case of certain one-parameter family of functions taking values in the algebra L(B) of all
bounded linear operators defined on a complex Banach space B. Those functions need not be contraction-
valued and are intimately related to certain evolution operators U(t, s)0stT on B. The most direct
consequences of our main result are new formulae of the Trotter–Kato type which involve either semigroups
with time-dependent generators, or the resolvent operators associated with these generators. In the general
case we can apply such formulae to evolution problems of parabolic type, as well as to Schrödinger evo-
lution equations albeit in some very special cases. The formulae we prove may also be relevant to the
numerical analysis of non-autonomous ordinary and partial differential equations.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that strongly convergent product formulae of the form
exp
[−τ(A + B)]= lim
n→+∞
(
exp
[
−τ
n
A
]
exp
[
−τ
n
B
])n
, (1)
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satisfying certain conditions, are quite relevant to the understanding of certain basic questions
in mathematics or mathematical physics. For instance, while (1) makes it possible to relate the
solutions of certain evolution problems to the theory of Wiener integrals through the celebrated
Feynman–Kac formula, a slightly modified version of it allows a rigorous construction of the
so-called Feynman path integral representation of solutions to Schrödinger equations with time-
independent potentials in quantum mechanics (we refer the reader for instance to [6,12,18] and
to the references therein for a comprehensive analysis of such results). Along a different line,
when B is finite-dimensional formulae such as (1) together with the related Baker–Campbell–
Hausdorff formulae of Lie group theory also play an important rôle in numerical analysis (see
for instance [5,10]).
Ever since the publication of Trotter’s seminal contribution in [20], there have been numerous
extensions of (1) in various directions such as those discussed in [2–4,8,11,13,14,12,15,16], to
name only a few. Of particular significance among these works is Chernoff’s paper [2], where
the author develops a compact and self-contained presentation of earlier results that allows him
to reproduce many of the exponential formulae of semigroup theory, particularly those involving
resolvent operators. Furthermore a generalization of (1) relative to operators A(t) and B(t) that
may depend explicitly on time, and which are defined on time-dependent domains in B, is proved
in [21] within the framework of the Kato–Tanabe theory, thus extending the results of [9] which
had been previously obtained under the very restrictive condition that the domains of A(t) and
B(t) be time-independent (we refer the reader to [14,19] for very nice accounts of the Kato–
Tanabe theory).
In this article we provide a set of sufficient conditions that allow a generalization of Cher-
noff’s result to the case of time-dependent operators, thereby developing a unified treatment
of the non-autonomous case. Accordingly, we organize the remaining part of this article in the
following way: in Section 2 we state our main result of which we give a very detailed but con-
cise proof. The validity of our arguments there rests on the existence of an evolution system
U(t, s)0stT in B possessing strong smoothing properties that make our result rather suit-
able for applications to evolution problems of parabolic type, as well as to Schrödinger evolution
equations in some very particular cases. The reason why restrictions indeed do come about in
the latter case simply lies in the fact that Schrödinger propagators do not share the typical holo-
morphic regularization properties of parabolic propagators. Finally, we illustrate our result in
Section 3 by means of several examples ranging from finite-dimensional problems to an infinite-
dimensional one involving non-autonomous linear parabolic equations and a question related to
quantum mechanics.
2. Statement and proof of the main result
In what follows we write c for all the irrelevant constants that occur in the various es-
timates unless we specify these constants otherwise. Furthermore, by an evolution system
U(t, s)0stT in B we mean a two-parameter family of bounded linear operators satisfying
the usual strong continuity properties and composition laws (see for instance [17] or [19]). Fi-
nally, we denote by ‖.‖ the norm of B and by ‖.‖∞ the usual supremum-norm of L(B), the
algebra of all bounded linear operators defined on B the identity element of which we denote
by I.
For any T ∈ (0,+∞) and each t ∈ [0, T ] we consider functions Ft : [0,+∞) → L(B) satis-
fying the following hypothesis:
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the inequality
sup
t∈[0,T ]
∥∥Ft(τ )∥∥∞  exp[cτ ] (2)
holds for all τ ∈ [0,+∞). Moreover, for every such τ the function t → Ft(τ ) is continuous
on [0, T ] in the strong operator topology of L(B).
Furthermore, let D(F ′t (0)) be the linear set of all v ∈ B such that the strong limit
lim
τ→0+
Ft(τ )v − v
τ
:= F ′t (0)v
exists in B for every t ∈ [0, T ]. The generalization of Chernoff’s result we have in mind requires
F ′t (0) to be intimately related to a family of evolution operators possessing strong regularity
properties. In order to make this requirement precise, we consider the non-autonomous initial-
value problem
du(t)
dt
= F ′t (0)u(t), t ∈ (s, T ],
u(s) = v (3)
and assume that the following hypothesis holds:
(F2) There exists an evolution system U(t, s)0stT in B and a dense set D ⊆ B such that for
all s, t with 0 s < t  T and for every v ∈ D the following conditions are valid:
(a) We have U(t, s)v ∈ D(F ′t (0)) and
lim
τ→0+
sup
t∈(s,T )
∥∥∥∥Ft (τ )U(t, s)v − U(t, s)vτ − F ′t (0)U(t, s)v
∥∥∥∥= 0. (4)
(b) The function t → u(t) := U(t, s)v is strongly once continuously differentiable in B
and satisfies (3).
Under these conditions our main result is the following.
Theorem. Assume that hypotheses (F1) and (F2) hold. Then for all 0 s  t  T we have
U(t, s) = lim
n→+∞
0∏
γ=n−1
Fs+ γ
n
(t−s)
(
t − s
n
)
(5)
in the strong operator topology of L(B).
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n
and define
the sequence of products (Pn(t, s)) ⊂ L(B) by
Pn(t, s) := U(t, s) −
1∏
γ=n
Fs+(γ−1)h(h). (6)
Since (2) holds and since nh remains bounded the sequence (Pn(t, s)) is bounded in L(B), so
that in order to prove (5) it is sufficient to show that Pn(t, s)v → 0 as n → +∞ in the strong
topology of B for every v ∈ D, the dense set of hypothesis (F2). We first remark that we may
write (6) as
Pn(t, s) =
1∏
γ=n
U
(
s + γ h, s + (γ − 1)h)− 1∏
γ=n
Fs+(γ−1)h(h)
=
1∏
γ=n
Uγ,n(t, s) −
1∏
γ=n
Fγ,n(t, s)
by virtue of the basic composition law of the operators U(t, s), where we have introduced the
shorthand notation
Uγ,n(t, s) := U
(
s + γ h, s + (γ − 1)h) (7)
and
Fγ,n(t, s) := Fs+(γ−1)h(h). (8)
Furthermore, for n 3 we have
1∏
γ=n
Uγ,n(t, s) −
1∏
γ=n
Fγ,n(t, s)
=
2∏
α=n
Fα,n(t, s) ×
(
U1,n(t, s) − F1,n(t, s)
)
+
n−1∑
γ=2
γ+1∏
α=n
Fα,n(t, s) ×
(
Uγ,n(t, s) − Fγ,n(t, s)
)× 1∏
β=γ−1
Uβ,n(t, s)
+ (Un,n(t, s) − Fn,n(t, s))× 1∏
β=n−1
Uβ,n(t, s),
which can easily be checked directly. Therefore, by using (7), (8) and the fundamental properties
of the operators U(t, s) once again we obtain
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n−1∑
γ=1
γ+1∏
α=n
Fα,n(t, s) ×
(
Uγ,n(t, s) − Fγ,n(t, s)
)
U
(
s + (γ − 1)h, s)
+ (Un,n(t, s) − Fn,n(t, s))U(s + (n − 1)h, s),
so that by invoking (2) we get the simple inequality
∥∥Pn(t, s)v∥∥ c n∑
γ=1
∥∥(Uγ,n(t, s) − Fγ,n(t, s))U(s + (γ − 1)h, s)v∥∥ (9)
for every v ∈ D, again because nh remains bounded.
We now substitute (7) along with (8) back into (9) and then set rγ := s + (γ − 1)h; this leads
to the estimates
∥∥Pn(t, s)v∥∥ cn max
γ∈{1,...,n}
∥∥U(rγ + h, s)v − Frγ (h)U(rγ , s)v∥∥
 cn sup
r∈[s,s+(n−1)h]
∥∥U(r + h, s)v − Fr(h)U(r, s)v∥∥
 cn sup
r∈[s,T−h]
∥∥U(r + h, s)v − Fr(h)U(r, s)v∥∥
= cn sup
r∈(s,T−h]
∥∥U(r + h, s)v − Fr(h)U(r, s)v∥∥ (10)
where the last equality in (10) follows from the strong continuity of the function
r → U(r + h, s)v − Fr(h)U(r, s)v
on [s, T − h]. This property is indeed an immediate consequence of the strong continuity of the
evolution system and of the very last requirement of hypothesis (F1).
Next, we proceed from (10) by introducing the two families of linear operators
L(h, r) := h−1(I−Fr(h))+ F ′r (0) (11)
and
M(h, r) := h−1(I−U(r + h, r))+ F ′r (0) (12)
defined on the domain D(F ′r (0)). Since nh remains bounded and since U(r, s)v ∈ D(F ′r (0)) for
every r ∈ (s, T − h] according to the first part of (a) in hypothesis (F2), the substitution of (11)
and (12) into (10) then gives
∥∥Pn(t, s)v∥∥ c sup
r∈(s,T −h]
∥∥(L(h, r) − M(h, r))U(r, s)v∥∥
so that it is sufficient to prove the relations
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h→0+
sup
r∈(s,T −h]
∥∥L(h, r)U(r, s)v∥∥= 0 (13)
and
lim
h→0+
sup
r∈(s,T−h]
∥∥M(h, r)U(r, s)v∥∥= 0 (14)
to get the desired result.
The fact that (13) holds is a consequence of (4) and (11). As for the proof of (14) we write
M(h, r)U(r, s)v = h−1
r+h∫
r
dk
(
F ′r (0)U(r, s)v − F ′k(0)U(k, s)v
) (15)
which follows from (12) and (b) of hypothesis (F2), and remark that the function k →
F ′k(0)U(k, s)v is uniformly strongly continuous on [r, r + h]; therefore, for every  ∈ (0,+∞)
there exists h ∈ (0,+∞) such that the inequalities 0  k − r  h  h along with (15) imply
the estimate
∥∥M(h, r)U(r, s)v∥∥ 
uniformly in r . 
In the next section we display some of the most direct consequences of the above theorem in
the form of new product formulae of the Trotter–Kato type.
3. Some examples
In the first two examples and for the sake of simplicity we consider the case of bounded,
time-dependent generators which, of course, includes the matrix case.
Example 1. Let us consider the functions Ft : [0,+∞) → L(B) given by
Ft(τ ) =
N∏
j=1
exp
[−τAj (t)] (16)
where the Aj : [0, T ] → L(B) are continuous functions relative to the uniform operator topology.
By expressing each of the factors in (16) by means of the exponential series we can easily ver-
ify that (F1) and (F2) hold, the corresponding evolution system UA1+···+AN (t, s)0stT being
associated with the initial-value problem
du(t)
dt
= −
N∑
j=1
Aj(t)u(t), t ∈ (s, T ],
u(s) = v. (17)
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simple consequences of the bound
max
j∈{1,...,N}
sup
t∈[0,T ]
∥∥Aj(t)∥∥∞ < +∞ (18)
and of the boundedness of t → ‖UA1+···+AN (t, s)v‖. From (5) we then obtain
UA1+···+AN (t, s) = lim
n→+∞
0∏
γ=n−1
N∏
j=1
exp
[
− t − s
n
Aj
(
s + γ
n
(t − s)
)]
(19)
in the strong operator topology of L(B), which gives
UA+B(t, s) = lim
n→+∞
0∏
γ=n−1
exp
[
− t − s
n
A
(
s + γ
n
(t − s)
)]
exp
[
− t − s
n
B
(
s + γ
n
(t − s)
)]
(20)
in the case of only two generators A(t) and B(t). This last relation obviously reduces to (1) when
A and B are time-independent. Another particular case of the above formula is
UA(t, s) = lim
n→+∞
0∏
γ=n−1
exp
[
− t − s
n
A
(
s + γ
n
(t − s)
)]
, (21)
which allows the reconstruction of UA(t, s) in a simple way in terms of the basic semigroups
exp[−τA(t)]τ0.
Example 2. The operators Aj(t) are still the same as in the preceding example but we now
impose the additional restriction that the semigroups exp[−τAj (t)]τ0 be contractive. From a
standard Laplace transform argument for the resolvents of their generators we then obtain the
estimate
max
j∈{1,...,N}
sup
(τ,t)∈[0,+∞)×[0,T ]
∥∥(I + τAj (t))−1∥∥∞  1 (22)
so that the functions Ft : [0,+∞) → L(B) given by
Ft(τ ) =
N∏
j=1
(
I + τAj (t)
)−1 (23)
again satisfy (F1). Furthermore, we may choose D = B anew in (F2) and a simple calculation
gives
F ′t (0) = −
N∑
Aj(t),j=1
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each resolvent factor in (23) as the Laplace transform of the associated semigroup. From (5) we
thus get
UA1+···+AN (t, s) = lim
n→+∞
0∏
γ=n−1
N∏
j=1
(
I + t − s
n
Aj
(
s + γ
n
(t − s)
))−1
(24)
in the strong operator topology of L(B), a particular case of which being this time
UA+B(t, s) = lim
n→+∞
0∏
γ=n−1
(
I + t − s
n
A
(
s + γ
n
(t − s)
))−1
×
(
I + t − s
n
B
(
s + γ
n
(t − s)
))−1
. (25)
Remark. Both (20) and (25) are related to the solution of the initial-value problem
du(t)
dt
= −(A(t) + B(t))u(t), t ∈ (s, T ],
u(s) = v. (26)
One reason why one might prefer one approximation over the other regarding the numerical
resolution of (26) lies in the fact that one might converge faster and be more stable than the other
depending on the nature of the operators A(t) and B(t). We refer the reader for instance to [5,10]
for further discussions of related questions and much more concerning the autonomous case.
The situation is no longer that simple when at least one operator is unbounded. In the next
example one generator depends on time and is defined on a time-dependent domain. There and
further below we use the standard notations for the usual spaces of continuous functions, of
Lebesgue integrable functions and for the corresponding Sobolev spaces defined on regions of
Euclidean space (see for instance [1]).
Example 3. Let D ⊂ Rd be an open bounded domain the boundary of which we denote by ∂D.
We consider parabolic initial–boundary value problems of the form
∂u(x, t)
∂t
= divx
(
k(x, t)∇xu(x, t)
)− m(x, t)u(x, t), (x, t) ∈ D × (0, T ],
u(x,0) = u0(x), x ∈ D,
∂u(x, t)
∂n(k)
= 0, (x, t) ∈ ∂D × (0, T ] (27)
where the last relation stands for the conormal derivative of u with respect to the matrix-valued
function k. We assume that the following hypotheses hold:
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{1, . . . , d}. Moreover, there exists a constant k ∈ (0,+∞) such that the inequality
inf
(x,t)∈D×[0,T ]
(
k(x, t)q, q
)
Rd
 k|q|2
holds for all q ∈ Rd , where (.,.)Rd and |.| denote the Euclidean inner product and the induced
norm in Rd , respectively. Finally, there exist constants c∗ ∈ (0,+∞) and σ ∈ ( 12 ,1] such
that the Hölder continuity estimate
max
i,j∈{1,...,d}
sup
x∈D
∣∣ki,j (x, t) − ki,j (x, s)∣∣ c∗|t − s|σ
is valid for all s, t ∈ [0, T ].
(M) We have m ∈ L∞(D × (0, T ),R+) along with
sup
x∈D
∣∣m(x, t) − m(x, s)∣∣ c∗|t − s|σ
for all s, t ∈ [0, T ].
Assuming furthermore that u0 ∈ L2(D,R), we choose in this example B = L2(D,C) en-
dowed with its canonical inner product (.,.)2 and the related norm ‖.‖2. We then define the
self-adjoint, positive operators A(t) and B(t) by
A(t)v := −div(k(., t)∇v) (28)
and
B(t)v := m(., t)v (29)
on the domains
D(A(t))= {v ∈ H 1(D,C): A(t)v ∈ L2(D,C), (A(t)v,w)2 = a(t, v,w)} (30)
and D(B(t)) = L2(D,C), respectively. Thus B(t) remains bounded, which will simplify the
matter a bit. In (30) the last relation holds for every w ∈ H 1(D,C), with the sesquilinear form
a :[0, T ] × H 1(D,C) × H 1(D,C) given by
a(t, v,w) =
∫
D
dx
(
k(x, t)∇xv(x),∇xw(x)
)
Cd
where (.,.)Cd denotes the standard Hermitian inner product in Cd . The conormal boundary con-
dition we referred to above is evidently encoded in (30), and under these conditions it follows that
there exists an evolution system UA+B(t, s)0stT in L2(D,C) which solves the initial-value
problem
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dt
= −(A(t) + B(t))u(t), t ∈ (0, T ],
u(0) = u0 (31)
associated with (27) (see for instance Theorem 5.3.3 in [19], which can be applied to the oper-
ator A(t) + B(t) in this case, or more specifically the very first statement of the main theorem
in [21]).
If we require in addition that the boundary ∂D be sufficiently smooth and that the ki,j be
sufficiently regular on D = D ∪ ∂D, standard elliptic regularity theory allows us to rewrite (30)
as
D(A(t))= {v ∈ H 2(D,C): (∇xv(x), k(x, t)n(x))Cd = 0, x ∈ ∂D}
where n(x) stands for the outer unit normal vector at x (see for instance [17,19,21] and the
references therein). Moreover, in such a case we have
sup
t∈(0,T ]
∥∥A(t)v∥∥2 < +∞ (32)
and
sup
t∈(0,T ]
∥∥B(t)v∥∥2 < +∞ (33)
for all v ∈ C20(D,C), the set of all complex-valued, twice continuously differentiable functions
with compact support in D.
Under these conditions our contention is now that both (20) and (25) hold true for UA+B(t, s)
with A(t) and B(t) given by (28) and (29), respectively. Our proof of this statement will show
that (32) and (33) are the natural substitutes for (18) in this case. We consider again the two
natural choices for Ft : [0,+∞) → L(L2(D,C)), namely,
Ft (τ ) = exp
[−τA(t)] exp[−τB(t)] (34)
and
Ft(τ ) =
(
I + τA(t))−1(I + τB(t))−1, (35)
and show that (F1) and (F2) hold in either case.
From the hypotheses regarding (28) and (29) we first infer that those operators generate holo-
morphic contraction semigroups on L2(D,C), and that the Laplace transforms of these give
(
I + τA(t))−1 =
+∞∫
0
dσ exp[−σ ] exp[−στA(t)] (36)
and
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I + τB(t))−1 =
+∞∫
0
dσ exp[−σ ] exp[−στB(t)] (37)
for every τ ∈ [0,+∞), respectively. Therefore, as in (22) we obtain
sup
(τ,t)∈[0,+∞)×[0,T ]
∥∥(I + τA(t))−1∥∥∞  1 (38)
and
sup
(τ,t)∈[0,+∞)×[0,T ]
∥∥(I + τB(t))−1∥∥∞  1. (39)
Consequently we have (2) in both cases, as well as the continuity of t → Ft (τ ) in the strong
operator topology of L(L2(D,C)). In order to verify this last point it is sufficient to observe that
this property for t → exp[−τA(t)] follows for instance from a suitable modification of the proof
of Lemma 5.3.1 in [19], while that of t → exp[−τB(t)] is immediate from the continuity of m
relative to the time variable, (29) and a simple dominated convergence argument in L2(D,C).
The corresponding property for each of the factors in (35) then follows from (36), (37) and
dominated convergence again, this time on [0,+∞) with respect to the measure dσ exp[−σ ].
Therefore, hypothesis (F1) does hold for both (34) and (35).
As for the verification of (F2) we remark that in both cases we have
F ′t (0) = −
(
A(t) + B(t))
with D(F ′t (0)) = D(A(t)) for every t ∈ [0, T ], so that (31) is indeed of the form (3). Let us now
choose D = C20(D,C); we then infer from standard parabolic theory that UA+B(t, s)v ∈ D(A(t))
for all v ∈ C20(D,C) whenever 0 s < t  T , and that part (b) of hypothesis (F2) holds for every
such v (see, for instance, relation (31) of the main theorem in [21]). Consequently, it remains to
verify the uniformity of the limit in (4).
For Ft of the form (34) we start by breaking up the operator (11) that lurks in (4) into two
pieces, namely,
L(τ, t) = L1(τ, t) + L2(τ, t)
where
L1(τ, t) := τ−1
(
I− exp[−τA(t)])− A(t) (40)
and
L2(τ, t) := τ−1 exp
[−τA(t)](I − exp[−τB(t)])− B(t). (41)
In order to obtain the desired uniformity it is then sufficient to prove that
lim
τ→0+
sup
∥∥L1(τ, t)UA+B(t, s)v∥∥2 = 0 (42)t∈(s,T )
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lim
τ→0+
sup
t∈(s,T )
∥∥L2(τ, t)UA+B(t, s)v∥∥2 = 0 (43)
for every v ∈ C20(D,C).
In a similar way, for Ft of the form (35) we split (11) as
L(τ, t) = L̂1(τ, t) + L̂2(τ, t)
where
L̂1(τ, t) := τ−1
(
I−(I + τA(t))−1)− A(t) (44)
and
L̂2(τ, t) := τ−1
(
I + τA(t))−1(I − (I + τB(t))−1)− B(t). (45)
As before the problem is reduced to proving that
lim
τ→0+
sup
t∈(s,T )
∥∥L̂1(τ, t)UA+B(t, s)v∥∥2 = 0 (46)
and
lim
τ→0+
sup
t∈(s,T )
∥∥L̂2(τ, t)UA+B(t, s)v∥∥2 = 0. (47)
In order to illustrate our method of proof of these relations we shall now focus on (46), as we
can handle the remaining cases (42), (43) and (47) in a similar way. Thus, in order to get (46) it
is sufficient to show that the limit
lim
τ→0+
sup
t∈[s+μ,T ]
∥∥L̂1(τ, t)UA+B(t, s)v∥∥2 = 0 (48)
holds uniformly in μ ∈ (0, T − s). The starting point for this is the relation
L̂1(τ, t)UA+B(t, s)v = τ−1
τ∫
0
dσ
((
I + σA(t))−2 − I)A(t)UA+B(t, s)v, (49)
which follows from (44) and the continuous differentiability of the mapping τ → (I + τA(t))−1
with respect to the strong operator topology, since UA+B(t, s)v ∈ D(A(t)) for all v ∈ C20(D,C)
whenever 0 s < t  T . From (49) we thus obtain
∥∥L̂1(τ, t)UA+B(t, s)v∥∥2  sup
σ∈[0,τ ]
∥∥((I + σA(t))−2 − I)A(t)UA+B(t, s)v∥∥2
so that in order to establish (48) it is sufficient to have
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τ→0+
sup
t∈[s+μ,T ]
∥∥((I + τA(t))−2 − I)A(t)UA+B(t, s)v∥∥2 = 0 (50)
for every v ∈ C20(D,C), uniformly in μ. Let us define R(τ, t) ∈ L(L2(D,C)) by
R(τ, t) := (I + τA(t))−2 − I.
We have
sup
(τ,t)∈[0,+∞)×(s,T )
∥∥R(τ, t)∥∥∞ < +∞
by virtue of (38) and furthermore we claim that
lim
τ→0+
sup
t∈[s+μ,T ]
∥∥R(τ, t)v∥∥2 = 0 (51)
for every v ∈ L2(D,C) uniformly in μ. Indeed, first for v ∈ C20(D,C) we have
R(τ, t)v = (I+(I + τA(t))−1)((I + τA(t))−1v − v)
= −(I+(I + τA(t))−1)
τ∫
0
dσ
(
I + σA(t))−2A(t)v
since C20(D,C) ⊂ D(A(t)), and consequently∥∥R(τ, t)v∥∥2  cτ sup
t∈(s,T ]
∥∥A(t)v∥∥2 → 0
as τ → 0+ for every μ ∈ (0, T − s) because of (32), as desired. Statement (51) for an arbitrary
v ∈ L2(D,C) then follows from the density of C20(D,C) in L2(D,C).
We conclude the argument by showing that (50) follows from (51). To this end let us consider
the set
Kμ =
{
v ∈ L2(D,C): v = A(t)UA+B(t, s)w, t ∈ [s + μ,T ]
}
where w ∈ C20(D,C); since our hypotheses imply that the mapping
t → ∂UA+B(t, s)w
∂t
= −(A(t) + B(t))UA+B(t, s)w
is continuous in the strong topology of L2(D,C) for t ∈ [s + μ,T ], the same is true of the
mapping
t → A(t)UA+B(t, s)w =
(
A(t) + B(t))UA+B(t, s)w − B(t)UA+B(t, s)w.
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v ∈ Kμ since the limit in (51) is now uniform in these v. Thus, (50) is indeed a consequence of
(51). As already mentioned we omit the proofs of (42), (43) and (47), which follow from similar
arguments based on (32) and (33).
To summarize briefly, if hypotheses (K) and (M) hold and if ∂D and ki,j are sufficiently
smooth then we have simultaneously
UA+B(t, s) = lim
n→+∞
0∏
γ=n−1
exp
[
− t − s
n
A
(
s + γ
n
(t − s)
)]
exp
[
− t − s
n
B
(
s + γ
n
(t − s)
)]
= lim
n→+∞
0∏
γ=n−1
(
I + t − s
n
A
(
s + γ
n
(t − s)
))−1(
I + t − s
n
B
(
s + γ
n
(t − s)
))−1
in the strong operator topology of L(L2(D,C)). To the best of our knowledge these two product
formulae are new and might provide a way to analyze the solutions to (27) numerically.
Remark. The results of this article generalize those of [21] in several directions; for instance our
theorem provides a large class of approximations for the given evolution system U(t, s)0stT
through the one-parameter family of functions Ft∈[0,T ], in contrast to the sole exponential ap-
proximations of [21]. Moreover, the operators B(t) in the above examples are not viewed as
small perturbations of the A(t)’s as they are in [21]. Finally, as long as the generators involved
remain bounded the considerations of Section 2 also apply to evolution problems of Schrödinger-
type without any changes in the arguments. A case in point is the following elementary example,
where we have switched to the more conventional notation and terminology of quantum mechan-
ics.
Example 4. Let B = H be a complex Hilbert space and let us consider the functions
Ft : [0,+∞) → L(H) given by
Ft(τ ) = exp
[−iτH(t)] exp[−iτV (t)]
and
Ft(τ ) =
(
I+iτH(t))−1(I+iτV (t))−1
where the functions H , V : [0, T ] → L(H) are continuous in the uniform operator topology
with H(t) and V (t) self-adjoint on H. As in the first two examples it is easily verified that both
hypotheses (F1) and (F2) hold; in particular, the initial-value problem
du(t)
dt
= −i(H(t) + V (t))u(t), t ∈ (s, T ],
u(s) = v (52)
is of the form (3), and there exists a unitary evolution system UH+V (t, s)s,t∈[0,T ] given by
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= I+
+∞∑
γ=1
(−i)γ
t∫
s
dτ1
τ1∫
s
dτ2 · · ·
τγ−1∫
s
dτγ
(
H(τ1) + V (τ1)
) · · · (H(τγ ) + V (τγ ))
= lim
n→+∞
0∏
γ=n−1
exp
[
−i t − s
n
H
(
s + γ
n
(t − s)
)]
exp
[
−i t − s
n
V
(
s + γ
n
(t − s)
)]
= lim
n→+∞
0∏
γ=n−1
(
I + i t − s
n
H
(
s + γ
n
(t − s)
))−1(
I + i t − s
n
V
(
s + γ
n
(t − s)
))−1
(53)
in the strong operator topology of L(H) that solves (52). Indeed, the first right-hand side in
(53) is the so-called Dyson expansion of UH+V (t, s) (see for instance [18]), while the other two
equalities follow from our theorem. Moreover, the fact that all three expressions coincide reflects
the uniqueness of the solution to (52). We omit the details of the corresponding elementary
arguments.
Remark. If the self-adjoint, time-dependent operators in (52) are unbounded the conditions of
hypothesis (F2) are seldom satisfied, a fact we have already alluded to and very briefly explained
in the introduction, since we cannot expect in general that UH+V (t, s)v belongs to the domain
of the Hamiltonian H(t) + V (t) when t > s even for very smooth initial data. For what regards
the proof of suitable Trotter–Kato formulae in such cases, this leads to a substantial number of
qualitatively new difficulties when the domains of the H(t) depend explicitly on time, and more
particularly when the domains of the associated quadratic forms are time-dependent as well. As
one can easily infer for instance from [7] and the references therein, the former situation can
occur when considering the motion of a single quantum particle in three-dimensional Euclidean
space subjected to a finite number of zero-range interactions, while the latter case can manifest
itself whenever those interactions are themselves in motion on prescribed, classical and non-
intersecting trajectories. Furthermore, in such and in many other cases equations of the form (52)
can only be satisfied in a very weak sense. Therefore, the proof of Trotter–Kato formulae for
their solutions remains a challenging open problem.
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