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Abstract
We present the quantum model of the asymptotic dynamics underlying the Belinski-
Khalatnikov-Lifshitz (BKL) scenario. The symmetry of the physical phase space enables
making use of the affine coherent states quantization. Our results show that quantum
dynamics is regular in the sense that during quantum evolution the expectation values of all
considered observables are finite. The classical singularity of the BKL scenario is replaced by
the quantum bounce that presents a unitary evolution of considered gravitational system.
Our results suggest that quantum general relativity has a good chance to be free from
singularities.
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I. INTRODUCTION
It is believed that the cosmological and astrophysical singularities predicted by
general relativity (GR) can be resolved at the quantum level. That has been shown
to be the case in the quantization of the simplest singular GR solutions like FRW-
type spacetimes (commonly used in observational cosmology). However, it is an open
problem in the general case. Our paper addresses the issue of possible resolution of
a generic singularity problem in GR due to quantum effects.
The Belinski, Khalatnikov and Lifshitz (BKL) conjecture is thought to describe
a generic solution to the Einstein equations near spacelike singularity (see, [1–3] and
references therein). Later, it was extended to deal with generic timelike singularity
of general relativity[4–6]. According to the BKL scenario [1, 2], in the approach to
a space-like singularity neighbouring points decouple and spatial derivatives become
negligible in comparison to temporal derivatives. The conjecture is based on the
examination of the dynamics toward the singularity of a Bianchi spacetime, typically
Bianchi IX (BIX). The BKL scenario presents the oscillatory evolution (towards
the singularity) entering the phase of chaotic dynamics (see, e.g., [7, 8]), followed
by approaching the spacelike manifold with diverging curvature and matter field
invariants.
The most general scenario is the dynamics of the non-diagonal BIX model. How-
ever, this dynamics is difficult to exact treatment. Qualitative analytical consid-
erations [9–11] and numerical analysis [12] strongly suggest that in the asymptotic
regime near the singularity the exact dynamics can be well approximated by much
simpler dynamics (presented in the next section).
The BKL scenario based on a diagonal BIX reduces to the dynamics described
in terms of the three directional scale factors dependent on an evolution parameter
(time). This dynamics towards the singularity has the following properties: (i) is
symmetric with respect to the permutation of the scale factors, (ii) the scale factors
are oscillatory functions of time, (iii) the product of the three scale factors is pro-
portional to the volume density decreasing monotonically to zero, and (iv) the scale
factors may intersect each other during the evolution of the system. The diagonal
BIX is suitable to address the vacuum case and the cases with simple matter fields.
More general cases, including perfect fluid with nonzero time dependent velocity,
require taking non-diagonal space metric. However, the general dynamics simpli-
fies near the singularity and can be described by three effective scale factors, which
include contribution from matter field. This effective dynamics does not have the
properties (i) and (iv) of the diagonal case. More details can be found in the paper
[13].
Roughly speaking, the main advantage of the non-diagonal BIX scenario is that
it can be used to derive the BKL conjecture in a much simpler way than when
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starting from the diagonal case. Namely, considering inhomogeneous perturbations
of the non-diagonal BIX metric is sufficient to derive the BKL conjecture, whereas
the diagonal case needs additionally considering inhomogeneous perturbation of the
matter field that would correspond, e.g., to time dependent velocity of the perfect
fluid [14].
The present paper concerns the quantum fate of the asymptotic dynamics of the
non-diagonal BIX model. The quantum dynamics, described by the Schrödinger
equation, is regular (no divergencies of physical observables) and the evolution is
unitary. The classical singularity is replaced by quantum bounce due to the conti-
nuity of the probability density.
Our paper is organized as follows: In Sec. II we recall the Hamiltonian formulation
of our gravitational system and identify the topology of physical phase space. Section
III is devoted to the construction of the quantum formalism. It is based on using
the affine coherent states ascribed to the physical phase space, and the resolution
of the unity in the carrier space of the unitary representation of the affine group.
The quantum dynamics is presented in Sec. IV. Finding an explicit solution to the
Schrödinger equation enables addressing the singularity problem. We conclude in the
last section. Appendix A presents an alternative affine coherent states. The basis of
the carrier space is defined in App. B.
II. CLASSICAL DYNAMICS
For self-consistency of the present paper, we first recall some results of Ref. [15],
followed by the analysis of the topology of the physical phase space.
A. Asymptotic regime of general Bianchi IX dynamics
The dynamical equations of the general (nondiagonal) Bianchi IX model, in the
evolution towards the singularity, take the following asymptotic form [9, 10]
d2 ln a
dτ 2
= b/a− a2, d
2 ln b
dτ 2
= a2 − b/a+ c/b, d
2 ln c
dτ 2
= a2 − c/b, (1)
where a, b, c are functions of an evolution parameter τ , and are interpreted as the
effective directional scale factors of considered anisotropic universe. The solution to
(1) should satisfy the dynamical constraint
d ln a
dτ
d ln b
dτ
+
d ln a
dτ
d ln c
dτ
+
d ln b
dτ
d ln c
dτ
− a2 − b/a− c/b = 0 . (2)
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Eqs. (1) and (2) define a coupled highly nonlinear system of ordinary differential
equations.
The derivation of this asymptotic dynamics (1)–(2) from the exact one is based,
roughly speaking, on the assumption that in the evolution towards the singularity
(τ → 0) the following conditions are satisfied:
a→ 0, b/a→ 0, c/b→ 0 . (3)
We recommend Sec. 6 of Ref. [10] for the justification of taking this assumption1.
The numerical simulations of the exact dynamics presented in the recent paper [12]
give support to the assumption (3) as well.
The dynamics (1)–(2) defines the asymptotic regime of the BKL scenario, satis-
fying (3), that lasts quite a long time before the system approaches the singularity,
marked by the condition a b c→ 0 (see [9, 10] for more details).
B. Hamiltonian formulation with dynamical constraint
Roughly speaking, using the canonical phase space variables {qk, pl} = δkl intro-
duced in [15]:
q1 := ln a, q2 := ln b, q3 := ln c, and p1 = q˙2+q˙3, p2 = q˙1+q˙3, p3 = q˙1+q˙2 , (4)
where “dot” denotes d/dτ , turns the constraint (2) into the Hamiltonian constraint
Hc = 0 defined by
Hc :=
1
2
(p1p2+p1p3+p2p3)−1
4
(p21+p
2
2+p
2
3)−exp(2q1)−exp(q2−q1)−exp(q3−q2) = 0 ,
(5)
and the corresponding Hamilton’s equations read
q˙1 =
1
2
(−p1 + p2 + p3), (6)
q˙2 =
1
2
(p1 − p2 + p3), (7)
q˙3 =
1
2
(p1 + p2 − p3), (8)
p˙1 = 2 exp(2q1)− exp(q2 − q1), (9)
p˙2 = exp(q2 − q1)− exp(q3 − q2), (10)
p˙3 = exp(q3 − q2). (11)
1 The directional scale factors {a, b, c} considered here and in [9], and the ones considered in [10]
named {A,B,C}, are connected by the relations: a = A2, b = B2, c = C2.
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The dynamical systems analysis applied to the system (5)–(11) leads to the con-
clusion that there exists the set of the nonhyperbolic type of critical points SB,
corresponding to this dynamics, defined by [15]
SB : = {(q1, q2, q3, p1, p2, p3) ∈ R¯6 | (q1 → −∞, q2 − q1 → −∞, q3 − q2 → −∞)
∧(p1 = 0 = p2 = p3}, (12)
where R¯ := R ∪ {−∞,+∞}.
Eqs. (12) and (3) imply that the space of singular points includes the critical
points surface SB. It is so because (q1 → −∞, q2 − q1 → −∞, q3 − q2 → −∞)
implies (3) (which means a b c→ 0) for any (p1, p2, p3) ∈ R¯3.
C. Hamiltonian formulation devoid of dynamical constraint
There exists the reduced phase space formalism corresponding to the dynamics
(5)–(11) presented in [15]. The two form Ω defining the Hamiltonian formulation,
devoid of the dynamical constraint (5), is given by
Ω = dq1 ∧ dp1 + dq2 ∧ dp2 + dt ∧ dH, (13)
where t := p3. The Hamiltonian H is defined to be H = −q3, where q3 is deter-
mined from the dynamical constraint (5). The variables {q1, q2, p1, p2} parameterise
the physical phase space, H = H(t, q1, q2, p1, p2) is the Hamiltonian generating the
dynamics, and t is an evolution parameter corresponding to the specific choice of H .
The Hamiltonian reads2
H(t, q1, q2, p1, p2) = −q2−ln
[
−e2q1 − eq2−q1 − 1
4
(p21 + p
2
2 + t
2) +
1
2
(p1p2 + p1t+ p2t)
]
,
(14)
and Hamilton’s equations are
dq1
dt
=
∂H
∂p1
=
p1 − p2 − t
2F
, (15)
dq2
dt
=
∂H
∂p2
=
−p1 + p2 − t
2F
, (16)
dp1
dt
= −∂H
∂q1
=
−2e2q1 + eq2−q1
F
, (17)
dp2
dt
= −∂H
∂q2
= 1− e
q2−q1
F
, (18)
2 In what follows, the choice of H differs from the one presented in [15] by a factor minus one to
fit properly the third term of the r.h.s. of (13).
6
where
F (t, q1, q2, p1, p2) := −e2q1 − eq2−q1 − 1
4
(p21 + p
2
2+ t
2) +
1
2
(p1p2+ p1t+ p2t) > 0. (19)
In what follows, we do not use explicitly the relationship between the evolution
parameter τ and t, but it does exist. Namely, since t = p3, solving the dynamics (5)–
(11) would give p3 = p3(τ). Moreover, making use of Eq. (11) we can get the essential
information on the time variable: (i) p˙3 > 0 so that t is an increasing function of
τ , and (ii) integrating (11) gives p3 =
∫ τ2
τ1
dτ exp(q3 − q2) > 0 as the integrand is
positive definite.
The reduced system (15)–(18) has been obtained in the procedure of mapping the
system with the Hamiltonian constraint, defined by (5)–(11), into the Hamiltonian
system devoid of the constraint. In the former, the Hamiltonian Hc is a dynamical
constraint, in the latter the Hamiltonian H in a generator of dynamics without the
constraint. As it is known, this procedure is a sort of “one-to-many” mapping (for
more details, see e.g. [16, 17] and references therein). Roughly speaking, it consists
in resolving the dynamical constraint with respect to one phase space variable that
is chosen to be a Hamiltonian. This procedure leads to the choice of an evolution
parameter (time) as well so that the Hamiltonian and time emerge in a single step.
In general, this is a highly non-unique procedure if there are no hints to this process.
Here the choice of the reduction was motivated by the two circumstances: (i) the
resolution of the constraint only with respect to one variable q3 is unique, and (ii)
the resulting reduced phase space is isomorphic to the Cartesian product of two
affine groups. The latter has unitary irreducible representation enabling the affine
coherent states quantization of the underlying gravitational system (presented in the
next section).
D. Numerical simulations of dynamics
In what follows we present the numerical solutions of Eqs. (15)–(18) near the
singularity, which corresponds to the case: q1 → −∞, q2 − q1 → −∞, F → 0+.
Accordingly, we choose the initial conditions in the form:
q1(t0) = −Λ, p1(t0) = 1
2
(
t0 +
√
t20 − 2e−Λ(4 + δ)
)
,
q2(t0) = −2Λ, p2(t0) = 1
2
(
t0 −
√
t20 − 2e−Λ(4 + δ)
)
, (20)
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where t0 is the initial “time”, whereas Λ and δ denote two additional parameters.
Inserting (20) into (19) one gets
F (t0, q1(t0), q2(t0), p1(t0), p2(t0)) =
(
1 +
δ
2
)
e−Λ − e−2Λ =: F˜0. (21)
Thus, taking the limit Λ→∞, while keeping δ and t0 to be fixed, one gets F˜0 → 0+,
q1 → −∞, q2 − q1 → −∞. Therefore, (20) can be regarded as an example that
ensures that we are close to the singularity. In particular, taking Λ≫ 1 and choosing
δ > 0 to be small (but not necessarily δ ≪ 1), for a fixed t0, we get the vicinity of
the singularity. In the next step we solve the system (15)–(18) with the boundary
conditions (20). To be more specific, starting with the point in the phase space
defined by (20), we can solve (15)–(18) forward or backward in time. Below, we
consider the first possibility assuming t ≥ t0. An example solution is presented
in Fig 1. The evolution with t0 > t → 0, becomes quickly meaningless because
numerical errors grow so much that the results cannot be trusted. This is due to
rapidly increasing curvature of the underlying spacetime and increasing nonlinearity
effects near the surface of the nonhyperbolic critical points (12). These lead to faster
and faster changes of the phase space variables parameterizing the dynamics, and
finally to breaking off our numerics. We have tested that our choice t0 = 10
−20
enables performing reliable numerical simulations for t ≥ t0.
The solution visible in Fig 1 presents a wiggled curve in the physical phase space.
This classical dynamics cannot be further extended towards the singularity (for t <
t0) due to the physical and mathematical reasons (and implied numerical difficulties).
E. Topology of phase space
Equations (15)–(18) define a coupled system of nonlinear ordinary differential
equations. The solution defines the phase space of our gravitational system.
Applying the simple algebraic identity (α+β+γ)2 = α2+β2+γ2+2αβ+2βγ+2αγ
to Eq. (19) gives:
F (t, q1, q2, p1, p2) = −e2q1 − eq2−q1 − 1
4
(p1 − p2 + t)2 + p1t, (22)
F (t, q1, q2, p1, p2) = −e2q1 − eq2−q1 − 1
4
(−p1 + p2 + t)2 + p2t, (23)
F (t, q1, q2, p1, p2) = −e2q1 − eq2−q1 − 1
4
(p1 + p2 − t)2 + p1p2. (24)
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(a) (b)
(c) (d)
Figure 1: The solution to Eqs. (15)–(18) with the initial conditions: Λ = 100,
δ = t0 = 10
−20, which corresponds to q1(t0) = q2(t0)− q1(t0) = −100,
F˜0 ≃ 3.72× 10−44.
Combining (19) and (22) we get
p1 >
1
t
[
e2q1 + eq2−q1 +
1
4
(p1 − p2 + t)2
]
, (25)
whereas (19) and (23) give
p2 >
1
t
[
e2q1 + eq2−q1 +
1
4
(−p1 + p2 + t)2
]
. (26)
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Making use of (19) and (24) leads to
p1p2 > e
2q1 + eq2−q1 +
1
4
(p1 + p2 − t)2. (27)
It is clear that the signs of both r.h.s. of Eq. (25) and Eq. (26) depend only on the
sign of t. Since t > 0, we get p1 > 0 and p2 > 0.
To examine the issue of well definiteness of the logarithmic function in (14), we
rewrite Eq. (14) in terms of (qk, pk) variables
3 as follows
q3 − q2 = ln
[
−e2q1 − eq2−q1 − 1
4
(p21 + p
2
2 + t
2) +
1
2
(p1p2 + p1t + p2t)
]
. (28)
At the critical surface SB, defined by (12), we have q3 − q2 → −∞ so the r.h.s. of
(28) should have this property as well. It means that F (t, q1, q2, p1, p2) → 0+ on
approaching SB so the problem of well definiteness reduces to solving the equation
t2−2(p1+ p2)t+(p1−p2)2 < 0 with respect to the time variable. The solution reads
(
√
p1 − √p2)2 < t < (√p1 + √p2)2, which means that as p1 → 0 and p2 → 0, we
have t→ 0+. Therefore, our gravitational system evolves away from the singularity
at t = 0.
The range of the variables q1 and q2 results from the physical interpretation as-
cribed to them [15]. Since 0 < a < +∞ and 0 < b < +∞, we have (q1, q2) ∈ R2.
Thus, the physical phase space Π consists of the two half planes:
Π = Π1 × Π2 := {(q1, p1) ∈ R× R+} × {(q2, p2) ∈ R× R+} , (29)
where R+ := {p ∈ R | p > 0}. Each Πk (k = 1, 2) can be identified with the manifold
of the affine group Aff(R) acting on R, which is sometimes denoted as “px+ q”
x′ = (q, p) · x = px+ q, where p > 0 and q ∈ R .
This opens the possibility for quantization by affine coherent states.
It is important to notice that only the subspace
Π˜ = {(q1, p1, q2, p2) : F (t, q1, p1, q2, p2) > 0} ⊂ Π, (30)
where Π defined by (29), is available to the dynamics. It is due to the logarithmic
function in the expression (14) defining the Hamiltonian. To make this restriction
explicit, we rewrite the Hamiltonian (14) in the form
H(t, q1, q2, p1, p2) =
{
−q2 − lnF (t, q1, q2, p1, p2), for F (t, q1, q2, p1, p2) > 0
0, for F (t, q1, q2, p1, p2) < 0
(31)
with limF→0−H = 0 and limF→0+H = +∞.
3 We stay with p3 = t as we wish to discuss the possible sign of the time variable.
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III. QUANTIZATION
Suppose we have reduced phase space Hamiltonian formulation of classical dy-
namics of a gravitational system. It means dynamical constraints have been resolved
and the Hamiltonian is a generator of the dynamics. By quantization we mean
(roughly speaking) a mapping of such Hamiltonian formulation into a quantum sys-
tem described in terms of quantum observables (including Hamiltonian) represented
by an algebra of operators acting in a Hilbert space. The construction of the Hilbert
space may make use some mathematical properties of phase space like, e.g., sym-
plectic structure, geometry or topology. The quantum Hamiltonian is used to define
the Schrödinger equation. In what follows we make specific the above procedure by
using the affine coherent states approach.
A. Affine coherent states
The Hilbert space H of the entire system consists of the Hilbert spaces H1 and
H2 corresponding to the phase spaces Π1 and Π2, respectively. In the sequel the
construction of H1 is followed by merging of H1 and H2.
As both half-planes Π1 and Π2 have the same mathematical structure, the cor-
responding Hilbert spaces H1 and H2 are identical so we first consider only one of
them. In what follows we present the formalism for Π1 and H1 to be extended later
to the entire system.
1. Affine coherent states for half-plane
The phase space Π1 may be identified with the affine group G1 ≡ Aff(R) by
defining the multiplication law as follows
(q′, p′) · (q, p) = (p′q + q′, p′p), (32)
with the unity (0, 1) and the inverse
(q′, p′)−1 = (−q
′
p′
,
1
p′
). (33)
The affine group has two, nontrivial, inequivalent irreducible unitary representations
[18–20]. Both are realized in the Hilbert space H1 = L2(R+, dν(x)), where dν(x) =
11
dx/x is the invariant measure4 on the multiplicative group (R+, ·). In what follows
we choose one of it defined by the following action:
U(q, p)ψ(x) = eiqxψ(px) , (34)
where5 |ψ〉 ∈ L2(R+, dν(x)). Eq. (34) defines the representation as we have
U(q′, p′)[U(q, p, )ψ(x)] = U(q′, p′)[eiqxψ(px)] = ei(p
′q+q′)xψ(p′px) ,
and on the other hand
[U(q′, p′)U(q, p, )]ψ(x) = U(p′q + q′, p′p)ψ(x) = ei(p
′q+q′)xψ(p′px) .
This action is unitary in respect to the scalar product in L2(R+, dν(x)):∫ ∞
0
dν(x)[U(q, p)f2(x)]
⋆[U(q, p)f1(x)] =
∫ ∞
0
dν(x)[eiqxf2(px)]
⋆[eiqxf1(px)]
=
∫ ∞
0
dν(x)f2(px)
⋆f1(px) =
∫ ∞
0
dν(x)f2(x)
⋆f1(x) . (35)
The last equality results from the invariance of the measure dν(px) = dν(x).
The affine group is not the unimodular group. The left and right invariant mea-
sures are given by
dµL(q, p) = dq
dp
p2
and dµR(q, p) = dq
dp
p
, (36)
respectively.
The left and right shifts of any group G are defined differently by different authors.
Here we adopt the definition from [22]:
LLhf(g) = f(h−1g) and LRh f(g) = f(gh−1) (37)
for a function f : G→ C and all g ∈ G.
4 The general notion of invariant measure dm(x) on the set X in respect to the transformation
h : X → X can be approximately defined as follows: for every function f : X → C the integral
defined by this measure fulfils the invariance condition:∫
X
dm(x)f(h(x)) =
∫
X
dm(x)f(x) .
This property is often written as: dm(h(x)) = dm(x).
5 We use Dirac’s notation whenever we wish to deal with abstract vector, instead of functional
representation of the vector.
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For simplicity of notation, let us define integrals over the affine group G1 = Aff(R)
as:∫
G1
dµL(q, p) =
1
2pi
∫ +∞
−∞
dq
∫ ∞
0
dp
p2
and
∫
G1
dµR(q, p) =
1
2pi
∫ +∞
−∞
dq
∫ ∞
0
dp
p
.
(38)
In many formulae it is useful to use shorter notation for points in the phase space
ξ ≡ (q, p) and identify them with elements of the affine group. In this case the
product (32) is denoted as ξ′ · ξ. Depending on needs we will use both notations.
Fixing the normalized vector |Φ〉 ∈ L2(R+, dν(x)), called the fiducial vector, one
can define a continuous family of affine coherent states |q, p〉 ∈ L2(R+, dν(x)) as
follows
|q, p〉 = U(q, p)|Φ〉. (39)
As we have two invariant measures, one can define two operators which potentially
can lead to the unity in the space L2(R+, dν(x)):
BL =
∫
G1
dµL(q, p)|q, p〉〈q, p| and BR =
∫
G1
dµR(q, p)|q, p〉〈q, p| . (40)
Let us check which one is invariant under the action U(q, p) of the affine group:
U(q′, p′)BLU(q, p)† =
∫
G1
dµL(q, p)|p′q + q′, p′p〉〈p′q + q′, p′p| . (41)
One needs to replace the variables under integral:
q˜ = p′q + q′ and p˜ = p′p (42)
q =
1
p′
(q˜ − q′) and p = p˜
p′
. (43)
Calculating the Jacobian ∂(q,p)
∂(q˜,p˜)
= 1
(p′)2
one gets
dµL(q, p) =
1
p2
1
(p′)2
dq˜dp˜ =
1
p˜2
dq˜dp˜ = dµL(q˜, p˜) . (44)
The last result proves that
U(q′, p′)BLU(q, p)† =
∫
G1
dµL(q˜, p˜)|q˜, p˜〉〈q˜, p˜| = BL . (45)
This also means that BR is not invariant under the action U(q, p).
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The irreducibility of the representation, used to define the coherent states (39),
enables making use of Schur’s lemma [23], which leads to the resolution of the unity
in L2(R+, dν(x)): ∫
G1
dµL(q, p)|q, p〉〈q, p| = AΦ I , (46)
where the constant AΦ can be determined by using any arbitrary, normalized vector
|f〉 ∈ L2(R+, dν(x)):
AΦ =
∫
G1
dµL(q, p) 〈f |q, p〉〈q, p|f〉 . (47)
This formula can be calculated by making use of the invariance of the measure:
AΦ =
∫
G1
dµL(q, p)
×
∫ ∞
0
dν(x′)
∫ ∞
0
dν(x)(f(x′)⋆eiqx
′
Φ(px′))(e−iqxΦ(px)⋆f(x))
=
∫ ∞
0
dx′
x′
∫ ∞
0
dx
x
∫ ∞
0
dp
p2
[
1
2pi
∫ +∞
−∞
dqeiq(x
′−x)
]
f(x′)⋆f(x)Φ(px′)Φ(px)⋆
=
∫ ∞
0
dx
x2
|f(x)|2
∫ ∞
0
dp
p2
|Φ(px)|2
=
(∫ ∞
0
dx
x
|f(x)|2
)(∫ ∞
0
dp
p2
|Φ(p)|2
)
=
∫ ∞
0
dp
p2
|Φ(p)|2 (48)
because 〈f |f〉 = 1. Thus, the normalization constant is dependent on the fiducial
vector. Appendix A presents alternative affine coherent states.
2. Structure of the fiducial vector
The problem which influences the structure of quantum state space is a possible
degeneration of the space due to specific structure of the fiducial vector. In the
case of quantum states the vectors which differ by a phase factor represent the same
quantum state. Thus, let us consider the states satisfying the above condition for
physically equivalent state vectors [24]:
U(q˜, p˜)Φ(x) = eiβ(q˜,p˜)Φ(x), where β(q˜, p˜) ∈ R. (49)
The phase space points ξ˜ = (q˜, p˜) treated as elements of the affine group Aff(R)
forms its subgroup GΦ. The left-hand side of Eq. (49) can be rewritten as:
eiq˜xΦ(p˜x) = eiβ(q˜,p˜)Φ(x) . (50)
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If the generalized stationary groupGΦ of the fiducial vector Φ is a nontrivial group,
then the phase space points (q′, p′) and (q˜, p˜) · (q′, p′) = (p˜q′, p˜p′) are represented by
the same state vector U(q′, p′)Φ(x), for all transformations (q˜, p˜) ∈ GΦ. This is due
to the equality
U(q′, p′)Φ(x) = U((q˜, p˜) · (q′, p′))Φ(x). (51)
In this case, to have a unique relation between phase space and the quantum states,
the phase space has to be restricted to the quotient structure Aff(R)/GΦ. From the
physical point of view, in most cases, this is an undesired property.
How to construct the fiducial vector to have GΦ = {eG}, where eG is the unit
element in this group? It is seen that Eq. (50) cannot be fulfilled for q˜ 6= 0, indepen-
dently of chosen fiducial vector. This suggests that the generalized stationary group
GΦ is parameterized only by the momenta (0, p˜), i.e. it has to be a subgroup of the
multiplicative group of positive real numbers, GΦ ⊆ (R+, ·).
On the other hand, Eq. (50) implies that |Φ(p˜x)| = |Φ(x)| for all (0, p˜) ∈ GΦ.
In addition, for the fiducial vectors Φ(x) = |Φ(x)|eiγ(x) the phases of these complex
functions are bounded by 0 ≤ γ(x) < 2pi. Due to Eq. (50) the phases γ(x) and β(0, p˜)
have to fulfil the following condition γ(p˜x)− γ(x) = β(0, p˜). One of the solutions to
this equation is the logarithmic function γ(x) = ln(x).
In what follows, to have the unique representation of the phase space as a group
manifold of the affine group, we require the generalized stationary group to be the
group consisted only of the unit element. This can be achieved by the appropriate
choice of the fiducial vector.
The unit operator (46) depends explicitly on the fiducial vector
I[Φ] =
1
AΦ
∫
G1
dµL(ξ)U(ξ)|Φ〉〈Φ|U(ξ)† , (52)
This suggests that the most natural transformation of vectors from the representation
given by the fiducial vector |Φ〉 to the representation given by another fiducial vector
|Φ′〉 can be constructed as the product of two unit operators I[Φ′]I[Φ].
Let us consider an arbitrary vector |Ψ〉 ∈ L2(R+, dν(x)) and its representation in
the space spanned with a help of the fiducial vector |Φ〉:
|Ψ〉 = I[Φ]|Ψ〉 = 1
AΦ
∫
G1
dµL(ξ)U(ξ)|Φ〉〈Φ|U(ξ)†|Ψ〉 (53)
The same vector can be represented in terms of another fiducial vector |Φ′〉:
|Ψ〉 = I[Φ′]|Ψ〉 = 1
AΦ′
∫
G0
dµL(ξ)U(ξ)|Φ′〉〈Φ′|U(ξ)†|Ψ〉 (54)
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However, one can transform the vector (53) into the vector (54) using the product
of two unit operators:
|Ψ〉 = I[Φ′]I[Φ]|Ψ〉 = 1
AΦ′
1
AΦ
∫
G1
dµL(q, p)
∫
G1
dµL(q
′, p′)U(ξ)|Φ′〉
〈Φ′|U(ξ−1 · ξ′)|Φ〉〈Φ|U(ξ′)†|Ψ〉 (55)
Thus, the choice of the fiducial vector is formally irrelevant. However, as we will
see later a relation between the classical model and its quantum realization depends
on this choice. The sets of affine coherent states generated from different fiducial
vectors may be not unitarily equivalent, but lead in each case to acceptable affine
representations of the Hilbert space [21].
3. Phase space and quantum state spaces
The quantization procedure requires understanding the relations among the clas-
sical phase space and quantum states space. We have three spaces to be considered:
• The phase space Π, which consists of two half-planes Π1 and Π2 defined by
(29). It is the background for the classical dynamics6.
• The carrier spaces H1 := L2(R+, dν(x)) of the unitary representation U(q, p),
with the scalar product defined as
〈ψ2|ψ1〉 =
∫ ∞
0
dx
x
ψ⋆2(x)ψ1(x) . (56)
• The space of square integrable functions on the affine groupKG = L2(Aff(R), dµL(q, p)).
The scalar product is defined as follows
〈ψG2|ψG1〉G = 1
Aφ
∫
Aff
dµL(q, p)ψ
⋆
G2(q, p)ψG1(q, p) , (57)
where ψG(q, p) := 〈q, p|ψ〉 = 〈Φ|U(q, p)†|ψ〉 with |ψ〉 ∈ H1. The Hilbert space
KG is defined to be the completion in the norm induced by (57) of the span of
the ψG functions.
6 For simplicity we consider here only one half-plane, but the results can be easily extended to Π.
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We show below that the spaces H1 and KG are unitary isomorphic. First, one needs
to check that the functions ψG ∈ KG are square integrable function belonging to
L2(Aff(R), dµL(q, p)). Using the decomposition of unity we get
1
AΦ
∫
G1
dµL(q, p)|〈q, p|ψ〉|2 < 〈ψ|ψ〉H1 <∞. (58)
The definition of the space KG shows that for every ψ1, ψ2 ∈ Hl we have the corre-
sponding functions ψG1, ψG2 for which the scalar products are equal (unitarity of the
transformation between both spaces): 〈ψ2|ψ1〉H1 = 〈ψG1|ψG2〉KG.
Let us now denote by |en〉 the orthonormal basis in H1 (see App. B). The corre-
sponding functions eGn(q, p) = 〈q, p|en〉 furnish the orthonormal set:
〈eGn|eGm〉KG =
1
AΦ
∫
G1
dµL(q, p)e
⋆
Gn(q, p)eGm(q, p)
=
1
AΦ
∫
G1
dµL(q, p)〈en|q, p〉〈q, p|em〉 = 〈en|em〉 = δnm . (59)
It is obvious that the vectors |eGn〉 define the orthonormal basis in the space KG.
For every vector |ψ〉 ∈ H1
|ψ〉 =
∑
n
〈en|ψ〉|en〉. (60)
Closing both sides of the above equation with 〈q, p| gives the unique decomposition
of the vector ψG(q, p) ≡ 〈q, p|ψ〉 ∈ KG in the basis |eGn〉G:
ψG(q, p) ≡ 〈q, p|ψ〉 =
∑
n
〈en|ψ〉〈q, p|en〉 =
∑
n
〈en|ψ〉|eGn〉G. (61)
Note that the vector |ψ〉 ∈ H1 and the vector |ψG〉 ∈ KG have the same expansion
coefficients in the corresponding bases. This define the unitary isomorphism be-
tween both spaces. It means that we can work either with the quantum state space
represented by the space H1 or KG.
4. Affine coherent states for the entire system
The phase space Π of our classical system has the structure of the Cartesian
product of the two phase spaces: Π = Π1 × Π2. The partial phase spaces Πl, where
l = 1, 2, are identified with the corresponding affine groups which we denote by
Gl = Aff l(R). The simple product of both affine groupsGΠ = (G1 = Aff1(R))×(G2 =
Aff2(R)) can be identified with the whole phase space Π:
(ξ1, ξ2)→ |ξ1, ξ2〉 = U(ξ1, ξ2)|Φ〉 := U1(ξ1)⊗ U2(ξ2)|Φ〉, (62)
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where ξl = (ql, pl), l = 1, 2, the fiducial vector |Φ〉 belongs to the simple product
of two Hilbert spaces (H1 = L2(R+, dν(x1))) × (H2 = L2(R+, dν(x2))) = L2(R+ ×
R+, dν(x1, x2)), and where the measure dν(x1, x2) = dν(x1)dν(x2). The scalar prod-
uct in H = L2(R+ × R+, dν(x1, x2)) reads
〈ψ2|ψ1〉 =
∫ ∞
0
dν(x1)
∫ ∞
0
dν(x2)ψ1(x1, x2)
⋆ψ2(x1, x2) . (63)
The fiducial vector Φ(x1, x2) is constructed as a product of two fiducial vectors
Φ(x1, x2) = Φ1(x1)Φ2(x2) generating the appropriate quantum partners for the phase
spaces Π1 and Π2. The fiducial vector of this type does not add any correlations be-
tween both partial phase spaces. A nonseparable form of Φ(x1, x2) might lead to
reducible representation of GΠ in which case Schur’s lemma could not be applied to
get the resolution of unity in H.
Let us denote by Iˆ12 the linear extension of the tensor product Iˆ1 ⊗ Iˆ2, where the
unit operators in Hk are expressed in terms of the appropriate coherent states
Iˆk =
1
AΦk
∫
Gk
dµL(ξk)Uk(ξk)|Φk〉〈Φk|Uk(ξk)†, k = 1, 2. (64)
Let us consider the orthonormal basis {e(1)n (x1)⊗e(2)n (x2)} in the Hilbert space H and
an arbitrary vector Ψ(x1, x2) =
∑
nm anme
(1)
n (x1) ⊗ e(2)m (x2) belonging to this space
(where the basis en(x) is defined in App. B). Acting on this vector with the operator
Iˆ12 one gets:
Iˆ12Ψ(x1, x2) =
∑
nm
anm(Iˆ1e
(1)
n (x1))⊗ (Iˆ2e(2)m (x2)) = Ψ(x1, x2). (65)
The operator Iˆ12 is identical with the unit operator Iˆ on the space H.
The explicit form of the action of the group GΠ on the vector Ψ(x1, x2) reads:
U(q1, p1, q2, p2)Ψ(x1, x2) =
∑
nm
anm{U1(q1, p1)e(1)n (x1)} ⊗ {U(q2, p2)e(2)m (x2)}
=
∑
nm
anm{eiqx1e(1)n (p1x1)} ⊗ {eiqx2e(2)m (p2x2)} = eiq1x1eiq2x2
∑
nm
anme
(1)
n (p1x1)⊗ e(2)m (p2x2)
= eiq1x1eiq2x2Ψ(p1x1, p2x2) . (66)
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B. Quantum observables
Making use of the resolution of the identity (46), we define the quantization of a
classical observable f on a half-plane as follows [26]
F ∋ f −→ fˆ := 1
AΦ
∫
G1
dµL(q, p)|q, p〉f(q, p)〈q, p| ∈ A , (67)
where F is a vector space of real continuous functions on a phase space, and A
is a vector space of operators (quantum observables) acting in the Hilbert space
H1 = L2(R+, dν(x)). It is clear that (67) defines a linear mapping and the observable
fˆ is a symmetric (Hermitian) operator. Let us evaluate the norm of the operator fˆ :
‖fˆ‖ ≤ 1
AΦ
∫
G1
dµL(q, p)|f(q, p)|‖|q, p〉〈q, p|‖ ≤ 1
AΦ
∫
G1
dµL(q, p)|f(q, p)| . (68)
This implies that, if the classical function f belongs to the space of integrable func-
tions L1(Aff(R), dµL(q, p)), the operator fˆ is bounded so it is a self-adjoint oper-
ator. Otherwise, it is defined on a dense subspace of L2(R+, dν(x)) and its possi-
ble self-adjointness becomes an open problem as symmetricity does not assure self-
adjointness so that further examination is required [27]. The quantization (67) can
be applied to any type of observables including non-polynomial ones, which is of
primary importance for us due to the functional form of the Hamiltonian (14).
It is important to indicate that in the case the classical observable f is defined
only on a subspace of the full phase space, the corresponding quantum operator fˆ
obtained via (67) acts in the entire Hilbert space corresponding to the full phase
space. This is the peculiarity of the coherent states quantization [28]. Roughly
speaking, it results from the non-zero overlap, 〈q, p|q′, p′〉 6= 0, of any two coherent
states of the entire Hilbert space. In particular, the classical Hamiltonian (31) is
defined on the subspace Π˜ of Π. Hovever, the corresponding quantum Hamiltonian
(71) acts in the Hilbert space L2(R+ × R+, dν(x1, x2)) corresponding to Π.
It is not difficult to show that the mapping (67) is covariant in the sense that one
has
U(ξ0)fˆU
†(ξ0) =
1
AΦ
∫
G1
dµL(ξ)|ξ〉f(ξ−10 · ξ)〈ξ| = L̂Lξ0f , (69)
where LLξ0f(ξ) = f(ξ−10 · ξ) is the left shift operation (37) and ξ−10 · ξ = (q0, p0)−1 ·
(q, p) = ( q−q0
p0
, p
p0
).
The mapping (67) extended to the Hilbert space H = L2(R+ ×R+, dν(x1, x2)) of
the entire system and applied to an observable fˆ reads
fˆ(t) =
1
AΦ1AΦ2
∫
GΠ
dµL(ξ1, ξ2)|ξ1, ξ2〉f(ξ1, ξ2)〈ξ1, ξ2| , (70)
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where dµL(ξ1, ξ2) := dµL(q1, p1)dµL(q2, p2).
IV. QUANTUM DYNAMICS
The mapping (70) applied to the classical Hamiltonian (14) reads
Hˆ(t) =
1
AΦ1AΦ2
∫
GΠ
dµL(ξ1, ξ2)|ξ1, ξ2〉H(t, ξ1, ξ2)〈ξ1, ξ2| , (71)
where t is an evolution parameter of the classical level.
The quantum evolution of our gravitational system is defined by the Schrödinger
equation:
i
∂
∂s
|Ψ(s)〉 = Hˆ(t)|Ψ(s)〉 , (72)
where |Ψ〉 ∈ H, and where s is an evolution parameter at the quantum level.
In general, the parameters t and s are different. To get the consistency between the
classical and quantum levels we postulate that t = s, which defines the time variable
at both levels. It is worth to mention that so defined time changes monotonically due
to the special choice of the parameter t at the classical level (see the paragraph below
(19)). This way we support the interpretation that Hamiltonian is the generator of
classical and corresponding quantum dynamics.
Near the gravitational singularity, the terms exp(2q1) and exp(q2 − q1) in the
function F can be neglected, see Eqs. (19) and (12), so that we have
F (t, q1, q2, p1, p2) −→ F0(t, p1, p2) := p1p2 − 1
4
(t− p1 − p2)2 . (73)
This form of F leads to the simplified form of the Hamiltonian (31) which now reads
H0(t, q2, p1, p2) :=
{
−q2 − lnF0(t, p1, p2), for F0(t, p1, p2) > 0
0, for F0(t, p1, p2) < 0
(74)
with limF0→0− H0 = 0 and limF0→0+ H0 = +∞. In fact, the condition
F0(t, p1, p2) > 0 (75)
defines the available part of the physical phase space Π for the classical dynamics,
defined by (29), which corresponds to the approximation (73). Eqs. (73)–(74) define
the approximation to our original Hamiltonian system, defined by Eqs. (14)–(19), to
describe the dynamics in the close vicinity of the singularity.
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After long, otherwise straightforward, calculations we get the Schrödinger equa-
tion (72) in the form
i
∂
∂t
Ψ(t, x1, x2) = Hˆ0 Ψ(t, x1, x2), (76)
where
Hˆ0 := i
∂
∂x2
− i B
x2
−K(t, x1, x2) , (77)
and where Ψ(t, x1, x2) := 〈x1, x2|Ψ(t)〉. The functions B and K are defined to be
B := AΦ2
∫ ∞
0
dp
p
∂Φ2(p)
∂p
Φ∗2(p) , (78)
and
K(t, x1, x2) :=
1
AΦ1AΦ2
∫ ∞
0
dp1
p21
∫ ∞
0
dp2
p22
l˜n
(
F0(t,
p1
x1
,
p2
x2
)
)|Φ1(p1)|2|Φ2(p2)|2 , (79)
where
l˜n
(
F0(t,
p1
x1
,
p2
x2
)
)
:=
{
ln
(
F0(t,
p1
x1
, p2
x2
)
)
, for F0(t,
p1
x1
, p2
x2
) > 0
0, for F0(t,
p1
x1
, p2
x2
) < 0
(80)
with limF0→0− l˜nF0 = 0 and limF0→0+ l˜nF0 = −∞.
Thus, B and K become known after the specification of the fiducial vectors |Φ1〉
and |Φ2〉. It results from the definition ofB that one has B∗ = 1−B. The requirement
of Hˆ0 being Hermitian, leads to the result that Φ2(x) ∈ R and B = 1/2. However,
these results can be obtained in the case the following conditions are satisfied:
Φ2(x) =: xΦ˜(x), lim
x→0+
Φ˜(x) = 0, lim
x→+∞
Φ˜(x) = 0 , (81)
and
Ψ(t, x1, x2) =:
√
x2 Ψ˜(t, x1, x2), lim
x2→0+
Ψ˜(t, x1, x2) = 0, lim
x2→+∞
Ψ˜(t, x1, x2) = 0 .
(82)
Due to the above, the equation (76) reduces to the equation
i
∂
∂t
Ψ(t, x1, x2) =
(
i
∂
∂x2
− i
2x2
−K(t, x1, x2)
)
Ψ(t, x1, x2) . (83)
The general solution to Eq. (83) is found to be
Ψ(t, x1, x2) = η(x1, x2 + t− t0)
√
x2
x2 + t− t0 exp
(
i
∫ t
t0
K(t′, x1, x2 + t− t′) dt′
)
,
(84)
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where t ≥ t0, and where η(x1, x2) := Ψ(t0, x1, x2) is the initial state.
In what follows, we extend the range of the time variable to include t0 = 0 (we
quantize the sector t > 0 of classical dynamics).
To get insight into the meaning of the solution (84), let us consider the inner
product
〈Ψ(t)|Ψ(t)〉 =
∫
R2
+
dν(x1, x2)
x2|η(x1, x2 + t)|2
x2 + t
=
∫ ∞
0
dx1
x1
∫ ∞
t
dx2
|η(x1, x2)|2
x2
. (85)
Thus, the norm of the solution decreases in time. To get an unitary evolution, we
choose the initial state in the form
η(x1, x2) = 0 for x2 < tH , (86)
where tH > 0 is a parameter of our model. This condition is consistent with (82)
and for t < tH gives
〈Ψ(t)|Ψ(t)〉 =
∫ ∞
0
dx1
x1
( ∫ tH
t
+
∫ ∞
tH
)
dx2
|η(x1, x2)|2
x2
=
∫ ∞
0
dx1
x1
∫ ∞
tH
dx2
|η(x1, x2)|2
x2
,
(87)
which is time independent so that the quantum evolution is unitary.
The condition (86), which restricts x2 ∼ 1/p2 , see (88) and the text below it,
implies that the probability of finding the system in the region with x2 < tH vanishes.
A. Elementary quantum observables
The affine coherent states quantization procedure introduces the carrier space
L2(R2+, dν(x1, x2)). The elementary quantum observables, qˆk and pˆk, can be ex-
pressed in terms of xk ∈ R+ (k = 1, 2). Namely, it is not difficult to find that
pˆk ψ(t, x1, x2) =
( 1
AΦk
∫ ∞
0
dpk
p2k
pk |Φ(pk)|2
) 1
xk
ψ(t, x1, x2)
=
1
AΦk
1
xk
ψ(t, x1, x2), k = 1, 2 , (88)
where the fiducial vector Φ(pk) is normalized to unity. The multiplication operators
representing the generalized momenta (4) determine the physical meaning of the
variables xk used in the description of quantum states, as proportional to the inverse
of the generalized momenta. Similarly,
qˆk ψ(t, x1, x2) = (−i ∂
∂xk
+
i
2xk
)ψ(t, x1, x2), k = 1, 2 , (89)
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where ψ ∈ L2(R2+, dν(x1, x2)). One can show that both, qˆk and pˆk, are symmetric
operators on the subspace of this Hilbert space, which consists of the functions
satisfying
lim
x1→0+
1√
x1
ψ(x1, x2) = 0 = lim
x2→0+
1√
x2
ψ(x1, x2) . (90)
B. Singularity of dynamics
According to Sec. II, the singularity of the classical dynamics is defined by the
conditions:
q1 → −∞, q2 − q1 → −∞, F0 → 0+ as t→ 0+. (91)
It means that the singularity may only occur at t = 0, and one cannot see the
reason for the classical dynamics of not being regular for t > 0.
If for the Ψ satisfying the Schrödinger equation (83) we get
lim
t→0+
〈Ψ(t)|qˆ1|Ψ(t)〉 = −∞, lim
t→0+
〈Ψ(t)|qˆ2 − qˆ1|Ψ(t)〉 = −∞ , (92)
and in addition
lim
t→0+
〈Ψ(t)| Fˆ (θ)0 |Ψ(t)〉 = 0 , (93)
our quantization fails in resolving the singularity problem of the classical dynamics7.
The operator Fˆ
(θ)
0 , which occurs in (93), is of basic importance and is found to be
Fˆ
(θ)
0 (t) Ψ(t, x1, x2) = F˘
(θ)
0 (t, x1, x2) Ψ(t, x1, x2) , (94)
where
F˘
(θ)
0 (t, x1, x2) :=
1
AΦ1AΦ2
∫ ∞
0
dp1
p21
∫ ∞
0
dp2
p22
F
(θ)
0 (t,
p1
x1
,
p2
x2
)|Φ1(p1)|2|Φ2(p2)|2 , (95)
with
F
(θ)
0 (t,
p1
x1
,
p2
x2
) := θ
(
F0(t,
p1
x1
,
p2
x2
)
)
F0(t,
p1
x1
,
p2
x2
) , (96)
where θ is the Heaviside step function defined as follows: θ(x) = 1 for x > 0 and
θ(x) = 0 for x ≤ 0. Therefore, Fˆ (θ)0 is a multiplication operator.
7 The precise meaning of Eq. (93) will become clear in the next subsection.
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C. Resolution of the singularity problem
In what follows, we first define an example of a regular state at t = ts > 0. Next,
we make generalization. Afterwards, we map the general regular state to the initial
state at t = 0, by inverting the general form of the solution defined by Eqs. (84)
(with t0 = 0) and (86). Finally, we argue that the initial state is regular at t = 0
due to the unitarity of the quantum evolution. This way we get the resolution of the
initial singularity problem of the underlying classical dynamics.
1. Regular state at fixed time
Let us define a state defined at t = ts > 0, that is “far away” from the singularity,
as follows
Ψ(ts, x1, x2) =
{
0, for x2 ≤ tH
v(x1, x2)e
i(Λ1x1+Λ2x2), for x2 > tH ,
(97)
where
v(x1, x2) =
{
0, for x2 ≤ tH
1√
Nv
[
x21
(β1+x1)3
] [
(x2−tH )2
(β2−tH+x2)3
]
, for x2 > tH .
(98)
and where Λ1,Λ2, β1, β2 ∈ R (Nv denotes normalization constant).
Direct calculation gives
〈Ψ(ts, x1, x2)|qˆk|Ψ(ts, x1, x2)〉 = Λk, k = 1, 2 , (99)
and
〈Ψ(ts, x1, x2)|Fˆ (θ)0 (ts)|Ψ(ts, x1, x2)〉 > 0 , (100)
as the integrand of (100) is positive definite due to (95).
One can also verify that we have
〈Ψ(ts, x1, x2)|pˆk|Ψ(ts, x1, x2)〉 = Cp
∫ ∞
0
dx1
x1
∫ ∞
tH
dx2
|v(x1, x2)|2
xk(x2 − t) <∞, k = 1, 2 ,
(101)
where Cp is a constant.
Therefore, the state (97) is regular at ts.
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2. Initial state obtained in backward evolution
The state (97) is an example of the state that can be presented, due to (84) and
(86), as follows
Ψ(ts, x1, x2) = 0, for x2 ≤ tH − ts, where ts < tH , (102)
Ψ(ts, x1, x2) = η(x1, x2 + ts)
√
x2
x2 + ts
×
× exp
(
i
∫ ts
0
K(t′, x1, x2 + ts − t′)dt′
)
, for x2 ≥ tH − ts . (103)
The above state can be inverted to get the initial state at t = 0 via the backward
evolution:
η(x1, x2) = 0, for x2 ≤ tH , (104)
η(x1, x2) = Ψ(ts, x1, x2 − ts)
√
x2
x2 − ts ×
× exp
(
−i
∫ ts
0
K(t′, x1, x2 − t′)dt′
)
, for x2 > tH . (105)
Since the “forward” evolution is unitary, the “backward” evolution is unitary as well.
3. Regularity of the initial state
It is easy to check that
〈η(x1, x2)|qˆk|η(x1, x2)〉 <∞ , (106)
and
〈η(x1, x2)|pˆk|η(x1, x2)〉 = Cp
∫ ∞
0
dx1
x1
∫ ∞
tH
dx2
|Ψ(ts, x1, x2 − ts)|2
xk(x2 − ts) <∞ , (107)
where k = 1, 2 and where Cp is a constant. It is so because the integrands of (106)
and (107) are positive definite functions, and due to (90).
Now, let us address the issue presented by Eq. (93). To show that this equation
cannot be satisfied, we should prove that for all tH > ts 6= 0 we have
〈η(x1, x2)|Fˆ (θ)0 (ts)|η(x1, x2)〉 =
∫ ∞
0
dx1
x1
∫ ∞
tH
dx2
F˘
(θ)
0 (ts)|Ψ(ts, x1, x2 − ts)|2
x2 − ts > 0 .
(108)
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We exclude the case ts = 0, because for p1 = p2, due to (96), we have F
(θ)
0 =
0, which means Fˆ
(θ)
0 (0) = 0ˆ. The “zero operator” cannot represent any physical
observable as its action does not lead to any physical state. Namely, it maps any
state |ψ〉 into the zero vector 0ˆ|ψ〉. Such a vector cannot be normalized. Thus, it
cannot be given any probabilistic interpretation.
Since the integrand defining Eq. (108) is positive definite, the equation is satisfied,
which completes the proof.
Thus, the initial state is regular, i.e., does not satisfy Eqs. (92) and (93). This
implies that whenever we have a regular state far away from the singularity (which
is generic case), the initial quantum state at t = 0 is regular so that the quantum
evolution is well defined for any t ≥ 0. This is a direct consequence of the unitarity
of considered quantum evolution.
D. Quantum bounce
Let us examine the issue of possible time reversal invariance of our quantum
model. In what follows, we examine the time reversal invariance of our Schrödinger
equation and its solution.
The operator of the time reversal, Tˆ : H → H, is defined to be
Tˆ ψ(t, x1, x2) = ψ˜(t, x1, x2) := ψ(−t, x1, x2)∗, where ψ ∈ H , (109)
so its complex conjugates change the sine of the time variable in a state vector.
i
∂
∂t
Ψ˜(t, x1, x2) =
(
−i ∂
∂x2
+
i
2x2
−K(−t, t, x1, x2)
)
Ψ˜(t, x1, x2) . (110)
The general solution to Eq. (110), for t < 0, is found to be
Ψ˜(t, x1, x2) = η(x1, x2+|t|−|t0|)
√
x2
x2 + |t| − |t0| exp
(
i
∫ t
t0
K(−t′, x1, x2 − t+ t′) dt′
)
,
(111)
where |t| ≥ |t0|, and where η(x1, x2) := Ψ˜(t0, x1, x2) is the initial state.
The unitarity of the evolution (with t0 = 0) leads to the condition
η(x1, x2) = 0 for x2 < |tH | , (112)
which corresponds to the condition (86).
For |t| < |tH | we get
〈Ψ˜(t)|Ψ˜(t)〉 =
∫ ∞
0
dx1
x1
∫ ∞
|tH |
dx2
|η(x1, x2)|2
x2
, (113)
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which shows that the norm is time independent.
Comparing Eqs. (83) and (110) we can see that the dynamical equation fails to
be time reversal invariant because the Hamiltonian Hˆ0 does not have this symmetry.
However, the solutions to these equations have only different phases. Thus, the
probability density is continuous at t = 0 (that marks the classical singularity) due
to Eqs. (84) and (111) (with |t0| = 0), which we call the quantum bounce.
V. CONCLUSIONS
Near the classical singularity the dynamics of the general Bianchi IX model sim-
plifies. Due to the symmetry of the physical phase space of this model, we can apply
the affine coherent states quantization method. The quantum dynamics, described
by the Schrödinger equation, is devoid of singularities in the sense that the expecta-
tion values of basic operators are finite during the quantum evolution of the system.
The evolution is unitary and the probability density of our system is continuous at
t = 0, which marks the classical singularity.
We name the state defined by Eqs. (102)–(103) the rescue state. It is chosen to be
regular because one expects that the quantum state far away from the singularity is
a proper quantum state. The Schrödinger evolution does not lead outside the space
of such states.
The choice of the fiducial state as the rescue state leads, under the action of the
affine group, to another rescue state with changed parameter tH . Namely,
U(q, p)KtH = KtH/p, p ∈ (0,+∞), (114)
where KtH denotes the rescue space with tH parameter (for simplicity we consider
only one half plane). In general, the fiducial vector is known to be a free “parameter”
of the coherent states quantization formalism. However, our final conclusion does
not depend on the fiducial vector.
The quantum Hamiltonian, Hˆ0(t, x1, x2) = −qˆ2 − Kˆ(t, x1, x2), is not invariant
under the affine group action as we have
U1(q˜1, p˜1)U2(q˜2, p˜2)Hˆ0(t, x1, x2)U1(q˜1, p˜1)
−1U2(q˜2, p˜2)−1
= Hˆ0(t, p˜1x1, p˜2x2) = − 1
p˜2
qˆ2 − Kˆ(t, p˜1x1, p˜2x2) 6= Hˆ0(t, x1, x2) . (115)
Therefore, the affine coherent states quantization does not introduce the affine sym-
metry as the symmetry of our quantum system. However, the quantum evolution
restricted to the space of all possible rescue spaces is unitary and devoid of singu-
larities. Thus, the rescue space, which spans the subspace of our Hilbert space, is of
basic importance in our quantization scheme.
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The non-diagonal BIX underlies the BKL conjecture which concerns the generic
singularity of general relativity. Therefore, our results suggest that quantum general
relativity is free from singularities. Classical singularity is replaced by quantum
bounce, which presents a unitary evolution of the quantum gravity system.
Since general relativity successfully describes almost all available gravitational
data, it makes sense its quantization to get the extension to the quantum regime.
The latter could be used to describe quantum gravity effects expected to occur near
the beginning of the Universe and in the interior of black holes.
Our fully quantum results show that the preliminary results obtained for the
diagonal BIX within the semiclassical affine coherent states approximation [29, 30]
are correct. Appendix B presents the affine coherent states applied in these papers,
which define another parametrization of our coherent states.
As far as we are aware, we are pioneers in addressing the issue of resolving the
generic singularity problem of general relativity via quantization. Therefore, trying
to confirm our preliminary results within different quantization scheme would be
interesting. In particular, the choice of different time and corresponding Hamiltonian
in the reduced phase space approach (see, Eq. (13)) would be valuable.
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Appendix A: Alternative affine coherent states for half-plane
The phase space Π1 may be identified with the affine group Aff(R) by defining
the multiplication law as follows
(q′, p′) · (q, p) = ( q
p′
+ q′, p′p), (A1)
with the unity (0, 1) and the inverse
(q′, p′)−1 = (−q′p′, 1
p′
). (A2)
The affine group has two, nontrivial, inequivalent irreducible unitary representations
[18] and [19, 20]. Both are realized in the Hilbert space L2(R+, dν(x)), where dν(x) =
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dx/x is the invariant measure on the multiplicative group (R+, ·). In what follows
we choose the one defined by
U(q, p)ψ(x) = eiqxψ(x/p) , (A3)
where |ψ〉 ∈ L2(R+, dν(x)).
For simplicity of notation, let us define integrals over the affine group Aff(R) as
follows: ∫
Aff(R)
dµL(q, p) =
1
2pi
∫ +∞
−∞
dq
∫ ∞
0
dp
p2
, (A4)∫
Aff(R)
dµR(q, p) =
1
2pi
∫ +∞
−∞
dq
∫ ∞
0
dp
p
, (A5)∫
Aff(R)
dµU(q, p) =
1
2pi
∫ +∞
−∞
dq
∫ ∞
0
dp ρ(q, p) . (A6)
The last one is intended to be used as invariant measure in respect with the action
U(q, p).
Fixing the normalized vector |Φ〉 ∈ L2(R+, dν(x)), called the fiducial vector, one
can define a continuous family of affine coherent states |q, p〉 ∈ L2(R+, dν(x)) as
follows
|q, p〉 = U(q, p)|Φ〉. (A7)
As we have three measures, one can define three operators which potentially can
leads to the unity in the space L2(R+, dν(x)):
BL =
∫
Aff(R)
dµL(q, p)|q, p〉〈q, p| , (A8)
BR =
∫
Aff(R)
dµR(q, p)|q, p〉〈q, p| , (A9)
BU =
∫
Aff(R)
dµU(q, p) ρ(q, p)|q, p〉〈q, p| . (A10)
Let us check which one is invariant under the action U(q, p) of the affine group:
U(q′, p′)BUU(q′, p′)† =
∫ +∞
−∞
dq
∫ ∞
0
dpρ(q, p)|q/p′ + q′, p′p〉〈q/p′ + q′, p′p| (A11)
One needs to replace the variables under the integral:
q˜ = q/p′ + q′ and p˜ = p′p , (A12)
q = p′(q˜ − q′) and p = p˜
p′
. (A13)
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Calculating the Jacobian ∂(q,p)
∂(q˜,p˜)
= 1 one gets:
dµU(q, p) = ρ(q, p)dq˜d p˜ = ρ(p
′(q˜ − q′), p˜
p′
)dq˜d p˜ (A14)
This implies, the transformed weight should be equal to the initial one, ρ(p′(q˜ −
q′), p˜
p′
) = ρ(q, p) for every (q′, p′). The simplest solution is ρ(q, p) = const, so we get
dµU(q, p) = dq dp.
It also implies that the operators BL and BR do not commute with the affine
group. The action (A3) is not compatible neither with the left invariant, nor with
right invariant measures on the affine group.
The irreducibility of the representation, used to define the coherent states (A7),
enables making use of Schur’s lemma [23], which leads to the resolution of the unity
in L2(R+, dν(x)): ∫
Aff(R)
dµU(q, p)|q, p〉〈q, p| = AΦ I , (A15)
where the constant AΦ can be calculated using any arbitrary, normalized vector
|f〉 ∈ L2(R+, dν(x)):
AΦ =
∫
Aff(R)
dµU(q, p) 〈f |q, p〉〈q, p|f〉 . (A16)
This formula can be calculated directly:
AΦ =
∫
Aff(R)
dµU(q, p)
×
∫ ∞
0
dν(x′)
∫ ∞
0
dν(x)(f(x′)⋆eiqx
′
Φ(x′/p))(e−iqxΦ(x/p)⋆f(x))
=
∫ ∞
0
dx′
x′
∫ ∞
0
dx
x
∫ ∞
0
dp
[
1
2pi
∫ +∞
−∞
dqeiq(x
′−x)
]
f(x′)⋆f(x)Φ(x′/p)Φ(x/p)⋆
=
∫ ∞
0
dx
x2
|f(x)|2
∫ ∞
0
dp|Φ(x/p)|2
=
(∫ ∞
0
dx
x
|f(x)|2
)(∫ ∞
0
dp
p2
|Φ(p)|2
)
=
∫ ∞
0
dp
p2
|Φ(p)|2 (A17)
if 〈f |f〉 = 1.
In the derivation of (A17) we have used the equations:
〈x|x′〉 = xδ(x− x′),
∫ ∞
0
dx
x
|x〉〈x| = I,
∫ ∞
0
dx
x
δ(x− x′)f(x) = f(x′) . (A18)
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Appendix B: Orthonormal basis of the carrier space
The basis of the Hilbert space L2(R+, dν(x)) is known to be [25]
e(α)n (x) =
√
n!
Γ(n+ α + 1)
e−x/2x(1+α)/2 L(α)n (x), (B1)
where L
(α)
n is the Laguerre function and α > −1. One can verify that
∫∞
0
e
(α)
n (x)e
(α)
m (x)dν(x) =
δnm so that e
(α)
n (x) is an orthonormal basis and can be used in calculations.
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