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Abstract 
 
 
Mammalian brains generate complex, dynamic structures of oscillatory activity, in which 
distributed regions transiently engage in coherent oscillation, often at specific stages in behavioural 
or cognitive tasks.  Much is now known about the dynamics underlying local circuit 
synchronisation and the phenomenology of where and when such activity occurs.  While 
oscillations have been implicated in many high level processes, for most such phenomena we 
cannot say with confidence precisely what they are doing at an algorithmic or implementational 
level.  This thesis presents work towards understanding the dynamics and possible function of large 
scale oscillatory network activity.  We first address the question of how coherent oscillatory activity 
emerges between local networks by measuring phase response curves of an oscillating network in 
vitro.  The network phase response curves provide mechanistic insight into inter-region 
synchronisation of local network oscillators. Highly simplified firing models are shown to 
reproduce the experimental data with remarkable accuracy.  We then focus on one hypothesised 
computational function of network oscillations; flexibly controlling the gain of signal flow between 
anatomically connected networks. We investigate coding strategies and algorithmic operations that 
support flexible control of signal flow by oscillations, and their implementation by network 
dynamics.  We identify two readout algorithms which selectively recover population rate coded 
signal with specific oscillatory modulations while ignoring other distracting inputs.  By designing a 
spiking network model that implements one of these mechanisms, we demonstrate oscillatory 
control of signal flow in convergent pathways.  We then investigate constraints on the structures of 
oscillatory activity that can be used to accurately and selectively control signal flow.  Our results 
suggest that for inputs to be accurately distinguished from one another their oscillatory modulations 
must be close to orthogonal.  This has implications for interpreting in vivo oscillatory activity, and 
may be an organising principle for the spatio-temporal structure of brain oscillations.   
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Chapter 1:  Introduction 
 
1.1 Introducing the question 
Oscillatory phenomena occur ubiquitously in the brain, manifesting experimentally as periodic 
modulation of spike trains and aggregate measures of neural activity.  Such activity occurs in 
diverse brain regions and behavioural states and spans several orders of magnitude in frequency.  
Task dependent changes in patterns of oscillatory activity suggest possible roles in computation and 
cognition and have attracted intense interest from experimental and computational neuroscientists.  
Despite extensive experimental characterisation, modelling and speculation, the role played by most 
oscillatory phenomena remains unclear and in many cases little direct evidence exists to prove 
functional significance. 
This thesis focuses on the hypothesis that network oscillations play a role in flexibly controlling the 
flow of signal through the fixed anatomical connectivity of the brain.  Specifically, we are interested 
in how oscillatory and resonant network dynamics can be used to selectively control the gain of 
interactions between networks; and whether these mechanisms are in fact employed by the brain.  
This question defines the scope of our work so our first priority is to attempt to convince the reader 
that it is interesting and worthwhile. 
The behavioural flexibility of higher animals is perhaps the most compelling argument for the 
existence of mechanisms for rapid and flexible remapping of the brain’s connection structure.  
Though some behaviours appear to be hard-wired mappings from sensory stimuli to motor 
responses, much behaviour is characterised by sensitivity to context.  The significance of a given 
sensory event to an animal may vary dramatically in different situations, ranging from complete 
irrelevance to requiring immediate approach, avoidance or a more subtle motor response.  It is 
likely that such context-dependent behaviour requires flexibility throughout the complex web of 
processing linking sensory inputs to motor outputs.  The current salience of different components of 
the sensory input may determine the extent to which they are allocated high level representational 
and memory capacity through attentional mechanisms.  The mapping of these high level 
representations onto motor plans or cognitive actions may in turn depend flexibly on current 
context. 
There are of course many ways in which flexible mapping between inputs and outputs could be 
implemented in a network.  Given the non-linearity of neural systems, an input-output 
transformation could be radically changed in the absence of any change in connectivity by the 
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addition of a contextual input signal to some of the neurons in the network.  However, the 
connectivity structure of a network plays such a fundamental role in shaping activity that 
modifications to it are clearly a potentially powerful mechanism for implementing functional 
flexibility.  Synaptic plasticity mechanisms play a fundamental role in modifying connectivity on a 
range of time-scales from sub-second changes due to short term plasticity, through to potentially 
lifelong changes due to long term and structural plasticity.   These direct modifications of the 
efficacy of individual synapses certainly play important roles in behavioural flexibility on a range of 
time-scales.  We are interested in whether these are supplemented by mechanisms which achieve 
rapid and selective modification of the strength of functional interactions by using oscillatory 
dynamics rather than directly modifying synaptic strengths. 
How could oscillations affect the strength of functional interactions?  The basic concept is that 
oscillatory dynamics induce periodic modulation of the output of a network and that the response of 
regions receiving the output is sensitive to this modulation.  Depending on the dynamics of the 
receiving region, the modulation might increase the spikes elicited in response to the input, have 
little effect, or even in principle decrease the response.  Selective control of interaction strength 
could be achieved by changing dynamics in a sending region to modify the frequency, amplitude or 
phase of the modulation, or by changing the filtering properties of a receiving region to affect its 
sensitivity to these characteristics.  Susceptibility for synaptic plasticity may also be modulated as a 
function of oscillation phase, such that changes in structure of oscillatory activity could control 
which inputs drive plasticity in target structures.  
Where may such mechanisms exist in the mammalian brain?  In the next chapter we review the 
experimental evidence implicating changes in structures of oscillatory network activity in brain 
function during behaviour.  Here we briefly highlight the brain regions and oscillatory activity 
patterns we think are most plausibly implicated in controlling the strength of functional interactions.   
The theta oscillation in hippocampus and connected structures is perhaps the most compelling.   The 
activity of hippocampal pyramidal cells is strongly modulated as a function of oscillation phase.  
The structure of the oscillation is in turn strongly modulated during behaviour, both in the phase of 
spiking of individual hippocampal pyramidal cells relative to the local oscillation, and the coupling 
of extra hippocampal regions with hippocampal theta. The mechanistic consequences of these 
changes remain incompletely understood, but the former may plausibly play a role in controlling the 
gain of plasticity between neuronal assemblies in the hippocampus, while the latter may control 
information flow into and out of the structure.  The functional importance of this oscillation is 
underlined by the behavioural consequences of its disruption by pharmacological agents.  Another 
candidate activity pattern is beta oscillations in regions associated with motor planning and 
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execution, including motor, premotor and parietal cortex, and connected structures including the 
basal ganglia and cerebellum.  These oscillations deeply modulate neuronal spiking of at least a 
subset of cells, and both local circuit and inter-region synchronisation are highly task dependent, 
consistent with a role in flexibly controlling signal flow.  Changes in structures of oscillatory 
activity during tasks requiring selective attention are also interesting in this context.  Visual 
attention produces modest but significant effects on local circuit gamma band synchronisation in 
several visual areas, and striking effects on the inter-region coherence of such oscillations.  
Correlation between gamma synchronisation and behavioural performance supports the functional 
significance of these effects, though one caveat is an absence of evidence indicating that spike 
probability is deeply modulated by gamma oscillation phase in the regions with pronounced 
attentional effects.   Alpha frequency oscillations in thalamo-cortical circuits are also strongly 
affected by attentional state, typically exhibiting desynchronisation in cortical regions representing 
the attended area enhanced synchronisation in non-attended areas.  While this could suggest they 
reflect idling or an inactive state of cortical circuits, a variety of cognitive tasks enhance alpha band 
oscillations suggesting a more active role in reconfiguring neural circuits to different task demands.   
Though much is now known about structures of oscillatory activity in vivo and their modulation 
during behaviour, the great majority of experimental evidence implicating oscillations in controlling 
signal flow remains correlational.  Evaluating whether the observed activity is consistent with this 
function is complicated by the lack of quantitative proposals for how these mechanisms may 
function.  A principle aim of the work in this thesis is to develop such models.  We now briefly 
explain why we believe that focusing on this basic operation of controlling the gain of signal flow 
using oscillations may help evaluate the proposed roles of network oscillations in a wide range of 
high level cognitive functions. 
 
1.2 Gain control and multiplexing as basic components of high-level functions of 
oscillations 
Network oscillations have been proposed to play roles in many different high level processes 
including visual scene segmentation, representation of navigational path sequences, selective 
attention and working memory,  multi-sensory integration, and the storage, recall and consolidation 
of long term memories.  In these different proposals oscillatory modulations convey diverse 
information about the status of signals.   For example they may indicate attentional salience, 
whether a set of place cells represents a past or future location, or whether multiple sensory 
attributes have common or distinct causes.  However, in all cases this meta-information is only 
meaningful if target networks can treat the signals differently on the basis of their oscillatory 
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modulations. Responding to inputs with different gains is the most basic way in which a target 
network may distinguish these signals.  Of course the differential treatment may be much more 
complex than simply applying different linear gains to different components of the signal.  
However, selective gain control may be an important component of more complex operations used 
to select specific subsets of combined signals for further processing steps.   
The advantage of focussing on this low level operation of selective gain control is that important 
features of the problem may become apparent which are not obvious when thinking about high level 
computations directly.  A major theme which emerged in the current work, that we believe has 
received insufficient attention in the oscillations literature to date, is that of multiplexing population 
codes.  Multiplexing is the process of combining multiple signals into a single stream for 
transmission through a communication channel, in such a way that the combined signal can be 
separated by a receiver to recover the individual components.   Multiplexing is used ubiquitously in 
man-made communication systems to enable multiple signals to share expensive or limited 
resources such as optic fibres or radio bandwidth.  This is often achieved by separation of signals 
into distinct frequency bands (frequency division multiplexing) or time slots (time division 
multiplexing).  We will see in Chapters 4 and 5 that both these schemes can be applied to 
multiplexing neural codes.   
Multiplexing necessarily plays a fundamental role in any scheme where network oscillations are 
used to implement changes in the gain for signal transmission that are selective for either a subset 
of the regions that a population of neurons projects to, or for a subset of the inputs received by a 
network (Figure 1.1).  This is because both cases require that a single communication channel 
carries two separable signals, the component whose gain is to be varied, and the component whose 
gain is to remain unchanged.  In the former case the communication channel is a divergent pathway 
in which a single population of neurons projects to multiple target networks.  A simple example is a 
network in which neurons make both recurrent local connections and long range projections to other 
regions.  The hippocampus provides an example of this arrangement where CA3 pyramidal cell 
axons form local recurrent connections en route to the CA1 region.  It is easy to imagine situations 
where it may be useful to independently control the gain of signals sent to different target networks 
in a divergent pathway.   For example if a computation performed by the local circuit takes time to 
execute it may be desirable to suppress output until the answer is ready.  This could be achieved 
without oscillations by having distinct populations of neurons mediating the two connections.  
However, this additional circuitry could potentially be avoided if, for example, the local 
computations are performed in an asynchronous state, with a burst of oscillation used to transmit the 
output to the distal network.  This is multiplexing, as the same anatomical pathway carries two 
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distinct signals to the two targets.  The first component is carried by the firing rate as in a traditional 
population code and must be ignored by the distal target network.  The second component must in 
some way be encoded into the oscillatory modulation of the firing rate such that it can be read out 
independently of the first component by a network with appropriate filtering properties.  
Multiplexing is also necessary if oscillations are to be used to selectively control the gain for a 
subset of inputs to a network in a convergent pathway.  Convergent pathways are common in 
sensory processing where low level regions representing different attributes, such as local 
orientations in retinotopic space, converge to higher level regions which have larger receptive fields 
for more complex attributes  (Jones 1970, Cavada 1989).  These anatomical motifs are therefore of 
interest in hypotheses concerning the role of oscillations in selective attention, feature binding, and 
multi-sensory integration.  If oscillations are used in a convergent pathway to distinguish multiple 
components of a combined input, this is an example of multiplexing where the shared 
communication channel is the input space of the receiving region.  If the receiving region needs to 
   
 
Figure 1.1 Selective gain control in convergent and divergent pathways.  a) Long range 
connections between local circuits including convergent and divergent pathways. b) The gain of the 
highlighted pathway cannot be selectively controlled either by changing the gain in the receiving 
region or the firing rate in the sending region, as both manipulations will also affect other 
pathways.  Multiplexing population codes using network oscillations in principle allows selective 
gain control for subsets of network inputs in convergent pathways, and of projection targets in 
divergent pathways.  Selective enhancement of the gain between two regions might be achieved by 
coherent oscillation (b), or the gain of local connections might be selectively varied relative to long 
range connection by a change in local circuit oscillatory dynamics (c). 
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treat these components differently, for example by responding to them with different gains, their 
modulations must be organised such that there is a de-multiplexing operation that can separate 
them. 
We emphasise the role of multiplexing because it focuses attention on the informational aspects of 
this problem rather than the dynamical aspects that have been the principal focus of previous work 
on the topic.  This prompts the questions of what neural codes and structures of oscillatory activity 
can enable multiple signals to occupy a single channel, what operations can be used to separate the 
combined signal, and how accurately the individual components can be recovered.  Our approach to 
addressing these questions is to consider a feed forward convergent pathway in which signals from 
a number of input networks converge to a single receiving network.  We identify ways in which the 
receiving network can selectively read out the signal encoded by a single input network while 
ignoring the others, on the basis of differences in their oscillatory modulations.  In Chapter 4 we 
show that evaluating spatial patterns of firing rate oscillation amplitude can selectively readout 
signals oscillating in specific frequency bands, and design a biophysical model that implements 
such a mechanism.  We argue in Chapter 5 that efficiently multiplexing population codes imposes 
previously unrecognised constraints on the structure of oscillatory modulations of component 
signals, due to the requirement that individual components of the signal are orthogonal under the 
de-multiplexing operation that separates them.  Orthogonality ensures that when one of the signal 
components varies this does not affect the readout of the other components.   
While we believe this informational perspective can provide novel insights into how oscillations 
may enable flexible control of signal flow, any such operations must be implemented by the 
dynamics of biological networks.  Understanding these dynamics plays two critical roles in 
evaluating the hypothesis.  The first is to explain the dynamics underlying the task dependent 
changes in local circuit synchronisation and inter-region coherence that are used to argue for the 
hypothesis.  The second is to understand how network dynamics can implement the mathematical 
operations which permit flexible control of signal flow by oscillations.  Our work makes two 
contributions in these directions. Chapter 3 presents experimental and modelling work which aims 
to understand the emergence of coherent oscillatory activity between regions.  We use an in vitro 
model system to measure the phase response of an oscillating network to stimulation of input 
pathways and the local circuit.  The shape of the measured phase response curves provides insight 
into how local networks can couple through excitatory long-range connections.  Close 
correspondence between the experimental data and a simple neural mass model suggests that such 
models may provide a powerful tool for understanding the dynamics of changes in inter-region 
coherence.   In Chapter 4 we look at how biologically plausible networks can generate activity that 
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supports multiplexing of population codes, and at how resonant dynamics in feed-forward 
interneuron layers can perform the filtering needed to de-multiplex combined activity patterns in 
convergent pathways. 
In reducing the problem to the simplest form that we felt preserved access to these issues, we have 
necessarily discarded many important aspects of real brain networks when constructing our 
conceptual and computational models.  One such simplification is that our model networks do not 
do any computations with the information they represent, but instead passively transmit signals 
from one layer the next, albeit with selective changes in gain for different pathways.  We leave for 
further work the important issue of how easily the mechanisms we outline can be integrated into 
networks implementing real computations.  A related simplification is that we consider only 
changes in gain that consist of completely turning on or off pathways, rather than the graduated 
reweighting of different inputs and outputs that more likely characterises modulation of real brain 
networks.  In the discussion Chapter 7 we discuss how this limitation could be relaxed in extensions 
to the models and the likely consequences of this for our conclusions. 
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Chapter 2: Literature Review 
 
2.1 What are network oscillations? 
Network oscillations are dynamical states where the spiking activity of populations of neurons 
exhibits periodic synchronisation.  Though this simple definition describes the feature common to 
all network oscillations, it obscures a large amount of heterogeneity in the network states that have 
been described as oscillations in the literature.  A wide variety of experimental data are interpreted 
as evidence of oscillations, ranging from signals with clearly visible periodicity, to changes in broad 
frequency bands of spectral measures which show no clear peak.  Theoretical work on network 
dynamics suggests that even in randomly connected networks there is a range of different 
dynamical mechanisms which can lead to oscillatory synchronisation.  Before we turn to task-
dependent changes in oscillatory activity within and across regions, we review what is known about 
local circuit activity during oscillations, and their underlying dynamical mechanism. 
We will first briefly outline the signals and analysis methods that are used to identify oscillatory 
activity in local networks, indicating their respective strengths and weaknesses.  We do this because 
our view of networks in vivo is restricted to that provided by the small window of experimentally 
measured signals.   Though the size of this window is growing rapidly (Stevenson and Kording, 
2011), we still see only a tiny fraction of the total activity whose state we wish to infer.  
Understanding how the presence of oscillatory activity is identified is important for interpreting 
task-dependent changes in these signals. 
 
2.2 Detecting oscillations in experimental signals 
The most direct measure of neural activity is spikes trains, which may be either single or multi-unit 
activity recorded at one or more sites simultaneously.  In vivo spike trains in cortex are highly 
irregular (Softky and Koch, 1993; Baddeley et al., 1997) with high coefficients of variation of spike 
counts and inter-spike intervals.  Such irregularity in no way precludes the possibility of periodic 
modulation of the probability of spiking or of a strong oscillation at the population level.  Indeed, 
irregular spiking of single units is frequently observed concurrently with evidence of periodic 
activity (Bragin et al., 1995; Fries et al., 2001; Logothetis et al., 2001; Hasenstaub et al., 2005).    
However, as we discuss below, the irregularity of unit activity in vivo does constrain the types of 
dynamical states that may underlie observed periodic signals.    
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Various analysis methods are used to detect periodic modulation of spiking activity.  For single 
spike trains the presence of periodic modulation produces multiple regularly spaced peaks in the 
autocorrelation function and a peak at a particular frequency of the power spectrum (Perkel et al., 
1967a; Eckhorn et al., 1988; Gray and Singer, 1989; Fries et al., 1997; Friedman-Hill et al., 2000).   
A possible confound can occur in using these measures due to bursting dynamics of single neurons, 
which can produce peaked spectra in the absence of network oscillations (Bair et al., 1994).  This 
confound can be avoided by analysis methods which combine signals from two electrodes (Perkel et 
al., 1967b; Jarvis and Mitra, 2011).  The cross-correlation function or cross spectra of pairs of spike 
trains were widely used to evaluate population oscillations (Eckhorn et al., 1988; Gray et al., 1989; 
Wehr and Laurent, 1996). Spurious central peaks can occur in cross-correlograms due to 
correlations in response latency or variations in excitability on a slow timescale (Brody, 1999), 
however these do not produce the multiple regularly spaced peaks indicative of a network 
oscillation.   
Recently, raw cross spectra have been largely supplanted by coherence measures in evaluating the 
frequency content of activity correlations (Fries et al., 2008; Gregoriou et al., 2009; Jutras et al., 
2009; Ray and Maunsell, 2010).  Coherence is a spectral measure generated by normalizing the 
cross-spectrum of two signals by the autospectrum of each individual signal.   In neuroscience 
applications the coherence is usually calculated between two simultaneously recorded local field 
potentials (LFPs), two spike trains (spike-spike coherence), or a spike train and an LFP (spike-field 
coherence).  The normalisation has several advantages. It produces a signal with a defined range of 
zero to one, with zero indicating no correlation between the signals at that frequency and one 
indicating that they are identical up to a constant shift in time.  The normalisation also makes 
coherence invariant to linear filtering or one or both signals.  This is desirable for signals such as the 
LFP which, as we discuss below, may be related to physiological activity of interest by considerable 
filtering.  The normalisation also prevents the possibility of spurious peaks in the cross spectra that 
can occur due to limited data if one or both signals are strongly periodic but the two are 
uncorrelated.   
Oscillatory network activity produces peaks in coherence spectra, but it is not straightforward to 
estimate the strength of the oscillatory modulation of network firing rates from the height of the 
peaks.  This is because the average firing rate of spike trains, and the size of time bins at which they 
are discretized, affect the value of the coherence (Zeitler et al., 2006; Lepage et al., 2011).  This can 
be understood qualitatively by considering two Poisson processes with identical periodic 
modulations of their firing rates.  Though the firing rates are identical, the spike trains will be 
distinct due to the stochastic timing of individual spikes, so the coherence between the signals will 
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be less than one.  In the presence of common periodic firing rate modulation we expect a peak in the 
coherence spectrum, but how high will this peak be for a given modulation depth?  This depends on 
spike rate because, if the spike trains are represented as counts in time bins of a given width, the 
two spike trains will become more similar as their average spike rate increases (up to a 
multiplicative factor if they have different average rates).  We illustrate these effects quantitatively 
in Chapter 6 for a multiplicative modulation model of activity we use in Chapter 5.  This means that 
while coherence is a powerful tool for detecting the presence of correlated fluctuations in spiking 
activity in a particular frequency band, it impossible to interpret their strength if we are not also 
given their average spike rate.  It is sometimes incorrectly stated that coherence is invariant to 
changes in rate (Fries et al., 2001; Gregoriou et al., 2009) and frustratingly, average firing rates are 
rarely reported with coherence measurements.  The dependence on firing rate could cause task-
dependent changes in coherence in the absence of any change in network synchronisation.  Recent 
studies are beginning to counteract this possibility by discarding spikes to normalise rates across 
conditions (Gregoriou et al., 2009), or testing statistically if variance changes are correlated with 
rate changes (Pesaran et al., 2008). 
Intracellular recordings provide very direct information about network state by allowing 
approximate measurements of excitatory and inhibitory currents received by a cell, or through 
information about sub-threshold membrane potential trajectories.  Performing such recordings in 
behaving animals is formidably difficult and hence their application to task-dependent changes in 
oscillatory activity has been limited.  In the study of oscillations, they have principally been applied 
to in vitro oscillation models (e.g Oren et al., 2006) where they have provided considerable insight 
into mechanisms of oscillations.  Intracellular recordings in vivo have been used to study oscillatory 
activity in the hippocampus in the anaesthetised (Ylinen et al., 1995; Atallah and Scanziani, 2009), 
and awake state (Harvey et al., 2009). 
If spike rates are low it can be hard to resolve periodic modulation of spiking probability against 
stochastic variability in spike activity.  Aggregate measures of activity such as the local field 
potential (LFP) can help overcome these difficulties, at the cost of a less direct relationship between 
the measured signal and the activity of interest.  The local field potential is the low frequency (<200 
Hz) components of signals recorded in the extracellular space.  The signal is generated principally 
by synaptic input to cells within ~250 um of the recording electrode (Katzner et al., 2009; Xing et 
al., 2009; Ray and Maunsell, 2010).  It is thought that the contribution from individual synaptic 
currents sum approximately linearly to generate the LFP (Nicholson and Freeman, 1975; Holt and 
Koch, 1999; Pettersen et al., 2008), but that the contribution of individual synaptic currents may be 
strongly low-pass filtered.  Such filtering can occur due to the location of synapses on the dendritic 
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tree and their position relative to the recording electrode (Lindén et al., 2010a).  Non-resistive 
properties of the extracellular medium may also contribute to low-pass filtering the spectrum of the 
LFP relative to intracellular voltage fluctuations (Bedard et al., 2006, 2006; Bédard and Destexhe, 
2009; Bédard et al., 2010a).  Local field potentials in vivo characteristically have a 1/f power 
spectrum (Buzsaki and Draguhn, 2004; Bedard et al., 2006), with peaks at particular frequencies 
present in some structure and states (e.g Gray and Singer, 1989; Pesaran et al., 2002; Henrie and 
Shapley, 2005; Chalk et al., 2010).  The presence of peaks indicates some degree of periodic 
modulation of the network activity but the complex relationship between activity and the LFP 
makes it hard to quantify the strength of synchronisation indicated by a given spectrum.  
The linear component of filtering between neural activity and the LFP does not contribute to 
coherence spectra due to normalisation by the auto spectra of the signals of interest.  For this reason 
spike-field coherence spectra can show large peaks at frequencies where little evidence of 
synchronisation is evident in the LFP power spectra (Fries et al., 2008).  Spike-field coherence is 
more sensitive to correlated modulations of the firing rate in local circuits than spike-spike 
measures (Zeitler et al., 2006).  This is due to the large number of neurons that contribute to the LFP 
which reduces fluctuations due to stochastic spiking and increases the size of the coherence for a 
given modulation strength.  These features make spike-field coherence spectra highly sensitive 
measure of oscillatory synchronisation, particularly when combined with multi-taper methods for 
optimal spectral smoothing (Zeitler et al., 2006; Fries et al., 2008; Jarvis and Mitra, 2011).  This has 
made spike-field coherence a popular  analysis for evaluating task dependent changes in oscillatory 
synchronisation both within (Fries et al., 1997, 2008; Chalk et al., 2010; Ray and Maunsell, 2010) 
and between (Pesaran et al., 2008; Gregoriou et al., 2009; Benchenane et al., 2010) regions.  As 
with spike-spike coherence, spike-field coherence depends on firing rates, which makes it hard to 
interpret the strength of synchronisation (Zeitler et al., 2006). The sensitivity of spike-field 
coherence is something of a two-edged sword as it can produce dramatically peaked spectra when 
oscillatory modulations are weak (see Chapter 6). 
In human cognitive neuroscience, the most widely used measures for studying oscillatory activity 
are electroencephalography (EEG) and magnetoencephalography (MEG).  These non-invasive 
methods measure respectively electrical potentials on the scalp or magnetic fields just above 
(Darvas et al., 2004).  Contemporary equipment offers massively parallel recording of over 100 
channels spaced over the head which provides the ability to investigate large scale activity patterns 
in behaving humans (Siegel et al., 2008; Hipp et al., 2011).  Modern analysis methods attempt to 
recover the sources that generate the recorded signal by inverting a forward model linking sources 
to sensor data (Van Veen et al., 1997; Gross et al., 2001).  However, even with large numbers of 
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channels and advanced analysis methods, spatial resolution is limited to between several 
millimetres and centimetres such that many tens of thousands of neurons contribute to the signal 
from a given spatial region.  EEG and MEG signals characteristically have a 1/f power spectrum, 
similar to the LFP, with peaks at specific frequencies in some states and regions (Freeman et al., 
2000).  The mechanisms described above, which filter the contribution of activity to the LFP, also 
filter EEG and MEG signals.  Fluctuations that are coherent over large spatial distances contribute 
strong to these signals due to spatial averaging.  Involvement of oscillatory activity in tasks is 
usually inferred from changes in the power in particular frequency bands in specific spatial 
locations, or from frequency specific changes in the coherence between regions (Siegel et al., 2008; 
Hipp et al., 2011).  These indirect measures provide little quantitative information about the strength 
of oscillatory modulation underlying the observed changes. 
 
2.3  In vivo network dynamics and mechanisms of oscillation 
In this section we review what is known about the dynamical state of local networks in vivo during 
both asynchronous and oscillatory activity.  This is a necessary prerequisite to understanding task-
dependent changes in oscillatory activity and has important implications for the representation of 
information by neural codes, which we address in more detail in the subsequent section. 
Much of the modelling and theoretical work aiming to understand the basic dynamical states 
available to neural networks has been carried out in networks with random or all-to-all connectivity.  
While real networks have much more complex connectivity structures, these simple networks show 
a rich range of dynamics which provide considerable insight into network states in vivo (Van 
Vreeswijk and Sompolinsky, 1996, 1998; Brunel and Hakim, 1999; Brunel, 2000; Brunel and Wang, 
2003).  There are two dimensions along which states of these networks can be usefully categorised 
for our purposes.  Firstly, the spiking of individual neurons may be regular or irregular.  This can be 
quantified by the Fano factor, which is the variance of spike counts in a given interval divided by 
the mean, or by the distribution of inter-spike intervals.  For a Poisson process the Fano factor is 
one while for a neuron spiking regularly the Fano factor is much less than 1.  Secondly, the activity 
can be oscillatory or asynchronous, which refers to whether the global activity is periodically 
modulated. 
2.3.1 Irregular activity and the balanced state 
The irregularity of the spike activity of cortical neurons in vivo (Softky and Koch, 1993; Baddeley 
et al., 1997) has prompted intense debate because it is seemingly incompatible with the integration 
of a large number of uncorrelated excitatory postsynaptic potentials (EPSPs) (Softky and Koch, 
25 
 
1993).  Two basic mechanisms have been proposed to account for this discrepancy which, as we 
discuss in the subsequent section, have profoundly different implications for the nature of the neural 
code.  One possibility is than rather than integrating input, neurons act as coincidence detectors and 
spike in response to synchronous activity in presynaptic afferents (Softky and Koch, 1993; Stevens 
and Zador, 1998; Izhikevich, 2006; Abeles, 2009).  This could occur due to spike initiation by a 
limited number of EPSPs in small compartments of active dendrites (Softky, 1994; Häusser et al., 
2000), or due to highly synchronous presynaptic activity (Stevens and Zador, 1998), perhaps 
enhanced by spike threshold adaptation to slow depolarisation (Azouz and Gray, 2000).   
 An alternative mechanism for generating irregularity is a balance between excitatory and inhibitory 
currents (Shadlen and Newsome, 1994, 1998; Tsodyks and Sejnowski, 1995; Amit and Brunel, 
1997).  This creates irregular activity because, although fluctuations of both currents are small 
relative to their average values, they are large relative to the net current.  A key development in the 
study of cortical network dynamics was the realisation that generating this balance does not require 
fine tuning of network parameters, but instead occurs dynamically over wide parameter ranges for 
sparsely connected networks of excitatory and inhibitory neurons (Van Vreeswijk and Sompolinsky, 
1996, 1998; Brunel, 2000; Latham et al., 2000).  In these balanced networks, individual neurons 
operate in a fluctuation driven regime in which the net current they receive is smaller than the 
rheobase, with spikes elicited by fluctuations in the input.  This explanation for the irregularity of 
cortical activity is consistent with intracellular recordings of cortical cells in activated asynchronous 
network states both in vitro (Shu et al., 2003) and   in vivo (Paré et al., 1998; Steriade et al., 2001; 
Haider et al., 2006), which reveal balanced excitatory and inhibitory conductances, which in turn 
are large relative to the leak conductance (reviewed in Destexhe et al., 2003).  The conductances 
produce an average membrane potential that is significantly depolarised relative to the resting 
potential, with large membrane potential fluctuations and irregular spiking.  Balanced states have 
various possible computational advantages including responding to changes in input on time-scales 
much faster than the membrane time constant (Tsodyks and Sejnowski, 1995; Van Vreeswijk and 
Sompolinsky, 1998), allowing graduated responses over wide ranges of input firing rates (Shadlen 
and Newsome, 1998; Hô and Destexhe, 2000), and permitting equalisation of responsiveness to 
synapses across the dendritic tree (Rudolph and Destexhe, 2003).  An important feature of balanced 
states is that the micro-structure of activity is chaotic (Van Vreeswijk and Sompolinsky, 1996; 
Banerjee et al., 2008; London et al., 2010).  A small perturbation such as the addition of a single 
extra spike will grow rapidly and completely change spike timing in the subsequent network 
activity.   While the micro-structure of activity (the precise sequence of spikes across neurons) is 
chaotic, macroscopic features of the activity such as average firing rate will rapidly return to their 
steady state values after perturbations.  This has important implications for coding as aspects of the 
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activity that are chaotic are poorly suited to representing information due to their susceptibility to 
noise. 
2.3.2 Oscillating states with regular and irregular unit activity 
Oscillating network states can be divided into two categories based on the irregularity of spiking of 
individual neurons.  In low noise conditions with heterogeneous firing rates, oscillations can occur 
through ‘spike to spike’ synchrony, in which individual neurons fire regularly at the frequency of 
the network oscillation (Van Vreeswijk et al., 1994; Wang and Buzsaki, 1996; Smeal et al., 2010), or 
at integer divisions of this frequency in cluster states (Golomb and Rinzel, 1994).  These 
oscillations occur in population of cells that are depolarised with similar currents, such that they fire 
at similar frequencies, each neuron acting like a clock ticking with approximately the same period.  
Depending on the properties of the individual neurons and their synaptic interactions, coupling 
between the cells may bring them into synchrony to produce a network oscillation.  A critical factor 
determining whether the network will synchronise is the phase response curve of the neurons to 
their synaptic interaction (Van Vreeswijk et al., 1994; Ermentrout, 1996; Rinzel and Ermentrout, 
1998; Smeal et al., 2010), which is influenced both by the synaptic and intrinsic membrane 
properties.  
An alternative mechanism of synchronisation can occur in networks where noise or heterogeneity of 
firing rates is too large to permit spike to spike synchrony.  In these sparsely synchronised states, 
individual neurons fire irregularly at rates that may be very different from the oscillation frequency, 
but the spiking probability across the network is periodically modulated, generating a population 
oscillation (Brunel and Hakim, 1999, 2008; Brunel, 2000).  The simplest case in which this can 
happen is in a reciprocally connected network of inhibitory cells receiving strong external 
excitatory input.   If the inhibitory coupling is weak, the firing rate of the interneuron population 
will adjust such that the self inhibition balances some of the excitatory drive, leaving a small inward 
current that maintains firing rates.  However, if the recurrent inhibitory coupling is strong and 
delayed, for example due to axonal conduction delay and synaptic rise time, this asynchronous state 
can be unstable.  The steady state firing rate becomes unstable because a fluctuation in the 
population activity will only start to correct itself after a latency due to the delays; this produces an 
overshoot past the stable state and hence a fluctuation in the opposite direction, which in turn leads 
to an overshoot in the direction of the original fluctuation, and so on to produce an oscillation.  This 
instability due to inhibitory - inhibitory coupling can also occur in mixed networks of excitatory and 
inhibitory cells.   Sparsely synchronised oscillations in excitatory inhibitory networks can also occur 
due to the excitatory-inhibitory loop rather than inhibitory - inhibitory coupling (Brunel, 2000).   
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Which of these dynamical mechanisms underlies in vivo oscillatory activity?  As studies of in vivo 
oscillatory activity do not generally provide population level statistics on the irregularity of 
individual unit activity, we are forced to rely on evidence provided by example spike trains.   
Irregular spiking has been observed during cortical (Donoghue et al., 1998; Fries et al., 2001; 
Hasenstaub et al., 2005), striatal (Popescu et al., 2009) and hippocampal (Bragin et al., 1995; 
Tukker et al., 2007), gamma frequency (30 – 80 Hz) oscillations, cortical (Witham et al., 2007; 
Reimer and Hatsopoulos, 2010) and striatal (Courtemanche et al., 2003) beta (15-30 Hz) 
oscillations, and hippocampal (Klausberger et al., 2003) and cortical (Benchenane et al., 2010) theta 
(4- 10 Hz) oscillations.  We are not aware of any clear evidence, in the mammalian brain in vivo, of 
oscillatory activity in which individual neurons spike regularly on each cycle of the oscillation, 
though such activity has been reported in some in vitro oscillation models (Traub et al., 1996; 
Whittington et al., 1997a; Kopell et al., 2000).  In some parameter regimes networks can transition 
smoothly as the noise level varies, between 'spike to spike' synchrony and sparsely synchronised 
oscillation via increasingly irregular cluster states (Brunel and Hansel, 2006).  While we certainly 
cannot rule out the possibility that states close to 'spike to spike' synchrony may occur in vivo, the 
available evidence suggests that the majority of oscillatory activity is best understood as sparsely 
synchronised dynamics.  Where computational models are used in this thesis, they are constructed 
on this assumption.  From a coding perspective, a key advantage of sparsely synchronised 
oscillatory activity is that firing rates of individual neurons can vary independently of the 
population rate, in principle allowing rate coding to coexist with oscillatory coding schemes. 
Though we have discussed asynchronous and oscillating networks as two discrete states, this 
dichotomy is only accurate in the idealised situation of infinitely large spiking networks, which 
have been considered analytically by network dynamics theorists (Brunel, 2000; Brunel and Wang, 
2003), or in noise free firing rate models (Wilson and Cowan, 1972).  In finite size networks, the 
instantaneous activity necessarily fluctuates due to the discrete nature of spikes.  Individual neurons 
receive a fluctuating input that is heterogeneous across the population because of the fine structure 
of the connectivity, which effectively acts as an internal noise source.  In networks where there is 
either external noise or this effective internal noise, the transition between asynchronous activity 
and strong oscillation occurs through a continuum of states in which the network activity gradually 
becomes more periodic as the bifurcation parameter is varied (illustrated in detail in Chapter 6).   
The significance of this for evaluating in vivo network oscillations is that evidence of statistically 
significant oscillatory synchronisation does not necessarily imply strong oscillation, but could 
instead be shallow ripples on activity which is much closer to asynchronous than strongly 
oscillating.  As we show in chapters 4 and 5, the strength of oscillatory synchronisation has a major 
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impact on the efficacy with which the oscillations can be exploited for selective gain control, with 
weak oscillations leading to very poor signal to noise ratios.  Accurately quantifying the strength of 
oscillations in a given system is therefore important in evaluating their functional significance, 
though this is a challenging problem given the potential inhomogeneity and non-stationarity of such 
activity.  In some systems, most notably the hippocampal theta oscillation, there is clear evidence of 
strong oscillation from studies showing deep modulation of spike probability as a function of the 
local LFP phase.  Where such evidence is lacking, it is important to consider the dynamical 
possibility of statistically significant but none the less shallow oscillatory activity, when interpreting 
in vivo data. 
 
2.4  The neural code 
In order to study how oscillations may control the flow of signals between networks we must  
address how information is represented in neural activity.  It is meaningless to discuss controlling 
the gain of a neural signal if we do not know which aspects of the activity are signal and which are 
noise.  This is a fundamental question in neuroscience and remains unresolved (Rieke et al., 1999; 
deCharms and Zador, 2000; Dayan and Abbott, 2001).  We briefly outline the debate and then 
explain the choices we have made in our work with regards to this question.  The principal question 
is whether information is represented primarily by the firing rate of neurons, or whether precise 
timing relationships between spikes carries information (Shadlen and Newsome, 1994; Singer, 
1999).  These questions have been explored most intensively in sensory systems where the response 
to known stimuli can be accurately quantified over repeated presentations.  Neurons in primary 
sensory cortices characteristically show highly variable responses across repeated presentations of 
the same stimulus (Tolhurst et al., 1983; Richmond et al., 1987; Victor and Purpura, 1996).   
Averaging the spiking activity over many trials to produce a peri-stimulus time histogram (PSTH) 
reveals changes in firing rate which are correlated with stimulus attributes, and hence carry 
information about the stimulus (Perkel et al., 1967a; Bair and Koch, 1996; Reich et al., 1997; 
Kayser et al., 2010).  The dependency of firing rate on the stimulus is frequently represented as a 
tuning curve, indicating the average firing rate as a function of one or more stimulus features such 
as the orientation of a visual stimulus (Henry et al., 1974; Georgopoulos et al., 1982; Dayan and 
Abbott, 2001).  Variations in firing rate are known to encode many different types of information in 
a multitude of brain areas including sensory information from primary sensory cortex (Hubel and 
Wiesel, 1962) to high level parietal areas (Albright, 1984; Pesaran et al., 2006),  motor related 
signals (Georgopoulos et al., 1982),  spatial information (O’Keefe, 1976; O’Keefe and Burgess, 
1996), and a wide range of signals related to the subjective value of potential actions and states in a 
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range of regions implicated in decision making (Schultz et al., 1997; Platt and Glimcher, 1999; 
Shadlen and Newsome, 2001; Samejima et al., 2005).  At first glance rate codes appear to suffer 
from the disadvantage that activity must be observed over considerable time in order to accurately 
estimate the firing rate.  While this is true for single neurons, the problem is overcome if signals are 
carried by populations, as the average firing rate may be accurately estimated over very short times 
if the number of neurons is large (Shadlen and Newsome, 1998).  Theoretical studies have 
demonstrated how populations of rate coding neurons can implement sophisticated computations 
such as coordinate transforms (Deneve et al., 2001), and operations such as short term memory 
storage (Amit and Brunel, 1997; Roudi and Latham, 2007).   Population rate codes have been 
extended to the representation and manipulation of probability distributions (Ma et al., 2006) 
including optimal Bayesian inference in decision making (Beck et al., 2008). 
While firing rates clearly play a role in encoding information, many researchers have argued that 
they are only part of the story and other aspects of the spiking activity may be equally or more 
important.  Both precise timing of spikes and correlations between spike trains of different neurons 
have been argued to play roles in representing information (Abeles, 1991; König et al., 1996; Rieke 
et al., 1999; Averbeck et al., 2006).  There is no doubt that in some sensory systems the timing of 
spikes on a scale of milliseconds is important.  Examples include the auditory system (Heil and 
Irvine, 1997; Wehr and Zador, 2003; Elhilali et al., 2004; Kayser et al., 2010) and whisker system 
(Panzeri and Schultz, 2001; Arabzadeh et al., 2006).  In both these systems, fine grained temporal 
structure in the stimuli themselves caries salient information for the animal and the precise spike 
timing in early parts of these sensory systems reflect this.  Spike timing precisely locked to stimuli 
extends to the primary sensory cortices in these systems, which could appear incompatible with 
evidence suggesting that the cortex operates in a balanced state in which precise spike times are 
chaotic.  This seeming dynamical inconsistency is resolved if these precisely timed cortical spikes 
reflect rapidly varying feed-forward input to the cortex driving variations in firing rate, rather than 
internally generated precise timing relationships.  Indeed, analysis of coding in primary auditory 
cortex indicates that while rate fluctuations must be analysed on a time-scale of milliseconds to 
extract maximum information about stimuli, correlations between neurons do not contribute 
significantly (Kayser et al., 2010). 
A radical departure from rate coding is proposed by researchers who argue that precisely timed 
correlations between spikes of different neurons are a fundamental part of the cortical neural code.   
Initial proposals suggested information propagation by synchronous volleys of spikes across pools 
of neurons, in network structures known as synfire chains (Abeles, 1991, 2009; Bienenstock, 1995; 
Diesmann et al., 1999).  In such networks the simultaneous arrival of spikes from a presynaptic pool 
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triggers a subsequent volley of spikes in the next pool.  These ideas have since been extended to 
synfire braids (Bienenstock, 1995) and polychronisation (Izhikevich, 2006) which incorporate 
differences in conduction delays between neurons.  In these proposals it is still the synchronous 
arrival of spikes, at neurons operating as coincidence detectors, which triggers a postsynaptic spike, 
but the presynaptic spikes may occur at different times due to differences in conduction delays.  In 
these schemes spatio-temporal sequences of precisely timed but asynchronous spikes, termed 
polychronous groups, trigger further such groups in their downstream targets.  Izhikevich (2005) 
demonstrated that spike timing dependent plasticity in initially unstructured networks with delays 
can give rise to such group activation patterns.   The importance of precisely timed spike sequences 
for information representation in these proposals places them at odds with evidence that the micro-
structure of activity in balanced networks is chaotic (Van Vreeswijk and Sompolinsky, 1998; 
Banerjee et al., 2008; London et al., 2010).  It is possible to embed synfire chains in balanced 
networks  (Aviel et al., 2003; Mehring et al., 2003), but the conflicting requirements of stable pulse 
propagation and asynchronous activity require very large networks and carefully tuned parameters.  
If synfire chains or polychronizing networks were embedded in cortex, they would require rapid, 
large amplitude depolarising events which can overcome noisy subthreshold voltage fluctuations to 
drive precisely timed spikes.  In vivo recordings suggest that such events occur very infrequently, in 
cortical networks in vivo (London et al., 2010).   
To summarise, there is abundant evidence for the importance of firing rates in representing 
information, and the computational power of such schemes.  There are apparent inconsistencies 
between in vivo network dynamics in cortex and the requirements of precise spike timing codes, and 
indeed evidence for such coding is sparse apart from rapidly varying firing rates in early sensory 
cortices (but see (Riehle et al., 1997).  We therefore take the position that in studying the control of 
signal flow by network oscillations, it is reasonable to focus our energies on how periodic 
modulations due to network oscillations may supplement and extend rate coding schemes.    
 
2.5 State dependent changes in oscillatory network activity 
We now review experimental evidence showing changes in oscillatory network activity that occur in 
response to changes in sensory stimuli, internal states or behaviours.  These experimental data 
provide circumstantial evidence for the functional significance of network oscillations.  In some 
cases additional support for functional relevance is provided by correlation of trial-to-trial 
fluctuations in oscillatory activity with perceptual or behavioural differences between trials.  Further 
evidence is provided in studies where decoding approaches suggest that oscillations participate in 
information representation.   This literature is vast and we do not attempt to review it exhaustively.  
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We focus on three areas where task dependent modulations of oscillatory activity have been well 
documented in the chain of processing linking sensory input to motor outputs.  These are sensory 
processing and selective attention, hippocampal dependent behaviours; and movement planning and 
execution. 
2.5.1 Oscillations in sensory processing 
In reviewing oscillations in sensory processing we focus primarily on mammalian visual cortex as 
this is the best characterised sensory system and shows both stimulus dependent oscillatory activity 
and modulation of oscillations by task demands during attentional processing.  We first outline the 
well characterised oscillations in gamma (30-80 Hz), alpha (8-14 Hz) and slow (<1 Hz) frequency 
bands that occur in different states of the visual system.  We then evaluate  evidence for richer and 
more complex oscillatory patterning of activity during sensory processing in visual and auditory 
cortex.  Finally we review how structures of oscillatory activity are modulated by attentional tasks 
requiring selective processing of sensory inputs. 
Stimulus dependent gamma frequency oscillations were discovered in anaesthetised cat V1 by Gray 
and Singer (Gray and Singer, 1989; Gray et al., 1989).  Neurons in V1 respond to contrast between 
bright and dark regions of visual space and are tuned to particular orientations and spatial 
frequencies (Hubel and Wiesel, 1962; Carandini et al., 2005).  Gray and Singer (1989) demonstrated 
that when regions of V1 are stimulated with bars of light, the LFP shows increased power around 40 
Hz, with clear evidence of oscillatory activity in spike autocorrelograms and spike field phase 
locking.  The degree of synchronisation depends on the orientation of the bar, with strongest 
synchronisation for orientations which drive the highest firing rates.  These oscillations can be 
generated by the cortex in the absence of periodic input from the lateral geniculate nucleus, though 
earlier stages of the visual system can generate oscillations in the high gamma band (60 – 120 Hz 
which can propagate to cortex (Castelo-Branco et al., 1998).    Oscillatory synchronisation with 
very similar properties to that observed in cat V1 has also been reported in macaque V1 though with 
a higher frequency of ~ 60 Hz (Friedman-Hill et al., 2000).   In addition to the dependence on 
orientation, the strength of oscillatory synchronisation in macaque V1  increases smoothly with 
stimulus contrast (Henrie and Shapley, 2005; Ray and Maunsell, 2010) and activity at low contrast 
does not show significant gamma frequency modulation.  The frequency of the induced gamma 
rhythm also depends on stimulus parameters including size (Gieselmann and Thiele, 2008), contrast 
(Ray and Maunsell, 2010) and drift velocity (Friedman-Hill et al., 2000).  Presentation of natural 
movies selectively enhanced power around 60 Hz in anaesthetised macaques, with fluctuations in 
gamma power correlated with firing rate fluctuations (Belitski et al., 2008). 
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The dependence of synchronisation strength on both contrast and orientation correlates closely with 
the dependence of firing rate on these variables.  The dynamics of excitatory-inhibitory recurrent 
networks provides a plausible mechanistic explanation for this correlation (Mazzoni et al., 2008).  
For a wide range of network parameters, such networks exhibit a transition between an 
asynchronous balanced state and a state characterised by sparsely synchronised oscillatory 
dynamics as the strength of external input is increased (Brunel, 2000).   It is therefore plausible that 
stimuli that produce strong feed-forward excitation of V1 drive the network into oscillation simply 
because of the increased excitatory input.   
Though gamma oscillations in primary visual cortex have been studied extensively, it remains 
unclear what their computational function is, and indeed whether they are functionally important.  
An influential but controversial view holds that they play a role in relating different features of the 
visual scene represented by different local networks (Milner, 1974; Von Der Malsburg, 1981; 
Eckhorn et al., 1988; Singer, 1999; Uhlhaas et al., 2009).   This 'binding by synchrony' hypothesis 
proposes that oscillatory synchronisation between regions signifies that the individual features 
represented by local circuits are part of a single object or concept.  For example, a visual scene 
consists of a great many local features such as oriented edges generated by discrete objects in the 
external world.  Binding by synchrony proposes that local circuits representing parts of a single 
object will selectively synchronise with each other, while local circuits representing parts of 
different objects will not.   The hypothesis received initial experimental support with the 
observation of selective synchronisation between two regions of cat V1 when simultaneously 
excited by a single moving bar of light, which did not occur when stimulated by two bars of light 
moving in opposite directions (Gray et al., 1989).  These experiments prompted a wave of 
subsequent studies on stimulus dependent inter-region synchronisation in a variety of sensory 
regions and species (reviewed in Gray, 1999; Singer, 1999; Uhlhaas et al., 2009).  Though some 
studies have shown increased inter-region synchronisation for stimuli which satisfy Gestalt criteria 
for perceptual grouping, several studies that directly tested the relationship between synchronisation 
and perceptual grouping failed to find evidence for the hypothesis (Lamme and Spekreijse, 1998; 
Thiele and Stoner, 2003; Roelfsema et al., 2004; Dong et al., 2008; Lima et al., 2010).  Additionally, 
the strong dependence of oscillation frequency on local contrast was shown to greatly reduce 
coherence across stimuli with spatially varying contrast (Ray and Maunsell, 2010).   
Though current evidence suggests that gamma oscillations in the early visual system are unlikely to 
play a role in feature binding, there is abundant evidence that they are stimulus dependent and under 
some conditions very strong (Gray and Singer, 1989; Friedman-Hill et al., 2000).    It is therefore 
plausible that they affect functional interactions among networks and play a role in computation.  
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Recent accounts of V1 function have proposed that it implements low level operations such as 
divisive gain control (Carandini et al., 1997, 2005), which reduce correlations between 
representations of features such as the orientation and contrast of local image patches, which occur 
as a result of the statistics of natural scenes (Schwartz and Simoncelli, 2001).  Such operations may 
serve to increase coding efficiency or implement generative models of low level image statistics for 
use in inference (Schwartz et al., 2007).   If oscillatory dynamics at gamma frequencies do play a 
role in computation in V1, it is more likely that it is in such low level operations rather than in 
representing high level features such as binding.  This would be consistent with the strong 
dependence of gamma oscillation frequency and strength on low level stimulus features (Gray and 
Singer, 1989; Friedman-Hill et al., 2000; Henrie and Shapley, 2005; Gieselmann and Thiele, 2008; 
Ray and Maunsell, 2010). 
In the absence of visual stimulation, visual cortex exhibits prominent alpha frequency (10-15 Hz) 
oscillatory activity (Berger, 1929; Pfurtscheller and Lopes da Silva, 1999; Fries et al., 2008).  The 
alpha oscillation observed in visual cortex is thought to be primarily generated in the lateral 
geniculate nucleus (LGN) of the thalamus (Hughes and Crunelli, 2005; Lorincz et al., 2009).  
Because alpha oscillations occur most prominently with the eyes shut and are reduced by visual 
stimulation, they were initially thought to reflect idling (Adrian and Matthews, 1934) of cortical 
regions.  However, recent reports indicate that visual cortex alpha oscillations occur in behaving 
animals (Lorincz et al., 2009; Mo et al., 2011), and  in humans, where they have been shown to 
modulate cortical excitability (Scheeringa et al., 2011) and perception (VanRullen et al., 2006; 
Busch et al., 2009; Mathewson et al., 2009) (Van Rullen 2006, Busch 2009, Mathewson et al 2009).  
Cortical alpha oscillations are enhanced by certain cognitive tasks (reviewed in Klimesch et al., 
2007; Palva and Palva, 2007), particularly those involving short term memory (Klimesch et al., 
1999; Jensen et al., 2002).  These data suggest that thalamo-cortical alpha oscillations do not simply 
reflect the idle cortical state but in fact are actively and selectively modulated across cortex in 
response to task demands.  The precise function of this modulation remains unclear but has been 
proposed to play a role in top-down inhibition of activity (Klimesch, 1996; Pfurtscheller, 2003; 
Klimesch et al., 2007), and in coordination of activity across cortical regions (Klimesch, 1996).  
Another well characterised oscillatory activity pattern observed in visual cortex is the slow (<1 Hz) 
sleep oscillation (Steriade et al., 1993).  This occurs during slow wave sleep and under some 
anaesthetics and is a transition between a quiescent network state (down state) in which membrane 
potentials are near resting and no spiking occurs, and an active network state, similar to 
asynchronous activity observed in awake animals in which membrane potentials are maintained 
near spike threshold by balanced excitatory and inhibitory currents (Haider et al., 2006; Destexhe et 
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al., 2007; Crunelli and Hughes, 2010).  Transitions between these states are thought to be mediated 
by slow adaptation processes in cortex including synaptic depression (Contreras et al., 1996), 
activity dependent potassium conductances (Sanchez-Vives and McCormick, 2000), and GABAb 
receptor activation (Mann et al., 2009), potentially interacting with intrinsically oscillating thalamic 
cells (Crunelli and Hughes, 2010). 
The above studies suggest that while the early visual system generates several distinct oscillations 
in different states, the temporal dynamics of the states themselves are fairly straightforward, with a 
single characteristic frequency of oscillatory or resonant network dynamics.   However, several 
recent studies have argued for more complex oscillatory patterning of activity during early visual 
and auditory processing.  Recent studies in primary visual (Montemurro et al., 2008) cortex of 
anaesthetised macaques and primary auditory (Kayser et al., 2009) cortex of awake macaques, 
argue that information is encoded by spike phase relative to low frequency oscillations (<10 Hz).  In 
these studies, naturalistic stimuli (either movies or natural sounds) were played to macaques, while 
spikes and field were recorded from primary visual or auditory cortex.  Repeated presentations of 
the stimuli allowed the probability distribution of responses to be estimated.   The authors used 
these probability distributions to estimate the mutual information between which section of the 
stimulus was being played and different measures of the elicited spikes and field. The authors 
compared information carried by the spike activity alone, with information carried by spike activity 
labelled with the phase at which each spike occurred relative to different frequency bands of the 
LFP, extracted by bandpass filtering the raw LFP signal.  In both studies the authors report that the 
phase of low frequency LFP fluctuations is consistent across repeated presentations of the stimulus 
and that spike phase relative to low frequency LFP fluctuation carried additional information which 
was not available from the spike activity alone.  The additional information was maximal for the 
lowest LFP frequency band evaluated (1-4 Hz) and decreased monotonically with frequency.  The 
authors proposed that low frequency oscillations were entrained by the stimulus and provide a 
temporal framework against which timing codes operate.  They suggest that multiplexing sensory 
information into rate, phase and timing codes enhances the total information carried by sensory 
responses and increases robustness or signal to noise ratio (Kayser et al., 2009; Panzeri et al., 2010). 
If this interpretation is correct, these studies provide evidence of sophisticated involvement of low 
frequency oscillatory dynamics in encoding stimuli in primary sensory cortices.  This is somewhat 
surprising as although low frequency (<4 Hz) oscillatory activity occurs in sleep and some 
anaesthetised states, there is not strong evidence for oscillatory dynamics at these frequencies in 
visual cortex of awake animals or anaesthetised animals during stimulation with static stimuli.  In 
these conditions the spectrum of the LFP is ~1/f, with peaks at gamma frequency at high contrast 
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and at alpha frequency in the absence of stimuli (Henrie and Shapley, 2005; Fries et al., 2008; Ray 
and Maunsell, 2010).  Although there is a lot of power in the LFP at low frequencies, the absence of 
a peak in the spectrum suggests this does not arise from oscillatory dynamics, but rather reflects 
broadband activity fluctuations.   
A recent study by Lakatos et al (2005) did report delta (1-4 Hz), theta and gamma oscillations 
occurring simultaneously in spontaneous activity of primary auditory cortex, in a hierarchy in which 
the phase of lower frequency oscillations modulates the amplitude of the higher frequency 
oscillations (a phenomenon known as nesting ).  However, aspects of this study make the results 
difficult to interpret.  Firstly, the modulation of multi-unit activity by the phase of each of these 
oscillations was extremely shallow (~5% peak to trough).  Shallow spike-field phase modulations 
and weak nested 'oscillations' can occur artifactually for even homogeneous Poisson models of 
network activity with no oscillatory dynamics (T. Akam, unpublished observations).   Secondly the 
LFP did not show the characteristic 1/f spectra which has been reported in a study of spontaneous 
activity in awake human auditory cortex (Nir et al., 2008). 
There are several mechanisms by which the LFP phase could have provided information that was 
not present in the simultaneously recorded spikes in the absence of oscillatory dynamics.  Firstly, 
the LFP samples the activity of a greatly larger number of neurons than those whose spiking activity 
is recorded.  Even if these neurons shared the same stimulus tuning as the recorded spikes, the LFP 
responses may be more consistent than the spikes and hence carry additional information.  
Additionally, if the stimulus tuning of the neurons contributing to the LFP is different from that of 
the spikes, the LFP phase and spikes may carry complementary information in the absence of any 
oscillation.  A second reason why the LFP and spikes may have carried different information in this 
analysis comes not from different neurons contributing to the two signals, but rather from 
contributions of activity occurring at different times.   The LFP phase was calculated by band pass 
filtering the raw LFP around the chosen frequency and then using a Hilbert transform to evaluate 
the phase at the time of each spike.  The instantaneous phase of a band-pass filtered signal 
necessarily reflects activity over a time window around the timepoint a which phase is evaluated.  
Though the precise duration of this time window will depend on the filtering, it is reasonable to 
assume that at least one period of the frequency of interest will contribute.  For the 1-4 Hz LFP 
fluctuations whose phase was found to be most informative, this corresponds to ~ 500 ms of LFP.   
By contrast, the time windows used to evaluate the information carried by spiking activity were 4 or 
8 ms in the Montemurro et al. (2008) study and varied between 8 and 48 ms in the Kayser et al. 
(2009) study.  Given this difference in the timescales sampled by the two measures, it is perhaps 
unsurprising that the spiking activity and LFP phase carried distinct information.  This interpretation 
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is consistent with the observed monotonic decrease in phase-coded information with frequency, 
whereas phase coding with respect to a genuine oscillation would be expected to peak at the 
oscillation frequency.  We therefore remain unconvinced that the above studies provide strong 
evidence for phase of firing coding in these systems.   
These studies exemplify an ambiguity which crops up again and again in the oscillations literature: 
whether observed phenomena reflect oscillatory dynamics or broadband fluctuations.    This issue is 
particularly acute in studies of task dependent modulation of oscillatory activity in which activity is 
generally less well characterised than for basic stimulus driven activity in V1, and where indirect 
measures of activity such as EEG or MEG are often used.   Our approach is to focus on studies 
where clear peaks in spectral measures of activity provide strong evidence for oscillatory dynamics.    
2.5.2 Attentional modulation of oscillations in sensory processing 
The term attention encompasses a diverse range of phenomena related to selective processing of 
sensory stimuli.   Organisms need mechanisms for flexibly selecting sub-sets of their sensory input 
for two basic reasons.  The first is due to the nature of the control problem that the brain has 
evolved to solve: that of mapping sensory inputs onto adaptive behavioural outputs.    In any given 
environment and incentive state (such as hunger or thirst), some sensory cues have important 
behavioural implications while other do not.  Across different environments and incentive states, 
both the set of sensory cues that are relevant to controlling behaviour, and the appropriate responses 
to a given cue, may change.   Normative solutions to even simple reinforcement learning problems 
therefore require that organisms selectively use those sensory cues that are informative about the 
probable value of different courses of action in a given state, while ignoring those that are irrelevant 
(Mackintosh, 1975; Dayan et al., 2000; Yu and Dayan, 2005).    
In principle, sensory processing and decision making could be implemented in entirely separate 
systems with selection occuring only at the point of calculating decision variables such as state or 
action values.  In practice, it appears that task demands progressively shape sensory representations 
from primary sensory corticies (Motter, 1993; Luck et al., 1997) through to high level 
representations, such as those in parietal cortex which utilise sensory information (Shadlen and 
Newsome, 2001) in calculating decision variables (Platt and Glimcher, 1999).  
Resource constraints provide a different motivation for selection earlier in the sensory hierarchy, 
which has long informed thinking about attention (Broadbent, 1958; Treisman, 1969; Duncan, 
1980; Desimone and Duncan, 1995). Such theories posit that the brain is not able to completely 
process all stimuli simultaneously due to limited representational or computational capacity, and so 
selectively processes a subset of stimuli in greater depth than others.  The selection of stimuli for 
37 
 
processing by a constrained resource should clearly depend on their behavioural relevance.  
Therefore, although there is a clear conceptual distinction between selective processing for 
normative decision making and that due to resource constraints, in practice mechanisms addressing 
each are likely to be closely intertwined.   Heterogeneous behavioural results in different tasks, and 
an absence of physiological evidence for a single bottleneck, suggest that a variety of different 
selectional processes underlie disparate attentional phenomena at different levels between early 
sensory processing and action execution (Wolfe, 1998; Driver, 2001; Zelinsky, 2005).   
The proposal that oscillations play a role in selective attention (Crick and Koch, 1990; Niebur et al., 
1993) preceded experimental evidence and grew out of theories that both attention and oscillations 
were involved in binding features represented in different networks.  Though evidence for binding 
by synchrony in the early visual system now appears questionable, experimental studies have 
revealed a wide range of phenomena in which selective attention modulates oscillatory activity.   
Much of the work on oscillations in attentive processing has used classical visual spatial attention 
tasks originally used to study the effects of attention on the firing rate of visual cortical neurons 
(Moran and Desimone, 1985; Desimone and Duncan, 1995; McAdams and Maunsell, 1999).   In 
such tasks subjects maintain fixation on a central point while multiple stimuli are presented in their 
peripheral vision.  A pre-stimulus cue informs the subject which of the stimuli will be behaviourally 
relevant.  The subject performs a discrimination task on the target stimulus such as detecting a 
change in its orientation, while ignoring distracting stimuli.  Attentional effects in such paradigms 
have been most intensively studied in V4 (Moran and Desimone, 1985; McAdams and Maunsell, 
1999; Reynolds et al., 1999, 2000).  When the two stimuli fall within the receptive field of a single 
V4 neuron, changing which of the stimuli is attended has a dramatic effect on neuronal responses.  
If the two stimuli elicit different firing rate responses when presented individually, the response to 
simultaneous presentation of both in the absence of selective attention generally results in an 
intermediate response.    Selective attention to one or other of the stimuli modifies the response to 
the presentation of the pair towards the response elicited by the attended stimulus presented in 
isolation (Reynolds et al., 1999). Where only a single stimulus is in the receptive field of a V4 
neuron, selctive attention has an approximately multiplicative effect on orientation tuning curves 
(McAdams and Maunsell, 1999).  Smaller though still significant attentional effects on firing rates 
are observed earlier in the visual system in V1 and V2  (Motter, 1993; Luck et al., 1997). 
Recording of spike and LFPs in macaque cortex during spatially selective attention tasks have 
demonstrated modulation of both gamma and alpha oscillations.  Gamma frequency synchronisation 
during stimulus presentation in V4 is increased in the region representing the attended stimuli (Fries 
et al., 2001, 2008; Taylor et al., 2005; Gregoriou et al., 2009), while alpha oscillations in the pre-
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stimulus period are suppressed (Fries et al., 2008).  The speed of detection of a change in an 
attended stimulus was shown to correlated with the strength of gamma band synchronisation in 
regions of V4 representing that stimulus both before and after the change (Womelsdorf et al., 2006).  
Trial to trial variation in gamma synchronisation was more strongly correlated with behaviour than 
variations in firing rate, and was predictive of behavioural performance earlier in the trial than rate 
changes.  Behavioural performance was also shown to correlate strongly with V4 gamma 
synchronisation on a spatial attention task in which macaques attended to one of two simultaneously 
presented stimuli whose shape varied smoothly, and had to respond whenever the attended stimuli 
took on a specific target shape (Taylor et al., 2005). 
The increase in local circuit gamma synchronisation in V4 is accompanied by a strong narrow-band 
increase in coherence at gamma frequencies between regions of frontal eye field (FEF) and V4 
representing the attended stimulus (Gregoriou et al., 2009).   The FEF is strongly implicated in top-
down attentional modulation of visual cortex (Moore and Armstrong, 2003; Ekstrom et al., 2008) 
and the relative timing of changes in firing rates and gamma power in the two regions suggests that 
an initial increase in firing rates in FEF may initiate the inter-region oscillatory activity.  Gamma 
frequency synchronisation in V4 is also strongly enhanced by feature selective attention when the 
colour or shape of an object in the receptive field matched that of a target object during visual 
search (Bichot et al., 2005).  The narrowband increases in power in these studies clearly point to an 
oscillatory rather than broadband phenomenon, but the depth of oscillatory modulation is hard to 
evaluate as the studies primarily use coherence measures which do not directly map onto a given 
strength of oscillatory modulation (see Chapter 6). 
Studies using EEG or MEG have observed attentional modulations in humans that are consistent 
with the modulation of oscillatory activity reported from intracortical recordings from macaques.  
To overcome spatial resolution limitations, studies present widely spaced visual stimuli, generally in 
opposite hemifields of visual space such that visual evoked activity is induced in opposite 
hemispheres of the brain.   Subjects are cued to make a discrimination about one or other of the 
stimuli and the effect of attention is evaluated by comparing signals evoked on the sides ipsilateral 
and contralateral to the attended stimulus.  Such studies have consistently reported enhanced 
stimulus induced gamma power over the hemisphere representing the attended stimulus and 
suppressed gamma power in the hemisphere representing the non-attended hemisphere (Gruber et 
al., 1999; Vidal et al., 2006; Jensen et al., 2007; Siegel et al., 2008).  Selective attention also 
increases alpha band power in networks representing non-attended regions of space while 
suppressing alpha activity in the attended regions (Worden et al., 2000; Sauseng et al., 2005; Thut et 
al., 2006; Rihs et al., 2007). 
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The spatial resolution of EEG and MEG is improving due to increased numbers of channels and 
analysis methods to reconstruct the spatial distribution of sources from the sensor data (Van Veen et 
al., 1997; Gross et al., 2001).  This is allowing identification of frequency specific changes in 
coherence between signals originating in local regions of cortex. Using these methods, Siegel et al. 
(2008) identified attentional enhancement of gamma frequency coherence between FEF and visual 
cortex, consistent with the macacque data (Gregoriou et al., 2009), and between parietal and visual 
cortex. 
Attentional studies in other sensory modalities have reported similar modulations of oscillatory 
activity to those observed in the visual system, though the paucity of intracortical recordings gives a 
more limited picture of the effects of attention.  MEG studies of spatially selective attention to 
somatosensory stimuli have reported increased gamma power (Bauer et al., 2006), and decreased 
alpha and beta power (Bauer et al., 2006; Jones et al., 2010; van Ede et al., 2011) in regions of 
somatosensory cortex representing the attended stimuli.  In the auditory modality,  selective 
attention to sounds presented in one or other ear was shown to enhance a narrowband peak at ~40 
Hz in the EEG response evoked by sound presentation, suggesting increased cortical gamma band 
synchronisation (Tiitinen et al., 1993, 1997; Debener et al., 2003).   Though effects of attention on 
alpha power in auditory cortex have not been reported, working memory for auditory stimuli was 
recently shown to enhance MEG alpha power over temporal and frontal regions during stimulus 
retention (Leiberg et al., 2006; Van Dijk et al., 2010).   
Though many studies have shown increased gamma and reduced alpha frequency oscillatory 
activity in regions of cortex representing attended sensory stimuli, recent results indicate that 
attentional effects on oscillations in cortex are not homogeneous.  Unlike in V4, spatially selective 
attention was shown to decrease gamma frequency synchronisation in V1 (Chalk et al., 2010).  
Another recent study investigated attentional effects on alpha frequency oscillation in a high level 
visual region, the inferotemporal cortex (IT) (Mo et al., 2011).  Visual and auditory stimuli were 
simultaneously presented to macaques in a block design in which the animals alternately attended to 
each modality.  The LFP power spectra in IT showed a clear peak in the alpha band. Unexpectedly, 
alpha power was higher in blocks were the animal attended to the visual stimulus, and both stimulus 
evoked multi-unit activity and LFP gamma power were higher during periods of strong alpha.  
These results build on a previous study which found that while alpha power in V2 and V4 
negatively correlated with performance on a visual discrimination task, alpha power in IT was 
positively correlated (Bollimunta et al., 2008).   Interestingly, the laminar distribution of alpha 
current generators was different for IT compared with V2 and V4, with alpha currents generated in 
deep layers of V2 and V4 and superficial layers of IT.  
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Though less extensively documented than attentional modulations of gamma and alpha frequency 
oscillations, several studies have reported changes in the beta (15-30 Hz band).  A study in humans 
exploited a phenomenon known as attentional blink to investigate MEG correlates of attentional 
processing (Gross et al., 2004).  Attentional blink is a phenomenon in which for a period of several 
hundred milliseconds after the presentation of  a target stimulus, the probability of detecting a 
subsequent target is reduced.  Subjects were required to detect a target letter in rapid stream of 
letters sequentially flashed on a screen.  MEG was used to identify a distributed fronto-parieto-
temporal network of cortical regions which selectively responded to presentation of the target 
stimuli.    The authors compared trials in which two rapidly presented targets were successfully 
detected with trials on which attentional blink obscured the second target.  Beta frequency 
synchronisation between regions in the target associated network was significantly enhanced prior 
to successful detection of the second target.  In a more traditional spatial attention task, spatial 
attention was also shown to selectively enhance beta band coherence of activity between parietal 
cortex and visual area MT using intracortical recordings in the macaque (Saalmann et al., 2007).  
Enhanced beta frequency synchronisation has been reported in cat visual cortex and thalamus when 
attention was directed to visual rather than auditory stimuli (Wróbel et al., 2007). 
To summarise, selective attention imposed by task requirements causes changes in both the strength 
of local circuit oscillatory synchronisation and in large scale patterns of synchronisation between 
brain regions.  Though enhancement of gamma oscillations and suppression of alpha oscillations are 
common, different attentional requirements produce heterogeneous changes in different regions of 
cortex.  In several studies local circuit or inter-region oscillatory synchronisation has been shown to 
correlate with behavioural performance.  The functional significance of these changes remains 
poorly understood.  Attentional modulation of alpha oscillation power in many studies is broadly 
consistent with the hypothesis that alpha oscillations are a mechanism for suppressing activity in 
cortical regions where it is not needed or would interfere with task performance.  However, the 
suppression of activity in a cortical region does not in principle necessitate oscillatory activity, and 
indeed increased synchronisation of activity would be expected to increase the impact on 
downstream regions.  Additionally, recent reports of increased alpha power with attention in some 
cortical areas (Mo et al., 2011) are inconsistent with the alpha inhibition hypothesis.   
Many accounts of the role of oscillatory activity in attention focus on the hypothesis that the 
oscillations effectively remap the connection structure between networks to implement the required 
selective stimulus processing (Niebur et al., 1993; Varela et al., 2001; Schnitzler and Gross, 2005; 
Womelsdorf and Fries, 2007).   We discuss in detail in a dedicated later section of this review, 
mechanistic proposals that have been advanced for how changes in structures of oscillatory activity 
41 
 
may control the gain of interactions between neurons.  As many such proposals invoke changes in 
local circuit or inter-region synchronisation as mechanisms for gain modulation, they are broadly 
consistent with observations of these phenomena in attentional processing.   
We note here a broader conceptual difficultly in evaluating whether observed modulations of 
oscillatory activity by attention are consistent with this functional role.  There is currently only a 
partial picture of what computations are implemented at different levels of sensory processing and a 
very limited description at a computational level (Marr and Poggio, 1976) of what attentional 
mechanisms are doing in different brain regions.  Therefore we cannot with any great confidence 
provide a quantitative picture of what changes in connection structure we expect to see during 
attentional processing.  Classical conceptual accounts consider attention as a process of selectively 
routing information through a convergent hierarchy, in which multiple low level regions compete 
for representation in each higher level region (Anderson and Essen, 1987; Olshausen et al., 1993; 
Desimone and Duncan, 1995).  This would suggest that the gain of feed-forward connections from 
attended regions should be increased while that from non-attended regions should be decreased.  
There is some experimental support for this picture in the visual system (Desimone, 1998; Reynolds 
et al., 1999), and it provided some motivation for the convergent pathway models considered in 
Chapters 4 and 5.  However, it does not really address the basic question of what computations each 
level is performing, as low level representations of simple local features are transformed through 
the sensory hierarchy to extract those attributes of the sensory scene that are currently relevant to 
the organism.  Contemporary theoretical accounts of behavioural data on simple spatial attention 
tasks, which treat them as a problem of Bayesian inference over spatially confounded inputs (Yu et 
al., 2009; Dayan and Solomon, 2010), suggest considerably more complex computations than 
selectively routing a subset of inputs through a convergent pathway.  This is not to say that changing 
the gain of pathways, potentially by oscillatory mechanisms, does not play a key role in 
implementing attentional computations.  Rather, it is to highlight that we only have a limited 
understanding at this point of what changes in gain we expect to see in a given attentional task, 
which poses a challenge for interpreting attentional modulations of oscillatory activity. 
2.5.3 Theta oscillations in hippocampal dependent behaviours 
The hippocampi play a key role in spatial navigation and episodic memory and are implicated in 
many other behaviours.  They are of interest to us primarily because of the theta oscillation: a 4 -10 
Hz oscillation which is most prominent in the hippocampal formation where it supports a rich 
structure of phase and rate coding.  It is increasingly becoming clear that the theta oscillation also 
patterns activity in other cortical and sub cortical structures, and that the strength of coupling of 
different structures to hippocampal theta is strongly modulated in a task dependent manner.  We first 
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briefly review the theta oscillation in the hippocampal formation and then focus on task dependent 
modulations of inter-region theta activity. 
2.5.4 The hippocampal theta oscillation 
Though a number of different sub-cortical structures have been implicated in generating the theta 
oscillation (reviewed in Buzsáki, 2002), it has recently been demonstrated that the intact 
hippocampus in vitro is capable of generating a robust theta oscillation (Goutagny et al., 2009).  In 
rodents in vivo, the theta oscillation is prominent in the LFP recorded from all sub-fields of the 
hippocampus during movement, REM sleep, and various other behaviours (Vanderwolf, 1969).  The 
theta oscillation is thought take the form of a travelling wave along the long axis of the 
hippocampus (Lubenov and Siapas, 2009).  The spiking probabilities of both pyramidal cells and 
interneurons are strongly modulated as a function of the phase of ongoing theta oscillations in both 
anaesthetised and awake animals.  Different interneuron populations fire most strongly at different 
phases of the locally recorded LFP theta phase in both anaesthetised (Klausberger et al., 2003) and 
awake (Czurko et al., 2011) animals.   
The spiking of pyramidal cells shows a complex structure of activity in behaving animals, in which 
both the average firing rate, and phase of firing with respect to the local LFP oscillation, appear to 
play a role in encoding information.  Coding in the hippocampus has been most extensively studied 
in the context of spatial navigation.  The firing rate of many pyramidal cells is strongly modulated 
by the spatial position of the animal in its environment (O’Keefe and Dostrovsky, 1971; O’Keefe, 
1976; Muller, 1996).  The code is sparse, with only a fraction of cells active in any one environment 
and a tiny fraction of cells active at any one time.  Those cells that are active in a given environment 
fire selectively at particular locations in space, usually showing one or a small number of place 
fields.  The phase of firing of individual cells relative to the local theta rhythm varies systematically 
as animals move through the place field of a cell, firing late in the theta cycle when the animal first 
enters the place field and moving to progressively earlier phases as the animal traverses the place 
field (O’Keefe and Recce, 1993; Skaggs et al., 1996; Huxter et al., 2003, 2008).  A consequence of 
this phase precession is that on each theta cycle active place cells fire sequentially, ordered by the 
sequence of their place field locations on the animal’s trajectory (Skaggs et al., 1996; Huxter et al., 
2008).  This compression of sequences of sequentially visited locations into each theta cycle may 
play an important role in storing trajectories through spike timing dependent plasticity (Sato and 
Yamaguchi, 2003).   Phase precession of hippocampal pyramidal cells has also been reported in 
non-spatial behaviours such a wheel running, and during REM sleep (Harris et al., 2002).  The 
phase of firing and average firing rate appear to be at least partially dissociated suggesting they are 
able to independently participate in coding (Huxter et al., 2003).  Phase precession extends to 
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entorhinal cortex grid cells during navigation (Hafting et al., 2008), and to other brain regions as 
described below. 
A variety of models have been proposed to explain phase precession, although the subject remains 
contentious.  Phase precession can occur due to interaction between periodic inhibition at theta 
frequency and periodic (Harris et al., 2002) or unmodulated (Mehta et al., 2002) excitation whose 
strength varies on a slower time-scale.  These mechanisms do not permit spike phase to be fully 
dissociated from firing rate, though spike-frequency adaptation (Harris et al., 2002) or synaptic 
regulation by cannabinoids (Losonczy et al., 2010) have been proposed to explain the observed 
dissociation of rate and phase as the animal leaves the place field.  Greater independence between 
rate and phase is achieved by models in which phase precession occurs as a result of interference 
between oscillators with slightly different frequencies (Lengyel et al., 2003; O’Keefe and Burgess, 
2005; Burgess et al., 2007).   These could be network oscillators or dendrites with sub threshold 
oscillatory dynamics (Burgess et al., 2007), though it has been argued that phase locking between 
coupled oscillating dendrites precludes this possibility (Remme et al., 2010).  The role played by the 
richly structured interneuron activity in generating phase coding remains unclear, though phase 
precession in hippocampal interneurons has been reported (Maurer et al., 2006; Geisler et al., 2007).   
Propagation of activity through directional connections on each cycle of an oscillation has also been 
proposed as a mechanism to generate phase ordered sequences of spiking (Tsodyks et al., 1996).   
2.5.5 Task dependent extra-hippocampal theta oscillations 
In recent years a number of studies have identified theta frequency oscillations in brain areas 
outside the hippocampal formation which are strongly modulated by behavioural tasks.  In some 
cases these have been shown to be part of a large scale oscillatory activity pattern also involving the 
hippocampal formation while in others the relationship to hippocampal theta oscillations remains 
unclear. 
Cortico – hippocampal theta oscillations have principally been studied in rodents, where 
simultaneous recording in the two structures are routine.  Phase locking of a fraction of units in the 
prefrontal cortex (PFC) to simultaneous recorded  LFP theta oscillations in CA1 was first reported 
by Siapas et al. (2005), and has since been explored in a number of behavioural tasks (Hyman et al., 
2005; Jones and Wilson, 2005b; Adhikari et al., 2010; Benchenane et al., 2010).  The strength of 
oscillatory coupling between PFC and hippocampus appears to be selectively increased during 
decision making in maze based tasks.  Jones and Wilson (2005) observed stronger phase locking of 
PFC units to hippocampal theta in sections of a maze task that required a choice of which direction 
to turn based on the animals starting position on that trial.  This stronger phase locking resulted in 
increased cross correlations between PFC and CA1 units, and was accompanied by increased LFP 
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theta coherence between PFC and hippocampus.  The strength of PFC neuron phase locking to 
hippocampal theta  was correlated with behavioural performance, with stronger phase locking 
during the decision on trials in which the animal made the correct choice.  Detailed analysis of the 
phase relationship between PFC neurons and hippocampal theta revealed phase precession, which 
was most robust during the decision making section of the task (Jones and Wilson, 2005a).  
Benchenane et al. (2010) also reported increased PFC – CA1 coherence and PFC theta phase 
locking at the choice point in a T-maze task, which emerged progressively as the decision rule was 
learnt by the animal.  Again, choice performance was significantly correlated with the strength of 
PFC – hippocampus theta coherence.     Interestingly, the increased PFC – hippocampal theta 
coupling during decision making did not appear to result from changes in hippocampal theta 
amplitude (Jones and Wilson, 2005b; Benchenane et al., 2010), or from increased firing rate of 
hippocampal units (Jones and Wilson, 2005b).  These results provide a tantalising suggestion that 
specialised mechanisms exist which enable prefrontal cortex to selectively couple to hippocampal 
theta oscillations, and that engaging these mechanisms plays a functional role in decision making in 
these tasks. 
Transient, task-dependent bursts of cortical theta frequency oscillation have been identified in 
humans and monkeys, which may be related to the hippocampal – cortical coupling observed in the 
rodent studies.  Using sub-dural electrode arrays on the cortical surface of pre-operative epileptic 
patients, Kahana et al. (1999) observed transient bursts of high amplitude theta frequency activity in 
a wide range of cortical areas as subject navigated through a virtual reality maze.  Cortical theta 
episodes were more common once the subjects had learnt the route through the maze, consistent 
with the increased hippocampal – cortical theta coupling observed by  Benchenane et al. (2010) as 
rats acquired the decision rule in a T-maze.  Subsequent studies also using sub-dural electrodes 
revealed that similar theta frequency bursts in cortical areas occurred during non-spatial working 
memory tasks in humans (Raghavachari et al., 2001).  At a number of recording sites the theta 
oscillation started abruptly at the beginning of each trial, continued throughout, and then decreased 
to baseline following the end of the trail.  Similar enhancement of LFP theta power during the delay 
period of a visual working memory task has also been observed in intra-cortical recording in 
macaque V4 (Lee et al., 2005).  A majority of simultaneously recorded units showed significant 
modulation of spike probability with theta phase.  The stimulus selectivity of spike activity of 
individual neurons varied as a function of theta phase, with ratios of firing rates between preferred 
and non-preferred stimuli around the phase at which the neurons spiked most strongly.  The 
function of this activity is somewhat mysterious as V4 does not show the sustained elevated firing 
rates observed during the delay period in prefrontal cortex (Fuster and Alexander, 1971; Goldman-
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Rakic, 1995), which are thought to play a key role in maintaining the memory through attractor 
dynamics (Amit and Brunel, 1997). 
Whether these transient bursts of cortical theta activity observed in monkeys and humans reflect 
coherent cortico – hippocampal oscillations remains unclear.  Less is known about theta oscillations 
in primate hippocampus than in the rat, though data from depth electrodes in epileptic patients and 
from source reconstruction methods using EEG or MEG, are starting to provide a window into 
human hippocampal activity (reviewed in Kahana, 2006).  Theta frequency oscillations are less 
prominent in the primate hippocampus than in rodents but have been observed in both waking 
(Meador et al., 1991; Tesche and Karhu, 2000; Cantero et al., 2003; Ekstrom et al., 2005) and 
sleeping (Cantero et al 2003) states.  Both spatial navigation (Ekstrom et al., 2005) and working 
memory tasks (Tesche and Karhu, 2000) have been shown to increase human hippocampal theta 
power, and successful memory formation is correlated with tighter hippocampal spike-LFP phase 
locking in the theta band (Rutishauser et al., 2010).  These results may indicate that the cortical 
theta bursts observed in spatial navigation and memory tasks are part of a wider cortico – 
hippocampal theta oscillation.  However, analysis of spatial patterns of coherence between local 
theta oscillations in human cortex measured with sub-dural EEG revealed that distal sites are often 
incoherent (Raghavachari et al., 2006).  These results suggest that independent generators of theta 
frequency oscillations exist in primate cortex, but they certainly do not rule out the possibility that 
these sometimes couple with hippocampal theta.  Additionally, it is currently not known whether 
theta activity in the primate hippocampus is a single coherent oscillation or is spatially patterned. 
The available evidence suggests large scale structures of theta frequency oscillatory activity in 
cortico-hippocampal circuits which are dynamically modulated by behavioural and cognitive 
demands.  We now briefly review evidence that this structure extends to a range of sub – cortical 
regions beyond the hippocampus. 
The amygdala is a subcortical structure which plays important roles in decision making and 
behavioural control, particularly in the context of aversive learning (LeDoux, 2000).  Interactions 
between the hippocampus and amygdala are thought to be important in fear conditioning, in which 
an animal learns that a particular sensory stimulus (the conditioned stimulus) predicts an aversive 
outcome such as a foot shock.  Seidenbecher et al (2003) compared LFPs simultaneously recorded 
in hippocampal CA1 and lateral amygdala (LA) of mice between fear conditioned and control 
animals.  Fear conditioned animals showed higher baseline theta power in CA1 than control, but the 
most striking differences were observed in response to the conditioned stimulus (CS+).  When the 
CS+ was presented to fear conditioned animals, periodic activity in the theta band occurred in the 
amygdala LFP, which was coherent with that simultaneously recorded in CA1.  These coherent LA-
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CA1 oscillations were at a lower frequency than the theta that occurred in CA1 during exploration.  
The CS+ did not evoke any change in amygdala LFP in control animals.  Freezing, a behavioural 
measure of fear, correlated with the strength of LA-CA1 oscillations.  Theta frequency oscillations 
in amydala-hippocampal networks in  response to aversive cues have been reported in several other 
studies (Pape et al., 2005; Narayanan et al., 2007) and in other species (Paré and Collins, 2000).  A 
recent study suggests that amygdala – hippocampal theta synchronisation may be part of a larger 
oscillatory activity pattern involved in responses to fearful situations.  Adhikari et al (2010) 
observed increased hippocampal – prefrontal cortex theta coupling in anxiogenic environments such 
as open arenas, in which theta power in PFC correlated with behavioural measures of anxiety. 
The striatum is a component of the basal ganglia, that receives most of the cortical and hippocampal 
input to this system, and plays an important role in behavioural control and decision making 
(Knutson et al., 2008).  The striatum receives an extensive projection from the hippocampus, 
particularly in the ventral subregions (Groenewegen et al., 1987).  Coherent theta frequency 
rhythmicity between hippocampus and striatum has been reported in a number of studies and shows 
strong modulations with behaviour (Tabuchi et al., 2000; DeCoteau et al., 2007; van der Meer and 
Redish, 2011).  DeCocteau et al (2007) recorded LFPs simultaneously from dorsomedial striatum 
(DMS) and the CA1 subfield of the dorsal hippocampus, as rats learnt to perform a conditional T-
maze task in which two different tones indicated whether a turn to the left or right are would be 
rewarded.  Theta power in DMS and CA1 were differentially modulated throughout each trial.  In 
rats that successfully learnt the task, strong theta frequency coherence emerged between the two 
regions, starting shortly before the tone, and lasting till after the turn.  Rats that did not successfully 
learn the task did not show this coherence peak during the decision, though baseline coherence 
between the two regions was the same as in successful learners.     
Recently, phase precession of cells in the ventral striatum relative to hippocampal theta has been 
reported on a T-maze task (van der Meer and Redish, 2011).  Phase precession was most prominent 
in ramp cells, whose activity slowly ramps up as the animal approaches a reward site, before 
dropping rapidly after the reward is obtained.  Interestingly, the phase precession in ramp cells was 
slower than that in CA1 place cells, taking far more theta cycles to vary through a given angle of 
theta phase.  Additionally, the range of phases spanned by the phase precession of striatal cells was 
the opposite half of the theta cycle to that spanned by CA1 place cells.   
These results on hippocampal – striatal theta oscillations parallel many of the findings from 
simultaneous hippocampal – prefrontal recordings.  Both show a selective increase in inter-region 
coherence at the decision point in maze tasks (Jones and Wilson, 2005b; DeCoteau et al., 2007; 
Benchenane et al., 2010) and all three regions show clear evidence of phase precession relative to 
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hippocampal theta (Jones and Wilson, 2005a; van der Meer and Redish, 2011).  The prefrontal 
cortex projects directly to the dorsal striatum (McGeorge and Faull, 1989) so the three regions form 
a richly interconected structure.  These results suggest these three anatomically connected regions 
selectively participate in a complex large-scale pattern of theta frequency oscillatory activity during 
decision making.  How this recently discovered activity contributes to the computations underlying 
behavioural control remains unclear.  To understand on a computational level why this burst of 
large-scale oscillatory activity occurs around the decision point, we need to understand how the 
computations occurring in this system differ between the period of elevated theta activity and other 
sections of the trial.  On an implementational level we do not know what causes the task dependent 
modulation of oscillatory activity.  However, these fascinating activity patterns are certainly 
consistent with the broad hypothesis that changing structures of oscillatory activity vary the 
effective connection structure of these networks to produce the required computational functions in 
different task epochs. 
2.5.6 Oscillations in motor planning and execution 
We now briefly review task dependent oscillatory activity in regions implicated in movement 
planning and execution.  Oscillations in the beta and low gamma frequency range (15-50 Hz) are 
prominent in primate motor and premotor areas during behavioural tasks (Murthy and Fetz, 1992; 
Sanes and Donoghue, 1993; MacKay, 1997; Donoghue et al., 1998; Pesaran et al., 2008).  The 
activity is characterised by short bursts of oscillation lasting from a few cycles to several seconds, 
which is often coherent across distances of several millimetres.  The oscillations are clearly task 
associated as they occur preferentially in task periods compared with quiet sitting (Donoghue et al., 
1998), and are more prominent in demanding tasks that require fine motor control (Murthy and 
Fetz, 1992).  Beta frequency oscillations appear to be more strongly associated with movement 
planning than execution, as in tasks where the animal must wait for a go cue before starting 
movement, they occur strongly in the delay period but are greatly reduced during the movement 
(Sanes and Donoghue, 1993; Donoghue et al., 1998; Pesaran et al., 2008).  Neuronal activity is 
modulated as a function of the phase of LFP oscillations, in some cases very strongly (Donoghue et 
al., 1998; Baker et al., 1999; Pesaran et al., 2008).  Parallel recording from distributed sites suggest 
that beta oscillations in motor and premotor regions may exhibit travelling wave like spatial 
propagation (Rubino et al., 2006), reminiscent of that observed in hippocampal theta (Lubenov and 
Siapas, 2009). 
Beta oscillations in motor and premotor cortex are part of a larger structure of task dependent beta 
frequency oscillatory activity that occurs during motor planning in primates.  The cerebellum shows 
beta oscillation episodes during movement tasks (Courtemanche et al., 2002), which synchronise 
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with those in primary motor and somatosensory corticies in a task dependent manner 
(Courtemanche and Lamarre, 2005).  As in the motor cortex, cerebellar beta oscillations are 
strongest during movement planning and reduced during movement execution.  Beta oscillations 
have also been reported in the macaque striatum during a visuomotor task (Courtemanche et al., 
2003), though their relation with cortical beta oscillations remains unclear.  
Coherent beta oscillations have been observed between premotor cortex (PMd) and the parietal 
reach region, (PRR), a cortical region involved in representing reach locations (Pesaran et al., 
2008).  This study is of particular interest as it used carefully controlled behavioural tasks which 
revealed strong modulation of the oscillatory activity both during each trial and across trial types 
with different cognitive demands.  Monkeys performed a visually guided reach task in which an 
array of reach targets appeared on a screen and after a delay period the monkey reached to touch the 
targets.  In free choice trials the monkey chose in which sequence to reach for three identical 
targets, with equal probability of each being rewarded.  In instructed choice trials the monkey had to 
reach for three different targets in a particular sequence to obtain reward, and in centre out trial, 
only a single reach target was presented.  At search array onset a burst of strong oscillatory activity 
at ~ 15 Hz occurred coherently between PMd and PRR, which lasted for ~ 300 ms before 
disappearing.  This activity was stronger on free choice trials than on instructed choice, and was 
much weaker on center out trials.  Although this burst of oscillatory activity occurred 
simultaneously with a large increase in firing rates in both regions, firing rate changes were largest 
for centre out trials, indicating a dissociation between firing rate and the oscillatory activity.  
Decoding approaches indicated that neurons that participated in this oscillatory activity carried 
distinct information from those that did not. 
Though we have only briefly touched on this subject, the reviewed literature indicates a pattern of 
strongly oscillatory activity in the beta frequency range which spans many different brain regions 
and is dynamically modulated on a rapid timescale during motor tasks.  While the function of this 
fascinating activity remains poorly understood, the data is consistent with the existence of 
mechanisms that actively manipulate oscillatory network dynamics to control network function. 
 
2.6 Oscillations as a gain control mechanism 
Having reviewed task dependent modulations in a range of neural systems, we now turn explicitly 
to the hypothesis that one function of such activity is to control the gain of interactions between 
neural populations.  Based on experiments measuring the cortical response to stimulation of the 
optic nerve, Bishop (1932) concluded, 'there is some level at which a rhythmic variation in 
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irritability takes place, apparently spontaneously'.  Since this initial report of oscillatory modulation 
of the gain of nervous tissue, considerable interest has focussed on periodic modulation of 
excitability due to oscillatory network dynamics, and the possible functional role it may play in 
controlling the gain of interactions between neurons (Crick and Koch, 1990; Niebur et al., 1993; 
Salinas and Sejnowski, 2001a; Varela et al., 2001; Fries, 2005; Sejnowski and Paulsen, 2006). 
We focus here on computational and conceptual proposals for how network oscillations may control 
the effective gain for anatomical pathways.  These proposals address broadly the same 
computational problems as the models that we describe in Chapters 4 and 5.  Therefore, where 
relevant we highlight similarities and differences from the mechanisms we have investigated, and  
how our work builds on these previous studies. 
The first computational study to address this question was a model by Niebur et al (1993) aiming to 
reproduce experimental results on the effects of attention on activity in V4, evoked when two 
stimuli were simultaneously presented within the receptive field of a neuron (Moran and Desimone, 
1985).  In that study (see above p. 36), a preferred stimulus which elicited high spike rates when 
presented individually, and a non-preferred stimulus which elicited low spike rates, were presented 
simultaneously.  Directing attention to one or other stimuli when they were presented 
simultaneously drove the firing rate of the V4 neuron close to that evoked by the attended stimulus 
presented in isolation.  Based on proposals by Crick and Koch (1990), Niebur and colleagues 
hypothesised that the effect of attention might be mediated by selective oscillatory modulation in 
the gamma band of neuronal responses in regions of V1 representing the attended stimulus.   
The response of V1 neurons was modelled as a Poisson process whose average firing rate was 
determined by the stimulus in its receptive field, while the focus of attention on that region was 
indicated by a sinusoidal modulation of the firing rates around their average value.   To detect this 
periodic modulation of firing rates, the study postulated the existence of inhibitory interneurons 
with strong bandpass filtering properties, implemented as an integrate and fire model with resonant 
sub-threshold voltage dynamics combined with an adaptive spike threshold.  These dynamics 
ensured that the interneurons would not spike in response to slowly varying depolarising inputs but 
would spike readily when driven by inputs modulated at 40 Hz.  When an attended stimulus was 
present, the periodically modulated spiking in V1 drove activity in V4 interneurons, which, as a 
result of the network structure, provided feed-forward inhibition to V4 principal cells with preferred 
stimuli different from the attended stimulus. 
While in the light of subsequent findings (e.g Chalk et al. 2010), the model cannot be taken as a 
realistic description of the experimental phenomenon, several aspects are interesting in the context 
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of controlling signal flow with oscillations.  The study is an early quantitative exploration in a 
neuroscience context of how periodic modulation of a subset of signals in a convergent pathway 
could be exploited to process them differentially.  Although it is not directly discussed by the 
authors in these terms, the study suggests that networks with appropriate filtering properties can 
selectively read out spatial patterns of firing rates with specific oscillatory modulations.  In this case 
the spatial patterns are very simple; activity in one of two groups of V1 neurons with different 
preferred stimuli.  We extend these ideas in Chapter 5 to show how multiplicative modulation can 
multiplex and de-multiplex firing rate population codes to selectively propagate signals through 
convergent pathways.  In the Nieber model, it is the V4 interneurons that perform the readout, 
selectively responding to oscillating but not asynchronous inputs.  However, their postulated 
neuronal dynamics have an implausible adaptive threshold, such that arbitrarily strong depolarising 
inputs will not drive spikes if they are slowly varying.  We show in Chapter 4 that biologically 
plausible networks can be designed which produce a graded response to oscillating inputs at a 
specific frequency but ignore simultaneously presented asynchronous input, by using feed-forward 
inhibition with a network-level resonance phenomenon.   
Subsequent computational studies have looked at different aspects of how changes in the 
synchronisation state of networks can affect their response to external inputs.  Tiesinga et al (2004), 
investigated the response of a Hodgkin Huxley neuron receiving asynchronous excitatory input and 
periodically modulated inhibitory input, as a function of the strength and frequency of modulation 
of the inhibition.  They demonstrate that increasing the synchronisation of the inhibition can 
increase the firing rate of the neuron, and that for some parameter ranges this increase is an 
approximately multiplicative change in the F-I curve.  The increase in firing rate with inhibitory 
synchrony occurs because of periodic disinhibition of the neuron, increasing its  spike probability 
for a given excitatory input level.   A similar effect was reported in network simulations where 
periodic modulation of inhibition generated by the network dynamics increased the responsiveness 
of principal cells to excitatory inputs (Borgers et al., 2008).  In a complementary study Tiesinga and 
Sejnowski (2004) demonstrated that the strength of oscillatory synchronisation of a recurrently 
connected inhibitory network could be modulated on a rapid time-scale without modifying its 
average rate by changing the spatial distribution of excitatory input. 
In networks where excitatory neurons mutually inhibit each other through an E-I loop, changes in 
the synchronisation state can change the extent to which winner-takes all dynamics ensure that only 
the most strongly driven cells fire.  Transition from an asynchronous state to a spike to spike 
oscillation in which cells spike once each cycle, can allow strongly driven cells to more effectively 
inhibit weakly driven cells, as on each cycle the strongly excited cells spike approximately 
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simultaneously and strongly inhibit the entire network before the more weakly driven cells have a 
chance to spike (Borgers et al., 2005).  It is unclear whether these effects extend to sparsely 
synchronised oscillations that are likely more relevant in cortical networks.  Though these studies 
are examples of how changes in oscillatory synchronisation in a local network can change its 
responses to inputs, they are conceptually further from our work than the Niebur study as they 
consider only asynchronous excitatory inputs and hence do not address how inputs with different 
modulation may be differentially processed.   
The discovery of phase coding in the hippocampus has motivated studies of how patterns of activity 
occurring at different phases of an oscillation can be selectively read out by neural networks.  
Jensen (2001) proposed a simple mechanism for readout of specific components of a phase coded 
input by a single layer of integrate and fire neurons.  Phase selectivity was generated by an 
externally imposed sinusoidal input current coherent with the phase coded input.  Neurons only 
spiked in response to the phase coded input when this coincided with the depolarising phase of the 
sinusoidal current, such that by varying the phase of this current different phases of the input could 
be read out.   Conceptually this model is similar to that considered in chapter 5 as the sinusoidal 
current effectively modulates the gain of the output neurons coherent with the input to generate a 
selective readout mechanism.  The proposed gain modulation mechanism will clearly only work 
effectively over a rather narrow dynamic range of input firing rates and noise levels, as it exploits 
the strong nonlinearity of the neuronal input-output relationship around the spike threshold.  Further 
work is required to quantify such limitations and identify how the robustness can be improved.   
Recent work (Nadasdy, 2009, 2010) explored how coincidences between the timing of input spikes 
and the peaks of a travelling wave of sub-threshold oscillations could be used to generate a phase 
code which multiplexed a spatially extended representation into a single channel.  This multiplexed 
representation could be converted back into a spatial representation by interference with a second 
travelling wave of sub-threshold oscillations.  However, the highly structured oscillatory activity 
was externally imposed rather than dynamically generated, the system was noise-free, and the 
spatial input and output representations were latency coded.  Therefore, while a demonstration of 
the multiplexing potential of spatially structured oscillations, it is unclear to what extent the model 
is compatible with the dynamics and noise levels of real networks, and with the extensive evidence 
for rate coding in vivo. 
The 'communication through coherence' (CTC) hypothesis (Fries, 2005) has generated renewed 
interest in the idea that oscillations control signal flow between networks.  This proposes that the 
strength of effective connectivity between two networks can be selectively enhanced when they 
engage in coherent oscillatory activity.  Review articles had previously emphasised the role 
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oscillations may play in setting up flexible structures of signal flow between networks (Salinas and 
Sejnowski, 2001a; Varela et al., 2001) , but the CTC hypothesis made specific mechanistic 
proposals that have proved highly influential.  Selective communication in CTC is proposed to 
occur through interaction between periodic modulation of the spike output of networks, and 
periodic modulation of their responsiveness to their inputs.  Fries envisions that 'oscillations of a 
neuronal group rhythmically open and close the group’s windows for communication'.  Coherence 
between oscillations in two networks ensures that spikes from one network arrive during these 
windows of heightened excitability in the other network, and therefore that their effectiveness in 
driving activity is enhanced relative to other inputs.    
As with the work of Neibur et al (1993), the CTC hypothesis emphasises the possibility that 
spatially overlapping inputs can be treated differentially by a receiving network on the basis of their 
oscillatory modulations.  A major focus of the work in this thesis, particularly in Chapter 5, is 
investigating how accurately individual components of a combined input can be selectively read out 
by a receiving network, as a function of how different their modulations are.   Our results suggest 
that in order for inputs to be accurately separable, it is important that their modulations are close to 
orthogonal.  This questions Fries proposal that incoherent oscillations functionally decouple 
anatomically connected networks.  However, where oscillations are appropriately structured, our 
results demonstrate the power of gain modulation coherent with a target input to accurately read out 
select components of a combined input. 
A experimental study by Womelsdorf et al. (2007) aimed to test the CTC hypothesis by looking at 
the covariance of gamma oscillation amplitude in pairs of local cortical networks, as a function of 
their relative phase.  They found that the distribution of phases was non-random, such that there was 
a preferred relative phase which occurred most frequently.  The correlation of gamma oscillation 
amplitudes in the two networks varied as a function of their instantaneous relative phase, with 
higher correlation when their relative phase was around the preferred value.  The authors argue that 
this is evidence for CTC as it suggests that bringing oscillations in the two regions into a particular 
phase alignment increases coupling strength between the networks and hence increases gamma 
amplitude covariance.  However, an alternative explanation is that an increase in the coupling 
strength between the networks, due for example to increased firing rate in their projection neurons, 
both drives the networks towards a particular relative phase and increases the covariation of their 
amplitudes.  The phase response dynamics that we measure for gamma oscillating networks in 
Chapter 3 is consistent with this alternative account.  We therefore do not believe the Womelsdorf et 
al study provides conclusive evidence for CTC.   
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Several computational studies have aimed to model CTC at the network or neuronal level.   A 
popular approach has been to evaluate the response of a population of neurons receiving two 
excitatory Poisson inputs with different oscillatory modulations, with either an externally imposted 
periodic inhibitory input (Mishra et al., 2006; Masuda, 2009) or a feed-forward interneuron 
population (Zeitler et al., 2008).  Changing the relative phase of excitatory and inhibitory inputs was 
shown to change the output firing rate (Mishra et al., 2006).  Where two excitatory inputs were 
coherent with each other but at different phases, changing the phase of inhibition relative to the 
excitatory inputs could vary the relative gain for each (Mishra et al., 2006; Masuda, 2009).  Where 
two inputs influenced output activity both through direct excitation and feed-forward inhibition, 
with one predominantly exciting and the other predominantly inhibiting the output, increasing the 
strength of gamma frequency modulation of either input gave it more influence over output firing 
rates (Zeitler et al., 2008).  In excitatory-inhibitory loop networks with winner-takes-all type 
dynamics due to mutual inhibition between excitatory cells, periodically modulated inputs were 
shown to be more effective at driving activity and suppressing cells driven by asynchronous inputs. 
 
2.7 Conclusions of literature review 
In this literature review we have aimed to outline the in vivo data which informs the hypothesis 
underlying this thesis, and provide a rationale for the approach we have taken in our work and the 
assumptions that it is based on.   
We have really only scratched the surface of the vast literature on oscillatory neural phenomena.  
Nonetheless we hope to have demonstrated that clearly oscillatory activity patterns occur in a great 
range of brain regions and behaviours, that these structures of activity are often strongly modulated 
in diverse and interesting ways by changes in cognitive or behavioural states, and that trial to trial 
fluctuations in oscillatory activity in many cases correlate with behavioural performance.   
These results are certainly consistent with the hypothesis that oscillatory or resonant aspects of 
network dynamics are actively modulated to change network function in response to differing 
computational requirements in different situations.  Though currently available data do not amount 
to conclusive proof that oscillatory mechanisms are used to control the flow of neural signals, this 
hypothesis has attracted widespread interest and we believe the data are sufficiently suggestive to 
justify investigations into how such mechanisms may function. 
We have reviewed evidence that motivated us to take two related decisions in the design of our 
computational models.  The first was to focus on sparsely synchronised oscillatory dynamics in 
which individual neurons spike irregularly.  The second was to focus on how oscillatory dynamics 
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can extend coding strategies that use spatial patterns of firing rates, rather than precise sequences of 
spike times, for the representation of information.  We do not claim that precise spike timing codes 
or spike to spike oscillatory dynamics play no role in brain function, but have aimed to provide 
evidence that the codes and dynamics we focus on are relevant to understanding at least some of the 
activity observed in neural systems. 
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Chapter 3: Dynamical mechanisms of inter-region phase 
coherence 
 
3.1  Introduction  
Inter-region coherence of oscillatory network activity has been intensively studied with a focus on 
state, stimulus and task dependent modulation of coherence.  Changes in coherence between local 
networks have been suggested to serve computational functions such as directing signal flow 
between regions, modulating synaptic plasticity or binding features of sensory representations.  This 
chapter focuses on the basic question of how coherence arises between local networks.  We briefly 
review prior experimental and computational approaches to this problem and then outline the 
contribution of the work described in this chapter. 
Mechanisms of inter-region gamma coherence were first investigated in a series of studies using an 
in vitro paradigm in which local oscillatory activity was induced simultaneously in two regions of 
CA1 using tetanic stimulation.  This induces transient gamma frequency oscillatory activity through 
activation of metabotropic glutamate receptors (Whittington et al., 1995).  During this activity at 
least some pyramidal cells and interneurons spike once each cycle, indicating network dynamics in 
the 'spike to spike' synchrony regime (Kopell et al., 2000).  For strong stimulation intensities, the 
induced oscillation can exhibit a transition to a beta rhythm in which pyramidal cells spike at half 
the frequency of interneurons (Whittington et al., 1997b; Kopell et al., 2000).  When two local 
regions of CA1 are simultaneously stimulated, the resulting oscillations can synchronise with close 
to zero phase lag for both the gamma and beta rhythms (Traub et al., 1996; Whittington et al., 
1997a; Kopell et al., 2000).  Computational studies suggest that interneuron spike doublets played a 
critical role in synchronising local networks in these experiments (Traub et al., 1996; Whittington et 
al., 1997b; Kopell et al., 2000).  A doublet consists of the interneuron spiking twice on a single 
cycle of the oscillation, with the second spike driven in large part by synaptic input from the distal 
oscillating network.  This second spike allows the distal input to modify the timing of the next cycle 
of the local oscillation and hence bring the two local oscillations into synchrony. 
Alhough these influential studies provided a detailed picture of mechanisms of inter-region 
synchronisation in this model system, their applicability to in vivo oscillatory coherence phenomena 
is questionable.  The concern is that the 'spike to spike' synchrony regime in these models is 
incompatible with in vivo observations of irregular firing of individual units during periodic 
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network activity.  These data suggest that in vivo gamma oscillations are sparsely synchronised, 
with activity characterised by irregular spiking of individual neurons but periodic modulation of 
network firing rates (see literature review).  In the sparsely synchronised state it is not meaningful 
to talk about spike doublets as a critical component of the synchronisation mechanism, as on any 
given cycle a particular neuron may spike once, several times, or not at all.  
In vivo studies suggest that transient enhancement of inter-region coherence often occurs 
concurrently with increases in local circuit spike rates (Pesaran et al., 2008; Gregoriou et al., 2009).  
A plausible qualitative explanation for the large increase in inter-region coherence in such studies is 
that increased firing rates in the neurons making up the inter-region connections increase the 
coupling between the regions, and this stronger coupling synchronises their oscillatory fluctuations.  
A quantitative understanding of inter-region oscillatory coherence requires a mathematical 
framework that can predict large scale activity patterns as a function of the local dynamics and 
inter-region connectivity.  A crucial decision in constructing such a model is selecting the 
appropriate level of detail.  At one extreme, the Blue Brain project (Markram, 2006) aims to model 
large scale brain activity at a microscopic level of detail, using supercomputers to simulate large 
populations of multi-compartmental neuron models.  While these simulations could in principle 
inform how the micro-structure of circuits affects large scale activity, the complexity of the models 
is a formidable obstacle to understanding the emergent dynamics.  At the opposite end of the 
complexity scale are neural mass models, which describe the aggregate activity of local populations 
as analogue firing rates.  These models dispense with a vast amount of detail and hence can only 
address a limited range of questions.  However, their simplicity can provide great insight into 
aspects of the dynamics they are capable of reproducing.  Pioneering work by Wilson and Cowan 
(1972) proposed equations to describe the evolution of population firing rates in a system consisting 
of local excitatory and inhibitory neural populations interacting through synaptic connections.  
Depending on its parameters, the model either converges to a steady state or to an oscillatory limit 
cycle.  If the oscillating state captures the relevant dynamics of real local networks, the model's 
simplicity makes it a powerful tool for understanding inter-region coherence.  Large scale dynamics 
can be modelled either as interacting discrete local populations (König and Schillen, 1991; 
Campbell and DeLiang Wang, 1996) or as neural field models in which space is represented as a 
continuous variable (Coombes, 2010). 
A large body of work has been dedicated to understanding how the dynamics of individual 
oscillators determine their synchronisation properties when coupled together.  Much of this was 
motivated by a desire to understand the emergence of synchrony among individual neurons in low 
noise regimes, but the mathematical framework is very general and has been applied to systems as 
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diverse as circadian, cardiac and respiratory oscillators.  This identified the phase response curve 
(PRC) of an oscillator as a critical determinant of synchronisation in coupled systems (Ermentrout, 
1996; Rinzel and Ermentrout, 1998; Winfree A., 2000; Izhikevich, 2007; Smeal et al., 2010).  The 
PRC measures the change in phase produced by an input pulse as a function of the phase at which 
the pulse is delivered.  A key feature of the PRC of a system is whether it has the same sign for all 
phases (for example input advances the phase irrespective of the phase of stimulation), or has a 
region in which the input advances the phase and a region in which it delays it (henceforth 
described as a biphasic PRC).  If an external input can only advance the phase of the oscillator, the 
oscillator can only entrain to periodic inputs with a higher frequency that the unperturbed oscillation 
frequency.  If the phase response curve is biphasic, the oscillator can entrain to inputs over a range 
of frequencies spanning the unperturbed frequency.  Biphasic PRCs strongly promote 
synchronisation of systems of coupled neuronal oscillators (Hansel et al., 1995; Abouzeid and 
Ermentrout, 2009; Smeal et al., 2010) and the relative phase of sychronisation is determined by the 
unperturbed frequencies of oscillators and the location of the regions of phase advance and delay in 
their PRCs.  The phase response behaviour of local oscillating networks is therefore a key 
measurement for linking the local dynamics to large scale coherence.   
The principal goal of the work in this chapter was to experimentally measure the PRCs of a sparsely 
synchronised oscillating network to determine if they are indeed biphasic.  We used the well 
characterised model system of carbachol induced oscillations in CA3 in vitro.  Carbachol induces 
oscillations by activating muscarinic acetylcholine receptors (Fisahn et al., 1998), which depolarise 
pyramidal cells by blocking a potassium conductance (Benson et al., 1988).  Carbachol also 
heterogeneously excites different interneuron subtypes (Kawaguchi, 1997), modulates the strength 
of synaptic transmission (Scanziani et al., 1995), and supresses the slow calcium mediated after-
hyperpolarisation (Cole and Nicoll, 1984).  The overall effect on the network is highly excitatory, 
raising pyramidal cell firing rates to 2-3 Hz and interneuron firing rates up to ~ 20 Hz (about 0.6 
times the oscillation frequency) depending on the interneuron subtype (Hajos et al., 2004; Mann et 
al., 2005).  Individual neurons spike irregularly but the firing probability of both pyramidal cells 
and interneurons is strongly modulated with the phase of the network oscillation, with a small phase 
lag between pyramidal cells and interneurons consistent with in vivo data (Csicsvari et al., 2003).  
Fast excitatory and inhibitory synaptic transmission are required for the oscillations (Fisahn et al., 
1998; Mann et al., 2005), but principally in the pyramidal cell layer as selective blockade in strata 
radiatum or lacunosum-moleculare does not abolish the activity.  Taken together these data indicate 
sparsely synchronised dynamics mediated by an excitatory – inhibitory synaptic feedback loop 
involving perisomatic interneurons.  Current source density analysis revealed alternating sink 
source pairs in stratum pyramidale and stratum radiatum (Mann et al., 2005), consistent with those 
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observed in vivo (Csicsvari et al., 2003).  The oscillation frequency is strongly temperature 
dependent (Fisahn et al., 1998; Mann et al., 2005), but at 34º is approximately 40 Hz, indicating a 
gamma band oscillation at physiological temperatures.  Carbachol induced oscillations in CA3 are 
therefore an attractive model system for studying mechanisms of gamma-band oscillatory 
coherence in the hippocampal formation, and more generally the response dynamics of sparsely 
synchronised network oscillations.  However, spike-field phase locking in vitro is substantially 
stronger than that observed on average in vivo (Csicsvari et al., 2003; Hajos et al., 2004; Tukker et 
al., 2007).  This may in part reflect spatial inhomogeneity of in vivo oscillations, which will dilute 
the contribution of participating neurons to the LFP, and non-stationary, which will reduce average 
phase locking relative to periods of strong oscillation.   Such structure is poorly constrained by 
current data so it is not clear whether the in vitro oscillation is within the range of synchronisation 
strengths spanned by in vivo activity.  
We characterised the phase response curve of the oscillating CA3 network as a function of stimulus 
strength for stimulation of the external mossy fibre input and recurrent collaterals.  This revealed 
richly structured rephasing behaviour in which biphasic PRCs at low stimulation intensities gave 
way to complete resetting by strong stimuli.  The measured rephasing behaviour was reproduced 
with remarkable accuracy by a model based on the Wilson-Cowan equations.  Systematic 
differences between the effects of mossy fibre and local circuit stimulation could be explained by 
different coupling of these pathways to excitatory and inhibitory populations. 
 
3.2 Materials and methods 
3.2.1  Slice Preparation 
Experiments were conducted in accordance with the United Kingdom Animals (Scientific 
Procedures) Act (1986). Sprague Dawley rats (postnatal day 17 – 21) were deeply anaesthetised 
with sodium pentobarbital and decapitated.  The brain was removed and placed in ice cold cutting 
solution containing the following; (in mM): 252 sucrose, 2.5 KCl, 26 NaHCO3, 0.5 CaCl2, 5 MgCl2, 
1.25 NaH2PO4, and 10 glucose).  All solutions were bubbled with 95% oxygen, 5% CO2 for at least 
half an hour before use.  Horizontal slices (400 - 450μm) were cut and extra-hippocampal areas 
were trimmed.  Slices were left to recover for 1hr in an interface chamber with ACSF containing the 
following (in mM) 126 NaCl, 3 KCl, 1.25 NaH2PO4, 2 MgSO4, 2 CaCl2, 24 NaHCO3, 10 glucose.  
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3.2.2  Recording 
Some recordings were performed in interface conditions and some in submerged conditions.  For 
submerged recordings slices were superfused with ACSF at high flow rates (10 – 15 ml/min) using 
a harp and recording chamber designed to generate rapid laminar flow over the slice to maximise 
the oxygenation of the tissue.  Temperature was maintained at 28-30ºC. Oscillations were induced 
in the slice using bath application of 20μM carbachol.  Field potentials were recorded from the CA3 
pyramidal layer using a patch pipette filled with ACSF  (Fig 3.1a).  Afferent pathways were 
stimulated using a bipolar electrode situated in the dentate granule cell layer to stimulate mossy 
fibers or CA3 alveus to stimulate the local circuit.  After carbachol was washed in, oscillations 
developed over 5-10 minutes.  Once oscillatory activity was established, stimuli were delivered in 
blocks of 60-100 stimuli at a given intensity.  Stimuli were delivered every 1.5 or 2.5 seconds which 
produced stimuli randomly spaced in phase due to the variability in the period of the oscillatory 
activity.  At the end of the block the stimulus intensity was changed and another block of stimuli 
was started.  The experiment was halted when the oscillation stopped or became very irregular.  
Traces were recorded using a Multiclamp 700B amplifier (Molecular Devices) and digitized at 5 
kHz (PCI-6221, National Instruments) with the amplifier low pass filter cut-off frequency set to 2 
kHz. 
Figure 3.1  Experiment setup and trace pre-processing. a) Schematic indicating positions of 
recording and stimulating electrodes.  b) Raw local field potential (LFP) trace recorded around 
stimulation event. c) Filtered LFP trace with location of peaks and troughs found by algorithm 
marked with red and green circles respectively. 
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3.3  Analysis  
3.3.1  Trace preprocessing 
Each trace consisted of a 1 second recording of LFP centred on the stimulus.  Raw LFP traces were 
first processed to remove the stimulation artefact.  Stimulus artefact duration was estimated by eye 
from the average of all traces for that section (artefact duration was usually ~1ms and never longer 
than 4ms).  The stimulus artefact was cut out of each trace and replaced with linearly interpolated 
values.  
Traces were then digitally low-pass filtered with a 6th order Butterworth filter with cut-off 
frequency of four times the oscillation frequency Fest for that block. Fest was evaluated as the peak of 
the averaged Fourier power spectrum for the pre stimulus sections of all traces in the block.  The 
filter frequency was determined with reference to the oscillation frequency rather than as an 
absolute value to make the change in waveform associated with filtering as consistent as possible 
across oscillations with different frequencies.  Figure 3.1 shows an example of a raw trace and the 
resulting trace after filtering. Filtering inevitably changes the shape of the waveform due to a 
frequency dependent reduction in amplitude and phase shifts of components of the signal.  The 
phase shift can be eliminated by filtering in the forward and reverse directions to produce a filter 
with zero phase shift at all frequencies.  Although such filtering better preserves the shape of the 
oscillation waveform we did not use it for our analysis because reverse filtering caused the effect of 
stimulation to distort the pre-stimulus waveform.  This changed the estimate of the phase at which 
the stimulus was delivered in a stimulus strength dependent fashion, and at high stimulus strengths 
caused artificial bunching of the estimated phases at which the stimulus was delivered.  We 
therefore filtered only in the forward direction.  
To evaluate the phase shift caused by filtering we calculated the cycle averaged unfiltered LFP by 
resampling all pre stimulus cycles to a uniform length of 200 samples.  The average unfiltered LFP 
across all oscillations is shown in figure 3.8. 
3.3.2  Identification of peaks and troughs 
The timing of troughs of the local field potential was used to evaluate the phase shift due to 
stimulation.  Evaluating phase shifts using a Hilbert transform of the band pass filtered LFP was 
also considered (Freeman, 2007), however this method performed poorly, probably because higher 
harmonics contained substantial phase information due to the saw tooth like LFP waveform.  
Troughs were used rather than peaks as they were sharper (Figure 3.1b,c), and have a 
straightforward physiological interpretation as they correspond to the phase of maximum firing of 
61 
 
the pyramidal cells (Hajos).  Troughs of the filtered LFP were found by an algorithm that stepped 
forward through the trace from trough to trough.  Such an algorithm needs to avoid spuriously 
identifying local minima which can occur between troughs in even the low pass filtered trace but 
also be resistant to missing troughs completely.  For each trace an estimate of the period Pest of the 
oscillation was calculated as the reciprocal of the oscillation frequency Fest.  This estimate was used 
to determine where the algorithm looked for a trough relative to the previously found trough. The 
algorithm searched for each trough using the following steps: 
1. Define a window from 0.6 to1.4 Pest after the previously identified trough. 
2. Find position of minimum (most negative) value of the trace in the window.  
3. If the minimum is more than 0.2 Pest from both the start and end of the window, accept 
minimum as genuine trough and return to step 1 to find the next trough.  
4. If the minimum is within 0.2 Pest of the start or end of the window, move window 0.2 Pest 
earlier or later respectively and return to step 2. 
5. If trough found is the previous trough, reinitialise search with window from 0.8-1.6 Pest after 
previous trough and only allow forward movement of the window. 
 
Peaks were identified as the maxima of the trace between successive troughs.   
The design of the algorithm started from the principle of looking for a trough in the region of trace 
where it is expected given the previous trough time and oscillation frequency (steps 1 & 2).  Steps 3 
– 5 were introduced when it was observed that troughs found near the edge of the window were 
sometimes local minima close to the true trough.  Parameters of the algorithm were chosen by hand 
after experimentation with a range of values.  For traces where there was a clear oscillation in the 
LFP this algorithm robustly found the positions of the troughs and peaks.  Figure 3.1.c shows an 
example of the peaks and troughs identified by the algorithm. 
3.3.3  Selection of data for analysis 
The strength of oscillatory activity elicited by washing on carbachol varied both across slices and 
over time, with some slices not showing any clear oscillation and others only intermittent or 
irregular oscillatory activity.  If the network was not oscillating it was not meaningful to measure 
the phase response.  Additionally, if the oscillation was very irregular the variability in period length 
from cycle to cycle obscured the phase perturbation due to the stimulus.  We therefore needed a 
procedure to select for analysis only those blocks of stimuli where there had been a regular 
oscillation.  This selection was done on the basis of the coefficient of variation (CV, standard 
deviation divided by mean) of the period of the oscillation.  Blocks were rejected for further 
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analysis if the CV of cycle duration in the pre-stimulus section was greater than 0.15.  Period 
duration was evaluated as the time between successive troughs of the LFP oscillation identified 
using the algorithm outlined below.  This block selection process accepted 60 stimulus intensity 
blocks from 30 separate slices out of a total of 218 stimulus intensity blocks from 63 experiments in 
which carbachol elicited oscillations.  Even in slices where the oscillation was mostly strong and 
regular there was variation in the amplitude from cycle to cycle and the oscillation would in some 
cases occasionally collapse for a short period before re-establishing itself.  To avoid including traces 
where stimuli were delivered without ongoing oscillation, we rejected traces where the peak to 
trough amplitude of the cycle preceding stimulation was less than half the average amplitude for 
that section. 
3.3.4  Plotting phase response curve 
The mean (P୫ୣୟ୬) and standard deviation of the unperturbed period duration were evaluated for all 
periods in the sections of traces preceding the stimulus.  For each trace the phase at which 
stimulation was delivered was estimated from the time of stimulation Tstim relative to the time of the 
previous trough T୲୰:ିଵ as S ൌ 	 ሺTୱ୲୧୫ 		െ 	T୲୰:ିଵሻ/P୫ୣୟ୬.  We call S the old phase to distinguish it 
from the oscillation phase after perturbation by the stimulus which we describe as the new phase 
and define below.  Consistent with previous work on rephasing of biological oscillators we describe 
phase as a variable that varies between zero and one. 
 
The effect of stimulation on the oscillation phase was evaluated by looking at the timing of troughs 
following the stimulus as a function of the phase of stimulation.  These data were either plotted 
directly as trough times or converted into phase shifts to produce phase response curves. 
 
A phase response curve (PRC) shows the change in phase produced by the stimulation as a function 
of the phase of stimulation.  Just as the phase of the oscillation at the time of stimulation can be 
defined relative to troughs preceding the stimulus, it can also be defined relative to troughs 
occurring after the stimulus as  S ൌ 	 ሺTୱ୲୧୫ 		െ 	T୲୰ሻ/P୫ୣୟ୬ modulo 1.  If the stimulus affects the 
phase of the oscillation, the new phase will differ systematically from that defined by the trough 
preceding the stimulus.  The phase shift is given by ᇞ S ൌ S୬ୣ୵ െ S୭୪ୢ.  To evaluate S୬ୣ୵ for the 
calculation of PRCs we used those troughs that occurred within 0.5	P୫ୣୟ୬of the expected 
unperturbed position of the second trough after the stimulus.  For a given trace, if the final trough 
before stimulation occurred at time  T୲୰:ିଵ, the expected unperturbed position of the second trough 
after stimulation is  T′୲୰:ଶ ൌ T୲୰:ିଵ ൅ 2	P୫ୣୟ୬.   
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3.3.5  Combining data from multiple experiments 
To combine data across experiments all trough times were first expressed in cycles rather than 
milliseconds by dividing them by the mean unperturbed period duration for that block. 
 
The effect of stimulation on the oscillation varied depending on the stimulus strength.  To combine 
data across experiments in a way that did not obscure this strength dependence, a measure of 
stimulation strength was needed that could be compared across recordings in different slices.  The 
electrical stimulation intensity was not a suitable measure as the precise location of the stimulus 
electrode can greatly affect the number of fibers recruited and hence the physiological stimulation 
strength.  The size of the stimulus artefact or response (EPSP and population spike) was also not 
suitable as it is strongly affected by recording electrode. 
 
We used a measure based on the effect of the stimulus on the oscillation: the circular variance of the 
distribution of new phases after stimulation.  We first explain how this measure was calculated and 
then why it works as a measure of stimulation strength. 
 
To evaluate the circular variance we included all troughs that occurred in the time interval between  
P୫ୣୟ୬ and 2	P୫ୣୟ୬after the stimulus for all traces in the block.   Each trough gives a measure of the 
new phase:  S୬ୣ୵ ൌ 	 ሺTୱ୲୧୫ 		െ 	T୲୰ሻ/P୫ୣୟ୬ modulo 1.  These new phases S୬ୣ୵ form a circular 
distribution with circular variance:  
 
varሺS୬ୣ୵ሻ ൌ 1 െ ฬ1N	෍e
୧ଶπୗ౤౛౭ฬ 
 
The circular variance takes values between 0 and 1 with a value of 1 indicating that the new phases 
are evenly distributed and a value of 0 indicating that the new phase is identical for every trace.   
 
For very weak stimuli, the phase was essentially unchanged by the stimulation so the new phases 
were evenly distributed and their circular variance was close to 1.  For very strong stimuli, the 
oscillation was completely reset by the stimulus such that the new phase after stimulation was 
independent of the phase before stimulation and very similar for all traces.  This produced a highly 
peaked distribution with a circular variance close to 0.  The circular variance of the new phase 
distribution was therefore tightly negatively correlated with stimulus strength.  We divided blocks 
into 4 stimulus strength categories on the basis of this circular variance measure with the category 
ranges 0-0.25, 0.25-0.5, 0.5-0.75, 0.75-1.  
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We evaluated how accurately this measure ordered blocks by stimulus intensity using data from 
experiments where we had usable blocks (period CV<0.15) recorded at multiple stimulus 
intensities.  For every pair of blocks whose relative stimulus strengths were known, we evaluated 
whether the new-phase variance measure correctly ordered the pair.   Of the 76 such pair-wise 
comparisons, 89% were correctly ordered.  For the incorrectly ordered pairs the average absolute 
difference in the new-phase circular variance was small (0.12) and in only 4 pairs (5% of the total) 
did the block with a weaker stimulus intensity end up in a stronger strength category. 
 
There is a degree of circularity in using a measure based on the effect of stimulation in individual 
blocks in grouping blocks for the population level analysis of the effect of stimulation.  However, 
specifying a given value for the circular variance of the new phase distribution still allows a very 
wide range of structures for the two-dimensional circular distribution of new phase as a function of 
old phase.   The measure is completely insensitive to the distribution of points in the old phase axis 
such that even for a fixed marginal distribution on the new phase axis a very wide range of two-
dimensional distributions is possible.  Additionally, specifying the circular variance of the new-
phase marginal distribution only partially constrains this marginal distribution.  This is because both 
the circular mean and higher order moments apart from the variance are unconstrained. 
  
To plot data from multiple experiments (Figure. 3.5, 3.6, 3.10c-f) we show both the timing of 
individual troughs and the circular mean and variance of the distribution of troughs on each cycle 
for each of ten groups of traces divided by stimulation phase.  The circular mean is defined: 
 	
Sത ൌ 12ߨ arg	ሺ෍e
୧ଶπୗሻ 
 
The circular variance Var was indicated by error bars of length ± 0.5 Var such that the total length of 
the error-bar was Var.  This is the natural choice for circular variance error-bar length as it ensures 
that for uniformly distributed data the error-bars from two points separated by one cycle will just 
touch each other.   
 
In figure 3.8 we show 95% confidence intervals on phase response curves due to alveus and dentate 
stimulation.  The confidence intervals were calculated according to Fisher and Lewis (1983). 
3.3.6  Wilson-Cowan Model 
The time evolution of the activity levels of the excitatory (E) and inhibitory (I) populations were 
described by the following equations. 
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τୣ dEdt ൌ െE ൅ФሺgୣୣE ൅ gୣ୧I ൅ Sୣሺtሻ ൅ aୣሻ ൅ Nୣሺtሻ 
 
τ୧ dIdt ൌ െI ൅Фሺg୧ୣE ൅ g୧୧I ൅ S୧ሺtሻ ൅ a୧ሻ ൅ N୧ሺtሻ 
 
 
Where: 
  Sigmoidal activation function  Фሺaሻ ൌ ଵଵାୣష౗   
 
Noise   Nሺtሻ = Gaussian distributed white noise with mean of 0 and standard deviation ߪ 
 
Stimulus Sሺtሻ; parameterized by stimulation intensity S଴ and stimulation angle ѳ which determines 
the relative strength of input to the excitatory and inhibitory populations. 
 
      Sୣሺtሻ ൌ S୧ሺtሻ ൌ 0      for 
t ൏ tୱ୲୧୫ 
                                                            Sୣሺtሻ ൌ S଴ 	cosሺѳሻ	eିሺ୲ି୲౩౪౟ౣሻ/τ౩౪౟ౣ       for t ൐ tୱ୲୧୫ 
                                                            S୧ሺtሻ 	ൌ S଴ 	sinሺѳሻ	eିሺ୲ି୲౩౪౟ౣሻ/τ౩౪౟ౣ        for t ൐ tୱ୲୧୫ 
 
Network parameters common to all simulations: 
 
gୣୣ ൌ 10,			gୣ୧ ൌ െ10, g୧ୣ ൌ 12, g୧୧ ൌ െ10,		 
τୣ ൌ 3, τ୧ ൌ 8, 	τୱ୲୧୫ ൌ 6, aୣ ൌ െ2, 		a୧ ൌ െ3.5 
 
Parameters gୟୠ are synaptic coupling strengths with the first subscript indicating the postsynaptic 
population and the second subscript the presynaptic population.  Parameters aୣ and a୧ control the 
tonic activity of each population in the absence of synaptic input.  Though the values are negative 
they in fact represent a low level of tonic activation.  This is because we used a form of the 
sigmoidal activation function which saturates at negative values of the input. 
 
Stimulus parameters and noise level were varied across simulations: 
 
Figure. 3.10b: ߪ = 0.13, ѳ = 85,  S଴ = 1, 1.5, 4, 10 in panels left to right (weak to strong) . 
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Figure. 3.10d: ߪ =0.2-0.5, ѳ =80, S଴ = 0.4, 1.6, 3, 12 in panels left to right, respectively. 
Figure. 3.10f: ߪ =0.4-0.6, ѳ =60, S଴ = 0.5, 2.2, 4.1, 8 in panels left to right, respectively. 
Figure. 3.9c: ߪ = 0, ѳ = 85, S଴ = 1   
Figure. 3.9d: ߪ = 0, ѳ = 85, S଴ = 10 
Figure. 3.9e: ߪ = 0, ѳ = 60, S଴ = 2.2 
Figure. 3.9f: ߪ = 0, ѳ = 60, S଴ = 8     
 
For each rephasing simulation, 100 instances of the model were simulated with initial conditions 
equally spaced in phase around the limit cycle of the unperturbed oscillation.  The stimulus was 
delivered at tୱ୲୧୫= 180 ms and total simulation duration was 400 ms.  Numerical integration was 
performed using the exponential Euler method with a timestep of 0.01 ms.  For population plots 6 
separate simulations contributed to each panel with pseudo-randomly distributed noise level and 
stimulation intensity.  Noise levels were drawn from a uniform distribution with the range specified 
above.  Stimulation intensities were normally distributed with a mean for each panel specified 
above and a standard deviation equal to 0.1 times the mean.   
 
To allow comparison of model and experiment we exploited the fact that during carbachol induced 
gamma oscillations in CA3, troughs of the unfiltered LFP occur at the time of maximum spiking of 
the pyramidal cells (Hajos et al., 2004).  We therefore used the time of maximum excitatory 
population activity on each cycle as the phase reference point used for plotting and equated this 
conceptually with the troughs of the unfiltered LFP in the experimental data.   Filtering of the 
experimental data introduced a mean delay of 0.16 cycles between troughs of the unfiltered LFP and 
troughs of the filtered LFP used for rephasing plots (Figures. 3.8).   To compensate for this in the 
simulated rephasing plots we therefore plotted ‘trough’ positions that were delayed by 0.16 times 
the average unperturbed cycle duration after the peak of excitatory population activity on each 
cycle. 
 
Isochrons (see results section 3.4.6) were calculated by reverse integration from initial conditions 
spaced along a line normal to the limit cycle of length 0.001.  The timestep for reverse integration 
was 0.001 ms.  All simulations were performed in MATLAB (Mathsworks). 
 
67 
 
3.4  Results  
3.4.1  Local field potentials over stimulation 
Figure 3.2 shows the local field potential recorded in the CA3 pyramidal layer before and after 
weak (3.2.a) and strong (3.2.b) recurrent collateral stimulation in the same slice, during carbachol 
induced oscillation. Each figure shows traces from ~ 60 individual stimulation events, binned into 5 
groups by the phase at which stimulation occurred. The individual traces and average LFP signal are 
plotted for each group.  Strong stimulation completely reset the ongoing oscillation such that the 
phase after stimulation varied very little with the phase before stimulation. The rapid negative 
deflection shortly after stimulation is consistent with a population spike recorded in the pyramidal 
cell layer. For the weaker stimulation, the phase of the oscillation after stimulation was perturbed by 
the stimulus but not completely reset, such that the new phase was strongly dependent on the old 
phase. Resolving the structure of these weaker phase shifts requires alternative ways of plotting the 
data described below. The phase at which the weaker stimulation occurred affected the amplitude of 
the oscillation: the amplitude was smaller immediately following the stimulus for traces where the 
stimulus was delivered approximately half way through a trough – trough oscillation cycle. 
3.4.2  Rephasing evaluated by LFP trough times 
To better resolve the effect of stimulation on the phase of the oscillation we plot the timing of 
troughs of the LFP oscillation as a function of the phase at which the stimuli were delivered (Figure 
3.3.1-3.a, 3.4.1-3.a).  Troughs for each trace are plotted with time running vertically upwards. The 
position of the trace on the X axis is determined by the phase at which stimulation occurred. The 
solid diagonal lines indicate the expected position of the troughs if the stimulus had no effect on 
phase.  Data points deviate from these lines due to both systematic perturbation by the stimulus and 
random variability in the period of the oscillation, which smears the distribution in time. Blocks 
from the same slice with different stimulus strengths are arranged horizontally on separate axis with 
stimulus strength increasing from left to right.  
We also plot the data as phase response curves which show the displacement of troughs from their 
expected unperturbed position as a function of the phase of stimulation (Figure 3.3.1-3.b, 3.4.1.3.b). 
Figure 3.3 shows rephasing by stimulation of local axon collaterals in the alveus while figure 3.4 
shows rephasing by stimulation in the dentate gyrus to recruit mossy fibres.  Each figure shows data 
from 3 experiments in which usable data were recorded at a range of stimulation strengths. The 
examples chosen were those that had highly regular oscillations as indicated by the coefficient of 
variation of the period duration (period CV<0.15). Population data aggregated across multiple 
experiments is shown in figures 3.5 and 3.6 for alveus and dentate gyrus stimulation respectively.  
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Figure 3.2 Local field potential traces during rephasing.  Filtered local field potential (LFP) traces 
in one experiment, aligned by time of alveus stimulation (blue), with the average superimposed (red), 
sorted into 5 groups by phase of stimulation. a) weak stimuli; b) strong stimuli. 
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The overall structure of the rephasing behaviour as a function of stimulation phase and strength was 
similar for both dentate gyrus (DG) and alveus stimulation, but there were systematic differences in 
the detailed shape of the phase response between the two stimulus types.   Some aspects of the 
rephasing behaviour of oscillators are unavoidable and hence uninformative about the system 
dynamics.  Specifically, in the limit of very weak stimulation the effect on phase will be 
imperceptible and the PRC will be flat.   Likewise, complete resetting by very strong stimuli, such 
that phase after stimulation is the same irrespective of the phase before, is common to many 
different oscillator types (Winfree A., 2000).  It is therefore the response to stimuli of intermediate 
intensity (e.g Figures  3.5ii-iii, 3.6ii-iii)  that provides insight into the system dynamics. 
Weak stimulation of both DG and alveus produced biphasic phase response curves with a region in 
which the oscillation was delayed by the stimulus and a region in which it was advanced (Figures 
3.3.1.a.i, 3.4.1a.ii, 3.4.2.a.i, 3.5.1.a.ii and 3.6.1.aii and their corresponding phase response curves). 
As the stimulation strength was increased a discontinuity emerged in the PRC such that the 
oscillation was re-set to a narrow range of phases irrespective of the phase of stimulation.  In this 
strong stimulation regime the phase after stimulation had an approximately sinusoidal dependence 
on the phase of stimulation (Figures 3.5iii, 3.6iii).  Further increase in the stimulation strength 
caused the range of new phases to narrow until the phase after stimulation was largely independent 
Preceding Pages: 
Figure 3.3 Alveus Stimulation rephasing examples.  3.3a)  Effects of stimuli of different strengths 
shown on the timing of oscillation troughs on successive cycles.  Each sub-figure (e.g. 3.3.1) shows 
data from a different slice.  Each sub panel (e.g. 3.3.1.i) shows data from a single stimulation 
intensity.  Blue dots show timing of troughs of the filtered LFP trace.  Diagonal lines indicate the 
expected positions of troughs in the absence of stimulation, calculated from time of the final trough 
before the stimulus and the mean unperturbed cycle period.  1.3b)  Same data as in 3.3a but re-
plotted as phase response curves showing the change in phase as a function of phase of stimulation.
Figure 3.5 Alveus stimulation population data.  Population rephasing data. Grey dots indicate 
times of troughs in individual traces, plotted as in Fig. 3.3 but combining data across experiments. 
Blue symbols indicate the circular mean trough position for data binned by phase of stimulation 
(error bars: circular variance). 
Figure 3.6 Dentate stimulation population data.   Plotted as in figure 3.5. 
Figure 3.4  Dentate Stimulation rephasing examples.  Plotted as in figure 3.3. 
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of the phase before (Figures 3.3.1a.iv, 3.3.2a.iii, 3.3.3a.ii, 3.4.1a.iv, 3.4.2a.iii, 3.5.1.a.iv and 
3.6.1.a.iv). 
3.4.3  Weak and strong rephasing are topologically different 
This type of transition between biphasic continuous PRCs at weak stimulation intensities and 
discontinuous PRCs at strong intensities has been observed before in biological oscillators and has 
an interesting geometrical feature identified by Winfree (2000).  As both the old phase and the new 
phase are circular variables the space in which one can be plotted against the other is toroidal.  This 
is illustrated in figure 3.7 with old phase going horizontally round the ring of the torus and new 
phase going vertically passing through the hole. In weak rephasing, as the old phase is varied 
through one cycle, the new phase also varies through one cycle, such that the phase response curve 
passes once through the hole of the torus (the curve’s “winding number” is 1). For strong rephasing, 
as the old phase varies through one cycle, the new phase hardly varies and the PRC does not pass 
through the hole of the torus (its winding number is 0). These two types of rephasing are 
topologically different so it is not possible to smoothly deform the weak stimulation PRC into the 
strong stimulation PRC. Something other than smooth deformation must occur as stimulus strength 
is increased and this is indeed what we observed.  
As the stimulation strength was increased from weak intensities, the PRC took on a sawtooth shape, 
such that there was a shallow transition from phase advance to delay with increasing phase of 
stimulation followed by a rapid transition back into the region of phase advance (3.3.2.b.ii, 3.3.3.b.i, 
3.4.2.b.i, 3.4.3.b.ii, population data 3.5.1.b.ii, 3.6.1.b.ii). In this region of rapid transition the 
variability of the new phase became large such that troughs from one cycle began to join up with 
troughs from the next to form a close to uniform distribution of new phases (3.3.2.a.i, 3.3.3.a.i, 
3.4.2.a.i, population data 3.5.1.a.ii, 3.6.1.a.ii).  With further increase of stimulation strength the 
variability of new phase in this region of the PRC decreased once again, but now the new phase no 
longer varied through a whole cycle over a cycle of the old phase. 
This type of transition, in which an intermediate strength stimulus at a particular phase produces a 
highly variable new phase, is typical of perturbing an attracting cycle oscillator (Winfree A., 2000). 
The oscillating Wilson-Cowan model is just such a system and as we show for this model later in 
the chapter how the dynamics reproduce the experimentally measured rephasing. 
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3.4.4 Differences between the phase response to dentate and alveus stimulation 
Features of the rephasing behaviour described above occurred for both dentate gyrus and recurrent 
collateral stimulation, however clear differences in the effect of the two stimulus types can be 
resolved in the population data.  For weak stimuli, although both stimulus types produced biphasic 
PRCs, the regions of phase advance and delay were located at different phases (Figure 3.8).  For 
recurrent collateral stimulation, stimuli delivered in the phase range between 0.45 – 0.75 advanced 
the oscillation while those delivered in the range 0.85 – 0.35 delayed the oscillation (Figure. 
3.5.b.ii).  For dentate stimulation, phase advance occurred for stimuli delivered in the range 0.15 – 
0.45 while phase delay occurred in the range 0.55 – 0.05 (Figure. 3.6.b.ii).  A fraction of this phase 
shift is accounted for by the conduction delay between the dentate granule cell layer.  We estimated 
this conduction delay from the timing of population spikes elicited by stimulation of the quiesent 
 
Figure 3.7 Weak and strong rephasing are topologically different.  Diagram illustrating weak (a) 
and strong (b) rephasing showing new phase as a function of old phase on regular (i) and toroidal 
(ii) axis. 
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slice before carbachol was washed in.  Population spikes occurred at 6.5 ± 0.7 and 2.6 ± 0.6 ms 
after stimulation for DG and recurrent stimulation respectively.  This 3.9 ms difference corresponds 
to a phase shift of 0.073 at the mean oscillation frequency of 18.6 ± 0.4 Hz.  This implies that 
conduction delay only accounts for approximately 25% of the measured difference in the PRCs due 
to the two stimulus types. 
Differences in the effect of the two stimulus types were also observed at strong stimulation 
intensities.  Although moderately strong stimuli reset the oscillations to a narrow range of phases, 
there was still some variability in the new phase as a function of old phase (Figure. 3.6.a.iii, 
3.4.a.iii).  For both stimulus types the new phase was an approximately sinusoidal function of the 
old phase but the sinusoid was translated in both new and old phase for dentate relative to alveus 
stimulation.  For the strongest stimulation intensities, the troughs occur approximately 0.3 cycles 
later relative to the stimulus for dentate when compared with after alveus stimulation.  
3.4.5  Rephasing the Wilson-Cowan model 
To try to understand the structure of the rephasing behaviour we investigated whether perturbing an 
oscillating Wilson-Cowan model could reproduce the experimental data (Figure 3.9).  Although the 
model is simple, there is a small set of free parameters that need to be chosen. These are the strength 
of synaptic coupling between the populations, their external input, and the time constants for each 
population. Additionally, to reproduce the irregularity of experimentally measured network 
oscillations we added noise in the form of normally distributed random fluctuations in the rate of 
                            
Figure 3.8 Comparison of dentate and alveus stimulation phase response curves.  Population 
average phase response curves for weak dentate and alveus stimulation with circular 95% 
confidence interval. The cycle averaged unfiltered LFP is shown for reference 
77 
 
change of the activity variables. Perturbation due to stimulation was represented as an exponentially 
decaying transient increase in the external input.  
Parameter choice was constrained by the requirement that the model be in an oscillating state. A 
necessary and sufficient condition for this is that the dynamics have a single unstable fixed point  
(Wilson & Cowen 1972). This requires that the excitatory nullcline is kinked such that it has a 
region of positive gradient, and that the inhibitory nullcline intersects it from underneath in this 
region (Figure 1.9b) (Rinzel and Ermentrout, 1998; Latham et al., 2000). 
 
Figure 3.9  Model connectivity and phase plane diagrams.  a) Wilson-Cowan model connectivity 
diagram, with (below) activity of excitatory (E) and inhibitory (I) populations.  b) Phase plane 
diagram showing the limit cycle (blue),  nullclines (black; dashed: excitatory; solid: inhibitory), and 
isochrons (red). C-f, Rephasing phase plane diagrams.  Coloured squares show position at time of 
stimulation for 100 simulations equally spaced in phase. Correspondingly coloured circles show the 
state 6 ms after the stimulus.  Coloured lines show trajectories of 10 of these simulations from the 
time of stimulation until their return to the limit cycle.  Arrows indicate the direction (ratio of 
inhibitory to excitatory stimuli) and strength of the input pulse. 
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The shape of the nullclines is entirely determined by the synaptic coupling strengths between the 
populations and their external input.  The coupling and input parameters we used produced a fixed 
point that corresponds to a balanced state in which both excitatory and inhibitory populations 
receive strong local excitatory and inhibitory inputs, which approximately balance to produce a 
much smaller net input.  The above constraints on nullcline shape are necessary for a single 
unstable fixed point but are not sufficient.  The stability of the fixed point is further determined by 
the ratio of the excitatory to inhibitory time constants.  As the ratio τୣ/τ୧ is decreased, the fixed 
point loses stability through a supercritical Hopf bifurcation, giving way to an unstable fixed point 
surrounded by an infinitesimally small limit cycle (see Chapter 6).  As the ratio is further decreased, 
the limit cycle grows and the oscillation amplitude increases.  Any dynamical system that loses 
stability through a supercritical Hopf bifurcation (including all oscillating Wilson-Cowan models) 
will have biphasic PRCs, and these will be sinusoidal in the limit of small amplitude limit cycles 
(Ermentrout and Kopell, 1984; Ermentrout, 1996).  Large amplitude limit cycles can cause large 
absolute values of net inputs (excitatory minus inhibitory) to the populations.  This can start to 
saturate the models input-output nonlinearity, reducing the sensitivity to input pulses, and hence 
affecting the shape of PRCs. 
Within the constraints outlined above we chose parameters by hand to best reproduce the 
unperturbed oscillatory activity and measured rephasing behaviour.  In its unperturbed state the 
model reproduced several features of slice gamma oscillations (Figure 3.9a).  Activity of both 
excitatory and inhibitory populations oscillated approximately in phase with a small lag between the 
peak firing of excitatory and inhibitory populations (Hajos et al., 2004). The oscillation was non-
sinusoidal with low activity for most of the cycle and a sharp peak around the phase of maximum 
activity. Both populations received strong excitatory and inhibitory input from the local circuit 
which approximately balanced to produce a smaller net input (Oren et al., 2006; Atallah and 
Scanziani, 2009). 
Figure 3.10a,b compares experimental and model rephasing for a slice where oscillations were 
extremely regular and hence the rephasing data were very clean.  Across the range of stimulation 
intensities and phases the model very closely reproduced the experimental data.  To produce model 
data for comparison with the experimental population data, we ran repeated rephasing simulations 
at a range of stimulation intensities and noise levels and then aggregated the resulting individual 
data sets using the same analysis as that used for the experimental data.  The model could accurately 
reproduce the experimental data for stimulation of both the dentate gyrus and CA3 alveus (Figure 
3.10c-f).  Remarkably, the only modification needed to reproduce the systematic differences  
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between the two stimulation types was a change in the relative strength of the input pulse to the 
excitatory and inhibitory populations.  Stimulation of CA3 alveus was best reproduced by a pulse of 
input that strongly excited the inhibitory population with ~6 fold weaker excitation of the excitatory 
population.  Dentate stimulation, on the other hand, was best reproduced by an excitatory input 
pulse that targeted the inhibitory population ~1.7 fold more strongly than the excitatory population. 
3.4.6 Understanding the rephasing structure through phase plane trajectories and 
isochrons 
We can gain insight into why the rephasing behaviour has its particular structure by considering the 
trajectories in the phase plane that the system moves through as a result of the stimulus (Figure 
3.9c-f). During rephasing, the transient input pulse perturbs the system away from the limit cycle 
and it then relaxes back, eventually returning to the limit cycle with a phase which is in general 
different from that which it would have had in the absence of perturbation.  To understand the effect 
of the stimulus on the resulting phase it is therefore useful to know what phase of oscillation will 
result if the system is started from initial conditions away from the limit cycle.  As all trajectories 
(except those starting at the fixed point) eventually return to the limit cycle, for any point a0 in the 
phase plane there is a point b0 on the limit cycle for which a(t) → b(t) as t → ∞ .  We can therefore 
define the phase of the trajectory a(t) as the same as that of the periodic trajectory b(t).  Phases for 
points off the limit cycle are often referred to as the latent phase (Winfree A., 2000).  A useful way 
of visualising the latent phase is to plot lines on the phase plane which pass through all points with 
the same latent phase.  These lines are called isochrons and are shown for the model in figure 3.9b.  
The isochrons radiate outward from the unstable fixed point, pass through the limit cycle and 
continue out to the edge of the phase plane.  
The effect of a transient stimulus on the oscillation phase is determined by the direction it pushes 
the system relative to the local isochrons.  An impulse which pushes the system perpendicular to the 
isochrons in the direction of increased (decreased) latent phase will advance (delay) the oscillation, 
while a perturbation that pushes the system parallel to the isochrons will have little effect on the 
phase.  For example, alveus stimulation was represented in the model as an excitatory input that 
strongly targeted the inhibitory population and much more weakly targeted the inhibitory 
population.  This corresponds to an impulse vector in the phase plane at an angle of 85˚ (measured 
 
Figure 3.10 (Preceding page)  Comparison of experimental and model rephasing.  a) Experimental
rephasing data from single slice (as shown in 1.3.1a).  b) simulated single slice data.  c,e)  Population
rephasing data as in figures 1.5, 1.6.  d,e) simulated population data. 
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counter-clockwise from a horizontal rightward vector, figure 3.9c,d).  Shortly before the peak 
excitatory firing rate in the unperturbed limit cycle, the isochrons cross the cycle approximately 
horizontally with increasing latent phase in the upward direction. This predicts that the simulated 
alveus input will advance the oscillation when it occurs during this phase and this is indeed what is 
observed. The impulse vector for the dentate stimulation was further from the vertical at an angle of 
60˚ which predicts correctly that the region of phase advance will occur at an earlier phase in the 
cycle. 
In addition to predicting the regions of phase advance and delay, the structure of the isochrons 
explains why there is a particular combination of stimulus strength and phase which results in 
highly variable new phase.  For a given stimulus a particular combination of intensity and phase 
will push the system to the unstable fixed point in the centre of the limit cycle where all the 
isochrons meet.  This point is a phase singularity, it does not have a phase as in the absence of noise 
a system with initial conditions at the fixed point will stay there indefinitely and never join the limit 
cycle.  However, points spanning the full range of latent phase can be reached by moving an 
infinitesimally small distance from the fixed point.  The phase of oscillation obtained when the 
system eventually returns to the limit cycle is therefore extremely sensitive to noise when the initial 
conditions are near the fixed point. 
Experimentally, the stimulus intensity that could produce extremely variable new phase was in the 
transition region between weak rephasing, (where the PRC is continuous and the winding number 
of new phase with respect to old phase is one), and strong rephasing, (where the PRC is 
discontinuous and the winding number is zero).  We can understand this transition by considering 
the effect of stimulation on an ensemble of networks with initial conditions evenly spaced in phase 
round the limit cycle at t = 0. If we plot the position of all the different networks in the phase plane 
at any point in time, they form a closed loop (Figures 3.9c-f).  Before stimulation this loop lies on 
the limit cycle (coloured squares).  After stimulus onset, each network moves on its own trajectory 
and the loop moves and distorts before eventually returning to the limit cycle. The determinant of 
whether the perturbation is in the strong or weak regime is whether the loop moves sufficiently 
during stimulation that it no longer encircles the fixed point.  As all the isochrons converge at the 
fixed point, any loop that encloses it crosses isochrons of all latent phases and hence when the 
system relaxes back to the limit cycle the distribution of new phases will span the full cycle (Figure 
3.9c,e).  For strong stimulation the loop is displaced so much that it no longer encircles the fixed 
point and only intersects with a subset of the isochrons (Figure 3.9d,f).  When it relaxes back to the 
limit cycle the distribution of new phases will only subtend a range of phases indicated by this 
subset of isochrons and hence will not span the whole cycle.  The transition between these regions 
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occurs for the stimulation intensity which is just strong enough that the loop touches the fixed point 
at the end of stimulation.  In a noise-free regime this would lead to the oscillation permanently 
ceasing for the network which ended up exactly on the fixed point but in the case of noise this leads 
to the region of highly variable new phase as described above. 
3.4.7  Wilson-Cowan model does not reproduce rapid transients due to stimulation 
Finally, although the model accurately reproduces the rephasing behaviour when measured as the 
timing of activity peaks/LFP troughs, there is a seeming inconsistency between the LFP trajectories 
immediately following stimulation and the state space trajectories in the model.  Specifically, the 
LFP traces after strong alveus stimulation show what appears to be a pyramidal cell population 
spike occurring shortly after the stimulus (Figure 3.2b).  The latency (3.3 ms in unfiltered trace) is 
similar to population spikes elicited during calibration in the absence of oscillation.  These appeared 
to be due to synaptic input, and not back-propagation, as they were preceded by the beginning of an 
EPSP (data not shown). However, alveus stimulation was best modelled by an input that almost 
exclusively targeted the inhibitory cells and did not strongly excite the pyramidal population.  For 
many stimulation phases the trajectories in the model do not have a prominent spike of pyramidal 
cell activity.  
This seeming inconsistency is resolved by considering what the model is and is not expected to 
reproduce.  In order to reduce the dynamic state variable to two numbers a great deal of 
simplification necessarily has to take place.  One important part of this is how the previous history 
of spiking is translated into the instantaneous drive to the neurons.  A more complete model would 
need to integrate over the previous history of spiking with some coupling kernels that represented 
filtering by axonal delays, synapses and dendrites.  In deriving their equations Wilson and Cowan 
(1972) replaced these integrals over past history with time-averaged quantities, such that the 
equations are best thought of as representing the evolution of the firing rates averaged over some 
time period.  We therefore do not expect the model to reproduce very fast transients in the activity 
that occur directly following stimulation.  It is remarkable that the rephasing behaviour, which is by 
definition a temporal phenomenon, is reproduced so accurately despite this very crude handling of 
the detailed time evolution of the system. 
 
3.5  Discussion 
The work presented in this chapter makes three principal findings.  Firstly we have characterised the 
phase response of carbachol induced network oscillations in CA3, revealing biphasic continuous 
PRCs for weak stimulation intensities giving way to discontinuous PRCs and complete resetting at 
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strong intensities.  Secondly, we have demonstrated that the Wilson-Cowan equations are able to 
reproduce the measured rephasing behaviour with remarkable accuracy.  Thirdly, we found that 
regions of advance and delay in the PRC were located in different regions for dentate compared 
with alveus stimulation, and that this could be explained in the model by differences in the relative 
strength of input to excitatory and inhibitory populations.  These data are of interest both for 
understanding the emergence of synchronisation between networks and for the information they 
provide about the local oscillating network.  
Synchronisation is a process in which reciprocal interactions between coupled oscillators bring their 
phases into a consistent relationship.   The effect on the phase of an oscillator of perturbation by 
external inputs is clearly relevant to understanding this process, and substantial theoretical effort has 
gone into linking phase response properties of individual oscillators to their collective behaviour 
when coupled together (reviewed in Izhikevich, 2007; Smeal et al., 2010).  For individual neurons 
coupled by excitatory synapses, PRC shape is a critical determinant of synchronisation properties, 
with biphasic PRCs strongly promoting synchronisation (Hansel et al., 1995).  However, there are 
important differences between oscillating neurons and sparsely synchronised networks which may 
affect the conclusions that can be drawn about the relationship between PRC shape and 
synchronisation properties.  Therefore, while we think it highly likely that the data presented here 
are relevant to understanding coherence between networks, care is required in extrapolating to 
network oscillators results linking neuronal PRCs with their synchronisation properties. 
One key difference is that for most commonly considered neuronal models, the PRC is zero at the 
time of the spike as currents due to the spiking dynamics overwhelm the effect of the stimulus.  This 
substantially restricts the range of possible PRC shapes and relaxing this constraint may remove the 
straightforward link between biphasic PRCs and synchronisation through excitatory connections.  
For an example of this consider the effect of translating an oscillators PRC vertically, such that 
PRCሺθሻ → 	PRCሺθሻ ൅ α, where α is small relative to the period of the oscillation.  If this change is 
applied to both PRCs of a pair of weakly coupled oscillators, it will not affect their phase interaction 
(the slow change in relative phase as a function of phase difference) and hence will not affect the 
stability of the synchronised state, even if it transforms a biphasic PRC into an entirely positive 
PRC.  Numerical simulations confirm that this intuition is indeed correct for a pair of pulse coupled 
oscillators with sinusoidal PRCs (data not shown).   
How then can we link network PRCs to their synchronisation properties?  The theory of weakly 
coupled oscillators (reviewed in Izhikevich, 2007) provides a powerful framework for 
understanding synchronisation in systems where coupling is sufficiently weak that oscillators are 
never perturbed far from their limit cycles.  This permits two key simplifications of the problem.  
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Firstly, the potentially high dimensional state space of each oscillator can be reduced to one 
dimensional phase variable.  Secondly, the effect on phase of perturbations of different amplitudes 
A can be expressed as a linear scaling of a single infinitesimal PRC, such that PRCሺA, θሻ 	ൌ
	A	PRCሺθሻ .  The phase interaction between oscillators depends both on this iPRC, which specifies 
the sensitivity to input as a function of phase, and also on the oscillators outputs as a function of 
phase.  For a neuronal oscillator this output is a spike at phase zero convolved with a synaptic 
kernel.  For a network oscillator this output is a varying firing rate as a function of phase rather than 
a single spike. Incorporating such continuous interaction is straightforward in the weak coupling 
framework, so analytical study of the behaviour of weakly coupled neural mass models is one 
possible approach to linking network PRCs to large scale coherence.   
One consideration in applying this approach to our data is that we have not measured infinitesimal 
PRCs, and indeed we cannot resolve the effect of very small perturbations on the oscillation phase 
due to the irregularity in cycle duration.   It could be argued that the infinitesimal network PRC is 
likely to be qualitatively similar to the PRCs obtained for the weakest stimuli we were able to 
resolve.  However the irregularity of network oscillations both in vitro and in vivo more 
fundamentally challenges the applicability of the framework, as it suggests that activity does not 
remain close to a limit cycle at all times and hence reduction to a phase model may be 
inappropriate.  
 Analytically studying synchronisation of strongly and continuously coupled oscillators is 
challenging, and as far, as we are aware, model independent results linking PRC shapes to 
synchronisation have not been reported (Izhikevich, 2007).  Empirically, numerical simulations of 
coupled pairs or chains of the Wilson-Cowan models used in this chapter indicate that they readily 
synchronise with each other where there intrinsic frequencies are not too disparate (T. Akam, data 
not shown).  This ability to synchronise is consistent with an in vitro study using voltage sensitive 
dye imaging and multi-electrode arrays which demonstrated that oscillations induced by carbachol 
in CA3 are coherent across distances of several millimetres (Mann et al., 2005).   
A further consideration is that it may be more appropriate to treat large scale networks as 
continuous in space rather than as discreet local networks, a modelling framework known as neural 
fields.  The rich dynamics of such models are an active area of current research, which offers a 
promising approach to linking the phase response properties of local circuits to patterns of 
oscillatory activity in spatially extended networks.  Current developments in this field are beyond 
the scope of the current work but readers are directed to the following recent reviews (Deco et al., 
2008; Coombes, 2010).    
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The relevance of our data to understanding coherence phenomena in other brain regions (and indeed 
in the hippocampus) depends on the extent to which oscillation in CA3 in vitro are similar 
dynamically to that of the in vivo oscillatory activity.  As discussed in the literature review and 
chapter introduction, carbachol induced oscillations in CA3 are a good model system for sparsely 
synchronised oscillations in excitatory-inhibitory networks.  In vivo data overwhelmingly indicates 
that gamma oscillations in cortex are of this type although the modulation strength in the in vitro 
model is probably considerably higher than average values in in vivo.  One question which is 
essentially unresolved (both in vitro and in vivo) is whether the instability that produces gamma 
oscillations is due to inhibitory to inhibitory coupling, or due to the excitatory to inhibitory loop.   
Oscillations in the Wilson-Cowan model only occur due to the excitatory-inhibitory loop 
(inhibitory-inhibitory oscillations only occur in rate models with delays), so our data are consistent 
with this mechanism.  As both types of instabilities occur through the same bifurcation type we 
expect them to have broadly similar rephasing behaviour.  Biphasic network PRCs have been 
identified in a computational study of inhibitory only oscillations (Battaglia et al., 2007).   
Gap junctions have also been implicated in oscillogenisis, both in hippocampal theta and gamma 
oscillations (LeBeau et al., 2003; Bennett and Zukin, 2004; Bissiere et al., 2011).  Though gap 
junctions are in principle sufficient to generate spike to spike synchronisation in the absence of 
chemical synapses, they are not sufficient to generate sparsely synchronised activity as they do not 
provide the delayed negative feedback critical to this mode of activity.  However, they may greatly 
increase the susceptibility of networks to such synchronisation by propagating the effect of 
chemical synapses between neurons, and are necessary for some oscillations that appear to be 
sparsely synchronised such as carbachol gamma in CA3 (LeBeau et al., 2003).  The neural mass 
model framework used in this chapter to understand network phase response properties is 
appropriate where gap junctions facilitate sparsely synchronised oscillations, but is not applicable to 
networks in spike to spike oscillations states, either due to gap junctions or chemical synapses. 
Our results question the interpretation of a study by Atallah and Scanziani (2009) which 
investigated cycle to cycle variation in the frequency of gamma oscillations in the CA3 in vitro and 
in vivo.  They observed that the amplitude of each gamma cycle correlated positively with the 
duration of the next cycle and that large amplitude cycles produced larger and longer lasting 
hyperpolarisations of pyramidal cells.  They conclude that inhibition plays a key role in controlling 
instantaneous frequency with recruitment of more inhibition leading to longer cycles.  Correlation 
between cycle amplitude and subsequent period is consistent with our model, however our results 
indicate that stimulating inhibitory cells can either delay or advance the oscillation depending on the 
phase at which the stimulation occurs.  
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The model indicates that the location of regions of advance and delay in the PRC of network 
oscillators can be shifted by changing the relative coupling of the input to excitatory and inhibitory 
populations.  The phase at which an oscillator will entrain to periodic inputs, and the relative phase 
at which coupled oscillators will synchronize, is determined by the location of these regions in the 
PRC.  This indicates that the phase relationship between oscillating networks could be controlled by 
changing the relative strength of inter-network connections onto local excitatory and inhibitory 
populations.  Control of the relative phase of network oscillations is potentially useful 
computationally, both for creating phase-coded signals, and for reading them out by controlling the 
phase of oscillatory gain modulation relative to the input.  As we show in Chapter 5 this is an 
efficient way of using oscillations to controlling the gain of interactions between populations. 
The correspondence between model and experiment can be used to make inferences about the input 
to the local network produced by stimulation of each pathway.  An interesting feature implied by the 
model is the relative strength of input to excitatory and inhibitory populations. To produce 
rephasing consistent with the experimental data, alveus stimulation was represented in the model as 
strongly exciting the inhibitory cells but minimally exciting the pyramidal cells.  At first glance this 
seems inconsistent with the known anatomy and the model connectivity.  Alveus stimulation 
recruits pyramidal cell axons and these provide a strong recurrent input to pyramidal cells in the 
slice.  The model synaptic strengths indicate that a pulse of activity in the excitatory population will 
result in excitatory input to both populations of about equal strength.  However, alveus stimulation 
will also directly recruit activity in local circuit interneurons.  The synaptic weights in the model are 
such that if the stimulus caused an equal sized transient increase in the activity of excitatory and 
inhibitory populations, the excitatory population would receive a net input of zero while the 
inhibitory input would receive a net excitatory input.  The representation of alveus stimulation is 
therefore consistent with the model connectivity.  
The effect of mossy fibre input has been studied intensively in the quiescent slice (Mori et al., 2004) 
but our measurements provide additional information about its effect on the active CA3 network.  
Our data suggest that at the population level, mossy fibres excite inhibitory cells in CA3 more 
strongly than the pyramidal cells.  This is consistent with anatomical data showing that granule cells 
innervate more inhibitory than excitatory cells (Acsady et al., 1998; Henze et al., 2002), and with in 
vivo physiological data showing that increased granule cell activity decreases the overall excitability 
of CA3 (Bragin et al., 1995; Penttonen et al., 1998).  Of course, this population level measure says 
nothing about the spatial distribution of input across each population.  Given the sparse population 
activity in both CA3 and dentate gyrus in vivo, it is highly likely that physiological patterns of 
activity in the dentate gyrus produce highly heterogeneous drive to CA3 pyramidal cells with a 
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small fraction of cells strongly excited and others excited much more weakly or even inhibited by 
feed-forward inhibition. 
As we fitted the model by hand we cannot provide confidence intervals on the values of network 
parameters.  An alternative approach would have been to use mathematical methods which can fit 
parameters of non-linear models to partially observed systems.  One method is to use the unscented 
Kalman filter (Wan and Van Der Merwe, 2000) in a Bayesian framework (Sitz et al., 2002; Quach et 
al., 2007) to provide parameter estimates and confidence intervals.  This is beyond the scope of the 
work presented in this chapter but would be an interesting extension which would allow more 
accurate quantitative statements about the network state.  
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Chapter 4:  Oscillations and filtering networks support 
flexible routing of information 
 
4.1 Introduction   
This chapter presents a biophysical model which implements the operation at the heart of this 
thesis; the use of network oscillations to selectively control of the gain of anatomically defined 
pathways.  There are two sets of ideas developed in this work.  Firstly, we identify a simple 
mathematical operation that can selectively read out individual components of a combined input 
based on their oscillatory modulation.  This is our first encounter with multiplexing and 
demultiplexing population codes, which as we argue in the introduction and discussion, is likely to 
be a critical component of many functional roles performed by oscillations.  Secondly, we 
investigate how these operations can be implemented by biologically plausible network dynamics.  
We begin by briefly summarizing the motivation for addressing this problem and previous work on 
the topic. 
Different behavioural tasks require distinct patterns of functional interaction between brain regions.  
For example, when you read a book in a noisy train carriage, information from your visual stream is 
processed by language regions while auditory input is ignored. Then, if a conversation catches your 
attention, you can effortlessly switch focus, processing linguistic content from the auditory input 
that you were ignoring a moment before.  A more concrete experimental example is provided by 
visual attention experiments in which participants perform a perceptual discrimination task about a 
stimulus in one part of their visual field while ignoring simultaneously presented distracting stimuli 
(see literature review).  These tasks require selective processing of information from the regions of 
the early visual system representing the task-relevant stimulus.  While important in attentional 
processing (Berman and Colby, 2009), signal routing is likely necessary for other cognitive tasks 
involving distributed brain systems (Anderson et al., 2004). 
Proposals for how this routing is achieved can be broadly divided into two groups; those in which 
asynchronous rate-coded signals are routed by dedicated switching circuits (Anderson and Essen, 
1987; Vogels and Abbott, 2009), and those in which changes in patterns of synchronized network 
activity play a key role in regulating signal flow (Crick and Koch, 1990; Salinas and Sejnowski, 
2001a; Fries, 2005).  The ability to selectively and accurately route a target signal to a receiving 
population in the presence of multiple distracting inputs was recently demonstrated using a 'detailed 
balance' non-oscillatory gating mechanism (Vogels et al., 2009).  Comparable capability has not so 
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far been demonstrated using oscillatory mechanisms.  Furthermore, it remains unclear how 
synchrony changes in population codes can mediate signal gating, what operations downstream 
regions must perform on their inputs to achieve gating, and how these operations can be 
implemented by neural network dynamics. 
 We have addressed these questions using a feed-forward model in which independent stimuli are 
represented as population codes in separate networks of spiking neurons.  These populations 
converge to form the input to a single output network (Figure 4.1).  When activity in all input 
networks is asynchronous, little information is available to the output network about the stimulus 
represented in any one of them because each contributes a small fraction of the total spike input.  
However, we show that when one of the input networks is switched from an asynchronous to an 
oscillatory state, accurate information about the stimulus represented by this network becomes 
available to the output network.  This is because in the oscillating network, the spatial pattern of 
firing rates is reproduced in the spatial pattern of firing rate oscillation amplitude, thus providing a 
parallel channel for information transmission that is minimally affected by asynchronous distracting 
inputs.    We further show that the filtering necessary to read out such information can be achieved 
by a simple and biologically plausible network of excitatory and inhibitory neurons exploiting a 
novel network-level resonance phenomenon.  The resulting signal gating mechanism allows 
accurate and selective propagation of a target signal in the presence of multiple distracting inputs.  
 
Figure 4.1  Population-coded information and oscillations.  Input networks represent independent 
variables as population codes with bell-shaped firing rate tuning curves with respect to stimulus 
orientation.  If one input network switches from an asynchronous (blue) to an oscillating state (red), 
how much more information is available to the output network about the variable it encodes? 
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Switching among inputs can be achieved within a few cycles.   Finally, we show that, when multiple 
input networks are oscillating in different frequency bands, filtering at the appropriate frequency 
can be used to pull out individual signals from the combined input, a form of frequency-division 
multiplexing for neural codes. 
 
4.2  Materials and methods 
In this section we provide technical details of the simulations and analysis used in this chapter.  
Written descriptions and diagrams of the networks are provided in the results section in parallel 
with data from simulations.  We feel this arrangement makes it more straightforward for the reader 
to  link data and results to the network structures that generated them. 
Simulations were performed using the software NEST (Gewaltig and Diesmann, 2007) except those 
for figures 4.12 and 4.14 which were performed in BRIAN (Goodman and Brette, 2009).  A 0.1 ms 
time-step was used for numerical integration.  All data analysis and plotting were carried out in 
python using the Ipython, Numpy, Scipy and Matplotlib libraries. 
4.2.1  Neurons 
All neurons were described as exponential integrate-and-fire models (Fourcaud-Trocme et al., 
2003), and synapses were conductance-based with alpha function time-courses.  The membrane 
potential of the exponential integrate-and-fire neuron obeys the equation: 
ܥ ܸ݀݀ݐ ൌ ݃௟ሺܸ െ ܧ௟ሻ ൅ ݃௟ ᇞ் ݁
ሺ௏ି௏೅ᇞ೅ ሻ െ ݃௘ሺݐሻሺܸ െ ܧ௘ሻ െ ݃௜ሺݐሻሺܸ െ ܧ௜ሻ ൅ ܫ௘ 
When the membrane potential reaches the spike cut-off of 0 mV it is reset to -65 mV. 
The following parameters were the same across all neuron populations:  Membrane capacitance ܥ = 
100 pF, leak conductance ݃௟ = 10 nS, leak reversal potential ܧ௟ = -60 mV, spike threshold ்ܸ = -50 
± 2 mV, slope factor ᇞ் = 2 mV, excitatory synaptic reversal potential ܧ௘ = 0 mV, inhibitory 
reversal potential ܧ௜ = -80 mV. 
Synaptic time-courses, synaptic conductances and tonic current were different across populations: 
Sender network principal cells:  Excitatory alpha function  = 4 ms, Inhibitory  = 3 ms, tonic 
current eI = 30 ± 20 pA.  Sender network interneurons:  Excitatory  = 4 ms, Inhibitory  = 3.5 ms, 
tonic current eI = 30 ± 80 pA.  Receiver network principal cells:  Excitatory  = 4 ms, Inhibitory  
= 4 ms, tonic current eI = 30 ± 20 pA. Receiver network Interneurons:  Excitatory  = 4 ms, 
Inhibitory  = 8 ms, tonic current eI = 30 ± 20 pA.  
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Heterogeneity was introduced in the populations by randomly varying the spike threshold and tonic 
current across individual cells according to a normal distribution. These parameters are quoted as 
mean ± standard deviation. 
4.2.2  Sender/distractor network 
The sender/distractor networks consisted of 8000 excitatory and 2000 inhibitory neurons with 
random internal connectivity.  Each principal cell in the network received synaptic input from a 
randomly selected 400 principal cells and 200 interneurons. Each interneuron received synaptic 
input from a randomly selected 400 principal cells and 100 interneurons.  Each pyramidal cells 
received external Poisson spike input with a rate ܴ௘௫ given by: 
ܴ௘௫ ൌ 400 ൅ 140 cos 	ሺ2	ሺѳ௦௧௜௠ െ ѳ௣௥௘௙ሻሻ	ܪݖ 
Where ѳ௦௧௜௠ was the current stimulus orientation and ѳ௣௥௘௙  was the neurons preferred orientation.  
Each interneuron received external Poisson input with a constant rate of 400 Hz.  In the 
asynchronous state, alpha function peak conductivities (in nS) between external inputs (X), 
interneurons (I) and pyramidal cells (E) were: E-E = 0.1, E-I = 0.2, I-E= 0.6, I-I = -1.5, X-E = 1, X-I 
= 0.8.  To switch the network into the oscillating state, the synapses from excitatory to inhibitory 
and from external to inhibitory were modified to E-I = 0.3, X-I = 0.4. 
4.2.3  Sender/distractor network variants 
For Figure 4.9, the sender network was modified by changing synaptic weights and time-courses to 
produce two variants, one of which oscillated at ~16 Hz and one of which oscillated at ~100 Hz. 
16 Hz Beta frequency synaptic parameters:  
Principal cells:  Excitatory alpha function  = 12 ms, Inhibitory  = 15 ms,   
Interneurons:   Excitatory  = 12 ms, Inhibitory  = 15 ms, 
Alpha function peak conductances (in nS): E-E = 0.05, E-I = 0.08, I-E= 0.1, I-I = -0.2, X-E = 0.47, 
X-I = 0.5.  
100 Hz High gamma frequency synaptic parameters: 
Principal cells:  Excitatory alpha function  = 4 ms, Inhibitory = 3.5 ms,   
Interneurons:   Excitatory  = 4 ms, Inhibitory  = 2 ms, 
Alpha function peak conductivities (in nS): E-E = 0.1, E-I = 0.2, I-E= 0.6, I-I = -2.5, X-E = 1.55, X-
I = 0.8. 
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For Supplementary Figure 4.8, three variant networks were created with parameter values between 
those used for the asynchronous distractor network and for the oscillating sender network.  These 
spanned the transition from asynchronous to sparsely synchronized dynamics.   The only parameters 
changed were the synaptic strengths from the external input to the inhibitory interneurons and from 
the principal cells to the interneurons.  In order of increasingly oscillatory dynamics, the modified 
alpha function peak conductances (in nS) in the three variants were: 
Variant one:  X-I = 0.6, E-I = 0.24, Variant two:  X-I = 0.5, E-I = 0.26, Variant three:  X-I = 0.45, E-
I = 0.28 
4.2.4  Receiver network   
The receiver network connectivity consisted of 8000 input afferents, 2000 principal cells and 2000 
interneurons.  The input afferents each had a preferred orientation, which varied smoothly across the 
population from 0 to 180°.  Orientation tuning of interneuron and principal cell activity was 
inherited entirely from their connectivity to the input afferents; however in describing the 
connectivity pattern it is useful to think of each pyramidal cell and interneuron as having a 
predefined orientation preference that again varied across the population from 0 to 180°.  For each 
connection type (for example interneuron to principal cell), the average connection weight between 
a presynaptic cell and a postsynaptic target was defined as a Gaussian function of the separation of 
their orientation preferences.  The Gaussian function was specified for each connection type by a 
width in orientation space and an average total number of afferents of that type received by each 
cell.  The width of the connection pattern is the expected standard deviation of orientation 
preferences of the afferents received by a cell.   For the connections between input afferents (X), 
principal cells (E) and interneurons (I), these connection widths were:  X-I = 13.5°, X-E = 13.5°, I-I 
= 13.5°, I-E = 17°.  The average number of afferents received by a postsynaptic cell for each 
connection type were: X-I = 100, X-E = 600, I-I = 200, I-E = 200.  Specific connections onto each 
cell were generated stochastically with the number of connections between a presynaptic and 
postsynaptic pair drawn from a Poisson distribution with a mean determined by the spatial Gaussian 
distributions described above.  The peak conductance (in nS) of the alpha function synaptic time-
course for each connection type were: X-I = 0.3, X-E = 0.1, I-I = 0.1, I-E = 0.75.  
4.2.5  Filter network variants 
Alternative implementations of the filtering network were created for Figure 4.12.  For simplicity 
we did not implement a spatially mapped version of these networks in which different cells had 
different orientation preferences; instead there was a single population of 800 input afferents whose 
firing rate was homogeneous.   These projected to a population of 400 interneurons and 400 
principal cells.  The interneuron population was recurrently connected and made connections onto 
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the principal cells.  The connection probability between cells in each pathway (X-E, X-I, I-E, I-I) 
was such that the average number inputs received by cells of each type was the same as in the 
original filtering network.  Except where stated otherwise below, neuronal and synaptic parameters 
were the same as in the original filter network. 
In the first variant filter network (Figure 4.12.3), interneurons had a spike after-hyperpolarization 
current modeled as an alpha function conductance with  = 10 ms, conductance 18 nS and reversal 
potential -80 mV.  Interneurons in this network were recurrently connected with gap junctions with 
a conductance of 0.04 nS and a connection probability of 0.5.  The tonic current received by 
interneurons was 50 ± 20 pA, and the alpha function  of I-I synapses was 3 mS. 
The second filter network variant had two interneuron populations, a feed-forward (FF) population 
and an interneuron-selective (IS) population  (green and purple respectively in network diagram 
Figure 4.12).  For both populations, neuronal parameters and connections from the input afferents 
were the same as for the interneurons in the original filtering network.  To describe the inhibitory 
connectivity we state for each pathway the alpha function , peak conductance and average number 
of synapses of each type received by a postsynaptic cell.  FF-FF:    = 3 ms, peak conductance = 0.1 
nS, N synapses = 200.  FF-Principal cell:  = 4 ms, peak conductance = 0.75 nS, N synapses = 200.  
IS-IS:  = 8 ms, peak conductance = 0.1 nS, N synapses = 200. IS-FF:  = 8 ms, peak conductance = 
0.1 nS, N synapses = 200. 
For comparison, we also implemented a pathway with no feed forward inhibition (Figure 4.12.1).  
Each principal cell received on average 600 synaptic connections from input afferents with alpha 
function  = 4 ms, peak conductance = 0.018 nS. 
For Figure 4.13.2-3 we added an additional population of feedback interneurons to the filtering 
network.  These had the same intrinsic properties as the normal interneurons in the filtering network 
except for the tonic current, which was 120 ± 20 pA.  Each feedback interneuron received 100 
excitatory synapses from randomly selected filter network principal cells with alpha function 
conductance  = 4 ms, peak conductance = 0.6 nS, reversal potential 0 mV.  Each feedback 
interneuron received 100 recurrent inhibitory synapses from randomly selected feedback 
interneurons with alpha function conductance  = 3 ms, peak conductance = 1.5 nS, reversal 
potential -80 mV.  Each filter network principal cell received 100 inhibitory synapses from 
randomly selected feedback interneurons with alpha function conductance  = 4 ms, peak 
conductance = 0.6 nS, reversal potential -80.   The tonic current received by filter network principal 
cells was increaced to 120 ± 20 pA. 
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For Figure 4.13.4-6, we added a feedback connection from the filter network principal cells to the 
feed-forward interneurons.  Each interneuron recieved 100 excitatory synapses from randomly 
selected filter network principal cells with alpha function conductance  = 4 ms, reversal potential 0 
mv.  In Figure 2.13.4,5, the peak alpha function conductance was 0.075 nS  while in Figure 4.13.6it 
was 0.15 nS. 
For Figure 4.14.1 we implemented a filtering network with the pass band tuned to 10 Hz.  The filter 
network was identical to those used in 4.12.3 except for synaptic timescales and strengths which 
were as follows. Peak conductances:  X-I 0.3 nS, X-E 0.1 nS, I-E 0.8 nS, I-I 0.1 nS.  Alpha function 
's:   X-I 8 ms, X-E 8 ms, I-E 15 ms, I-I 30 ms. 
4.2.6  Simulations and analysis  
For each network configuration we performed 200 simulations of 1 second of network activity   The 
initial 100 ms of all simulations were discarded to prevent start-up transients contaminating the 
data.  
To quantify the 0 Hz and gamma amplitude, and the decoded estimation accuracy,  simulations were 
divided into non-overlapping 50 ms sections.   In all convergent pathway conditions, the 
orientations of the target and distractor stimuli were randomly drawn from uniform distributions.   
The spatial pattern of 0 Hz amplitude (average firing rate) and 41 Hz gamma amplitude for each 
section was analyzed by dividing the neurons into 20 sub-populations and pooling the activity in 
each group to produce a firing rate signal (all population firing rates were discretized with a 1ms 
time bin).  The Fourier transform of these 20 firing rate signals was analyzed using a 50 ms 
Hanning window to reduce spectral leakage.  The amplitude of the Fourier transforms was 
measured at 0 Hz to give the population average firing rate and at the 41 Hz oscillation frequency. 
4.2.7  Decoding 
The 50 ms sections were divided into a training set and a test set.  The spatial pattern of average 
firing rates and gamma amplitude across 20 sub-populations was calculated for each 50 ms section 
as described above.  The training set was used to produce a template of the average firing rate (or 
gamma amplitude) R as a function of the orientation offset ѳ between the populations preferred 
orientation and the stimulus orientation.  The template used was a least squares fit of a Von Mises 
distribution to the average spatial pattern of firing rates (or gamma amplitudes) over the training set: 
Template function:    ܴሺѳሻ ൌ ܣ݁௞ ୡ୭ୱሺଶѳሻ 
This template function was then used to decode an estimate of the stimulus orientation for each 
section in the test set by finding the orientation estimate ѳ௘௦௧ that minimized the least squared error 
between the measured firing rates (or gamma amplitudes) and the template function.  We report the 
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standard deviation of these estimates over the test set, the lower bound on the Fisher information 
given by the reciprocal of the variance and the circular correlation coefficient (Fisher and Lee, 
1983) between the uniformly distributed target stimuli and their decoded estimates.   
We are grateful to the thesis examiners for pointing out that in fact estimate standard deviation and 
variance are not the correct metrics to use here as they neglect the estimator bias.  Root mean 
squared error should instead have been used.  To quantify how much this affected the results, we 
evaluated the root mean squared error (ܧோெௌ), mean error (ܧത), and estimate standard deviation (ߪ), 
for one condition with highly accurate and one condition with highly inaccurate decoding 
(respectively; decoding from target input only and from combined input with asynchronous target 
and distractors).  The ratio ாതఙ was respectively 0.024 and 0.018 in these two conditions, and the ratio 
ாೃಾೄ	ି	ఙ
ாೃಾೄ  was respectively 0.00029 and 0.00016.  This confirms that with the size of training and 
tests sets used, the bias was very small relative to standard deviation and hence using estimate 
standard deviation instead of root mean squared error will have negligibly affected our results. 
 
4.3 Results 
We start with a model consisting of four input networks, each of which represents a separate 
population-coded stimulus.  These converge to form the input to a single output network.  The task 
required of the model is to act as a switch, selecting the signal encoded in any one input network 
(the 'sender' network), to be routed to the output network, while ignoring the signals encoded in the 
other input networks ('distractors'). 
4.3.1  Input Networks 
Each input network was represented by 8000 excitatory principal cells and 2000 inhibitory 
interneurons, described as exponential integrate-and-fire models, mutually and reciprocally 
interconnected with conductance-based synapses and random connectivity. Spiking activity was 
induced through tonic depolarization, supplemented by a spatially patterned external Poisson spike 
input, used to impart stimulus tuning to the neurons as described below. 
Input networks were independently switched from asynchronous to oscillatory dynamics by 
increasing the strength of local excitatory synapses onto interneurons, while reducing the strength of 
external synaptic drive to the interneurons to maintain the average firing rate of both populations 
(average firing rates in the asynchronous state: principal cells 4.98 Hz, interneurons 13.64 Hz; in the 
oscillating state: principal cells 5.34 Hz, interneurons 14.62 Hz).   
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This switch could equally be achieved by changing other parameters such as synaptic time-courses 
(Buehlmann and Deco, 2008), external noise (Brunel and Hansel, 2006), or by periodic external 
input.  The precise method does not qualitatively affect the rest of this study.   
In the asynchronous state (Figure 4.2.1), network activity generated large excitatory and inhibitory 
synaptic currents in each cell, which combined to produce a small net current.  Stochastic 
fluctuations in these currents gave rise to irregular spiking activity (Figure 4.2.1a). These features 
 
Figure 4.2  Sender network activity.  (a,b) Spike raster showing 100 ms of activity in the sender 
network in the asynchronous (4.2.1) and oscillating (4.2.2) state.  Panels show: (a) principal cell 
spike raster, (b) interneuron spike raster, (c) average firing rate for the principal cells (blue) and 
interneurons (green),  (d) membrane potential of sample principal cell,  (e) synaptic currents in 
sample principal cell (excitatory - blue, inhibitory - green, net current - red). (4.2.3) Aggregate firing 
rate of a sub-population of 400 principal cells over a 50 ms window in the asynchronous (a) and 
oscillatory (b) states. Activity was sampled from the areas indicated by colored outlines in the spike 
rasters (a).  (4.2.4) Fourier transforms of the sub-population firing rates shown in (4.2.3).  Arrows 
illustrate the 0 Hz (average firing rate) and 41 Hz (gamma amplitude) measurements used in later 
analysis. 
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are characteristic of the balanced regime (Van Vreeswijk and Sompolinsky, 1998) observed in 
cortical networks during up states. 
In the oscillatory state, the instantaneous firing probabilities of both principal and inhibitory cell 
populations fluctuated strongly at approximately 41 Hz while individual neurons fired irregularly at 
lower rates (Figure 4.2.2).  Average Fano factors for neurons in the oscillating state were close to 
one (0.96 for a 100 ms bin).  These sparsely synchronized dynamics are consistent in vitro studies 
that show irregular activity of individual units, but oscillatory activity at the network level (see 
literature review).  Excitatory and inhibitory synaptic currents oscillated approximately in phase, 
again consistent with recent in vivo and in vitro measurements during gamma band network 
oscillations (Atallah and Scanziani, 2009; Oren et al., 2006). 
We used one-dimensional circular variables as the stimuli encoded and transmitted by the sender 
and distractor networks.  (We make this choice for simplicity of network design and clarity of 
explanation, although the gating mechanism described here can be extended to more complicated 
stimuli.)  Variables were encoded as population codes in which each principal cell had a bell-shaped 
firing rate tuning curve with respect to stimulus orientation, such that they fired most strongly when 
the stimulus was aligned with their preferred orientation (Figure 4.3.1b).  Population codes with 
such tuning curves occur widely in the brain, and the one-dimensional case we consider here is 
analogous to orientation-selective cells in V1 or head-direction cells in the postsubiculum.  This 
tuning was implemented by imposing a spatial pattern on the external input exciting the principal 
cells. Each principal cell was assigned a preferred stimulus orientation and the external Poisson rate 
to each cell was determined by a cosine function of the difference between its preferred orientation 
and the stimulus orientation.    The preferred orientation varied smoothly through 180° across the 
population of 8000 principal cells, so cells 1 and 8000 had similar orientation preference, giving the 
network a ring topology.   
We verified that the activity of the principal cells during asynchronous network activity could be 
decoded to produce an accurate estimate of the stimulus value using a template-matching decoding 
method (Deneve et al., 1999). The average spatial pattern of firing rates as a function of stimulus 
angle was first estimated from a training set of network activity.  This spatial pattern was then used 
as a template for decoding by finding the stimulus estimate that minimized the mean squared error 
between firing rates measured over a 50 ms test period and the template of firing rates as a function 
of stimulus angle.   
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Figure 4.3 Stimulus representation in network activity. (4.3.1) Activity in one oscillating and three
asynchronous sender networks during 50 ms: (a) spike raster, (b) average principal cell firing rate for
20 sub-populations, each of 400 neurons,  (c) spatial pattern of gamma amplitude (population firing
rate oscillation amplitude at 41 Hz) across the 20 sub-populations.  (4.3.2) Postsynaptic input
obtained by summing activity in the 4 sender networks. (4.2.3) Average 0 Hz amplitude (solid line)
and gamma amplitude (dashed line) as function of stimulus orientation for (a) presynaptic activity in
oscillating (red) and asynchronous (blue) networks and (b) summed postsynaptic input. Error bars
show S.D.  For the combined input, both gamma amplitude and firing rate (0 Hz amplitude) show
stimulus tuning, but the gamma amplitude is far less variable due to the small contribution of
distracting inputs. (4.3.4) Accuracy of stimulus representation as measured from the orientation
estimate standard deviation (a) and Fisher information (b), for activity in the presynaptic network (P),
and for the summed postsynaptic input when the sender network was in an asynchronous state (A) or
an oscillatory state. 
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To quantify decoding accuracy we calculated the standard deviation of the stimulus estimate 
(standard deviation 1.40°), and the circular correlation coefficient between the true values of 
uniformly distributed stimuli and their estimates decoded from neural activity (correlation 0.998). 
When the network was switched to a sparsely synchronized state, the mean firing rates of individual 
principal cells showed a very similar dependence on stimulus orientation as in the asynchronous 
state (Figure 4.3.1b, 4.3.3a).  Template matching decoding continued to produce a reliable estimate 
of the stimulus orientation from the average firing rates over a 50 ms period of network activity 
(estimate standard deviation 1.22°, correlation 0.998). 
We asked whether the periodic temporal structure induced by the oscillation provided new coding 
possibilities. One possible coding variable is the phase of firing of individual cells relative to the 
network oscillation, as observed in hippocampal place cells during theta oscillations. Although an 
analogous form of phase coding has also been proposed to occur in gamma oscillating networks 
(Fries et al., 2007), we have not explored this further here. Instead, we asked if the spatial pattern of 
the amplitude of oscillations in the firing rate can itself encode information about the stimulus.  
Because individual neurons fired irregularly with average rates well below the population 
oscillation frequency, the Fourier spectrum of spike patterns for individual neurons was dominated 
by Poisson-like noise. The spatial pattern of oscillation amplitude only became apparent when 
looking at the firing rate of populations of principal cells with similar stimulus preference.  We 
therefore grouped them into 20 sub-populations of 400 adjacent cells. We then evaluated the 
frequency spectrum of the total firing rate of each sub-population using a short-time Fourier 
transform (STFT) with a 50 ms Hanning window (Figure 4.2.4).  We used two measurements from 
the Fourier spectrum in further analysis: the amplitude at 0 Hz (which is simply the average firing 
rate of the population over the window) and the amplitude at the 41 Hz oscillation frequency, which 
we refer to as the gamma amplitude.   
These two different frequency components (0 and 41 Hz) of the firing rate are effectively two 
separate channels, each of which carries information about the stimulus orientation.  Because the 
network only generated large gamma amplitudes in the oscillating state, when the signal from an 
oscillating sender network was summed with signals from asynchronous distractor networks, the 
gamma amplitude of the combined signal was dominated by activity in the oscillating network.   
Can this allow accurate estimation of the stimulus represented in the oscillating sender with 
minimal contamination by the distractors? 
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4.3.2  Signal gating among convergent pathways 
We considered a situation in which the sender network, and three distractor networks, converged 
onto a single receiver network, such that the postsynaptic input was simply the sum of the 
presynaptic activity patterns (Figure 4.3.2).  When the sender network was in the same 
asynchronous state as the distractors, the orientation of the stimulus driving the sender network was 
ambiguous and could be estimated little better than chance from the combined spike input (estimate 
standard deviation 38.78°, correlation 0.171).  
We asked whether changing the sender network to an oscillatory state increased the information 
available to the receiver.  To do this we analyzed the spatial pattern of gamma amplitude for the 
postsynaptic input using the method described above for the presynaptic activity.  As before, we 
divided the summed input from the sender and distractor networks into 20 sub-populations, each 
containing afferents with similar stimulus tuning (400 from each of the 4 input networks).   Activity 
in each group of afferents was pooled to produce a firing rate signal.  We analyzed this signal using 
the STFT to evaluate the 0 Hz and 41 Hz Fourier components for 50 ms sections of the combined 
input.  While the 0 Hz amplitude was uninformative (Figure 4.3.2b), the gamma amplitude 
faithfully reproduced the pattern of activity in the oscillating sender network, almost as if the 
distracting inputs were not present (Figure 4.3.2c,4.3.3c).  The stimulus driving the oscillating 
sender network could be accurately estimated from the gamma amplitude of the combined input 
(estimate standard deviation 3.53°, correlation 0.986). This improved estimation accuracy 
corresponded to >100 fold increase in the lower bound on the Fisher information available to the 
post synaptic network (presynaptic, 0.51 deg-2; postsynaptic, asynchronous sender, 0.00066 deg-2; 
postsynaptic, oscillating sender, 0.08 deg-2; Figure 4.3.4). 
4.3.3  Gating using a spiking network filter 
The results above demonstrate that a population-level oscillation in the sender network greatly 
enhances the information available to the receiver about the stimulus it encodes. Can a biologically 
plausible neuronal network read out this information?  A re-formulation of this problem is to ask 
whether a network of simulated neurons can reproduce the spatial activity pattern of its oscillating 
input in the firing rates of its output neurons, while ignoring the asynchronous component of the 
input it receives.   
In designing such a network we took as our starting point the detailed balance model recently 
outlined by Vogels and Abbott (2009), in which an excitatory input is precisely balanced by feed-
forward inhibition, such that changes in the firing rate of the input do not alter the activity of the 
target principal cells.  We mapped the orientation-tuned excitatory inputs onto a population of 2000 
principal cells, and a population of 2000 interneurons that formed a feed-forward layer, projecting 
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to the principal cells (Figure 4.4.1).   Interneurons innervating a given principal cell received inputs 
from afferents with similar orientation tuning to those afferents innervating the principal cell 
directly (though the fine structure of the connectivity was random). This produced a pattern of feed-
forward inhibitory input that balanced out the pattern of excitation in the target principal cells.  
Interneurons were also recurrently connected; this connectivity was local such that only 
interneurons receiving input from afferents with similar orientation preference made synaptic 
connections with one another.  
When this receiver network was driven by a bell-shaped pattern of asynchronous Poisson spike 
input, the pattern of input firing rates was reproduced in the interneuron layer activity and the 
resulting feed-forward inhibition prevented spiking in the principal cell population (Figure 4.4.3). 
To retain sensitivity to periodically modulated input patterns, we exploited a network resonance 
phenomenon that occurs in recurrently connected interneuron networks.   Under conditions of tonic 
excitatory drive, interneuron networks can generate spontaneous oscillations (Brunel and Hakim, 
1999) but these break down to an asynchronous state as the level of heterogeneity or external noise 
is increased (Brunel et al., 2006).  We found that in the asynchronous state, but near to the transition 
to sparsely synchronized oscillation, the interneuron network acted like a damped oscillator, 
showing clear resonance behavior when driven by periodic input.  To illustrate this resonance 
behavior we drove the input afferents with a sinusoidally modulated Poisson spike input, with a 
range of modulation frequencies from 0 – 55 Hz (Figure 4.4.2). The periodic modulation of the 
input firing rate evoked a periodic fluctuation of the firing rate of the feed-forward interneuron 
population.  Resonance was observed both in the amplitude of the firing rate modulation, especially 
prominent between 25 and 40 Hz, and also in the phase of the interneuron firing rate modulation 
relative to the input firing rate modulation.  The interneuron firing rate was in phase with the input 
at frequencies up to ~25 Hz but lagged behind the input at higher frequencies, with approximately 
90° lag for 40 Hz input modulation.  This resonance phenomenon was a network effect arising from 
the recurrent connectivity in the interneuron layer and was not a result of sub-threshold resonance in 
the individual interneurons (Fourcaud-Trocme et al., 2003).   
The 90° phase lag between the input firing rate oscillation in the gamma band and the response of 
the feed-forward inhibitory population allowed the principal cells to fire in response to the 
oscillating input.  The phase-delayed oscillations in the inhibitory firing rate disinhibited the 
principal cells at the phase when excitatory input was strongest.  The ability to respond to spatially 
patterned oscillation was tested by driving the receiver network with a bell-shaped pattern of 
Poisson input, sinusoidally modulated at 40 Hz (Figure 4.4.4).  This periodically modulated input 
activity pattern was reproduced in robust spiking activity in the principal cell layer.  
102 
 
 
 
Figure 4.4 Filter network.  (4.4.1) Diagram of filter network connectivity showing the input 
afferents (black), feed-forward interneuron layer (green) and principal cells (blue).  (4.4.2)  
Resonance in filter network interneuron population activity.  Panels show firing rate of 
interneuron population (green) driven by periodically modulated Poisson spike input (mean rate 
indicated in black) at a range of frequencies bracketing the network resonance frequency. (4.4.3-
5)  Filter network principal cells reproduce position of oscillating input activity, irrespective of 
spatial pattern of asynchronous input.  Filter network activity driven by (4.4.3) asynchronous 
input, (4.4.4) gamma modulated input, (4.4.5) mixed gamma modulated and asynchronous 
input.  (a) Spatial pattern of firing rates in afferent fibers (black - asynchronous Poisson input, 
Poisson input sinusoidally modulated at 40 Hz ). (b) Spatial pattern of firing rate in interneuron 
layer.  (c) Spatial pattern of firing rate in principal cell layer. (d) Spike raster for principal cells 
and (e) interneurons.  (f) Firing rate of principal cell (blue) and interneuron (green) populations.  
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For effective signal gating, the pattern of activity induced by an oscillating input should be 
minimally affected by converging inputs from other asynchronous networks.  We tested this by 
driving the receiver network with the same bell-shaped pattern of periodically modulated input as in 
Figure 4.4.4, but with an additional bell-shaped asynchronous Poisson input with a 3-fold larger 
average firing rate and a peak position rotated in orientation space from the peak of the oscillating 
input (Figure 4.4.5).  The spatial pattern of spiking activity in the receiver network was very similar 
to that induced in the absence of the asynchronous input, faithfully reproducing the location of the 
hump of oscillating input.  The filter network output responded to a change in the average firing rate 
of the oscillating component of the input in a graded manner (Figure 4.5). To quantify the signal 
gating performance of the filtering network, we drove it with the combined input from one 
oscillating sender network and 3 asynchronous distractor networks.  Spiking activity in the filter 
network output layer reproduced the pattern of activity of the oscillating input regardless of the 
spatial pattern of asynchronous input.  The stimulus encoded in the oscillating input network could 
be accurately decoded from the spatial pattern of filter network principal cell firing rates using 
template matching on 50 ms sections of activity (estimate standard deviation 4.25°, correlation 
0.978).  Population firing rates in the filter network oscillated strongly but individual neurons fired 
highly irregularly (mean Fano factor 1.51 for 100 ms bin). 
 
Figure 4.5 Graded response of filtering network to the average firing rate of oscillating input.  
The filtering network was driven with a Poisson spike input consisting of an asynchronous and an 
oscillating component (sinusoidally modulated at 40 Hz).  The firing rate of the asynchronous 
component was held fixed while the average firing rate of the oscillating component was varied 
(average firing rate per input afferent indicated by color: dark blue - 2 Hz, light blue - 4 Hz, green - 6 
Hz, yellow - 8 Hz, red - 10 Hz).  (a) Spatial pattern of activity in the input afferents showing the 
asynchronous (black) and oscillating (colored) components.  (b)  Spatial pattern of firing rate of filter 
network principal cells averaged over 500ms. 
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4.3.4 Switching among input networks 
Because the sender and distractor networks considered here had the same architecture, information 
about the stimulus represented in any one of the different input populations could be made available 
to the receiving network by switching which one was in an oscillatory state: one of the distractors 
could thus become the sender, and vice versa. 
We tested how rapidly the filter network responded to this switching.  After such a transition, it took 
~ 150 ms (~6 oscillatory cycles) for the stimulus estimate decoded from the filter network to reach 
steady state accuracy (Figure 4.6a).  We observed that when a presynaptic network was switched 
from asynchronous to oscillatory dynamics, the oscillation did not start suddenly but rather 
developed slowly over a number of cycles, limiting the speed of switching (Figure 4.6c).   
However, by delivering a small kick to the network at the time of switching (a brief pulse of 
excitatory input to the interneurons) a strong oscillation could be induced immediately, reaching full 
amplitude on the first cycle after switching  (Figure 4.6d). This reduced the time taken for the filter 
network output to reach steady state accuracy to 75 ms (~3 cycles, Figure 4.6a).  The rapid response 
  
Figure 4.6 Time-course of switching between input stimuli. (a) Accuracy of stimulus estimate 
decoded from filter network output during switch between input networks.  (b-c) Firing rate in input 
networks during switching.   Blue traces - network switching from oscillating to asynchronous.  Black 
traces - network switching from asynchronous to oscillating (note slow transition into oscillating 
state).  Red traces – network rapidly switched from asynchronous to oscillating by giving interneuron 
population a brief kick at the time of transition. 
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of the filtering network could allow brief episodes of network oscillation lasting only a few cycles 
to transmit a pulse of information down a pathway whose default state was gated off. 
We tested the how the gating performance varied depending on the number of distracting inputs 
(Figure 4.7).  As the number of distracting inputs increased, decoding accuracy decreased both for 
decoding from the gamma amplitude of the combined input, and decoding from filter network firing 
rates.  This occurred because although each individual distractor generates a small amount of noise 
in the gamma band, as the numbers of distractors increased, their combined contribution grew until 
it eventually drowned out the signal from the oscillating sender.  As with the detailed balance gating 
mechanism (Vogels et al., 2009), high signal propagation performance requires that the number of 
active distracting inputs be restricted. 
4.3.5  Multiplexing population codes in the frequency domain 
The gating mechanism we have described works because only the oscillating sender network 
contributes strongly to the gamma band amplitude of the combined signal.  For this reason, signal 
gating is severely compromised if distracting inputs also oscillate in the same frequency band 
(Figure 4.8).  However, network oscillations occur in the brain over a wide range of frequencies, 
raising the possibility that multiple population codes originating from networks oscillating at 
different frequencies could be multiplexed into a single set of inputs.   This could allow the 
receiving network to choose which of several different inputs to respond to, by choosing which 
frequency band to filter from the combined input.  Just as frequency division multiplexing in 
electronic communication networks allows multiple independent signals to share the 
 
Figure 4.7 Effect of the number of distractors.  Traces show standard deviation of stimulus estimate 
as function of the number of distracting inputs, for estimates decoded from the filter network output 
(black trace), or the combined spike input (gray trace). 
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electromagnetic spectrum or optical fiber bandwidth, multiplexing may facilitate efficient use of 
white matter tracts in the brain. 
To explore the possibility for multiplexing in our model, we replaced two of the asynchronous 
distracting networks with modified versions of the sender network, one of which oscillated at a high 
gamma frequency (~100 Hz) and the other in the beta frequency band (~16 Hz).  The combined 
signal therefore contained an asynchronous, a low gamma, a high gamma and a beta frequency 
component, each of which encoded a different stimulus in its spatial pattern of activity (Figure 4.9).  
The spatial pattern of activity in each of the oscillating inputs could be accurately read out from the 
combined signal by evaluating the spatial pattern of firing rate oscillation amplitude at the 
appropriate frequency. The estimate standard deviations decoded from 125 ms sections of the 
 
Figure 4.8 Effect of presynaptic network state on gating performance.  (a) Example traces 
showing network firing rate for 5 different states ranging from asynchronous to strongly oscillating.  
(b) Spatial pattern of neuronal firing rates in the 5 states, color-coded as in (a).  (c) Spatial pattern 
of gamma amplitude in the 5 states.  (d) Effect of varying the state of the sender network on gating 
performance.  Black trace shows standard deviation of stimulus estimate using filter network 
output, gray trace shows standard deviation of estimate from input to filter network. (e) Effect of 
varying state of distractor networks on gating performance 
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combined input activity for the beta frequency input was 1.93°; for the low gamma input 2.19°; and 
for the high gamma input 1.72°.  (A longer window - 125 ms as opposed to 50 ms for Figure 4.3, 
was used both to capture the longer period of the beta frequency oscillation, and to reduce 
broadening of Fourier spectral peaks due to the time-frequency uncertainty principle.) 
We drove the filter network with this combined input to test whether it could extract the low gamma 
input in the presence of distractors oscillating in other frequency bands. The stimulus encoded in the 
low gamma input network could be accurately decoded from the spatial pattern of filter network 
firing rates evaluated over 125 ms sections (estimate standard deviation 4.60°, correlation 0.976).  
The high correlation between the input stimulus and the estimate decoded from the filter network 
output shows that the filter network is able to perform the band-pass filtering needed to extract one 
of the 3 multiplexed signals.  However the accuracy is lower than that achieved by decoding from 
the gamma amplitude directly, suggesting that the performance of the filter network could be 
improved.   
 
Figure 4.9 Multiplexing multiple signals in the frequency domain.   Four input networks, one 
asynchronous, one oscillating in the high gamma band, one in the low gamma band and one in the 
beta band, converge to produce a combined pattern of input activity.  Reading out the pattern of 
amplitude of the combined input at the appropriate frequency recovers the spatial pattern of activity 
in any one of the oscillating networks. (a) Spike rasters, (b) Spatial patterns of firing rate.  (c-e) 
Spatial pattern of firing rate oscillation amplitude in beta (c), low gamma (d) and high gamma (e) 
frequency bands.   
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Modulation of the amplitude of a high frequency oscillation by the phase of a low frequency 
oscillation has been observed in several brain regions (Roopun et al., 2008).  We found that this 
arrangement reproduced the spatial pattern of firing rates in the spatial pattern of amplitude at both 
oscillation frequencies (Figure 4.10).  This suggests a possible role for these dynamics in 
multiplexing a stimulus into two frequency bands simultaneously.   
4.3.6  Time varying stimuli 
We have hitherto only considered stationary stimuli. Can the encoding scheme and the filtering 
network function with time-varying stimuli? We tested this by summing the activity in one 
oscillating sender and 3 asynchronous distractor networks representing stimuli that varied 
independently over time (Figure 4.11).  We analyzed the spatio-temporal pattern of gamma 
amplitude of the combined input using a 50 ms Hanning window as before, but moved the window  
Figure 4.10  Nested oscillations create amplitude patterns in multiple frequency bands.  (a-c) 
Network activity during nested oscillations, where a network oscillating at 40 Hz  was modulated at 
4 Hz. (a) Principal cell spike raster. (b) Interneuron spike raster. (c) Average firing rate in principal 
cell (blue) and interneuron (green) populations.  (d-f) Spatial pattern of firing rate and firing rate 
oscillation amplitude in the network with nested oscillations (blue) and for comparison in an 
asynchronous network (black).  (d) Neuronal firing rate evaluated over 3 cycles of 4 Hz oscillation 
(750 ms).  (e) Firing rate oscillation amplitude at 4 Hz.  (f) Firing rate oscillation amplitude at 41 
Hz.  Amplitudes were calculated for Hanning-windowed sections of activity lasting 3 cycles of the 
oscillation frequency being measured (75 ms at 41 Hz, 750 ms at 4 Hz). 
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 along the input activity in 25 ms steps.  The spatio-temporal pattern of gamma amplitude 
reproduced the activity in the oscillating sender network and was decoded to produce an accurate 
estimate of the time varying stimulus driving the oscillating network (Figure 4.11f).   
We drove the input afferents of the filtering network with this convergent spike activity (Figure 
4.11g-j).  This induced an oscillating bump of spiking activity in the principal cells of the filtering 
network that followed activity in the oscillating input network.  The firing rates of the principal cells 
in the receiver network were decoded to produce an estimator that accurately tracked the orientation 
of the stimulus driving the oscillating sender network (Figure 4.11g). We thus conclude that, for 
stimuli that vary relatively slowly relative to the oscillation frequency, the mechanism described 
here is indeed able to route signals with high accuracy. 
 4.3.7 Alternative filter networks 
In this section we illustrate two alternative filter networks which achieve the same functionality as 
the original using the same dynamical principles, but with different biological implementation.  We 
do this to address a potentially unphysiological aspect of the parameters of the original network (see 
below) and to illustrate how a varietly of circuits can implement resonant feed-forward inhibition. 
At the algorithmic level (Marr and Poggio, 1976), the filtering network encodes the amplitude of 
firing rate oscillation in its input afferents at a given frequency, into the firing rate of its output 
afferents. At the mechanistic level, asynchronous input is canceled by feed-forward inhibition, but 
oscillatory input induces large amplitude phase delayed oscillations in the inhibitory firing rate due 
to a strong resonance in the interneuron population at a lower frequency than that of the input 
oscillation.  This disinhibits the principal cells at the phase when excitation is strong, allowing them 
to fire.    
In the original filter network the low frequency resonance in the inhibitory population was 
generated by slow recurrent synapses among the interneurons.   However, the inhibition received by 
principal cells must decay quickly to produce periods of dis-inhibition in response to oscillating 
inputs.   This necessitated faster kinetics at the interneuron-principal cell synapses than at 
interneuron-interneuron synapses.  This slower inhibition onto interneurons relative to excitatory 
cells is atypical of many interneuron populations (Jonas et al., 2004), prompting us to explore 
whether other biological mechanisms could produce the required resonance in the interneuron 
population. 
 
 Before discussing these alternative filtering networks, we note that late spiking interneurons of 
cortical layer 1 exhibit considerably slower kinetics at their recurrent synapses than at their 
synapses onto pyramidal cells (Chu et al., 2003).  These interneurons are ideally located to control 
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integration of activity in the long-range collaterals of layer 1.  The slow synaptic kinetics of these 
interneurons suggests that if they are acting as a filtering network, the pass-band would be situated 
in the alpha or beta frequency range. The anatomical location and synaptic properties of these cells, 
in combination with in vivo data implicating low frequency oscillations in tasks involving long- 
Figure 4.11  Gating time-varying stimuli.   (a-d) Spike rasters of principal cells in 4 input 
networks, each encoding a different time-varying stimulus. Network generating raster (a) is in the 
oscillating state while the other three networks are in the asynchronous state. (e-f) Combined input 
obtained by summing activity in the input networks: (e) spike raster, (f) spatio-temporal pattern of 
gamma band amplitude, together with the stimulus driving oscillating network (red line) and 
decoded stimulus estimate (black dots). (g-j) Activity in filtering network when driven by 
convergent input: (g) principal cell spike raster (black), stimulus driving oscillating network (red), 
stimulus estimate decoded from pyramidal cell activity (blue), (h) interneuron spike raster, (i) 
membrane potential of sample principal cell, (j) synaptic currents in a sample principal cell 
(inhibitory - green, excitatory - blue, net current – red). 
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range interactions, make these cells a promising candidate implementation of the described filtering 
network. 
In the first alternative version of the filtering network (Figure 4.12.3), low frequency resonance in 
the interneuron population was induced by a combination of spike after-hyperpolarisation and gap 
junction connections between interneurons.   In this mechanism, the gap junctions promoted 
synchronization of the interneuron population at a frequency that was determined by the AHP time-
course.  The filtering performance of the network was very similar to that of the original filtering 
network (Figure 4.12.2, 4.12.3).  We expect that resonance can be conferred on a neuronal 
population responses by other features contributing to intrinsic cellular dynamics such as sub-
threshold voltage-gated conductances (Geisler et al., 2005).  Gap junction coupling may promote 
the transfer of sub-threshold dynamics to population responses by homogenizing membrane 
potential trajectories across populations. 
Although it is conceptually simple to have a particular filtering function implemented in a single 
interneuron population, it is possible that more than one interneuron type participates.  In a second 
alternative implementation of the filtering network, the slow inhibitory synapses that generated 
resonance at the required frequency were expressed in a separate population of interneurons from 
those mediating fast feed-forward inhibition (Figure 4.12.4).  The ‘slow’ population made inhibitory 
connections both recurrently and onto the ‘fast’ population.    The ‘fast’ population made synapses 
recurrently and onto the principal cells.  Recurrent connections in the ‘slow’ population induced 
resonance at a low frequency causing large amplitude, phase-shifted oscillations in its firing rate in 
response to oscillating input.  These firing rate oscillations were imposed on the ‘fast’ interneurons 
by the synaptic connection between the two populations. 
Though differing in their precise biological implementation, due to their common dynamical 
mechanism, these alternative filtering networks share characteristic, experimentally testable 
electrophysiological features.  Specifically, spike output of the principal cells is associated with 
large amplitude oscillation in the excitatory and inhibitory synaptic current rather than being 
determined by the average excitatory synaptic input.  Additionally, spiking activity is associated 
with a phase shift between oscillation in the excitatory and inhibitory synaptic currents received by 
the output cells of the filtering network. 
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Figure 4.12  Alternative filter network implementations.  Two alternative filter networks were 
designed (4.12.3,4),  which perform the same function as the original filtering network with 
alternative biological implementation of the resonant feed-forward inhibition.  These are compared 
with the original filtering network (4.12.2) and a pathway with no feed-forward filtering (4.12.1).  
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(Figure 4.12 legend cont.) For simplicity, we show results for a filtering network in which all input 
afferents have the same firing rate.   (a) Filter network diagrams showing input afferents (black), 
interneurons (green, purple) and principal cells (blue).  The input consisted of Poisson spiking 
activity in the input afferents with an asynchronous and an oscillating component.  The firing rate of 
the oscillating component was sinusoidally modulated at 40 Hz.  (b) To illustrate each network’s 
ability to respond differentially to the asynchronous and oscillating inputs, the firing rate of the 
filter network principal cells was measured as the average firing rates of the asynchronous and 
oscillatory components of the input were systematically varied.  For all three networks 
incorporating resonant feed forward inhibition (4.12.2-4b), the output firing rate responded strongly 
to increases in the firing rate of the oscillating input component (abscissa), while changes in the 
asynchronous input (ordinate) had little effect.  In the pathway with no filtering (4.12.1b) the output 
rate responded strongly to changes in both components of the input.  (c) Neuronal firing rates in 
response to asynchronous input (traces colored as in diagrams (a).  (d) Synaptic current in a sample 
principal cell in response to asynchronous input (blue – excitatory current, green – inhibitory 
current, red – net current).  (e) Neuronal firing rates in response to oscillating input.  (f) Synaptic 
currents in a sample principal cell in response to oscillating input. 
4.3.8 Filtering in the presence of feedback inhibition 
The filter network hitherto described contains only principal cells and a feed-forward interneuron 
layer.  We used this greatly simplified structure to illustrate the minimal circuitry needed to 
implement the filtering.  However, real neural circuits are more complex; feedback inhibition is 
ubiquitous and many interneuron populations mediate both feed-forward and feedback inhibition.  
We tested whether filtering could continue to function in the presence of feedback inhibition.   
We first tested whether filtering continued to function in the presence of an additional population of 
interneurons mediating feedback inhibition of the principal cell population.  Filtering continued to 
function effectively in the presence of feedback inhibition (Figure 4.13).  We then tested whether a 
feedback connection from the principal cells to the interneurons disrupted the filtering function.  As 
long as the feedback connection was not too strong, filtering continued to function effectively 
(Figure 4.13.4, 4.13.5).  As the strength of feedback connection was increased, a threshold was 
reached above which the principal cell interneuron loop started to oscillate spontaneously, even 
when driven by asynchronous input (Figure 4.13.6).  This caused principal cells to fire strongly in 
response to asynchronous input and hence the filtering no longer functioned.  This transition to 
spontaneous oscillation occurred when the feed-back synapses were approximately 1/3 the strength 
of the feed-forward synapses (each interneuron received an equal number of feed-forward and feed-
back excitatory synapses).  
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Figure 4.13 Filtering in the presence of feedback inhibition.  Filter network with an additional 
population of feedback interneurons (4.13.1a), driven by (4.13.2) asynchronous input, (4.13.3) 
combined asynchronous and oscillating input.  (4.13.1b) Filter network with connection from 
principal cells to interneurons.  With a weak feedback connection, filtering continues to function 
effectively (4.13.4-5); above a threshold strength of feedback connection, the E-I loop starts to 
oscillate spontaneously when driven by asynchronous input (4.13.6).  (a) Spatial pattern of firing 
rates in afferent fibers (black - asynchronous Poisson input, Poisson input sinusoidally modulated at 
40 Hz ). (b) Spatial pattern of firing rate in interneuron layer.  (c) Spatial pattern of firing rate in 
principal cell layer. (4.13.2-3d-f, 4.13.4-6d-e) Spike rasters, cell type indicated by label.  (4.13.2-3g, 
4.13.4-6f) Firing rate of principal cell and interneuron  populations, line color corresponds to color 
of populations in diagram. 
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4.4  Discussion 
We have described a novel mechanism by which changes in the dynamical state of neural networks 
can turn on and off functional connectivity between anatomically connected regions.  The 
mechanism exploits two principles: firstly, in a sparsely synchronized oscillating network, a spatial 
pattern of firing rates is reproduced as a spatial pattern of firing rate oscillation amplitude.  This can 
be decoded like a conventional population code to recover the value of the encoded stimulus.  
Crucially, asynchronous networks or networks oscillating in different frequency bands contribute 
only very weakly to this amplitude pattern. Secondly, the pattern of oscillation amplitude at a given 
frequency can be read out (converted into a pattern of firing rates) by a feed-forward interneuron 
layer tuned to act as a band-pass filter. Importantly, and in contrast to an alternative proposal (Fries, 
2005), there is no requirement for an external pacemaker to synchronize the sender and receiver 
networks in the scheme described here. It is sufficient for the sender network to oscillate within the 
pass-band for information to be selectively routed to the receiver.  Of course, gating mechanisms 
with and without pace-making signals are not mutually exclusive and each may offer distinct 
advantages in different applications. 
Although we have performed most of our simulations with gamma band oscillations, the gating 
mechanism is not restricted to a particular frequency.  The principal determinants of the filter 
network’s frequency selectivity are the resonance frequency of the feed forward interneuron 
population and the synaptic time-courses of excitatory and inhibitory input received by the principal 
cells.  The former is itself strongly influenced by the time-courses of synapses and intrinsic 
conductances such as the afterhyperpolarization (AHP).  These kinetics are highly heterogeneous 
across different types of interneurons, suggesting that different microcircuits may support temporal 
filtering operations over a wide frequency range.  Gap junction coupling between interneurons of 
the same class may promote resonant network dynamics required for filtering (Bennett and Zukin, 
2004; Hestrin and Galarreta, 2005).   To illustrate filtering in a different frequency band, we 
implemented a version of the filtering network with synaptic kinetics based on the late spiking 
interneurons of layer 1 (Chu et al., 2003).  Due to the slow time-course of these conductances, the 
pass band of this filtering network was tuned to a frequency of ~10 Hz (Figure 4.14). 
Neuromodulatory inputs are an attractive candidate mechanism for controlling the dynamic state of 
networks involved in gating.  Such inputs must have sufficient spatial and cellular selectivity to 
change the state of local networks, but do not need to be targeted differentially to individual cells 
within a population.  This is a potential advantage over the detailed balance scheme (Vogels et al., 
2009), which requires the control input to apply a pattern of gain modulation at the single neuron 
level unless each signal pathway has its own associated interneuron population. 
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Several forms of cross frequency interaction including phase-amplitude coupling (nesting) and 
phase locking have been reported in network oscillations in vivo.    Although we have identified one 
possible coding consequence of nesting (Figure 4.10), a full treatment of this subject is outside the 
scope of the current work (Palva and Palva, 2007; Roopun et al., 2008; Schroeder and Lakatos, 
2009). 
Our study builds on previous literature addressing both the flexible routing of neural signals and the 
possible role of network oscillations in gain modulation.  Several authors have described models in 
which asynchronous signals are routed by interposing dedicated circuitry between sending and 
receiving regions (Anderson and Essen, 1987; Olshausen et al., 1993; Zylberberg et al., 2010).  
 
 Figure 4.14 Filtering in different frequency bands.  Filtering networks with pass-bands at 
different frequencies can be implemented by interneuron populations with different synaptic 
kinetics.  (4.14.1) Filter network with passband at 10 Hz. (4.14.2) Filter network with passband at 
40 Hz.  (a)Diagram of filter networks showing the alpha function tau values for each synaptic 
connection.  (b) Filtering performance when driven by input oscillating at 10 Hz.  The filter 
network was driven by a Poisson input consisting of an asynchronous component and a component 
sinusoidally modulated at 10 Hz.  The firing rate of the filter network principal cells is plotted as a 
function of the firing rate of the oscillating and asynchronous components of the input.  (c) Filtering 
performance when driven by 40 Hz input oscillation. (4.14.3) Pass-bands of the two filter 
networks.  The filter networks were driven by a sinusoidally modulated input (Average firing rate 
30 Hz, modulation depth 0.5) whose modulation frequency was varied between 2 and 100 Hz (Blue 
– 10 Hz filter network, green 40 Hz filter network).   
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Using oscillatory mechanisms to turn on and off direct inter-region connections could alleviate the 
need for this additional circuitry. 
 Prior studies have focused on how oscillatory mechanisms could reproduce effects of attention on 
V4 neuronal responses (Niebur et al., 1993; Zeitler et al., 2008; Mishra et al., 2006).  Our focus was 
not to reproduce a particular experimental result but rather to build a network that performs the 
specific computational task of signal gating - turning on and off functional connectivity for a given 
fixed anatomical connectivity. Other studies have explored how the input-output relationship of 
neuronal networks can be modulated by oscillatory synchronization (Börgers et al., 2005, 2008; 
Masuda, 2009; Tiesinga et al., 2004).  Our model demonstrates significant novel functionality by 
allowing selective and accurate gating of population-coded signals on the basis of their oscillatory 
modulation, even in the presence of multiple overlapping distracting inputs.    
Although our model generates a very high correlation between true input stimulus values and their 
estimates decoded from the filter network, there is a reduction in accuracy compared with stimulus 
representation in the input populations.  Due to the data processing inequality (Cover et al., 1991), 
the output of the filter network could at best contain as much information about the stimulus as the 
activity of the input network.  However, information transmission through the convergent pathway 
does not come close to this upper bound, and substantial information about the stimulus is lost.  A 
major factor contributing to this is that although distracting inputs are not oscillating, they produce 
noise in the gamma band due to their stochastic spiking which degrades the signal.  Detailed 
balance (Vogels et al., 2009) also suffers from signal degradation due to the distracting inputs, 
because although gated-off signals are on average canceled by inhibition, stochastic spiking causes 
fluctuations which degrade the output.  This is why the authors report that the number of active 
inputs must be limited for accurate signal propagation.  In both mechanisms, even with a small 
number of active distracting inputs, the output signal is degraded compared to the input resulting in 
reduced accuracy for a given integration time.  The data rate per neuron will therefore be reduced in 
pathways in which multiple distracting inputs are active and flexible signal routing is required. 
The output of the filtering network we have described is itself oscillating and hence the signal 
gating mechanism is not recursive. In other words, the output of the filtering network would need to 
be desynchronized before it could be used as the input to another convergent pathway employing 
the same gating mechanism.  Possible desynchronization mechanisms include neurons with sub-
threshold bursting dynamics to sustain spiking over the phase when they are not receiving strong 
input, or low pass filtering provided either by slow synaptic conductances such as NMDA receptors 
or by intrinsic neuronal properties such as dendritic filtering.   
118 
 
A key signature of the described oscillatory gating mechanism is strong, coherent oscillation 
between sending and receiving regions during communication.  Task-dependent increases in 
strength and inter-region coherence of network oscillations have been reported in numerous brain 
systems including the visual system during attentional processing (Fries et al., 2001; Siegel et al., 
2008; Buschman and Miller, 2007), the hippocampus (Colgin et al., 2009) during memory tasks 
(Montgomery et al., 2007), between the amygdala and striatum during learning (Popescu et al., 
2009), the frontal and parietal cortex during working memory (Dotson et al., 2009) and decision 
making (Pesaran et al., 2008), and within the motor system during movement tasks (Lee, 2003; 
Schoffelen et al., 2005).   Especially consistent with our model are those studies that have shown 
strong task-dependent synchronization in a narrow frequency band between distinct brain regions 
(Popescu et al., 2009; Pesaran et al., 2008).  In both these studies the oscillatory activity was limited 
to a sub-population of cells recorded in the relevant regions, and the oscillations were confined to 
short bursts.  This dispersal of oscillatory activity suggests that without careful analysis the strength 
of oscillatory events may be underestimated due to spatial and temporal averaging. 
Finally, the mechanism described here makes strong predictions for the intracellular currents during 
signal gating.   If a network is gating ‘on’ a subset of its inputs using the mechanism we describe, 
the spike rate in principal cells will be strongly correlated with the amplitude of oscillatory 
fluctuation in its synaptic input.  Additionally, spiking activity will be strongly correlated with a 
phase shift between periodic modulation of excitatory and inhibitory synaptic currents.  These 
experimentally testable predictions are distinct from gating mechanisms such as detailed balance 
(Vogels et al., 2009) that do not rely on oscillatory synchronization.  
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Chapter 5:  Accurate selective oscillatory communication 
requires orthogonal modulations. 
 
5.1  Introduction 
The ‘communication through coherence’ (CTC) hypothesis (Fries, 2005, 2009) is an influential 
proposal for how network oscillations may control the flow of signals between brain regions.  CTC 
proposes that network oscillations impose periodic modulation of the gain of neurons, such that 
input arriving at some phases of the oscillation elicits more spikes that the same input arriving at 
another phase.  Selective communication between brain regions is proposed to occur by 
synchronization of oscillations in sending and receiving regions.  This selectively enhances the gain 
for signal flow between the synchronised regions by ensuring that spikes arrive during the phase 
when the receiving region is most excitable.  
In this chapter we ask how accurately the CTC mechanism can in principle separate a target signal 
from distracting inputs on the basis of their oscillatory modulations.   Unlike in the previous 
chapter, we look at the question purely from a coding perspective and do not consider network 
dynamics.  This is because our aim is to demonstrate that some structures of oscillatory activity 
work much better than others for multiplexing population codes and hence for achieving selective 
communication.  We argue this is an important and previously unexplored aspect of the coding 
possibilities provided by oscillations, which may help distinguish oscillatory phenomena that play a 
causal role in routing signal from those that are a consequence of other mechanisms.  To investigate 
this we need models we can optimize, this means moving away from biophysical models to 
algorithmic descriptions. 
As we discuss in the introduction, the basic operations that underpin selective communication by 
oscillations are multiplexing and demultiplexing.  Where several different inputs to a network are 
differentiated by their oscillatory modulations, this is a form of multiplexing.   Where a receiving 
region exploits this structure to selectively respond to a target input, this is demultiplexing.  
Although proponents of the CTC hypothesis do not discuss it in these terms, the proposal defines an 
operation for demultiplexing a combined spike input to selectively recover a target signal: apply 
gain modulation coherent with the oscillation of the target signal to neurons receiving a combined 
input. 
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In order for the target signal to be accurately recovered by the demultiplexing operation, it is crucial 
that changes in other components of the signal are ignored and do not affect the output; i.e. that the 
different components of the signal are as close as possible to orthogonal under the demultiplexing 
operation.   This ensures that crosstalk between components is small.  In electronic communication 
systems this is often achieved by separating components into separate time slots or frequency bands 
of a communication channel.  The analogous schemes for network oscillations are respectively 
phase coding and separating oscillations into different frequency bands.  As we will see later in this 
chapter, both these arrangement are efficient ways of multiplexing population codes.   
An alternative arrangement described as ‘non-communication through non-coherence’ was 
proposed in the original CTC paper.   Instead of separating signals in frequency or phase, multiple 
networks could oscillate incoherently in the same broad frequency band.  In this arrangement, 
random variability in the phase relationship between networks prevents communication between 
them.  The expected electrophysiological signatures of such an arrangement are clearly different 
from frequency division or phase coding.  Specifically, incoherent oscillations in the same 
frequency band in anatomically connected regions are consistent with this scheme but not with 
frequency or phase coding.  Additionally, changes in inter-region coherence alone without any 
change in frequency, amplitude or relative phase are a causal mechanism for changing signal flow 
under this mechanism only.  These more relaxed constraints on the experimental evidence needed to 
argue for oscillatory signal routing have contributed to the widespread embrace of this hypothesis 
by experimentalists.  
However, this arrangement does not satisfy the requirement that different components of a 
combined signal must be orthogonal to minimize crosstalk.  As we show in this chapter this leads to 
a severe reduction in signal propagation accuracy compared with arrangements where signals are 
distinguished by frequency, amplitude or phase of oscillation.   This makes unlikely the proposal 
that incoherent oscillations are widely used to decouple anatomically connected networks. 
We also explore how the strength of oscillatory modulation affects the accuracy with which the 
CTC mechanism can selectively recover a target signal.  As in the previous chapter we find that the 
oscillation of the target signal must be strong to achieve a high signal to noise ratio against 
stochastic spiking.  Although this is unsurprising it has received little previous attention in the 
literature and we feel it is important in the context of the absence of evidence for strong oscillations 
in several systems where they have been proposed to play functional roles. 
To investigate these questions we return to the convergent pathway paradigm used in the last 
chapter.  To facilitate construction of different structures of oscillatory activity across different 
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inputs we replaced the biophysical models of input networks with statistical models of the spiking 
activity.  We then developed an algorithmic model of the filtering performed by the receiving 
network which could be optimized to minimize the error of stimulus estimates decoded from the 
networks output.  Using this optimized filtering we explored the signal propagation accuracy that 
could be achieved for different structures of oscillatory activity across the input networks. 
 
5.2 Materials and Methods 
As in the previous chapter the description of the model is shared between the current section, which 
provides equations and parameters, and the results section, where diagrams and description are 
provided to facilitate interpreting the results in the context of the models that generated them. 
5.2 .1 Mathematical description of model 
ܰ input networks representing independent orientation variables ө௡  (range 0-180˚), converged to a 
single output network.  Each input network was represented as a population of 10,000 Poisson 
neurons with bell-shaped firing rate tuning curves ܴ௜ሺө െ ө௜ሻ ൌ 	ܴ଴ ଶଷ ሺ1 ൅ cosሺ2ሺө െ ө௜ሻሻሻ	ଶ, where 
ܴ௜ is the firing rate of the ݅th neuron, ө௜ is the neurons preferred orientation and ܴ଴ is the average 
firing rate across the population.  Except where stated otherwise the average firing rate per neuron 
was 5 Hz.  Oscillations in the input networks were represented by periodic firing rate modulation 
݉௡ሺݐሻ.  The modulation was a Von Mises function of the oscillation phase Ф௡ሺݐሻ such that 
݉ሺФ௡ሺݐሻሻ ൌ ௘ೖ	ౙ౥౩	ሺФሻூబሺ௞ሻ  where ݇ is a concentration parameter that determines how tightly 
synchronized the activity is, and ܫ଴ሺ݇ሻ is the modified Bessel function of order 0, which normalizes 
the modulation such that its average value over time is 1.  Where we report synchronization 
strength, we use the following measure: 
ܵݕ݄݊ܿݎ݋݊݅ݏܽݐ݅݋݊	ݏݐݎ݁݊݃ݐ݄ ൌ 	1 െ ܿ݅ݎܿݑ݈ܽݎ	ݒܽݎ݅ܽ݊ܿ݁	൫݉ሺФሻ൯ ൌ 	 ܫଵሺ݇ሻܫ଴ሺ݇ሻ 
Where  ܫ௡ሺ݇ሻ is the modified Bessel function of order ݊.  This measure is 1 if all spikes occur at the 
same phase and 0 if the firing rate is equal at all phases (Figure 5.2b).  Synchronization strength was 
0.5 except where reported otherwise.   To investigate the effect of separating inputs in frequency in 
Figure 5.5 we used a modulation that was a sinusoidal function of phase ݉ሺФሻ ൌ 1 ൅ sin	ሺФሻ.  To 
model the irregularity of network oscillations we allowed the oscillation angular frequency ߱ሺݐሻ 
and concentration parameter ݇ሺݐሻ to fluctuate around their mean values ߱଴ and ݇଴.  These 
fluctuation were modeled as ሺݐሻ ൌ ߱଴ሺ1 ൅ ܼߝሺݐሻሻ , ݇ሺݐሻ ൌ ݇଴ሺ1 ൅ ܸߟሺݐሻሻ, where ߝሺݐሻ, ߟሺݐሻ were 
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low-pass filtered Gaussian white noise with amplitude 1 and a cut-off frequency of  ఠబଶ .  The 
variability of the frequency and amplitude respectively were therefore determined by ܼ	and ܸ, 
which were the standard deviation of fluctuations divided by the mean value of the frequency ߱଴ or 
amplitude ݇଴.  The amplitude variability parameter ܸ was set to 0.1 for all simulations.  The 
frequency variability parameter was set to 0.1 for narrowband oscillations (Figures 5.2, 5.5, 5.6, 
5.7) and 0.3 for broadband oscillations (Figures 5.3, 5.4, 5.5, and incoherent distractors condition in 
Figures 5.7 and 5.8).   
The spatiotemporal pattern of firing rates in one input network was: 
ܴ௜௡ሺө௡, ݐሻ ൌ ܴ௜ሺө௡ െ ө௜ሻ݉௡ሺݐሻ 
The combined input spike rates ܫ	to the receiving network are a sum of activity in all input 
networks: 
ܫ௜ሺݐሻ ൌ෍ܴ௜ሺө௡ െ ө௜ሻ݉௡ሺݐሻ
௡
 
The combined spike input ܵ is: 
ݏ௜ሺݐሻ	~	ܲ݋݅ݏݏ݋݊ሺܫ௜ሺݐሻሻ 
The receiving network consisted of a layer of 8 units, each of which received spike input from 
neurons with similar orientation preference in each input network.   We divided the range of 
orientation preference from 0˚ to 180˚ into 8 bands of equal width, and neurons in each input 
network with orientation preference in a given band projected to the same unit in the receiving 
network.  The receiving network separated target from distracting input by applying a multiplicative 
gain modulation ݃ሺݐሻ to the combined input, coherent with the firing rate modulation of the target.  
We describe below how the gain modulation was optimized to best filter the target from distracting 
inputs.  The output ௝ܱሺtሻ of unit ݆ in the receiving network was: 
    ௝ܱሺݐሻ ൌ ݃ሺݐሻݏ௝ሺݐሻ 
where ௝ܵሺݐሻ was the combined spike input received by the unit.  ௝ܱሺtሻ was integrated over time T to 
produce a spatial pattern of activity ܲ:  
 ௝ܲሺݐሻ ൌ ׬ ௝ܱሺݐ′ሻ݀ݐ′௧௧ି்  
An estimate өො of the stimulus encoded in the target input network was decoded from the integrated 
activity using a locally optimal linear estimator (LOLE).  
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    өොሺݐሻ ൌ ∑ ݓ௝ ௝ܲ௝ ሺݐሻ ൅ ܾ         
where ݓ௝ are the weights for each unit of the receiving network and ܾ is a constant. 
    өොሺݐሻ ൌ ∑ ݓ௝௝ ׬ ݃ሺݐ′ሻݏ௝ሺݐ′ሻdt′௧௧ି் ൅ ܾ 
The simulations were performed in discrete time with a resolution of 1 ms, such that the integral 
over time was computed as a sum over time bins: 
    өො ൌ ∑ ݓ௝ ∑ ݃௧௧௝ ݏ௧௝ ൅ ܾ                  
where ܵ௧௝ is the spike count received by unit ݆ in time bin ݐ. 
5.2.2  Optimizing the receiving network 
For Figures 5.2-5.6, the gain modulation ݃ሺݐሻ was a linearly filtered version of the modulation of 
the target input ݉ሺݐሻ. For this model we optimized the receiving network by using gradient descent 
to find the frequency response of the filter (the gain and phase shift as a function of frequency) 
which optimized decoding accuracy with respect to the variance of the stimulus estimates.   
We used Plancherel’s theorem to express өො in terms of the discrete Fourier transforms ܩ௞ and	ܵ௞ of 
the gain modulation ݃௧ and spike input ݏ௧ (ܵ∗ indicates the complex conjugate). 
   өො ൌ ∑ ݓ௝ ∑ ݃௧ேିଵ௧ୀ଴௝ ݏ௧௝ ൅ ܾ ൌ 	 ଵே ∑ ݓ௝ ∑ ܩ௞ܵ௞௝∗ேିଵ௞ୀ଴௝ ൅ ܾ 
 As the gain modulation and spike input are both real valued, the imaginary parts of ∑ ܩ௞ܵ௞௝∗ேିଵ௞ୀ଴   at 
positive and negative frequencies cancel and only the real parts contribute to the sum. 
   өො ൌ ଵே ∑ ݓ௝ ∑ ݎ݈݁ܽ൫ܩ௞ܵ௞௝∗ ൯ேିଵ௞ୀ଴௝ ൅ ܾ 
Also, ݎ݈݁ܽ൫ܩ௞ܵ௞௝∗ ൯ ൌ ݎ݈݁ܽ൫ܩሺேି௞ሻܵሺேି௞ሻ௝∗ ൯ so the second half of the sum is redundant: 
   өො ൌ ଵே ∑ ݓ௝ ∑ ܿ௞ݎ݈݁ܽ൫ܩ௞ܵ௞௝∗ ൯
ே/ଶ
௞ୀ଴௝ ൅ ܾ  
where ܿ௞ ൌ 1 for k ൌ 0, N/2 , ܿ௞ ൌ 2	for k ് 0, N/2. 
We expressed the Fourier transform of the gain modulation ܩ௞ as the product of the frequency 
response of the filter ܨ௞ and the Fourier transform ܯ௞ of the of the target inputs firing rate 
modulation.  The frequency response is a complex valued function of frequency where abs	ሺ ௞݂ሻ is 
the gain of the filter at frequency k and arg	ሺ ௞݂ሻ is the phase shift. 
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ܩ௞ ൌ ܯ௞ܨ௞ 
We can then express the stimulus estimate as: 
   өො ൌ ଵே ∑ ݓ௝ ∑ ܿ௞ݎ݈݁ܽ൫ܯ௞ܨ௞ܵ௞௝∗ ൯
ே/ଶ
௞ୀ଴௝ ൅ ܾ 
өො ൌ 1ܰ෍ݓ௝ ෍ ܿ௞	ܾܽݏ൫ܯ௞ܵ௞௝
∗ ൯	
ே/ଶ
௞ୀ଴௝
	ሺݎ݈݁ܽሺܨ௞ሻ	cos	ሺarg	ሺܯ௞ܵ௞௝∗ ሻሻ െ ݅݉ܽ݃ሺܨ௞ሻ	sin	ሺarg	ሺܯ௞ܵ௞௝∗ ሻሻሻ ൅ ܾ 
We define ܳ௞௝௥௘௔௟ ൌ ܿ௞	ܾܽݏ൫ܯ௞ܵ௞௝∗ ൯	cos	ሺarg	ሺܯ௞ܵ௞௝∗ ሻሻ	      
ܳ௞௝௜௠௔௚ ൌ െܿ௞	ܾܽݏ൫ܯ௞ܵ௞௝∗ ൯	sin	ሺarg	ሺܯ௞ܵ௞௝∗ ሻሻ	       
  өො ൌ ଵே ∑ ݓ௝ ∑ ܳ௞௝௥௘௔௟
ே/ଶ
௞ୀ଴௝ ݎ݈݁ܽሺ ௞݂ሻ ൅ ܳ௞௝௜௠௔௚݅݉ܽ݃ሺ ௞݂ሻ ൅ ܾ  
This can be written in vector notation as: 
    өො 	ൌ ࢝	ࡽ࢘ࢋࢇ࢒ࢌ࢘ࢋࢇ࢒ ൅ ࢝ࡽ࢏࢓ࢇࢍࢌ࢏࢓ࢇࢍ ൅ ܾ 
Where ࢝ is a row vector whose components are the weights of the LOLE, ࡽ࢘ࢋࢇ࢒ and	ࡽ࢏࢓ࢇࢍ are 
matrices whose components are ܳ௞௝௥௘௔௟  and ܳ௞௝௜௠௔௚, and ࢌ࢘ࢋࢇ࢒ and ࢌ࢏࢓ࢇࢍ are column vectors whose 
components are respectively the real and imaginary parts of the filter frequency response ݎ݈݁ܽሺ ௞݂ሻ 
and ݅݉ܽ݃ሺ ௞݂ሻ.  To further simplify the expression we concatenate the vectors ࢌ࢘ࢋࢇ࢒ and ࢌ࢏࢓ࢇࢍ to 
make a single vector ࢌ containing both the real and imaginary parts of the filter frequency response 
and concatenate the matrices ࡽ࢘ࢋࢇ࢒ and ࡽ࢏࢓ࢇࢍ to make a single matrix ࡽ.  We can now express the 
decoded stimulus estimate as: 
    өො 	ൌ ࢝	ࡽࢌ ൅ ܾ                    
To use gradient descent to find the optimal LOLE weights and filter frequency response we define a 
cost function and calculate the gradient with respect to it.  We define the cost function as the 
squared error between the true stimulus value and the decoded estimate, averaged over a training set 
of data: 
    ܧ ൌ ଵே∑ ሺөො௜ െ ө௜ሻଶ௜ 	ൌ
ଵ
ே ∑ ሺ࢝ࡽ࢏ࢌ ൅ ܾ െ ө௜ሻଶ௜  
    ௗாௗ௕ ൌ 	
ଶ
ே ∑ ሺ࢝ࡽ࢏ࢌ ൅ ܾ െ ө௜ሻ௜ ൌ 0 
ܾ ൌ൏ ө ൐௧௥െ൏ ࢝ࡽࢌ ൐௧௥ 
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Where ൏൐௧௥ indicates the average over the training set. 
   ܧ ൌ ଵே∑ ሺ࢝ሺࡽ࢏ െ൏ ࡽ ൐௧௥ሻࢌ െ ሺө௜ െ൏ ө ൐௧௥ሻሻଶ௜  
   ௗாௗࢃ ൌ 	
ଶ
ே ∑ ሺ࢝ሺࡽ࢏ െ൏ ࡽ ൐௧௥ሻࢌ െ ሺө௜ െ൏ ө ൐௧௥ሻ௜ ሺࡽ࢏ െ൏ ࡽ ൐௧௥ሻࢌ 
     ௗாௗࢌ ൌ 	
ଶ
ே ∑ ሺ࢝ሺࡽ࢏ െ൏ ࡽ ൐௧௥ሻࢌ െ ሺө௜ െ൏ ө ൐௧௥ሻ௜ ࢝ሺࡽ࢏ െ൏ ࡽ ൐௧௥ሻ 
 
5.2.3  Simulations and analysis 
The following procedure was performed to evaluate the decoding accuracy for each set of input 
parameters.  All simulations were performed in MATLAB.  A training set and a test set of input 
activity were generated, each consisting of 5000 samples of 100 ms each. In each set, half of the 
samples had target stimulus orientation өଵ and the other half өଶ.  The separation ߜө ൌ өଵ െ өଶ was 
chosen iteratively such that 75-80% of samples were correctly classified from the decoded stimulus 
estimates.  The orientation of stimuli encoded by the distracting input networks were uniformly 
randomly distributed.  To reduce spectral leakage due to finite integration times, we applied a 
Hanning window to the spike activity in each sample. The weight vectors for the LOLE and the 
frequency response of the filter were optimized using a two-stage gradient descent procedure.    
Firstly we used gradient descent to find the filter frequency response ࢌ that minimized the mean 
squared error between the output of the units comprising the receiving network and the firing rate 
each unit received from neurons in the target input network.  This gradient descent stage was 
initialized with all components of the filter frequency response set to zero.  We then performed 
gradient descent simultaneously on the LOLE weights ࢝ and the filter frequency response ࢌ to 
minimize the mean squared error of target stimulus estimates, using the gradients calculated above.  
This second stage of the gradient descent was initialized with the filter frequency response found in 
the first gradient descent and with the weights of the LOLE set to zero.  We used this two-stage 
procedure because it converged much more rapidly than initializing the simultaneous gradient 
descent for ࢝ & ࢌ with random weights.  To prevent over-fitting we evaluated the mean squared 
error for the test set and halted gradient descent when this started to rise.  We evaluated the mean 
and variance of the stimulus estimates for both orientations on the test set: 
    ൛〈өො௜〉	, ߪ௜ଶൟ௜ୀଵ,ଶ 
The lower bound on the Fisher information was given by: 
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    ܫ ൌ ൫ሺ〈өොభ〉ି〈өොమ〉ሻ/ఋө൯
మ
భ
మሺఙభమାఙమమሻ
 
An alternative approach to evaluating ࢝ and ࢌ would have been to try and solve the equations 
ௗா
ௗࢃ ൌ 0 and 
ௗா
ௗࢌ ൌ 0 directly for the training set of data.  However, in previous work utilizing 
LOLEs, gradient decent was employed to find the weights even though solving for them 
analytically would have been trivial (Seriès et al., 2004; Beck et al., 2008).  Our understanding is 
that this is because using gradient decent offers a principled way of avoiding over-fitting to the 
training set, by monitoring the estimator error over the test set (J. Beck, personal communication). 
For Figure 5.7 we allowed the gain modulation to be an arbitrary function of the modulation of the 
target input.  To do this we generated training and test sets as described above, but instead of 
generating a different modulation of the target input network for each sample, we used the same 
modulation of the target input network while generating different modulations for the distractors.  
Instead of optimizing the filter parameters ࢌ that transformed the modulation of the target input into 
the gain modulation, we directly fitted the gain modulation ݃௧ using gradient descent.   To do the 
gradient descent we rewrite the equation for the stimulus estimate in vector form: 
өො ൌ෍ݓ௝෍݃௧
௧௝
ݏ௧௝ ൅ ܾ		 ൌ ࢝	ࡿࢍ ൅ ܾ 
Where ࢝ is a row vector with components	ݓ௝, ࡿ is a matrix with components ݏ௧௝ and ࢍ is a column 
vector with components ݃௧.  As this has identical form as өො 	ൌ ࢝	ࡽࢌ ൅ ܾ, we can use the gradient 
descent procedure described above to find the gain modulation ࢍ that minimizes the mean squared 
error of target stimulus estimates.  Decoding accuracy varies somewhat depending on the precise 
waveform of the modulation of the target, so we repeated the procedure 100 times using different 
instances of the gain modulations of the target input and report the mean and standard deviation of 
the decoding accuracy over these different modulations. 
 
5.3 Results 
5.3.1  Model 
We considered a model consisting of a behaviourally relevant ‘target’ input network converging 
together with several distracting input networks onto a single receiving network (Figure 5.1). To 
selectively gate ‘on’ one input, the gain of units in the receiving network was modulated coherently 
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with the firing rate oscillation of the target input.   The output of this layer was integrated over time 
and decoded to produce an estimate of the stimulus encoded in the target network.   
5.3.2 Input networks 
Each input network modeled a cortical hypercolumn of 10,000 neurons, which represented an 
orientation variable using a population code. The average firing rates of individual neurons were 
given by bell-shaped tuning curves with respect to the stimulus orientation.  Spike generation was a 
Poisson process whose rate could be modulated to simulate a network oscillation.  This modulation 
was modelled as a Von Mises function of the phase of the oscillation, characterized by a modulation 
strength and frequency.  As network oscillations in vivo are irregular in frequency and amplitude, 
we allowed the instantaneous strength and frequency to fluctuate around their mean values.  These 
Figure 5.1 Model diagram. Independent orientation stimuli are represented in separate input 
networks as population codes with bell shaped firing rate tuning curves.  Input networks converge 
to provide a combined input to the receiving network, which applies gain modulation coherent with 
the firing rate modulation of the target input.  The output of the receiving network is integrated over 
time to produce a spatial pattern of activity which is decoded to produce an estimate of the target 
stimulus. 
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fluctuations were modelled as low-pass filtered Gaussian white noise.  The resulting activity was 
consistent with in vivo data showing irregular spiking of single units during sparsely synchronized 
oscillatory activity. 
5.3.3 Receiving network  
We required a model of the receiving network that could be optimized to generate the temporal 
pattern of gain modulation that best separated target from distracting inputs.  If the receiving 
network was not optimized, the results would be uninformative about the performance of the CTC 
scheme in general and would only shed light on its specific implementation.  Optimizing a 
biophysical model of the network was intractable, so instead we developed an algorithmic 
description that could be optimized with respect to the variance of target stimulus estimates decoded 
from the network output. 
The receiving network consisted of a layer of units whose input gain was modulated as a function of 
time.  Each unit represented a population of cells innervated by neurons with similar orientation 
preferences in each input network and whose output was an analogue firing rate signal.  We allowed 
the gain to take both positive and negative values (corresponding to net excitatory and inhibitory 
output respectively) such that spikes arriving during periods of negative gain contribute negatively 
to the integrated output of the network.  Physiologically, gain modulation could be generated by a 
local interneuron circuitry modulating the distribution of membrane potentials, degree of shunting 
inhibition (Mitchell and Silver, 2003) or level of synaptic noise (Chance et al., 2002) received by  
the projection neurons of the unit.  We have previously demonstrated a biophysical network model 
with an average gain of zero for asynchronous input and a strong response to input oscillating at a 
specific frequency. 
Coherence between networks in vivo could occur through entrainment to an external pace-making 
signal or through their direct interaction.  We do not explicitly consider the mechanisms underlying 
coherence between the target input and receiving networks, but instead model the entrainment and 
subsequent gain modulation as a filtering process, such that the gain is a filtered version of the 
firing rate modulation of the target input. Optimizing the gating mechanism then becomes a 
problem of finding the filter that transforms the firing rate modulation of the target into the gain 
modulation that best separates the target from distracting inputs.  This problem is closely analogous 
to that of matched filtering in the engineering literature in which a target signal of known waveform 
must be detected against a background of noise.   
We initially considered gain modulations that were linearly filtered versions of the firing rate 
modulation of the target input.  We could rapidly optimize this model to training data, allowing us 
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to explore the parameter space of input activity patterns.  We then verified that our key results 
obtained for this linear model held when we allowed the gain to be an arbitrary function of the 
modulation of the target input.    
5.3.4  Decoding and Optimization 
The output of the receiving network was integrated over 100 ms to give a spatial pattern of activity.  
This was then decoded to produce an estimate of the target stimulus.   We report the lower bound on 
the Fisher information given by the reciprocal of the mean squared error of the stimulus estimates.    
Locally optimal linear estimators (LOLEs) were used for decoding.  The principle reason for using 
linear decoders was that they were sufficiently simple that we could work out a way of optimizing 
the temporal filtering with respect to the mean squared error of decoded stimulus estimates (see 
Materials and Methods).  For stimuli encoded by bell shaped tuning curves,  a given linear estimator 
will only perform well over a narrow range of stimulus angles, and hence we were forced to use a 
discrimination task in which only two similar angles were presented, rather than an estimation task 
in which any angle could be presented.   We could alternatively have used a simple non-local 
estimator such as population vector or template matching, which would have permitted an 
estimation task.  However, our understanding is that these methods perform less well than LOLEs 
where noise is non-independent.  Maximum likelihood decoding would have been preferable but we 
did not see any way to optimise the temporal filtering using this decoding approach. 
Under many noise distributions LOLEs perform close to optimally, as indicated by the minimal 
difference in performance when compared with more sophisticated non-linear methods (Seriès et 
al., 2004; Beck et al., 2008).  These decoders are, moreover, biologically plausible as their 
performance corresponds to that of denoising by networks implementing line attractor dynamics 
(Deneve et al., 1999; Latham et al., 2003).   
5.3.5  Asynchronous distractors 
We first considered the task of separating an oscillating target input from distracting inputs whose 
firing rates were not modulated (‘asynchronous’ distractors).   The gain modulation that optimally 
recovered the target signal was near-sinusoidal, in phase with the oscillation in the target input 
(Figure 5.2a).  The oscillating target input contributed strongly to the integrated output because 
periods of high firing rate occurred concurrently with large positive gain, while firing rates were 
low during periods of negative gain.   Because the average gain was zero, asynchronous distractors 
only contributed to the integrated output as a result of stochastic fluctuations in their spiking 
activity.   
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Decoding accuracy was strongly dependent on the strength of oscillatory modulation of the target 
input (Figure 5.2c,d).  Accuracy was high for strongly modulated input, dropping steeply as the 
oscillation strength decreased.  We quantified the synchronization strength using a measure that 
ranged between 0 (for asynchronous activity) and 1 (if all spikes occur at the same phase – see 
Materials and Methods, Figure 5.2b).  Over the range of modulation strengths from 0.1 to 0.9, 
Fisher information increased by a factor of 95.7, with the majority of this increase occurring in the 
range from weak to moderate synchronization (Fisher information increased 26-fold when  
synchronization strength increased from 0.1 to 0.5, and 3.65-fold as it increased from 0.5 to 0.9).  
Weak modulation resulted in poor decoding accuracy because the signal read out by the receiving 
network was small relative to noise from stochastic spiking.  Increasing the number of active  
Figure 5.2 Asynchronous distractors: effects of oscillation strength and number of 
distractors. a) Top: Example firing rate modulation of the target (red) and distracting inputs 
(gray) over the 100 ms integration time. Bottom: Gain modulation (blue) produced by the 
optimized receiving network.  b)  Firing rate as a function of oscillation phase for synchronization 
strengths from 0.1-0.9.  c) Estimate root mean squared error  and (d) Fisher information  as a 
function of the synchronization strength of the target input for stimulus estimates decoded from 
receiving network output integrated over 100ms.  (e,f) Effect of number of distracting inputs on 
decoding accuracy. 
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asynchronous inputs decreased the accuracy of stimulus estimates (Figure 5.2e,f) because 
fluctuations in the spiking activity of each distracting input contributed noise to the output of the 
receiving network.   
5.3.6  ‘Non-communication through non-coherence? 
We next evaluated the proposal that changes in the inter-region coherence of oscillatory activity (as 
distinct from changes in frequency or amplitude, or changes in a consistent phase relationship) play 
a causal role in modulating functional connectivity (Fries, 2005; Schoffelen et al., 2005; 
Womelsdorf et al., 2007).  Under this ‘non-communication through non-coherence (Fries, 2005)’ 
scheme the absence of a reliable phase relationship between sending and receiving regions prevents 
information transmission.  In our convergent pathway paradigm it corresponds to target and 
distracting inputs oscillating with irregular broad-band oscillations in the same frequency band.  
How effectively can input gain modulation distinguish the target signal from distractors in this 
condition? 
It is possible to generate a pattern of gain modulation which is strongly driven by the target input 
but has an average gain of zero for incoherent distracting inputs.  Just as for asynchronous 
Figure 5.3 Distractors oscillating incoherently in the same frequency band severely degrade 
stimulus estimate.  Distractors oscillating incoherently in the same frequency band as the target 
input.  a) Example input firing rate modulations and receiving network gain modulation.  b,c) 
Comparison of Fisher information for asynchronous and incoherently oscillating distracting inputs 
as function of firing rate (b) and synchronization strength (c) of input networks. 
 
 
132 
 
distractors, this can be achieved by a gain modulation which oscillates around zero, in phase with 
the target input.  Given sufficient integration time the target stimulus can be decoded with arbitrary 
accuracy from the integrated output.  However, the gain for distracting inputs is highly variable 
from cycle to cycle as they drift in and out of phase with the target.  This source of noise is quite 
distinct from that due to stochastic spiking of individual neurons.  We refer to it as ‘overlap’ noise 
as it occurs because of random variability in the overlap between firing rate and gain modulations.  
This additional variability will increase the integration time required to reach a given decoding 
accuracy when compared with asynchronous distracting inputs.  How severely does this additional 
noise degrade the signal? 
Fisher information was greatly reduced when distracting inputs oscillated incoherently compared 
with the situation where distracting inputs were asynchronous (Figure 5.3b,c).  The precise ratio of 
Fisher information between the two conditions depended on the population firing rate of the input 
networks.   
 
Figure 5.4 Comparison of optimized and biologically plausible gain modulations.  a) Example 
input firing rate modulations and gain modulations.  Blue trace is the gain modulation generated by 
the optimized receiving network, brown trace is a gain modulation that oscillates around zero with 
the same waveform as the firing rate modulation of the target.  b)  Frequency response of the filter 
that transforms the firing rate modulation of the target input into the optimized gain modulation.  c) 
Comparison of Fisher information for receiving networks using optimized and alternative gain 
modulations. 
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When distractors were asynchronous, information increased linearly with the firing rate of the input 
networks.  However, with incoherently oscillating distractors, information increased sublinearly 
with firing rate (Figure 5.3b).   For average firing rates of 1 Hz per neuron, the Fisher information 
was 5.7 times higher when distractors fired asynchronously than when they oscillated incoherently, 
and this ratio increased to 27.8 when the average firing rate was 10 Hz.  This dependence on firing 
rate can be understood by considering the two sources of noise that degrade the stimulus estimate.  
Noise due to stochastic spiking of individual neurons occurs for both asynchronous and oscillating 
distractors, and becomes smaller relative to the signal as the firing rates of the input networks 
increase.  Overlap noise, on the other hand, occurs only for oscillating distractors and increases in 
proportion to the signal size with increasing input firing rates.  With incoherently oscillating 
distractors, this second source of noise becomes dominant as the mean firing rate increases and 
causes the signal to noise ratio to saturate. 
At very low population firing rates, noise in the output of the receiving network was dominated by 
stochastic spiking of individual neurons.  In this regime decoding accuracy was comparable for 
asynchronous and incoherently oscillating distractors.  In section 5.3.8 we evaluate the firing rate 
threshold above which overlap noise dominates.  Above this threshold ‘non-communication through 
non-coherence’ results in severe signal degradation compared with schemes in which distracting 
inputs are asynchronous or separated from the target in frequency or phase (see below).  This 
threshold is proportional to the oscillation frequency but for physiological frequencies it is low 
relative to firing rates relevant for coding in cortex. 
Increasing the synchronization of oscillations in the input networks improved decoding accuracy 
(Figure 5.3c), but across all oscillation strengths accuracy was much higher when distractors were 
asynchronous. 
Gain modulations generated by the receiving network were often a very different shape from the 
firing rate modulation of the target (Figures 5.3a, 5.4a, 5.7b).  This was because the optimized filter 
that transformed the firing rate modulation of the target input into the gain modulation strongly 
emphasized the high and low frequency components of the target modulation (Figure 5.4b).  Such 
gain modulation is arguably biologically implausible so we also evaluated the performance of a 
receiving network that applied a gain modulation that oscillated around 0 with the same waveform 
as the firing rate modulation of the target input (Figure 5.4a).  This considerably reduced decoding 
accuracy, resulting in ~40 % lower Fisher information than the optimized receiving network (Figure 
5.4c).   
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5.3.7  Frequency separation 
We tested whether separating distracting inputs from the target in frequency improved performance 
(Figure 5.5).  For these simulations we used sinusoidal firing rate modulation as a function of 
oscillation phase rather than the Von Mises modulation used in the rest of this study, in order to 
avoid harmonics that broaden the frequency band occupied by the modulation.  As in other 
simulations the oscillation frequency fluctuated, allowing us to compare the effects of frequency 
separation for narrow- and wide-band oscillations. 
Decoding accuracy increased as the modulation frequency of the distracting inputs was moved to 
either higher or lower frequencies than that of the target input (Figure 5.5b).  When distracting 
inputs were sufficiently separated in frequency from the target, decoding accuracy was comparable 
to that for asynchronous distracting inputs.  Highly irregular oscillations occupied a wider 
frequency band (Figure 5.5c) and hence the target and distractor inputs had to be more broadly 
separated in frequency to avoid interference (Figure 5.5b). 
Separation in frequency works because sinusoids of different frequency are orthogonal under the 
overlap integral operation that separates target from distracting inputs.   Distracting inputs that are 
well separated from the target in frequency therefore only contribute noise due to stochastic spiking 
and not due to fluctuations in the overlap of their firing rate modulation with the gain modulation.   
Figure 5.5 Separation of target from distracting inputs in frequency.  a) Example input firing 
rate modulations and gain modulation.  b) Fisher information as function of oscillation frequency of 
distractor networks for narrow (purple) and broadband (orange) oscillations. c) Amplitude spectrum 
of oscillatory modulations for narrow and broadband oscillations (F0 is oscillation centre 
frequency). 
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5.3.8  Phase coding 
Phase coding, in which assemblies of neurons fire at different phases relative to a global oscillation, 
has been reported in several neural systems (O’Keefe and Recce, 1993; Friedrich et al., 2004), most 
notably in the hippocampus where place cells representing past, present and future locations fire at 
progressively later phases with respect to the theta oscillation.    
We evaluated how accurately gain modulation could separate a target input from distractors 
oscillating coherently with it, evenly separated in phase (Figure 5.6a).   For strongly synchronized 
activity, decoding was very accurate, with better performance than for asynchronous distractors.  
This was because the absolute value of the gain modulation was small except at the phase where the 
target but not distracting inputs were firing strongly.  This reduced noise due to stochastic spiking of 
distracting inputs.   
Performance dropped rapidly as modulation strength was decreased, such that for weakly and 
moderately synchronized inputs decoding accuracy was worse than for asynchronous distractors 
(Figure 5.6b).   Unsurprisingly, increasing the separation in phase between the peak firing of target 
and distractors reduced how tightly synchronized they needed to be to reach a given decoding 
accuracy (data not shown). 
 
Figure 5.6 Phase coding.  Example input firing rate modulations and gain modulation.  
Comparison of Fisher information as function of synchronization strength for asynchronous 
distractors (blue) and distractors coherent with target input but equally spaced in phase (yellow). 
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Figure 5.7  Filtering with arbitrary gain modulations. a, Effect of synchronization strength on 
decoding accuracy for asynchronous distractors (blue), distractors oscillating incoherently in the 
same frequency band as the target (red) and distractors oscillating coherently with the target but 
equally space in phase (yellow).  b, Effect of distractor frequency on decoding accuracy.  c, 
Comparison of decoding accuracy for different distractor conditions (indicated by color as above) 
for synchronization strength of 0.5 and average neuronal firing rate of 5 Hz. d-g)  Example input 
firing rate modulations, gain modulation generated by optimized linear filter (blue), and gain 
modulation found to optimize decoding accuracy for specific example of target firing rate 
modulation (yellow).  d) Asynchronous distractors, e) incoherently oscillating distractors in same 
frequency band as target, f)  Frequency separation, g) Phase separation. 
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5.3.9  Arbitrary gain modulations 
So far we have presented results for receiving networks which applied a gain modulation that was a 
linearly filtered version of the firing rate modulation of the target input.  We tested whether the 
comparatively poor performance obtained with incoherently oscillating distractors was an artifact of 
this assumption.  To do this we evaluated decoding accuracy for receiving networks where the gain 
modulation was allowed to be an arbitrary function of the target firing rate modulation.  To find the 
optimal gain modulation, we took a single instance of the target firing rate modulation over the 
integration window and used gradient descent to find the pattern of gain modulation that maximized 
decoding accuracy for this particular target input waveform (see Materials and Methods).  Only the 
modulation of the target input was frozen; distracting input modulations varied as before for each 
sample in the training and test set.  We repeated this for 100 individual instances of the target firing 
rate modulation, each of which was different because of random variation in its frequency, 
amplitude and phase. 
The shape of gain modulations found by this approach was similar to that found by optimized linear 
filtering of the target firing rate modulation (Figure 5.7 d-g).  For asynchronous distractors (Figure 
5.7 d) and those well separated from the target signal in frequency (Figure 5.7 f), gain modulations 
were close to sinusoidal with a mean value of zero.  For distracting inputs oscillating incoherently 
in the same frequency band as the target, the optimized gain modulation again strongly emphasized 
frequency components above and below the central frequency of the target firing rate modulation 
(Figure 5.7e). 
5.3.10  Low firing rates 
The above results show that when distracting inputs oscillate incoherently in the same frequency 
band as the target signal they severely degrade the accuracy with which the target stimulus can be 
recovered.  This occurs because of random variation in the overlap between the distractor firing rate 
modulations and gain modulation in the receiving region.  This overlap noise can be minimized by 
structured oscillatory activity in which distracting inputs are asynchronous or separated from the 
target in phase or frequency.  The relative advantage of such structured activity increases with the 
population firing rate of the input networks because, as firing rate is increased, noise due to 
stochastic spiking of individual neurons becomes smaller relative to the signal size while the 
relative size of overlap noise is unchanged.  Is there a population firing rate threshold below which 
structured oscillatory activity offers little advantage?  We show here that such a firing rate threshold 
exists but argue that is low relative to firing rates relevant to coding in cortex. 
Defining a firing rate threshold for a population code is complicated as the code is itself a 
distribution of firing rates over neurons.  To provide a number that is straightforward to interpret we 
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considered a local region of receiving network for which all afferents have the same stimulus 
tuning, such that each input is characterized by an average firing rate ܴ௡ and modulation ݉௡ሺݐሻ.   
The spiking activity due to input network N is: 
     ݏ௡ሺݐሻ	~	ܲ݋݅ݏݏ݋݊ሺܴ௡݉௡ሺݐሻሻ 
The total spike input is:   
ܵሺݐሻ ൌ෍ݏ௡ሺݐሻ
௡
 
The output of the receiving network is: 
     ܱሺtሻ ൌ ݃ሺݐሻܵሺݐሻ 
Where ݃ሺݐሻ is the gain modulation of the receiving network.  The integrated output of the receiving 
network is: 
     ܲሺݐሻ ൌ ׬ ܱሺݐ′ሻ௧௧ି் ݀ݐ′ 
Our approach to determining the firing rate threshold at which overlap noise becomes dominant was 
to compare the noise due to an asynchronous distracting input with that due to an incoherently 
oscillating distracting input  (both with the same average firing rate).  This will depend on their 
firing rates, on the gain modulation, and on the firing rate modulation of the incoherently oscillating 
input.  As in Figure 5.3, we assume that the target input and the oscillating distracting input have 
broadband oscillations with the same central frequency and same synchronization strength.  
We considered two different gain modulations: that found in Figure 5.3 to maximize decoding 
accuracy for incoherently oscillating distractors (but which is physiologically implausible as it is 
often a multimodal function of oscillation phase), and the biologically plausible gain modulation 
used in Figure 5.4 which oscillated about zero with the same waveform as the firing rate modulation 
of the target input.  For networks in which the average value of the gain modulation over time is 
zero, either an asynchronous or an incoherently oscillating distracting input contributes on average 
zero to the integrated output, irrespective of their average firing rate.  However, for any given time 
window the contribution will not be exactly zero because of stochastic spiking of individual neurons 
and variability in the overlap between the firing rate modulation of the distracting input and gain 
modulation in the receiving network.    
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Across an ensemble of time windows there will be a distribution centred on a mean of zero.  The 
variance of this distribution is a measure of the noise contributed by the distracting input: 
   ܦ݅ݏݐݎܽܿݐ݋ݎ	݊݋݅ݏ݁	ݒܽݎ݅ܽ݊ܿ݁ ൌ 	ݒܽݎ	ሺ	׬ ݃ሺݐᇱሻݏ௡ሺݐ′ሻ݀ݐ′௧௧ି் 	ሻ  
We evaluated the noise variance as a function of average population firing rate for the asynchronous 
and incoherently oscillating distracting inputs (Figure 5.8a).  For the asynchronous distracting input 
noise variance increased linearly with average firing rate as expected for Poisson noise.  However, 
for the distracting input oscillating incoherently in the same frequency band as the target signal, the 
relationship between firing rate and variance was different at low and high firing rates.  At low 
firing rates the noise variance was identical to that due to an asynchronous distractor and increased 
approximately linearly with firing rate (Figure 3.8a).  At higher firing rates the noise variance for 
 
Figure 5.8 Evaluating the low firing rate threshold. Variance of noise in integrated output of 
receiving network due to an asynchronous (solid line) and an oscillating (dotted line) distracting 
input as function of distracting inputs firing rate.  b) ratio of the noise variances plotted in (a), 
vertical line indicates firing rate threshold at which ratio is two. c,d) As for (a,b) but for different 
integration times and modulation frequencies indicated by line colour (see key).  e) Firing rate 
threshold plotted as function of the synchronization strength of the oscillating distracting input for 
optimized and biologically plausible gain modulation. 
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the oscillating distractor increased with the square of the firing rate, rapidly becoming much larger 
than that due to the asynchronous distractor.  In the high firing rate regime the dominant source of 
noise is random variability in the overlap between firing rate modulation of the input and gain 
modulation in the receiving region. 
We defined a threshold that distinguished these regimes as the population firing rate at which the 
noise due to the oscillating distractor was two-fold larger than that due to the asynchronous 
distractor (Figure 5.8b).  This threshold was invariant with respect to changes in the integration 
time, as noise variance for both asynchronous and oscillating distractors scaled proportionately 
(Figure 5.8c).  The firing rate threshold increased linearly with the oscillation frequency because at 
higher frequencies the overlap between gain modulation and firing rate modulation was averaged 
over more oscillation cycles (Figure 5.8c).  By expressing the firing rate threshold in units of spikes 
per cycle rather than Hz, the threshold remained invariant to changes in the oscillation frequency 
(Figure 5.8d). 
The threshold population firing rate varied with the synchronization strength of the inputs (Figure 
5.8e).   This is because with weak modulations overlap noise is smaller relative to stochastic spiking 
of individual neurons.  However, where target and distracting input have comparable modulation 
strength, this reflects a worsening of the signal to noise ratio due to stochastic spiking rather than an 
improvement in the signal to noise ratio due to overlap variability.  As shown above, for a given 
firing rate weak oscillations give much worse decoding accuracy (Figure 5.3c). 
For moderately to strongly oscillating distracting inputs, the threshold population firing rate was in 
the range 5-10 spikes per cycle for a receiving network using the optimized gain modulation.  For 
the receiving network with a biologically plausible gain modulation the threshold firing rate was in 
the range 1.5-5 spikes per cycle. 
A threshold firing rate of 5 spikes per cycle corresponds to 200-400 Hz for gamma oscillations, and 
proportionally less for lower oscillation frequencies.  As this threshold applies to a population firing 
rate, both the firing rates of individual neurons and the population size determine which regime the 
system is in.  Although average firing rates in cortex are thought to be low (< 1Hz (Lennie, 2003), 
mean rates in sensory cortex during behavioral tasks are considerable higher (5-10 Hz (O’Connor et 
al., 2010; Vijayan et al., 2010) with cells that are strongly driven by a particular stimulus firing at 
rates up to 100 Hz.  A population consisting of just a few tens of active neurons would therefore be 
in the high firing rate regime where ‘non-communication through non-coherence’ performs poorly 
relative to schemes using more structured oscillations.   
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The relevant population size is that of a functionally defined groups of afferents that share the same 
oscillatory modulation and target a single functional region of a receiving network, i.e. a region 
where cells have similar tuning properties and gain modulations.  In regions of cortex where tuning 
to stimulus features is spatially mapped across the cortical surface, it is reasonable to take the size 
of such a functional group as the number of neurons in a small area of cortex over which tuning 
properties vary only modestly.  Taking as an example macaque V1, where orientation tuning 
typically varies over the full range of 180º in 0.5 – 1mm (Mountcastle, 1997; Horton and Adams, 
2005) and where neuronal density is ~105 per mm2 of cortical surface (Collins et al., 2010), a 
population of 1000-10000 neurons might reasonably be assumed to share similar orientation tuning 
and receptive field location.  Taking only principal neurons in a single layer would still leave 
populations that were firmly in the high firing rate regime even for average neuronal firing rates of 
1 Hz and gamma oscillation frequencies.  Defining functional groups by similar tuning for multiple 
stimulus dimensions such as spatial frequency, colour and orientation might in principle reduce their 
size sufficiently to make a case for the low firing rate regime.  Whether this is an appropriate 
definition would depend on the details of the circuitry and the function the CTC mechanism was 
hypothesised to subserve in a given neural system. 
  
5.4  Discussion 
This study provides a quantitative assessment of the proposal that selective communication can be 
achieved by coherence between firing rate modulation in a sending region and gain modulation in a 
receiving region (Fries, 2005).  Our results demonstrate that this is a viable mechanism for gating 
functional connectivity, allowing flexible routing of population-coded information.  However, they 
show a strong and previously unrecognized dependence of the accuracy of information transmission 
on the structure and strength of oscillatory activity across a set of inputs.   
Our findings question the proposal that incoherent oscillations functionally decouple anatomically 
connected regions.  While random variation in the phase between a firing rate modulation and a 
gain modulation can reduce the average gain for an input to arbitrarily low levels, this is achieved at 
the cost of large fluctuations in gain from cycle to cycle.  Unless firing rates are very low or 
population sizes relevant for coding are very small, these fluctuations are the dominant source of 
noise in the recovered signal and severely limit the accuracy with which information can be 
propagated.  These random fluctuations can be greatly reduced if distracting inputs are 
asynchronous, or separated from the target input in frequency or phase.  These more structured 
arrangements for multiplexing population codes support flexible modulation of functional 
connectivity with much less degradation of the target signal.   
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What is the functional significance of incoherent oscillatory activity in anatomically connected 
regions?  It is possible that ‘non-communication through non-coherence’ is used in pathways where 
flexibility is crucial and low information rates can be tolerated.  It is also possible that seemingly 
random variability in phase relationships actually represents deterministic moment-to-moment 
changes in a highly structured pattern of oscillations.  Alternatively, if oscillations in one or both 
regions are weak and produce only shallow modulation of firing rates or gains, the effect of changes 
in relative phase on functional connectivity will be negligible.  Task-dependent changes in 
coherence would in this case be a consequence rather than a cause of changes in signal flow. 
The strength of oscillatory modulation of the target signal also has a strong effect on the signal to 
noise ratio.  Weak oscillations result in poor signal to noise ratio because the firing rate modulation 
read out by the receiving network is small relative to noise from stochastic spiking of individual 
neurons.  This conclusion is likely to generalize beyond CTC to other mechanisms in which the 
principal carrier of information is non-zero frequency components of the firing rate generated by 
oscillatory network activity.  It is certainly the case for the gating mechanism described in the 
previous chapter in which frequency selective filtering networks read out information encoded in 
firing rate oscillation amplitude patterns. 
Estimating the modulation depth of sparsely synchronized oscillatory activity is technically 
challenging.  Individual neurons fire irregularly at rates potentially well below the oscillation 
frequency, such that the spike pattern of a single neuron provides little information about the 
population firing rate modulation.  A common approach to estimating modulation strength is to look 
at the distribution of spikes relative to the phase of a band pass filtered local field potential (LFP) 
oscillation.  This method can underestimate modulation strength if the LFP signal is corrupted by 
noise, for example from neurons not participating in the oscillation, if the analysis combines activity 
from periods with and without strong oscillation, or includes neurons not participating in the 
oscillation.  Despite these technical difficulties measured spike phase histograms show a wide range 
of modulation strengths across different oscillations, from very strong modulations during  
hippocampal theta oscillations (Klausberger et al., 2003), and oscillations in the olfactory system of 
zebrafish (Friedrich et al., 2004) and locusts (Perez-Orive et al., 2002), to apparently weaker 
modulation during gamma oscillations in the hippocampus (Tukker et al., 2007; Colgin et al., 2009) 
and entorhinal cortex (Colgin et al., 2009).   Our results suggest that where oscillations are 
genuinely weak, mechanisms exploiting them for selective routing of signals would recover only a 
tiny fraction of the information represented in the sending population.   
The modelling work in this chapter made the simplifying assumptions that inputs sum linearly and 
that gain modulation multiplicatively scales the combined input.  Though these are a reasonable set 
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of assumptions for an initial investigation of this question, both assumptions are likely to be 
violated to a greater or lesser extent in real neural networks.  Clearly patterns of multiplicative 
modulation that accurately separate linearly summed inputs will no longer work effectively if input 
summation is highly sub- or super-linear.  Likewise, non-multiplicative modulations of the network 
input-output function will behave differently as demultiplexing operations.  It may be possible to 
compensate for non-linear input summation by modifying the gain-modulation operation, or vice 
versa.   Exploring these possibilities in future work would be a valuable extension to our results.   
We cannot completely rule out the possibility that a network implementing a more complex 
demultiplexing operation could more accurately separate signals oscillating incoherently in the 
same frequency band.  If we wish to retain the basic mechanism of coherence between firing rate 
and gain modulation, an obvious extension is to consider a class of models in which the 
instantaneous input-output relationship of the receiving network is a non-linear function of the 
input, and the gain modulation acts by changing the shape of this nonlinearity. We have explored the 
performance of several models in this class, including those with threshold-linear, power law and 
threshold-power law nonlinearities (data not shown).  In these experiments the gain modulation 
could vary both a linear input gain and the threshold and/or exponent of the non-linearity.  These 
extensions to the model did not, however, result in any improvement in performance over the linear 
gain modulation outlined above. Although we cannot claim to have exhaustively explored all 
possible models in this class, we think it unlikely that any approach based on coherence between 
firing rate and gain modulations can efficiently separate signals oscillating incoherently in the same 
frequency band. 
Throughout this work we have discussed gain modulation that acts on the input-output relationship 
for the activity of a population of neurons.  Oscillatory activity can also modulate the gain of 
synaptic plasticity (Pavlides et al., 1988; Huerta and Lisman, 1993).  This could be used to 
selectively potentiate or depress inputs depending on their oscillatory modulations.  As our results 
are due to signal to noise considerations they are equally applicable to identifying which structures 
of activity permit accurate selective plasticity of a subset of inputs by oscillatory modulation of the 
gain for plasticity. 
To summarize, selective communication can be achieved by coherence between gain and firing rate 
modulations.  However, to achieve a high signal to noise ratio the oscillatory modulation of the 
target signal must be strong, and distracting inputs must be distinguished from the target by 
frequency, phase or amplitude of oscillation.  Failure to satisfy these constraints greatly reduces the 
accuracy of information transmission.  Where oscillatory activity plays a causal role in modulating 
functional connectivity we expect it to be organized to maximize the accuracy of communication.    
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Chapter 6:  Waves or ripples?  Estimating the strength of 
network oscillations from spike-field and spike-spike 
coherence spectrums. 
 
6.1 Introduction 
Though it is common to talk about asynchronous and oscillating network states as discrete, for real 
networks it is more accurate to consider a continuum of states from asynchronous, through resonant, 
weakly and strongly oscillating.  This absence of a clear demarcation occurs because of the type of 
bifurcation that leads to oscillating network states and the presence of noise and finite size effects.    
Transitions between asynchronous and sparsely synchronised network states occur through 
supercritical Hopf bifurcations in which a stable fixed point changes into an unstable fixed point 
surrounded by a small amplitude limit cycle.  In idealised noise-free, infinite size systems there is 
still a clear distinction between the asynchronous and oscillating state even though oscillating states 
near the state transition have small amplitude.  This distinction becomes blurred by the presence of 
noise and finite size effects.  The instantaneous firing rate in any finite size network must fluctuate 
due to the discreet nature of spikes.  These fluctuations act like a source of noise in the recurrent 
synaptic drive.  In biological networks these fluctuations are supplemented by additional sources of 
noise such as stochastic transmitter release and thermal fluctuations in channel opening.  The upshot 
of this is that the total activity in the asynchronous state is not constant but instead can be thought of 
as a stochastic process.   If the parameters of the network are smoothly varied to move the network 
between an 'asynchronous' and oscillating state, there is no sharp transition in the autocorrelation 
function or  power spectrum of the total activity, but rather a smooth change between states.   
The implication of these dynamics for interpreting in vivo data is that statistically significant peaks 
in spectral measures of network activity in no way provide evidence for strong network oscillations.  
This fact is perhaps underappreciated in the experimental literature, where papers arguing for the 
functional significance of oscillatory phenomenon rarely comment on the strength of the observed 
periodic fluctuations.   This may in part be due to researchers implicitly making an incorrect 
analogy between the asynchronous to oscillating state transition and that between quiescence and 
spiking in single neurons, where just super-threshold currents produce large amplitude spikes.   
Our results from the previous two chapters indicate that the strength of network oscillations has a 
profound effect on the efficiency with which they can be used for controlling the gain of functional 
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interactions.  In the oscillatory routing mechanisms we have studied, information is encoded by 
spatial patterns of oscillatory modulations of the firing rate.  The signal to noise ratio is determined 
by the size of these modulations relative to stochastic spiking of individual neurons.  Where 
network oscillations are weak this leads to poor communication accuracy.   This is likely to be true 
for any multiplexing schemes which use oscillations, and as we argue in the introduction, 
multiplexing is implicit in many hypotheses about the function of network oscillations.  Evaluating 
the strength of network oscillations in behaving animals will therefore likely prove important in 
evaluating whether they are indeed functionally significant in a given system.  This would be trivial 
if we could measure the spiking activity of all neurons in a local region, but is challenging using 
experimentally available data as we can only observe the spiking of a handful of neurons and 
indirect measures such as the LFP. 
In this short results chapter we presents two small pieces of work we have found useful for thinking 
about oscillatory fluctuations in in vivo data.  The first is simply an illustration of the smooth 
transition between asynchronous and oscillating states in the presence of noise, using the Wilson-
Cowan equations as a model system.  The second is an exploration of how synchronisation strength 
and neuronal firing rates affect spike-field and spike-spike coherence spectrums.  These measures 
are widely used to assess neuronal synchronisation but they are difficult to interpret; is a peak of 0.1 
in a spike-field coherence spectrum indicative of a strong or weak oscillation?  We consider the 
coherence spectrums that are expected for networks in which slowly varying spatial patterns of 
firing rates are multiplicatively modulated by faster oscillatory activity.   This multiplicative 
modulation model is a reasonable description of the activity in our simulated networks in Chapter 4 
and is the explicit form used in Chapter 5.  Making a very crude assumption about the LFP, we can 
write analytical approximations for the coherence spectra which indicate a simple relationship 
between coherence, firing rate, sampling frequency and the spectrum of the oscillatory modulation. 
 
6.2 Materials and Methods 
6.2.1 Models and simulations 
Two models were used to generate data for the analyses in this chapter; the Wilson-Cowan model 
used in Chapter 3 to simulate slice rephasing, and the periodically modulated Poisson model of 
network activity used in Chapter 5. 
The Wilson-Cowan model was used for figures 6.1 and 6.2.  The model was identical to that used in 
Chapter 3 apart from the removal of the transient input pulse and changes to the population time 
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constants ߬௘, ߬௜ and the standard deviation ߪ of the noise.  The time constants were adjusted such 
that their mean was always 2 ms and their ratio ݎ ൌ ߬௘/߬௜ was varied across simulations to move 
the model between the asynchronous and oscillatory state. For a given ratio ݎ the time constants 
were given by: 
                                               ߬௘ ൌ 2ݎ/ሺ1 ൅ ݎሻ                              ߬௜ ൌ 2/ሺ1 ൅ ݎሻ 
 For figures 6.1.1a,b  a range of 5 ratios was chosen which spanned the transition between 
asynchronous and oscillatory activity.  To choose this range we calculated the value of ݎ at which 
the network transitioned between asynchronous and oscillating states.  A necessary condition 
(Latham et al., 2000) for the stability of the asynchronous state can be written: 
τୣ
τ୧ ൐
Ф୉,୉ െ 1
1 െ Ф୍,୍  
Where Ф୐,୑ is the partial derivative డФైడெ  of the sigmoidal activation function for population ܮ 
evaluated at the equilibrium point.  For our model parameters this gives the condition 	த౛த౟ ൐ 0.4919 
for the stability of the asynchronous state. 
The following parameter values were used for simulations to generate figures: 
Figure 6.1.1ai ߪ = 0, ݎ = 2 Figure 4.1.1bi   = 0.2, ݎ =2 
Figure 6.1.1aii ߪ = 0, ݎ = 0.6 Figure 4.1.1bii   = 0.2, ݎ = 0.6 
Figure6.1.1aiii   = 0, ݎ = 0.5 Figure 4.1.1biii ߪ = 0.2, ݎ = 0.5 
Figure6.1.1aiv ߪ = 0, ݎ = 0.45 Figure 4.1.1biv ߪ = 0.2, ݎ = 0.45 
Figure6.1.1av ߪ = 0, ݎ = 0.25 Figure 4.1.1bv ߪ = 0.2, ݎ = 0.25 
For figure 6.2a ߪ = 0 and r was varied from 0.6 to 0.12 in steps of 0.03. 
For figure 6.2b ߪ = 0.2 and r was varied from 2 to 0.1 in steps of 0.1. 
Covariance functions and spectra were evaluated from 200 seconds of simulated network activity; 
downsampled to time resolution of 1 ms. Activity was normalized such that the average firing rate 
was 1 before evaluating these measures. 
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Modulations used in figures 6.4 – 6.4 were generated by the periodically modulated Poisson model 
used in Chapter 5.  Briefly, the firing rate modulation was a Von Mises function of the oscillation 
phase.  Frequency and modulation strength fluctuated as low pass filtered Gaussian white noise.  
For all figures the central oscillation frequency was 50 Hz, the frequency variability parameter ܼ= 
0.2 and the amplitude variability parameter ܸ ൌ 0.1. Modulation strength was varied across figures 
as indicated in the figure legends.  Coherence spectra were evaluated from 10000 seconds of 
activity with a time resolution of 1 ms. 
6.2.3 Spectral analysis 
Spectrums in figures 6.1c and 6.2 and coherence spectrums in figures 6.3-6 were evaluated using 
multi-taper methods for smoothing in the frequency domain. Multi-taper methods work by 
multiplying the signal by multiple different tapers before calculating the Fourier transform.  The 
Fourier transform for a single taper is given by:  
ݔ௞ሺ݂ሻ ൌ෍ݓ௞ሺݐሻݔሺݐሻ݁ିଶగ௜௙௧
௡
௧ୀଵ
 
Where ݓ௞ሺݐሻ are ܭ orthogonal tapers.  We used 7 Slepian functions as tapers as these are an 
optimal family of orthogonal tapers.  Spectra and cross-spectra are calculated by averaging across 
tapers: 
ܵ௫ሺ݂ሻ ൌ 1݇෍|ݔ௞ሺ݂ሻ|
ଶ
௄
ଵ
 
ܵ௫௬ሺ݂ሻ ൌ 1݇෍ݔ௞ሺ݂ሻݔ௞ሺ݂ሻ
ற
௄
ଵ
 
In figures 6.1 and 6.2 activity was divided into non overlapping 500 ms sections and zero padded to 
512 samples before Fourier transforms. For figures 6.3 – 6.4 activity was divided into non 
overlapping 250 ms sections and zero padded to 256 samples. 
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6.3  Results 
6.3.1  Transition between asynchronous and oscillating states in the noise-free and noisy 
Wilson-Cowan model 
The Wilson-Cowan model from Chapter 3 was used to illustrate how noise changes the abrupt 
transition between the asynchronous and oscillating states in noise free systems into a smooth 
transition.  The only parameter that was varied to move the system across the state transition was 
the ratio ߬௘/߬௜  of the time constants of the excitatory and inhibitory populations.   This ratio was 
varied while holding the mean of the two values constant to minimise changes in the oscillation or 
resonance frequency.  As the ratio is reduced the asynchronous state loses stability to an oscillating 
state.   
In figure 6.1.1 we illustrate the state of the network for 5 different values of the ߬௘/߬௜ ratio, 
spanning a range from far inside the asynchronous state (i), to a strongly oscillating state (v).  The 
third state (iii) was very close to the state transition but just on the asynchronous side.  We show an 
example 500 ms section of the activity of the excitatory population (Figure 6.1.1-2a), the covariance 
function of the excitatory population activity (Figure 6.1.1-2b), and the power spectrum of this 
activity (Figure 6.1.1-2c).   To give a more complete picture than is provided by just these 5 states, 
we use surface plots in figure 6.2 to illustrate the evolution of the activity power spectrum across 
the state transition.  Multi-taper methods were used for frequency smoothing in all spectral analyses 
in this chapter (see methods).   
For the noise-free model (Figure 6.1.1) the activity exhibited a sharp transition between the 
asynchronous and oscillating state.  In the asynchronous state (i-iii) the activity is constant in time 
(a), the covariance function is zero for all lags (b), and the power spectrum is zero for all 
frequencies (c).  In the oscillating state (iv-v) the activity has periodic fluctuations (a), which cause 
a periodic covariance function (b) and a peaked power spectrum (c).  As the system moves further 
from the state transition the modulation depth increases (v) and harmonics become visible in the 
power spectrum (c.v). 
Adding noise to the system changed the transition between asynchronous and oscillatory activity 
(Figure 6.1.2).  When the ratio ߬௘/߬௜ was high (i) fluctuations induced by noise were aperiodic (a), 
as evidenced by the absence of periodicity in the covariance function (b) or a peak in the power 
spectrum (c).  As the ratio was reduced noise induced fluctuations became more periodic (a.ii) and a 
clear peak emerged in the power spectrum (c.ii).  Further reduction of the ratio increased the size  
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and regularity of the periodic activity fluctuations (a.ii-v), increased the size and sharpness of the 
spectral peak (c.ii-v) and the power of harmonics of the oscillation frequency (c.v).  The smooth 
nature of this transition is illustrated by the surface plot in figure 6.2.b and is in marked contrast to 
the sharp transition in the absence of noise (figure 6.2. 
The two key points illustrated by these figures are that there is a continuum of states between 
asynchronous and strongly oscillating, and that strongly peaked power spectra emerge when 
fluctuation are still shallow relative to the mean activity.  A similar gradual transition between 
asynchronous activity and strong oscillation is shown for the spiking network models used in 
Chapter 4 in figure 4.8. 
6.3.2 Relating coherence measurements to the strength of network oscillations 
The above results illustrate that the presence of a peak in spectral measures of network activity does 
not necessarily imply a strong oscillation.   Given the likely importance of oscillation strength, we 
would like to be able to infer the strength of network oscillations from spectral measures.   Here we 
focus on spike-field and spike-spike coherence spectra which are widely used measures of local 
circuit and inter-region oscillatory synchronisation.  Coherence is a frequency domain measure 
defined as: 
ܥ௫௬ ൌ
ܵ௫௬ሺ߱ሻ
ඥܵ௫ሺ߱ሻܵ௬ሺ߱ሻ
 
Where ܵ௫ሺ߱ሻ,  ܵ௬ሺ߱ሻ are the autospectral density of signals ݔ and ݕ and ܵ௫௬ሺ߱ሻ is their cross 
spectral density.  Some authors define the coherence as the square of the above quantity but we use 
the above definition as it is frequently used in the experimental literature.   
 
Figure 6.1 (Preceding page) Transition between asynchronous and oscillating states in noise-free 
and noisy Wilson-Cowan model.  Transition between asynchronous and oscillating state for the
Wilson-Cowan model with noise = 0 (6.1.1) and with noise = 0.2 (6.1.2).  Rows i  to v show network 
activity with the following values of the ratio ߬௘/߬௜ :  i: 2, ii: 0.6, iii: 0.5, iv: 0.45, v: 0.25.  a) 
Example of 500 ms of activity of the excitatory population. b) Covariance function of the activity of 
the excitatory population. c) Spectrum of the activity of the excitatory population. 
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Figure 6.2  Activity power spectra across state transition.  Power spectra as a function of ߬௘/߬௜ 
ratio for the noise free (a) and noisy (b) Wilson  – Cowan model. 
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Coherence measures the phase consistency and amplitude covariation of two signals as a function of 
frequency.  Coherence spectra takes values between one and zero with a value of one indicating that 
fluctuations of a given frequency are identical up to a constant phase shift, while a value of zero 
indicates the fluctuations are uncorrelated. 
Here we explore the expected spike-spike and spike-field coherence spectra for networks where 
oscillatory activity can be modelled as a homogeneous multiplicative modulation of firing rates and 
spiking is a Poisson process.  The model for activity of individual neurons is: 
௜ܵ ൌ ܲ݋݅ݏݏ݋݊ሺܴ௜ሺݐሻܯሺݐሻሻ 
Where ௜ܵ is the spike activity of unit ݅, ܯሺݐሻ is a multiplicative oscillatory modulation applied to all 
units, and ܴ௜ሺݐሻ is a spatial pattern of firing rates.   ܴ௜ሺݐሻ varies on a much slower timescale than 
ܯሺݐሻ and we initially consider networks where ܴ௜ does not vary.   
This model is of interest for several reasons.  Firstly, the model is a reasonable description of the 
oscillatory activity we observed in Chapter 4 generated by randomly connected networks with 
oscillatory dynamics driven by spatially patterned Poisson spike input.  Secondly, the multiplicative 
modulation model is a reasonable approximation to make about network activity in a local network 
in vivo in the absence of experimental evidence suggesting differential modulation of distinct sub-
populations.  Thirdly, multiplicative modulation can work as an effective multiplexing scheme for 
population codes as demonstrated in the previous two chapters.  
We initially consider a model in which the spatial pattern of firing rates is stationary. 
௜ܵ ൌ ܲ݋݅ݏݏ݋݊ሺܴ௜ܯሺݐሻሻ 
To make any statements about the spike-field coherence we need a model of the LFP.  We assume 
that the LFP can be modelled as a linearly filtered version of the modulation ܯሺݐሻ.  This is clearly a 
very crude approximation but is not completely unreasonable.  The LFP is thought to primarily 
reflect fluctuations in the synaptic input to neurons in a region of a couple of hundred micron radius 
around the electrode.  Fluctuations which are correlated across neurons summate to make a much 
greater contribution than uncorrelated fluctuations such that the common fluctuations driving the 
modulation can be expected to contribute strongly to the LFP unless the modulation is very shallow.  
The contribution of synaptic currents to the LFP is thought to be low pass filtered due to both 
dendritic filtering effects (Lindén et al., 2010b) and potentially due to the extra cellular medium 
(Bédard et al., 2010b).  
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 However, as long as these filtering effects are linear they do not change the coherence spectra as 
they scale both the spike-field cross spectrum and the field autospectrum by the same amount.  We 
can therefore ignore these filtering effects when considering coherence spectra and model the LFP 
as simply the modulation ܯሺݐሻ. 
 
Figure 6.3  Effect of modulation depth and firing rate on coherence measures.  a) Firing rate 
modulations ranging from modulation strength 0.1 (i) to 0.9 (v) in steps of 0.2.  b)  Spike-field 
coherence spectrums for 100 Hz firing rate.  Labels (i-v) on traces correspond to modulation depths 
in (a).  c)  Spike-spike coherence spectrums. d) Spike-field coherence spectrums for modulation 
strength of 0.1 at a range of firing rates from 50 Hz to 250 Hz in 50 Hz intervals.  Labels on traces 
indicate firing rate in Hz.  e)  Spike-spike coherence spectrums.   f,g)  Coherence plotted as a 
function of firing rate.  Crosses indicate measured coherence values, lines indicate approximated 
coherence values. 
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For the modulations we use the statistical description used in Chapter 5, in which the modulation is 
a Von Mises function of phase, and both the angular frequency and modulation strength fluctuate as 
low pass filtered Gaussian noise.  Figure 6.3a shows example modulations of 5 strengths ranging 
from 0.1 to 0.9 using the strength measure from Chapter 5 where 0 is asynchronous activity and 1 
has all spikes occurring at the same phase.  We evaluated the spike-field (Figure 6.3b) and spike-
spike (Figure 6.3c) coherence spectra as a function of modulation strength for multi-unit activity 
with total firing rates of 100 Hz per spike train.  As expected both coherence measures show a clear 
peak at the oscillation frequency, the size of which increases monotonically with modulation depth.  
For any given modulation depth spike-field coherence was higher than spike-spike coherence.  For 
highly synchronised oscillations additional coherence peaks occur at the harmonics of the 
oscillation frequency. 
It is frequently stated in the experimental literature that coherence measures are independent of 
spike rate.  It is unclear where this belief came from as it is very clearly not true under reasonable 
assumptions about the network activity and LFP.  In figure 6.3d-g we show coherence spectra for a 
network with a fixed modulation depth of 0.1 for a range of firing rates of the spike trains used to 
calculate the coherence measures.  The height of the peak of both coherence spectra increases 
monotonically with firing rate, with a faster increase for spike field compared with spike-spike 
coherence.  The reason for this is that as firing rates increase the waveform of the spike trains 
becomes more and more similar to the waveform of the modulation.  This dependence on firing rate 
makes it impossible to make inferences about the strength of oscillatory modulation in a network 
unless average firing rates are reported alongside coherence spectra.  This dependence also suggests 
that reports of task dependent changes in coherence should be treated with caution unless steps are 
taken to compensate for the dependence. 
6.3.3 The Relationship between firing rate, modulation strength and coherence spectra 
What is the functional form relating firing rate, modulation strength and coherence spectra for this 
model? To answer this question we turn to a recent paper by Zeitler et al (2006) which analytically 
evaluated the coherence spectra for a very similar model to ours.  The Zeitler model consists of 
Poisson neurons with firing rate: 
 
ݔ௜ሺݐሻ ൌ ߣ ൅ ௖ܰߪߟ଴ሺݐሻ ൅ ሺ1 െ ௖ܰሻߪߟ௜ሺݐሻ 
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Where ݔ௜ሺݐሻ is instantaneous firing rate of unit ݅,  ߣ  is average firing rate (common to all units), ௖ܰ 
is fraction of firing rate variability that is common to all units,  ߪ is total variance of the firing rate 
modulation (common to all units),  ߟ଴ሺݐሻ is Gaussian coloured noise with zero mean and variance 
(representing Network Oscillation),  ߟ௜ሺݐሻ is Gaussian white noise, zero mean, variance 1  
(representing non-common input). 
 
 
Figure 6.4 Approximating coherence spectrums.   6.4 Real (solid lines) and approximated (dash 
lines) coherence spectrums for (a) modulation strength 0.1, firing rate 100 Hz, (b) modulation 
strength 0.5, firing rate 100Hz, (c) modulation strength 0.025, firing rate 1000 Hz, (d) Spike-spike 
coherence between two units with rates 100 Hz and 200 Hz, modulation depth 0.1.  e)  Firing rate 
for two units (average firing rates 100 Hz) with partially correlated low frequency rate variation 
modulated by high frequency oscillation with modulation depth 0.1. f) Coherence spectrums (solid 
lines), and approximated coherence spectrums based only on oscillatory modulation and average 
rate. 
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They model the LFP as the common input: 
ܮܨܲሺݐሻ ൌ ߟ଴ሺݐሻ 
For this model they analytically derive the following approximate expression for the coherence 
spectra. 
Single unit spike-field coherence   ܥௌி ൎ ௱௧ఙே೎√௱௧ఒ ඥߩሺ߱ሻ 
 
Spike-Spike coherence for two single units:  ܥௌௌ ൎ ሺ௱௧ఙே೎ሻ
మ
௱௧ఒ ߩሺ߱ሻ 
Where ߂ݐ is the time resolution at which the spike trains are sampled, ߩሺ߱ሻ is the autospectrum of 
ߟ଴ሺݐሻ.  The approximations are accurate in the limit     ߂ݐߣ ≪ 1 (due to binomial approximation of 
spike train, i.e. not more than one spike in each bin) and ሺ߂ݐߪሻଶ ≪ ߂ݐߣ  due to an approximation to 
simplify the expression.    
The derivation does not rely on the Gaussian nature of the fluctuations and hence our multiplicative 
modulation model and the Zeitler model can be transformed into each other by the following 
change of variables if we assume for now that all units in our model share the same average firing 
rate ܴ. 
   ௖ܰ ൌ 1,   ߣ ൌ ܴ ,   ߪߟ଴ሺݐሻ ൌ ܴሺܯሺݐሻ െ 1ሻ 
This gives the following expressions for the spike-field and spike-spike coherence in our model: 
Spike-field coherence:                              ܥௌி ൎ ඥܴ߂ݐߤሺ߱ሻ   
Spike-spike Coherence:    ܥௌி ൎ ߂ݐܴߤሺ߱ሻ 
Where  ߤሺ߱ሻ is the autospectrum of the modulation ܯሺݐሻ.  The limits provided by Zeitler et al 
suggest that these approximations are valid in the limit  ߂ݐ	ܴݒܽݎሺܯሺݐሻሻ ≪ 1 and  ߂ݐܴ ≪ 1 (but see 
below).   As all neurons have the same modulation in this model, the results are valid for single or 
multi-units as long as they have total firing rate ܴ. 
Figure 6.4a shows the correspondence between measured and approximated coherence measures for 
a firing rate of 100 Hz and modulation strength of 0.1.  The approximations provide an excellent 
match to the measured spectra.   The correspondence between the measured and approximated 
spectra broke down for high coherence values (figure 6.4b).  The conditions based on those 
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provided by Zietler et al did not correctly predict which spectra were accurately described by the 
approximation.  Spectra were accurately predicted for firing rates that were much too high to satisfy 
߂ݐܴ ≪ 1 (Figure 6.4c) and the approximation broke down for parameters which satisfied 
߂ݐ	ܴ	ݒܽݎሺܯሺݐሻሻ ≪ 1 (Figure 6.4b, ߂ݐ	ܴ	ݒܽݎሺܯሺݐሻሻ = 0.054).  In practice, spectra were accurately 
predicted in regions where spike field coherence was less than ~0.2 and spike-spike coherence less 
than ~0.04.   
Can we relax the assumption that the two spike trains used to asses spike-spike coherence have the 
same firing rate?  The structure of the problem suggests the form: 
     ܥௌி ൎ ߂ݐඥܴଵܴଶߤሺ߱ሻ 
Where ܴଵ and ܴଶ are the average firing rates of the two spike trains.  This accurately modelled the 
spike-spike coherence between pairs spike trains where the spike-spike coherence was less than 
~0.04  (Figure 6.4d) .   
We explored what happened when the spatial pattern of firing rates was no longer fixed but instead 
was allowed to vary on a timescale that was much slower than the modulation frequency.   The low 
frequency variability of the rate of each spike train was modelled as: 
ܴ௜ሺݐሻ ൌ 2	Фሺ0.5	μ଴ሺݐሻ ൅ μ௜ሺݐሻሻ 
Where μሺtሻ were low pass filtered Gaussian noise with a cut-off frequency of 5 Hz and a variance 
of 1, and Ф was a sigmoidal function  Фሺܽሻ ൌ ଵଵା௘షೌ .   
This produced partially correlated slowly varying firing rates which were modulated by a common 
high frequency oscillation.  Figure 6.4e shows an example 2 second section of the firing rates 
generated by this model.   
The LFP was modelled as the component of rate fluctuations that were correlated across units: 
 
ܮܨܲሺݐሻ ൌ 	Фሺ0.5	μ଴ሺݐሻሻܯሺݐሻ 
We evaluated the spike-spike and spike field coherence spectra for this model and compared them 
with the approximation based only on the modulation, which ignores the low frequency variation in 
rates and LFPs (Figure 6.4f).  Unsurprisingly the spectra showed a large peak at low frequencies 
due to the common low frequency fluctuations, in addition to the high frequency peak due to the 
modulations.   This shape of spectrum is strikingly similar to that observed in V4 during visual 
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stimulation (Fries et al., 2008).   The approximation based only on the high frequency modulation 
continued to accurately model the spectra for frequency ranges where the low frequency rate 
variation did not contribute significant power. 
 
6.4 Discussion 
The work in this chapter focuses on some basic points that need to be taken into account when 
interpreting evidence of oscillatory activity in in vivo data.  We initially looked at the dynamics of 
the transition between asynchronous and oscillatory activity and illustrated how in the presence of 
noise there is no clear demarcation between asynchronous and oscillatory states.   There is rather a 
continuum of states of increasing periodicity in which the activity spectrum becomes strongly 
peaked while the fluctuations are still shallow relative to the average firing rate.   
The effect of noise on non-linear dynamical systems has been studied extensively in other contexts 
(reviewed in Lindner, 2004), and our finding that noise blurs the distinction between stationary and 
oscillating states is not novel.  In a neuroscience context a similar phenomenon occurs in the 
dynamics of single neurons at the bifurcation to spiking; in deterministic neuron models a clear 
demarcation exists between quiescent and spiking states as the input current is increased through the 
rheobase, while in the presence of noise this transition is blurred (Hansel and van Vreeswijk, 2002; 
Lindner et al., 2003).  To our knowledge such effects have not been described at the network level, 
and while they are unsurprising from a dynamical systems perspective they may well be relevant to 
interpreting periodic signals observed in vivo.  Network level resonance effects near the boundaries 
between asynchronous and oscillating states have recently been characterised analytically for rate 
and integrate and fire models driven by sinusoidal inputs (Ledoux and Brunel, 2011). 
The other results in this chapter look at what can be inferred about the strength of oscillatory 
modulations from coherence measures.  The strong dependence of coherence on rate precludes 
meaningful quantitative inference about or comparisons of network state if the firing rate of the 
spike trains is not reported or compensated for.  Though this point is apparent from a close reading 
of the work of Zeitler et al (2008), the relationship between coherence and rate is obscured by the 
mathematical form of the model they use and is not emphasized in their discussion.  The point has 
certainly not been widely appreciated in the experimental community where it is still frequently 
stated that coherence does not depend on rate and where coherence spectra are rarely accompanied 
by sufficient information about firing rates.  Since the work detailed in this chapter was carried out, 
a paper has been published which identifies and characterises analytically the dependence of 
coherence on firing rate for various stochastic models of spike trains similar to those considered in 
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this chapter (Lepage et al., 2011).  The dependence of coherence on firing rate identified in this 
chapter occurs through a different mechanism from a previously recognised dependence on firing 
rate of spike count correlation between cells receiving common input (de La Rocha et al., 2007).  
The latter occurs due to the transformation of input fluctuations by a nonlinear neuronal input-
output relation, while the former is due to the effect of rate on the relative magnitude of fluctuations 
due to Poisson spike generation and those due to oscillatory modulation of the Poisson process 
intensity.  
If we know the firing rate of spike trains and are willing to make some assumptions about the 
structure of oscillatory activity and LFP, we can use coherence spectra to make inferences about the 
spectrum of network activity.   The accuracy of inferences based on the spike-field coherence will 
depend on how closely the LFP resembles a linearly filtered version of the local circuit activity.  
The forward model that links activity to LFP remains only partially understood (see literature 
review).  Deviation of the LFP from this linear model will reduce spike-field coherence values.  
Using spike-spike coherence measures removes concerns about the LFP forward model but at the 
expense of requiring very large amounts of data to obtain accurate spectra. 
For either type of coherence spectra, the accuracy of inferences about the network state based on the 
relationships we report in this chapter will depend on the extent to which activity in the frequency 
band of interest can be described as a common multiplicative temporal modulation of spatial 
patterns of firing rates.  Activity could deviate strongly from this assumption for several reasons.  
Rate coding of signals with power in the frequency band of interest would cause non-periodic 
independent variability of firing rates.  However, if oscillations are being used as a mechanism for 
multiplexing we expect the signal carried by changing patterns of firing rates to be at considerably 
lower frequency than the oscillatory modulation.    
Even where signal variability does not contain power in the relevant frequency band, the oscillatory 
modulation could deviate from homogenous multiplicative modulation in several ways.  Though 
multiplicative modulation appears to be a reasonable model in randomly connected networks based 
on visual inspection of the simulations presented in Chapter 4, we have neither quantified how 
much of the variability is captured by this description nor tested how dependent this is on network 
parameters.  Real networks are of course not randomly connected and this brings with it the 
possibility of much richer patterns of oscillatory activity such as multiple distinct sub-populations 
exhibiting different modulations.  More complex structures of oscillatory activity would cause 
coherence measurements to underestimate the strength of oscillatory modulations where coherence 
is measured between neurons participating in different oscillations. 
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What the simple models considered in this chapter can do is indicate approximately what strength 
of oscillatory activity experimental data provides evidence for, in the absence of evidence of 
oscillatory structures more sophisticated than uniform modulation of network firing rates.   
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Chapter 7. Discussion 
 
The work described in this thesis has aimed to help understand the dynamics and possible 
functional significance of task dependent changes in large scale oscillatory activity in mammalian 
brains.  The hypothesis I have developed is that such activity implements a specific low level 
operation; multiplexing population codes to permit selective control of gain in divergent and 
convergent anatomical pathways.  This is an incremental step in a line of research which previously 
developed many of the ideas central to the hypothesis.  Oscillations have long been proposed to 
play a role in controlling signal flow (Crick and Koch, 1990; Salinas and Sejnowski, 2001; Varela et 
al. 2001), and the potential they offer for communication that is more selective than the underlying 
anatomical connectivity has been previously recognised (Fries 2005).   The major conceptual 
difference between the above hypothesis and previous work is the emphasis we place on 
multiplexing.  This is the ability of oscillatory dynamics to create multiple, orthogonal information 
channels in a single firing rate signal.  Multiplexing is both necessary if oscillations are to be 
utilised for selective communication, and is what provides potential advantages over more 
straightforward asynchronous gain control mechanisms.  This emphasis was not present from the 
start of this project but instead emerged through investigating the practicalities of neural codes that 
permitted selective gain control using oscillations and considering why these mechanisms might 
confer advantages to organisms. 
Perhaps more important than this conceptual emphasis are the practical steps taken towards 
understanding the dynamics underlying in vivo data, and to develop a quantitative framework 
outlining how biologically plausible network dynamics and coding strategies can achieve selective 
gain control.  In this discussion I will first summarise my ideas concerning why and how the brain 
may use network oscillations to control the gain of anatomical pathways.   I will then outline the 
null hypothesis, describing briefly how the experimental phenomena that suggest the existence of 
these mechanisms could arise in a system in which oscillations do not play a functional role.  It is 
useful to explicitly explain how task dependent changes to oscillatory activity could occur as 
epiphenomena in order to facilitate interpretation of data and the design of experiments to evaluate 
the hypothesis.  Finally, I identify experimental tests that could help to distinguish these two 
possibilities. 
 
162 
 
7.1 Why use network oscillations as a gain control mechanism? 
There are two components to the question of why oscillatory gain control mechanisms may be 
valuable to organisms.  The first is why mechanisms for controlling the gain of pathways are useful 
for brain function?  The second is what advantages do oscillatory mechanisms offer over other more 
straightforward approaches to gate information flow? 
Gain control is a basic operation with great computational power (Salinas and Thier, 2000; Salinas 
and Sejnowski, 2001b).  This power stems from the fundamental role that the connection structure 
or weight matrix of a network plays in determining activity.  Changing the gain of a pathway is 
trivially equivalent to changing the weight matrix, while increasing the input gain of an individual 
neuron is equivalent to increasing the strength of all the synapses received by that cell.   Hence, 
controlling the gain of pathways or neurons can effectively remap the connection structure of a 
network.  The weight matrix profoundly affects internally generated activity patterns and the 
response of a network to external inputs, such that networks of simple units with appropriately 
structured connectivity can implement a wide range of complex computational functions.  
Consequently, by changing the connection structure, the function performed by a network may be 
transformed.  As discussed in the introduction, context dependent behavioural flexibility likely 
requires dynamically reshaping many aspects of the function of networks throughout the brain.  
Gain control allows the dynamic reshaping of network structure and hence provides a powerful 
mechanism to modulate the computational functions performed by networks. 
There are several mechanisms including shunting inhibition and background synaptic input which 
can modulate the gain of neurons  (Chance et al., 2002; Mitchell and Silver, 2003; Rothman et al., 
2009), and simple circuits can be constructed which selectively control signal flow without 
resorting to oscillatory dynamics (Anderson and Essen, 1987; Vogels and Abbott, 2009).  There is 
therefore a question of whether oscillatory mechanisms confer any distinct advantage compared 
with more straightforward asynchronous mechanisms.  The unique functionality which I argue 
oscillations provide in this context is the ability to multiplex multiple signals into the time or 
frequency domain of a single firing rate signal.  As we demonstrated in Chapters 4 and 5, this can 
allow appropriately designed filtering networks to selectively read out components of a combined 
signal in a convergent pathway, and hence to selectively control the gain of signals by varying either 
the oscillatory modulations of the inputs or the filtering performed by the receiving network.  
Although we did not explicitly model divergent pathways, it is clear that if different postsynaptic 
targets have distinct filtering properties, changes in modulation of the signal can differentially affect 
their gain.  Such selectivity does not permit any fundamentally new computational operations.  For 
example, if multiplexing is used to send independently controllable signals to two targets in a 
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divergent pathway, the same functionality could be implemented without multiplexing using two 
separate anatomical pathways.  However, multiplexing can permit a given level of functionality to 
be implemented with a greatly reduced amount of physical connectivity.  Given the considerable 
metabolic expense of nervous tissue and spiking activity (Attwell and Laughlin, 2001; Lennie, 
2003), this could have significant advantages for organisms.  
  
7.2 Multiplexing and demultiplexing population codes with oscillations and filtering 
networks 
To outline the framework developed for selective gain control in divergent and convergent 
pathways I first focus on the coding strategy used to represent information, then on how operations 
to generate and work with these codes may be implemented by biological networks. 
 
7.2.1 Periodically modulated population codes. 
The description outlined here for how information can be multiplexed and demultiplexed by 
networks with oscillatory dynamics goes considerably beyond previous work on the topic in the 
degree of quantitative detail concerning the coding used to represent information, i.e. which aspects 
of the network activity are signal and which are noise.   Even if the central hypothesis outlined 
above is broadly correct in some systems, the quantitative picture proposed here will inevitably be a 
great simplification and perhaps wide of the mark.  Nonetheless, if oscillations do play a role in 
controlling signal flow, there is a pressing need to develop quantitative models of how information 
is represented in this mechanism.  These are required both to determine whether qualitative 
proposals in fact work efficiently, and to evaluate whether in vivo data are consistent with the 
hypothesis.   
The coding strategy, which I describe as periodically modulated population codes (PMPCs), 
consists of conventional population rate codes which vary on a slow time-scale as the encoded 
information changes, periodically modulated in an approximately multiplicative manner by 
oscillatory dynamics on a faster time-scale.  The computationally attractive feature of multiplicative 
modulations is that they are extremely well suited for multiplexing.  The multiplexing schemes used 
in AM radio, and in time division and code division multiplexing of digital signals, can all be 
expressed as a slowly varying signal multiplicatively modulated by a rapidly varying carrier.  For 
spatial firing rate codes in populations of neurons, multiplicative modulation reproduces the spatial 
pattern of firing rates into a spatial pattern of oscillatory firing rate modulation.  These patterns can 
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be read out by evaluating the amplitude of firing rate oscillation at the network frequency (Chapter 
4), or by multiplicative gain modulation coherent with the oscillation (Chapter 5).  Neither of these 
readout mechanisms would recover the spatial firing rate code if the oscillatory modulation was 
additive, as in this case the amplitude would be constant across the network and both readouts 
would recover a flat spatial pattern.  The power of these alternative readout mechanisms is that they 
recover the information encoding spatial pattern of activity but are orthogonal to the average firing 
rate, other frequencies of modulation, and potentially input at other phases (for readout by 
appropriately structured gain modulation).   Therefore, different readouts can access independent 
information channels within one firing rate signal.  Population codes can be selectively transmitted 
into these channels by engaging the appropriate multiplicative modulation, and different channels 
within a combined  signal can be accessed by engaging the appropriate readout circuitry. 
These codes  are closer to conventional rate codes than they are to proposals such as synfire chains 
(Abeles, 1991; Bienenstock, 1995) or polychronization (Izhikevich, 2006)  that rely on precise 
temporal sequences of spikes across neurons.  However, unlike conventional rate codes where only 
the average firing rate over some integration time carries information, in the PMPC framework 
periodic modulations of the firing rate provide additional information channels.  The use of firing 
rates rather than precise spike times is attractive from a network dynamics perspective as the rate 
modulations generated by sparsely synchronised dynamics are robust against noise.  There are 
compelling experimental (London et al., 2010) and theoretical (Van Vreeswijk and Sompolinsky, 
1998; Banerjee et al., 2008) arguments to suggest that the micro-structure of activity in the 
asynchronous balanced state of cortical networks is chaotic,  which indicate that macroscopic 
measures of the activity such as rate are better suited as coding variables.  I am not aware of studies 
explicitly addressing whether the microstructure of spike timing in sparsely synchronised states is 
chaotic but the random walk like behaviour of the sub-threshold membrane potential in these states 
suggests that it is (Brunel and Wang, 2003; Brunel and Hakim, 2008). 
PMPCs are restricted to encoding signals that vary slowly relative to the oscillation frequency.  This 
is because the readout mechanisms obtain at most one sample of the encoded signal per cycle of the 
oscillation.  This is also true for phase coding schemes which use the time of spikes relative to an 
ongoing oscillation as the coding variable.  If the encoded signal is a continuous time series, the 
Nyquist sampling theory indicates that to avoid aliasing it must not contain frequencies higher than 
half the oscillation frequency (Nyquist, 1928; Shannon, 1949).  In practice a larger separation of 
time-scales may be necessary as signals that vary this rapidly might interact strongly with the 
oscillatory or resonant dynamics of the sending and filtering networks.   
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 The requirement that the encoded signal varies on a slower timescale than the modulation suggests 
an organising principle for division of labour among frequency bands, with low frequency 
oscillations used for encoding signals which have a naturally slow timescale of variation.  This is 
consistent with the use of low frequency oscillations in the hippocampus as a substrate for encoding 
slowly varying spatial information (O’Keefe and Recce, 1993; Skaggs et al., 1996).   These 
considerations question recent proposals which suggest that the phase of firing relative to very slow 
oscillations plays a role in encoding rapidly varying sensory stimuli (Montemurro et al., 2008; 
Kayser et al., 2009). 
 
7.3 Implementation and dynamics 
I now focus on how biological networks can implement the operations required to use these codes 
for selective gain control in convergent and divergent pathways.  There are three components to 
this; generation of multiplicative modulations, implementation of readout mechanisms, and varying 
modulations or readouts to flexibly control signal flow. 
7.3.1 Generating multiplicative modulations 
The activity generated by the network simulations in Chapter 4 is to visual inspection similar to that 
generated explicitly by the multiplicative modulation model in Chapter 5.  This correspondence 
indicates that at least for some network structures and parameter ranges, sparsely synchronised 
dynamics can generate approximately multiplicative modulation of spatial firing rate patterns.   This 
is a non trivial result as other forms of modulation can be imagined such as additive oscillatory 
fluctuations in the firing rate.   An important question is the extent to which this is a general feature 
of such dynamics or a special case for those particular networks.  Two features of the networks 
considered in Chapter 4 were supportive of this activity.  The first is that connectivity in the 
excitatory-inhibitory loop was random, which ensured that the all excitatory cells received similar 
oscillating inhibitory drive.  Real networks are obviously not randomly structured.  This could 
permit considerably more complex structures of oscillatory activity which may be more 
computationally powerful but could invalidate the PMPC model.  However, while the brain’s large 
scale connection structure is clearly non-random, the fine structure of connectivity is likely 
stochastic in many networks.  Additionally, it may be that random connectivity in a given 
excitatory-inhibitory loop is sufficient to generate multiplicative modulation even where excitatory-
excitatory connectivity, or that involving other interneuron populations, is structured.  It may 
therefore be useful to think about structured spatial envelopes of modulation (modulation fields) 
within which modulation can be described by multiplicative modulation.   Note that while a pattern 
of oscillatory activity may be spatially structured in the sense that only a given population of 
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neurons participate, those neurons may not be segregated in physical space.  The individual input 
networks used in Chapters 4 and 5 are very crude example of such modulation fields in the larger 
structured network of a convergent pathway.  Indeed, spatially selective changes in large scale 
structures of oscillatory activity are necessary if oscillations are to be used to selectively control the 
gain of interactions.   
A second feature of the networks considered in Chapter 4 which promoted multiplicative 
modulation was that, although the spatial pattern of firing rates changed with the stimuli, the 
average network firing rates remained constant.  Increases in excitatory drive can increase the 
strength of sparsely synchronised oscillatory activity (Brunel and Hakim, 1999; Brunel and Wang, 
2003; Mazzoni et al., 2008) and hence where the total firing rate of a network varies the strength of 
oscillatory modulation may itself be a function of average firing rate.  However, this does not 
invalidate the PMPC model as long as the modulation is approximately multiplicative in its effect 
on the spatial pattern of activity across the range of modulation strengths, and the average firing 
rates change on a slower time-scale than the oscillatory modulation.  Total input firing rate would 
then be one of the factors that cause the modulation structure to change in order to generate the 
required connection structure for the task in hand. 
7.3.2 Readout algorithms and their biological implementation 
Information encoded into spatial patterns of firing rate modulation may be read out directly into 
activity in a post synaptic network, or by plasticity mechanism into changes in the strength of 
synaptic connections.  We have primarily focused on the former case though the latter may be 
equally important, particularly in the hippocampus which shows prominent theta oscillations and 
plays a critical role in long term memory storage.   
We have identified two operations that can selectively read out inputs with particular modulations 
while ignoring other components of the signal.  The first of these is evaluating the spatial pattern of 
firing rate oscillation amplitude.  This can selectively read out inputs with a particular oscillation 
frequency while ignoring asynchronous inputs or those oscillating with other frequencies.  We 
demonstrated in Chapter 4 that simple feed forward inhibitory networks can implement this readout 
operation, converting spatial patterns of firing rate oscillation amplitude into spatial patterns of 
firing rate.  The network performed this conversion in two steps.  Firstly, the input spike signal was 
effectively bandpass filtered as it was converted into a synaptic current received by the output cells.  
The high-pass component of this filtering occurred due to feed-forward inhibition, which cancelled 
low frequency variation of the firing rate but did not cancel modulation at the oscillation frequency 
due to a resonance induced phase shift of the inhibitory activity relative to the input.  The low pass 
component of the filtering was due to synaptic timecourses.  This bandpass filtered synaptic current 
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was then rectified by the spike threshold to produce a spike output whose average firing rate was 
proportional to the amplitude of input firing rate oscillation. 
The second readout mechanism we considered was a quantitative model of the qualitative 
'communication through coherence' hypothesis (Fries, 2005).  This hypothesis proposed that 
selective communication between two networks could be achieved by coherence between firing rate 
modulation in a sending region and gain modulation in a receiving region.  We demonstrated that, 
for multiplicative firing rate modulations in the sending region and multiplicative gain modulations 
in the receiving region, this mechanism can selectively recover the spatial pattern of activity 
encoded into a specific firing rate modulation.  In principle this readout approach is more powerful 
than reading out amplitude patterns as it can cope with phase-coded inputs and can separate a target 
signal from other inputs oscillating incoherently in the same frequency band.  However, we argue 
that the great increase in noise that results from allowing multiple inputs to oscillate incoherently in 
the same frequency band makes this an unattractive way of utilising oscillations of selective 
communication compared with schemes based on orthogonal modulations. 
We have not explicitly addressed how the required patterns of gain modulation can be generated by 
biological networks.  Several mechanisms including shunting inhibition (Mitchell and Silver, 2003) 
and synaptic noise (Chance et al., 2002) can generate multiplicative gain modulation at the level of 
individual neurons.  Utilising these mechanisms to implement the filtering would require 
interneuron circuitry that could phase lock to the target signal and hence generate the required 
periodic gain modulation.  If the target signal is the only component oscillating in a given frequency 
band, the gain modulation circuitry could entrain directly to the combined input as the modulation 
of the target can be recovered simply by filtering at the appropriate frequency.  This would require 
circuitry with tight bandpass properties similar to the networks considered in Chapter 4 such that it 
could ignore fluctuations in the input at other frequencies.  In the case of phase coded signals, a 
reference signal is required such that the readout circuitry knows which phase it should be listening 
to.  
Readout by coherent gain modulation is the most plausible mechanism for converting PMPCs into 
patterns of synaptic plasticity.  The gain of synaptic plasticity can be directly modulated by 
oscillatory activity (Pavlides et al., 1988; Huerta and Lisman, 1993).  Alternatively, the combination 
of periodic post-synaptic activity with spike timing dependent plasticity (Dan and Poo, 2004) will 
produce periodically modulated gain for plasticity.  This may play a role in converting phase coded 
sequences of sequentially visited locations into patterns of synaptic strengths in the hippocampus 
(Skaggs et al., 1996; Sato and Yamaguchi, 2003). 
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In our modelling work we have only considered readout mechanisms that selectively recover one 
component of a combined signal identified by a specific oscillation modulation, while ignoring 
other components.  However, in many cases it may be that an analogue reweighting of different 
components of the input is required rather than an all or nothing selection of single components.  
From an algorithmic perspective this flexible reweighting operation could be implemented by a 
linear combination of demultiplexing operations tuned to different components of the signal.  For 
example, if two different components of a phase coded signal can be selectively read out by two 
different patterns of gain modulation, a linear combination of these gain modulations will generate a 
linear combination of the two signal components.  Flexible reweighting of the different input 
components can then be achieved by varying the weights in the linear combination.  An alternative 
approach to reweighting would be to hold the demultiplexing operation constant and change the 
modulation of the different signal components.  In the phase coding example this would correspond 
to shifting the phases of different components of the input activity relative to the gain modulation in 
the receiving network.  Intuitively it seems that this approach may result in a worse signal to noise 
ratio than the former as the reduction in gain is achieved by throwing away some of the signal rather 
than rescaling the whole.  It may however be more straight forward to implement.  The second 
approach would not work well in the case of inputs separated in frequency due to beating between 
inputs with similar but non-identical frequencies. 
A further question is whether our conclusion that ´non-communication through non-coherence´ 
performs poorly relative to other multiplexing schemes applies also to the task of subtly reweighting 
multiple inputs.  Reweighting could be achieved using a linear combination of a constant positive 
gain and a set of oscillatory gain modulations coherent with different input components.  If the 
weights of the oscillatory gain modulation are small relative to the constant gain, the noise due to 
overlap variation will clearly be reduced; however the contribution of each input will only be 
modestly reweighted.  If on the other hand we require substantial reweighting, this will be achieved 
at the cost of substantial overlap noise.  A similar situation will arise if reweighting is achieved by 
varying the coherence of different inputs with a single oscillatory gain modulation in the receiving 
network.  If deviations from coherence are small there will be little overlap noise but also little 
reweighting.  These arguments suggest that while the absolute noise level may be less for a situation 
where ´non-communication through non-coherence´ is used to subtly reweight inputs, the 
magnitude of the noise relative to the reweighting achieved is likely to be largely invariant.  In 
sensitive systems where a modest reweighting of different inputs has functionally important 
consequences it seems likely that even small amounts of additional noise will be undesirable.  
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7.3.3 Varying pathway gain 
Flexibly and selectively controlling the gain of pathways with oscillations requires mechanisms for 
varying either the modulation of a network’s outputs or the filtering performed by networks on their 
inputs.  Modulations can be characterised by their frequency, phase and amplitude (or equivalent 
strength parameter for non-sinusoidal modulations) and any of these features could in principle be 
varied to control the effect on post-synaptic populations. 
Perhaps the simplest mechanism for changing pathway gain is controlling the strength of oscillatory 
modulation.  Switching networks between asynchronous and oscillating states can be achieved by 
many mechanisms that could be implemented by neuromodulatory or control inputs.  These include 
changes in synaptic coupling strengths, average firing rates, noise levels or intrinsic neuronal 
parameters.  Such changes could be used to switch signals on and off but are perhaps less well 
suited to implementing graduated changes in synchronisation strength.  This is because, for the 
spiking networks and noisy rate models simulated in this thesis, states that were near the transition 
between asynchrony and oscillation had large random variation in amplitude under the influence of 
noise, which would be undesirable if amplitude is a coding variable.   Although the average 
amplitude grew smoothly as the state transition was crossed, the amplitude appeared much more 
variable for weak oscillations than for asynchronous or strongly oscillating states.   A possible way 
of producing graduated changes in amplitude without large amplitude variability would be to 
smoothly vary the coupling to a coding population from a strongly oscillating inhibitory network, 
for example by varying its firing rate.   
The experimental signature of gain control mechanisms based on changes in oscillation amplitude 
would be task dependent changes in the strength of oscillatory modulation of local circuits, which 
have reported in a wide variety of experiments (Fries et al., 2001; Lee et al., 2005; Jones and 
Wilson, 2005b; Pesaran et al., 2008; van der Meer and Redish, 2009).  These are most convincing in 
studies where there is both a large change in modulation of strength and a strong modulation at 
some point in the task (Lee et al., 2005; Pesaran et al., 2008). 
Varying the frequency of modulation could be implemented either by engaging distinct inter-
neuronal circuits with different oscillation frequencies, or through varying the frequency of a single 
oscillating circuit.  In circuits with spike to spike dynamics this is very straightforward as oscillation 
frequency increases monotonically with excitatory drive (e.g Vida et al., 2006).  In sparsely 
synchronised networks the oscillation frequency is determined by synaptic filtering, by the relative 
influence of excitatory-inhibitory and inhibitory-inhibitory loops, and by sub-threshold membrane 
dynamics (Brunel and Wang, 2003; Geisler et al., 2005).  While synaptic kinetics are presumably 
fairly hard wired, the other determinants could be modulated by control inputs.  Several studies 
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have demonstrated distinct oscillations frequencies at different times in a single region, suggesting 
multiple independently controlled oscillation generating circuits (Fries et al., 2008; Colgin et al., 
2009; van der Meer and Redish, 2009; Tort et al., 2010).  Analogue control of the frequency of a 
single oscillation generating circuit is suggested by variation in hippocampal theta frequency with 
speed of motion (Slawinska and Kasicki, 1998) and the novelty of the environment (Jeewajee et al., 
2008). 
Phase coding is a highly efficient form of multiplexing because it minimises noise due to distracting 
signals.  Implementing such a mechanism requires the ability to control the relative phase of spiking 
in different populations, both to generate the coding and to implement the readout.  Phase coding is 
well documented in the hippocampus where spike phase precesses as animals move through the 
place field of each cell (O’Keefe and Recce, 1993; Skaggs et al., 1996), indicating that neural 
circuits are able to control relative spiking phase of different neural groups.  A variety of 
mechanisms, discussed in the literature review, have been proposed to generate this activity.  Our 
results from Chapter 3 suggest an alternative mechanism for flexibly controlling the relative phase 
of coupled oscillating networks.  We demonstrated that changing the relative strength of an external 
input to excitatory and inhibitory populations of an oscillating network can translate the phase 
response curve.  The phase response curve determines the phase at which an oscillator will entrain 
to periodic inputs and the relative phase at which coupled oscillators will synchronise.  Therefore, 
by controlling the relative coupling of inter-network connections onto excitatory and inhibitory 
populations, the relative phase of coupled networks can be varied.  Such mechanisms could be used 
both to generate phase coded signals and to control the phase of readout circuitry relative to an 
oscillation. 
7.4 The null hypothesis 
Although task dependent changes in oscillatory phenomena may be a signature of the mechanisms 
outlined above, they could also occur as an epiphenomenon of other functional changes in network 
activity (‘the exhaust fumes of computation' according to one sceptic).  As discussed in Chapter 6, 
the presence of statistically significant peaks in the spectrum of network activity may only indicate 
shallow ripples on essentially asynchronous activity.  Recurrently connected networks have a strong 
tendency to oscillate and synchronisation is promoted by features such as strong coupling that may 
be desirable for computation, or that are biophysically unavoidable such as delayed inhibition.  
Therefore, it is reasonable to ask what we would expect spectral measures of network activity to 
look like in a brain that used asynchronous rate codes in balanced networks.  It is not implausible 
that activity would show weak periodic fluctuations, leading to statistically significant peaks in 
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spectral measures of network activity when evaluated with powerful statistical methods such as 
multi-taper smoothing.  
 If there is any tendency for periodic fluctuations, task dependent changes in both local circuit and 
inter-region synchronisation are expected.   Changes in firing rates are the most straightforward 
potential cause of changes in spectral measures of local circuit synchronisation.  For example, if the 
balanced 'asynchronous' state generates weak gamma frequency fluctuations, changes from 
quiescent to activated states will produce a large increase in gamma power in MEG or EEG signals.  
Smaller changes in firing rates in the balanced state may also produce changes in the amplitude of 
fluctuations by moving the system along the axis between asynchronous and strongly oscillating 
states, even if the fluctuations at all times remain shallow relative to the mean firing rate.  
Frequency specific changes in inter-region coherence could occur in weakly periodic networks as a 
result of the changes in coupling strength between networks.  The effective coupling between 
networks will vary with the firing rate of the projection neurons that connect them, and might also 
occur as a result mechanisms such as that proposed by Vogels and Abbott (2009) for flexibly 
routing asynchronous rate coded signals. 
7.5 Experimental tests to evaluate the hypothesis 
Here we suggest directions for additional experiments and analyses, motivated by the work in this 
thesis, which could help distinguish between structures of oscillatory activity that play a causal role 
in controlling signal flow and those that are functionally irrelevant ripples. 
Current in vivo data provides abundant evidence for statistically significant periodic fluctuations in 
network activity but in most cases provides only a limited quantitative picture of the strength and 
structure of modulations across local populations.  The strength of oscillatory activity is important 
for the plausibility of the hypothesis as weak oscillations result in poor signal to noise ratios for 
codes exploiting modulations to carry signal.   A further critical question is whether sub-populations 
of excitatory neurons in local circuits selectively participate in oscillations or whether the 
oscillation is essentially homogeneous across the local network.  Many reports show that only a 
fraction of neurons within a region have statistically significant modulation or coherence (e.g, 
Tukker et al., 2007; Pesaran et al., 2008; Colgin et al., 2009).  However, this could occur if 
oscillations are weak but homogeneous and only a fraction of the neurons reach significance in the 
data.   A further complication is that patterns of oscillatory activity are likely to be highly non-
stationary in freely behaving animals, though this can be reduced using carefully controlled 
behavioural tasks. 
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Developing a more detailed quantitative picture of these potentially complex structures of 
oscillatory activity is essential to evaluating whether activity is consistent with a role for oscillations 
in controlling signal flow.   Limitations on the numbers of neurons that can be simultaneously 
recorded mean that only a tiny fraction of the neurons in a local network can be simultaneously 
recorded and hence population activity must be inferred from partial data.  One approach would be 
to make explicit quantitative models of the structure of activity which can be fitted to or compared 
statistically with experimental data.  Such models could either be statistical descriptions of network 
activity or dynamical models.  These would provide a means of testing whether a given data set 
indicates homogeneous or spatially structured activity within a local population.  To do this the 
distribution of measures of modulation strength across the population should be evaluated for 
simple models in which activity is homogeneous, such as the multiplicative modulations of Chapter 
5 or randomly connected dynamical models.  A statistically significant disparity between the 
expected distribution under homogeneous oscillations and that observed in in vivo data would 
provide evidence for structured oscillatory activity.  In the absence of such evidence  it should be 
possible to quantify the range oscillation strengths that are consistent with the data.  Where 
oscillatory activity is spatially patterned within a local network the increased complexity will make 
it harder to accurately quantify the structure of activity and parallel recordings of large numbers of 
neurons may be necessary.  Identifying structure in such large data sets, such as sub-populations of 
neurons with similar oscillatory modulation, is itself a challenging problem.  Automated clustering 
methods exist for identifying spike trains with similar temporal structure (Fellous et al., 2004; 
Slonim et al., 2005; Humphries, 2011).  Alternatively, the distribution across the population of 
quantities of interest such as the strength or preferred phase of spike-field phase locking may be 
used to identify structure in the data.  Parallel recordings of large numbers of neurons would also be 
well suited to identifying the relationship between spatial patterns of firing rate and firing rate 
modulation, which could identify whether in vivo oscillations produce approximately multiplicative 
firing rate modulations.   
Complementary to testing whether in vivo activity is consistent with the hypothesis are 
experimental tests of whether neurons or networks implement the filtering mechanisms needed to 
exploit information encoded into patterns of firing rate modulation.  The filtering mechanism 
explored in Chapter 5 utilises periodic gain modulation to selectively readout target signals.  The 
strength of in vivo gain modulation during oscillations could be directly tested using intracellular 
current injections.  However, performing the required intracellular recordings in behaving animals 
would be challenging and in anaesthetised animals the network states may be very different from 
when the network is engaged in a task.  A recent study used a more indirect method to measure gain 
modulation by oscillation phase in the motor system of behaving humans (van Elswijk et al., 2010).  
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Transcranial magnetic stimulation (TMS) pulses were delivered to motor cortex and the evoked 
muscle responses were measured as an electromyogram (EMG).  The phase of beta frequency 
oscillatory activity in spinal motor networks at the time of TMS modulated the gain of the EMG 
response in an approximately multiplicative manner, though the modulations were small. 
Optogenetic methods offer the possibility of directly measuring the filtering properties of networks 
by driving temporally structured activity in large populations of neurons.   These were used to 
demonstrate resonance at gamma frequency in the LFP response evoked in a cortical network by 
periodic stimulation of local circuit interneurons (Cardin et al., 2009).  Similar methods could be 
used to test for the existence of frequency selective filtering networks similar to those described in 
Chapter 4.  That network utilised resonant but not oscillatory circuitry and hence did not 
spontaneously generate periodic gain modulations.  The filtering properties would therefore only 
become apparent when the network is driven by modulated inputs.  The experimental signature 
would be a strong dependence of principal cell firing rates on the modulation frequency of the 
input.  While resonant LFP responses would be consistent with such networks they do not provide 
direct evidence as the LFP is extremely sensitive to correlation of activity and hence the amplitude 
could increase purely due to increased synchronisation without any change in average firing rates.    
Optogenetic fMRI (Lee et al., 2010) offers a potentially powerful and complementary tool for 
identifying such filtering properties.  This method uses functional magnetic resonance imaging to 
evaluate the effect of optogenetic stimulation on neural activity.  fMRI measures changes in blood 
oxygen level and hence metabolic activity, and is thought to correlate closely with synaptic activity 
rather than spiking in a given region (Logothetis et al., 2001).  However, unlike with the LFP, 
changes in the correlation of synaptic activity are not expected to affect the BOLD signal if the total 
rate of synaptic events is unchanged.  As long as the input firing rate is approximately constant 
while its modulation frequency is varied, changes in the BOLD signal should therefore reflect post 
synaptic rate changes (and hence changes in the amount of local circuit synaptic activity).  
Additionally, fMRI measures activity simultaneously across the whole brain and hence can test all 
pathways originating from a single population in parallel.  This could potentially identify a key 
prediction of the hypothesis; that different projection targets of a single population of neurons have 
different filtering properties. 
An alternative approach to testing the functional significance of oscillations is to manipulate 
oscillatory activity during the execution a task and evaluate the effect of these manipulations on 
behaviour.  Decrease in the power of hippocampal theta oscillations due to administration of 
canabinoids was shown to correlate with behavioural impairment on a hippocampal dependent 
memory task (Robbe et al., 2006).  Importantly, while the oscillatory patterning of activity was 
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disrupted, average firing rates were not affected by the pharmacological manipulation.  In a 
conceptually similar experiment, Stopfer et al (1997) demonstrated that selectively disrupting 
oscillatory activity in the honeybee olfactory system impaired odour discrimination.   
This approach is a powerful way of demonstrating that oscillations play functional role in a given 
system but do not speak directly to the hypothesis that this function involves control of gain 
between networks.  Manipulation of oscillations in spatial attention tasks may permit more direct 
tests of the hypothesis in this context.  In spatial attention tasks the presence of nearby distracting 
stimuli can degrade (Bouma, 1970; Levi, 2008; Pelli, 2008) or bias (Wenderoth and Johnstone, 
1988; Westhhmer, 1990) discriminations about a target stimulus, and these effects can be precisely 
quantified with psychophysical methods.  Oscillatory modulations at gamma frequency have been 
proposed to play a role in differential processing of attended and unattended visual stimuli by 
controlling the flow of signals between visual cortical networks (Womelsdorf and Fries, 2006).   If 
this is the case then manipulating oscillatory activity in early visual cortical networks representing 
individual stimuli should affect the perceptual interaction between attended and non attended 
stimuli.  This manipulation could be achieved using optogenetic stimulation, or a more simple 
approach may be to flicker the stimuli.  Flicker induces phase locked periodic activity in early 
visual cortex at frequencies up to ~ 90 Hz (Rager and Singer, 1998; Herrmann, 2001) and is 
perceptually subliminal at gamma frequencies.   Our results from Chapter 3 suggest that sparsely 
synchronised oscillations in excitatory-inhibitory networks can be readily entrained by periodic 
inputs near their natural frequency. 
If oscillatory modulation at a specific frequency contributes to selective processing of a target 
stimulus then perceptual interference between target and distracting stimuli should be increased by 
inducing oscillations in networks representing distracting stimuli that are coherent with those in the 
network representing the target.  The simplest way to do this would be to drive networks 
representing both stimuli with a periodic input at the frequency at which oscillations occur in the 
target network in the absence of stimulation.   However, any manipulation used to drive oscillation 
may have side effects on the activity such as changes in average firing rate which would 
compromise the comparison of a manipulation-off with a manipulation-on condition.  For this 
reason a better approach would be to contrast the effects of driving in-phase with anti-phase 
modulations in networks representing target and distracting stimuli.  This would profoundly change 
the spatio-temporal structure of modulation received by any upstream region receiving input from 
both networks.  If the perceptual discrimination was unaffected by this relative phase manipulation 
when the induced modulations were of comparable strength to those occurring in the unperturbed 
system, this would offer compelling evidence that naturally occurring modulations were not 
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functionally important in this system.  If the phase manipulation produced changes in 
psychophysical performance, the nature of these changes should provide insight into how the 
modulation structure of input activity affects input integration in that system.   
7.6 Final thoughts 
We have explored how oscillatory network dynamics offer rich possibilities for layering multiple 
information channels into firing rate signals.  By modulating the dynamical state of local circuits, 
control inputs may determine which of these channels a network receives input from or transmits 
signal to, thereby remapping the brains effective connectivity structure and so changing the function 
of circuits in response to task demands.  We have shown that these principles can be used to control 
the flow of information between networks, using coding strategies that extend population rate 
coding into the frequency domain, and dynamics that are resilient to noise and exhibit the irregular 
micro-structure of activity characteristic of in vivo recording. 
There is abundant circumstantial evidence suggesting that changes in structures of oscillatory 
activity play important roles in brain function.  The rapid pace of development of new tools for 
measuring and manipulating activity in large populations of neurons, offers exciting possibilities to 
directly test predictions of the hypothesis that oscillations control signal flow in neural circuits.  By 
outlining a quantitative framework for how these mechanisms may function, I hope this work helps 
to bridge the gap between in vivo data and qualitative proposals about its function.   
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Notations and Abbreviations 
 
Brain Regions 
CA1  Hippocampal Subfield 
CA3  Hippocampal Subfield 
DMS   Dorsomedial striatum 
IT   Inferotemporal cortex 
LA  Lateral Amygdala 
PMd  dorsal premotor cortex 
PRR  Parietal reach region 
V1  striate visual cortex 
V2  extrastriate visual cortex subfield 
V4   extrastriate visual cortex subfield 
Experimental Methods 
LFP  Local Field Potential 
EEG  Electroencephalography 
MEG  Magnetoencephalography 
TMS  Transcranial magnetic stimulation 
EMG  Electromyography 
Other 
CS+   Conditioned stimulus 
EPSP  Excitatory post synaptic potential 
GABAb  gamma-aminobutyric acid receptor subtype 
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NMDA  N-Methyl-D-aspartic acid 
PMPC  Periodically modulated population codes 
Oscillation frequency bands 
Slow   <1 Hz 
Delta  1 - 4 Hz 
Theta  4 - 8 Hz 
Alpha  8 – 15 Hz 
Beta  15 – 30 Hz 
Gamma 30 – 80 Hz 
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