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Abstract
PLATO (PLAnetary Transits and Oscillations of stars), ESA’s M3 mission, is due to launch
in 2026. It will aim to detect transits by exoplanets around bright nearby stars and, where
possible, to characterise those stars using asteroseismology.
With 24 cameras arranged in four overlapping groups, PLATO will have an excellent
signal to noise ratio, making the detection of an Earth-like planet in an Earth-like orbit around
a Sun-like star a real possibility. However, the pixel size is large: at 15", there is an increased
risk of blends with background eclipsing binaries. This work aims to quantify that risk.
Data from Kepler has been used to calibrate the distribution of planets and eclipsing
binaries detectable in a transiting exoplanet survey using the population synthesis code,
BiSEPS. The calibrated synthetic populations have then been used to predict the numbers of
exoplanets and eclipsing binaries mimicking planets that PLATO is likely to detect. Other
forms of false positive, such as instrumental effects and stellar variability, are beyond the
current scope of this project.
My work offers insights into short period (P < 10 day) eclipsing binaries detectable in
transiting exoplanet surveys, both in terms of initial mass ratio distribution and initial period
distribution.
From confirmed Kepler planets in Kepler Data Release 25, I derive two intrinsic exoplanet
distributions which bracket the likely true distribution. These distributions converge at planet
radius 0 < log R/R⊕ < 0.2.
For the two proposed Long Look fields from Rauer et al. (2014), I find that more exoplanets
are likely to be detected in the Southern field, while more blended eclipsing binaries are likely
to contaminate observations of the Northern field.
My methods can be extended to other transiting exoplanet surveys, by incorporating the
detection parameters of the relevant observatory into the code.
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Chapter 1
Introduction
“Are we alone in the Universe?” is a question that humanity has long sought the answer to. The
transiting exoplanet survey PLATO 2.0, due to launch in 2026, has probably the best chance
of finding an “Earth twin”: an Earth-like planet in an Earth-like orbit around a Sun-like star.
My work as part of the PLATO 2.0 consortium is to assist in constraining the false positive
rate due to extrinsic astrophysical sources. This thesis will describe how I set about this task,
and will present my conclusions.
1.1 Planets: from our solar system to the wider Galaxy
Throughout recorded history, people have been interested in the objects that filled the night
sky: the Moon, stars and planets. Five planets are observable by the naked eye: Mercury,
Venus, Mars, Jupiter and Saturn. In the clear skies of a pre-industrial society, these five specks
of light would have stood out: the stars, Moon and Sun always proceed in the same direction
across the sky, but these five planets would sometimes move in the opposite direction. This
could be explained in a heliocentric system, and over the centuries theories supporting this
concept were developed, but there was one key problem: the orbit of the Moon could not be
explained by every observable body orbiting the Sun, because it orbits the Earth. With the
invention of the telescope, and the discovery by Galileo Galilei of the four Galilean moons of
Jupiter in 1610, it was gradually accepted that the Solar System was complex in form, and
our understanding of planetary orbits moved forward.
As our telescopes improved, so did our knowledge of the composition of the Solar System.
Uranus was discovered in 1781, and Neptune in 1846. Predictions of a planet beyond Neptune
led to the discovery of Pluto in 1930. Initially thought to be one body, this is now known to be
one planet with five moons. In 1992 the first Kuiper Belt object was announced (Jewitt et al.,
1992). Further discoveries followed, leading to Pluto being redesignated as a dwarf planet
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in 2006, along with Ceres (the largest body in the asteroid belt) and Eris (a trans-Neptunian
object): these were joined by Haumea (a trans-Neptunian object) and Makemake (a Kuiper
belt object) in 2008.
In the late 20th century, a series of probes visited the other Solar System planets. Perhaps
the most famous are the Voyagers with their grand tour of the gaseous planets, leading to
the discovery that all the outer planets had ring systems, not just Saturn; that these planets
have countless moons; and that these moons are interesting bodies in their own right. We also
learned that, despite the ubiquitous nature of life on Earth, conditions on Mars and Venus
were such that extant life seems unlikely.
We thought we understood how and where planets formed from a protoplanetary disc.
Conditions would be warmest near the star, and volatiles would not condense out until the
“snow line” was reached: thus, the giant planets formed in the volatile rich outer Solar System
and rocky planets formed further in, and that was where they stayed. Planet migration was
discussed, but on a limited basis (Hayashi et al., 1977; Lin and Papaloizou, 1986): most
planetary systems, so the assumption went, would be like our own.
Then the first hot Jupiter was found (Mayor and Queloz, 1995). Suddenly the interest in
migration accelerated. Lin et al. (1996), Weidenschilling and Marzari (1996), Ward (1997)
and Murray et al. (1998) are just some of the authors who engaged with the subject as the
exoplanet era began.
Today, thousands of planets are known. Different catalogues give different numbers.
Exoplanet.eu (http://exoplanet.eu/catalog/) lists 3,755 (19 March 2018), the NASA Exoplanet
Archive (NExSci) (http://exoplanetarchive.ipac.caltech.edu/cgi-bin/TblView/nph-tblView?
app=ExoTbls&config=planets) lists 3,706 (19 March 2018), while the Open Exoplanet Cata-
logue (http://www.openexoplanetcatalogue.com/) lists 3,504 (19 March 2018).
Various detection methods have been used, each with its own biases. Their relative success
is summarised in Table 1.1, with data drawn from Exoplanet.eu (19 March 2018). More detail
on the various methods is given in Table 1.2. Some of the dates of earliest detection by a
given method predate the discovery of 51 Pegasi b in 1995 (Mayor and Queloz, 1995).
1.2 Transiting exoplanet surveys: past, present and future
The different exoplanet detection methods described in Table 1.1 and Table 1.2 reveal different
pieces of information about the planets that are being observed. Some provide information
on the minimum mass, MP sin i, where MP is the mass of the planet and i is the angle of
inclination, in particular the radial velocity method. Only a transit provides information on
the planetary radius. A transit can also be used to constrain the angle of inclination of the
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Table 1.1 Exoplanet discovery methods, as listed on Exoplanet.eu, 19 March 2018.
Method Number Earliest Detection
Pulsar 29 1988
Radial velocity 746 1989
Imaging 93 1995
Primary Transit 2796 1999
Microlensing 71 2004
Astrometry 1 2010
Transit Timing Variations (TTVs) 7 2012
Other 14 2014
Table 1.2 Summary of exoplanet discovery methods: techniques, biases and examples.
Method Technique Bias Example
Pulsar Small variations in Small planets at some PSR 1257 12 b, c & d
pulsar timings distance from the pulsar (Wolszczan and Frail, 1992)
Radial velocity Periodic Doppler shifts High mass planets 51 Pegasi b
in the spectrum of in short period orbits (Mayor and Queloz, 1995)
the host star around low mass stars
Imaging Direct imaging of planets, Young planets beta Pictoris b
for example in at some distance (Lagrange et al., 2010)
protoplanetary discs from the host star
Primary Transit Stellar flux dips as Large, short period planets HD 209458 b
the planet passes between orbiting small radius stars (Henry et al., 2000)
the observer and the star
Microlensing Light from a background Small planets may be OGLE-2005-390L b
object is bent around observed, but the process is (Beaulieu et al., 2006)
a foreground planet random and unrepeatable
Astrometry Observing small changes High mass planets HD 176051 b
in position as the star in wide orbits around (Muterspaugh et al., 2010)
and planet orbit around low mass stars
a common barycentre
TTVs Systematic variations in the Pairs of planets WASP-47 d
times of ingress and egress in orbital resonance (Becker et al., 2015)
of a transiting exoplanet
Other Various: See Appendix A
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orbit, which constrains more closely the planet’s mass, where a mass estimate is available.
Only with information on both mass and radius can the density of the planet be determined.
Fig. 1.1 Density v mass, planets listed on exoplanet.eu with both an estimated mass and
estimated radius, 5 April 2017. Positions of Solar System planets are indicated by initials.
The densities of iron and water are indicated.
Fig. 1.1 plots density against mass for planets listed on exoplanet.eu (5 April 2017) for
which information on both mass and radius is available, in the range 102-104 kg m−3. The
densities of water and iron are indicated for reference, and the positions of the planets in
the Solar System are indicated by their initials. There are a number of planets with derived
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densities greater than solid iron, and this indicates a problem with the estimated mass, the
estimated radius, or both: mass and radius are both derived with reference to the host star.
Where the radius of the host star, R∗, and the fractional decrease in flux during a transit,
δF , are known, the radius of a planet can be derived using Eq 1.1:
RP = R∗
√
δF (1.1)
However, the radius of the star is itself a derived property, often with large error bars.
Stellar parameters were updated for Kepler DR25 and are both more accurate and more precise
than in Kepler DR24, and as a result the number of small radius planets has been reduced in
favour of intermediate radius planets. This follows high resolution optical spectroscopy of
1305 transiting exoplanet hosts carried out as part of the California-Kepler Survey (Petigura
et al., 2017). The equation
R =
√
L
4πσT 4e f f
(1.2)
relates the stellar radius to stellar temperature (Te f f ) and stellar luminosity (L), and may
in theory be read from a Hertzsprung-Russell (HR) diagram with these axes. However, the
error bars tend to be large because Te f f and L will often be poorly known, although with
Gaia DR2 Te f f is expected to be better constrained. Te f f may be estimated by observing the
lines present in a star’s spectrum, a technique used by the California-Kepler survey to match
observed spectra to Te f f , surface gravity log g, metallicity [Fe/H] and radial velocity as a
function of inclination V sini. Te f f does not depend on distance d, but L does:
L = 4πd2F (1.3)
where F is the out of transit flux. Outside of clusters or associations containing a “standard
candle”, ie an object which always has the same luminosity, such as a Type Ia supernova, or in
the case of a Cepheid variable has a known period-luminosity relationship, distance is almost
impossible to estimate without a measurement of stellar parallax, normally only available
for the closest stars. All resolvable stars have parallaxes in Gaia DR2, which is of particular
benefit in single stars and stars in wide binaries, but from work I am currently undertaking
studying unbound companions to Kepler Objects of Interest (KOIs), it appears that in the
case of faint, distant stars, the parallaxes in Gaia DR2 are poorly constrained. Binaries are
expected to be more comprehensively covered in Gaia DR3. Also, an estimate of log g can
indicate a star’s current evolutionary status, and this, combined with the HR diagram, can
provide an estimate of L and hence R.
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Fig. 1.2 Example Hertzsprung-Russell (HR) diagrams, drawn from BiSEPS simulations.
Colour code: green, main sequence; red, Hertzsprung Gap and first ascent red giant branch;
magenta, core helium burning and asymptotic giant branch; blue, naked helium stars; cyan,
white dwarf; black, neutron stars. Panels (a), (b) and (c): L/L⊙ against Te f f /K, (a) all stars,
(b) centred on L⊙±4, (c) centred on MS stars. Panels (d), (e) and (f): MK p against colour
(g′− r′): (d) all systems, (e) excluding compact remnants, (f) compact remnants only.
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The HR diagram consists of several well-populated areas, and examples, drawn from a
synthetic population generated by BiSEPS, are illustrated in Fig. 1.2. Panels (a), (b) and (c)
plot L against Te f f and include (a) all stars, (b) the region centred on -4 < log L/L⊙ < 4 and
(c) a focus on the main sequence. Panels (d), (e) and (f) plot absolute magnitude M in the
K p passband against colour (g′− r′). The systems are colour coded so that stars on the main
sequence are green, Hertzsrpung Gap stars and those on the first ascent giant branch are red,
core helium burning and asymptotic giant branch stars are magenta, white dwarfs are cyan
and neutron stars are black. Because this plot is based on a synthetic population which covers
1 deg2, rare stars, such as supergiants, which connect the “top” of the main sequence with the
“top” of the first ascent red giant branch, are absent. While the two types of plot both show
distinct populations of stars which are not compact remnants, it should be noted that in the
colour v magnitude diagrams, compact remnants occupy a similar parameter space to other
stars. Therefore, the estimate of surface gravity available from spectroscopy can be essential
in distinguishing between compact remnants and other stars in a colour v magnitude diagram.
Absolute magnitude M can be found when apparent magnitude m, distance d and extinction A
are known via the equation
M = m+5−5log10d−A (1.4)
Once hydrogen burning has begun, a single star will spend most of its life on the main
sequence. The mass of the star will determine the efficiency with which hydrogen burning
can occur, and hence the effective temperature and luminosity of the star: more massive stars
on the main sequence are hotter and more luminous than low mass stars. The stellar radius
is related to the mass, with the exact relation for any given star determined by the principal
means of heat transport, both in the core and the envelope. Stars with a mass ⪅ 1.1 M⊙ burn
hydrogen via the proton-proton (p-p) chain, and have a radiative core, while more massive
stars burn hydrogen via the Carbon-Nitrogen-Oxygen (CNO) cycle, and have a convective
core. In the envelope, stars with a mass ⪅ 0.7 M⊙ will have deeply or fully convective
envelopes. More massive stars with p-p chain core processes will have surface convection
with a radiative zone between the core and the surface, while stars with core hydrogen burning
via the CNO cycle have a fully radiative envelope.
Once the star’s radius is known, stellar evolution models may provide an estimate of
the star’s mass, although spectroscopic measurements where a star is a spectroscopic binary
are much more reliable. This is because the mass ratio q, M2/M1, is equal to the ratio of
velocities, V1/V2, around the common centre of mass. Driven by the quest for exoplanets,
increasingly small radial velocities are being obtained, with the limit eventually set by the
natural variation in the stellar signal.
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Knowing the period P and assuming the mass of a planet is negligible compared to the
mass of a star, it is possible to estimate a planet candidate’s semi-major axis, a, using Kepler’s
third law. Using the radial velocity amplitude, ARV , the period and eccentricity, e, the planet’s
mass as a function of the angle of inclination can be found:
MP sin i =
ARV (M∗+MP)P
√
(1− e2)
2πa
(1.5)
Although MP appears on both sides of Eq 1.5, because MP ≪M∗ the term MP on the right
hand side can be ignored.
So for a system with both RV measurements and a transit, a density can be inferred.
Fig. 1.1 illustrates how useful this can be. Jupiter and Saturn, commonly classed as gas
giants, are members of a distinct high mass class with hydrogen/helium (H/He) atmospheres.
Neptune and Uranus, also with H/He atmospheres, are also members of a distinct class, known
as “Neptunes”, sometimes called “ice giants”, for which the icy core is a larger proportion
of the planet than in the gas giants. The position of Jupiter and Saturn, Neptune and Uranus
within their classes is related to their distance from the Sun: hot Jupiters have atmospheres
expanded by insolation and hence a lower density. The four rocky Solar System planets
have a higher density and are believed to have lost their original H/He atmosphere during
the Sun’s T-Tauri phase. Mercury’s secondary atmosphere is tenuous, Mars and Venus have
atmospheres dominated by CO2 and the Earth’s original secondary CO2 atmosphere has been
altered by life and tectonic processes to its present composition.
From Fig. 1.1 the change between gaseous planets with a H/He atmosphere and rocky
planets with a secondary CO2 atmosphere is not immediately clear, and the picture is made
no clearer when plotting by density against radius, as in Fig. 1.3. Here, the distribution of
gas giants is a clear function of radius, but there is the same “link” between rocky planets
and Neptune-class planets. Various authors have studied the nature of planets forming this
link, including Adams et al. (2008), Charbonneau et al. (2009) and Southworth et al. (2017),
with the very promising detection of H2O and/or CH4 in the atmosphere of GJ 1132 b by
Southworth et al. (2017): but more data are required. Southworth et al. (2017) speculated
from their results that GJ 1132 b may be a “water world”. On Earth, H2O is used by life both
as a reactant and a medium in which reactions can take place, while CH4 may be produced by
life, although there are other, geochemical sources.
Following its revision of stellar parameters in 1305 Kepler transiting planet hosts, the
California-Kepler Survey has identified an “evaporation gap” 1.5 < R < 2.0 R⊕ (Fulton et al.,
2017). This “evaporation gap” is believed to represent a boundary between terrestrial planets
and those with a sizeable H/He atmosphere. This gap is not immediately evident in Fig. 1.3,
and it should be noted that Kepler planets are likely to have short periods, so the conclusions
1.2 Transiting exoplanet surveys: past, present and future 9
drawn from this sample may not be applicable to the whole exoplanet population. However,
the theory that a proportion of rocky planets relatively close to the host star are the exposed
cores of planets whose H/He atmosphere has been evaporated by stellar action may still
be valid, with its obvious implication of potentially different formation paths for terrestrial
planets close to the host star and those in Venus, Earth or Mars-like orbits.
Fig. 1.3 Density v radius, planets listed on exoplanet.eu with both an estimated mass and
estimated radius, 5 April 2017. Positions of Solar System planets are indicated by initials. “J”
for Jupiter is in white to stand out against the planets in the vicinity. The density of iron and
water are indicated.
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1.2.1 Previous surveys
Because the resources required for spectroscopic detection of RV are more demanding than
those for photometric detection of transits, often a transit will be found first, then followed
up with spectroscopy: although if a planet is discovered through RV, for example Proxima b
(Anglada-Escudé et al., 2016), the search for a transit will often begin. Various surveys, both
ground based and space based, have taken place, observing discrete regions of the sky for
long periods of time (Liu et al. (2018), Blank et al. (2018), Patapis et al. (2018)).
Ground based surveys are cheaper to run and easier to maintain. When the original instru-
ments reach the end of their operational life, they can be repaired and upgraded for further
service. Space based surveys are above the Earth’s atmosphere, removing contamination from
telluric lines and ‘twinkling’ of stars, allowing 24 hour monitoring and enabling the detection
of smaller planets than is possible in a ground based survey alone, but are very expensive.
A comparison of the results of selected ground based and space based surveys is given in
Table 1.3 and Table 1.4.
The first rocky planet to be confirmed, CoRoT 7-b, was discovered by a space based
survey (Queloz et al., 2009).
The most prolific transiting exoplanet survey to date, Kepler (Borucki et al., 2010), was
launched in 2009 by NASA. 2,295 confirmed planets are listed on the NExSci website
(accessed 23 November 2017) (Coughlin et al., 2016). These vary in radius from 0.27-77.76
R⊕, although only six are > 23 R⊕. Before the second reaction wheel failed, Kepler obtained
over four years’ data on one 105 deg2 field centred on l = 76.32◦, b = 13.5◦. Data from
the Kepler main mission were used in this thesis to derive information about the intrinsic
exoplanet distribution and on the intrinsic properties of eclipsing binaries detectable in
transiting exoplanet surveys.
When the Kepler spacecraft was no longer able to continue its main mission, the K2
mission was designed. Since 2014 a series of fields have been observed for 80 days at a time,
resulting in the discovery of 320 confirmed planets (NExSci website, accessed 9 July 2018),
ranging in radius from 0.615-13.966 R⊕, with a further confirmed planet listed with a radius
of 34 ±13 R⊕. Nine confirmed planets do not have estimated radii.
Other space based telescopes, launched for purposes other than transiting exoplanet
surveys, have also made transiting exoplanet discoveries. After Spitzer’s liquid helium
supply was exhausted in 2009, it was used, among other projects, to search for exoplanets.
Discoveries include 55 Cnc e (Demory et al., 2011), and the telescope is credited with assisting
in confirming the seven-planet system TRAPPIST-1, along with the TRAPPIST ground based
telescope (Gillon et al., 2017). Spitzer is owned and operated by NASA (Carey et al., 2010).
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Table 1.3 Selected Ground Based Transiting Exoplanet Surveys. Source of information:
exoplanet.eu and referenced articles. Date obtained: 7 April 2017. Additional planets have
been discovered since.
Name & Location & Discoveries Discoveries Notes
References no. of telescopes Period/days Radius/R⊕
HAT Mount Hopkins, 1.2-10.9 4.73-23.37 62 planets discovered
Bakos et al. (2004) Arizona (5) 3 also WASP planets
Mauna Kea, 2 planets with no radii
Hawai’i (2) 77.7 & 219.9 days
HATSouth Chile (1) 0.84-16.25 6.31-20.8 35 planets discovered
Bakos et al. (2013) Namibia (1)
Australia (1)
KELT Winter Observatory, 0.97-7.85 12.51-20.8 13 planets discovered
Pepper et al. (2007) Arizona
Qatar Exoplanet New Mexico 1.34-2.88 12.29-17.4 5 planets discovered
Survey
Alsubai et al. (2013)
TRAPPIST La Silla, 1.5-20 0.76-1.13 7 planets discovered
Jehin et al. (2011) Chile (1) ground based observations
Gillon et al. (2017) combined with space based
observations (Spitzer)
TrES Tenerife (1) 1.3-3.6 12.32-19.12 5 planets discovered
O’Donovan et al. (2006) Arizona (1)
California (1)
WASP & La Palma (1) 0.8-11.55 1.87-22.32 131 planets discovered
SuperWASP South Africa (1) 3 also HAT planets
Pollacco et al. (2006) 2 planets with no radii
1297 & 3725 days
Only 2 planets < 0.6 RJ
The XO Project Haleakala 2.6-4.2 10.9-23.2 6 planets discovered
McCullough et al. (2005) Maui, Hawai’i
Table 1.4 Selected Space Based Transiting Exoplanet Surveys. Source of information: exo-
planet.eu and referenced articles. Date obtained: 7 April 2017. Additional planets have been
discovered since.
Name & Agency & Discoveries Discoveries Notes
References launch date Period/days Radius/R⊕
CoRoT ESA 0.85-95.27 1.67-16.7 31 planets discovered
Bordé et al. (2003) 2006 2007-2015
Kepler NASA 0.45-1071 0.27-77.76 2290 planets discovered
(Borucki et al., 2010) 2009 2009-2013
K2 NASA 0.68-44.56 0.615-34 131 planets discovered
Howell et al. (2014) 2009 (see text) 2014-present
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The Hubble Space Telescope was also involved in a seven-day search for exoplanet
candidates in a campaign known as SWEEPS (Clarkson et al., 2008), or The Sagittarius
Window Eclipsing Extrasolar Planet Search. 16 planet candidates were found, two of which
were confirmed through RV measurements. Hubble is also owned and operated by NASA.
1.2.2 Planned Surveys
Several transiting exoplanet surveys are in an advanced state of planning, each of which will
build on previous surveys. The only ground based survey in this group, the Next Generation
Transit Survey (NGTS) (McCormac et al., 2017) will use telescopes situated in the high
Andes to search for intermediate sized planets. The CHaracterising ExOPlanets Satellite
(CHEOPS) (Broeg et al., 2013), a space based mission, will search for transits in known RV
planet systems. Two other space based missions, the Transiting Exoplanet Survey Satellite
(TESS) (Sullivan et al., 2015) and the PLAnetary Transits and Oscillations of stars mission
(PLATO) (Rauer et al., 2014) will both focus on bright stars suitable for RV follow-up and
asteroseismology.
NGTS will utilise telescopes based at Paranal, Chile, with the aim of observing Neptune-
like and superEarth planets. First light was announced in a press release dated 14 January
2015. NGTS is made up of an array of telescopes observing stars from class K to early M
with V ≤ 13 at 600-900 nm. The consortium behind NGTS includes institutions based in
the United Kingdom, Switzerland, Germany and Chile. Advantages of Paranal as a location
include particularly low water vapour in the atmosphere (Wheatley et al., 2018).
TESS launched in April 2018 and is a NASA mission. It will seek to identify planets
through transit photometry orbiting nearby stars. The TESS website states that 200,000 stars
will be monitored in a two year all-sky survey, part of a three year science mission, and that
the satellite is expected to catalogue > 1,500 planets, of which about 500 would be < 2 R⊕.
Following the all-sky survey, searching 26 overlapping 24◦ x 96◦ fields for 27 days/field, the
continuous viewing zone at the ecliptic poles will be observed for 350 days (Ricker et al.,
2015).
CHEOPS is expected to launch late in 2018, and is an ESA mission. During the three and
a half year mission, 500 targets already known to be exoplanet hosts through RV observations
are expected to be observed, with the aim of detecting shallow transits through the use of
transit photometry. The ESA website describes the mission’s main aims as measuring the
bulk density of super-Earths and Neptunes orbiting bright stars, and to assist in the selection
of suitable targets for further follow-up (Broeg et al., 2013).
PLATO, due to launch in 2026, is an ESA mission which is expected to revolutionise
our knowledge and understanding of exoplanet science (Rauer et al., 2014). This thesis is
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concerned with part of the preparatory work for this mission, and hence this mission will be
considered separately in Section 1.3.
1.3 PLATO 2.0: background and aims
PLATO 2.0 is ESA’s M3 mission (Rauer et al., 2014). M3 is the third of ESA’s medium class
missions, part of ESA’s long-term Cosmic Vision programme. PLATO 2.0 falls into theme
1 of the Cosmic Vision, “What are the conditions for planet formation and the emergence
of life?”1. The “2.0” refers to the fact that PLATO had previously been unsuccessful in
competing for the M1 and M2 slots (which were jointly considered), and was revised prior to
successful submission for the M3 slot.
PLATO is expected to operate in the L2 position. The total field of view is expected to be
2,232 deg2. While the final observing strategy has yet to be confirmed, this thesis is using as
its basis the strategy proposed in Rauer et al. (2014) of two “Long Look” fields, one centred
on l = 65◦, b = 30◦, known as Long Look North (LLN) and the other centred on l = 253◦,
b =−30◦, known as Long Look South (LLS). Either each will be observed for two years, or
LLS will be observed for three years and LLN for one year. The long look fields are expected
to be supplemented at the end of the mission by the “Step and Stare” fields, each of which
would be observed for six months, provided the instrument is still working as intended and
there is sufficient funding. As the mission’s name suggests, the satellite will be recording
information both on transits and on stellar oscillations.
L2 is the second Lagrangian point (Fig. 1.4), and PLATO is expected to operate in the
L2 position in the Earth-Sun system. The five Lagrangian points are the points where the
combined force of gravity from two bodies, such as a star and a planet, and the centrifugal
force are balanced. A smaller third body may remain at rest in the co-rotating frame at a
Lagrangian point. The Gaia Space Observatory (ESA) operates at L2 in the Earth-Sun system.
Spacecraft in an L2 orbit which complete their missions can be moved to other positions,
such as the Herschel Space Telescope (ESA) and WMAP (Wilkinson Microwave Anisotropy
Probe) (NASA). Satellites expected to operate at the L2 point in the Earth-Sun system in the
future include WFIRST (Wide Field InfraRed Survey Telescope) (NASA), expected to be
launch in the early 2020s: and PLATO, due to launch in 2026.
1.3.1 PLATO’s field of view and cameras
PLATO will have two fast cameras, for studying stars 4 < V < 8, and four groups of normal
cameras, for observing stars 8 < V < 16. Rauer et al. (2014) stated that there will be eight
1http://sci.esa.int/cosmic-vision/46510-cosmic-vision/?fbodylongid=2152
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Fig. 1.4 The five Lagrange points in a two-body system. These are the points where the
gravitational force and centrifugal force from the two bodies is balanced. PLATO is expected
to orbit in the L2 position in the Earth-Sun system. Not to scale.
cameras in each group of normal cameras, but as the project progressed this was reduced
to six cameras per group at the official adoption of the mission by ESA in June 2017. The
implications of the reduction on PLATO’s performance will be examined in Chapters 5 to 8.
Technical details from Table 4.1 on page 71 of the PLATO Definition Study Report, 20172
are included here in Table 1.5
Fig. 1.5 shows one configuration illustrating how the PLATO cameras will overlap,
assuming the angle between the centre of the global field and the centre of the field of a group
of cameras is 0.35, expressed as a fraction of the field, or 9.6◦. Instrument design is ongoing,
and an alternative configuration may be used in flight.
The large plate scale of 15.0 arcsec/pixel is the reason why the possibility of false positives
due to background eclipsing binaries is a particular concern. The PLATO Definition Study
Report states that a window around each target star will be formed, known as an “imagette”,
typically set at 6 x 6 pixels for a normal camera (9 x 9 pixels for a fast camera) to ensure that
all information relevant to the point spread function (PSF) of a given star is read and analysed,
whether on the ground or on board. This will help verify the quality of the photometric and
centroiding data, and will be especially useful in identifying nearby background eclipsing
binaries, according to the PLATO Definition Study Report.
2http://sci.esa.int/jump.cfm?oid=59252
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Table 1.5 Summary of PLATO technical details, drawn from Table 4.1 on p 71 of the PLATO
Definition Study Report
Aperture of cameras 120.0 mm
Field of view, fast cameras ≈ 619 deg2
Field of view, normal cameras ≈ 1037 deg2
Total field of view ≈ 2232 deg2
Covered by 4 groups of cameras ≈ 301 deg2
Covered by 3 groups of cameras ≈ 247 deg2
Covered by 2 groups of cameras ≈ 735 deg2
Covered by 1 group of cameras ≈ 949 deg2
Fast camera CCDS 1 per camera, 4,510 x 2,255 pixels
Normal camera CCDs 4 per camera, 4,510 x 4,510 pixels
Pixels 18 µm square
Plate scale 15.0 arcsec/pixel
CCD temperature <−65◦ C, maintained by passive cooling
Spectral range 500-1000 nm
Cycle period for normal cameras 25 s
Exposure time, normal cameras 22 s
Cycle period for fast cameras 2.5 s
Exposure time, fast cameras 2.3 s
Read out frequency 3 Mpx/s
Expected mass of payload 533 kg
Expected power required by payload ≈ 820 W
1.3.2 PLATO priority populations
One of the main aims of PLATO 2.0 is to detect an Earth twin. As shown in Table 1.3 and
Table 1.4, the only place to really do this from is space. Of the seven rocky planets orbiting
TRAPPIST-1, the first three were detected by TRAPPIST, a ground based survey, and the
remaining four through space based observations by Spitzer (Gillon et al., 2017).
Kepler has shown that, when a satellite stares at one area of the sky for a long period of
time, it is possible to detect many planets. However, many Kepler planet hosts are unsuitable
for spectroscopic follow-up as they are too faint, and effective follow-up is essential if an
Earth-twin is to be confirmed.
PLATO has set five priority populations, numbered in order of importance. The four that
apply to the Long Look phases are given in Table 1.6: P3 is similar to P2, but applies only to
the Step and Stare phase. P2 (and therefore P3) is a subset of P1, and P1 is a subset of P5.
The Sun is class G2, so would fall within P1, P2 or P5, depending on the distance of an
observer from the Sun and hence the apparent magnitude, m. M class stars, being intrinsically
less luminous than FGK stars, have a fainter magnitude limit set.
The earliest stars on the PLATO target list will be stellar class F5. Hotter, more massive
stars tend to be more active than Sun-like stars (Pace and Pasquini (2004), Martínez-Arnáiz
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Fig. 1.5 PLATO field of view, illustrating overlapping groups of cameras. This diagram
assumes the angle between the centre of the global field and the centre of the field of a group
of cameras is 0.35, expressed as a fraction of the field, or 9.6◦. Numbers refer to the number
of groups observing a given region. This figure was generated using code provided by Claude
Catala of l’Observetoire de Paris, and represents one possible configuration. An alternative
configuration may be used in flight.
Table 1.6 PLATO populations appropriate to the Long Look fields. P3 is similar to P2, but
covers the Step and Stare phase only. Source of data: Rauer et al. (2014).
Priority Stellar Class Apparent Magnitude m
P1 F5 to K7 V < 11
P2 F5 to K7 V < 8
P4 M V < 16
P5 F5 to K7 V < 13
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et al. (2010)): stellar activity generates starspots (the extrasolar equivalent of sunspots), which
can be confused with exoplanet transits. Early stars are also more massive than late stars, and
hence more luminous: the habitable zone of an A-class star or an early F-class star will be
further from the star than the Earth is from the Sun. The year of a planet in the habitable
zone of such a star will be longer than an Earth year, making it less likely that there will be
two detections, let alone three, while a Long Look field is being observed. Early stars, being
more massive than late stars, also have a shorter lifespan. For all these reasons, studying stars
earlier than class F5 for transiting exoplanets, especially one that is an Earth twin, is not likely
to be fruitful.
1.3.3 The Long Look Fields
If the fields proposed in Rauer et al. (2014) are those that are selected for the mission, then
the LLS field will be centred approximately on the Pictor constellation and the LLN field
will be centred approximately on Lyra and Hercules. The LLN field would contain within
its boundaries the field examined during the Kepler main mission. Centred on b = ±30◦,
variation over Galactic latitude in the Long Look fields will be much more significant than
variation over Galactic longitude during the observing campaigns. This is due to the geometry
of the thin disc and thick disc, described in more detail in chapter 2: in particular, the vertical
scale height (from the Galactic plane) is smaller than the radial scale height (from the Galactic
centre). In both fields, close to the Galactic plane stars that may be exoplanet hosts will be
much more plentiful, but there will also be a greater risk of contamination from eclipsing
binaries, both within the pixel in which the target sits and in neighbouring pixels. Closer to the
celestial poles, fewer planet hosts will be observed, but there will also be fewer background
stars, increasing the probability that a detected signal is not a false positive. One consideration
under investigation is whether it would be possible to move the fields up to 5◦ closer to the
Galactic plane, depending on the level of contaminants (Rauer et al., 2014): moving closer
than this to the Galactic plane for the Long Look fields is ruled out by the need to look
above/below the Sun at appropriate points in the orbit. This restriction would not apply to the
same extent to the Step and Stare fields, as these would only be observed for six months/field.
As shown in Fig. 1.5, the best coverage will be at the centre of the field of view, where all
four groups of cameras overlap.
1.3.4 Asteroseismology
As discussed in Section 1.2, and shown in Eq 1.1 and Eq 1.5, to obtain an accurate radius and
mass for an exoplanet, it is essential to know the mass and radius of the host star. Rauer et al.
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(2014) stated that one of the aims of PLATO 2.0 is to use asteroseismology to confirm stellar
radii to within ±1-2% and to confirm stellar masses and ages to within ±10%.
Asteroseismology measures the oscillations in a star to obtain information about its
internal structure. There are two possible modes, p modes and g modes, where p modes are
trapped acoustic waves and g modes are trapped gravity waves. In a spherical co-ordinate
system, oscillations within a star depend on the radial co-ordinate and the polar co-ordinate
rotating around the axis of rotation, with no dependence on the azimuthal co-ordinate. The
radial co-ordinate is given as n and the polar co-ordinate as l in the relevant notation.
In the second appendix of Rauer et al. (2014), it is noted that PLATO is unlikely to observe
modes greater than l = 3, but that the l co-ordinate is useful in providing information on
the internal angular velocity of a star. The stated aim is to achieve with PLATO the same
resolution as is possible with the Sun, namely an accuracy of≈ 0.1µHz. Where ν is frequency,
there are two separations, one large ∆l
∆l = νn,l−νn−1,l (1.6)
between modes of the same degree l and the other small ∆02 or ∆01,
∆02 = νn,0−νn−1,2 (1.7)
∆01 = νn,0− νn−1,1+νn,12 (1.8)
where ∆02 is between modes l = 0,2 and ∆01 is between modes l = 0,1. The mean stellar
density can be obtained from ∆l , since it measures the acoustic travel time from the stellar
core to the stellar surface, which will assist in constraining the mass and radius of the star.
∆01 and ∆02 provide information on the internal structure of the star, which is useful in
constraining the age of the star. This information will be obtained both for stars which are and
are not known to be planet hosts. Of course, the absence of known planets does not mean that
a star does not host planets: indeed, it is often speculated that all or most stars host planets, it
is just that not all planetary systems are detectable from Earth.
To properly understand the evolution of planetary systems over time, especially in the
context of migration, understanding the age of observable systems is considered essential.
However, dating single stars is not easy, especially as stars spend a long time on the main
sequence. During this time, although the star’s radius will expand over time and mass will be
lost in stellar winds, these changes are slow and slight compared to more dramatic changes in
later life, such as crossing the Hertzsprung-Russell gap, ascending the Red Giant Branch and
ejecting planetary nebulae. For a star which is well settled on the main sequence, particularly
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a low mass star with a very long main sequence life time, determination of the exact age
through a colour versus magnitude diagram, for example, can be problematic.
One method of dating stars, based on the fact that stars appear to spin fastest at birth
(Chanamé and Ramírez (2012), García et al. (2014)), slowing down as they evolve through
the main sequence, is gyrochronology. However, it has been observed that some exoplanet
hosts are spinning faster than would be expected when their ages are estimated through other
means, such as the use of isochrones in the HR diagram (Lanza (2010), Brown et al. (2011a)).
Gyrochronology has the advantage of being model independent, based on a period/age/
colour relation (Brown (2014) and references therein). Awareness of an issue involving
exoplanet hosts arose in Lanza (2010), a study of hot Jupiters and their host stars. This found
that stars with Te f f ≥ 6000 K and a rotation period Prot ≤ 10 days had a Prot that was equal to
or double the orbital period of the planet, and that stars with Te f f ≤ 6000 K and/or Prot ≥ 10
days showed a trend towards synchronisation with increasing Te f f and/or decreasing Prot .
Brown (2014) and Maxted et al. (2015) have both examined the question of whether the
discrepancy between ages derived from gyrochronology and ages derived from isochrones in
exoplanet hosts is a result of tidal interactions between planet and star, a natural consideration
arising out of the study by Lanza (2010). Brown (2014) studied 68 planet hosts, finding
that isochrones tended to give slightly older ages than gyrochronology but that this was not
correlated to the tidal timescale. Maxted et al. (2015) found that in a sample of 28 stars, the
gyrochronological age was significantly lower than the isochronal age in about half the stars
in the sample and that, while tidal interactions between the star and planet were a reasonable
explanation for the discrepancy in some cases, this did not apply to all cases, and that there
was no clear correlation between the gyrochronological age and the strength of the tidal force
of the star on the innermost planet. Both Brown (2014) and Maxted et al. (2015) find that in
some cases isochronal ages may overestimate a star’s age. Jackson et al. (2009) had previously
discussed the possibility of tidal disruption of planets as one explanation for the observed
“three-day pile-up” of hot Jupiters, with the remnants of tidally disrupted planets presumably
either falling into the star or surviving as fragments of the original giant planet. Presumably, if
this had happened, there would have been previous tidal interactions that could have affected
a star, but the planet that was the direct cause of those interactions would no longer exist in its
previous form.
The information on the internal structure of a star from asteroseismology may help resolve
this issue. Over the main sequence lifetime, hydrogen is converted into helium in the stellar
core. The proportion of helium to hydrogen in the core is therefore a guide to the stellar age, in
conjunction with the star’s effective temperature: hotter, more massive stars convert hydrogen
to helium at a higher rate than cooler, less massive stars, and hence have shorter main sequence
lifetimes. The angular velocity in the star’s interior can be related to the estimated age through
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gyrochronology. Combining these sources of information with the information that can be
extracted through more traditional means, such as measuring the rotational velocity through
spectroscopy, should throw light on why some planet hosts appear younger when their age is
assessed through gyrochronology than through the use of isochrones. The enhanced accuracy
of PLATO’s transit observations may also allow the observation of the remnants of tidally
disrupted planets, assuming the angle of inclination is favourable, and if this is the case,
another piece will have been added to the puzzle of dating stars accurately.
1.4 Stellar formation: binaries and higher hierarchies
Stars form when a molecular cloud collapses, often into clumps, with each clump potentially
becoming an individual star. For this reason, stars will often form in clusters. A star forms
when the mass in a clump exceeds the Jeans mass (Jeans, 1902). The Jeans mass
MJeans ≡ 3kT2GmR (1.9)
is the minimum mass of a molecular cloud for which gravitational collapse is possible. T
is the temperature, R the radius, m the mean mass of the particles making up the cloud, k is
Boltzmann’s constant and G is the gravitational constant.
Within a given volume, the Jeans mass may be exceeded either by increasing the temper-
ature or by reducing the mean molecular mass. In most cases, increasing the temperature,
for example as the result of a shock wave from a supernova, is more likely than changing
the mean chemical composition. Molecular clouds consist mostly of molecular hydrogen
(H2), with small amounts of other molecules. For example, Gratier et al. (2017) observed the
Orion B Cloud with the IRAM 30 m single dish telescope. In addition to H2, the following
molecules were identified spectroscopically: 12CO, 13CO, CS, HCN, HCO+, SO, HNC, CCH,
C18O, N2H+ and CH3OH. As well as a background dominated by H2, Gratier et al. (2017)
were able to identify regions of UV illumination, with a positive contribution from CCH, CN
and anti-correlated with N2H+ and CH3OH, and dense cores with a positive contribution
from N2H+ and CH3OH and a negative contribution from 12CO and 13CO.
These results suggest that star formation has already started in the Orion B cloud. The
dense cores are likely to be protostars still in the process of contracting, while the regions of
UV illumination mark the location of young stars already on the main sequence.
With one cloud giving birth to many stars, binaries and higher hierarchies will form where
stars are gravitationally bound together. This occurs when kinetic energy equals gravitational
potential energy within a system, where the system consists of two or more stars. The common
centre of mass is the barycentre.
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In a binary system, two stars labelled A and B orbit the barycentre: and this is the basis of
all other hierarchies. As an analogy, imagine the solar system consisted only of three bodies,
the Sun, the Earth and Moon. The Earth and Moon orbit one another, while the Earth-Moon
system and the Sun also orbit one another. Allowing for the rather obvious difference in mass,
the Earth-Moon system may be compared with the inner pair of a triple system, labelled Aa
and Ab, while the Earth-Moon and Sun system may be compared with the outer pair of a triple,
labelled (Aa+Ab) and B. A quadruple system may consist of two inner pairs, for example Aa
and Ab, Ba and Bb, and an outer pair, (Aa+Ab) and (Ba+Bb), or may have an inner pair, Aaa
and Aab, an intermediate pair, (Aaa+Aab) and Ab, and an outer pair ((Aaa+Aab)+Ab) and B.
Some possible configurations are illustrated in Fig. 1.6. Any system observed as a binary may
be part of a higher hierarchy.
KIC 4150611 (KOI 3156) is a good example of a multiple system and of the interesting
non-planetary objects that can be observed in a transiting exoplanet survey. Studied by
Hełminiak et al. (2017), it was found by Kepler to have four possible transits: at 94.2 days,
8.65 days, 1.52 days and 1.43 days respectively. Hełminiak et al. (2017) found that this
one object in the Kepler Input Catalogue could be resolved spectroscopically to three point
sources, which the authors labeled A, B and C. Hełminiak et al. (2017) concluded that C is
most likely a background eclipsing binary, with a period of 1.43 days, and that A and B form
a quintuple system of a similar configuration to the orange example in Fig. 1.6. The outermost
pair, A and B, have an estimated orbital period of 1,000 years. B is a pair of G class stars, Ba
and Bb, with a period of 8.65 days. A has an inner pair and an outer pair: the outer pair, Aa
and Ab, has a period of 94.2 days. The inner pair, Ab1 and Ab2, is made up of two class K or
M stars with a period of 1.52 days. Aa is class F1 and is described as a hybrid pulsator, as it
demonstrates δ Scuti type pulsations with the highest peak at 20.243 d−1, and γ Doradus type
pulsations with the highest peak at 2.6064 d−1, and therefore is an interesting object in its
own right.
This system demonstrates the difference between foreground and background eclipsing
binaries as well as the effect of blending, and demonstrates the importance of follow up
observations in confirming that a candidate is a planet and not an eclipsing binary.
1.5 Eclipsing binaries
In a binary system, if one star passes between an observer and the other star in the system, an
eclipse occurs. Calculating the radius of the eclipsing star uses the same principles as those
used to calculate the radius of a transiting exoplanet, but allows for the fact that stars are
self-luminous while planets are not.
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Fig. 1.6 A mobile diagram showing possible configurations of binaries and higher hierarchies.
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∆F =
F2+(F1− (A2/A1)F1)
F1+F2
(1.10)
where ∆F is the normalised in transit flux, F1 is the flux of the body being eclipsed (star
1), F2 is the flux of the eclipsing body (star 2), A1 is the area of star 1 and A2 is the area of
that part of star 2 which occludes part of star 1, and is only a circle when the whole of star 2
passes in front of star 1. A2/A1 ≤ 1 must be true even in the extreme case of a smaller body
totally eclipsed by a larger one, in which case the expression would reduce to
∆F =
F2
F1+F2
(1.11)
Since the normalised fractional eclipse depth is
δF = 1−∆F (1.12)
ie the normalised out of transit flux minus the normalised in transit flux. Similar principles
apply to determining δF for both planets and eclipsing binaries: the key difference is that in a
binary system both the occluding and occluded bodies are self-luminous, but when a planet
transits a star only the star is self-luminous.
Eq 1.10 is, of course, a simplification: limb darkening also needs to be taken into account
for a full description. Care also needs to be taken to distinguish between the primary and
secondary eclipses, where both are observable, as δF will be different in these two cases and
the subscripts 2 and 1 will refer to different stars in each case (the smaller star is star 2 in the
primary eclipse and star 1 in the secondary eclipse, for example). However, if the ratio of
areas is known, the ratio of radii may also be known (depending on the impact parameter and
hence the proportion of star 2 which occludes star 1), and if the flux of the two stars can be
distinguished and the colour of at least one of the stars is known, an estimate of the radii of
the stars can be obtained.
Transiting exoplanets surveys will in the first instance estimate the radius of an eclipsing
or transiting body with the assumption that it is not self-luminous. Where the calculated radius
is clearly stellar, or the light curve is highly sinusoidal, such systems will not be confused
with a transiting exoplanet. However, there are three cases where the eclipse depth may be
shallow enough for confusion to occur:
1. A grazing eclipse.
2. Where the eclipsing body is a white dwarf.
3. Where the eclipse depth is diluted through blending.
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The Kepler main mission has produced a considerable amount of data on eclipsing binaries,
with 2,876 systems listed in the Kepler Eclipsing Binary Catalogue3 (18 April 2017). This is
greater than the list of confirmed planets, which stands at 2,290 (18 April 2017). The binaries
in the Kepler Eclipsing Binary Catalogue are all cases where the target is an eclipsing binary.
Planets, background eclipsing binaries and cases of stellar activity can be searched for as
individual items. However, one of the fields returned, “InCat” (short for “In Catalogue?”)
will carry the designation of “False”, rather than “True”, when the item searched for is not an
unblended eclipsing binary.
The light curves of binary systems can be very different from one another, depending
on their morphology. For that reason, the Kepler Eclipsing Binary Catalogue includes a
morphology parameter in the range 0-1, best described in Matijevicˇ et al. (2012). As discussed
in Section 7.3, as the morphology parameter increases, ellipsoidal variations become more
evident and eclipse duration as a fraction of orbital period increases. However, there is no
formal link between these two observable characteristics and the morphology parameter
(Andrej Prsa, priv. comm.). In Matijevicˇ et al. (2012) examples of light curves with a given
morphology parameter are included, as are definitions of the expected nature of binaries
with a given morphology parameter, described in more detail below. Matijevicˇ et al. (2012)
emphasised that the morphology parameter does not specify a given type of binary, it simply
indicates the most likely type, and that is the formalism followed here.
Binary light curves can be classified in four ways: detached, semi detached, contact or
overcontact, and ellipsoidal. The morphology parameter as utilised by Matijevicˇ et al. (2012)
describes the probable classification of individual binary systems, and is not intended as a
hard-and-fast description.
Detached: Matijevicˇ et al. (2012) designated detached binaries as having a morphology
parameter of < 0.5. As the name suggests, detached binaries are systems which are not in
physical contact with one another. These stars tend to have longer orbital periods and are
generally spherical in shape. KIC 9027841 and KIC 3113266, on the bottom row of Fig. 1.7,
with morphology parameters appropriate for detached systems, might easily be mistaken for a
transiting exoplanet were it not for the distinctive ‘V’ shape of the primary eclipse, combined
with the presence of a secondary eclipse.
Semi-detached: As a star ages, in particular as it moves across the Hertzsprung Gap and
then up the Red Giant Branch, its radius will increase. When stellar expansion reaches the L1
point (Fig. 1.4), possibly as a result of tidal bulging, the plasma on the surface of the star at L1
will be equally under the gravitational influence of both stars. Expanding beyond L1 means
that, along the line joining the two stars, matter from the expanding star will be gravitationally
3http://keplerebs.villanova.edu/
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Fig. 1.7 Sample light curves from the Kepler Eclipsing Binary Catalogue, P < 1 day. Top
row: ellipsoidal binaries. Middle row: contact binary (left) and semi-detached binary (right).
Bottom row: detached binaries. See text for further details on the different types of binaries.
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attracted to the companion, and mass transfer will occur. The first star has filled its Roche
lobe, and the system is semi-detached.
Matijevicˇ et al. (2012) designated semi detached binaries as having a morphology
parameter of ≈ 0.5-0.7, and in Fig. 1.7 KIC 6353203 is such a system. Its period is similar to
that of KIC 6224853 (ellipsoidal) and KIC 9027841 (detached), and its light curve carries
characteristics of both, with clear eclipses at φ = 0 and φ = 0.5, with the eclipse depth at
φ = 0.5 distinctly shallower than at φ = 0, but with a sinusoidal appearance at φ = 0.25 and
φ = 0.75.
Contact or overcontact: Where both stars fill their Roche lobes, the surfaces of the two
stars are in physical contact. This type of system is referred to both as a contact or overcontact
system, and can result in the stars merging in a common envelope phase. Matijevicˇ et al.
(2012) designated contact binaries as having a morphology parameter of ≈ 0.7-0.8, and in
Fig. 1.7 KIC 5128972 is such a system. As with KIC 10417986 and KIC 6224853 (both
ellipsoidal), the light curve of KIC 5128972 appears sinusoidal in nature and it is difficult to
make out an actual eclipse, but the minima at φ = 0 and φ = 0.5 are distinctly different.
Ellipsoidal: Matijevicˇ et al. (2012) designated ellipsoidal binaries as having a morphology
parameter of > 0.8, and two examples are shown in the top row of Fig. 1.7. Ellipsoidal binaries
are not necessarily eclipsing and tend to have very short periods. The sinusoidal nature of the
light curves arises from the fact that stars in an extremely close orbit are not spherical: they
bulge towards one another as the force of gravity from the companion and the centrifugal
force acts on each star. When they are observed side on, the bulges are at their maximum.
When the stars are lined up, the bulges will be at their least visible. Where phase is designated
by φ , the minima in these light curves will occur at φ = 0 and φ = 0.5 (stars are in line), and
the maxima at φ = 0.25 and φ = 0.75 (stars are edge on), assuming zero eccentricity.
It is unlikely that semi-detached, contact and ellipsoidal binaries would be mistaken for
transiting exoplanets, due to their distinctive light curves, and Coughlin et al. (2016) reported
that systems known to have a morphology parameter > 0.6 were excluded from the Kepler
Data Release 24 (DR24) processing and later iterations. Detached systems, however, may be
another matter.
1.5.1 Grazing eclipses
KIC 9027841 and KIC 3113266 in Fig. 1.7 (bottom panel) are both good examples of grazing
eclipses in a detached binary system of a type that may be mistaken for transiting exoplanets,
without closer examination.
With primary eclipse depths of 900 and 5,000 ppm respectively, both are comparable to
planets. For example, if the transit of a planet with the radius of Jupiter could be observed
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around a star with the radius of the Sun, the transit depth would be 10,000 ppm; similarly, an
Earth-like planet transiting a Sun-like star would have an transit depth of 80 ppm. These two
transits fall in between these examples.
One major clue that these are eclipsing binaries rather than close-in planets is the shape
of the transit in the light curve. An exoplanet transit is made up of three phases: the ingress,
from the point where the the surface of the planet appears to make contact with the surface
of the star, to the point where the full disc of the planet is just over the surface of the star;
the egress, which is simply a reverse of the ingress and occurs at the end of the transit; and
the main part of the transit, when the full disc of the planet is passing over the disc of the
star. The ingress and egress are marked by a relatively steep drop/increase in flux respectively,
and while the mid part of the transit is not completely flat, due to limb darkening, the general
effect is a “flower pot” shape: two sloping sides with a (relatively) flat bottom.
In a grazing eclipsing binary, the full disc of the eclipsing star never covers the star that is
being eclipsed. Hence, the ingress and egress dominate. The result is a distinctive ‘V’ shape,
as seen in KIC 3113266 in Fig. 1.7. The ‘V’ shape in KIC 9027841 is gentler than in KIC
3113266, but, combined with the observable secondary eclipse, it is still distinctive enough
for this object to be declared an eclipsing binary by the Kepler Eclipsing Binary Catalogue,
and a false positive on NExSci.
Care should, however, be taken not to designate all V-shaped transits as eclipsing binaries:
a grazing eclipse by a hot Jupiter may also result in a V-shaped light curve.
1.5.2 Eclipsing white dwarfs
White dwarfs (WDs) mark the end stage in the life of most stars. Mass has been lost,
particularly in the form of planetary nebulae during the thermally pulsing asymptotic giant
branch (TP-AGB) phase, and the stellar remnant is electron degenerate. This means that,
although a typical white dwarf may have a mass of 0.59 M⊙, its radius is likely to be typical
of a terrestrial planet rather than a star. The light curve of an eclipsing binary in which a
white dwarf passes behind and in front of its companion would be expected to have a similar
shape to that of a planet passing in front of its host star. Follow-up observations are required
to distinguish a white dwarf from an exoplanet.
That this is not always easy is shown by the case of KOI-256. Muirhead et al. (2013)
described this system as a mutually eclipsing post common envelope binary: that is, stars
came into contact and underwent a common envelope phase, as described above, with a
main sequence (MS) star orbiting within the envelope of an evolved star, such as a TP-AGB.
The TP-AGB star expelled its outer layers as it evolved into a WD, while the MS star lost
angular momentum as it orbited within the TP-AGB’s atmosphere. The eventual result was
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an MS/WD binary in a close orbit: in this case the orbital period is 1.38 days. Muirhead et al.
(2013) found that the WD has M∗ = 0.592 ± 0.089 M⊙, R∗ = 0.001345 ± 0.00091 R⊙, Te f f =
7100 ± 700 K, and the MS star has M∗ = 0.51 ± 0.16 M⊙, R∗ = 0.540 ± 0.014 R⊙, Te f f =
3450 ± 50 K.
Sokov et al. (2012) described the same object as a confirmed planet with RP = 1.83 ±0.16
RJ with an unusual orbit, based on observations made by ground based telescopes. This is in
contrast to the 5.6 R⊕ found by Muirhead et al. (2013). The community appears to accept
Muirhead et al. (2013) rather than Sokov et al. (2012) (see, for example, Mann et al. (2013),
Ballard and Johnson (2016) and Gaidos et al. (2016)).
The NASA Exofop website (https://exofop.ipac.caltech.edu/cfop.php) lists this KOI as a
false positive, as does NExSci. Exofop holds five spectroscopic observations along with one
imaging observation, but no RV observations have been uploaded to the site. Muirhead et al.
(2013) made reference to RV measurements, and these would have confirmed that the mass
of the smaller body (by radius) was stellar rather than planetary. The Kepler False Positive
Working group has certified this KOI (Kepler Object of Interest) as a false positive with a
significant secondary (http://exoplanetarchive.ipac.caltech.edu/cgi-bin/TblView/nph-tblView?
app=ExoTbls&config=fpwg), quoting Muirhead et al. (2013) in the comments field. Interest-
ingly, the radius listed in the official reports, which are publicly available by following the
links in the NExSci site, is 5.5 R⊕ in the Q1-Q16 analysis (report generated 17 August 2013),
6.4 R⊕ in the DR24 analysis (report generated 20 September 2014) and 2.0 R⊕ in the DR25
analysis (report generated 30 January 2016). None of these reports identify this KOI as an
eclipsing binary, so the follow up work by Muirhead et al. (2013) was essential in identifying
this system as an eclipsing MS/WD binary.
Another difference between a WD and a planet is the effective temperature. Muirhead
et al. (2013) found the compact object to be significantly hotter than the MS star, which is
consistent with it being a WD. A planet would be much cooler. Where a secondary eclipse
can be observed (ie when the larger body passes between the observer and the smaller body),
as is the case here, the Kepler pipeline estimates the temperature of the transiting body based
on observations and using four assumptions which also assume that the transiting object is a
planet4:
1. The incident stellar flux and the radiated heat from the “planet” are in thermodynamic
equilibrium.
2. The “planet” has a Bond albedo of 0.3, which means that 30% of the incident stellar
flux is re-radiated and 70% is absorbed.
3. Both the “planet” and the star are black bodies.
4. Heat is evenly distributed between the day and night sides of the “planet”.
4https://exoplanetarchive.ipac.caltech.edu/docs/API_kepcandidate_columns.html
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This estimate can be compared to the predicted maximum effective temperature of a
planet at the same distance from the star. Exofop gives an estimated planet temperature of
734 K, consistent with the working assumption that the transiting object is a planet, again
emphasising the importance of the follow-up work by Muirhead et al. (2013) in identifying
the effective temperature of the WD as Te f f = 7100 ± 700 K.
The conclusion from this test case is that automated data vetting alone cannot separate a
white dwarf from a genuine planet: rigorous follow-up work is required.
1.5.3 Blended eclipsing binaries
Although we observe space as a two dimensional surface, it is in fact a three dimensional
volume. The classic analogy is that stars that we put into constellations based on two
dimensional shape, such as the W of Cassiopeia, are often not related to one another at all. It
is essential to bear the three dimensional nature of space in mind when analysing the results
of a transiting exoplanet survey. Where a target is the star you intend to observe, there may be
a faint eclipsing binary in the vicinity of the target, whose position is indistinguishable from
that of the target in the initial survey due to the plate scale, and which can only be identified
as a false positive after follow-up observations.
One initial check performed in surveys such as Kepler and PLATO is to test for ephemeris
matches: is there another transit with exactly the same orbital period, at exactly the same
time, elsewhere within the field of view? In such situations, the actual eclipsing binary or
variable star is referred to as the “parent” and the contaminated targets are described as the
“children”. This test, however, will not reveal all false positives: only those where the parent
is far enough from the child to be observed independently.
Blending of eclipsing binaries occurs when the flux from the target star is combined with
the flux from an eclipsing binary, for example when the PSF of the background star is fully
within the PSF of the target or by having an overlapping PSF with the target. In the case of
Kepler, charge transfer along columns is known to cause ephemeris matches to distant stars.
Where the flux of two or more systems is combined, the observed depth of any transit will
be less than the actual depth (it is ‘diluted’), so a transit that would otherwise appear clearly
stellar from Eq 1.1 may now appear planetary.
The normalised transit depth, δF , can be found by comparing the in-transit and out of
transit flux, as in Eq 1.10. The standard equation for finding the difference between the
apparent magnitudes of two stars when the flux of the two stars is known is
m1−m2 = 2.5log10
(
F2
F1
)
(1.13)
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By substituting the observed transit depth δFobs for F1, the actual transit depth δFact for
F2, and ∆m, the difference in apparent magnitude between the actual eclipsing binary and all
stars contributing to the observed flux (including both the eclipsing binary and the target), for
m1−m2, and rearranging, the observed depth can be found from the actual depth:
δFobs =
δFact
10∆m/2.5
. (1.14)
and Eq 1.14 can be easily rearranged to find the actual depth from the observed depth,
where ∆m is known. If there is only one system contributing to the observed flux, Eq 1.14 will
return an observed depth that is equal to the actual depth as ∆m would be zero: if there is more
than one system, a diluted observed depth will be reported. In the context of PLATO, with
large pixels of 15", Eq 1.14 has the advantage of allowing all background flux contaminating
the PSF of the target star to be included, thereby allowing dilution due to blending with
non-eclipsing background stars to be taken into account in the case where the target is actually
an eclipsing binary, as well as estimating dilution of background eclipsing binaries.
Whether a given transit is due to an exoplanet or a background eclipsing binary is a
question that the Kepler science team has investigated, as well as the issues that arise from
plate scale. Morton and Johnson (2011) define an “exclusion radius” r within which it is not
possible from Kepler data alone to tell if a transit is on the target or due to a background
eclipsing binary:
r = 1.17′′
√
10−0.4(11−mK p)
(
δF
1.5×10−4
)−1
(1.15)
where mK p is apparent Kepler magnitude. The constant of 1.17" is based on the analysis
performed on Kepler-10 b in Batalha et al. (2011). Using Eq 1.15 an appropriate exclusion
radius can be calculated for any target, as long as mK p and δF , both observables, are known.
Fig. 1.8 shows some of the diagnostic techniques used by the Kepler science team to rule
out a background eclipsing binary scenario in the case of the second planet in the Kepler-10
system, Kepler-10 c. This is included as an example of the procedures available to the
Kepler science team, which may or may not be applicable to the PLATO science team. The
information for this plot came from the DR25 report, which is publicly available through
NExSci. Where Kepler-10 b has a period of 0.84 days, Kepler-10 c has a period of 45.3 days,
so there are only two transits per quarter, at most, to assess. The whitened folded average
time series reveals an eclipse depth of 477.1 ±3.7 ppm, with a shape that is consistent with a
planetary transit. The pixel level diagnostics show that the source of the difference in flux
appears to be the target star, Kepler-10: the Q9 difference plot has been randomly selected for
inclusion in Fig. 1.8, but each quarter is assessed independently. Combining the difference
information from all quarters, an average position for the transit source is located, with 1-σ
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and 3-σ uncertainties indicated by a cross and circle respectively. The target falls outside the
1-σ range but inside the 3-σ circle in the case of Kepler-10 c. However, superimposing this
information on an image from the United Kingdom InfraRed Telescope (UKIRT) shows that
the source of the transit is clearly on the target star, and even allows fainter background stars
to be visually identified. Note the difference in orientation between the pixel scale plot, which
refers to the orientation of Kepler at the time the observations were made and where the axes
are labeled by CCD column and CCD row, and the plots in which the centroid is indicated,
where the axes are right ascension (RA) and declination (dec). Taking all this information
together, it would appear that Kepler-10 c is indeed a planet orbiting the observed target, and
not a background eclipsing binary.
As mentioned previously, Hełminiak et al. (2017) found KIC 4150611 (KOI 3156) could
be resolved spectroscopically to three point sources, one of which, labelled C, was most likely
to be a background eclipsing binary. Since the source was observed as one target, the eclipses
in A and B, as well as C, would be blended, in the manner described in Eq 1.14. The PLATO
science team will have access to the full Gaia data, so it is probable that background stars in
the vicinity of an observational target would be known and can be accounted for. However,
care will still be required.
Blended eclipsing binaries will have an apparent eclipse depth shallower than their actual
eclipse depth. Blending may also occur if a target believed to be a single target is in fact an
unresolved triple or other hierarchy. And the transit of a planet in orbit around one of the stars
in an unresolved binary system will also be diluted by blending, and hence the planet will
appear to have a smaller radius than the true value.
1.6 Population synthesis as a tool to understand the Galaxy
The previous sections in this chapter have dealt with observations of transiting exoplanets
and of eclipsing binaries, and how we distinguish them using existing instruments. Each
instrument is unique, and to understand the false positive rate due to eclipsing binaries in
PLATO it is important to build a model Galaxy that can be used to test the instrument’s
expected performance.
Modelling is an important tool in understanding a complex system. Population synthesis
is the class of model that is used to test our understanding of the Galaxy. Generally held
assumptions include:
1. The Galaxy is spiral and has a central bar.
2. The Galaxy consists of a central bulge, a disc and a halo.
3. Star formation occurs close to the Galactic plane.
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Fig. 1.8 Selected diagnostic information from Kepler DR 25, Kepler-10 c, in particular relating
to position. Data publicly available on the NExSci website.
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4. The disc has two distinct populations, the thick disc, consisting of low metallicity stars
and the thin disc, consisting of higher metallicity stars.
Since we are in the Galaxy, we cannot observe it from the outside. However, the as-
sumption of a spiral structure appears sound. Observations of other galaxies show that star
formation occurs in spiral galaxies rather than elliptical galaxies, and star formation is ob-
served in the Galaxy, for example in the Pleiades. Observations also indicate that the typical
structure of a spiral galaxy is a central bulge, which contains a supermassive black hole,
along with two or more spiral arms in which star formation takes place. Mapping by NASA’s
Wide-field Infrared Survey Explorer (WISE)5 (Camargo et al., 2015) (Fig. 1.9) indicates that
the Galaxy’s central bulge is a bar, with several arms radiating from each end of the bar. The
innermost arm in each case rejoins the other end of the bar, to form a roughly oval shape; the
other arms move out to form spirals. The Sun is located in the Orion Spur of the Sagittarius
Arm, a relatively unimportant arm that emerges at the far end of the central bulge, as observed
from Earth. Most dust and molecular clouds are located close to the Galactic plane, so the
Galactic plane is a logical place for star formation to occur.
Fig. 1.9 Schematic diagram of the Galaxy from data from NASA’s Wide-field Infrared Survey
Telescope (WISE), downloaded from https://www.jpl.nasa.gov/news/news.php?feature=4612
Juric´ et al. (2008) used observations from the Sloan Digital Sky Survey (SDSS) to confirm
the model of bulge, thick and thin discs, and halo. Studying the number density of M class
MS stars within 2 kpc of the Sun, the authors find that the thin disc has a scale height of 300
5https://www.jpl.nasa.gov/news/news.php?feature=4612
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pc and scale length of 2600 pc, and the thick disc, populated by older stars, has a scale height
of 900 pc and a scale length of 3600 pc. Juric´ et al. (2008) found that the halo is likely to be
oblate rather than spherical, with a best-fit axis ratio c/a of 0.64.
With this understanding of the basic structure of the Galaxy, population synthesis models
can be derived. Two of the best known are TRILEGAL and the Besançon model, with the Gaia
Universe Model Snapshot (GUMS) and Galaxia being derived from the latter. In addition, the
Open University has over the past two decades developed its own model, the Binary Stellar
Evolution Population Synthesis model (BiSEPS), which will be discussed in Chapter 2.
1.6.1 TRILEGAL
The TRILEGAL population synthesis code, the TRIdimensional modeL of thE GALaxy, is first
described in Girardi et al. (2005). Updates are discussed in Girardi et al. (2012). It is available
for public use through an online interface6, last updated on 23 October 2017, and has a time
limit of 10 minutes CPU time per request.
Girardi et al. (2005) stated that the code, which is written in C, extracts stars of a given
mass, age and metallicity from a database of stellar tracks, and seeds them into a model
Galaxy. The code is tuned to the specifications of the instrument which could make the
observations that are being simulated, including the passband. The “perfect photometric
catalogue” produced can be later degraded as required to allow for noise and incompleteness.
Girardi et al. (2005) described the five inputs into TRILEGAL:
1. Stellar evolutionary tracks from zero age main sequence (ZAMS) to 25 Ga or the end of
the TP-AGB stage, whichever comes first. These tracks are described in Girardi et al. (2000).
Protostars and compact remnants are not simulated.
2. Bolometric corrections as described in Girardi et al. (2002) and absorption coefficients
as described in Girardi et al. (2004). The bolometric corrections allow for the fact that any
passband will only see part of a star’s output, while the absorption coefficients allow for
extinction by interstellar dust.
3. The initial mass function (IMF), which defines the proportion of less massive to more
massive stars. The default for TRILEGAL is the log-normal IMF is described in Chabrier
(2001), but other options are available, including the exponential IMF described in Larson
(1986) and the segmented power laws described in Salpeter (1955) and Kroupa (2001).
4. Star formation rate (SFR) and the age metallicity relation (AMR) for the different
Galactic components. The thick disc has a constant SFR and AMR for the period 11-12 Ga.
The halo is set at an age of 12-13 Ga and offers two options for AMR. For the thin disc, there
6http://stev.oapd.inaf.it/cgi-bin/trilegal
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is the option of a one-step or two-step SFR with the AMR taken from Fuhrmann (1998) with
α enhancement. The AMR for the bulge is based on Zoccali et al. (2003).
5. Geometry of the Galaxy components. The thin and thick discs can be described either
by a double exponential or by an exponetial in the radial direction and a squared hyperbolic
secant in height. The halo is described as an r1/4 spheroid, with adjustable oblateness. The
bulge is modeled as a triaxial truncated spheroid.
Girardi et al. (2005) went on to describe the calibration of TRILEGAL, and its use in
simulating the output of various surveys, including 2MASS and Hipparcos.
While the public interface is ideal for small scale studies, in particular regions of sky
that can be simulated within the time limit of 10 minutes CPU time, it is not suitable for
simulating large regions of sky, as required in the PLATO simulations.
1.6.2 The Besançon model, GUMS and Galaxia
The Besançon model, described in Robin et al. (2003) has been used to create the Gaia
Universe Model Snapshot (GUMS) (Robin et al., 2012), which can be publicly accessed through
the VizieR service7. Galaxia is a tool which samples stars from the Besançon model and
has been used to generate a mock Gaia DR2 catalogue which can also be publicly accessed8
(Rybizki et al., 2018). The underlying Besançon model can also be publicly accessed, coming
back on line on 17 April 2017 after a cluster upgrade.9.
Robin et al. (2003) described the assumptions behind the Besançon model. It is assumed
that star formation is constant in the thin disc but occurred in one burst in the thick disc
(11 Ga), halo (14 Ga) and bulge (10 Ga). The thick disc, halo and bulge are modelled to
each have a constant metallicity [Fe/H] (dex) of−0.78±0.30, −1.78±0.50 and 0.00±0.40
respectively, while metallicity in the thin disc evolves with age: 7-10 Ga −0.37±0.20, 5-7
Ga −0.14± 0.17, 3-5 Ga −0.07± 0.18, 2-3 Ga 0.01± 0.11, 1-2 Ga 0.03± 0.10, 0.15-1
Ga 0.03± 0.12, 0-0.15 Ga 0.01± 0.12. The thick disc, halo and bulge have one IMF per
component, ie a continuous slope, while in the thin disc there is a break at 1 M⊙. Disc
kinematics are included in the calculations in three dimensions, and it is assumed stars drift
away from the Galactic plane as they age, as well as orbit the Galactic bulge.
The original Besançon model does not account for interstellar clouds or spiral arms, a fea-
ture it has in common with TRILEGAL. GUMS, created from the Besançon model, incorporates
two spiral arms. Robin et al. (2012) gave the parameters of these arms as having an internal
radius of 3.426 kpc each, a pitch angle of 4.027 and 3.426 radians respectively and a phase
angle of start in radius of 0.188 and 2.677 radians respectively. The amplitude and thickness
7http://vizier.u-strasbg.fr/viz-bin/VizieR?-source=VI/137
8http://dc.g-vo.org/tableinfo/gdr2mock.main
9http://model.obs-besancon.fr
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in the plane of the arms are also defined as of 1.823 and 4.804 for the first arm and 2.013 and
4.964 for the second arm respectively, but without units of measurement: presumably these
are kpc.
The mock Gaia DR2 catalogue was generated with Galactic warp switched on and
sets the solar zero-point to (X ,Y,Z) = (−8.0,0.0,0.15) kpc with velocities (U,V,W ) =
(11.1,23.08,7.25) km s−1, and utilises updated extinction models. Its stated limitations
include excluding stellar binaries and stellar remnants, as well as extragalactic sources, as
these classes of objects are not included in Gaia DR2.
GUMS was generated with the aim of predicting the number of objects that Gaia would
observe, in order to constrain the amount of data that would be likely to be downloaded so
that sufficient computing facilities would be available to process it. It is a snapshot of the
Galaxy at one moment in time, hence the name. It is a sophisticated model, based on a Galaxy
model matched as closely to observations as could be achieved. As with TRILEGAL the online
interface is useful for checking assumptions about discrete areas of the sky, but not for the
large scale simulations required for PLATO.
The mock-Gaia DR2 catalogue was published shortly before the release of Gaia DR2.
It is intended to provide the opportunity to practice writing queries ahead of the release of
DR2, thereby saving researchers time when the data is available. Obviously, for actual queries
researchers will refer to Gaia DR2 itself.
Online access to the Besançon model offers a choice of two photometric systems, Johnson-
Coussins or CFHT-Megacam; output in the form of a catalogue or a table with differential
counts; and with or without kinematics. The online form covers a wide range of observational
parameters, and an email is sent when results are available. A 1◦ x 1◦ field centred on
l = 65◦, b = 30◦ completed in seconds (20 April 2017), a larger simulation of 55◦ < l < 75◦,
20◦ < b < 40◦ required five minutes. In both simulations, the position of every star was
l = 65◦, b = 30◦, and there was no way to distinguish binaries and higher hierarchies from
single stars.
1.7 Summary: Chapter 1
This chapter has explored the potential of transiting exoplanet surveys in estimating the
radii of exoplanets which, when a mass estimate is also available from other observations, is
essential in constraining the density of individual planets and hence the bulk characteristics
of the exoplanet population. PLATO, a planned transiting exoplanet survey mission planned
for launch in 2026, has the potential to greatly enhance our understanding of the transiting
exoplanet population.
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However, certain classes of eclipsing binary can produce false positives in such surveys:
in particular binaries in which one component is a white dwarf, grazing eclipsing binaries and
background blended eclipsing binaries.
This project combines data from the most prolific transiting exoplanet survey to date, the
Kepler main mission, with stellar population synthesis to estimate the risk of contamination
from eclipsing binaries in the PLATO field. Next I describe the population synthesis code
used in this work, BiSEPS.

Chapter 2
BiSEPS
BiSEPS, the Binary Stellar Evolution Population Synthesis code, is the main numerical tool
utilised in this thesis. This chapter summarises the main features of BiSEPS, its advantages
and limitations, and describes the calibration checks carried out for the simulations used in
this project.
2.1 History of BiSEPS
2.1.1 Binary Stellar Evolution
BiSEPS was originally developed at the Open University by Dr Bart Willems, under the
supervision of Dr Ulrich Kolb. Using fitting formulae from Hurley et al. (2000) and Hurley
et al. (2002), it describes the evolution of both single stars and binaries from ZAMS to
compact remnant. Further developments were made to the code used here by Dr Rob Farmer,
also under the supervision of Ulrich Kolb.
Hurley et al. (2000) examined single star evolution, and designated 16 evolutionary classes,
described in Table 2.1, providing simple fitting formulae for each class to describe its evolution
as a function of mass, age and metallicity. A schematic guide to possible evolutionary paths
through these classes was published in Hurley et al. (2000), their Fig. 19, and has been
adapted here as Fig. 2.1. The single star evolutionary code associated with Hurley et al. (2000)
was incorporated by Willems in the earliest incarnation of BiSEPS.
Some of the evolutionary paths shown in Fig. 2.1 are only possible in a binary system.
Examples include mass gain by a carbon/oxygen white dwarf (CO WD), which on exceeding
the Chandrasekhar limit of 1.4 M⊙ will explode, leaving what Hurley et al. (2000) described
as a “massless remnant”: this is most likely to occur through accretion in a binary system,
where the less evolved star fills its Roche lobe and donates mass to the CO WD. Another
example is the formation of helium white dwarfs (He WD). Low mass stars evolve more
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Fig. 2.1 Stellar evolutionary paths and classes as descrbed in in Hurley et al. (2000) and
adapted from their Fig. 19.
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Table 2.1 BiSEPS stellar classes, from Hurley et al. (2000)
Class Number Description
0 MS star M ≤ 0.7 M⊙ deeply or fully convective
1 MS star M > 0.7 M⊙
2 Hertzsprung gap (HG)
3 First ascent red giant branch (RGB)
4 Core helium burning (CHeB)
5 Early asymptotic giant branch (E-AGB)
6 Thermally pulsing asymptotic giant branch (TP-AGB)
7 Naked helium star, main sequence
8 Naked helium star, Hertzsprung gap
9 Naked helium star, giant branch
10 Helium white dwarf (He WD)
11 Carbon/Oxygen white dwarf (CO WD)
12 Oxygen/Neon white dwarf (ONe WD)
13 Neutron star
14 Black hole
15 Massless remnant
slowly than high mass stars and, for example, any single star < 10 Ga in age and < 0.9 M⊙
in mass will still be on the main sequence at the current time epoch. A He WD forms when
conditions in the core are such that helium ignition cannot occur, which in a single star implies
a mass at ZAMS of < 0.5 M⊙. Given the age of the Universe at ≈ 13.6 Ga and hence the
upper limit of the age of the Galaxy, He WDs cannot have formed from single star evolution.
The fact that they are observed in the Galaxy means they must have formed in a close binary
system, where mass transfer has reduced the mass of the donor to the point where core helium
ignition is no longer possible in the initially more massive star.
Binary evolution was considered in Hurley et al. (2002) and, working independently,
Willems had the advantage of early sight of this paper, so was able to incorporate the concepts
into BiSEPS. Features of binary evolution considered in Hurley et al. (2002) include wind
accretion, orbital changes due to mass variations, tidal evolution, gravitational radiation
and magnetic braking, supernovae kicks, Roche lobe overflow and common envelopes,
coalescence and collisions. Some of these features, such as wind accretion and Roche lobe
overflow, are incorporated into BiSEPS: others have yet to be included, including coalescence
and collisions.
BiSEPS produces an evolutionary sequence of models for a binary system with components
of a given initial mass. The mass, radius, luminosity and effective temperature of both
components is recorded for each model, along with orbital period, metallicity, the age at
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the start and end of each model in the sequence, and a series of keywords to indicate the
evolutionary status of the two components, whether mass transfer has ever occurred, if mass
transfer is currently occurring and if so, of what kind. The models are saved in a look-up
table. Single stars are generated by creating a secondary of < 0.1 M⊙ and placing it at a
considerable distance from the primary, with an orbital period of > 109 days. The primary
in such a system evolves as a single star. The secondary in such a “single” system is faint
by design, and does not contribute to the magnitude of the system as a whole, except in the
case of a very low mass primary. Very low mass single stars are unlikely to contribute to
synthetic Galaxy models, however, except as background stars. With a luminosity in each
component of ≈ 10−3 L⊙ in the extreme case of a 0.1 M⊙ primary (which will have an equal
mass secondary), it is unlikely that a very low mass “single” star will exceed the magnitude
limit used in an on-sky survey. Single stars are also saved in a look-up table, with the same
information as for binaries.
Evolution ends when one of the following conditions is met:
1. The age at the start of a model within an evolutionary sequence is 15 Ga.
2. A common envelope is formed resulting in coalescence.
3. A black hole is formed.
4. A massless remnant is formed.
Examples of the power of BiSEPS in describing binary systems include studies of wide
binary millisecond pulsars (Willems and Kolb, 2002), pre-low-mass X-ray binaries (Willems
and Kolb, 2003), detached WD-MS binaries (Willems and Kolb, 2004), deriving accu-
rate parameters for the β Cephei star λ Scorpii (Uytterhoeven et al., 2004), the effects
of circumbinary discs on angular momentum losses and the orbital period distribution of CVs
below the period gap (Willems et al., 2005), (Willems et al., 2007), the role of magnetic
braking in CV systems crossing the period gap (Davis et al., 2008) and post common envelope
binaries (Davis et al., 2010).
2.1.2 Population Synthesis
Using an understanding of the structure of the Galaxy, the models generated in the stellar
evolution part of BiSEPS can be seeded into a synthetic Galaxy. The work for this was started
by Bart Willems and extended by Rob Farmer. Synthetic star fields have been used in a
study of eclipsing binaries in the SuperWASP survey (Willems et al., 2006), a study of the
true stellar parameters of the initial Kepler target list (Farmer et al., 2013) and a study of
asteroseismic binaries in Kepler data (Miglio et al., 2014).
The parameters describing the Galaxy used in this project are those adopted by Willems
and Farmer, and are described in more detail in Farmer et al. (2013) and references therein.
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The thin and thick discs are simulated, but not the halo or the bulge. Two metallicities
are available, one for each disc, with Z⊙ (Z = 0.02) assigned to the thin disc and 0.165 Z⊙
(Z = 0.0033) assigned to the thick disc. The reasons behind the choice of these metallicities,
based on the work of Haywood (2001) and Gilmore et al. (1995), are discussed in more
detail in Section 2.2.1, subhead “Metallicities.” Other metallicities can be simulated with the
stellar evolution code, but with the population code limited to two metallicities, these have
been selected as the best match to observations. In BiSEPS, it is assumed that star formation
occurred in the thick disk 13-10 Ga ago, and that star formation in the thin disc occurred
during the past 10 Ga only. Both discs are modelled with continuous star formation, at a
rate of 1.2 star yr−1 with > 0.8 M⊙: this value was obtained by Farmer et al. (2013) when
calibrating a synthetic Kepler field to the initial Kepler input catalogue. A Kroupa IMF with
two breaks is used (Kroupa, 2001), with a slope of −1.23 for 0.1-0.5 M ⊙, −2.2 for 0.5-1.0
M⊙ and −2.7 for > 1.0 M⊙. Drimmel extinction is used (Drimmel et al., 2003).
The position of the Sun is set at 8.5 kpc from the centre of the Galaxy and 0.030 kpc above
the Galactic plane. The scale length of the thin disc is 2.8 kpc (radial, hR) and the scale height
is 0.3 kpc (vertical, hz), whereas the scale length of the thick disc is 3.7 kpc (hR) and the scale
height is 1.0 kpc (hz). These scale heights and lengths are based on the study by Juric´ et al.
(2008) described in Section 1.6. Both discs are modelled as a double exponential of the form
Ω(R,z) = n0e(−R/hR)e(−|z|/hz) (2.1)
where
n0 =
1
4πh2Rhz
(2.2)
The binary fraction is set at 0.5: ie half the initial population will be binary systems,
and half will be single systems. As discussed in (Farmer et al., 2013), this is essentially
arbitrary. Marks and Kroupa (2012), while considering the binary population of young
clusters, demonstrate from simulations that it is possible to start with a formal binary fraction
of unity and for the cluster to evolve over time to a lower binary fraction. They note in their
introduction that younger clusters appear to have a higher binary fraction than older clusters
with a similar stellar density. Reproducing such a trend over time is currently beyond the
scope of BiSEPS.
More important is addressing the fact that the binary fraction does not accurately represent
the distribution of observed binaries, where high mass stars are more likely to be binary and
low mass stars are more likely to be single (Fischer and Marcy (1992), Lada (2006)), and
which is recommended for future work (Chapter 9) to quantify the effect on my results. High
mass (O-B class) binaries are more likely to be observable than low mass (M-class) binaries
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and are more likely to exceed the magnitude limit in a synthetic population, so higher mass
background eclipsing binaries are more likely to contaminate a transiting exoplanet survey.
However, the initial mass function indicates that O-B class stars are less common than M
class stars. These competing factors need to be compared quantitatively in future work.
The initial mass ratio (IMR) is set as flat, as is the initial period distribution: so there is
an equal probability of simulating a binary system with any given mass ratio and any given
orbital period. Comparing the results of the simulated output with observations, as will be
described in Chapter 7, provides a deeper understanding of the initial mass ratio and initial
period distribution of short period binaries in the observed Galaxy.
The population synthesis code runs through the models provided by the stellar evolution
look up tables, seeding an appropriate number of stars in a given on-sky area, defined by l
and b co-ordinates, taking into account distance d, extinction, initial mass function and the
magnitude limit set by the user. A wide variety of passbands are available, including Kepler,
Sloan, Johnson-Cousins-Glass, Stroemgren, 2MASS, Ogle, Spitzer and UKIDSS.
Input parameters using heliocentric co-ordinates (l, b, d) are converted to Galactocentric
co-ordinates (R, z) using
R =
√
(d2cos2b−2dR⊙cosbcosl+R2⊙) (2.3)
and
z = dsinb+ z⊙ (2.4)
In addition to the information from the stellar evolution code, the population synthesis
code records the on-sky location (l, b), distance (d) and extinction of the randomly seeded
systems, absolute and apparent magnitudes of the system in the Kepler (K p) passband, and
apparent magnitudes in selected passbands. For this project, the selected passbands are K p,
D51, Sloan u′,g′,r′, i′ and z′, and Johnson-Cousins-Glass J,H and K. The magnitude limit is
set at Kp ≤ 26, to enable a deep, unresolvable background to be simulated.
2.2 Advantages and limitations of BiSEPS
2.2.1 Limitations
There are a number of limitations associated with BiSEPS but, as will be shown in Section
2.3, these do not affect its ability to synthesise a Galaxy which matches current observations.
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Eccentricity
BiSEPS assumes zero eccentricity. While binary systems will circularise over time, when
P > 10 days a wide range of eccentricities is possible. The depth and duration of each transit
(primary and secondary) in an eclipsing binary will depend on the relationship between the
observer’s line of sight, periastron and apastron, as well as the angle of inclination, i.
Assuming that the primary transit in an eclipsing binary occurs at φ = 0, when e = 0 the
secondary transit will occur at φ = 0.5: but when e ̸= 0, the secondary eclipse may occur at a
different value of φ .
Binary systems with P < 10 days have generally circularised over the lifetime of the
Galaxy, so for such systems the assumption that e = 0 holds (Duquennoy and Mayor (1991),
Moe and Di Stefano (2017)). For this reason, the work described in Chapter 7 to find
appropriate weightings in terms of mass ratio q and orbital period P, using the Kepler
Eclipsing Binary Catalogue as a calibrator, was carried out exclusively with systems with
P < 10 days.
Eccentric orbits may alter the binary evolution, as mass transfer may set in much earlier
than for circular orbits.
From Kepler’s third law, eccentricity will also affect transit duration. Transit duration will
be shorter if an eclipse is observed when the stars are relatively close together and longer if
an eclipse is observed when the stars are relatively far apart.
Including eccentricity would improve our models. However, including eccentricity in
BiSEPS will greatly increase the code’s run time and is at this stage beyond the scope of this
work. It is also not the highest priority for future work.
Further discussion of the issues raised by eccentricity is included in Section 7.2 and 7.3.
Metallicity
The fitting formulae from Hurley et al. (2000) can be applied over a wide range of metallicities.
A variety of metallicities is observed in the Galaxy, with each generation of stars becoming
more metal-rich than its predecessors: a natural consequence of stellar nucleosynthesis and the
seeding of the interstellar medium both through the ejection of planetary nebulae and during
supernovae. Metallicity is negatively correlated to effective temperature and luminosity, and
positively correlated to stellar radius and age at terminal age main sequence (TAMS) (Hurley
et al. (2000), Fig. 3 & 4).
The binary stellar evolution tables of BiSEPS could be generated with any metallicity: but
the population synthesis part of the code requires one metallicity to be selected for the thin
disc and another for the thick disc to keep the computational effort within reason.
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Thin disc: Haywood (2001), in a study of metallicity in the solar neighbourhood, found
that about half the nearby stars have [Fe/H] > 0. The author found that < 4% of stars in the
solar neighbourhood have [Fe/H] < −0.5, and stated that this is consistent with estimates of
the thick disc population, which mingles with the thin disc and therefore can be disregarded
when finding the average metallicity of the thin disc. Following Haywood (2001), solar
metallicity, Z = 0.02, is adopted for the thin disc in the BiSEPS Galaxy model.
Thick disc: Gilmore et al. (1995) studied the iron abundance of stars 0.5-3.0 kpc above
the Galactic plane. They found a broad distribution within the thick disc, from −1.5 < [Fe/H]
< 0.0, with a peak ≈ [Fe/H] = −0.8 to −0.7. This corresponds to the value of Z = 0.0033
selected to describe the thick disc metallicity.
The metallicity in this work is the same as was used in Farmer et al. (2013), enabling
the field generated in that study to be used to calibrate the intrinsic exoplanet population
(Chapter 6) and the eclipsing binary population (Chapter 7) against Kepler observations before
applying the appropriate weightings to the PLATO simulations.
Fig. 2.2 demonstrates that, according to data from the Kepler Input Catalogue held on
MAST and NExSci (both accessed 29 August 2018), the Kepler field is believed to be slightly
sub-solar in composition.
However, the difference in metallicity between observations and simulations is likely to
have a negligble effect on my results. Stellar tracks were obtained from the online service EZ-
Web1 (a forerunner of the MESA stellar evolution code) for solar mass stars at a metallicity of
Z = 0.02 (solar) and Z = 0.01 (equivalent to 0.0 and -0.3 in the measure used in Fig. 2.2). This
code was used as it is distinct from BiSEPS so would produce independent results, and it is a
full stellar evolutionary code rather than fitting formulae. In addition to information on internal
processes, such as the central hydrogen mass fraction and the radius of the helium core, data
on observables is provided. Table 2.2 presents, as an example, the data on mass, radius,
luminosity and surface temperature for a solar mass star of an age of 4.6 Gyr. While there is a
clear difference in luminosity and surface temperature, the stellar radii appear comparable at
a similar evolutionary stage, especially when the precision of current observational methods
are taken into account. Planet radius is assessed against stellar radius. While it would be
interesting to examine a synthetic Kepler field with a lower metallicity than Z = 0.02 for
the sake of completeness, the effect on the results reported in this thesis is unlikely to be
significant.
1http://www.astro.wisc.edu/~townsend/static.php?ref=ez-web
2.2 Advantages and limitations of BiSEPS 47
Fig. 2.2 Metallicities of stars in the Kepler main mission field, as recorded in the Kepler
Input Catalogue on MAST (blue line) and for those stars designated KOIs (Kepler objects of
Interest). Both samples have been normalised to one to highlight the differences in distribution
between them. In the Kepler catalogues, solar metallicity is set at 0.0. From this data, field
stars and KOIs both tend to be slightly sub-solar, but KOI stars tend to have a higher metallicity
than the field.
Table 2.2 Effect of metallicity on stellar evolution, solar mass star, at ZAMS, age 4.6 Gyr and
TAMS (8.5 Gyr for Z = 0.01, 10.3 Gyr for Z = 0.02). Stellar tracks from the online EZ-Web
service.
Parameter Z = 0.01 Z = 0.02 Z = 0.01 Z = 0.02 Z = 0.01 Z = 0.02
ZAMS ZAMS 4.6 Gyr 4.6 Gyr TAMS TAMS
Radius 0.91 R⊙ 0.89 R⊙ 1.09 R⊙ 1.01 R⊙ 1.60 R⊙ 1.46 R⊙
Luminosity 0.91 L⊙ 0.70 L⊙ 1.43 L⊙ 1.01 L⊙ 2.76 L⊙ 2.01 L⊙
Mass 1.00 M⊙ 1.00 M⊙ 1.00 M⊙ 1.00 M⊙ 1.00 M⊙ 1.00 M⊙
Surface temperature 5888 K 5623 K 6056 K 5773 K 5877 K 5689 K
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Stellar evolution
Stellar evolution in BiSEPS is determined by the use of fitting formulae, rather than a full
evolution code such as the Dartmouth Stellar Evolution model (Dotter et al., 2008), Modules
for Experiments in Stellar Astrophysics (MESA) (Paxton et al. (2011), Paxton et al. (2013),
Paxton et al. (2015)) or the evolutionary tracks used in TRILEGAL (Girardi et al., 2000).
A full stellar evolution code provides much more information on internal processes within
a star and their effect on parameters such as mass, radius, luminosity and temperature. With
a sufficiently fine time resolution, details of the proportion of elements within the core, the
temperature gradient and/or density gradient, for example, can be examined to understand the
effect of small changes on the body as a whole. The fitting formulae, however, provide only a
“snapshot” at a given evolutionary stage.
Incorporating models from a full evolutionary code, in particular MESA, into BiSEPS is a
long term aim of those working with the code. In the long run, this will aid in the simulation
of systems which have merged in the common envelope phase, a current limitation with
BiSEPS, or in understanding the effect of tidally disrupted planet remains falling into a star,
and its effect on stellar rotation, as discussed in Section 1.3 under asteroseismology.
However, for this project the fitting formulae are sufficient, as the time resolution of
an evolutionary sequence captures changes in mass, radius, luminosity and temperature in
sufficient detail. Given that observations of these parameters come with large error bars,
something that PLATO 2.0 will help to address through its asteroseismological observations
(Section 1.3), and that large areas of the Galaxy are being simulated, a “broad brush” approach
is the only one that is computationally possible at this stage.
Model Galaxy
The model Galaxy used in BiSEPS is the simplest possible: a thin and thick disc, each
described by a double exponential. The halo is not simulated, nor is the bulge. TRILEGAL
offers a wider choice of disc models along with options for simulating the bulge and halo
(Section 1.6.1), The Besançon model and its derivative, GUMS, have been carefully matched
to observations and offer a sophisticated analysis of the thin disc, even incorporating stellar
arms, as well as the thick disc, halo and bulge (Section 1.6.2). However, as will be shown in
Section 2.3, the level of detail in BiSEPS is sufficient for good agreement between BiSEPS
and GUMS.
As presented in Chapter 6, planets detectable by PLATO in a one-hour integration are
restricted to host stars within 2 kpc (Fig. 6.16, Fig. 6.17, Fig. 6.18), as are unblended binaries
(Chapter 7, Fig. 7.24), while contaminating blended binaries are restricted to ≈ 20 kpc from
Earth (Chapter 7, Fig. 7.24).
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The Galactic centre is at l = 0◦. Fig. 1.9, from WISE mapping, indicates that the bulge is
only observable between l = 330◦ and l = 30◦. Therefore the bulge not relevant to this work,
as by line of sight it falls in neither LLN or LLS.
The halo will not contain exoplanet hosts or unblended eclipsing binaries observable by
PLATO, due to the distances involved. Contaminating eclipsing binaries in the halo may
be just about observable. The halo is sparsely populated, and this population is not evenly
distributed: rather, it is concentrated in globular clusters. Future work verifying the accuracy
of these simulations should take the halo, and its clumpiness, into account.
The results presented in Chapters 6-8 depend on an appropriate representation of the true
stellar density and inhomogeneity. A further validation of the model stellar population using
Gaia DR2 is an important future step.
Triples and higher hierarchies
At present, BiSEPS only models single stars and binaries, not triples and other hierarchies.
Addressing this fact is recommended for future work (Chapter 9). In the course of this project,
some preliminary work was done in understanding the issues involved.
Including triples and higher hierarchies in BiSEPS, a significant proportion of the observed
population, will greatly enhance BiSEPS simulations. Indeed, triples represent ≈ 10% of
low mass stars and ≈ 50% of B-class stars (Toonen et al., 2016). In effect, the calibration of
the short period binaries described in Section 7.2.2 compensates for the fact that triples and
higher hierarchies are not formally included. Raghavan et al. (2010) found that inner pairs in
triple systems are more likely to be equal mass than the general population. The calibration of
my simulations to observations of binaries with P < 10 days described in Section 7.2.2 finds
that for this sample, binaries tend towards higher mass ratios. From Raghavan et al. (2010) it
would therefore be reasonable to suggest that inner pairs of triples are a significant proportion
of the short period binary population. The issue of triples and higher hierarchies should be
addressed in future work, as my work-around cannot reflect the full picture. However, with ≈
10% incidence, the overall impact of triples is likely to be limited. Stellar multiplicity also has
a bearing on the evolution of systems, so needs to be considered carefully as part of the total
population, and is computationally expensive. In addition, the longer periods in outer pairs in
triples and higher hierarchies mean such systems are unlikely to have three eclipses during the
timescale of a PLATO observation, so are unlikely to affect the results described in this work.
2.2.2 Advantages
BiSEPS offers a number of advantages over other population synthesis models for this project.
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Perhaps the most significant is that the code is run locally rather than through an online
interface. The user has complete control over the nature and format of the output. An example
is the calibration by Farmer et al. (2013) for the synthetic Kepler field by adjusting the SFR to
produce 1.2 star yr−1 with > 0.8 M⊙, from the previous value of 1.0 star yr−1 with > 0.8 M⊙.
Codes such as TRILEGAL and Besançon are very much centred on the perspective of
an astronomer interpreting what is observed in the light of the best scientific knowledge of
the Galactic composition. BiSEPS replicates this to some extent by only including systems
observable from Earth at a given magnitude limit. However, with BiSEPS you know unam-
biguously which system is a binary and what the parameters of the two components are. Other
codes may not disentangle observations of temperature and luminosity of the two components
in a binary system, replicating the experience of an astronomer who sees a binary as a point
source, and may interpret the binary as a single star. While the observer-oriented approach
has many advantages in interpreting observations, for this particular thesis understanding the
true nature of the binary population is much more significant. Therefore, BiSEPS is better
suited than other codes to the work described here.
BiSEPS is straightforward to use. Its output matches observations and other population
synthesis codes, as described in the following section, making it a reliable tool.
2.3 Calibration check
The BiSEPS fields generated for this work have been tested in terms of magnitude distribution
and absolute numbers against data from Gaia DR1 (Gaia Collaboration et al. (2016), Lindegren
et al. (2016), Arenou et al. (2017)), GUMS and the Kepler Input Catalogue from the Barbara A.
Mikulski Archive for Space Telescopes (MAST) (Brown et al., 2011b) across two fields.
The first of these two fields covers a strip l = 64.5◦-65.5◦, b = 7.5◦-54.5◦, where the
comparison is with GUMS and the Gaia DR1 output. The populations for GUMS and Gaia
DR1 are reported in Gaia magnitudes G, and the population for BiSEPS is reported in Sloan
magnitudes and converted from g′, r′− i′ and g′− r′ to G using the two-colour formula from
Section 5 of Jordi et al. (2010).
The second of the two fields is a synthetic sub-field drawn from the PLATO LLN simula-
tion, approximating the on sky area observed by Kepler during its main mission. Here the
comparison is with the Kepler Input Catalogue and Gaia DR1. The magnitudes of the Kepler
Input Catalogue are all reported in Kp, and 82% are also reported in g′, r′ and i′, enabling
these to be converted to G using the two-colour formula from Jordi et al. (2010). For the
rest of the Kepler population, an estimate is made of the appropriate proportion in each bin
based on the outcome for the calculated sample. For example, there are 23,305 systems listed
on MAST as having a Kepler magnitude in the range 12 ≤ K p < 13. Of these, 22,114, or
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Fig. 2.3 Comparison of magnitude distribution in synthetic and observed populations. The
sudden drop-off at faint magnitudes in observed populations in (a) and (b) is due to the
observational limits of the surveys in question. (a) Binned total numbers in a strip l =
64.5◦-65.5◦, b = 7.5◦-54.5◦, BiSEPS, GUMS and Gaia DR1. (b) Normalised and binned
total numbers in the subfield described in the text, BiSEPS, Kepler Input Catalogue and
Gaia DR1. (c) In the strip described in (a), Gaia DR1:BiSEPS and Gaia DR1:GUMS. (d) In
the subfield, normalised BiSEPS synthetic population:Kepler Input Catalogue (MAST) and
BiSEPS synthetic population:Gaia DR1.
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Table 2.3 Magnitude distribution converting from g′, r′− i′ and g′− r′ to G using the two-
colour formula from Section 5 of Jordi et al. (2010), for stars with 12 ≤ K p < 13 on MAST.
Bin, G Number Percentage
< 4.0 3 0.014
4.0 to 5.0 1 0.005
5.0 to 6.0 1 0.005
6.0 to 7.0 0 0.000
7.0 to 8.0 1 0.005
8.0 to 9.0 1 0.005
9.0 to 10.0 1 0.005
10.0 to 11.0 13 0.059
11.0 to 12.0 739 3.342
12.0 to 13.0 21,350 96.545
13.0 to 14.0 4 0.018
94.9%, also have magnitudes recorded in all three of the g′, r′ and i′ bands. The distribution
of these 22,114 systems in G, when this is calculated using the two-colour formula, is shown
in Table 2.3. The remaining 1,191 in the Kepler magnitude bin 12 ≤ K p < 13 with only one,
two or no Sloan magnitudes are then allocated to magnitude bins in the proportions suggested
by those systems with all three Sloan magnitudes.
As the Kepler main mission observed 105 deg2 (Prša et al., 2011) and the sub-field covers
194 deg2, the results from BiSEPS and Gaia DR1 have been normalised by dividing the totals
for BiSEPS and Gaia DR1 by 105/194 = 54.12%. The results for both fields are illustrated
in Fig. 2.3.
In Fig. 2.3 (a) BiSEPS is closer to the Gaia DR1 population at brighter magnitudes and
closer to the GUMS simulation at fainter magnitudes to about G = 20-21, beyond which the
GUMS simulation becomes less complete. The Gaia DR1 observed population is consistently
less than that predicted by both GUMS and BiSEPS (Fig. 2.3 (c)), even though GUMS was
specifically created to simulate the expected Gaia observations.
In Fig. 2.3 (b), ignoring the brightest bins, which are affected by small number statistics,
and the fainter bins, where coverage in both Gaia DR1 and the Kepler Input Catalogue are
affected by detection limits, the BiSEPS synthetic population is in line with that expected
from the Kepler Input Catalogue, while it would appear that Gaia DR1 lists ≈ 60% of the
expected number of sources, given that both the Kepler Input Catalogue and Gaia DR1 are
based on observations. If both catalogues were similarly complete, it would be expected that
the numbers of systems would be similar.
Gaia Collaboration et al. (2016) gives a number of reasons why Gaia DR1 is not complete.
Most significant may be the effect of the scanning law: some parts of the sky will have been
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visited much less frequently than others. Other issues described in Gaia Collaboration et al.
(2016) affect bright stars, high proper motion stars, and extremely blue and red sources. Gaia
Collaboration et al. (2016) stress in their Section 6 that DR1 is preliminary, based on “an
incomplete reduction of a limited amount of raw Gaia data” and that all issues affecting
completeness are expected to be addressed in future data releases.
Gaia DR2 was released in April 2018.2 While it has not been possible to carry out a full
calibration due to time constraints, some initial work has been done, taking advantage of the
fact that, where a star in the Kepler Input Catalogue (KIC) is included in VizieR, Gaia DR2
can identified a star from its KIC number. A comparison between the KIC and Gaia DR2 is
useful as both are based on observations.
Sixty Kepler Objects of Interest (KOIs), representing 52 stars, with estimates of stellar
radii in both Gaia DR2 and the KIC were identified, and the ratio of the radii compared
(Fig. 2.4). Beyond 1 kpc, apart from a rather obvious outlier, there is a clear trend that the
further a star is from Earth (ie the smaller the parallax), the greater the discrepancy between
the radii recorded in the two catalogues. Radii in the KIC are generally estimated from
stellar tracks from the Dartmouth model, while radii in Gaia DR2 are derived purely from
Gaia data (Andrae et al., 2018). The method described by Andrae et al. (2018) utilises the
standard equation Eq. 1.2 to find the radius, which depends on Te f f and L. Andrae et al.
(2018) described how Te f f is derived from the Gaia spectra, and for the stars in this sample
there appears to be good agreement between the values recorded in the KIC and in Gaia DR2.
L depends on a bolometric correction, derived from MARCS synthetic stellar spectra, and
on the apparent magnitude, derived using the standard equation Eq. 1.4. While the apparent
magnitude and parallax are observables, at present the authors state they are not making use
of the extinction A derived from Gaia data, as individual extinction estimates are currently
poor (their italics), so extinction is set at zero. This may explain the discrepancy between
radii in Gaia DR2 and the KIC at > 1 kpc, and it is acknowledged in Andrae et al. (2018)
that the radius and luminosity estimates are formally inconsistent with their extinction and
reddening estimates.
Andrae et al. (2018) acknowledge that simply taking the inverse of the parallax can give
biaised results in Gaia data, but respond to this by only calculating luminosities, and hence
radii, where the fractional uncertainty in the parallax is < 0.2: so while 161 million stars
have estimates of Te f f , only 77 million have estimates of L. This condition would therefore
apply to all the stars I have used in my test sample. Binaries are also excluded from Gaia
DR2, although some close binaries will be recorded as point sources, and some wide binaries
may have parameters of both stars included as single resolvable sources. Full coverage of the
binary population is expected in Gaia DR3.
2https://gea.esac.esa.int/archive/
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Fig. 2.4 Ratio of the radii of a selected number of stars as recorded in Gaia DR2 to the value
recorded in the Kepler Input Catalogue as a function of distance, as derived from the parallax
recorded in Gaia DR2.
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Comparison of BiSEPS with Gaia DR2 will be illuminating in terms of magnitude of all
systems, distance to and effective temperature of all single stars, and physical parameters
(where recorded) of stars < 1 kpc. However, comparison of luminosities and radii of the stellar
population at a distance > 1 kpc should wait until there is increased confidence by the Gaia
collaboration in the individual extinctions of stars.
2.4 Summary: Chapter 2
In this chapter, I have discussed the history of BiSEPS, its advantages and its limitations. The
stellar population models, based on observational data, have been well tested over time in a
variety of applications, by those who used the code before me. Nevertheless, I have conducted
my own calibration checks both against other synthetic populations, specifically GUMS, and
observations recorded in the Kepler Input Catalogue (KIC) and first Gaia data release. Early
comparisons with Gaia DR2 have been made, although further work is required for a full
comparison.
Having generated a synthetic binary population, an essential step in understanding the
eclipsing binary part of this population is the generation of synthetic light curves. The
following chapter describes how this is achieved in this project.

Chapter 3
Synthetic light curves
The estimated primary and secondary eclipse depths in an eclipsing binary system are derived
in this project using a version of JKTEBOP (Southworth et al. (2004), Southworth et al.
(2005), Southworth et al. (2007), Southworth (2008), Southworth et al. (2009), Southworth
(2010), Southworth (2011), Southworth (2013)), integrated into BiSEPS by Robert Farmer,
developed by Enda Farrell and further refined by myself.
3.1 Principles of synthetic light curve generation
As described on the site through which the code is distributed1, JKTEBOP calculates light
curves by numerical integration of concentric circles over each star, modeling stars as spheres
when calculating eclipse shapes and as biaxial ellipsoids when calculating proximity effects.
The input required is absolute magnitudes, radii, mass, limb darkening coefficients and
gravity darkening coefficients of the two stars, along with eccentricity, semi-major axis, angle
of inclination and orbital period of the system.
Each transit is assessed at 6,000 points, giving a resolution of ∆φ = 1.67 10−4, or 0.06◦
(3.6 arcmin) measured from the centre of mass of the binary system.
3.1.1 Limb darkening
Although photons may be emitted from a star at any angle, those most likely to reach an
observer are emitted from the centre of an observed stellar disc rather than from the edge,
or limb (Fig. 3.1). If an imaginary sphere with unit radius is placed around the point on the
stellar disc at which the photon is emitted, the subset of orientations at which this is emitted
can be seen as drawing a small circle on the surface of the sphere.
1http://www.astro.keele.ac.uk/jkt/codes/jktebop.html
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Fig. 3.1 Illustrating the effect of limb darkening. Green: an eclipse without taking account of
limb darkening. Red: an eclipse taking limb darkening into account.
When θ = 0◦, with θ = 0◦ set as the vector from the star to the observer and not the vector
perpendicular to the surface of the star, this small circle becomes a point and the subset of
orientations is at a minimum. When θ = 90◦, it becomes a great circle and the subset of
orientations is at a maximum: it is also unobservable by the observer to whom the vector at
θ = 0◦ is pointing.
In spherical co-ordinates, the area of the small circle with unit radius and width ∆θ is:
∫ 2π
0
sinθ∆θdφ = 2π sinθ∆θ (3.1)
The probability of observing a photon emitted at a given angle θ is the cross product of
the two vectors, and is therefore sinusoidal. Since the surface area of a hemisphere of unit
radius is 2π , the probability that θ will be in the range [θ ′,θ ′+dθ ] is
2π sinθ∆θ
2π
= sinθ∆θ (3.2)
The probability that a given angle θ ′ at which a photon is emitted will be found in the
range ∆θ ′ is
P =
∫ ′θ ′+∆θ ′
θ
sinθdθ = [−cosθ ]′θ ′+∆θ ′θ (3.3)
3.1 Principles of synthetic light curve generation 59
The angle between the line of sight to the observer and the direction of travel is γ . At the
observed centre of the stellar disc, the probability that γ is sufficiently low to be observed is
signficantly higher than on the limb of the stellar disc.
This phenomenon is known as limb darkening, and various models are available to describe
this, including linear, quadratic, square root, logarithmic, cubic and Claret’s four-parameter
law (Wade and Rucinski (1985), van Hamme (1993), Claret (1998), Claret (2000), Barban
et al. (2003), Claret and Bloemen (2011)). JKTEBOP can work with any of the above. In
this work, the quadratic limb darkening law is used. Where I is intensity, and u and v are
co-efficients:
I(cos(γ))
I(cos(0))
= 1−u(1− cos(γ))− v(1− cos(γ))2 (3.4)
Because JKTEBOP integrates concentric circles, centred on the observer’s line of sight,
γ can be reset as a constant for each concentric circle, ensuring accurate analysis of limb
darkening effects, given a sufficiently fine resolution.
3.1.2 Gravity darkening
Gravity darkening occurs when a star rotates so rapidly that its shape is oblate rather than
spherical, due to centrifugal forces (Fig. 3.2). Because stars spin most rapidly at birth, and
because stellar mass is also a factor, gravity darkening is more significant in young, massive
stars. In such stars, the equator appears darker than expected relative to the poles and the
effect will be most obvious on the limb of the equator.
Gravity darkening has been modelled in follow up observations of Kepler objects of
interest. In a study on KIC 5006817, Beck et al. (2014) used asteroseismology to study a
pulsating red giant star in an eccentric binary system. Beck et al. (2014) state that the rotation
period of the envelope is at least 165 days, roughly twice the orbital period, the stellar core
rotates 13 times faster than the surface, and that the gravity darkening exponent is “larger than
expected”. Barnes et al. (2011) measured the spin-orbit misalignment of KOI13.01 from its
gravity-darkened Kepler light curve, and found that the transit fits with and without gravity
darkening are very similar. Barnes et al. (2011) therefore concluded that the effect of gravity
darkening on a transit light curve is negligible.
Gravity darkening is not expected to be significant in the majority of the binary systems
included in this study, ie MS/MS systems, but is important in those rarer binaries incorporating
at least one massive, young star and those in close proximity.
JKTEBOP uses both gravity darkening and limb darkening co-efficients to calculate the
minimum and maximum flux from each star, Fmin and Fmax. When the star is not oblate,
Fmin = Fmax. Fmin and Fmax are used to find a coefficient, δ
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Fig. 3.2 The effect that the presence or absence of gravity darkening will have on the light
curve of an eclipsing binary. Red: no gravity darkening. Blue: with gravity darkening.
δ = 1− Fmin
Fmax
(3.5)
which is zero where the star is not oblate, and which in turn is used to find the brightness
contribution (Ci(i = 1,2)) from each component:
C1 =
πr2b,1Fmax,1
B1+B2
(1−δ1S) (3.6)
C2 =
πr2b,2Fmax,2SB
B1+B2
(1−δ2S) (3.7)
where rb is the semi-minor axis of the star, Bi is the un-normalised brightness of each
stellar component, SB is the surface brightness ratio and S is a coefficient which depends on
phase φ , the tidal lead angle τ and the angle of inclination i:
S = sin(i)2(cos(τ)cos(φ)− sin(τ)sin(φ))2 (3.8)
Where τ = 0, this simplifies to
S = sin(i)2cos(φ)2 (3.9)
So JKTEBOP incorporates oblateness arising from gravity darkening, as well as distortion
of the shape of the star due to a tidal lead angle when the star is oblate, automatically into its
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calculations of the brightness contribution from each star. In this work, most binaries are not
affected by gravity darkening and are spherical rather than oblate.
3.1.3 Area eclipsed
As shown in Eq 1.10 (Section 1.5), the in transit flux is defined by the flux of the eclipsing
star plus the flux of the uneclipsed area of the star being eclipsed, over the total flux of both
stars. If the eclipse is grazing, the area that is eclipsed is not a circle.
Fig. 3.3 Cartoon illustrating the method of calculating limb darkening effects and area eclipsed
using concentric circles, at φ = 0. The angle of inclination depends on the radii of the two
stars and the semi-major axis, a. Assuming R1 = 1 R⊙, R2 = 0.7 R⊙ and a = 100 R⊙, the
inclinations are: top left 90◦, top right 89.8◦, bottom left 89.6◦, bottom right 89.3◦, with a
critical angle of 89.0◦. Assuming a = 10 R⊙, the angles of inclination are top left 90◦, top
right 88.3◦, bottom left 86.0◦, bottom right 82.5◦ and the critical cangle is 80.2◦.
The concentric circle approach is primarily used for its advantages in limb darkening, as
described above, but is also useful in calculating the area eclipsed. Fig 3.3 illustrates this.
Using a mesh that is far finer than that illustrated in the cartoon, as well as phase φ , the angle
of inclination i and the radii of the two stars R1 and R2, the proportion of each concentric
circle that is eclipsed can be calculated, giving, when integrated, A2, the eclipsed area. A1 is
simply πR21 where the star is spherical, as is the assumption in JKTEBOP.
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3.1.4 Ellipsoidal variations
Fig. 3.4 Cartoon illustrating the effect of ellipsoidal variations on a light curve. Example light
curve is KIC 6353203 from the Kepler Eclipsing Binary Catalogue. Colours and sizes are
representative to emphasise the relationship between ellipsoidal variations and phase, and are
not intended to accurately represent the stars in KIC 6353203.
Fig 1.7 demonstrated, from light curves of eclipsing binaries with P < 1 day from the
Kepler Eclipsing Binary Catalogue, how the presence or absence of ellipsoidal variations can
make a shallow eclipsing binary appear less or more planet-like. To discuss the importance of
ellipsoidal variations, I take the example KIC 6353203 from Fig 1.7, which includes evidence
of both a clear transit and ellipsoidal variations, and demonstrate the orbital configurations
which give rise to this particular light curve in Fig 3.4. I stress that Fig 3.4 is a cartoon, and
that the colours and relative sizes have been chosen to emphasise the point, not to be realistic.
It is likely that one star is more luminous than the other, as the eclipse at φ = 0.5 is
shallower than that at φ = 0. The relative eclipse depth is ≈ 0.025 for the primary eclipse and
≈ 0.020 for the secondary eclipse, including both the transit and the ellipsoidal variations,
and is measured relative to φ = n/8 where n is odd. The maxima at φ = 0.25 and φ = 0.75
are ≈ 0.005 above the reference point for the normalised flux at one-eighth phase. The light
curve appears noisy: this is a result of the shallowness of the eclipse. The eclipse itself is
sharply defined.
The short orbital period of 0.509 days indicates that the two stars are close to one another.
One may be close to filling its Roche lobe. Tidal effects are distorting the shape of both stars,
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pulling the surfaces of both stars closer to one another in a tidal bulge. At φ =±0.25, when
the stars are in profile from the perspective of the observer, they are at their most distorted
and at maximum brightness: at φ = 0 and φ = 0.5 the tidal bulges are most likely to be
hidden from the observer and the stars are most likely to appear spherical during an eclipse.
Even if the stars did not eclipse one another, they would be at minimum brightness at φ = 0
and φ = 0.5: the two examples in Fig 1.7 with the highest morphology parameter (KIC
10417986 and KIC 6224853), illustrate this as the light curves are sinusoidal with equal depth
minima, while KIC 5128972, which also has a high morphology parameter, is suggestive of
an eclipsing binary only in the unequal minima, as a transit-like dip in the light curve is not
visible by eye.
The profiles offered by KIC 6353203 at φ = 0.125, 0.375, 0.625 and φ = 0.875 are similar
in all cases.
JKTEBOP calculates ellipsoidal variations by treating each star as a biaxial ellipsoid,
adjusting the exact shape of the ellipsoid according to the precise phase. Where stars in a
binary are sufficiently separated for tidal bulges to be negligible, ellipsoidal variations will be
insignificant. “Sufficiently separated” does, of course, depend on the evolutionary state of
the binary: a red giant, for example, expands significantly, making a tidal bulge and eventual
mass transfer more likely than when the same star was on the main sequence.
For a summary of the gravitational processes that occur as a star fills its Roche lobe, see
the subsections on Semi-detached and Contact or overcontact systems in Chapter 1.5.
JKTEBOP enables ellipsoidal variations to be accounted for and quantified in a synthetic
eclipsing binary population, and also to be disregarded when required.
3.2 Application in BiSEPS
JKTEBOP is used to create look-up tables which can be consulted for a known BiSEPS model
at a given angle of inclination. These tables, saved in an SQL database, include BiSEPS
reference numbers, primary and secondary depths with and without ellipsoidal variations,
angle of inclination, critical angle, orbital period and noise. Two BiSEPS reference numbers
are included, model number and line number and these two, with metallicity, enable a system
in the synthetic galaxy to be uniquely matched to the relevant models in the SQL database,
thereby saving disc space by not requiring other parameters such as mass, radius, temperature
and luminosity of the two stars to be saved in the SQL database. The primary eclipse depth
is assumed to be that in which the evolutionary primary is occluded although, in systems in
which one star is a compact remnant, this may in fact be the shallower depth: this is taken
into account when results are interpreted. The development of these tables was carried out by
Enda Farrell, building on work started by Rob Farmer.
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I was working with a series of fields each no more than 1◦ by 1◦. Each field required its
own JKTEBOP table, with one set of eclipse depths (at a resolution of inclination i = 0.1◦)
for each star in the field. As a result, some of the SQL databases could become quite large,
especially closer to the Galactic plane. However, the alternative approach of generating master
SQL tables from the master list of BiSEPS models from which the synthetic populations were
drawn, would have led to greater problems. The maximum SQL database which could be
loaded into memory when running the simulation code is close to 1 GB. The master tables
would have far exceeded that size, so would need to be divided into manageable chunks. The
most time consuming part of running the simulation code, in proportion to results achieved,
was the loading of the SQL database. Therefore, being able to load it once for each 1◦ by 1◦
field was the most efficient way of working. Also, through testing, it was found that each SQL
database needed to be generated from the field in question: while a field generated from a
dense field might include multiple copies of the common model systems, rare model systems
may be missing.
For a given binary in a synthetic population, a preliminary code first generates those
prerequisites described in section 3.1 which are not already available: namely the absolute
magnitudes of both stars in the Kepler passband, the quadratic limb darkening coefficients
and the gravity darkening coefficients of the two stars. The absolute magnitudes are derived
from the apparent magnitudes, luminosities, effective temperatures and surface gravities
of each star in the system, compared with reference values for the Sun, utilising standard
equations. Extinction is also recalculated. Gravity darkening coefficients and quadratic
limb darkening coefficients are calculated from the effective temperature, the surface gravity
and the metallicity of each star, taking into account, as with the absolute magnitudes, the
evolutionary class of the star.
The critical angle, ic, is calculated: this is the minimum angle at which an eclipse occurs
and, where a is the separation between the stars, is
ic = arccos
(
R1+R2
a
)
(3.10)
At an angle of inclination below the critical angle no eclipse can be observed. The version
of JKTEBOP which I inherited is set to ignore angles of inclination below the critical angle for
a given system. This means that non-transiting ellipsoidal binaries with highly sinusoidal light
curves analogous to systems in the Kepler Eclipsing Binary Catalogue with a morphology
parameter > 0.8 (see Section 1.5) which are clearly not transiting exoplanets are not included
in our simulations.
JKTEBOP then generates a series of models from the critical angle to 90◦ (edge on),
deriving the relative eclipse depth at φ = 0, φ = 0.25 and first contact, the point at which
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the secondary stellar disc first “touches” the primary stellar disc, from the perspective of
the observer. Relevant information is then saved to a look-up table, as described in the first
paragraph in this subsection.
From Haswell (2010), when eccentricity e = 0 the transit duration is
Tdur =
P
π
arcsin
(√
(R1+R2)2−a2 cos(i)2
a
)
(3.11)
Normalising the orbital period, and remembering that to find the point of first contact
and of fourth contact φFC, which are symmetrically distributed around φ = 0, we only need
consider half the orbital period and hence half the transit duration, leads to
φFC =
1
2π
arcsin
(√
(R1+R2)2−a2 cos(i)2
a
)
(3.12)
This equation is valid in the case where, as with BiSEPS at present, eccentricity is zero.
If, in future work as proposed in Chapter 9, eccentricity is considered within BiSEPS, then
Eq 3.11 would become
Tdur =
P
√
1− e2
π(sin(θ +ωOP)+ esinωOP)
arcsin
(√
(R1+R2)2−a2 cos(i)2
a
)
(3.13)
and Eq 3.12 would become
φFC =
√
1− e2
2π(sin(θ +ωOP)+ esinωOP)
arcsin
(√
(R1+R2)2−a2 cos(i)2
a
)
(3.14)
where θ is the "true anomaly" which measures how far around the orbit from the pericentre
the planet has travelled, the pericentre being the point at which the planet is closest to the
star, and ωOP measures the orientation of the pericentre with respect to γ , where γ is the
intersection of the orbit with the positive x axis, where the x axis is defined by the intersection
of the orbit with the plane of the sky as seen by the observer and positive x is on the side
of the orbit where the planet moves towards the observer (Haswell, 2010). If the depth due
to the eclipse is less significant than the sinusoidal depth due to ellipsoidal variations (see,
for example, panel d in Fig 1.7, KIC 6353203), the system is unlikely to be mistaken for a
transiting exoplanet.
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3.3 Summary: Chapter 3
This work uses JKTEBOP to derive synthetic light curves and hence determine the fractional
decrease in flux in eclipsing binaries, as adapted for use with BiSEPS by previous members
of my group. The code is most suitable for use in detached and semi-detached binaries, and
these will dominate the proportion of eclipsing binaries that may be mistaken for transiting
exoplanets. The code takes into account limb darkening and, where appropriate, gravity
darkening and ellipsoidal variations.
Eclipse depths are saved to SQL databases, which are utilised in the eclipsing binary
simulations (Chapter 7).
Having described the codes used in this project, in the next chapter I will describe the
synthetic Galaxy simulated for this work.
Chapter 4
Galaxy Simulation
Integral to this work is the synthetic Galaxy simulated using BiSEPS. This chapter describes
the on-sky region that has been simulated, and outlines its use in the eclipsing binary and
exoplanet simulations, particularly examining the binary fraction.
As indicated in Chapter 2, BiSEPS has previously been used to simulate on sky fields,
such as the Kepler field simulated for and studied in Farmer et al. (2013). During that process,
the parameters required to match observations, such as star formation rate, were carefully
calibrated. The result was a code that could be applied to investigations of much larger fields,
such as those PLATO will survey.
Table 4.1 lists the fields used in this work, the relevant chapters and the purpose for which
the field was used.
4.1 On-Sky Regions Simulated in this Study
A considerable portion of the on sky regions that will be observable by PLATO was simulated
during the course of this study. These regions are indicated in the green boxes in Fig. 4.1,
overlain on a diagram from page 83 of the PLATO Definition Study Report, 4 April 20171
indicating the present thinking with regards to the positions of the two Long Look fields
(Rauer et al., 2014) first described in Section 1.3 of this thesis, and the potential Step & Stare
fields. The areas covering the Long Look fields were studied in detail. The remaining regions
were held for future work on the Step & Stare fields, although it should be noted that the bulge
has not been accounted for, should the synthetic Step & Stare fields require study of the region
between l = 330◦ and l = 30◦. Moving closer to the Galactic plane will be computationally
expensive, in terms both of disk space and time.
1http://sci.esa.int/jump.cfm?oid=59252
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Table 4.1 Summary of synthetic fields utilised in this work
Description Chapters Purpose
Strip, 64.5◦ < l < 65.5◦, 7.5◦ < b < 54.5 2.3 Calibration check
194◦ sq region including the Kepler field 2.3 Calibration check
4.2 Calibration check
6.3 Calibration check
Arc, 240◦ < l < 270◦, -54.5◦ < l < -5.5◦ 4.2 Calibration check
Synthetic Kepler field from Farmer et al. (2013) 4.2 Calibration check
6.1 Generate intrinsic exoplanet distribution
7.2 Calibrate eclipsing binaries by mass ratio
7.3 Calibrate eclipsing binaries by period
Approximation of Long Look North field 6.4 Synthetic exoplanet population
7.4 Synthetic eclipsing binary population
Approximation of Long Look South field 6.4 Synthetic exoplanet population
7.4 Synthetic eclipsing binary population
1 deg sq, centred on l = 50◦, b = 8◦ 7.2 Calibrate eclipsing binaries by mass ratio
Fig. 4.1 Annotated map adapted from the PLATO Definition Study Report, 4 April 2017
(http://sci.esa.int/jump.cfm?oid=59252), page 83: all regions simulated in this study are
enclosed in the green boxes, while the regions studied in greatest detail approximately match
the blue Long Look fields. The region in red, the Kepler main mission, is the region studied in
detail in Farmer et al. (2013). The orange fields represent alternatives for Step & Stare fields.
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Fig. 4.2 Selected transmission functions and passbands, from Rowe et al. (2009). The
transmission functions for the Johnson filters have been scaled to peak at 100% transmission.
The spectrum for an A2V star (cyan) and for a M2V star (orange) have been scaled to have
equal flux in the Johnson V filter. MOST (Microvariablity and Oscillations of STars) is a
Canadian satellite observing bright transiting exoplanet systems.
At all values of l, two bands were simulated: −54.5◦ < b < −11.5◦ and 8.5◦ < b <
54.5◦. Additionally, as shown in Fig. 4.1, regions covering the proposed Long Look fields
were simulated closer to the Galactic plane, to b = ±5.5. The region 40.5◦ < l < 89.5◦,
5.5◦ < b < 54.5◦ was used to approximate the Long Look North (LLN) field and the region
228.5◦ < l < 277.5◦, −54.5◦ < b < −5.5◦ was used to approximate the Long Look South
(LLS) field. These regions are approximations, following lines of Galactic longitude and
latitude: the final position and orientation of PLATO is work in progress. In addition, when
determining which systems would be observable by PLATO, I was able to make use of code,
provided by Catala in a private communication, determining the field of view of each group
of cameras and the regions in which groups of cameras would overlap (Fig. 1.5).
The LLN field contains within it the field observed in the Kepler main mission. As
described in Section 2.3, the Kepler Input Catalogue was utilised to verify the magnitude
distribution of a synthetic on-sky population in a region encompassing that observed in the
Kepler main mission.
The synthetic population has a magnitude limit of K p ≤ 26. The Kepler passband is 420
≤ λ ≤ 890 nm (Brown et al., 2011b), while the PLATO Definition Study Report states that
the normal cameras on PLATO are expected to operate in 500 ≤ λ ≤ 1000 nm.
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The faintest stars included in the PLATO priority populations are in P4, M class stars,
V < 16. This is the only class observing stars fainter than V = 13. Fig. 4.2, from Rowe et al.
(2009), demonstrates that an M-class star, which peaks in the infrared, is fainter in the V band
than it is in the redder part of the Kepler band, remembering of course that the flux of both
the A2V star and the M2V star in this figure have been normalised to be equal at the peak of
the V band.
The faintest background eclipsing binaries expected to survive blending and give an
Earth-like signal will be no more than ≈ 10 magnitudes fainter than the star that is being
observed, where “survive blending” means still be observable after blending is taken into
account. This is based on the assumption that the deepest eclipse depths are 50%: as shown in
Chapter 7, this assumption is not always true once limb darkening and mass transfer are taken
into account, but this is what the standard simplification is based on so we will let it hold for
now. That simplification is based on two equal mass, equal radius stars eclipsing one another
at an angle of inclination of 90◦. Referring to Eq 1.14 and assuming that the actual eclipse
depth is 0.5, we find that when ∆m = 1, the observed depth is ≈ 0.2 or 200,000 ppm, still
clearly stellar. When ∆m = 5, the observed depth is ≈ 0.005 or 5,000 ppm, possibly a giant
planet. When ∆m = 10, the observed depth is ≈ 0.00005, or 50 ppm, possibly a terrestrial
planet. As will be discussed in Chapter 5, the target for the central part of the field, where
all four groups of cameras are focused, is 800 ppm for the P4 class. This would be achieved
in this example with ∆m≈ 9.5. The target for the central part of the field for P1 is 34 ppm:
however, the magnitude limit for P1 is V = 11, so background blends with P4 targets may be
fainter than background blends with P1 targets.
These considerations led to the selection of the magnitude limit in this work. A brighter
limit would have reduced the demands on disk space, and therefore would have allowed
simulations in additional regions to be carried out closer to the Galactic plane. However,
completeness in the region that was studied was considered more important.
4.2 Use in Eclipsing Binary and Exoplanet Simulations
Once the fields had been simulated, two sets of synthetic samples were generated: a synthetic
eclipsing binary distribution, using light curves generated in JKTEBOP, and a synthetic
exoplanet distribution.
Kepler observations were used to calibrate these two distributions: this is described in more
detail in Chapters 7 and 6 respectively, but in essence the publicly available data on unblended
eclipsing binaries (Kepler Eclipsing Binary Catalogue) and on confirmed exoplanets (NExSci)
was used to calibrate the synthetic samples obtained from the synthetic field described in
Farmer et al. (2013), and then apply these calibrations to synthetic samples obtained from the
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Fig. 4.3 The fraction of single stars in a synthetic field with an initial binary fraction of 0.5,
approximating the region surveyed in the Kepler main mission. Blue: single star fraction as a
function of apparent magnitude G. Green: single star fraction in an ensemble of systems with
magnitude < G (the so-called cumulative single star fraction).
larger scale synthetic fields generated for this work. Once the synthetic eclipsing binary and
exoplanet samples were obtained, the ratio of planets to eclipsing binaries could be calculated.
Analysing a synthetic field from the PLATO simulations which encompassed the equiva-
lent area to that observed by the Kepler main mission, it was found that the observed binary
fraction depends on apparent magnitude. Fig. 4.3 illustrates the fraction of single systems,
as a function of G. Also shown is the single star fraction in the ensemble of systems with
magnitude < G, referred to for conciseness in the figure legend as “cumulative”. G is used as
these figures were obtained as part of the calibration process described in Chapter 2.3, where
the synthetic field was compared with observations from the Kepler Input Catalogue hosted
by MAST, and Gaia DR1.
As it had been observed that squares of equivalent latitude in the Northern and Southern
hemispheres, for example b = ±19.5◦ to b = ±20.5◦, contained approximately 11% more
stars in the South than the North at equal values of l, a similar process was carried out for the
central portion of the synthetic Long Look South field, for the region −54.5◦ < b < −5.5◦,
240◦ < l < 270◦. Results were binned both by G and by b. The results in this field by b
indicate that the ensemble of systems with magnitude G < 26 had a single star fraction of
0.54 at all values of b, while the ensemble of systems with magnitude G < 16 had a single
star fraction of 0.51 closer to the Galactic South pole and 0.49 closer to the Galactic plane.
The dependence on latitude was therefore weak. The results by G are illustrated in Fig. 4.4.
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Fig. 4.4 Single star fraction in a synthetic population with an initial binary fraction of 0.5, in
the central part of the synthetic Long Look South field, −54.5◦ < b < −5.5◦, 240◦ < l < 270◦.
Blue: single star fraction as a function of apparent magnitude G. Green: single star fraction
in an ensemble of systems with magnitude < G (the so-called cumulative single star fraction).
Disregarding the peak at the bright end of the spectrum, which is probably due to small
number statistics, these results provide an interesting comparison with Fig. 4.3. In Fig. 4.4
there is a steady increase in the single star fraction in both sets of data from G ≈ 8: in Fig. 4.3
there is a decrease in the single star fraction from G≈ 8 to G≈ 15, before a steady increase to
fainter magnitudes: this increase being sharper than the one noted in Fig. 4.4. This indicates
that there may be a real difference in the populations in the synthetic LLS and LLN fields
used for this study.
Aside from the fact that the LLS field looks through the Galactic plane, where the LLN
field does not, another contributory factor may be the initial binary fraction. In nature, this
is dependent on stellar mass: in BiSEPS, it is not. In nature, as described in Raghavan
et al. (2010), for example, the more massive the star, the more likely it is to have a stellar
companion, while in BiSEPS the binary population is seeded regardless of stellar mass of the
primary. Addressing this is one of the issues described under Future Work in Chapter 9. In
the meantime, it can be expected to lead to an over representation of low mass binaries in the
synthetic population.
In the calibration field in LLN, a total of 59% of the systems in the calibration field are
single stars where 4 < G < 26, 49% where 4 < G < 21 and 47% where 4 < G < 16.
The fields had been generated with a magnitude limit in K p, while the G magnitude is
found by conversion from the g′, r′ and i′ magnitudes. To verify that the features noted were
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Fig. 4.5 The fraction of single stars in a synthetic field with an initial binary fraction of 0.5,
approximating the region surveyed in the Kepler main mission. Blue: single star fraction as a
function of apparent magnitude K p. Green: single star fraction in an ensemble of systems
with magnitude < K p (the so-called cumulative single star fraction).
not a function of the passband, the calibration field in LLN was also analysed with reference
to K p magnitudes, and the results are illustrated in Fig. 4.5. Here the single star fraction is at
a minimum in the bin 15 < K p < 16, at 47.1%, and is 47.5% at 4 < K p < 16. The minimum
occurs in the same place in K p (Fig. 4.5) as in G (.Fig. 4.3). In K p there are systems present
in the bin 4 < K p < 5, both single star and binary, but the single star fraction is so low that
to include the data in Fig. 4.5 would distort the figure. This is in contrast to Fig. 4.4, where
there are no systems in the bin 4 < G < 5. Similarly, the peak at 5 < K p < 6 in Fig. 4.5 is also
down to small number statistics. Otherwise, the trends in the LLN field at 8 < K p < 26 are
remarkably similar to those at 8 < G < 26, in contrast to those in the Long Look South field at
8 < G < 26.
The synthetic Kepler field from Farmer et al. (2013), matched to the targeting priorities
of the original Kepler input catalogue, has 45% single stars where the limiting magnitude is
K p ≤ 16. It is interesting is that the synthetic field from Farmer et al. (2013), created to match
as far as possible the parameters of the original Kepler target list, has a lower proportion of
single stars at K p ≤ 16 than the more general PLATO simulations.
The binary fraction as a function of magnitude deviates from the intended value of 0.5
in Fig. 4.3, Fig. 4.4 and Fig. 4.5, as well as in the field described in Farmer et al. (2013). It
is higher when stars with Kp < 16 are considered, and lower when stars with Kp ≥ 16 are
considered. Nine sections of shell, three each at a distance of 0.5 kpc, 1.0 kpc and 2.0 kpc,
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Fig. 4.6 Magnitude distribution of known Kepler planet hosts. Data from NExSci, Kepler
DR25, accessed 21st July 2017.
were examined. These reveal the significance of the physically-motivated minimum stellar
mass in BiSEPS simulations of 0.1 M⊙. At 0.5 kpc and 1 kpc the minimum luminosity as
a function of mass in unevolved stars can be observed. Clear trends indicate that low mass
single stars are consistently fainter than binaries where the mass of the primary is equal to the
mass of an equivalent single star. The binary fraction is ≥ 0.5 at Kp ≤ 16, because binaries,
which combine the luminosity of two stars, are intrinsically more luminous than single stars.
As the intended binary fraction of 0.5 is essentially arbitrary, as described in Chapter 2;
as blending with background binaries is unlikely to result in an observable eclipse where
the difference in magnitude δm ≥ 10; and as only the PLATO P5 population (red dwarfs)
considers stars fainter than V = 13, the effect of this discrepancy on this work is small.
Fig. 4.5 indicates that binaries may outnumber single stars at the fainter magnitudes
observable by Kepler, within the Kepler field. This raises the possibility that planets around
stars with 15 < K p < 16 may be in unrecognised multiple systems, diluting the transit and
leading to an estimate of the planet radius that is smaller than the true planet radius. 15 <
K p < 16 is the region where the distribution of confirmed planet hosts peaks, as shown in
Table. 4.2 and Fig. 4.6.
4.3 Summary: Chapter 4
This chapter has described the synthetic Galaxy used in my transiting exoplanet and eclipsing
binary simulations. The regions simulated are described and compared with current thinking
on the location of the two Long Look PLATO fields. The fraction of single stars as a function
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Table 4.2 Magnitude distribution of the 1630 Kepler planet hosts. Data from NExSci, accessed
21st July 2017.
K p Number Percentage
8.0 to 9.0 3 0.18
9.0 to 10.0 7 0.43
10.0 to 11.0 8 0.49
11.0 to 12.0 49 3.01
12.0 to 13.0 137 8.40
13.0 to 14.0 336 20.61
14.0 to 15.0 501 30.74
15.0 to 16.0 576 35.34
16.0 to 17.0 10 0.61
17.0 to 18.0 3 0.18
of magnitude in the synthetic Galaxy is evaluated both in the Northern and Southern fields
used in this work, and real differences between the two fields are found. Concerns that the
distribution of binaries as a function of mass and spectral type do not match observations are
acknowledged, and addressing these issues is recommended for future work.
To determine the detectability by PLATO of the synthetic transiting exoplanets and
eclipsing binaries simulated in this work, it is essential to understand the precision of the
PLATO observatory. This, as well as concerns raised by PLATO’s large plate scale, are
examined in the next chapter.

Chapter 5
Detector Specifications
This chapter considers the factors that will influence PLATO’s SNR (signal to noise ratio), as
well as the impact of the large pixel scale on observations and target selection. Lessons that
may be learned from instrumental effects experienced by Kepler will also be considered.
PLATO normal cameras will be situated in four groups of six cameras per group, which
will increase the ability of PLATO to detect shallow signals as the data from the six cameras
in each group will be combined to improve the SNR. The shallowest signals will be detected
in the region where all four groups of cameras overlap, which may or may not be the most
densely populated region of the on-sky field: see Fig. 1.5 for an illustration of how the overlap
may work.
Signal and noise will be considered in the first section, and the pixel scale in the second
section. A planet transit, or binary eclipse, is assumed to be detectable if the signal exceeds
the noise by a suitably large factor. Specifically, the requirement that the transit SNR should
exceed 7 is often used (Tenenbaum et al., 2012). Transit SNR is defined as
SNRtransit =
δF
√
N
noise
(5.1)
where δF is transit depth as defined in Eq. 1.1 in relation to planets and in Eq. 1.12 in
relation to eclipsing binaries (the signal), and N is the number of observed events (transits or
eclipses).
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5.1 Signal and Noise
5.1.1 Signal
Signal represents the data of interest to the scientific community. In a transiting exoplanet
survey utilising CCDs, this consists of photons, read out as photoelectrons. Variation in signal,
for example during the transit of an exoplanet, is of particular interest.
This work has benefited from code provided by Claude Catala (Catala 2016, priv. comm.)
enabling signal and noise to be calculated as a function of magnitude and effective temperature,
and which has been adapted and incorporated into my own codes. This takes the throughput
τ at 50 nm intervals in the range 500 < λ < 1000 nm and interpolates at finer resolution.
The throughput has changed during the instrument design process, and therefore the values
provided by Catala, which date back to the M1/M2 application, are no longer valid. Contact
was therefore made with Anko Börner, Head of Real-Time Data Processing, Institute of
Optical Sensor Systems, German Aerospace Centre (DLR) (Deutsches Zentrum für Luft-
und Raumfahrt), who kindly provided by private communication in July 2016 a copy of the
PLATO Instrument Noise Budget dated 19 February 2016, which appears to be an internal
document. Referring to this document, and supplementary tables provided by Dr Börner,
updated throughput values have been calculated. τ is
τ =
npe
nph
(5.2)
where npe is the number of photoelectrons per pixel
npe = npe,t +npe,c+npe,b+npe,s (5.3)
that is, the sum of photoelectrons from the target, contaminating photoelectrons, back-
ground photoelectrons and stray photoelectrons, terms which will be defined more fully later
in this subsection, and nph is the number of photons per pixel
nph = nph,t +nph,c+nph,b+nph,s (5.4)
again, the sum of photons from the target, contaminating photons, background photons
and stray photons. So, in the formalism adopted in the Instrument Noise Budget, which I have
followed, nph is the sum of the photons from all sources, and npe is the corresponding sum of
photoelectrons. All sources of photons, and hence photoelectrons, which contribute to the
signal are considered.
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Photons
The number of photons from the target,
nph,t = Aaptexp
N
∑
i=1
Dph(i) (5.5)
depends on the photon density Dph in ph cm−2 s−1, which is itself a function of the
target’s magnitude; the area of the aperture Aap which is 122π/4 cm2, derived from the pupil
diameter of 12.0 cm and so is the area of a circle with a diameter of 12.0 cm; and the exposure
time, texp, which is 22 s. i represents bins of 50 nm width and N is the number of bins.
Although it is anticipated that the optics’ spectral range will be 500 nm to 1000 nm (PLATO
Definition Study Report), the simulations reported in the Instrument Noise Budget use a
broader passband of 400 nm to 1100 nm: so here N is 15. The code provided by Catala covers
the wavelengths 500 nm to 1000 nm, the same as the optics spectral range reported in the
PLATO Definition Study Report, so here N is 11.
Tables are provided in the Instrument Noise Budget for the photon density in ph cm−2
s−1 at V = 0, 8 and 11, at the appropriate bin width of 50 nm.
The number of background photons, nph,b, is derived from the number of background
photoelectrons, npe,b, which is set at a constant, 100 pe px−1 s−1. This estimate is referenced
to PLATO-INAF-PL-RP-003 i3.1, the Stray Light Analysis Report, also an internal document.
Background photons come from zodiacal light and stray light from the Sun and Moon. As the
sum of these sources of background photons is likely to remain constant over the course of
the mission, it is appropriate to use a constant to describe them.
The number of contaminating photons, nph,c, is arbitrarily set at 1% of the number of
photons from a V = 11 star.
The number of photons from stray light, nph,s, is derived from the number of stray
photoelectrons, npe,s, which has two contributions: 2 pe px−1 s−1 from the spacecraft, and 20
pe px−1 s−1 from the instrument optics. These estimates are referenced to PLATO-DLR-PL-
RS-001 i3.1, Instrument Technical Requirements Document, also an internal document.
npe,b and npe,s are given as constants in units of pe px−1 s−1, but, as described in the
following subsection, because the conversion between photoelectrons and photons depends
on a miscellaneous efficiency factor, E, which is a function of magnitude, nph,b and nph,s
are themselves magnitude dependent. Since it is the number of photoelectrons rather than
the number of photons which is recorded and used for further analysis, following readout of
the CCDs, this approach allows the observer to discount the first ≈ 122 pe px−1 s−1 in any
data as due to background and stray sources and is certainly convenient for follow up work.
80 Detector Specifications
However, it does mean that care needs to be taken when converting from photoelectrons to
photons to account for the magnitude dependence of E.
Photoelectrons
The number of photoelectrons, npe, is the sum of the photoelectrons from the target, npe,t , the
background, npe,b, the contaminants, npe,c and stray photoelectrons, npe,s.
npe,t can be calculated by integrating the transmitted photon flux:
npe,t = AaptexpE fsp
∫ λ2
λ1
Dph,spec(λ )Top(λ )Tf il(λ )QE(λ )dλ (5.6)
which, after spectral discretisation, becomes
npe,t = AaptexpE fsp
N
∑
i=1
Dph,spec(i)Top(i)Tf il(i)QE(i) (5.7)
Here E is a miscellaneous efficiency factor which is weakly dependent on source magni-
tude, and is 0.870 for mV = 0, 0.868 for mV = 8 and 0.859 for mV = 11. Efficiencies included
in the miscellaneous term are those caused by vignetting (0.945), polarisation (0.989), particle
contamination (0.98), molecular contamination (0.9566), the angular dependencies of the
quantum efficiency (0.993) and charge transfer inefficiency (1 at V = 0, 0.998 at V = 8 and
0.987 at V = 11).
fsp is the signal spread factor, arising from broadening of the signal due to the point spread
function (PSF) and is set at 90% of the energy enclosed in 2.5 x 2.5 pixels, or 0.144 pe−1.
Dph,spec(λ ) is the spectral photon density from the star, measured in units of photons
cm−2 s−1 nm−1.
Top(λ ) is the wavelength dependent transmissivity of the optics, and Tf il(λ ) is the trans-
missivity of the filters and applies to the fast cameras only. QE(λ ) is the quantum efficiency
of the CCD. Values for Top(λ ) and QE(λ ) are given in Table 5.1. Beginning of life rather
than end of life figures are given in the table for Top(λ ): end of life are slightly lower. The
filter transmissivity, Tf il(λ ) is 0.85 for < 700 nm and 0 for > 700 nm in the blue filter, while it
is 0 for < 700 nm and 0.85 for > 700 nm in the red filter. So when both filters are considered,
Tf il(λ ) is constant at 0.85 over the whole spectral range.
The following equations describing the conversion from photons to photoelectrons pre-
sented in the Instrument Noise Budget for background, contaminating and stray sources
are:
npe,b = Dph,btexpE < TopTf ilQE > (5.8)
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Table 5.1 Transmissivity of the PLATO optics and quantum efficiency of the CCDs as a func-
tion of λ . Data from the PLATO Instrument Noise Budget and from a private communication
from Dr Anko Börner.
λ /nm Top(λ ) QE(λ )
500 0.7332 0.7370
550 0.7640 0.8070
600 0.7713 0.8770
650 0.7769 0.8675
700 0.7842 0.8580
750 0.7899 0.7565
800 0.7939 0.6550
850 0.7955 0.4845
900 0.7972 0.3140
950 0.7980 0.165
1000 0.7996 0.062
npe,c = Dph,ctexpE fsp < TopTf ilQE > (5.9)
npe,s = Dph,stexpE < TopTf ilQE > (5.10)
Dph,b is the background photon density, Dph,c is the photon density from contaminants
and Dph,s is the stray photon density, < TopTf ilQE > is a suitable wavelength average of
transmissions and quantum efficiencies. All other terms have been previously defined.
Throughput τ
Using the formulae and the data from the Instrument Noise Budget, the throughput was
recalculated for this work as a function of wavelength. Throughput is, of course, a con-
stant for a given instrument. An estimate of throughput was not explicitly included in the
PLATO Instrument Noise Budget of 2016. However, all the tools to obtain an estimate
were, in the form of equations and quantities at the three magnitudes: V = 0, 8 and 11. I
therefore considered three estimates of throughput, based on the three sets of parameters in
the Instrument Noise Budget. These estimates consider all photons incident on the camera
and all counted photoelectrons, regardless of source. I term these "effective throughput" to
emphasise the point that throughput is a constant and is not magnitude dependent, while these
estimates are. I then evaluated the three estimates of effective throughput to determine which,
when incorporated into Claude Catala’s code, provided the closest match to the photometric
82 Detector Specifications
Table 5.2 PLATO effective throughput, estimated using expressions from the PLATO Instru-
ment Noise Budget. The estimate based on V = 11 was found to be the best estimate for a
source independent throughput. See the text for more details.
λ /nm Previous value Updated value Updated value Updated value Ratio
V = 0 V = 0 V = 8 V = 11 V=11V=0
500 0.627 0.360 0.359 0.353 0.980
550 0.739 0.410 0.409 0.397 0.968
600 0.780 0.450 0.448 0.432 0.960
650 0.799 0.449 0.447 0.430 0.958
700 0.785 0.448 0.446 0.429 0.958
700 0.731 0.398 0.396 0.386 0.970
800 0.628 0.346 0.345 0.341 0.986
850 0.486 0.257 0.257 0.265 1.031
900 0.325 0.167 0.168 0.191 1.144
950 0.174 0.088 0.090 0.126 1.432
1000 0.066 0.032 0.037 0.084 2.625
precision described in the PLATO Instrument Noise Budget, and use that single estimated
effective throughput in my simulations.
It was found that the throughput had significantly reduced since Catala’s code was orig-
inally written. A comparison is given in Table 5.2 and Fig. 5.1 for the three effective
throughputs calculated in this work as a function of magnitude: V = 0, 8 and 11. The calcu-
lated figures for V = 0 and V = 8 are very similar, while V = 11 diverges, especially in the
infrared. This is due to the fact that the number of photons expected to be received from a V =
11 star is lower than in the other cases, so such a star will be more influenced by background,
contaminating and stray sources than brighter stars.
The new throughput is significantly lower than that derived by Catala for the M1/M2 bid
in 2009 (as acknowledged in the caption to Fig. 5.4, Rauer et al. (2014)). Marcos-Arenal
et al. (2014), dating from the time of the successful M3 bid, describes a PLATO simulator.
Comparison of Eq. 3 in Marcos-Arenal et al. (2014) with the equations describing the
photoelectrons in the PLATO Instrument Noise Budget (19 February 2016) indicates that the
significantly lower throughput in this work lies in the inclusion in the PLATO Instrument
Noise Budget of the miscellaneous efficiency term E along with more detailed modelling of
the transmission efficiency.
Table 5.3 compares the contribution of background, contaminating and stray photons and
photoelectrons to the total number of photons and photoelectrons, as well as considering the
ratios of photons and of photoelectrons at different wavelengths.
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Fig. 5.1 Estimates of PLATO effective throughput derived in this work, using the PLATO
Instrument Noise Budget to estimate the numbers of photons and photoelectrons at V = 0,
8 and 11 magnitudes. These estimates are used to identify single best source independent
throughput. See the text for more details.
Table 5.3 Comparison of contributions of stray, background and contaminating sources to the
PLATO signal at V = 0, V = 8 and V = 11.
Ratio λ V = 0 V = 8 V = 11
(npe,b+npe,c+npe,s)/npe 600 nm 0.0005% 0.73% 10%
(npe,b+npe,c+npe,s)/npe 1000 nm 0.0083% 12% 68%
(nph,b+nph,c+nph,s)/nph 600 nm 0.00059% 0.93% 13%
(nph,b+nph,c+nph,s)/nph 1000 nm 0.00084% 1.3% 18%
nph,c/nph,t 600 nm 0.00004% 0.063% 1.0%
nph,c/nph,t 1000 nm 0.00004% 0.063% 1.0%
(npe,b+npe,s)/npe,t 600 nm 0.00042% 0.67% 11%
(npe,b+npe,s)/npe,t 1000 nm 0.0083% 13% 210%
nph/nph 600/1000 nm 1.44:1 1.44:1 1.37:1
npe/npe 600/1000 nm 19.7:1 17.5:1 7.04:1
npe,t /npe,t 600/1000 nm 19.7:1 19.7:1 19.7:1
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Table 5.4 Comparison of npe/nph as given in the PLATO Instrument Noise Budget and as
calculated for this work, V = 8 and V = 11. BoL: Beginning of life, and EoL: End of life, both
from the Instrument Noise Budget. Lifetime is expected to be approximately 6 years.
source mV npe npe px−1 nph nph px−1 npe/nph
BoL 8 3328915 486841 10036446 0.331
EoL 8 3205509 468893 10036446 0.319
This work 8 411943 1266124 0.309
BoL 11 207725 32896 633257 0.328
EoL 11 183511 29374 633257 0.290
This work 11 29931 92377 0.324
In the infrared for a V = 11 star, photoelectrons from background, contaminating and stray
sources can be more significant than photoelectrons from the target. This affects the numerator
when calculating throughput as a function of magnitude. That this does not affect photons
in the same way, and hence the denominator when calculating throughput as a function of
magnitude, is likely due to factors which affect the number of photoelectrons but not the
photons and which are wavelength dependent: transmissivity, which improves at longer
wavelengths and quantum efficiency, which declines at longer wavelengths. Indeed, reference
to Table 5.1 and Fig. 5.1 indicates the shape of the curve in Fig. 5.1 is strongly dependent on
the quantum efficiency as a function of wavelength.
To verify the simplified calculation made here, reference was made to a table within the
Instrument Noise Budget which gives the estimated total number of photons and photoelec-
trons for a star of a given magnitude, 8 < V < 11, both at the beginning of life and end of life
(approx 6 years after launch), integrated over 400 < λ < 1100 nm. The results are given in
Table 5.4.
As shown in Table 5.2, the original Catala code used V = 0, which in the new calculations
has similar calculated values to the calculated values for V = 8. However, as shown in
Table 5.4, there is divergence at V = 8 between the values in the Instrument Noise Budget,
and those calculated here: specifically, for npe/nph and npe px−1, the values calculated in this
work are lower than the end of life (EoL) values for V = 8 (this work is 85% of BoL and 88%
of EoL values, npe px−1, and 93% of BoL and 97% of EoL, npe/nph). For V = 11, however,
the values calculated in this work fall between the beginning of life (BoL) and end of life
(EoL) values (this work is 91% of BoL and 102% of EoL values, npe px−1, and 99% of BoL
and 112% of EoL, npe/nph).
As the calculated ratio of photoelectrons to photons and the number of photoelectrons per
pixel fall below what is expected during PLATO’s six-year lifetime for V = 8, but for V = 11
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are consistent with the expected ratio during the mission, the values for V = 11 are used for
throughput in this work.
5.1.2 Noise
With any system there is noise. In the context of PLATO light curves, noise is defined as the
rms value of light curves binned to one hour, where one hour is the integration time used in
pre mission modelling. The Instrument Noise Budget describes the sophisticated modelling
that takes place with PLATO, dividing the sources of noise into three different categories: line
of sight related noise; instrument related noise; and system related noise (Table 5.5).
Levels of noise associated with the instrument and system may be expected to be updated
as the instrument design progresses. Levels of noise associated with the line of sight will
probably remain the same.
The two most significant sources of instrument related noise in the Instrument Noise
Budget are front-end electronic (FEE) readout noise, which is caused by the output amplifier
on the front end electronics, and CCD readout noise, which by caused by the output amplifier
on the CCD.
The noise calculation in the Catala code is obviously much simpler than the full model
presented in the Instrument Noise Budget, but where corresponding values are available in
both sources, they do appear to be in line.
With the original throughput estimate, the estimate of noise obtained by the Catala code is
illustrated in Fig. 5.4 of Rauer et al. (2014) (noise is the term used on the y axis of this figure).
As well as the throughput, the number of cameras per group has also been amended since
Rauer et al. (2014). The original proposal was for eight normal cameras/group plus two fast
cameras, and final approval for PLATO was based on six normal cameras per group plus two
fast cameras. The effect of the change in the number of cameras is illustrated by comparing
Fig. 5.2 (32 cameras) and Fig. 5.3 (24 cameras), and the effect of the change in throughput
and in the number of cameras is indicated in Table 5.6.
Table 5.6, Fig. 5.2 and Fig. 5.3 all make reference to noise levels of 34 ppm in one hour
and 80 ppm in one hour (where ’noise’ is the term used by the Catala code). These were
specified in the science requirements for the PLATO mission. 34 ppm is the target for the
P1 and P2 in the central part of the field, where all four cameras are observing, as this is
necessary to carry out asteroseismology on the stars, whether they are planet hosts or not.
As described in Chapter 1, this will enable the constraints on the mass, radius and age of
the stars observed to be significantly improved. 80 ppm is what would be required to for an
Earth-like planet orbiting a Sun-like star to produce a measurable transit (although whether
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Table 5.5 PLATO sources of noise. Column 1: type of noise. Column 2: value in the
Instrument Noise Budget (INB), camera level. Column 3: value in the INB, instrument level.
“Jitter” refers to instances where the image is moving around on the CCD, and the associated
noise includes masking, photo response non-uniformity and dark signal non-uniformity.
“Miscellaneous photon noise” includes background, contaminating and stray photons, already
described in the Section 5.1.1.
source INB, camera INB, instrument
Line of sight
Jitter 108 ppm 9 ppm
Aberration n/a < 0.1 ppm
Image scale and distortion 1828.97 ppm 0.27 ppm
Instrument related noise
Optics, including:
PSF blurring < 0.1 ppm < 0.1 ppm
PSF breathing 10 ppm 0.15 ppm
Pupil variation noise 4 ppm < 0.1 ppm
Miscellaneous photon noise 54.62 ppm 2.02 ppm
CCD related noise, including
Quantum efficiency 18.5 ppm 0.15 ppm
Dark current 104.47 ppm 0.13 ppm
Dark current shot 183.11 ppm 0.97 ppm
CCD readout 1480.99 ppm 7.89 ppm
CCD gain stability 55.56 ppm 0.46 ppm
CCD smearing photon 388.44 ppm 2.07 ppm
Front end electronic noise
FEE gain stability 16.67 ppm < 0.1 ppm
FEE offset stability 111.44 ppm < 0.1 ppm
FEE readout 1353.95 ppm 7.21 ppm
ADC quantisation 193.01 ppm 1.03 ppm
CCD bias voltage stability 34 ppm 0.71 ppm
System related noise
Oscillator stability 0.002 ppm 0.36 ppm
EMC noise TBD TBD
Processing noise TBD TBD
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Fig. 5.2 Predicted minimum detectable signal for PLATO as a function of magnitude, 32
cameras (8 cameras/group), using the new throughput calculated for this work and a one hour
integration.
Table 5.6 Magnitude limit where noise is 34 ppm and 80 ppm in 1 hour, by number of cameras
per group and by throughput.
Type of Noise Cameras 1 group 2 groups 3 groups 4 groups
throughfeed /ppm /group V V V V
Original 34 8 9.95 10.67 11.08 11.37
Revised 34 8 9.31 10.04 10.46 10.75
Original 34 7 9.80 10.53 10.95 11.24
Revised 34 7 9.17 9.90 10.32 10.62
Original 34 6 9.64 10.37 10.79 11.08
Revised 34 6 9.00 9.74 10.16 10.46
Original 80 8 11.69 12.33 12.68 12.92
Revised 80 8 11.08 11.74 12.10 12.35
Original 80 7 11.56 12.21 12.57 12.81
Revised 80 7 10.94 11.61 11.98 12.24
Original 80 6 11.41 12.07 12.43 12.68
Revised 80 6 10.79 11.47 11.84 12.10
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Fig. 5.3 Predicted minimum detectable signal for PLATO as a function of magnitude, 24
cameras (6 cameras/group), using the new throughput calculated for this work and a one hour
integration.
it was detectable would depend on the transit SNR, as defined in Eq. 5.1) when appropriate
values are inserted into a rearranged version of Eq 1.1:
δF =
(
RP
R∗
)2
(5.11)
Such a planet is a priority for PLATO. 80 ppm in a one hour integration is the target for
the central part of the field for the P5 population. The target for the P4 population is 800 ppm
in a one hour integration in the central part of the field. For easy reference, the nature of the
stars in each of the PLATO priority populations, P1, P2, P4 and P5, is described in Table 1.6.
Table 5.6 indicates that the reduction in the number of cameras per group from eight to
six does reduce the magnitude at which the transit of an Earth-like planet can be observed,
but more significant is the change in throughput. The data in Table 5.6 indicates that targets
may be missed for the fainter members of P1 and P5 in the central field. Fig. 5.2 and Fig. 5.3
were generated using a model star with an effective temperature of 6000 K.
It should also be noted that the model used in this work is far less sophisticated than the
models described in the Instrument Noise Budget. However, their Table 6.9 does carry out the
exercise of indicating photon noise, random noise at an instrument level and total noise for a
V = 11 star for a one hour integration, for 32, 28 and 24 cameras, both at BoL and EoL. These
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figures are consistent with the results presented in Fig. 5.2 and Fig. 5.3 for all four groups
of cameras in a one hour integration. For 32 cameras, the estimate in the Instrument Noise
Budget for photon noise at an instrument level is 32.3 ppm at BoL, 34.4 ppm at EoL (the
equivalent of the orange line on the figure); and total noise (the equivalent of the blue line
on the figure), calculated by taking the square root of the sum of the squared photon noise
and random noise of the instrument, is 34.2 ppm at BoL, 36.6 ppm at EoL. Similarly, for 24
cameras, photon noise at an instrument level is 37.3 ppm at BoL, 39.7 ppm at EoL; while the
total noise is 39.5 ppm at BoL, 42.2 ppm at EoL. The integration time is one hour.
The consistency between our results and those from the Instrument Noise Budget indicate
that, pending changes in instrument design, the results generated by the updated Catala code
can be trusted in determining the noise level for a star of a given temperature and magnitude,
for a given number of groups of cameras and for a given integration time.
Overlap
A second code provided by Claude Catala, also integrated into our work, allows the overlap
of the four cameras to be calculated. This is illustrated in Fig. 1.5. Given a specific reference
point as the centre of the field, for example l = 65◦, b = 30◦, it is therefore possible to
determine how many cameras will be able to observe a given star and, given its magnitude, it
is possible to determine whether or not a planet of a given radius orbiting a given host star at
a given position would be observable, assuming the planet is transiting.
Other projections of the overlap do exist, and Fig. 5.4, from the PLATO Definition Study
Report, uses an overlap pattern with straight lines instead of curves, and with sharper corners.
However, the central region, in which all four camera groups overlap appears similar in
proportion to the total field in both Fig. 5.4 and Fig. 1.5. This study does not have access
to the code which generated the overlap shown in Fig. 5.4, therefore the alternative overlap,
illustrated in Fig. 1.5, is used.
A simplifying assumption is that the boundaries of the synthetic fields approximately
follow lines of Galactic longitude and latitude. This is because the precise fields are still
under consideration. If the level of contamination is favourable, it may be possible to adjust
the angle of the field of view so that, while the centre of the field of view remains within
the region indicated in Fig. 5.4, it is possible to observe closer to the Galactic plane. This
will depend on the proportion of possible planets to contaminants in the relevant region, and
consideration of this is beyond the scope of this work.
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Fig. 5.4 Aitoff projections, from the PLATO Definition Study Report, of the two preliminary
long look fields (SPF, NPF) and ten step-and-stare fields (STEP01– STEP10), all centred at |b|
= 30◦, in the Galactic (upper plot), equatorial (middle), and ecliptic (lower) reference frames.
The red lines enclose the long look field pointing requirement limits. The long look fields are
color-coded on an inverted scale.
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Fig. 5.5 Starspots in Kepler data: PDC time series, KOI 4844.01. The signal from a 0.87+0.13−0.08
R⊕ Kepler planet candidate, with a period of 1.28 days, a transit depth of 126 ±14.1 ppm
and a transit duration of 1.330 hours (red) is far less significant than the signal from starspots.
Q9 selected at random to demonstrate this effect. The stellar parameters for the host are
Te f f = 5285+159−143 K (source: photometry), logg= 4.566
+0.049
−0.091 (source: KIC), R= 0.775
+0.121
−0.069
R⊙, M = 0.805+0.086−0.078 M⊙ (source: Dartmouth stellar models). All data from NExSci.
Other considerations
Stellar variability means that the flux from a star is not a constant. In particular, if a star is
active, a transiting planet may be more difficult to detect than the figures given earlier in this
chapter may suggest. Activity is more likely in stars earlier than F5, and in M class stars.
Hence, the concentration by PLATO on F5-K class stars in the majority of the priority classes.
Software is likely to be used to search for repeating patterns that may indicate a transiting
planet, as with other transiting exoplanet surveys. These can be very shallow, especially
compared to the noise from natural stellar variability, as shown in Fig. 5.5, where the signal
from an 0.87 R⊕ planet candidate (KOI 4884.01) at 126 ppm and P = 1.28 days is far less
significant than the ≈ 20 day signals associated with starspots.
In Fig. 1.7 the dip indicating a highly grazing eclipsing binary in KIC 9027841 would be
difficult to identify without such software. The very short orbital period of KIC 9027841 of
0.504 days is useful in this regard, as in an 80 day pointing it would have been observed 158
or 159 times. The eclipse depth is 975.6 ±6.9 ppm. Kepler-10 c, with diagnostic information
illustrated in Fig. 1.8, is a 2.26 R⊕ planet with an eclipse depth of 447.1 ±3.7 ppm, orbiting a
host star with an estimated effective temperature of 5676 K and an estimated radius of 1.044
R⊙. As shown in Fig. 1.8, the transit is shallow enough that the shoulders just before and just
after transit are visible in the light curve and, again, natural stellar noise is clearly visible.
With an orbital period of 45.29 days this planet would have been observed twice, possibly
once, in an 80 day pointing.
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As demonstrated by Eq. 5.1, phase folding allows shallow, short period threshold crossing
events such as KOI 4884.01 (Fig. 5.5) and KIC 9027841 to be identified from data, by
significantly improving the SNR. This is covered in more detail in Appendix A of Tenenbaum
et al. (2012), but essentially a multiple event statistic (MES), l, is found using
l ≡ ∑kN(k)√
∑kD(k)
(5.12)
where k runs over the locations of the prospective transits, N is the sum of the contributions
at all frequencies to the detection of a particular signal in a flux time series, and D is the
expected detection amplitude of the noise spectrum. If values of N and D remain consistent
in multiple prospective transits, the detection significance will rise as the square root of
the number of events. Tenenbaum et al. (2012) reported that a MES of 7.1 is considered
significant in Kepler analysis as it reduces the number of false positives while at the same
time not eliminating Earth-like events.
Lessons applicable from Kepler on further instrumental effects
Recent work by the Kepler team, described in Coughlin (2017), Thompson et al. (2017) and
Bryson et al. (2017), investigated the number of false positives due to instrumental effects,
as well as the reliability of the Kepler pipeline. This work may be applicable to PLATO in
identifying the type of instrumental effects that may occur. Naturally, as PLATO is a different
instrument it will experience unique instrumental effects. The methods of identifying and
eliminating these effects which may mimic the transit of an Earth-like planet in Kepler may
well be informative, however.
Three experiments were carried out by the Kepler team. In one, transits of both planets
and eclipsing binaries (blended and unblended) were injected into the Kepler pipeline, and the
proportion successfully recovered and correctly identified was examined. This is described
in more detail in documentation on the NExSci website1. This the Kepler team regard as
confirming the relative completeness of the DR25 catalogue. This was the fourth injection
experiment carried out by this team, and is a useful way of verifying the accuracy of the
transit detection software.
Reliability was investigated in two additional experiments, which involved inverting and
scrambling genuine transits, in an attempt to simulate periodic and non periodic false alarms
respectively. A false alarm differs from a false positive in that a false alarm arises from
instrumental effects or stellar variability while a false positive represents an eclipsing binary
and/or a centroid offset. The resulting files are available on the NExSci website for download2.
1https://exoplanetarchive.ipac.caltech.edu/docs/KSCI-19110-001.pdf
2https://exoplanetarchive.ipac.caltech.edu/docs/KeplerSimulated.html
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An example of a periodic false alarm can be found in the excess of Threshold Crossing
Events (TCEs) around 372 days: 372 days is the Kepler orbital period, and it is believed that
thermally coupled events are behind this excess. A particular feature of these instrumental
effects was that there would be a sudden increase as well as a sudden decrease in signal,
producing a quasi-sinusoidal effect: software looking for only a decrease in flux would
therefore select these for further study, disregarding the fact that there had also been an
increase in signal. Inverting the signal means such quasi sinusoidal events are still detected,
while genuine planets are not as they only show an increase in flux when inverted. This
enables the rate of such thermally coupled events to be quantified.
Examples of non-periodic false alarms are pixel drop-outs and statistical fluctuations
which randomly line up to give the impression of a transit. This will particularly affect long
period planet candidates. When the quarters of the dataset are scrambled, genuine planets
will no longer be detectable but pixel drop-outs and statistical fluctuations will remain.
Both the experiments in which data was inverted and scrambled were successful in
recovering false alarms. A sharp peak in the TCEs around 372 days was successfully
recovered by the inverted signal experiment, while a broader increase in TCEs also centred
on 372 days was successfully recovered by the scrambling experiment. These experiments
indicate that Kepler TCEs with a year-long period should be treated with extreme caution.
Pre flight testing on Kepler indicated another source of false alarms, the so-called “rolling
bands”, a time-varying moiré pattern affecting certain channels (Kolodziejczak et al., 2010).
Two principle sources were found: crosstalk between the 84 science CCDs and the four fine
guidance sensor CCDs, and a high frequency amplifier oscillation in < 40% of the CCD
readout channels. As described in Kolodziejczak et al. (2010), methods were found to flag
suspect data, which was found to affect only a small fraction of the array at any given time.
PLATO designers will undoubtedly have taken advantage of Kepler publications on this
issue to ensure that, as far as possible, PLATO is not affected by rolling bands. However,
unanticipated instrumental effects unique to PLATO may emerge in the instrument testing
phase, which cannot be accounted for at this point in time.
PLATO will orbit in the L2 position, while Kepler is Earth-trailing: but PLATO will also
be tied to the Earth’s orbital period, so is as likely to be affected by instrumental effects which
mimic shallow transits with an orbit of about one year as Kepler is, although the particular
effects may be different. PLATO’s 24 cameras in four groups of six increase the probability
that a sudden pixel drop out in one camera will not be replicated in others, reducing the risk
of this particular type of false alarm, for example. However, given that a particular aim of
PLATO is to detect an Earth-twin, with a year-long orbit, this research from the Kepler team
suggests that careful visual inspection of such signals to check for instrumental effects before
ground follow up would be a wise precaution.
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5.2 Pixel Scale
The large pixel scale of 15.0" is one of the primary causes of concern regarding false positives
from astrophysical sources in the PLATO mission. Further, as shown by the value for the
signal spread factor, fsp above, which considers the PSF over 2.5 x 2.5 pixels, it is anticipated
that flux from a stellar system will affect more than one pixel. The Instrument Noise Budget
states that 90% of the energy will be included in 2.5 x 2.5 pixels. The PLATO Definition
Study states that the PSF surface will always be included within 9 pixels and that imagettes of
6 x 6 pixels (normal cameras) and 9 x 9 pixels (fast cameras) will be obtained for each target
star, with some raw data being sent to the ground for processing and the remaining raw data
being processed on board, to reduce the volume of telemetry data.
Kepler, with a 3.98" pixel size, found that pixels would saturate at about Kp = 11,3 where
one exposure is taken every 6.5 s4 and integrated over either 1765.5 s (29.4 min) cadence or
58.89 s cadence. Charge from saturated pixels could bleed along columns, affecting analysis
of nearby stars: and obviously, the brighter the star in the K p pass band, the greater the
problem of charge bleed. PLATO is specifically designed to target bright stars, so such issues
are being taken into account during the instrument design process.
5.2.1 Case study from Kepler: KOI 102.02
A good example from Kepler of the problems that may arise through contamination by bright
nearby stars is KOI 102 (KIC 8456679). This system has two TCEs: .01 is a planet candidate,
with an estimated radius of 3.27+0.54−0.33 R⊕ and a period of 1.735 days, and the other, .02, is
listed as a false positive (on the grounds of a centroid offset, indicating that the signal may
not be centred on the observed star): the period is 4.068 days and the depth would indicate a
planet of 0.98+0.17−0.1 R⊕, if it is genuine. And it may well be: new for DR25 is a score which
shows how likely a TCE is to be a planet or a false positive, with 1.0 representing a TCE that
the pipeline indicates is almost certainly a planet and 0.0 representing a TCE that the pipeline
indicates is almost certainly a false positive. The disposition score for KOI 102.01 is 1.000,
and that for KOI 102.02 is 0.4910, indicating that it is actually unclear whether it is correctly
dispositioned as a false positive. 102.02 has a MES (multiple event statistic, see Eq. 5.12) of
22.4, compared to a MES for 102.01 of 446. KOI 102.02 is a TCE which I examined as part
of my work with the Kepler False Positive Working Group, to confirm whether it is a false
positive or not, and which I found to be a very interesting example of the problems which
PLATO may face due to contamination by nearby stars.
3https://keplergo.arc.nasa.gov/ProposalPreparationApertures.shtml
4https://keplergo.arc.nasa.gov/DataAnalysisProducts.shtml
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Fig. 5.6 KOI 102 (KIC 8456679) (K p = 12.566): an example of a TCE whose analysis is
affected by contamination from a bright nearby star. Main image: UKIRT in J band. Inset:
Aladin Lite image (DSS). KOI 102 would have originally been believed to be one star: the
later UKIRT image revealed the nearby star, KIC 17022766 (K p = 14.169). Analysis of the
two TCEs associated with KOI 102 is complicated by contamination from KIC 8456687 (K p
= 10.192): see text for further details. KIC 8456687 is 16.07" from KIC 8456679 and KIC
17022766 is 2.84" from KIC 8456679.
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Analysis of this system is complicated by two factors, both of which are relevant for
PLATO. First, the UKIRT image on the NASA ExoFOP (Exoplanet Follow-up Observing
Program) website shows clearly a nearby star, 2.84" away (separation from ExoFOP), which,
from its KIC number, was unlikely to have been separately observable before the UKIRT
J-band image was taken. Evidence supporting this interpretation is the Aladin Lite image from
Simbad, which shows the two stars, KIC 8456679 and KIC 17022766, blended as one. Gaia
DR2 resolves two separate stars. For PLATO, these two stars will almost certainly fall on the
same pixel. The second complication is the presence of TYC 3149-303-1 (also known as KIC
8456687), a K p = 10.192 star (magnitude from MAST) 16.07" from KOI 102 (separation
from Simbad), which in the Kepler data does not appear within the aperture around KOI 102,
but which does appear to be contaminating pixels in or near the aperture. The aperture in
Kepler is similar in purpose to the imagette in PLATO. While PLATO is unlikely to saturate
at these magnitudes, KIC 8456687 will almost certainly be on a neighbouring PLATO pixel
to KIC 8456679. From the data in the PLATO Definition Study Report and the Instrument
Noise Budget, it appears likely that the PSF surfaces of these three stars will overlap. The
relative positions of these stars are illustrated in Fig. 5.6, and illustrative difference plots (Q7)
drawn from the publicly available TCERT report5 are shown in Fig. 5.7 (aligned by column
and row) and Fig. 5.8 (swung so aligned as in Fig. 5.6).
KIC 8456679 (KOI 102) would fall in the PLATO P5 population as it has a V -band
magnitude of 11.95 (Simbad), while spectroscopic measurements give it an effective tem-
perature of 5751+103−114 K and a log(g) of 4.391
+0.080
−0.150 (ExoFOP). Its distance from Earth is
given as 368.89±58.73 pc (ExoFOP), ≈ 400 pc (Gaia DR2). Centroid analysis in the Kepler
pipeline indicates that the first TCE, with a period of 1.735 days, is probably on the target.
The observing notes for this star on ExoFOP indicate that the star has narrow single lines,
indicating that it is unlikely to be a short period binary. KIC 17022766 may be bound to
KIC 8456679 in a wide orbit, or may be unbound: Gaia DR2 indicates a distance of ≈ 390
pc for KIC 17022766, and the error bars on the parallax of these two stars overlap in Gaia
DR2. Both would fall on the same pixel as observed by PLATO: hence, it would be essential
to take blending from KIC 17022766 into account when analysing any transit-like signals
associated with KIC 8456679 in PLATO observations. There are no good Kepler difference
images for the second, shallower TCE, with a period of 4.068 days. The offset is estimated at
2.034 ± 0.396 arcsec, approximately equidistant from KIC 8456679 and KIC 17022766, in
a “triangular” shape, as shown in Fig. 5.7 and Fig. 5.8 (the triangle indicating the difference
centroid is not over the x indicating target position for KOI 102.02, while the triangle is over
5https://exoplanetarchive.ipac.caltech.edu/data/KeplerData/008/008456/008456679/tcert/
kplr008456679_q1_q17_dr25_obs_tcert.pdf
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Fig. 5.7 KOI 102 (KIC 8456679) (K p = 12.566) difference plots, Q7. Above, KOI 102.01,
and below, KOI 102.02, aligned by column and row number. White x: KIC target position; +:
OOT centroid; triangle: difference centroid, red x: large negative pixel value. Data from the
publicly available TCERT report, https://exoplanetarchive.ipac.caltech.edu/data/KeplerData/
008/008456/008456679/tcert/kplr008456679_q1_q17_dr25_obs_tcert.pdf
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Fig. 5.8 As Fig. 5.7, swung so that the stars are aligned as in Fig. 5.6. Symbols as in Fig. 5.7
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the x for KOI 102.01). The lack of good difference images makes it difficult to say if it falls
on the target star, KIC 8456679, or not.
Dr Steve Bryson, Kepler Science Office Support Scientist, analysed a pixel level time
series for this star, to see if this yielded additional information. Dr Bryson reported that this
was inconclusive: due to the bright star, KIC 8456687, it was not possible to reliably compute
centroids for 102.02, meaning that it was also not possible to determine where 102.02 was on
the sky. A false positive determination due to a centroid offset could not be confirmed, but at
the same time it could not be ruled out: all that could be reliably determined was that 102.02
was not centred on the bright star, KIC 8456687 (Bryson, priv. comm, 5 March 2018).
KIC 8456687 has a V -band magnitude of 10.47 (Simbad) but, as indicated in Fig. 5.6
where the pixels in the centre of the star have saturated, it is much brighter in the JHK bands
(8.361, 7.787, 7.651) than it is in the B (11.76) and V (10.47) bands (Simbad). The distance
in Gaia DR1 is ≈ 564 pc, and in Gaia DR2 is ≈ 640 pc. It is therefore probably further from
Earth than the target star, KIC 8456679 (KOI 102), but brighter in both the K p and V bands,
with maximum flux in the infrared. This evidence all suggests that it is an evolved star, and
therefore unlikely to be a PLATO target. However, flux from this star can be expected to
contaminate any observations of KIC 8456679, in a neighbouring pixel, by PLATO.
Therefore, in addition to the issues addressed in this work concerning dilution by blending
both of planet transits and binary eclipses, PLATO’s large pixel size is likely to have a
significant effect on target selection, as targets that stand proud within a pixel without bright
stars in neighbouring pixels are likely to be favoured.
5.3 Summary: Chapter 5
With reference to the PLATO Instrument Noise Budget, PLATO’s signal to noise characteris-
tics have been reproduced in a simple model. With code provided by Catala (priv. comm),
PLATO precision as a function of temperature and magnitude and of number of cameras can
be applied to each synthetic system. As a consequence, the detectability of a given synthetic
planetary transit or synthetic binary eclipse can be determined.
Issues arising from PLATO’s large plate scale have also been examined, with a case
study from Kepler, KOI 102.02, used to illustrate the issues that PLATO will face both from
blending within the pixel and from contamination by nearby bright stars.
In the next chapter, I describe the process by which the intrinsic exoplanet distribution is
estimated, and estimate the number of transiting exoplanets PLATO will observe in the two
Long Look fields, in a one hour integration. This is an essential step in determining the effect
of contamination on the PLATO planet haul.

Chapter 6
Intrinsic Exoplanet Distribution
While this project is mainly concerned with estimating numbers of blended and unblended
eclipsing binaries, the relevance of this information in a transiting exoplanet survey depends
on the relationship between the number of binaries and number of planets. Taking advantage
of the synthetic Galaxy generated as part of this project (Chapter 4), estimated intrinsic
planet distributions were obtained from Kepler observations. This allowed synthetic planetary
populations to be created, and then interpreted using PLATO’s signal to noise characteristics
(Chapter 5).
This chapter describes how estimated intrinsic exoplanet distributions were obtained by
calibrating to the Kepler planet haul, determines what can and cannot be learned about the
true exoplanet distribution from these results, and presents predicted PLATO planet hauls for
two different fields, one centred on l = 65◦, b = 30◦ and the other centred on l = 253◦, b =
−30◦: the proposed Long Look North (LLN) and Long Look South (LLS) fields from Rauer
et al. (2014). The Northern field includes the Kepler main mission field within it.
6.1 Generating the intrinsic exoplanet distribution
6.1.1 Biases and methods
The catalogue of 2293 planets (May 2017) discovered by the Kepler main mission and listed in
the NExSci cumulative table is biased in several ways. One factor applicable to all exoplanet
surveys is the transit probability: a planet with less than a given critical angle of inclination
will not pass between its host star and an Earth-based observer, so will not be detectable.
Another bias is introduced by the instrument precision and signal-to-noise characteristics,
described on the Kepler Guest Observer page1 and the Kepler Instrument Handbook2 (Van
1https://keplergo.arc.nasa.gov/CalibrationSN.shtml
2https://archive.stsci.edu/kepler/manuals/KSCI-19033-001.pdf
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Cleve and Caldwell, 2016) (Batalha et al. (2010b), Gilliland et al. (2015)). These biases will
be different for PLATO (Chapter 5). The passband will be different as well (Chapter 4) and, as
a result, it is not possible to simply take the planet haul from Kepler and apply it to PLATO: it
is necessary to establish from Kepler observations what the underlying distribution of planets
is likely to be and then apply that to the context of PLATO, with its predicted signal to noise
characteristics (Chapter 5).
Several methods have been used by various groups to determine the intrinsic exoplanet
distribution from observations. Howard et al. (2012) combined information on early Kepler
planet candidates and spectroscopy with transit probabilities to derive an intrinsic planet
distribution within 0.25 AU of the host star, a method known as the “inverse detection
efficiency method” or IDEM. Traub (2016) represented the frequency of exoplanets by a
smooth function of planet radius and period, while Hsu et al. (2018) utilised an approximate
Bayesian computation (ABC) to respond to issues presented by planets in the low signal to
noise regime and at the limits of detectability, such as long period/small radius planets.
The method used in this work is distinct in that it combines a high quality synthetic Galaxy
with a Monte Carlo method to achieve a binned intrinsic distribution, building on ideas in
Fressin et al. (2013). This is closer to ABC than IDEM. As Hsu et al. (2018) discussed,
published work based on IDEM tends not to estimate the intrinsic exoplanet population in
regions in the log P-log R plane where planets have yet to be detected. This is something that
has been attempted in this work. Hsu et al. (2018) reported the maximum priors which, using
Bayesian techniques, led to no planets being simulated in the relevant bins. My constraints
are unlikely to be as strongly defined as those used in Hsu et al. (2018), as my model is
much simpler and is intended as an estimate only, but the same principal, of finding a PDF
which reports planets in populated bins and does not report planets in unpopulated bins when
compared to the observed Kepler population, is applied here.
The starting point is the Kepler photometric precision, designated in the Kepler Instrument
Handbook (Van Cleve and Caldwell, 2016) as P, along with the geometric transit probability.
P is derived in the Kepler Instrument Handbook as:
P =
√
P20 +σ2 (6.1)
where σ represents stellar variability, and
P0 = p
√
fkptint +naN2R√n f rames fkptint (6.2)
where p is an empirical constant with a value between 1 and 2, tint is the per-frame
integration time = 6 seconds, na is the number of pixels in the photometric aperture, NR is
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Table 6.1 Kepler sensitivity as reported on the Kepler Guest Observer Page (single long
cadence) and the Kepler Instrument Handbook (benchmark estimate). The benchmark set
in the Kepler Data Processing Handbook is 20 ppm for a 12th magnitude star at a rms
photometric precision appropriate for a hypothetical 6.5 hr integration.
Magnitude Kp single long benchmark
cadence (ppm) estimate (ppm)
12.0 80.5 22.7
12.5 107 28.9
13.0 147 38.1
13.5 206 52.1
14.0 296 73.7
14.5 436 107.3
15.0 656 160.2
15.5 1003 243.6
16.0 1552 375.7
read noise = 120 e−1, n f rames is the total number of frames per observation and fkp is the
expected photocurrent of the source,
fkp = 10−0.4(K p−12) f12 (6.3)
where f12 is the benchmark photoelectron current at the focal plane for a G2 V star with
K p = 12. f12 was set pre-flight at 1.74 x 105 e− s−1 with the option of updating in the light of
operational experience (Kepler Guest Observer Page) and at 2.00 x 105 e− s−1 in the sample
calculation in the Kepler Instrument Handbook.
The estimate on the Kepler Guest Observer page for number of frames is 270 per 30
minute observation (one long cadence) and nine frames per one-minute observation (one
short cadence). This allows for CCD readout time of 0.66 seconds. The Kepler Instrument
Handbook includes a worked example for the benchmark estimate of the rms photometric
precision at 6.5 hr, where the n f rames is 3575 and na is 20.
The empirical value, p, was set initially at 1.2, according to the Kepler Guest Observer
Page, to be updated if required in the light of operational experience. The Kepler Instrument
Handbook states that ≈ 1.2 was arrived at through modelling and lab photometry experiments.
This empirical value accounts for all sources of noise not covered by other parts of the
equation. Saturation begins in pixels containing stars with Kp ≤ 11.
The Kepler Guest Observer page also demonstrates the match between pre-mission
estimates and calibrated data obtained once the mission had began which shows that, for a 30
minute integration, the estimated precision was approximately correct.
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(a) All confirmed Kepler planets. (b) 7.1 < MES < 20 (823). (c) 20 < MES < 40 (797).
(d) 40 < MES < 60 (265). (e) 60 < MES < 80 (100). (f) 80 < MES < 100 (61).
(g) 100 < MES < 200 (109). (h) 200 < MES < 300 (44). (i) 300 < MES < 400 (18).
Fig. 6.1 Confirmed planets, DR25, transit depth against magnitude. Red line: Kepler rms
photometric precision of a single long cadence, black line: benchmark estimate. Panels (b) to
(i) separate the data in panel (a) into bins by the recorded maximum multiple event statistic
(MES) with the number of planets given in brackets. In addition, 72 planets have a maximum
MES higher than 400. See Eq. 5.12 for the definition of the MES.
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Fig. 6.2 Sample normalised Kepler light curve, Fig. 12.5 from the Kepler Data Processing
Handbook (Li et al., 2017). Red points indicate the approximate mean of each long cadence
interval, blue points indicate normalised flux at 1/11 of a long cadence (≈ 2.67 min/point).
Fig. 6.1 shows all confirmed planets, Kepler DR25 (May 2017), transit depth against
apparent magnitude, and compares these with the precision for a single long integration (panel
a), using data from the Kepler Guest Observer Page (red line), and the 6.5 hr benchmark
estimate, as quoted in the sample calculation in the Kepler Instrument Handbook (black line).
Following the sample calculation, σ is set in this example at 10 ppm, although it is noted in
the Handbook that 20 ppm may be more typical.
The process of identifying Kepler threshold crossing events (TCEs) is described in Seader
et al. (2015). TCEs required a multiple event statistic, or MES (Eq. 5.12) of 7.1 to be
considered for Kepler Object of Interest (KOI) status. Only KOIs were considered to be
potential planets. From NExSci (accessed 4 November 2018), the lowest maximum MES of
any confirmed planet is 7.127 (Kepler 445 d), and the lowest maximum single event statistic
of any confirmed planet is 2.695 (Kepler 106 b, MES = 11.553). In terms of transit SNR
(Eq.5.1), the single event statistic is equivalent to N = 1. This emphasises the point that every
confirmed planet in Fig. 6.1 must have had at least one threshold crossing event where signal
exceeded noise in a single long cadence integration. Panels (b) to (i) in Fig. 6.1 consider the
MES of confirmed planets in depth-magnitude diagrams, relating this to the rms photometric
precision of a single long cadence of average intrinsic noise and of the benchmark estimate.
The lower envelope in panels (a), (b) and (c) appears to be approximated by the benchmark
estimate.
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Detection of signals by Kepler is based on long cadence data (Seader et al., 2015), and
the Kepler Data Processing Handbook3 demonstrates how exoplanet transits are extracted
from the phase folded data, using priors. Fig. 6.2, Fig. 12.5 in the Handbook, provides a
useful illustration of how this is achieved (Li et al., 2017). Each of the blue points in Fig. 6.2
represents the interpolated normalised flux at 1/11 of a long cadence, ≈ 2.67 mins, with
the red points (the observed data) marking the 6th (blue) point in each long cadence. This
example is Kepler-11 b, the sixth TCE of KIC 6541920. The priors reported by Li et al.
(2017) in producing this curve are P = 10.30405 days, RP/R∗ = 0.0155697, a/R∗ = 18.7471
and b = 0.1. With a transit depth of 316.1 ±6 ppm and a host star of Kp = 13.709, Kepler-11
b is well within the single long cadence sensitivity (Table 6.1).
As demonstrated in Fig. 6.1 and in Table 6.1, when compared with PLATO sensitivity as
described in Chapter 5, the Kepler benchmark estimate is more sensitive than the PLATO
requirement in a one hour integration with 24 cameras in the centre of the field (34 ppm at V
= 11 for stars for which asteroseismology data will be obtained). The Kepler Data Processing
Handbook states that the Kepler requirement was for a rms photometric precision of 20 ppm
for a 12th magnitude star in a benchmark 6.5 hr period. This is on the basis that if the Earth
were to be observed transiting the Sun (12 hour transit), the transit depth would be 84 ppm.
Kepler observed the same field throughout its main mission, rolling once every 90 days
to keep the Sun on the solar panels and the radiator cooling the focal plane pointed to deep
space (Kepler Instrument Handbook). As a result of its four year observation programme, it
includes data on planets with orbital periods of more than 365 days as well as planets with
orbital periods of less than one day.
Fressin et al. (2013) studied the relationship between the intrinsic exoplanet population
and that observed by Kepler, using data from Q1-Q6. In order to investigate the effect of
blended planets on the false positive population, a single planet drawn from the then existing
list of KOIs was inserted around a simulated background star matched to a star in the Kepler
Input Catalogue. At the same time, to estimate the foreground population, a random planet
was assigned to each Kepler target observed in Q1 to Q6 in five bins by planet radius and 11
bins by orbital period (see Table 6.2 and Table 6.3). The authors compared their simulated
population of transiting exoplanets with the contemporary list of KOIs, minus their estimate
of false positives, and adjusted their initial assumptions to match. It was recognised in Fressin
et al. (2013) that the list of known KOIs was not unbiased for three reasons: because of transit
probability, because it would contain an unknown number of false positives and because it
would not account for the dependence of planet type on the nature of the host.
This study adopts similar principles to those used by Fressin et al. (2013), while taking
advantage of the greater numbers of confirmed Kepler planets available today, to derive
3https://archive.stsci.edu/kepler/manuals/KSCI-19081-002-KDPH.pdf
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Table 6.2 Radius bins used in Fressin et al. (2013), in R⊕
Earths Super-Earths Small Neptunes Large Neptunes Giant Planets
0.8-1.25 1.25-2.0 2.0-4.0 4.0-6.0 6.0-22.0
Table 6.3 Period bins used in Fressin et al. (2013), in days
0.8-2.0 2.0-3.4 3.4-5.9 5.9-10.0 10-17 17-29 29-50 50-85 85-145 145-245 245-418
estimated intrinsic exoplanet probability density functions (PDFs) based on both the Kepler
single long cadence and the Kepler benchmark estimate, as approximate guides for planet
detectability, for use with the PLATO simulations without having to include candidates that
have not yet been confirmed as either genuine planets or false positives. It should be noted,
however, that if all these unvalidated candidates are genuine planets, then the number of
presently confirmed planets may represent only 51% of the true population of exoplanets
observed and detected by Kepler.
6.1.2 Distribution of confirmed Kepler planets
The observed population of confirmed Kepler planets as described in the NExSci cumulative
table, updated May 2017 and accessed May 2017 (DR25), was binned in two dimensions, by
period and by planet radius, to obtain a target observed distribution in log space. Bins are 0.2
dex in width and cover the range−0.4 < log P/days < 3.2,−0.4 < log R/R⊕ < 1.6. As described
below, the normalised simulated output was checked against the normalised observed output
at regular intervals. Because of the inherent statistical noise, and because some of the bins
contain very few planets, variance between the simulated and observed population was
expected. A total of 69 of the bins have no planets in them in DR25 (henceforward referred to
as ‘unpopulated bins’), either because no planets would be detectable due to the geometric
transit probability (smaller planets at longer orbital periods, for example) or because planets
would in theory be detectable at this radius/period, but none have yet been found. In the
latter case, these bin counts may be zero due to effects of small number statistics (small
planets at short periods), or there may be an astrophysical reason (see later references to the
sub-Jovian desert, for example). In unpopulated bins, the objective was to reproduce this with
no simulated planets, when using the Kepler precision.
Eq. 5.1 demonstrates that transit SNR improves as the number of events increases. Using
data from Table 6.1, it is possible to estimate the maximum orbital period for which a transit
SNR of 7.1 could be achieved for a planet of a given radius around a given host, as a function
of magnitude and period. Table 6.4 does this for a Sun-like star and four sample planets:
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Table 6.4 Theoretical detectability of a Kepler planet with a transit SNR ≥ 7.1 as a function
of period and magnitude, in four years of observations. Data as presented relates to the period
bins used in this work, and is max log Porb where transit SNR≥ 7.1. Noise is rms photometric
precision, single long cadence. Four planets are considered against a Sun-like host: Jupiter
(transit depth 10100 ppm), Neptune (transit depth 1250 ppm), a 2 R⊕ planet (transit depth
336 ppm) and Earth (transit depth 84 ppm). This is assessed using Eq. 5.1. Red indicates that
the calculated rms photometric precision exceeds the transit depth for this model.
Magnitude Kp Noise/ppm Jupiter Neptune 2 R⊕ planet Earth
log P/days log P/days log P/days log P/days
12.0 80.5 > 3.2 > 3.2 2.8 1.6
12.5 107 > 3.2 > 3.2 2.6 1.4
13.0 147 > 3.2 > 3.2 2.2 1.0
13.5 206 > 3.2 3.2 2.0 0.8
14.0 296 > 3.2 2.8 1.6 0.4
14.5 436 > 3.2 2.4 1.4 0.2
15.0 656 > 3.2 2.2 1.0 -0.2
15.5 1003 > 3.2 1.8 0.6 < -0.4
16.0 1552 > 3.2 1.4 0.2 < -0.4
Jupiter, Neptune, a 2 R⊕ planet and Earth. This table demonstrates that, even where the transit
depth is less than the calculated rms photometric precision for a single long cadence, it is still
possible to have a transit SNR > 7.1. All confirmed Kepler planets listed on NExSci have a
MES ≥ 7.1. The sample that I have used in this work only includes confirmed planets listed
on NExSci. Bins which, in period-radius log space, can only be populated by planets with a
MES < 7.1 will be unpopulated in the observed sample which I am trying to match.
Planets with periods ≥ 795 days cannot achieve the three detections necessary to be
confirmed as a planet from Kepler data alone, given that Kepler obtained 1590 days of
observations before the second reaction wheel failed. 530 days is one third of 1590 days,
and 795 days is one half: this upper limit would allow for a detection to be made at the very
beginning of the survey, at the very end and in the middle. On 11 April 2018 there are only
four confirmed planets listed on NExSci with periods > 500 days: Kepler-1630 b (P = 510
days) (Morton et al., 2016); Kepler-548 b (P = 572 days) (Wang et al., 2015); Kepler-421 b (P
= 705 days) (Kipping et al., 2014) and Kepler-167 e (P = 1071 days) (Kipping et al., 2016).
A feature noted in Fulton et al. (2017) was the presence of an “evaporation valley”
separating rocky from gaseous planets, revealed by the California Kepler Survey (of which
Fulton et al. (2017) is the third paper), which is becoming known as the “Fulton gap”. The
presence of such a feature is revealed in the DR25 data when binned by radius with a bin
width of 0.05 dex at 0.25 < log R/R⊕ < 0.30, although it may be necessary to know what you
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Fig. 6.3 Kepler observed planet distribution, DR25, in radius bins of 0.05 R⊕. The location of
the “Fulton gap” or “evaporation valley” can be seen in the slight dip at 0.25 < log R/R⊕ < 0.3.
The argument is that this gap separates terrestrial planets from those with a H/He atmosphere
(Fulton et al., 2017).
are looking for to find it in the full data set (Fig. 6.3). Reference to Fulton et al. (2017) and
their Fig. 2 shows that the gap was revealed after a series of cuts had been made to the original
sample of candidates, removing false positives, and including only planets with brighter hosts
(K p < 14.2), low or intermediate impact parameters (b < 0.7) and with P < 100 days, where
the host is a main sequence star with an effective temperature of 4700 < Te f f /K < 6500. While
the “evaporation valley” or “Fulton gap” is of interest when considering questions of planetary
architecture and planetary evolution, in a study such as this, where the aim is to reproduce the
bulk planet population in a simple model, it is unlikely to be reproduceable.
The NExSci cumulative table does not include all Kepler planets listed on other websites,
such as exoplanet.eu4. The most notable absence in NExSci is circumbinary planets in a
P-type orbit, that is where the planet orbits both stars (often a close binary) rather than just
one star. The values given for orbital period and, more commonly, radius are not necessarily
the same in different catalogues, but the divergence between NExSci and exoplanet.eu has
reduced considerably since the release of DR25, and where there is a discrepancy, the value
in one catalogue is often within the error bars of the other catalogue. The decision was made
to use data from NExSci because it is self-consistently derived from the original Kepler data,
and therefore forms one complete data set.
4http://http://exoplanet.eu/catalog/
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The synthetic Kepler field described in Farmer et al. (2013) was used to derive the intrinsic
exoplanet distribution. This field had been carefully matched to the original Kepler target
list in two senses: on sky field and target priorities. To match the on sky field, careful
consideration was made of the area that each CCD would cover. This was an instantaneous
snapshot, which did not take account of the seasonal rolls, in the same way that GUMS is an
instantaneous snapshot of the field that would be observed by Gaia (Section 1.6.2). As with
the Kepler target list, a shortlist of stars was selected from the full field, representing the
candidates most likely to have detectable planet signals. Factors taken into consideration
included stellar classification and signal to noise. Binaries were treated as point sources.
The NExSci cumulative table includes 2296 planets in 1632 systems (2 April 2018) (three
had been added since the data used in this project was downloaded). 1201 (73.6%) of the
systems contain one confirmed planet, 276 (16.9%) contain two confirmed planets, 99 (6.1%)
contain three confirmed planets, 38 (2.3%) contain four confirmed planets, 16 (1.0%) contain
five confirmed planets and two (0.1%) contain six confirmed planets. Therefore, 71.1% of
the total number of confirmed planets carry the designation ‘b’, ie the first planet discovered
in that system. Other planets may have been detected in these systems, but have yet to be
confirmed and hence are listed only as candidates. Those remaining as candidates include
those for which it was not possible to rule out a false positive scenario in Morton et al. (2016),
where the term ‘false positive’ includes genuine planets orbiting stars other than the target. In
the light of the figures concerning multiplanet systems, it was felt reasonable to follow Fressin
et al. (2013) and to seed one synthetic planet onto each single star in the synthetic field.
As mentioned above, Fressin et al. (2013) discuss three concerns with regards to using the
then contemporary KOI database to seed their synthetic population:
Geometric transit probability: As discussed in Chapter 3 in the context of eclipsing
binaries, there is a critical angle of inclination below which an eclipse, or a transit, is
unobservable for a given observer. The critical angle, ic, is
ic = arccos
(
R1+R2
a
)
(6.4)
where R1 and R2 are the radii of the two bodies, both stars in the case of a binary and one
star and one planet (R∗+RP) in this context, and a is the semi major axis. Any transiting
exoplanet survey favours larger planets closer to smaller stars, ideally in systems edge-on to
the observer.
False positive content of the sample field: When Fressin et al. (2013) were working, the
list of confirmed Kepler planets was significantly smaller than it is at present. To obtain a
sufficiently large sample, Fressin et al. (2013) needed to work with the list of candidates,
which would include genuine planets, false positives and false alarms. To account for this,
6.1 Generating the intrinsic exoplanet distribution 111
Fressin et al. (2013) also obtained a predicted false positive rate, which was applied to their
synthetic output to reduce it to a more realistic size.
When work on the exoplanet distribution first begun in this study, in August 2015, the
number of confirmed planets exceeded a thousand, but was still considered to be insufficient
to achieve a true distribution without also considering unvalidated candidates, and therefore
also needing to consider how many of these candidates were actually false positives and false
alarms. The publication of Morton et al. (2016), as its title suggests, was a game changer:
“False Positive Probabilities for all Kepler Objects of Interest: 1284 Newly Validated Planets
and 428 Likely False Positives”. With the validation of these 1284 planets, DR24 now
contained 2290 confirmed planets, a sufficient number to ensure that only validated planets
would be included in our primary calibrations and reducing the risk of counting a false positive
as a planet. A few planets have been added since the publication of Morton et al. (2016) (on
12 March 2018 the total stood at 2296), but it does seem that Morton et al. (2016) provides the
last significant word on which of the remaining candidates can be shown to be genuine planets.
As previously noted, the updated stellar parameters in DR25 changed our understanding of
the nature of these planets, but not on whether a given object is a planet, a false positive, a
false alarm, or a candidate which is probably a planet but which cannot be confirmed as such
at our present level of knowledge.
Dependence of planet type on the nature of the host: Fressin et al. (2013) began by
assuming no dependence of planet type on the nature of the host. Those authors found that the
assumption was valid, with the exception of their Giant Planet class (6-22 R⊕), where they
state that they simulated an excess around M-class stars. Following Fressin et al. (2013) we
also started with no dependence. Our results, given later in this chapter and in Appendix C,
indicate that very few giant planets are simulated in PLATO priority class P4, M class stars
with V ≤ 16, but that in the most general class, V < 26, there is considerable dilution by
blending of giant planets at 16 < V < 26. This is a topic recommended for future study, in
work more focused on the true exoplanet occurrence rate.
Fressin et al. (2013) also considered eccentricity, both for planets and for binaries. With
planets, Fressin et al. (2013) assigned a random eccentricity and longitude of periastron using
eccentricities drawn from a Rayleigh distribution with a mean value e = 0.175, for stars of all
spectral types. The motivation for this was that eccentricity will alter the geometric transit
probability and the duration of a transit.
We have simplified our model by assuming planet orbits are largely circularised. Incorpo-
rating eccentricity, and therefore considering the vectors along the line of sight to the observer
and the line connecting the star and planet at periastron, is something that can be explored in
future work more focused on the exoplanet distribution and occurrence rate.
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A further simplification was to use only the single star synthetic population, leaving
simulation of planets around binaries for future work. The Kepler pipeline uses the assumption
that Kepler planet hosts are single stars (Ciardi et al. (2015) and references therein). In the
synthetic Kepler field described in Farmer et al. (2013), ≈ 45% of the synthetic systems are
single stars (Section 4.2).
6.1.3 Calibration of the intrinsic exoplanet distribution
The objective in this study was to match a normalised intrinsic exoplanet distribution, µint, with
the normalised Kepler observed distribution, µK. Kepler data was downloaded from NExSci,
binned in the log P-log R plane as described in the previous subsection, and normalised,
generating µK. Prior to normalisation, each bin in the observed population had a suitably
small floor value (10−7) added to it, to avoid having a zero probability of synthesising a planet
in bins that were unpopulated in the Kepler data, when this may simply have been due to
noise.
To avoid imposing assumptions on µint, the initial normalised distribution was flat: so
µint,1(log P, log R) = constant (6.5)
One planet drawn randomly from µint,1 was seeded on each of the 94,355 single stars in
the field described in Farmer et al. (2013), having also been assigned a random inclination.
Undetectable synthetic planets, whether through transit probability or Kepler precision, or
both, were discarded, as were any planets which would have been inside the star. The radius
and period of detectable synthetic planets was saved. The seeding was repeated 200 times
and summed over all 200 runs to reduce random noise.
The planets from the 200 seeding runs were binned in the log P-log R plane and the bins
were normalised, generating µobs,1. Before normalisation, a suitably small floor value (10−7)
was added to the synthetic population, to avoid dividing by zero when the next PDF was
generated:
µint,2 = µint,1
µK
µobs,1
(6.6)
So if the simulation was producing too many planets in a given bin, for example, the
corresponding value in µint, j+1 was reduced. The process was then iterated: so
µint, j+1 = µint, j
µK
µobs, j
(6.7)
Using an initially flat distribution resulted in an initial excess of giant planets which,
in later iterations, disappeared. A synthetic population which approximated the observed
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Table 6.5 Summary of labels for the different intrinsic exoplanet PDFs. ‘Zeta’ and ‘omega’
were generated for use in exoplanet simulations: ‘sigma’, ‘tau’, ‘chi’, ‘omicron’ and ‘psi’ were
generated to test various aspects of ‘zeta’ and ‘omega’. See the text for further information.
Label Long cadence or Content of matching field
benchmark estimate
‘zeta’ Long cadence Confirmed planets
‘omega’ Benchmark estimate Confirmed planets
‘sigma’ Benchmark estimater Confirmed planets and candidates
‘tau’ Benchmark estimate Confirmed planets and candidates excluding
objects with estimated radii > 101.4 R⊕
‘chi’ Benchmark estimate Confirmed planets, populated bins only
‘omicron’ Benchmark estimate As ‘chi’ but with a 10x finer resolution
‘psi’ Benchmark estimate Smoothed distribution in two dimension
based on confirmed planet distribution
population was achieved more quickly in a test which started with a distribution reflecting µK
and the geometric transit probability, but I was concerned that this may have imposed a prior
“signature” on µint and therefore was more comfortable with a flat initial distribution.
The process was undertaken several times utilising different parameters. The different
PDFs, the integration times, the populations used and their labels, are summarised in Table 6.5.
Various statistical methods were employed to test the simulated populations, including root
mean square and χ2 (global and normalised by the number of degrees of freedom). The
PDFs ‘zeta’ and ‘omega’ were used to simulate exoplanets in the PLATO simulations. The
remaining PDFs were used to explore the accuracy of ‘zeta’ and ‘omega’.
In the observed population, 2285 confirmed planets and 2120 unconfirmed candidates fell
within the bins used in this work (2071 unconfirmed candidates in ‘tau’ and 2308 ‘planets’ in
the smoothed population, ‘psi’). To calibrate the PDFs, each bin in the synthetic population
was multiplied by the total observed population and divided by the total synthetic population.
The difference between the observed population and the synthetic population could then be
calculated on a bin by bin basis, allowing goodness of fit to be calculated, as summarised in
Table 6.6.
The initial set of seeding runs, using the flat population, was a poor fit in all the simulations.
Too many short period, large planets were produced. In each case, the PDF quickly settled so
that, in terms of root mean square, after a few runs little improvement was seen. The goodness
of fit is consistently better in ‘omega’ than ‘zeta’. This is likely to be a reflection of the fact
that fewer planets were considered detectable in ‘zeta’. Goodness of fit was improved in ‘zeta’
114 Intrinsic Exoplanet Distribution
Table 6.6 Statistical analysis, exoplanet PDFs, based on 200 seeding runs. Column 1: PDF.
Column 2: RMS, populated bins. Column 3: RMS, unpopulated bins. Column 4: overall
RMS. Column 5: Number of planets simulated in 200 seeding runs. Column 6: Normalisation
factor. Column 7: χ2, populated bins only. Column 8: As column 7, normalised to the degrees
of freedom.
PDF Populated Unpopulated All No. of planets Normalisation Global Normalised
RMS RMS RMS factor χ2 χ2
‘zeta’ 1.56 0.03 1.22 31261 14.6 9.4 0.085
‘omega’ 0.45 0.03 0.35 304435 1.5 1.4 0.013
‘sigma’ 1.08 0.06 0.99 176014 5.0 6.4 0.042
‘tau’ 0.97 0.04 0.90 173866 5.0 6.0 0.043
‘chi’ 0.47 0.02 0.37 301536 1.5 1.1 0.010
‘omicron’ 0.50 0.0044 0.39 307044 1.5 1.2 0.011
‘psi’ 0.59 0.0017 0.49 249112 1.9 1.9 0.016
by combining 10 sets of 200 seeding runs, producing a single data set of 2,000 independent
seeding runs. Similar improvements were noted when, in testing of the final PDF in ‘omega’,
a total of 1,200 independent seeding runs were considered. This indicates that 200 seeding
runs were insufficient to fully eliminate statistical noise. However, increasing the number of
seeding runs beyond 200 had implications in terms of computing time.
With ‘omega’, shallow transits on faint stars were more likely to be considered detectable
than with ‘zeta’. This is responsible for the increased numbers of planets detected in equivalent
runs using ‘omega’, and the lower normalisation factor required to match the observed Kepler
population.
Many unconfirmed candidates represent objects with shallow transit depths around faint
stars which are difficult, if not impossible, with our current level of technology to confirm.
They do not appear to be false positives or false alarms, but a false positive or false alarm
scenario may not be able to be ruled out. The PDF ‘sigma’ was obtained to understand the
effect that including these unconfirmed candidates would have. It should also be noted that
the list of unconfirmed candidates also includes a number of objects which are probably
too large to be planets (> 25 R⊕), and therefore might be brown dwarfs or binaries with
M-class secondaries not recognised by the Kepler pipeline as being stellar. Objects of this
size are treated with caution in ‘zeta’, ‘omega’ and ‘sigma’, but are included in ‘sigma’ for
completeness. The PDF ‘tau’ was derived in order to understand the effect that bodies with an
estimated radius 1.4 < log R/R⊕ < 1.6 may have on the PDF: three such bodies are confirmed
planets, and a further 49 are unconfirmed candidates. The normalisation factor is similar in
both ‘sigma’ and ‘tau’ and higher than in ‘omega’. More terrestrial planets are included in the
observed distribution in ‘sigma’ and ‘tau’ than in ‘omega’, although the Kepler sensitivity
used to derive these PDFs is the same. This indicates that the normalisation factor increases
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when the number of terrestrial planets in the observed population is high for the Kepler
sensitivity with which the synthetic population is being examined; this will contribute to the
high normalisation factor in ‘zeta’.
‘Chi’ was obtained to examine the effect of simulating planets in bins which are unpopu-
lated in the observed population, where this may simply be due to noise. This in turn raised
issues of machine precision and led to the derivation of ‘omicron’ at a 10x finer resolution,
discussed in the following subsection. ‘Omega’, ‘omicron’ and ‘chi’ have the same normal-
isation factor. ‘Psi’ was obtained to examine whether peaks and troughs in the observed
population made reproducing these features in the simulations more complicated. Again, the
results are examined in the next subsection.
All the PDFs represent estimates derived from simplified models and should be considered
with this in mind.
6.1.4 Verification
Having obtained the test PDFs, further verification of their ability to satisfactorily reproduce
the observed population was an essential next step.
The original Kepler target list consisted of 150,000 systems with Kp ≤ 16 (Batalha et al.,
2010b). This was updated as the mission progressed, with some targets being added and some
being removed, and Hsu et al. (2018) estimates that ≈ 192,000 stars were observed in total.
The field used in the simulations, from Farmer et al. (2013), was simulated using the same
selection criteria as the original target list. Most of the observed Kepler exoplanets have hosts
with Kp < 16, but there are 21 confirmed planets orbiting 13 host stars with Kp 16-18 (see
Table. 4.2 for the magnitude distribution of exoplanet host stars).
The combined effect of the simplifications described above, simulating one planet per
system, only using the single star population, the variation in the number of systems observed
and the presence of planets around stars with Kp > 16, suggest our simulations would be
expected to produce about one third of the number of observed planets, if the assumption
that the synthetic Kepler field accurately reflects the composition of the observed Kepler
field holds. Therefore, it was anticipated that the normalisation factor would be ≈ 3, if the
observed Kepler population was complete. From Table 6.6, the normalisation factor for ‘zeta’
is 14.6, for ‘omega’, ‘chi’ and ‘omicron’ it is 1.5 and for ‘sigma’ and ‘tau’ it is 5.0. From
the composition of the populations and the sensitivities on which these PDFs were based,
I conclude that ‘omega’, ‘chi’ and ‘omicron’ are based on an observed population that is
incomplete, but that including unvalidated candidates, as was the case with ‘sigma’ and ‘tau’,
means the proportion of terrestrial planets in the observed population rises, and as a result the
normalisation factor rises beyond the expected range.
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Work was also undertaken to understand why the χ2 values failed to improve after the first
few simulations. Two questions were asked, both concerned with the possibility of overfitting
the data: what happened if the unpopulated bins were set to zero probability, and what effect
smoothing the distribution would have.
When ‘chi’ was run, it was immediately noticeable that planets were being reported
in bins for which the probability of simulating a planet had been set at zero. Examining
the boundaries of bins where this was occurring, the most likely explanation was machine
precision. The bin boundaries and intervals were set in log space with full 32-bit precision,
but the planet radii and orbital periods were being saved to only 12 significant figures. Where
the bin boundary was log x.2 and log x.8, it appeared that synthetic planets on the boundary
were being reported one bin smaller by radius or period than that in which they had been
simulated. To test this, ‘omicron’ was run with a resolution 10x finer than ‘chi’, and 10x
fewer planets appeared in unpopulated bins, in proportion to the bin they were shifted from,
than in ‘chi’.
In the populated bins, the PDF was able to adjust to this movement, increasing the
probability in bins that were ‘losing’ planets and decreasing the probability in bins that were
‘gaining’ planets, so there is very little change from one set of runs to the next.
In the unpopulated bins affected by this issue, a small population would be consistent with
the bins being unpopulated in the observed population due to noise. As the bins from which
planets were being ‘transferred’ only had one or two planets in the observed population, it
would be expected that only 0.05-0.10 planets per bin would be recorded, once the synthetic
population was normalised to the observed Kepler population. Probably only the high number
of seeding runs used in the process of deriving the PDF (200) allowed this issue to come to
light.
The observed population was smoothed when working with ‘psi’, so that in every column
and every row there was only one maximum. The smoothing was based primarily on the
confirmed planet population, but the distribution of the candidate population was also taken
into account. This ‘observed’ population was artificial, but the intention was to reduce the
amount of noise that the PDF needed to work with. Bins which were anomalously populated
in ‘chi’ and ‘omicron’ were now populated as part of the smoothing process. Fluctuation in
the rms and χ2 remained.
However, when combining the results of multiple sets of seeding runs conducted with
the same PDF, as was the case with the final PDF in ‘zeta’ and ‘omega’, it was noticeable
that all the goodness of fit measures improved. For example, χ2 normalised by the number
of degrees of freedom improved from 0.013 to 0.010 in ‘omega’ (6 x 200 seeding runs) and
from 0.085 to 0.019 in ‘zeta’ (10 x 200 seeding runs). This leads to the conclusion that
200 seeding runs were insufficient to eliminate random noise, and emphasises the point that
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these intrinsic exoplanet distributions are estimates. Increasing the number of seeding runs
also increased the computing resources required, and in this sense 200 seeding runs was a
reasonable compromise.
Similar starting distributions tended to produce similar outcomes. ‘Omega’, ‘chi’ and
‘omicron’ are similar, as are ‘sigma’ and ‘tau’. All PDFs were derived independently from a
flat distribution, with ‘omega’, ‘chi’ and ‘omicron’ matched to one observed distribution (con-
firmed planets) and ‘sigma’ and ‘tau’ matched to another (confirmed planets plus candidates).
As is the case with confirmed planets, all candidates listed on NExSci with a recorded MES
have a MES ≥ 7.1.
The similarity in ‘omega’, ‘chi’ and ‘omicron’, and in ‘sigma’ and ‘tau’, indicate that
the method of obtaining an estimate of the intrinsic exoplanet population is sound, with the
caveat that estimates of the distribution in bins that are unpopulated in the observed population
should be regarded as possible maxima, not as final representations.
6.2 Discussion
Several physical factors influence the PDFs ‘zeta’ and ‘omega’.
1. Only single stars were used in these simulations. To include binaries would require
calculating the minimum stable orbit around both stars (P-type), and calculating the maximum
orbit in the case of a planet orbiting one component of the binary (S-type). This is a
recommendation for future work. While exoplanet.eu reports both P-type and S-type planets
in binary systems, a comparison with the NExSci cumulative table shows that in the latter
case P-type planets are excluded, even where the planet has an official Kepler name. This is
due to the difficulty in disentangling the shallower, longer period signal from a planet from
the deeper, shorter period signal from the binary (J. Coughlin, priv. comm). Examples include
Kepler-47 (AB) b and Kepler-47 (AB) c (Orosz et al., 2012), discovered, according to the
paper, by a synergy between the teams working on planet detections and eclipsing binary
detections. So while it is valid not to consider P-type planets when comparing to the NExSci
cumulative table, we are in effect allocating the S-type planets to the single star population,
without allowing for possible dilution by blending. This is in line with the Kepler pipeline,
which treats all Kepler candidate host stars as single stars (Batalha et al. (2011), Burke et al.
(2014), Mullally et al. (2015), Ciardi et al. (2015)).
Similarly, dilution by blending with unbound background stars may also lead to an
underestimate of the radius of a planet.
2. In the paper describing the original target list selection process (Batalha et al., 2010a),
41% of the 150,000 priority systems in the original Kepler target list have 15 < Kp < 16.
Among the single stars in the synthetic Kepler target field selected by Farmer et al. (2013) to
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match the original Kepler target field, and used to derive the PDFs ‘zeta’ and ‘omega’, only
30% of the stars fall into this category (32% for all systems). Both the original Kepler target
list and the field in Farmer et al. (2013) were magnitude limited to Kp < 16.
3. The Kepler catalogue of confirmed planets is not a complete record of all detectable
planets transiting observed stars. For the catalogue to be complete, the following assumptions
would need to be made: all transiting planets with a suitable transit SNR that have been
observed in the field have been detected by the pipeline; and all candidates not yet confirmed
as planets are false positives. These assumptions are highly unlikely to be true.
Further consideration of these points follows.
6.2.1 Dilution by blending in binaries and with background stars
Where the flux of more than one star, whether bound or unbound with the target star, needs to
be taken into consideration when analysing events, any transit will be diluted. Binaries with
planets in an S-type orbit are likely to have a long binary period, and there is no guarantee that
the orbits are coplanar; so a transit by a planet does not imply that there will be an observable
stellar eclipse in such systems. At the time of writing (14 September 2017) there are 22
known circumbinary planets in S-type orbits in the Kepler catalogue, or ≈ 1% of the total:
see Appendix B for a list of these planets, with references. Known S-type planets are not
significant in the total Kepler population.
However, this only applies to systems known to be binaries. Consider a binary with a
planet or planets in an S-type orbit in which the angular separation of the stellar components
is (much) smaller than the pixel scale, and for whatever reason, whether it is long orbital
period, an orbit that is not coplanar with the orbit of the planet(s) around the star, or stars with
very unequal luminosities, the system is not recognised as a binary but is believed to be a
single star. In such a situation, the observed flux would be from both stars and the true stellar
parameters would be different from what they appear to be.
136 very short period (≤ 1 day) Kepler Objects of Interest (KOIs) believed to be eclipsing
binaries with significant secondary eclipses from the NExSci cumulative table (latest update:
DR24) were compared by me with the relevant entries from Gaia DR1, soon after the release
of Gaia DR1. In most cases where a match was found, Gaia had also recorded a single object:
this is expected as one of the stated limitations of DR1 is an inability to separate close binaries.
The value given for the Kepler magnitude was also very similar to the value given for the
Gaia magnitude. The exception was KOI 3616, listed in the NExSci cumulative table with Kp
= 15.839. Two objects were found at the relevant co-ordinates by Gaia, one with G = 16.626
and the other with G = 16.110.
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Consider two stars in the same pixel, in a non-eclipsing binary orbit, one with G = 16.626
and the other with G = 16.110. Using
mtot =−2.5log(10−m1/2.5+10−m2/2.5) (6.8)
a combined magnitude mtot of G = 15.585 is obtained. Using
δFobs =
δFact
10∆m/2.5
. (6.9)
where δFobs is the observed eclipse/transit depth, δFact is the actual eclipse/transit depth
and ∆m is the magnitude difference between mtot and m1 or m2 as is applicable in context, a
planet in an S-type orbit around the brighter star would appear to have a transit depth 62% of
the true value, and a planet in an S-type orbit around the fainter star would appear to have
a transit depth 38% of the true value. Such a dilution would certainly reduce the apparent
size of the planet, and may even render it undetectable. A determination of the planet radius
would of course be made with reference to the derived stellar radius which, in the case of an
unresolved binary, may be incorrect, especially if based on photometry alone. If spectroscopy
of the host star is available, this would be more reliable.
For such a planet, there are therefore two good reasons why the derived planet radius may
be incorrectly derived: dilution by blending and incorrect stellar parameters.
Dilution by blending clearly applies to unbound stars in the same pixel, as well as to
bound systems.
The Kepler Eclipsing Binary Catalogue (KEBC)5 lists 2910 eclipsing binaries found in
the Kepler output (accessed 9 April 2018, last updated 27 April 2017). 150,000 systems were
included on the original Kepler target list (Batalha et al., 2010a) and≈ 192,000 were observed
at some point during the main mission (Hsu et al., 2018). Raghavan et al. (2010) find that
56 ±2% of systems in a volume-limited sample are single stars, with the rest being binaries
and other hierarchies. So Kepler should have observed ≈ 85,000 multiple stellar systems.
Most will not be eclipsing: Raghavan et al. (2010) found only three eclipsing binaries in a
volume limited sample of 454 systems, of which 33±2% were observed to be binaries, 8±1%
were observed to be triples and 3±1% were observed to be quadruple systems or higher
hierarchies. Dilution by blending in a multiple stellar system clearly affects triples and higher
hierarchies as well as binaries.
Ciardi et al. (2015) examined the effects of undetected stellar companions in the Kepler
mission, with particular reference to applying lessons learned to K2 and TESS. Ciardi et al.
(2015) define a planetary correction factor, XR and find that, if KOIs are assumed to be single,
the planetary radii may be underestimated by a factor of < XR >≈ 1.5, a factor reducing to
5http://keplerebs.villanova.edu
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< XR >≈ 1.2 if high resolution imaging and RV work reveal no observable stellar companions.
Ciardi et al. (2015) found that the correction factor < XR > is dependent on stellar properties,
ranging from < XR >≈ 1.6 for A and F class stars to < XR >≈ 1.2 for K and M class stars.
Ciardi et al. (2015) refines these headline figures by deriving < XR > as a function of Te f f :
< XR >= a3
(
Te f f
)3
+a2
(
Te f f
)2
+a1
(
Te f f
)
+a0 (6.10)
where a3 = −1.19118 x 10−11, a2 = 1.61749 x 10−7, a1 = −0.000560 and a0 = 1.64668
(Equation 8 from Ciardi et al. (2015)). Further refinements derive the uncertainty in < XR >
from the uncertainty in Te f f . < XR >= 1.0 is the solution appropriate for genuine single star
systems.
Hirsch et al. (2017) reported on a campaign in which 176 close (< 2") stellar companions
detected near 170 KOI stars were examined using high-resolution imaging. Systems were
selected for this work on the basis that 176 out of the 204 planets or planet candidates had
estimated planet radii of < 6 R⊕. Hirsch et al. (2017) found that 60-80% of the companions
within 1" were gravitationally bound, and that >90% of companions within 0.5" were bound.
Using the assumption that planets in a bound binary system were equally likely to orbit
the primary or the secondary, Hirsch et al. (2017) reassessed the estimated radius for these
planets and found that < XR >= 1.65. Hirsch et al. (2017) conclude that, unless vetted by
high resolution imaging or spectroscopy, nearly half of all Kepler planets may have radii
underestimated by an average of 65%.
Furlan et al. (2017) found, from high resolution imaging, that 10% of Kepler target stars
have a companion within 1" and 30% have a companion within 4". Furlan et al. (2017)
estimated that, as a result, the number of Kepler planets with a radius < 2 R⊕ should decrease
by ≈ 2-23%.
Ciardi et al. (2015), Hirsch et al. (2017) and Furlan et al. (2017) all agree that the Kepler
catalogue, using the single star assumption, underestimates the radius of a proportion of
planets due to blending with bound and unbound companions. Dilution by blending can
therefore be expected to influence intrinsic exoplanet distributions extrapolated from that
catalogue, with Neptune-like planets appearing to be terrestrial and terrestrial planets diluted
by blending to the point where they are no longer observable, in a proportion of cases. The true
number of Neptune-like planets detectable by Kepler is therefore likely to be underestimated
and there is a case for saying that the true number of terrestrial planets detectable by Kepler is
unknown.
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Table 6.7 Comparison of magnitudes of stars in the original Kepler Input Catalogue (Batalha
et al., 2010a) with the magnitudes of stars in the synthetic Kepler field from Farmer et al.
(2013). 1(Batalha et al., 2010a), 2Farmer et al. (2013).
K p KIC1 Single2 Binary2 Total2
3-4 1 0.0009% 1 0.0005%
4-5 3 0.0026% 3 0.0014%
5-6 7 0.0074% 8 0.0070% 15 0.0072%
6-7 5 0.0033% 29 0.031% 14 0.012% 43 0.021%
7-8 51 0.034% 62 0.066% 70 0.061% 132 0.063%
8-9 252 0.17% 201 0.21% 237 0.21% 438 0.21%
9-10 673 0.45% 598 0.64% 679 0.59% 1277 0.61%
10-11 1773 1.2% 1655 1.8% 1857 1.5% 3411 1.6%
11-12 4600 3.1% 3378 3.6% 3996 3.5% 7374 3.5%
12-13 12063 8.0% 9565 10% 10672 9.3% 20237 9.7%
13-14 30451 20% 21394 23% 24580 22% 45974 22%
14-15 38991 26% 28801 31% 34816 30% 63617 31%
15-16 61141 41% 28665 30% 37552 33% 66217 32%
Total 150000 100% 94355 100% 114384 100% 208739 100%
Fig. 6.4 Comparison of magnitudes of stars in the original Kepler Input Catalogue (Batalha
et al., 2010a) (KIC) with the magnitudes of stars in the synthetic Kepler field from (Farmer
et al., 2013) (simulated single, simulated binary and simulated total).
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6.2.2 Magnitude distribution
In the field generated in Farmer et al. (2013), used to calibrate the intrinsic exoplanet distribu-
tion, stars with 15 < K p < 16 were under-represented compared to the original Kepler target
list (Table 6.7 and Fig. 6.4), although both had the same magnitude limit (Kp ≤ 16). This
suggests that, in the range 14 < Kp < 16, Farmer et al. (2013) selected more bright targets
from a similar starting point than the original Kepler target list. Farmer et al. (2013) also
include a few stars brighter than Kp = 6, the upper limit in the KIC, but these are unlikely to
be statistically significant.
Table 6.7 and Fig. 6.4 compare the original Kepler Input Catalogue (KIC) (Batalha et al.,
2010a) as a function of magnitude with the numbers of single stars, binary stars and all stars
in the field from Farmer et al. (2013). Most Kepler planet hosts (34.2%) have magnitudes 15
< Kp < 16 (Table 4.2, Fig. 4.6), but while such stars make up 41% of the original KIC, only
30% of single stars (32% of all stars) in the field from Farmer et al. (2013) have 15 < Kp < 16.
Apparent magnitude is determined by three factors: intrinsic luminosity, distance and
extinction. Distance from Earth is considered in Fig. 6.5, which shows that, using Kepler
precision and a single long cadence observation (30 minute integration), there is, as expected,
a clear relationship between the distance from Earth at which a planet can be observed and its
radius: larger planets can be observed at a greater distance.
In a sample biased towards brighter stars, planets can be detected with a lower SNR in
a transiting exoplanet survey (Fig. 6.1), and this is reflected in transiting exoplanet survey
planning. Batalha et al. (2010a) indicated that stars brighter than K p = 14 were favoured in
the original Kepler target list, and both TESS and PLATO plan to target brighter stars in the
solar neighbourhood, in part because such stars are more amenable to asteroseismology and
spectroscopic follow up, but also for the simple reason that planets orbiting brighter host stars
are generally easier to detect.
The difference in magnitude distribution at 14 < Kp < 16 between the original Kepler input
catalogue and the field from Farmer et al. (2013) would make it easier to detect transiting
planets in the synthetic population, after allowing for the difference in numbers between the
original Kepler Input Catalogue and the single stars in the field from Farmer et al. (2013).
6.2.3 Kepler completeness
In this work, we have used confirmed planets and planet candidates from Kepler DR25. How
complete is this catalogue?
Christiansen et al. (2015) conducted an experiment to try to establish this. Synthetic
transiting planet signals were injected into one year’s worth of pixel data for ≈ 10,000
targets. Comparing the recovered signals, after normal processing, with expectations, allowed
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Fig. 6.5 A simulated planet population interpreted with Kepler precision (one long cadence),
plotting planet radius against distance from Earth, in a 3◦ x 3◦ box around the equivalent of
the centre of the Kepler main mission field, drawn from the field generated for the PLATO
simulations. The lower panel is a binned contour plot. There is a clear relation between planet
radius and the maximum distance at which a planet can be observed. Sample simulated with
the ‘zeta’ PDF.
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Table 6.8 Comparison of occurrence rates in Fig. 7, Christiansen et al. (2015), their Γ function
over perfect sensitivity, by radius and period.
Radius 0.5-1.25 1.25-2.5 2.5-5 5-10 10-20 20-40 40-80 80-160 160-320
R⊕ days days days days days days days days days
1.75-2 n/a 1.00 1.03 1.05 1.08 1.14 1.19 1.25 1.30
1.5-1.75 1.01 1.03 1.05 1.09 1.16 1.21 1.26 1.30 1.36
1.25-1.5 1.00 1.05 1.12 1.16 1.22 1.27 1.31 1.38 1.40
1-1.25 1.08 1.14 1.20 1.25 1.29 1.33 1.38 1.40 n/a
Table 6.9 Comparison of occurrence rates in Fig. 7, Christiansen et al. (2015), ramp function
from Fressin et al. (2013) over perfect sensitivity, by radius and period.
Radius 0.5-1.25 1.25-2.5 2.5-5 5-10 10-20 20-40 40-80 80-160 160-320
R⊕ days days days days days days days days days
1.75-2 n/a 1.06 1.10 1.16 1.24 1.44 1.58 1.79 1.79
1.5-1.75 1.04 1.06 1.17 1.27 1.46 1.67 1.83 2.00 2.27
1.25-1.5 1.05 1.15 1.35 1.46 1.68 1.87 2.04 2.38 2.54
1-1.25 1.24 1.42 1.60 1.78 1.86 2.13 2.35 2.55 n/a
the construction of a sensitivity curve of signal recovery as a function of signal to noise.
Christiansen et al. (2015) stated that while the sensitivity from these experiments did not
match the theoretical curve, the result was “not as pessimistic as some published estimates had
stated”. For example, the recovery rate of 7.1σ signals was 25.8%, compared to a theoretical
50% recovery rate. The results of the experiment are illustrated in their widely quoted Fig. 3.
Christiansen et al. (2015) found that the signal recoverability of the pipeline was well
characterised by a Γ cumulative distribution function of the form
p = F(x|a,b) = 1
baΓ(a)
∫ x
0
ta−1e−5/bdt (6.11)
where a = 4.35, b = 1.05 are the best-fit co-efficients for FGK stars, and a = 4.77, b = 1.24
are the best fit coefficients for other stars.
To illustrate the effect this may have on occurrence rates, Christiansen et al. (2015)
computed toy model occurrence rates for FGK stars for planets 1 < log R/R⊕ < 2 with periods
0.5 < P/days < 320 using the perfect signal recovery, the sensitivity described in Eq. 6.11 and
the ramp function from Fressin et al. (2013), all as illustrated in their Fig. 3, and presented
the results in their Fig. 7. Taking the ratios of the occurrence rates, as shown in Table 6.8 and
Table 6.9, illustrates that smaller planets and planets at longer periods are most likely to be
affected by a lack of completeness.
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Table 6.10 Estimated planet radius, Kepler DR25, confirmed planets and unconfirmed candi-
dates, DR25 (May 2017).
Radius/log R/R⊕ Confirmed % Candidates % Total %
−0.4 to −0.2 10 0.44 66 3.1 76 1.7
−0.2 to 0.0 126 5.5 278 13 404 9.2
0.0 to 0.2 490 21 604 29 1094 25
0.2 to 0.4 797 35 538 25 1335 30
0.4 to 0.6 584 26 293 14 877 20
0.6 to 0.8 133 5.8 99 4.7 232 5.3
0.8 to 1.0 65 2.8 76 3.6 141 3.2
1.0 to 1.2 68 3.0 63 3.0 131 3.0
1.2 to 1.4 9 0.39 54 2.6 63 1.4
1.4 to 1.6 3 0.13 49 2.3 52 1.2
Fig. 6.1 shows that most confirmed Kepler planets have transit depths larger than the
benchmark estimate described in the Kepler Instrument Handbook. However, confirmation
comes as a result of follow up work, not directly through the Kepler pipeline. Some candidates
are simply unsuitable for spectroscopic or photometric follow up, due to the faintness of the
host star. Morton et al. (2016) validated a large number of planets by ruling out false positive
scenarios: this leaves an even larger number of unvalidated planet candidates, for which a
false positive scenario could neither be confirmed or discounted.
Table 6.10 demonstrates that unvalidated candidates listed on NExSci are more significant
than confirmed planets in the three smallest radius bins used in this work, as well as the
largest two bins. Confirmed planets are more significant at 0.2 < log R/R⊕ < 0.8 (Neptune-like
planets).
Table 6.11 considers transit duration of candidates and confirmed planets. Transit duration
tends to increase with orbital period, as shown in Fig. 6.6 and Fig. 6.7. There are a significant
number of candidates with transit durations > 10 hours (10%), which suggests these candidates
also have longer periods, although there are some outliers at shorter periods, which may be
orbiting red giants. The longer period and longer transit duration is likely to make confirmation
through observation more difficult.
The work by Christiansen et al. (2015) demonstrates that the theoretical precision is not
achieved in injection-and-recovery tests. Therefore, it is likely that the true intrinsic exoplanet
distribution lies between the PDF ‘zeta’, which required a higher minimum transit depth for a
planet to be detectable at a given magnitude and orbital period, and the PDF ‘omega’, which
is affected by completeness issues. ‘Zeta’ indicates higher intrinsic numbers of terrestrial
planets, due to the higher detection threshold, while ‘omega’ increases the proportion of giant
planets. Fig. 6.8 demonstrates this.
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Table 6.11 Transit duration, Kepler DR25, confirmed planets and unconfirmed candidates (8
April 2018).
Transit duration/hr Confirmed % Candidates % Total %
< 0.5 2 0.09 10 0.45 12 0.26
0.5-1.0 14 0.61 76 3.4 90 2.0
1.0-1.5 100 4.4 181 8.1 281 6.2
1.5-2.0 200 8.7 220 9.8 420 9.2
2.0-2.5 252 11 233 10 485 11
2.5-3.0 281 12 226 10 507 11
3.0-3.5 267 12 210 9.4 477 11
3.5-4.0 192 8.4 171 7.6 363 8.0
4.0-4.5 177 7.7 120 5.3 297 6.5
4.5-5.0 161 7.0 109 4.9 270 5.9
5.0-5.5 112 4.9 93 4.1 205 4.5
5.5-6.0 91 4.0 64 2.9 155 3.4
6.0-6.5 85 3.7 62 2.8 147 3.2
6.5-7.0 72 3.1 57 2.5 129 2.8
7.0-7.5 64 2.8 34 1.5 98 2.2
7.5-8.0 33 1.4 36 1.6 69 1.5
8.0-8.5 30 1.3 37 1.6 67 1.5
8.5-9.0 32 1.4 34 1.5 66 1.5
9.0-9.5 15 0.65 22 0.98 37 0.81
9.5-10.0 16 0.70 20 0.89 38 0.84
> 10.0 101 4.4 229 10 330 7.3
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Fig. 6.6 Unvalidated candidates, Kepler DR25, transit duration against orbital period.
Fig. 6.7 Confirmed planets, Kepler DR25, transit duration against orbital period.
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(a) PDF used in simulations: ‘zeta’ (b) Flat PDF
Fig. 6.8 Ratio of planets observable in the same synthetic population by Kepler, 30 min
sensitivity to 6.5 hr sensitivity. Each simulation consisted of 2000 seeding runs. The ‘zeta’
PDF was used to derive the distribution analysed in panel (a), and a flat PDF was used to
derive the distribution in panel (b). The synthetic populations were normalised to the Kepler
confirmed planet population before the ratios were taken. Note the difference in scale on the
colour bars in the two panels.
In effect, ‘zeta’ takes into account the completeness issues which ‘omega’ raises.
6.3 Analysis of the estimated intrinsic planet distributions
The PDFs ‘zeta’ and ‘omega’ are illustrated in Fig. 6.9 and Fig. 6.10, and are given in
Table C.1, with values for ‘omega’ in black and ‘zeta’ in red in the table. Only ‘zeta’ and
‘omega’ are used in the PLATO exoplanet simulations, so only these two PDFs are discussed
in detail in this section.
Fig. 6.9 demonstrates that in populated bins, ‘zeta’ and ‘omega’ have very similar features
but are offset from one another. This is a natural consequence of the fact that both have been
fitted to match the same observations. This demonstrates the applicability of my method,
given that both PDFs were derived from an initially flat distribution. In the radius bin 0 < log
R/R⊕ < 0.2 (panel (c)), ‘zeta’ and ‘omega’ are remarkably similar. At smaller radii, ‘zeta’
indicates a higher intrinsic distribution than ‘omega’, and at larger radii, ‘omega’ indicates the
higher intrinsic distribution. Sudden dips are explained by the presence of unpopulated bins in
the observed population. All panels have been fixed to have the same y axis, to enable easier
comparison between panels. Panel (a) represents the smallest planets included in this work,
with several bins that may have been unpopulated due to statistical noise, and therefore the
distribution is not as smooth as the other panels. The sharp drop offs noted in each panel at
longer periods, especially at smaller radii, are a consequence of the fact that I was only trying
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(a) −0.4 < logR/R⊕ <−0.2 (b) −0.2 < logR/R⊕ < 0. (c) 0. < logR/R⊕ < 0.2
(d) 0.2 < logR/R⊕ < 0.4 (e) 0.4 < logR/R⊕ < 0.6 (f) 0.6 < logR/R⊕ < 0.8
(g) 0.8 < logR/R⊕ < 1. (h) 1. < logR/R⊕ < 1.2 (i) 1.2 < logR/R⊕ < 1.4
Fig. 6.9 The PDFs ‘zeta’ and ‘omega’ by radius bin, normalised to 1, with the y axis presented
in log scale. The intrinsic distribution in the radius bin 0 < logR/R⊕ < 0.2 is remarkably
similar in both PDFs in bins which are populated in the observed distribution.
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to match planets with a MES ≥ 7.1: so the intrinsic distribution is likely to be underestimated
in such bins.
Fig. 6.10 uses contour mapping to compare the populated bins in the observed distribution
of confirmed planets with equivalent bins in ‘zeta’ and ‘omega’, and Fig. 6.11 highlights
features in the observed distribution which are described in more detail in Section 6.3.1: the
sub Jovian desert, the three-day pile-up, the maximum radius as a function of insolation and
the region below the minimum detection threshold.
As expected, small planets are intrinsically more common than larger planets in both
‘omega’ and ‘zeta’ (Fig. 6.9). The results for each planet class, based on radius, are discussed
in more detail later in this section.
Fig. 6.12 maps the confirmed planets (panel a) and synthetic populations derived using
‘zeta’ (panel b) and ‘omega’ (panel c), as well as the absolute difference between the observed
and synthetic populations in log space (panels d and e). (a), (b) and (c) appear very similar.
The difference between the observed and simulated populations is lowest in the region that is
most densely populated by detectable planets.
To enable comparison of my results with work utilising the commonly used bins from
Fressin et al. (2013), populations are reported in Section 6.4 in both logarithmic bins and bins
from Fressin et al. (2013). To see how these differing systems of bins compare, Fig. 6.13
illustrates the observed distribution in DR25, with logarithmic bins as used in this work in an
underlying grid, in black, and the period and radius bins from Fressin et al. (2013) overprinted
in red. While the planet classes from Fressin et al. (2013) are based on physical properties of
the planets, they are not evenly distributed in either linear or logarithmic space.
The aim in finding the intrinsic exoplanet distribution was to be able to apply it to the
PLATO simulations. Therefore, as further validation of ‘zeta’ and ‘omega’, I examined the
distribution of synthetic planets in two simulations drawn from a PLATO synthetic field,
consistent with the on-sky region observed with Kepler, including all main sequence single
stars with Kp < 26. One simulation was generated with the ‘zeta’ PDF and interpreted with
Kepler sensitivity for a 30 minute integration, the other was generated with the ‘omega’ PDF
and interpreted with the Kepler sensitivity for the benchmark estimate described in the Kepler
Instrument Handbook.
Blending of planet hosts with nearby stars was taken into account in both simulations by
considering the contribution of all sources within a given pixel, whether resolvable or not,
and whether single stars or binary systems. Observations of planets around faint stars will
naturally be more affected by blending than observations of planets around bright stars.
Table 6.12 presents the results of this analysis, also illustrated in Fig. 6.14 (‘zeta’). In
both simulations, more planets are considered detectable by Kepler before blending is taken
into account and after accounting for the difference in area than are recorded as confirmed
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Fig. 6.10 Contour maps of the observed confirmed exoplanet distribution and the derived
intrinsic distributions, over planet radius and orbital period. (a) Confirmed Kepler planets
(normalised), (b) the intrinsic distribution in the ‘zeta’ PDF and (c) the intrinsic distribution
in the ‘omega’ PDF. Scale bar is logarithmic.
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Fig. 6.11 Annotated contour map and scatter plot of the observed exoplanet distribution,
Kepler DR25. Scale bar is logarithmic, and data in the contour plot has been normalised. The
axes and labels do not match precisely because of the different types of data: in the upper
panel each square representing a radius/period bin is of equal size, whereas in the lower panel
the points in the scatter plot are distributed logarithmically.
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Fig. 6.12 Normalised log scale plots showing (a) confirmed planets, Kepler DR25, and
simulated populations generated from (b) ‘zeta’ and (c) ‘omega’, in those bins which are
populated in the observed population. (d) shows log confirmed planets minus log simulated
population based on ‘zeta’ and (e) shows log confirmed planets minus log simulated population
based on ‘omega’, populated bins only in both (d) and (e), linear scale in log space (so 0.10
indicates log 0.10, for example).
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Fig. 6.13 Distribution of observed Kepler planets, Kepler DR25, radius against period. The
background grid (black) indicates the logarithmic bins used in this work; the foreground grid
(red) indicates the bins used in Fressin et al. (2013). LN = Large Neptunes, SN = Small
Neptunes, SE = SuperEarths and EA = Earth-Analogues.
Table 6.12 Test exoplanet distribution, fields drawn from PLATO simulations, planets observ-
able by Kepler. Main sequence single stars only, Te f f < 7500. The field observed by Kepler
was 105◦ 2, the field included in these test simulations was 194◦ 2 as it included gaps between
CCDs as well as some of the area surrounding the Kepler field.
‘zeta’ ‘omega’
Confirmed planets when data was accessed 2293 2293
Confirmed planets with estimated radii when data was accessed 2291 2291
Normalisation factor 15 1.5
Synthetic planets observable after blending, Kp < 26 4296 5004
As above, normalised to observed Kepler field, 105/194 2325 2708
Synthetic planets observable before blending, Kp < 16 4906 5513
As above, normalised to observed Kepler field, 105/194 2777 2984
Synthetic planets observable after blending, Kp < 16 4092 4350
As above, normalised to observed Kepler field, 105/194 2215 2354
6.3 Analysis of the estimated intrinsic planet distributions 135
Fig. 6.14 Contour plots showing the results of the test output from the PLATO simulations,
derived using the ‘zeta’ PDF, binned radius against binned period. (a) true planet radius, and
(b) the apparent radius of the population in (a), once blending within the pixel is taken into
account, < K p = 16, Te f f < 7500 K. (c) the true radius of the planets observable after blending
within the pixel and (d) the apparent radius of the population in (c), Kp < 26, Te f f < 7500
K. (a) and (c) show the actual planet radius, (b) and (d) show the observed planet radius,
assuming the fractional transit depth is being evaluated against the true planet host. Kepler
sensitivity in these plots is based on a 30 minute integration.
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planets in the Kepler catalogue. This is as expected, as Kepler did not observe every star
in the field. In the sample simulated with ‘omega’, more synthetic planets are considered
detectable at the matching sensitivity than was the case with the sample simulated with ‘zeta’.
These simulations are part of the data set interpreted in Section 6.4 in the context of PLATO,
where simulations based on ‘omega’ are shown to return significantly fewer terrestrial planets
than simulations based on ‘zeta’, although numbers of giant planets are similar.
These results are based on simulations where the synthetic planet hosts were limited to
main sequence single stars. Most Kepler planets orbit main sequence stars, although a few
have been identified around red giants: for example, Kepler-91 b (Lillo-Box et al., 2014),
which it is believed will be engulfed by its host within 55 M yr, and Kepler-432 b (Ortiz et al.,
2015), which orbits an evolved star in an S-type orbit in a binary system. Such cases are,
however, rare. Issues concerning the assumption of single star hosts were discussed in Section
6.2.1: however, ‘zeta’ and ‘omega’ were generated from data which was based on the single
star assumption, so that assumption has been carried forward in this work.
The simulated number of planets reported in unpopulated bins of the observed planet
sample is very small, and in many cases their presence can be explained through the reporting
issues due to machine precision noted in Section 6.1.4. No planets are included in the PLATO
simulations from the bins representing a planet radius of 1.4 < log R < 1.6 R⊕, although these
bins were included in deriving ‘zeta’ and ‘omega’, for reasons which are explored in the
following sub-subsection, when the general characteristics of the distribution are discussed.
In Fig. 6.14, the assumptions are that the radius of the planet is measured against the
radius of the planet host, that the radius of the planet host is correctly known and that the
planet host is on the (synthetic) target list.
The differences in panels (a) and (b), Fig. 6.14, show how blending can remove planets
from the observed distribution Panels (a) and (c) show the “sub Jovian desert”, but in panels
(b) and (d) this parameter space is occupied by blended hot Jupiters, whose true radii are
larger than indicated in these panels. For reference, Fig. 6.11 indicates the location of the
three-day pile-up and the sub-Jovian desert. Some long period/small radius planets will only
be observable unblended, because when blended the precision of the observatory makes them
unobservable. Table 6.12 indicates that in the test field simulated using ‘zeta’, at Kp < 16
814 (17%) of the synthetic planets detectable unblended were not detectable once blending is
taken into account, and in the test field simulated using ‘omega’, at Kp < 16 1163 (21%) of
the synthetic planets detectable unblended were not detectable once blending is taken into
account.
To examine the question of dilution by blending as a function of magnitude, Fig 6.15
(‘zeta’ PDF) plots apparent magnitude against planet radius for the region covered in Fig. 6.14
and Table 6.12. The panels in Fig 6.15 correspond to the equivalent panels in Fig. 6.14. The
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Fig. 6.15 Planet radius against apparent magnitude for the region covered in Fig. 6.14, ‘zeta’
PDF. (a) and (b): unblended, 30 minute integration, Kp < 16, Te f f < 7500 K. (c) and (d):
allowing for blending, 30 minute integration, Kp < 26, Te f f < 7500 K. (a) and (c) show the
actual planet radius, (b) and (d) show the observed planet radius once blending is taken into
account.
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faintest observable stars in (c) and (d) are Kp ≈ 23, well within the Kp < 26 limit set by the
simulation.
Comparing panels (c) and (d) in Fig 6.15, an interesting trend emerges at K p > 15. In
panel (c) (true radius) the faintest observable stars are giant planets, but in panel (d) (apparent
radius) these same planets appear to be terrestrial, a direct consequence of dilution by blending.
Stars fainter than Kp = 16 are unlikely to be targets in transiting exoplanet surveys, but may
contaminate stars that are included.
6.3.1 General characteristics of the intrinsic exoplanet distribution
As discussed in Section 6.1, of the 180 period/radius bins, 69 contained no confirmed planets
in Kepler DR25. Different physical conditions determine the reasons for the lack of planet
detections in different regions. Fig. 6.11 illustrates three of these regions: the region below
the minimum detection threshold, the sub-Jovian desert and the maximum giant planet radius
as a function of insolation.
The minimum detection threshold is a consequence of the geometric transit probability,
combined with Kepler sensitivity in a four year survey. For each observatory, there is a limit
below which it is simply not possible to resolve a transit. The PDF below the minimum
detection threshold describes an approximate upper limit on the intrinsic planet occurence
rate, both in ‘zeta’ and ‘omega’.
In other regions, noise is a consideration. This is particularly evident when considering
the smallest planets (< 0.63 R⊕) at short periods (< 40 days).
For a given star, Neptune-like and giant planets are easier to detect at any orbital period
than terrestrial planets as the transit depth will be deeper. Therefore, there should be planets
detectable in the region identified in Fig. 6.11 as the sub-Jovian desert: that they are not
observed in exoplanet surveys, including Kepler, indicates their absence has an astrophysical
cause. The “three-day pile-up” (Wu and Lithwick (2011), Beaugé and Nesvorný (2012)),
an excess of giant planets with P ≈ 3 days, also identified in surveys including WASP and
SuperWASP, is also apparent in Kepler data and is identified in Fig. 6.11.
Planets with estimated radii R/R⊕ > 40 (log 1.6 R⊕) were excluded from the derivation of
the PDFs. Planets in the range 25 < R/R⊕ < 40 (1.4 < log R/R⊕ < 1.6 ) were included with
caution in the calculations to derive the PDFs, but excluded from later simulations. Allowing
for uncertainties, ≈ 25 R⊕ is a generally accepted maximum planet radius. Exoplanet.eu6,
which lists confirmed exoplanets from a wide variety of sources, lists 2780 planets as having
been detected by primary transit (9 February 2018), the largest of which is HAT-P-67 b at
23.37 R⊕. Two planets detected by direct imaging are larger, with estimated radii of 28 R⊕
6http://http://exoplanet.eu/catalog/
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(ROXs 42B b) and 25 R⊕ (CT Cha b) respectively, but all other planets from all detection
methods for which there is an estimated radius are smaller than HAT-P-67 b. There are three
bodies with estimated radii in the range 25 < R/R⊕ < 40 in DR25. There is the possibility that
these objects are something other than planets, such as brown dwarfs. Fressin et al. (2013)
excluded planets > 22 R⊕ from their analysis.
For planets in DR25 where the estimated radius is 10 < R/R⊕ < 25 and P > 10 days,
maximum radius generally decreases as period increases (see Fig. 6.13). This is consistent
with the concept that in a degenerate body such as a giant planet, maximum radius decreases
as distance from the star increases due to reduced insolation (Mordasini et al., 2012). This
feature is also annotated in Fig. 6.11.
6.3.2 Planet Classes
Throughout this subsection, the radius bins referred to can be identified with reference to
Fig. 6.13, which shows the confirmed distribution overlayed by grid lines indicating the
period and radius bins. The widely used classes from Fressin et al. (2013) are also indicated
in Fig. 6.13. Additionally, new discoveries from ongoing analysis of Kepler data result in
the number of confirmed planets on NExSci being updated from time to time. The figures
below are the ones from the time the data was accessed and downloaded (9 May 2017). The
breakdown of these figures is given in Table 6.13. Data from Kepler DR24 is included in
Table 6.13 as well as data from Kepler DR25 to illustrate the effect that the updated stellar
parameters had on the bulk planet radius distribution.
Mars-analogues: Mars has a radius of 0.532 R⊕ and hence would fall into the smallest
radius bin, −0.4 < log R/R⊕ < −0.2. Planets in this category have log P < 1.6 days (40 days)
in DR25. One confirmed planet is smaller than log −0.4 R⊕ (0.40 R⊕) in Kepler DR25: this
has been excluded from analysis.
Jackson et al. (2009) proposed that gaseous planets are tidally disrupted within 0.05 AU
of the host star, and authors including Haswell et al. (2012), Bochinski et al. (2013) and Staab
et al. (2017) have studied the clouds of circumstellar absorbing gas indicative of mass loss
from larger planets, such as WASP-12 b. The Mars-analogue planets at very short orbital
periods (< 1 day) may be the remains of tidally disrupted planets, or may represent giant or
Neptune-like planets which have lost their H/He atmosphere through this or other means,
leaving a dense, compressed core (Hébrard et al. (2004), Mocquet et al. (2014)).
Earth-analogues: The two radius bins −0.2 < log R/R⊕ < 0.0 and 0.0 < log R/R⊕ < 0.2
cover the entire range designated by Fressin et al. (2013) as “Earth-analogues” (0.8 < R/R⊕ <
1.25) with an overlap to planets < 0.8 R⊕ too small to be included in the Fressin et al. (2013)
140 Intrinsic Exoplanet Distribution
Table 6.13 Confirmed planets, Kepler DR24 (12 May 2016) and Kepler DR25 (9 May 2017),
by radius bin. Data from DR24 is included as a measure of the effect of the updated stellar
radii used in DR25 in reducing the number of identified terrestrial planets.
Name R/R⊕ R/R⊕ DR24 DR25
log linear
Mars-analogue -0.4 to -0.2 0.40 to 0.63 14 (0.61%) 10 (0.44%)
Earth-analogue 1 -0.2 to 0.0 0.63 to 1.0 153 (6.7%) 126 (5.5%)
Earth-analogue 2 0.0 to 0.2 1.0 to 1.6 558 (24.4%) 490 (21.4%)
Small Neptune 1 0.2 to 0.4 1.6 to 2.5 792 (34.6%) 797 (34.8%)
Small Neptune 2 0.4 to 0.6 2.5 to 4.0 506 (22.1%) 584 (25.5%)
Large Neptune 0.6 to 0.8 4.0 to 6.3 121 (5.3%) 133 (5.8%)
Giant Planets 1 0.8 to 1.0 6.3 to 10 63 (2.8%) 67 (2.8%)
Giant Planets 2 1.0 to 1.2 10 to 16 57 (2.5%) 68 (3.0%)
Giant Planets 3 1.2 to 1.4 16 to 25 10 (0.44%) 9 (0.39%)
Brown dwarfs? 1.4 to 1.6 25 to 40 8 (0.35%) 3 (0.13%)
sample, and planets > 1.25 R⊕ which are included in the Fressin et al. (2013) SuperEarth
category.
As with Kepler, a key aim for PLATO is detecting a twin to Earth. For Kepler, as shown
in Fig. 6.13, a 1 R⊕ planet in a one year orbit around a 1 R⊙ star was right on the limit of
detectability, and so it is not possible from the Kepler data alone to make a firm prediction of
the number of Earth twins PLATO will observe.
Small Neptunes: The two radius bins 0.2 < log R/R⊕ < 0.4 and 0.4 < log R/R⊕ < 0.6
cover the entire range designated by Fressin et al. (2013) as “Small Neptunes“ (2 < R/R⊕ < 4)
along with the remainder of the “superEarths” not included in our “Earth-analogue” class.
According to the NExSci cumulative table this is the most populated region. The orbital
period is −0.2 < log P/days < 2.8. The absence of planets of this radius at shorter periods
forms part of the sub-Jovian desert.
Stellar irradiation on a H/He atmosphere will cause that atmosphere to expand, and will
affect gaseous planets such as those in this class much more than smaller rocky planets.
However, studies of the sub-Jovian desert refer to an absence of planets at short periods
between Earth- and Jupiter-mass as well as radius: so insolation alone cannot provide the
answer. As Fig. 6.13 and Fig. 6.11 show, the minimum orbital period increases with planet
radius, with rare exceptions, up to ≈ log 0.8 R⊕ and log 0.2 days, where the well studied
“three day pile-up” is found. This is despite the fact that larger exoplanets should be easier to
detect at a given distance from the host star than smaller ones.
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Large Neptunes: The radius bin 0.6 < log R/R⊕ < 0.8 covers the entire range designated
by Fressin et al. (2013) as “Large Neptunes” (4 < R/R⊕ < 6) along with some “Giant Planets”.
Whether binning planet radius logarithmically or using the classes from Fressin et al. (2013),
this bin represents a significant drop in numbers on the previous bin. This is consistent with
theories on planet formation which indicate that smaller planets are more common than larger
ones It also justifies the division by Fressin et al. (2013) of a single Neptune bin used by
earlier authors into a “Small Neptune” and “Large Neptune” bin in their work.
Giant Planets: The radius bins 0.8 < log R/R⊕ < 1.0, 1.0 < log R/R⊕ < 1.2 and 1.2 <
log R/R⊕ < 1.4 cover most of the range designated by Fressin et al. (2013) as “giant planets”
(6 < R/R⊕ 22) along with some planets too large to be classified by Fressin et al. (2013).
The “three day pile-up”, an excess of hot Jupiters at about 3 days, is evident in the observed
population, Fig. 6.11, and is also reflected in the synthetic population.
Giant planets were the one class in which Fressin et al. (2013) noticed a mismatch between
observations and simulations. As they report, small stars are believed not to host large planets.
In this work, a similar mismatch is apparent when unblended depths are used with Kepler
precision. However, when allowing for blending, the mismatch appears to disappear, with
giant planets appearing to be Neptune-like or terrestrial following blending. Given that giant
planets will not be selected by PLATO for follow up and because, as shown in the following
section, M-class stars observable by PLATO hosting giant planets are few and far between,
this mismatch has not been corrected for at this stage, although this is a consideration for
future work. Correcting for blending in unresolvable binaries may well account for the
mismatch: further study will confirm or refute this idea.
Brown dwarfs?: The radius bin 1.4 < log R/R⊕ < 1.6 covers objects designated as planets,
but with an estimated radius larger than would be expected of a planet. Either the radius has
been overestimated, or these are other astrophysical objects such as brown dwarfs. There are
also three larger confirmed planets on NExSci: if the radius estimate is correct, these are also
too large to be planets.
6.4 Application to the PLATO fields
The purpose of obtaining the intrinsic exoplanet distribution was to apply it to the PLATO
fields, to obtain an estimate of the ratio of unblended planets to both blended & unblended
eclipsing binaries, and to quantify the effect of blending within the pixel in diluting the
apparent planet radius.
To that end, the intrinsic exoplanet distributions were applied to two full synthetic PLATO
fields, one centred at l = 65◦, b = 30◦, the proposed Long Look North (LLN) field, and
the other centred on l = 253◦, b = −30◦, the proposed Long Look South (LLS) field. The
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synthetic LLN field includes within it the region discussed in previous sections for testing and
verification purposes.
The synthetic populations were analysed taking into account the anticipated performance
of PLATO in a one hour integration for six, seven or eight cameras/group (the original proposal
was for eight cameras/group and the mission received final approval with six cameras/group),
and for the PLATO priority populations, described in Table 1.6. The code provided by
Claude Catala to determine the PLATO precision and overlap was utilised in combination
with updated signal and noise estimates from the Instrument Noise Budget7 (Chapter 5).
The V magnitude band has been used, as this is the band used to define the PLATO priority
populations.
As indicated by Eq. 5.1 and Eq. 5.12, the number of events observed is key in determining
the transit SNR or, as it was known with Kepler, the multiple event statistic. In the same
way that Table 6.4 considered transit SNR as a function of period and magnitude for Kepler,
so Table 6.14 considers the maximum orbital period, in the context of our binning, that a
planet orbiting a Sun-like star could achieve a transit SNR ≥ 7.1 in a one, two or three year
PLATO observation, where the rms photometric precision is equal to the target for PLATO
for the central field for the P5 population, namely 80 ppm. Again, I consider four planets:
Jupiter, Neptune, a 2 R⊕ planet and Earth. The period at which Earth would achieve the
required transit SNR may appear short, but remember that at a transit depth of 84 ppm the
transit SNR for a single event for Earth where rms photometric precision is 80 ppm is close to
unity. The calculated intrinsic exoplanet distribution in the log R-log P bins where a MES
of 7.1 for Kepler would not be achieved in a four year observation is already low, due to
the requirement to match unpopulated bins, so few planets were simulated in these bins in
the PLATO simulations. Planets where the transit SNR for a single event is less than unity
when considered against the magnitude and surface temperature of the host star in question
would also not be considered detectable in my simulations, even though Eq. 5.1 and Eq. 5.12
imply that phase folding may make such planets detectable if a sufficient number of events
were analysed. Fig. 6.1 indicates that a proportion of stars are intrinsically quieter than a rms
photometric precision calculation may indicate, allowing shallower transits to be detected at a
given magnitude than might theoretically be expected. PLATO is prioritising F5-K stars, and
Martínez-Arnáiz et al. (2010) find that G class stars are quieter on average than other stars.
Therefore, PLATO can be expected to observe planets around quiet stars, making the planets
more likely to be detected than would otherwise be expected as a function of magnitude and
period. Few planets that would have a transit SNR < 7.1 as a function of period, magnitude
and surface temperature are identified in my simulations, and those that are have been allowed
to remain as representatives of planets around quiet stars.
7PLATO-DLR-PL-RP-001, issue 3, 19 Feb 2016
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Table 6.14 Theoretical detectability of a PLATO planet with a transit SNR ≥ 7.1 at rms
photometric noise at the target level for P5 in the central part of the field, 80 ppm. Data as
presented relates to the period bins used in this work, and is max log Porb where transit SNR
/ge 7.1. Four planets are considered against a Sun-like host: Jupiter (transit depth 10100
ppm), Neptune (transit depth 1250 ppm), a 2 R⊕ planet (transit depth 336 ppm) and Earth
(transit depth 84 ppm). One, two and three year observations are considered. Note that the
transit SNR for an Earth-sized planet in a single observation at this photometric precision is
close to unity.
Period of observations Jupiter Neptune 2 R⊕ planet Earth
log P/days log P/days log P/days
1 year > 3.2 days > 3.2 days 2.2 days 1.0 days
2 years > 3.2 days > 3.2 days 2.6 days 1.2 days
3 years > 3.2 days > 3.2 days 2.8 days 1.4 days
Ten full field simulations were obtained in each global field with the intrinsic exoplanet
distributions ‘zeta’ and ‘omega’. The mean of these ten simulations is reported in this section.
6.4.1 Overview
The total numbers of planets are given in Table 6.15 for simulations based on the ‘zeta’ and
‘omega’ populations. These are given by priority population, by number of cameras and by
whether or not possible blending with stars in the same pixel is taken into account. Also
included are all systems with stellar class F5-M, V < 16, a population analogous to that
observed by Kepler, and all planets detectable by PLATO, that is all stellar classes, V< 26.
P2 is a subset of P1, in the same way that P1 is a subset of P5 (Table 1.6). The difference
between the F5-M, V < 16 systems and the sum of P4 and P5 is the stars in stellar class F5-K7
of 13 < V < 16.
Stars selected for the PLATO exoplanet simulations presented here are all MS single stars.
My estimates of the number of terrestrial planets PLATO is likely to identify, depend
critically on the true completeness and sensitivity of Kepler. The benchmark estimate in the
Kepler Instrument Handbook is more sensitive than the standard set for PLATO in a one hour
integration, which in turn is more sensitive than a single Kepler long cadence. In the PLATO
priority classes, ‘zeta’ returns an order of magnitude more terrestrial planets observable by
PLATO than does ‘omega’, a natural consequence of these different sensitivities.
More synthetic planets are considered detectable by PLATO in the LLS field than the
LLN field, despite the fact that LLS covers an area further from the Galactic centre. This is
believed to be due to the fact that to observe the LLS field, it is necessary to look through
the Galactic plane. This finding applies to synthetic populations based on both ‘zeta’ and
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Table 6.15 Synthetic exoplanets, PLATO LLN and LLS, total numbers. Error is σ . Mean of
10 simulations, one hour integration, using the PDFs ‘zeta’ and ‘omega’.
Population 32 cameras 32 cameras 28 cameras 28 cameras 24 cameras 24 cameras
Unblended Inc Blending Unblended Inc Blending Unblended Inc Blending
V < 26
LLN ‘zeta’ 3.01±0.02x104 2.50±0.02x104 2.75±0.02x104 2.28±0.02x104 2.47±0.02x104 2.05±0.02x104
LLN ‘omega’ 1.12±0.01x104 8.32±0.06x103 1.05±0.01x104 7.79±0.05x103 9.65±0.07x103 7.20±0.05x103
LLS ‘zeta’ 3.07±0.02x104 2.71±0.02x104 2.80±0.02x104 2.48±0.02x104 2.52±0.01x104 2.23±0.02x104
LLS ‘omega’ 1.04±0.06x104 8.61±0.05x103 9.73±0.06x103 8.06±0.05x103 8.99±0.06x103 7.46±0.06x103
V < 16, F5-M
LLN ‘zeta’ 2.26±0.02x104 2.04±0.02x104 2.07±0.02x104 1.86±0.02x104 1.86±0.02x104 1.68±0.02x104
LLN ‘omega’ 7.11±0.08x103 6.29±0.07x103 6.66±0.08x103 5.90±0.05x103 6.18±0.07x103 5.46±0.06x103
LLS ‘zeta’ 2.44±0.02x104 2.25±0.02x104 2.23±0.01x104 2.06±0.01x104 2.00±0.01x104 1.86±0.01x104
LLS ‘omega’ 7.33±0.02x103 6.71±0.02x103 6.87±0.02x103 6.29±0.03x103 6.36±0.02x103 5.84±0.03x103
P1
LLN ‘zeta’ 1.95±0.05x103 1.93±0.05x103 1.83±0.05x103 1.82±0.05x103 1.70±0.05x103 1.69±0.05x103
LLN ‘omega’ 270 ±10 270 ±10 261 ±9 260 ±9 250 ±10 250 ±10
LLS ‘zeta’ 2.27±0.06x103 2.25±0.06x103 2.12±0.06x103 2.11±0.06x103 1.98±0.06x103 1.97±0.06x103
LLS ‘omega’ 331 ±9 330 ±9 319 ±9 318 ±10 305 ±8 304 ±8
P2
LLN ‘zeta’ 66 ±10 66 ±10 63 ±10 63 ±10 61 ±10 61 ±10
LLN ‘omega’ 7 ± 2 7 ± 2 7 ± 2 7 ± 2 6 ± 2 6 ± 2
LLS ‘zeta’ 76 ±12 76 ±12 73 ±12 73 ±12 71 ±11 71 ±11
LLS ‘omega’ 6 ± 1 6 ± 1 6 ± 1 6 ± 1 6 ± 1 6 ± 1
P4
LLN ‘zeta’ 1.11±0.02x103 0.98±0.02x103 1.04±0.02x103 0.91±0.02x103 0.97±0.02x103 0.85±0.04x103
LLN ‘omega’ 180 ±10 160 ±10 170 ±10 150 ±10 170 ±10 150 ±10
LLS ‘zeta’ 1.27±0.03x103 1.15±0.03x103 1.19±0.03x103 1.07±0.03x103 1.10±0.03x103 0.99±0.03x103
LLS ‘omega’ 200 ±10 185 ±9 200 ±10 179 ±8 180 ±10 170 ±9
P5
LLN ‘zeta’ 8.6±0.1x103 8.2±0.2x103 7.8±0.1x103 7.6±0.1x103 7.1±0.1x103 6.9±0.1x103
LLN ‘omega’ 1.67±0.01x103 1.63±0.01x103 1.59±0.02x103 1.55±0.01x103 1.50±0.02x103 1.46±0.02x103
LLS ‘zeta’ 9.6±0.1x103 9.4±0.1x103 8.9±0.1x103 8.67±0.09x103 8.11±0.09x103 7.92±0.09x103
LLS ‘omega’ 1.88±0.02x103 1.85±0.02x103 1.79±0.02x103 1.76±0.02x103 1.69±0.02x103 1.66±0.02
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Fig. 6.16 A synthetic planet population extracted with PLATO precision, P5, plotting planet
radius against distance from Earth. There is a clear relation between planet radius and the
maximum distance at which it can be observed, which is a function of Te f f and apparent
magnitude V. For comparison with Kepler limits (30 minute integration), see Fig. 6.5.
‘omega’. That there is a real difference in the distribution of the proportion of synthetic single
stars as a function of magnitude in the synthetic LLN and LLS fields is illustrated in Fig. 4.3
and Fig. 4.4, and discussed in Section 4.2. The proportion of both unblended and blended
binaries in the two fields is discussed in Section 7.4. See also the discussion in Section 8.2.2
on the integrated stellar density along the line of sight to both LLN and LLS, as derived from
the double exponential from which the thin and thick discs are simulated (Chapter 2), and
Table E.13 to Table E.30, in Appendix E, which compare 1◦ x 1◦ regions in LLN and LLS by
the numbers of stars simulated, once extinction is taken into account.
Comparison of the synthetic fields with Gaia DR2, as part of future work, will determine
if this trend matches observations, or if it is an artifact of the simulations.
Just as Fig. 6.5 illustrates the relationship between planet radius and distance at which
that planet can be observed by Kepler in a 30 minute integration, so Fig. 6.16 does the same
for the PLATO P5 population with PLATO precision and a one hour integration (24 cameras,
LLN), with Fig. 6.17 showing the same information for LLS. The two PLATO fields do not
show any significant differences. The limit at which a planet of a given radius can be detected
is a function of Te f f and apparent magnitude V , and is independent of which PDF, ‘zeta’
or ‘omega’, was used to simulate the population. Table E.28 to Table E.30 in Appendix E
indicate that stars in the P5 priority population are not detectable beyond 2 kpc.
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Fig. 6.17 As Fig. 6.16, Long Look South.
Fig. 6.18 plots the information from Fig. 6.16 and Fig. 6.17 in relation to the scale height
of the Galaxy, as defined in Chapter 2. The position of the solar system, 30 pc above the
Galactic plane, is indicated by the yellow dot. A magenta oval indicates the observational
limit of 1 R⊕ planets, ≈ 300 pc at b = |5.5|◦ and ≈ 175 pc at b = |50|◦, while a cyan oval
indicates the observational limit of 2 R⊕ planets, ≈ 1000 pc at b = |5.5|◦ and ≈ 400 pc
at b = |50|◦. Double headed arrows indicate lines of sight b = |15|◦, |30|◦ and |45|◦. This
indicates that Earth-analogue planets will be detected well within one vertical scale height of
the Galactic plane in a one hour integration, and most larger planets within two scale heights
in a one hour integration. The scale height is defined in Eq. 2.1.
The maximum detectable distance as a function of b was obtained by generating a series
of plots similar to Fig. 6.16 and Fig. 6.17, with each plot limited to planets at ± 5◦ of b =
10◦, 20◦, 30◦, 40◦ and 50◦ in LLN and b = −10◦, −20◦, −30◦, −40◦ and −50◦ in LLS. The
maximum detectable distance of the 1 R⊕ and 2 R⊕ planets was used to derive the parameters
of the ovals in Fig. 6.18. Again, a one hour integration was used.
Intuitively, as LLN is centred on l = 65◦ and LLS is centred on l = 253◦, it would be
expected that there would be more stellar systems in the LLN than LLS. The total number
of synthetic systems with Gaia magnitudes in the range 4 < G < 26 and 4 < G < 16 in a 1◦
wide vertical strip in the centre of each field was assessed, as part of the process of calibrating
the fields against data from Gaia DR1 and MAST described in Section 2.3. The results at 4
< G < 26 for the strip in LLS were 4,100,000 and 77,000 stellar systems respectively, and
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Fig. 6.18 Distance at which planets in the P5 population can be observed by PLATO. Solid
line: Galactic plane. Dashed lines: one scale height of the thin disc (Eq. 2.1). Magenta oval:
distance within which planets of 1 R⊕ can be observed by PLATO in a one hour integration.
Cyan oval: distance within which planets of 2 R⊕ can be observed in a one hour integration.
for LLN were 8,700,000 and 110,000 stellar systems respectively, as expected. As shown in
Fig. 4.3 and Fig. 4.4, the single star fraction for 4 < G < 26 is higher in LLN, but for 4 < G <
16 is higher in LLS. There are 5,100,000 single stars in the strip in LLN with 4 < G < 26, and
51,000 with 4 < G < 16, while in the strip in LLS there are 2,200,000 single stars with 4 < G
< 26 and 38,000 with 4 < G < 16. So there are more planets detectable by PLATO in LLS,
but more stellar systems, and more single systems, in LLN. The method used to simulate
planets had seeded planets around all single stars in a given field, irrespective of distance,
and discarded only those where the geometric transit probability made a transit detection
impossible, whatever the sensitivity of the observatory, or where the planet would be inside
the star. Therefore, more planets in total were simulated in LLN. It is only when the simulated
population is interpreted with PLATO precision, as defined by the work described in Chapter
5, that there are more planets in LLS than LLN: so a greater proportion of planets in LLN are
beyond the detection threshold. Therefore, in these simulations, there must be more nearby
systems when looking through the Galactic plane than simply looking above it. That there is
local variation is illustrated by the data in Table E.13 to Table E.30: however, over a large
enough area, local differences appear to be smoothed out.
These results should be treated with caution, as my simulations treat the Galaxy as a
homogeneous disc and the Galaxy is not homogeneous, and the extinction model may not
have the required resolution. Testing has been completed in limited areas: more extensive
testing against observations to confirm the best regions of the sky to observe are a subject of
further work, especially once Gaia DR2 and DR3 are released. Both catalogues are expected
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Table 6.16 Guide to PLATO synthetic exoplanet population tables and figures, PLATO
simulations, LLN and LLS.
Population Binning True Apparent Table Figure Panel
radius radius
V < 26 log X C.2 6.19 a
V < 26 log X C.2 6.20 a
V < 26 Fressin et al. (2013) X C.8 6.21 a
V < 26 Fressin et al. (2013) X C.8 6.22 a
V < 16, F5-M log X C.3 6.19 b
V < 16, F5-M log X C.3 6.20 b
V < 16, F5-M Fressin et al. (2013) X C.9 6.21 b
V < 16, F5-M Fressin et al. (2013) X C.9 6.22 b
P1 log X C.4 6.19 c
P1 log X C.4 6.20 c
P1 Fressin et al. (2013) X C.10 6.21 c
P1 Fressin et al. (2013) X C.10 6.22 c
P2 log X C.5 6.19 d
P2 log X C.5 6.20 d
P2 Fressin et al. (2013) X C.11 6.21 d
P2 Fressin et al. (2013) X C.11 6.22 d
P4 log X C.6 6.19 e
P4 log X C.6 6.20 e
P4 Fressin et al. (2013) X C.12 6.21 e
P4 Fressin et al. (2013) X C.12 6.22 e
P5 log X C.7 6.20 f
P5 log X C.7 6.19 f
P5 Fressin et al. (2013) X C.13 6.21 f
P5 Fressin et al. (2013) X C.13 6.22 f
to be more extensive than Gaia DR1. However, as a principle, in terms of overall numbers, it
does seem that the LLS field is likely to produce a greater PLATO planet haul than LLN.
6.4.2 PLATO synthetic population by planet radius
The PLATO observing strategy (Rauer et al. (2014), PLATO Definition Study Report) is likely
to adopt two long look fields, observed either for two years for each, or for three years for
one (LLS) and one year for the other (LLN). The prediction shown in Rauer et al. (2014),
comparing the expected haul of planets < 2 R⊕ for PLATO to Kepler (Fressin et al., 2013)
and TESS, predates Morton et al. (2016), which significantly expanded the Kepler planet haul.
From my simulations, the key prediction from Rauer et al. (2014), that the lifetime planet
haul from PLATO of planets which may be fully characterised through asteroseismology of
the host star or RV follow up will significantly exceed other surveys, holds.
In the following I present, in Fig. 6.19 to Fig. 6.22 and in Table C.2 to Table C.13,
the radius distribution of different synthetic planet samples, referring to different priority
populations, as summarised in Table 6.16. The information is presented both in logarithmic
bins in the log R-log P plane and in bins from Fressin et al. (2013). Where bins from Fressin
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et al. (2013) are used, additional bins have been added to cover planets too large or too small
to be considered by Fressin et al. (2013), but which are included within my simulations.
The true radii of the planets are considered, as are the apparent radii of the planets once
blending within the pixel has been taken into account.
The relevant samples of confirmed planets from Kepler DR25 (April 2018) are included
in Table C.2 to Table C.13 to compare the peaks in distribution by planet class as well as
numbers of planets. These indicate that simulations based on the ‘zeta’ PDF, when interpreted
by a PLATO one hour integration, often have a maximum in the same place as the equivalent
observed Kepler population, whether the data is binned logarithmically or by bins from
Fressin et al. (2013). The exception is P5 when using bins from Fressin et al. (2013), where
the observed Kepler population peaks in the “Small Neptune” class (2 < R/R⊕ < 4) while the
synthetic population peaks in the “SuperEarth” class (1.25 < R/R⊕ < 2). Where the synthetic
population has been derived using ‘omega’, in bins from Fressin et al. (2013) the synthetic and
observed populations generally have maxima in the same radius bins, with some exceptions
in P4. Where data is binned logarithmically, the maxima in the population synthesised with
‘omega’ are consistently at a larger planet radius than the population synthesised with ‘zeta’,
and in the P4, P5, V < 26 and V < 16, F5-M populations, are also systematically at larger
radii than in the observed Kepler population. There are no confirmed Kepler planet hosts that
would fall in P2, and very few that would fall in P1. Kepler pixels saturate at Kp ≤ 11.
P2 is a subset of the P1 population and P1 is a subset of P5. The figures in Table 6.15
and the tables in Appendix C indicate that, for P1, P2 and P5 populations, the number of
cameras in a group is of more significance in terms of numbers of simulated planets that
can be detected than the effects of blending within a pixel, while for P4, which has a fainter
magnitude limit, both the number of cameras and the inclusion of blending is significant.
If the data in Kepler DR25 is unaffected by dilution through blending through unrecog-
nised stellar multiplicity and unresolved background contaminants, and if the same applies to
PLATO observations, it appears that only the P4 PLATO priority population will be signifi-
cantly affected by dilution by blending of the target star. If, as seems more likely, the Kepler
DR25 data is affected by dilution through blending through unrecognised stellar multiplicity
and unresolved background contaminants (Chapter 6.2.1), this will impact the distribution of
confirmed planets on which the PDFs ‘zeta’ and ‘omega’ were based.
As shown in Fig. 6.19 to Fig. 6.20 and stated in Section 6.4.1, similar numbers of
giant planets are recorded as detectable by PLATO, whichever PDF is used to simulate the
population. Significantly fewer terrestrial planets are considered detactable by PLATO in
simulations based on ‘omega’ than in simulations based on ‘zeta’. This is despite the fact
that, as shown in Fig. 6.9, in the bin 0 < log R/R⊕ < 0.2, ‘omega’ and ‘zeta’ have similar
150 Intrinsic Exoplanet Distribution
(a) V < 26 (b) V < 16, F5-M
(c) P1 (d) P2
(e) P4 (f) P5
Fig. 6.19 Synthetic planet distribution by radius bin, log bins, 24 cameras, true planet radius.
Solid lines: LLN, dash-dot lines: LLS. While ‘zeta’ and ‘omega’ report similar numbers of
planets in the giant planet population, in terrestrial planets ‘omega’ reports significantly fewer
planets than does ‘zeta’.
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(a) V < 26 (b) V < 16, F5-M
(c) P1 (d) P2
(e) P4 (f) P5
Fig. 6.20 As Fig. 6.19, apparent planet radius after blending.
152 Intrinsic Exoplanet Distribution
(a) V < 26 (b) V < 16, F5-M
(c) P1 (d) P2
(e) P4 (f) P5
Fig. 6.21 As Fig. 6.19, bins from Fressin et al. (2013), true planet radius.
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(a) V < 26 (b) V < 16, F5-M
(c) P1 (d) P2
(e) P4 (f) P5
Fig. 6.22 As Fig. 6.21, apparent planet radius after blending.
154 Intrinsic Exoplanet Distribution
intrinsic distributions. The difference between the synthetic populations in this bin, an order
of magnitude, is the same as the difference between the two normalisation factors.
In each priority population and at most radii, more planets are considered detectable by
PLATO in LLS than in LLN (Section 6.4.1). However, in terrestrial planets, the difference
between the two fields is more than outweighed by the difference in underlying PDFs.
So there are two fixed points: the similarity in synthetic populations of giant planets when
the PDFs are normalised to match the number of observed Kepler planets, and the similarity
in the intrinsic population (when the PDFs are normalised to 1) in terrestrial planets in the
bin 0 < log R/R⊕ < 0.2. For the present, this contradiction is simply presented. Future work
will be required to disentangle these elements, and to account for dilution by blending in the
Kepler field, to approach the true intrinsic exoplanet distribution.
6.5 Summary: Chapter 6
In this chapter, estimated intrinsic exoplanet distributions have been derived, based on the
confirmed Kepler planet haul. This is done with the caveats that excluding unvalidated
candidates may exclude a number of (especially smaller) genuine planets; the effect of
dilution by blending with bound and unbound companions to the stellar hosts of confirmed
planets is not taken into account in the confirmed Kepler planet distribution used in this
work; any future work to constrain the radius of stellar hosts may require a re-evaluation of
the true radius of the planets; and the completeness of the confirmed Kepler planet haul is
sensitive both to the completeness of the Kepler observations and to the efficiency of the
Kepler pipeline in identifying shallow transits.
The two distributions derived in this work are believed to bracket the true exoplanet
distribution as a function of period and radius. More planets will be observable by PLATO in
the Southern field than in the Northern field but, for terrestrial planets, the difference between
the two fields is less significant than the difference between the two normalised PDFs.
In the following chapter, the distribution of blended and unblended eclipsing binaries
detectable in transiting exoplanet surveys will be estimated: the next step in estimating the
ratio of planets to eclipsing binaries detectable by PLATO.
Chapter 7
Eclipsing Binary Distribution
Chapter 1, Section 1.5, discussed the characteristics of eclipsing binaries, in particular those
that can be mistaken for transiting exoplanets. This chapter investigates the distribution of
binaries as observed in transiting exoplanet surveys, using the Kepler main mission as a
calibrator for PLATO.
One key requirement for detection is an orbital period less than one third of the total time
a field has been observed. The Kepler main mission lasted for ≈ 1590 days: therefore the
effective upper limit is ≈ 795 days, assuming a detection at the very beginning and very end
of observations and one half way through. Three detections are necessary to prove a possible
detection is periodic and not due to the random alignment of two non-periodic events.
After recapping the resources available from the Kepler main mission for the study of
eclipsing binaries, this chapter will describe the calibration of the synthetic population by
mass ratio and by period distribution. Calibrated synthetic populations are then used to
extrapolate the likely eclipsing binary haul observable by PLATO.
7.1 Eclipsing binary resources from Kepler
Two important data archives/catalogues for the study of eclipsing binaries came out of the
Kepler main mission: the Kepler Eclipsing Binary Catalogue (KEBC) (Prša et al. (2011),
Slawson et al. (2011), Matijevicˇ et al. (2012), Conroy et al. (2014b), Conroy et al. (2014a),
LaCourse et al. (2015), Kirk et al. (2016) and Abdul-Masih et al. (2016)), and the NASA
Exoplanet Science (NExSci) archive1. Both these sources have been referenced in previous
chapters.
The KEBC takes original Kepler light curves and determines if these are unblended
eclipsing binaries, in which case they are included in the catalogue and, through the use of the
1https://exoplanetarchive.ipac.caltech.edu/
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Fig. 7.1 Kepler Eclipsing Binary Catalogue, by period and morphology parameter. The
morphology parameter is defined in Matijevicˇ et al. (2012). Binaries which are probably
detached are most likely to be mistaken for exoplanets. Matijevicˇ et al. (2012) did not claim
that the morphology parameter defines precisely what type of binary a given system is, rather
that it defines what the system probably is.
morphology parameter (defined in Section 1.5), determines if they are likely to be detached
(labelled “probably detached”), semi-detached (labelled “probably semi-detached”), contact
(labelled“probably contact”) or ellipsoidal binaries (labelled “probably ellipsoidal”)2. This
topic is covered in more detail in Chapter 1.5 and sample light curves are illustrated in Fig 1.7.
Data on other objects, such as blended binaries or planets, can also be searched for in the
KEBC, although they are not listed in the full catalogue.
Of the 2,876 binaries in the catalogue when the data was downloaded (4 November 2016),
948 (33%) have P < 1 day, and a further 1113 (39%) have 1 < P/days < 10. This is consistent
with the expectation that the shorter the period, the easier an eclipse is to detect.
2Ellipsoidal binaries are not a distinct physical class of binaries, but they are unrecognised detached or semi
detached binaries, close to Roche lobe filling.
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Fig. 7.2 Comparison of number of binaries vs orbital period from the Kepler Eclipsing Binary
Catalogue (KEBC) and the NASA Exoplanet Science Institute (NExScI). The discrepancy at
short periods is in part due to the NExSci cut-off at 0.5 days and in part to the highly sinusoidal
nature of many very short period binaries, meaning they are unlikely to be considered as
potential planets. KEBC considers all unblended binaries, NExSci only includes those binaries
awarded Kepler Object of Interest (KOI) status, and may be blended or unblended.
Fig. 7.1 shows the likely breakdown of eclipsing binaries by morphology, remembering of
course that ellipsoidal binaries may not be eclipsing. “Probably detached” binaries are most
likely to have light curves that could be mistaken for planets, and these tend to have longer
orbital periods than other categories. There are very few at < 1 day, while “probably detached”
binaries represent about half the total number of binaries in the 0.2 < log P/days < 0.4 bin
(5th bar from the left). “Probably ellipsoidal” binaries dominate at the shortest periods.
Non-eclipsing contact binaries and ellipsoidal binaries appear in catalogues such as
the KEBC, which consider all data collected during a transiting exoplanet search, but will
be highly sinusoidal and so are unlikely to be considered for follow up as potential planets.
Because my simulations only consider eclipsing binaries, non-eclipsing contact and ellipsoidal
binaries are excluded by design.
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NExSci only lists objects granted KOI (Kepler Object of Interest) status, but does list
candidates and false positives as well as confirmed planets. This makes it a uniquely useful
catalogue. There are two dispositions: “disposition using Kepler data”, which looks only
at the automated results from the Kepler pipeline and has two categories, Candidate and
False Positive, and “Exoplanet Archive Disposition”, which has three categories: Confirmed,
Candidate and False Positive. A total of 45 confirmed planets are believed by the Kepler
pipeline to be false positives in DR25: these cases were manually examined by the Kepler
False Positive Working Group and in the vast majority of cases were confirmed as planets.
Individual objects can be searched for in the Kepler Certified False Positive table.3
NExSci has four false positive flags:
1. NT (not transit like). This flag covers alerts arising from threshold crossing events
(TCEs) which, on further study of the light curve, were shown not to be transit like. This
flag covers stellar variability; starspots; instrumental effects; non periodic detections, such as
cosmic ray strikes; and highly sinusoidal light curves, such as those expected from a contact
or ellipsoidal binary. Transit timing variations (TTVs) can also trigger this flag.
2. SS (significant secondary up to DR24: in DR25 this became stellar eclipse, SE).
Up to and including DR24 this flag indicated that a significant secondary eclipse had been
identified, indicating that this is likely to be an eclipsing binary. From DR25, the definition
was changed to indicate that the light curve appeared to indicate a stellar companion rather
than a planetary one, whether a secondary eclipse was significant or not. For example, a
V-shaped light curve could trigger this flag. Care needs to be exercised, as a V shape by itself
is not enough to confirm that the TCE is an eclipsing binary rather than a planet with a high
impact parameter.
3. CO (centroid offset). This flag uses pixel-level diagnostics to determine if the signal is
on the target or offset from it. If significantly offset, it is regarded as a false positive on the
grounds that it is not on the target star, whether the TCE has been triggered by a blended planet
or a blended binary. There is always likely to be a small offset from the calculated difference
centroid and the catalogue position of the system being observed. See, for example, Fig. 1.8 in
Section 1.5.3, where diagnostics for the confirmed planet Kepler-10 c are illustrated. Whether
the offset is significant is determined uniquely for each TCE, depending, among other factors,
on the number of detections and hence the orbital period. Not all quarters have good quality
difference images (see, for example, the discussion of KOI 102.02 in Section 5.2.1), and this
will obviously impact the determination of a significant offset. Another factor is the presence
of previously unresolvable background stars: if the TCE is on the target but the flux from the
previously unknown star is not included in the determination of the centroid offset, then a
3https://exoplanetarchive.ipac.caltech.edu/cgi-bin/TblView/nph-tblView?app=ExoTbls&
config=fpwg
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significant offset can be indicated on the opposite side of the target to the previously unknown
star. This can be picked up by the manual vetting carried out by the Kepler False Positive
Working Group.
4. EM (ephemeris match). Each TCE is tested by the Kepler pipeline to see if there is
another entry with matching ephemeris: in particular, is there a match to the orbital period and
phase. The separation in terms of rows and columns can be significant, as charge is known
to transfer along the same column or the same row of the detector, especially from saturated
pixels, resulting in ephemeris matches to distant sources; or it can be much lower, if just
the wings of a nearby PSF are detected in the PSF of the target star. The parent may be a
variable star or may be an eclipsing binary. The scope of this work does not consider matches
to variable stars, such as RR Lyraes: this is a subject for future work. It is also possible for
a parent to be flagged as the child of the child, ie two systems cross reference each other
as being the parent in an ephemeris match, and manual vetting by the Kepler False Positive
Working Group determines which TCE is truly the parent and which is the child.
A false positive may carry more than one flag. False positives flagged SS are likely to
be eclipsing binaries: those also flagged CO are likely blended eclipsing binaries. With this
in mind, the period distribution of entries in the KEBC and NExSci is compared in Fig. 7.2
showing that, apart from short periods where NExSci will be less complete as a period of
≥ 0.5 days is required for further analysis, and very short period binaries often have highly
sinusoidal light curves so are unlikely to be considered for follow up as potential planets, the
two catalogues are comparable. A false positive flagged CO but not SS could be a blended
planet or could be a blended binary in which the secondary eclipse is not observable.
Fig. 7.3 (stellar eclipse) and Fig. 7.4 (centroid offset) show observed Kepler false positives
from DR25 by derived “planet radius” against period, where the derived “radius” is the radius
calculated by the Kepler pipeline on the assumption that the TCE refers to an unblended
planet and that the ‘planet host’ is a single star. Both distributions are bimodal, with systems
with the stellar eclipse flag showing more systems with a larger derived “radius” (Fig. 7.3),
while systems with the centroid offset flag are more common at a smaller derived “radius”
(Fig. 7.4). Many systems carrying a stellar eclipse flag have a derived “radius” too large to be
considered realistically to be a planet.
There is also a known increase in false positives at around 370 days due to instrumental
effects, corresponding to the Kepler orbital period, discussed in Section 5.1. This is apparent
in the minor long period peak in the upper panels of Fig. 7.4 and Fig. 7.5, and is especially
apparent when false alarms (non transiting flag) are also considered.
Confirmation of eclipsing binary status may be through the ephemeris match flag, illus-
trated in Fig. 7.5. Matching is made possible through the existence of one integrated catalogue
from the Kepler main mission in which to search for ephemeris matches. Coughlin et al.
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Fig. 7.3 Systems carrying the Stellar Eclipse flag from Kepler DR25, extrapolated planet
radius against orbital period.
Fig. 7.4 Systems carrying the CO (centroid offset) flag from Kepler DR25, extrapolated planet
radius against orbital period.
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Fig. 7.5 Systems carrying the EC (ephemeris contamination) flag from Kepler DR25, extrapo-
lated planet radius against orbital period.
(2014) discuss the analysis of ephemeris matches, and, as shown in Fig. 3 of Coughlin et al.
(2014), the parent can be up to 1,000" from the child, with most concentrated between 5"-400"
from the child. Ephemeris matches often generate a derived “radius” similar to that of a
terrestrial planet because only a small amount of the energy from the parent is seen in the
child. “Energy” in this context refers to the incoming photons, converted to photoelectrons in
one or more pixels and read out, and includes charge which has transferred along columns or
rows due to instrumental effects. The presence of ephemeris matches emphasises the benefits
of a comprehensive catalogue of all binaries and variable stars in a field. Gaia DR3 is expected
to be able to provide this.
Astrophysical causes of false positives and false alarms which may mimic a terrestrial or
Neptune-like planet, in addition to the ephemeris matches to distant systems discussed above,
include highly grazing unblended eclipsing binaries (Chapter 1.5.1), unblended eclipsing
binaries in which one of the components is a compact object (Chapter 1.5.2), background
blends (Chapter 1.5.3), cosmic rays, and cases where only the secondary eclipse is detected.
For PLATO, it is extremely unlikely that a cosmic ray will affect all cameras in a group at the
same time, therefore this is likely to be less of a factor than it was for Kepler. The secondary-
only detection scenario is essentially rare. An example of a secondary-only detection is KOI
6064.02, a separate listing of the secondary in a 265.30 day system where the primary has
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already been designated KOI 6064.01. Another example is KOI 7968.01, the time series for
which is illustrated in Fig. 7.6. In this long period, eccentric binary (P = 424.623 days), there
are three detections of the secondary eclipse (indicated by the blue triangles) but only two of
the primary eclipse: since three detections are required to trigger further analysis, only the
secondary was considered for KOI status. If the second reaction wheel had not failed when it
did, or if observations of this system had started in Q3, a third detection of the much deeper
primary eclipse could have been expected to be observed.
A few short period planets have also been observed to have secondary eclipses. These
include HD 189733 b, TrES-1, HD 209458b and HAT-P-7b (Deming et al. (2006), Burrows
et al. (2006), Christiansen et al. (2010)).
7.2 Initial mass ratio calibration
A simple model, assigning random angles of inclination to all eclipsing binaries in a field, and
then identifying those that could be ‘observed’ in a single Kepler long cadence integration,
did not reproduce the observed distribution by eclipse depth and orbital period as recorded in
the KEBC. A single Kepler long cadence observation is appropriate when considering the
eclipsing binary population observable by Kepler, as δF in the KEBC is recorded with a
minimum of 0.0001 (100 pm) (see Table 6.1 for the sensitivities of a single long cadence ob-
servation). The discrepancy between observations and simulations was particularly noticeable
at P < 10 days: the observed distribution is approximately flat (Fig.7.1), apart from a peak
dominated by “probably ellipsoidal” binaries at the very shortest periods, while the synthetic
distribution continued to increase as period decreased.
I sought to match my simulations more closely to observations. This involved weighting
by initial mass ratio at P < 10 days (Section 7.2.2) and applying a correction factor to the
period distribution (Section 7.3). For this, I used the Kepler Eclipsing Binary Catalogue. First,
however, I examined the population of KOIs in Kepler DR24 with the significant secondary
flag and P < 1 day, to understand the short period boundary, and to further understand what
leads to one eclipsing binary being forwarded for further analysis as a possible planet, while
another eclipsing binary of similar period was not.
7.2.1 P < 1 day
Fig. 7.7 is an annotated plot of false positives with a significant secondary flag, and no other
flags, in Kepler DR24, downloaded December 2015. This flag implies that the systems in
this plot are unblended eclipsing binaries. Very short period giant planets can have secondary
eclipses, and where this is the case a great deal can be learned about a planet from the
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Fig. 7.7 False positives with the Significant Secondary flag and no other false positive flags,
Kepler DR24, transit depth against period. P = 0.5 days: dashed magenta line. This is the
minimum period at which KOIs were routinely examined. P = 1 day: solid magenta line. P
= 10 days: dash-dot magenta line. Eclipse depth = 500,000 ppm: solid cyan line. This is
the the “theoretical” maximum eclipse depth. Eclipse depth = 100 ppm: dotted cyan line.
This is the minimum eclipse depth recorded in the Kepler Eclipsing Binary Catalogue. The
regions indicated in yellow at P < 1 day are dominated by b < 1, the other regions at P < 1
day are dominated by b > 1 (grazing eclipses). Note that binaries with b > 1 can be found in
the regions identified in yellow, and binaries with b < 1 can be found in the region not marked
in yellow.
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secondary eclipse (Haswell, 2010). The significant secondary flag was only applied to those
sources believed not to be planets. Note that, according to the KEBC, the true period of
a proportion of these binaries is double that stated on NExSci. DR24 is more suitable for
this work than DR25, because of the change in definition of the SS flag from Significant
Secondary to Stellar Eclipse: the latter includes V-shaped light curves without an observable
secondary eclipse, so may include grazing eclipses of giant planets, which are also V-shaped.
Three periods are marked in Fig. 7.7. P = 10 days (dash-dot line) is marked as periods
shorter than this can generally be expected to have circularised or be in the process of
circularising, depending on the age of the system. These are the most suitable binaries for
comparison with a BiSEPS simulation, which utilises zero eccentricity. P= 0.5 days (dash
line) is the minimum period at which sources were routinely examined by the Kepler pipeline.
Sources for which shorter periods have been recorded have had their true periods manually
identified. P = 1 day (solid line) marks the upper limit by period of those binaries investigated
to understand the nature of very short period binaries which may be identified as worthy of
further investigation as potential planets in transiting exoplanet surveys. Fig. 7.2 shows that
the greatest discrepancy between the Kepler Eclipsing Binary Catalogue and false positives
with significant secondaries/stellar eclipses listed on NExSci is at P < 1 day.
An investigation of false positives with the significant secondary flag at P < 1 day revealed
one particularly interesting characteristic, the impact parameter b. b is derived from examina-
tion of the light curve and is < 1 when the centre of the occluding star passes over the disc of
the occluded star at conjunction and is > 1 when the centre of the occluding star does not pass
over the disc of the occluded star, according to the definitions used by NExSci. b may change
from one data release to another, and this analysis relates specifically to DR24. Regions in
the log depth log P parameter space with P < 1 day where sources with b < 1 were clustered
are indicated in Fig. 7.7 by yellow shading. Note that some systems with b > 1 fall in these
yellow regions and some systems with b < 1 fall in the unshaded region. There is overlap.
This does, however, indicate two different types of eclipsing binary with b < 1: the shallower
eclipses with b < 1 may be due to eclipsing binaries in which one component is a compact
object, or to background eclipsing binaries where the offset is not flagged as significant.
At the shortest periods, there is an apparent boundary in the population with b > 1, which
increases in depth with increasing period. Tests indicated this could be reproduced in a
synthetic population by restricting the transit duration Tdur as a fraction of orbital period P,
δT = Tdur/P, to < 9%, and considering grazing binaries only. Analysts at NASA had found
that δT ⪅ 10% was required for such a transit to be detectable (J. Christiansen, staff scientist
at the NASA Exoplanet Archive, priv. comm), which is in line with our findings. There are
cases with longer δT listed on NExSci: these are often cases where the larger body is believed
to be an evolved star, such as a red giant, and may not be grazing.
166 Eclipsing Binary Distribution
Two eclipse depths are highlighted on Fig. 7.7. The lower one, 100 ppm (cyan dotted
line), is the minimum depth recorded in the KEBC. The KEBC was the catalogue used in this
study to calibrate by initial mass ratio distribution and by period distribution. NExSci includes
shallower transits, as here the aim was to identify potential planets: the Earth transiting the
Sun would have a transit depth of 84 ppm.
The other eclipse depth indicated in Fig. 7.7, 500,000 ppm (cyan solid line), is the
“theoretical” upper limit to eclipse depth, based on two equal radius stars at an angle of
inclination of 90%: the maximum eclipse depth is 50% of the out of transit flux when one star
completely occludes the other. In fact, as can be seen from Fig. 7.7, some stars have been
observed to exceed this limit. Examining a synthetic population of eclipsing binaries, two
groups of systems that could exceed this limit were identified.
In the first group, a maximum eclipse depth of 60% could be found in systems which had
not experienced mass transfer, but in which one star was significantly larger than the other,
often in a MS/MS pair, and in which the system was viewed edge on, or close to edge on. In
such an eclipse, the occluding star passes over the brightest part of the occluded star and so,
due to the effects of limb darkening, the depth of the eclipse can exceed 50%. Limb darkening
is described in more detail in Section 3.1.1.
In the second group, a maximum eclipse depth of 85% could be found in synthetic
systems which experienced mass transfer through Roche lobe overflow between two stars in
an MS/MS, RGB/MS or RGB/RGB pairing. In Fig. 7.7 the maximum recorded eclipse depth
is of a binary with a period of 1.81 days (KOI 5614.01/KIC 9101279, depth = 961,488 ±2346
ppm, in Kepler DR24, depth revised in Kepler DR25 to 921671 ±281 ppm). There appears to
be an increase in eclipse depth in the observed population with orbital period from P = 0.5
days to P = 1.8 days. Matter transferring from a donor star to an accretor will form a third
source of light, especially if an accretion disc with a bright spot is formed. If the bright spot
is obscured during an eclipse, the change in flux will be greater than would be expected when
considering two stars alone.
7.2.2 P < 10 days
Using the KEBC, the role of the initial mass ratio in producing the observed distribution was
explored in systems with P < 10 days.
The detection probability υ
The initial mass ratio distribution ε is calculated in BiSEPS as
ε = (s+1)qs (7.1)
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where q is the mass ratio and s is a free parameter specified as an input for each population
simulation.
The probability of detecting an eclipsing binary depends on the transit probability and
observed brightness of the system, and hence can be estimated as
υ ∝ ε
(
R1+R2
a
)(
L1+L2
d2
)
(7.2)
where R1 and R2 are the radii of the two stars and a is the semi major axis, L1 and L2 are
the luminosity of the two stars (measured in L⊙) and d is the distance from Earth in parsecs.
The usefulness of Eq. 7.2 as an estimate for detection probability was tested as follows.
Using data from the BiSEPS model archive (Chapter 2), the parameters of the secondary were
determined for a detached system in which the primary was a representative star (1 R⊙, 1 M⊙,
1 L⊙, age = 4.6 Ga), for secondaries of the following initial mass: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,
0.7, 0.8, 0.9 and 1.0 M⊙, all at age = 4.6 Ga. The distance d and separation a were treated
as constants. The corresponding value of υ for each of these data points was calculated for
s = 0, and then normalised to 1. Using the synthetic Kepler field from Farmer et al. (2013),
a synthetic eclipsing binary population was obtained. The distribution by mass ratio was
obtained and normalised for 0.1 < q < 1, always taking the evolutionary secondary over
the evolutionary primary to derive q. All binaries in which the evolutionary primary was a
compact remnant were removed from analysis, as the present q will reflect mass lost from the
system: these represent ≈ 0.4% of systems in an average simulation interpreted with Kepler
single long cadence precision on the field from Farmer et al. (2013), where s = 0. In addition,
systems in which neither component was a compact remnant but which, as a result of mass
transfer, had q > 1, were also removed from the analysis, as they are not representative of the
systems used to derive υ for this comparison. In these systems, the evolutionary secondary
is now the more massive star (for example, Algol-like systems). These represent ≈ 3% of
eclipsing binary systems in an average simulation interpreted with Kepler single long cadence
precision on the field from Farmer et al. (2013), where s = 0. The value of s = 0 was used in
this comparison, as this matches the parameter with which the field was created. The results
are presented and demonstrate satisfactory agreement in Fig. 7.8.
To generalise this comparison I explored the effect of different primary mass, and different
evolutionary age of the primary, from ZAMS to TAMS on υ .
The normalised υ was calculated at ZAMS and at TAMS for stars with a primary mass
of 0.5 < M/M⊙ < 2.0 at intervals of 0.1 M⊙. The results for s = 0 are given in Table 7.1 and
Table 7.2. Fig. 7.9 and Fig. 7.10 compare υ for the same range of properties of the primary as
in Table 7.1 and Table 7.2 for three values of s, −0.5, 0 and 0.5. There is noticeably more
spread at TAMS than at ZAMS, partly because main sequence lifetime decreases as initial
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Fig. 7.8 Normalised detection probability υ (Eq. 7.2) derived with respect to s = 0 (red line)
compared with an eclipsing binary simulation in a synthetic field from Farmer et al. (2013),
interpreted with Kepler precision in a 30 minute integration, over mass ratio (see text for more
details). The properties of the primary in υ are fixed in this comparison at 1 R⊙, 1 M⊙, 1 L⊙,
age = 4.6 Ga. The properties of the secondary are based on stars of the following initial mass:
0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1.0 M⊙, all at age = 4.6 Ga. Systems simulated
but excluded from this analysis are those in which one component is a compact remnant (≈
0.4%) and systems without a compact component but with q > 1 (≈ 3%).
Table 7.1 Normalised detection probabilities, s = 0. Horizontal: mass ratio. Vertical: initial
mass of the primary, M⊙. Time point: Zero Age Main Sequence (ZAMS).
Primary initial mass q =0.1 q = 0.2 q = 0.3 q = 0.4 q = 0.5 q = 0.6 q = 0.7 q = 0.8 q = 0.9 q = 1.0
0.5 0.049 0.058 0.067 0.076 0.086 0.098 0.112 0.128 0.149 0.176
0.6 0.051 0.060 0.068 0.076 0.085 0.095 0.107 0.123 0.149 0.185
0.7 0.053 0.062 0.069 0.075 0.082 0.092 0.104 0.122 0.149 0.192
0.8 0.054 0.063 0.068 0.074 0.081 0.089 0.102 0.122 0.151 0.195
0.9 0.055 0.063 0.068 0.073 0.080 0.089 0.102 0.122 0.151 0.196
1.0 0.057 0.063 0.068 0.073 0.079 0.089 0.102 0.121 0.150 0.198
1.1 0.057 0.063 0.067 0.072 0.079 0.088 0.101 0.120 0.151 0.201
1.2 0.058 0.063 0.067 0.072 0.079 0.087 0.100 0.120 0.153 0.203
1.3 0.058 0.062 0.066 0.072 0.079 0.087 0.099 0.119 0.153 0.205
1.4 0.058 0.062 0.066 0.071 0.078 0.086 0.099 0.120 0.155 0.204
1.5 0.057 0.061 0.065 0.071 0.077 0.085 0.100 0.123 0.159 0.201
1.6 0.056 0.061 0.065 0.071 0.077 0.086 0.100 0.127 0.158 0.199
1.7 0.056 0.060 0.065 0.071 0.077 0.086 0.104 0.128 0.157 0.196
1.8 0.055 0.060 0.065 0.071 0.077 0.088 0.105 0.128 0.157 0.195
1.9 0.055 0.059 0.065 0.071 0.077 0.089 0.107 0.129 0.156 0.192
2.0 0.055 0.059 0.065 0.070 0.077 0.090 0.108 0.128 0.156 0.191
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Table 7.2 Normalised detection probabilities, s = 0. Horizontal: mass ratio. Vertical: initial
mass of the primary, M⊙. Time point: Terminal Age Main Sequence (TAMS).
Primary initial mass q =0.1 q = 0.2 q = 0.3 q = 0.4 q = 0.5 q = 0.6 q = 0.7 q = 0.8 q = 0.9 q = 1.0
0.5 0.049 0.059 0.067 0.076 0.086 0.098 0.111 0.128 0.148 0.178
0.6 0.052 0.061 0.069 0.076 0.084 0.094 0.106 0.121 0.147 0.189
0.7 0.055 0.064 0.070 0.076 0.082 0.091 0.101 0.119 0.143 0.200
0.8 0.057 0.065 0.070 0.075 0.081 0.087 0.099 0.115 0.143 0.208
0.9 0.061 0.068 0.071 0.075 0.079 0.085 0.093 0.106 0.133 0.228
1.0 0.064 0.068 0.071 0.074 0.078 0.083 0.090 0.103 0.132 0.236
1.1 0.064 0.068 0.070 0.073 0.077 0.083 0.090 0.102 0.135 0.237
1.2 0.064 0.067 0.070 0.073 0.077 0.083 0.090 0.104 0.133 0.238
1.3 0.063 0.066 0.069 0.072 0.077 0.082 0.090 0.105 0.140 0.236
1.4 0.063 0.066 0.069 0.072 0.077 0.081 0.090 0.106 0.141 0.235
1.5 0.061 0.064 0.067 0.070 0.075 0.080 0.091 0.114 0.149 0.228
1.6 0.063 0.066 0.068 0.072 0.075 0.081 0.091 0.109 0.138 0.236
1.7 0.063 0.066 0.068 0.072 0.075 0.081 0.092 0.109 0.136 0.237
1.8 0.063 0.065 0.068 0.072 0.075 0.081 0.092 0.109 0.139 0.236
1.9 0.061 0.064 0.066 0.070 0.073 0.081 0.094 0.114 0.147 0.231
2.0 0.063 0.065 0.068 0.071 0.074 0.082 0.093 0.108 0.140 0.236
stellar mass increases, but s is clearly more significant than the initial mass of the primary.
Fig. 7.11 and Fig. 7.12 extend this analysis to higher values of s, again with more spread at
TAMS than at ZAMS, especially at higher mass ratios.
This indicates that the initial mass ratio distribution, characterised by s, plays a crucial
role in identifying properties of an eclipsing binary population in transiting exoplanet surveys
that target Sun-like stars as, when normalised, the detection probability is largely independent
of the properties of the primary.
Applying the detection probability υ to the observed sample
Using the detection probability υ , the observed population from the Kepler Eclipsing Binary
Catalogue was examined to determine the most likely exponent to the initial mass ratio
distribution, s, in unblended eclipsing binaries with P < 10 days.
The restriction to P < 10 days arose because BiSEPS is limited to zero eccentricity,
and most binaries with P < 10 days are circularised. This is not always the case: at the
time of writing (22 March 2018) there are 41 certified false positives listed on NExSci with
“Heartbeat” or “Heartbeat?” in the comment and nine of these have periods of less than 10
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Fig. 7.9 Normalised detection probability, s = −0.5, s = 0 and s = 0.5, ZAMS. Primary: 0.5 <
M/M⊙ < 2.0, 0.1 < q < 1.0 (similar to Table 7.1). s is more significant than the properties of
the primary.
days.4 A heartbeat star is highly eccentric and the primary and secondary eclipses occur in
close proximity to one another: the resulting light curve resembles an ECG signal, hence
the name “heartbeat” star (Shporer et al. (2016), Hambleton et al. (2016), Fuller (2017)).
One factor is age: younger stars are likely to be in the process of circularising rather than
already circularised. However, for the bulk of the population, the assumption of low or zero
eccentricity for P < 10 days is generally correct.
For 0.45 < P/days < 10.1, 971 binaries were identified within the KEBC with the following
data: a primary eclipse depth, a secondary eclipse depth, and an estimate of Te f f of the primary.
A field of 1 deg2 was selected from the full Galaxy simulation discussed in Chapter 4, centred
on l = 50◦, b = 8◦, Kp ≤ 26, and this area was searched for models which matched the
parameters of the 971 systems from the KEBC. The allowable variation was 5% in effective
temperature and 10% for period, primary eclipse depth and secondary eclipse depth.
For each of the 971 binaries, all matching models within the selected square degree were
identified. The proportion for each of the matching models that would fall within a bin of
width 0.1 in 0.1 < q < 1.0 was identified. The resulting distribution over mass ratio indicated
a high value of s, possibly as high as s = 5.
To test this finding, a series of additional synthetic fields were generated in the same
region of the sky, with a limiting magnitude of Kp ≤ 16, with the following values of s: −0.5,
4https://exoplanetarchive.ipac.caltech.edu/cgi-bin/TblView/nph-tblView?app=ExoTbls&
config=fpwg
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Fig. 7.10 Normalised detection probability, s = −0.5, s = 0 and s = 0.5, TAMS. Primary: 0.5
< M/M⊙ < 2.0, 0.1 < q < 1.0 (similar to Table 7.2). s is more significant than the properties of
the primary, but the spread within s is more significant at TAMS than at ZAMS.
Fig. 7.11 Normalised detection probability, s = −0.5 to s = 5.0, ZAMS. Primary: 0.5 < M/M⊙
< 2.0, 0.1 < q < 1.0 (similar to Table 7.1). s is more significant than the properties of the
primary.
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Fig. 7.12 Normalised detection probability, s = −0.5 to s = 5.0, TAMS. Primary: 0.5 < M/M⊙
< 2.0, 0.1 < q < 1.0 (similar to Table 7.2). s is more significant than the properties of the
primary. s is more significant than the properties of the primary, but the spread within s is
more significant at TAMS than at ZAMS.
0., 0.5, 1., 1.5, 2., 2.5, 3., 3.5, 4. and 4.5. The model matching process was carried out for
each of these fields, and the resulting distribution over mass ratio for each of these fields was
compared with the υ derived from −0.5 < s < 4.5, age = 4.6 Ga, properties of the primary 1
M⊙, 1 R⊙, 1 L⊙. Two values were sought: the minimum acceptable match on an s = 0 base,
as used in the Galaxy simulations described in Chapter 4, and the most likely true distribution.
This was assessed both from visual inspection of the resulting plots (Fig. 7.13, for example)
and a Kolmogorov-Smirnov two-sample test, where a low K-S statistic and high p-value
indicates the best match (Table 7.3). The conclusions from the K-S test are weak.
Fig. 7.13, panel (a), shows an s = 0 υ curve on an s = 0 population base and it is clear
that the resulting distribution over mass ratio in no way matches υ(q). This is reflected in
the low p-value for the same parameters in Table 7.3, where a high p-value indicates that
the hypothesis that the two samples are drawn from the same distribution cannot be rejected.
From the K-S two sample test, the best match for a base with s = 0 is υ calculated with s = 2,
slightly better than for s = 2.5 and s = 3 (Table 7.3). However, visual inspection of the bar
charts indicates that a base of s = 0 with υ derived using s = 2 is not a good match in the most
populated bin, 0.9 < q < 1. The curve for s = 2.5 on the same base, s = 0, is a much better
visual fit. It is illustrated in Fig. 7.13, panel (b). It also produces a reasonable match in the
K-S two sample test.
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(a) Base: s = 0. υ : s = 0 (b) Base: s = 0. υ : s = 2.5
(c) Base: s = 2.5 υ : s = 2.5 (d) Base: s = 4.5 υ : s = 4.5
(e) Base: s = 4. υ : s = 4.
Fig. 7.13 Synthetic populations matched to data from the Kepler Eclipsing Binary Catalogue,
to derive distribution over mass ratio. The synthetic fields were generated with different
values of s, as indicated in the panel label (‘base’) along with the value of s used to derive the
normalised detection probability υ (red line). υ from s = 2.5 is the minimum acceptable fit to
a field simulated with an s = 0 base (panel (b)), and also is an acceptable, but not perfect, fit
on a field simulated with an s = 2.5 base (panel (c)). The highest value of s used was 4.5, and
this is illustrated in panel (d): the fit here is better. This suggests that in short period binaries,
there is a trend towards equal mass components. The Kolmogorov-Smirnov two sample test
(Table 7.3) indicates that s = 2.5 (panel (c)) and s = 4.0 (panel (e)) represent the best fit, but s
= 4.5 is the only one with a good match at 0.9 < q < 1 (panel (d)).
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Where υ is calculated with the same value of s as was used to generate the synthetic field,
the best result in the K-S two sample test is achieved when s = 4, closely followed by s =
2.0 and s = 2.5, although the K-S statistic in these cases is not particularly good. However,
when the plots are inspected, there is again a poor match in the most populated bin, 0.9 < q <
1.0. To obtain a good match in this bin on visual inspection, it is necessary to go to s = 4.5:
however, the K-S two sample test indicates that this is a poorer match overall. A contributory
factor to this poor result is that four period bins from 0.1 < q < 0.2 to 0.4 < q < 0.5 are empty
in the simulated population when the field was simulated with s = 4.5. The suitability of the
K-S test in this case is questionable, when the K-S statistics contradict the visual inspections.
Short period binaries are believed to be an atypical group. Systems cannot easily form
at a < 1 AU (Moe and Di Stefano (2017) and references therein). For equal mass binaries,
this indicates a minimum period at formation of ≈ 260 days where both stars are 1 M⊙, ≈
370 days where both stars are 0.5 M⊙ and ≈ 180 days where both stars are 2 M⊙, so, at
P < 10 days, migration must have occurred. Raghavan et al. (2010) demonstrated that the
inner pairs of triple systems are most likely to be equal mass, while the component masses
in the general binary population are more evenly distributed. For this reason, although s = 4
offered the best match to the observed population with P < 10 days, the s = 0 base is used
for the full PLATO simulations, as it appears to be more widely applicable, with short period
binaries weighted to match the results of this experiment on the s = 0 base. This weighting
was achieved by binning the synthetic eclipsing binary population by q, and weighting each
bin by s(2.5,q)/s(0.0,q), where s(2.5,q) and s(0.0,q) are based on the model with a Sun-like
primary (1 R⊕, 1 M⊕, 1 L⊕, age = 4.6 Ga). Given the similarity between normalised υ shown
in Fig. 7.11 and Fig. 7.12 at different s, the model was selected arbitrarily. There are, however,
advantages in taking a model approximately half way through its main sequence life, as there
is more spread at TAMS than at ZAMS.
This weighting is done as a final step: as this work continues, the aim is to apply a
weighting at the beginning of the simulations.
Having weighted the short period binaries by initial mass ratio distribution, the next step
was to consider calibration by period for all binaries.
7.3 Period distribution calibration
While it is important to regard the Kepler Eclipsing Binary Catalogue as a calibrator, it is
also important to remember that this catalogue is not complete. Not all stars in the field were
observed, and not all binaries in the observed part of the field made it into the catalogue, as
the signal needed to be detectable by Kepler. In the case of binaries, integration time is not as
significant as it was for planets: most binaries in the KEBC fall within the sensitivity for a
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Table 7.3 Results of a Kolmogorov-Smirnov 2 sample test on the calibration of the mass ratio
distribution of systems with P < 10 days. A low K-S statistic and a high p-value means it is
not possible to reject the hypothesis that the distributions of the two samples are the same. In
this case, the two samples are the resulting distribution over mass ratio, and the normalised
detection probability, υ . “Base” refers to the value of s when each field was simulated. The
results from this K-S test are weak.
Base υ K-S p Base υ K-S p Base υ K-S p
-0.5 -0.5 0.67 0.015 0 -0.5 0.67 0.015 0.5 -0.5 0.67 0.015
-0.5 0 0.44 0.23 0 0 0.56 0.067 0.5 0 0.56 0.067
-0.5 0.5 0.44 0.23 0 0.5 0.56 0.067 0.5 0.5 0.44 0.23
-0.5 1. 0.34 0.53 0 1. 0.36 0.49 0.5 1. 0.34 0.53
-0.5 1.5 0.24 0.89 0 1.5 0.26 0.86 0.5 1.5 0.24 0.89
-0.5 2. 0.22 0.95 0 2. 0.16 1.0 0.5 2. 0.14 1.0
-0.5 2.5 0.22 0.95 0 2.5 0.20 0.98 0.5 2.5 0.14 1.0
-0.5 3 0.22 0.95 0 3 0.20 0.98 0.5 3. 0.12 1.0
-0.5 3.5 0.26 0.87 0 3.5 0.30 0.70 0.5 3.5 0.16 1.0
-0.5 4 0.28 0.79 0 4 0.30 0.70 0.5 4. 0.19 0.99
-0.5 4.5 0.28 0.79 0 4.5 0.30 0.70 0.5 4.5 0.19 0.99
1. -0.5 0.67 0.015 1.5 -0.5 0.67 0.015 2. -0.5 0.67 0.015
1. 0 0.67 0.015 1.5 0 0.67 0.015 2. 0 0.67 0.015
1. 0.5 0.56 0.067 1.5 0.5 0.56 0.067 2. 0.5 0.46 0.20
1. 1. 0.46 0.20 1.5 1. 0.46 0.20 2. 1. 0.34 0.53
1. 1.5 0.36 0.49 1.5 1.5 0.36 0.49 2. 1.5 0.24 0.90
1. 2. 0.26 0.87 1.5 2. 0.26 0.87 2. 2. 0.23 0.93
1. 2.5 0.16 1.0 1.5 2.5 0.23 0.93 2. 2.5 0.14 1.0
1. 3. 0.16 1.0 1.5 3. 0.22 0.95 2. 3. 0.13 1.0
1. 3.5 0.18 0.99 1.5 3.5 0.22 0.95 2. 3.5 0.13 1.0
1. 4. 0.19 0.99 1.5 4. 0.22 0.95 2. 4. 0.19 0.99
1. 4.5 0.19 0.99 1.5 4.5 0.22 0.95 2. 4.5 0.19 0.99
2.5 -0.5 0.67 0.015 3. -0.5 0.67 0.015 3.5 -0.5 0.67 0.015
2.5 0 0.57 0.058 3. 0 0.67 0.015 3.5 0 0.67 0.015
2.5 0.5 0.46 0.20 3. 0.5 0.46 0.20 3.5 0.5 0.56 0.058
2.5 1. 0.44 0.23 3. 1. 0.36 0.49 3.5 1. 0.44 0.23
2.5 1.5 0.34 0.53 3. 1.5 0.33 0.57 3.5 1.5 0.34 0.53
2.5 2. 0.24 0.90 3. 2. 0.33 0.57 3.5 2. 0.33 0.57
2.5 2.5 0.23 0.93 3. 2.5 0.33 0.57 3.5 2.5 0.33 0.57
2.5 3. 0.22 0.95 3. 3. 0.33 0.57 3.5 3. 0.33 0.57
2.5 3.5 0.22 0.95 3. 3.5 0.33 0.57 3.5 3.5 0.33 0.57
2.5 4. 0.22 0.95 3. 4. 0.33 0.57 3.5 4. 0.33 0.57
2.5 4.5 0.22 0.95 3. 4.5 0.33 0.57 3.5 4.5 0.33 0.57
4. -0.5 0.67 0.015 4.5 -0.5 0.67 0.015
4. 0 0.67 0.015 4.5 0 0.67 0.015
4. 0.5 0.56 0.067 4.5 0.5 0.56 0.067
4. 1. 0.46 0.20 4.5 1. 0.46 0.20
4. 1.5 0.46 0.20 4.5 1.5 0.44 0.23
4. 2. 0.36 0.49 4.5 2. 0.44 0.23
4. 2.5 0.26 0.87 4.5 2.5 0.44 0.23
4. 3. 0.26 0.87 4.5 3. 0.44 0.23
4. 3.5 0.22 0.95 4.5 3.5 0.44 0.23
4. 4. 0.22 0.95 4.5 4. 0.44 0.23
4. 4.5 0.22 0.95 4.5 4.5 0.44 0.23
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Fig. 7.14 Annotated light curve, KIC 6353203, morphology parameter = 0.64. δFT is the
change in flux due to the transit alone, δFT +δFE is the change in flux due to both the transit
and the ellipsoidal variations.
single long cadence integration (30 minutes). The ability to recognise that the signal comes
from an eclipsing binary, and to measure the risk that it will be mis-identified as coming from
a planet, is more important.
One way to measure this is through the morphology parameter used by the KEBC.
As the morphology parameter increases, ellipsoidal variations become more evident and
eclipse duration as a fraction of orbital period increases. However, there is no formal link
between these two observable characteristics and the morphology parameter (Andrej Prsa,
priv. comm.).
Coughlin et al. (2016) stated that only systems with a morphology parameter < 0.6 were
included in Kepler DR24 and DR25. My preferred approach would have been to use δT
(transit duration over orbital period), δFT (the proportion of δF which is due to the transit)
and δFT +δFE (total δF , including both the eclipse and ellipsoidal variations), to derive the
morphology parameter in each synthetic system (see Fig. 7.14). This would have matched the
synthetic binary population to the observed population as recorded in NExSci more closely.
Instead, a more empirical approach was required, which should always be regarded as subject
to review as further data becomes available.
For the period distribution weighting, the KEBC, rather than NExSci, was utilised for the
following reasons:
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1. The KEBC includes binaries not included in NExSci, which lists only those binaries
assigned a KOI number.
2. Systems with a stellar eclipse in NExSci may be blended or unblended. The KEBC
has undertaken work to distinguish between blended and unblended binaries. In particular, in
NExSci blended systems within the exclusion radius of the target cannot be distinguished as
having an offset without follow-up work, such as that undertaken by the Kepler False Positive
Working Group.
3. From DR25, grazing planets may carry the stellar eclipse flag if the resulting light
curve is V-shaped.
4. Where there is a disagreement between NExSci and KEBC on orbital period in a given
system, examination of the light curve indicates that more often than not the analysis from
KEBC is correct. This occurs particularly in circular orbits with an observable secondary
eclipse at φ = 0.5: preliminary analysis in NExSci can indicate that these are differing depths
of a single eclipse at half the true period. Such systems can be identified in NExSci catalogues
through the use of the Odd/Even flag.
Since an empirical approach is required, I use cross validation in this experiment, dividing
my simulated data into a training set and a testing set. The training set and the testing set
are analysed separately. If the model produced with the training set fits the testing set, it is
likely that the assumptions on which the analysis was based are correct. It was not possible
to use this approach in deriving the intrinsic exoplanet distribution (Chapter 6), due to the
small numbers of planets in many of the bins. However, since eclipsing binary simulations
can be run relatively quickly utilising the synthetic Kepler field from Farmer et al. (2013),
this approach was feasible in this part of the work.
A total of 40 unblended eclipsing binary synthetic populations were obtained, based on
the Kepler field from Farmer et al. (2013). These synthetic populations were separated into
two equal sets. Simulations 1-20 were allocated to Set 1 (the training set), and the simulations
21-40 were allocated to Set 2 (the testing set). Because it was always the intention to examine
the impact of the weighting with υ (Section 7.2.2) at different periods, the numbers of binaries
in which at least one component was a compact remnant were separated from the numbers
of binaries in which neither component was a compact remnant. When weighting by υ was
applied, binaries with at least one compact remnant (≈ 0.4%) and binaries where q > 1 (≈
3%) were given a weighting of 1. The mean of the unblended binaries in each set, both before
and after weighting by υ , was obtained.
Table 7.4 and Fig. 7.15 show the initial results of these simulations, comparing all
observed binaries in the KEBC with those observed binaries with a morphology parameter <
0.7, separating out synthetic binaries with a compact component from those synthetic binaries
without a compact component, and demonstrating the effect of weighting by υ , as described
178 Eclipsing Binary Distribution
Table 7.4 Orbital period distribution of binaries, KEBC vs simulations, no limit on eclipse
duration, both eclipses detectable, mean of 20 simulations per set. Column 1: log P/days.
Column 2: all KEBC entries. Column 3: KEBC entries with a morphology parameter < 0.7
(probably detached and probably semi-detached only). Column 4: mean number of binaries
with a compact component, Simulations 1-20. Column 5: as column 4, Simulations 21-40.
Column 6: mean number of binaries in which neither component is a compact remnant, before
weighting by υ , Simulations 1-20. Column 7: As Column 6, Simulations 21-40. Column 8:
as column 6, weighted by υ , based on s = 2.5, Simulations 1-20. Column 9: as column 8,
Simulations 21-40.
mean mean mean mean mean mean
log Period/ KEBC KEBC Set 1 Set 2 Set 1 Set 2 Set 1 Set 2
days all morph Compact Compact Other Other Other Other
< 0.7 All All Weighted Weighted
by υ by υ
-0.4 to -0.2 251 72 0.35 1.05 285 289 256 261
-0.2 to 0.0 247 151 0.30 0.30 656 656 579 585
0.0 to 0.2 219 151 0.30 0.55 635 627 577 564
0.2 to 0.4 224 174 0.00 0.05 520 520 466 470
0.4 to 0.6 221 189 0.10 0.20 398 398 367 372
0.6 to 0.8 250 239 0.15 0.05 304 306 290 283
0.8 to 1.0 199 193 0.00 0.00 223 228 193 197
1.0 to 1.2 191 190 0.10 0.30 180 180 169 169
1.2 to 1.4 178 178 0.00 0.00 127 128 124 119
1.4 to 1.6 123 123 0.00 0.00 96 100 91 95
1.6 to 1.8 90 90 0.00 0.00 76 78 70 71
1.8 to 2.0 66 66 0.00 0.00 64 65 59 57
2.0 to 2.2 43 43 0.00 0.00 51 52 49 46
2.2 to 2.4 53 53 0.00 0.00 39 39 39 37
2.4 to 2.6 31 31 0.00 0.00 29 29 26 28
2.6 to 2.8 24 24 0.00 0.00 23 22 22 21
2.8 to 3.0 12 12 0.00 0.00 19 16 17 15
3.0 to 3.2 4 4 0.00 0.00 14 16 14 16
7.3 Period distribution calibration 179
Fig. 7.15 Figure to accompany Table 7.4. No limit on the duration of the primary eclipse
in grazing eclipsing binaries. KEBC: all KEBC entries. KEBC < 0.7: KEBC entries with
a morphology parameter < 0.7. Set 1 compact: mean number of binaries with a compact
component, Simulations 1-20. Set 2 compact: as Set 1 compact, Simulations 21-40. Set 1 raw:
mean number of binaries in which neither component is a compact remnant, before weighting
by υ , Simulations 1-20. Set 2 raw: As Set 1 raw, Simulations 21-40. Set 1 weighted: as
column 6, weighted by υ , based on s = 2.5, Simulations 1-20. Set 2 weighted: as Set 1
weighted, Simulations 21-40.
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Table 7.5 As Table 7.4, eclipse duration < 9% of orbital period in grazing binaries.
mean mean mean mean mean mean
log Period KEBC KEBC Set 1 Set 2 Set 1 Set 2 Set 1 Set 2
/days all morph Compact Compact Other Other Other Other
< 0.7 All All Weighted Weighted
by υ by υ
-0.4 to -0.2 251 72 0.35 1.05 134 133 89 86
-0.2 to 0.0 247 151 0.30 0.30 370 365 252 253
0.0 to 0.2 219 151 0.30 0.55 438 431 335 326
0.2 to 0.4 224 174 0.00 0.05 438 437 358 360
0.4 to 0.6 221 189 0.10 0.20 368 367 326 329
0.6 to 0.8 250 239 0.15 0.05 292 295 275 269
0.8 to 1.0 199 193 0.00 0.00 219 224 190 193
1.0 to 1.2 191 190 0.10 0.30 180 180 169 168
1.2 to 1.4 178 178 0.00 0.00 127 128 123 119
1.4 to 1.6 123 123 0.00 0.00 96 100 91 91
1.6 to 1.8 90 90 0.00 0.00 76 78 70 71
1.8 to 2.0 66 66 0.00 0.00 64 65 59 57
2.0 to 2.2 43 43 0.00 0.00 51 52 49 46
2.2 to 2.4 53 53 0.00 0.00 39 39 39 37
2.4 to 2.6 31 31 0.00 0.00 29 28 25 27
2.6 to 2.8 24 24 0.00 0.00 23 22 22 21
2.8 to 3.0 12 12 0.00 0.00 19 16 17 15
3.0 to 3.2 4 4 0.00 0.00 14 16 14 16
Fig. 7.16 Figure to accompany Table 7.5. As Fig. 7.15, with eclipse duration < 9% of orbital
period in grazing binaries. The number of synthetic binaries with log P < 1.0 days is reduced.
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in the previous section, with s = 2.5. In Table 7.4 and Fig. 7.15 no maximum limit was set on
δT .
Table 7.5 and Fig. 7.16 demonstrate the effect of limiting δT in grazing eclipsing binaries
to 9%. No limit was applied to non-grazing binaries (ie those with b < R1−R2) where R1 and
R2 are the radii of the two stars. At short periods, fewer binaries are included in Table 7.5 and
Fig. 7.16 than in Table 7.4 and Fig. 7.15, and weighting by υ further reduces the numbers of
synthetic binaries counted, but in Table 7.5 and Fig. 7.16 there is still an excess of binaries
where synthetic binaries are weighted by υ with s = 2.5 at log P ⪅ 0.8 days, an approximate
match at 0.8 ⪅ log P/days ⪅ 1, a deficit at 1 ⪅ log P/days ⪅ 1.8, and an approximate match
at log P ⪆ 1.8 days (unweighted). Weighting by υ appears to make little difference at log P
⪆ 1.2 days.
The training set and testing set appear to be in agreement with each other.
Reasons for the excess at log P ⪅ 0.8 days may include the following:
1. Simulated eclipses may be identified which, due to a shallow eclipse depth and large
ellipsoidal variations, are not identifiable in the observed population (ie issues arising from
completeness). Note that non-eclipsing ellipsoidal binaries may be present in the observed
population, but are excluded from the synthetic population.
2. Systems cannot normally form at a < 1 AU (Moe and Di Stefano, 2017) and must
migrate to that configuration, but a flat initial period distribution, as utilised by BiSEPS,
produces an excessive number of short period systems, reflected in an excess in the number of
short period eclipsing binaries. Fig. 7.17 demonstrates this in a 1 deg2 field centred on l = 50◦,
b = 8◦, the same field as was used to weight υ at s = 0. Panel (a) illustrates all solar metallicity
binaries in the field, and panel (b) illustrates the number of solar metallicity eclipsing binaries
in a sample simulation. There are significant differences in the period distribution in the two
panels.
Reasons for the small deficit at 1 ⪅ log P/days ⪅ 1.8 may include the following:
1. Eccentricity: this is currently not incorporated in BiSEPS and is a subject for future
work. At P > 10 days, the assumption of low eccentricity is no longer generally valid.
2. Mis-characterisation in the observed population of planets, particularly giant planets,
or brown dwarfs, as binaries, possibly due to the shape of the light curve.
3. A “pile up” of binaries, that is an excess in the real binary distribution due to a
hypothetical slowing down in period decrease.
To explore this deficit further, the condition in Table 7.4 and Table 7.5, Fig. 7.15 and
Fig. 7.16, that both eclipses should be detectable, was relaxed. The distribution this change
produced are presented in Table 7.6 and Fig. 7.18. This has the obvious effect of increasing
the number of binaries that can be detected at all orbital periods, and reflects the conditions
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(a) All solar metallicity binaries (b) Solar metallicity eclipsing binaries
Fig. 7.17 Comparing the number of of solar metallicity binaries with eclipsing binaries in
a 1 deg2 synthetic field. This is the same field that was used to weight υ at s = 0. Note the
different y axes.
under which data would be extracted from the full PLATO simulations. It reduces the deficit
referred to above, but at the same time increases the excess at the shortest periods.
Using the data from Table 7.6 and Fig. 7.18, the next step was to find a correction factor
for each period bin which would allow the synthetic population to approximate the observed
population with a morphology parameter < 0.7, without overfitting the data. The correction
factor represents a smoothed curve, binned logarithmically by period. This was found to
reproduce a smoothed KEBC distribution to within 15%, apart from the bin −0.2 < log
P/days < 1, which appears to have an anomalously large number of binaries in the observed
population.
Table 7.7 and Fig. 7.19 illustrate the results of the calibration exercise, comparing a
fully calibrated synthetic population with the observed population from the KEBC with a
morphology parameter < 0.7. As can be seen, the fully calibrated synthetic population is not
an exact match for the observed population, but it is much closer than in previous figures and
tables. The synthetic population when calibrated in this way rises to a peak at 0.6 < log P/days
< 0.8 and then falls again, relatively smoothly. Weighting by υ with s = 2.5 was required up
to and including the bin 1.2 < log P/days < 1.4: at longer periods, weighting by υ was not
required.
Fig. 7.20 illustrates the period calibration factor, also given in Table 7.7, Column 4. This
rises to a maximum of 1.25 at 1.2 < log P/days < 1.4 before setting at 1 for log P > 1.6 days.
There is an additional peak in the bin -0.4 < log P/days < -0.2 because this is a synthetic
population, so no binaries with sinusoidal light curves that are not actually transiting would
be included.
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Table 7.6 As Table 7.5, but the condition that both eclipses must be detectable has been
relaxed. This increases the number of observable binaries at all orbital periods.
mean mean mean mean mean mean
log Period KEBC KEBC Set 1 Set 2 Set 1 Set 2 Set 1 Set 2
days all morph Compact Compact Other Other Other Other
< 0.7 All All Weighted Weighted
by υ by υ
-0.4 to -0.2 251 72 2.85 3.55 164 166 93 91
-0.2 to 0.0 247 151 1.45 1.80 457 451 262 262
0.0 to 0.2 219 151 1.70 1.90 508 501 344 334
0.2 to 0.4 224 174 1.15 1.40 493 497 364 367
0.4 to 0.6 221 189 0.55 0.85 417 415 330 334
0.6 to 0.8 250 239 0.65 0.40 324 327 278 273
0.8 to 1.0 199 193 0.50 0.80 247 252 193 196
1.0 to 1.2 191 190 0.30 0.35 203 205 171 171
1.2 to 1.4 178 178 0.40 0.25 143 146 126 121
1.4 to 1.6 123 123 0.15 0.00 110 113 93 95
1.6 to 1.8 90 90 0.00 0.00 87 90 71 73
1.8 to 2.0 66 66 0.00 0.00 73 75 60 60
2.0 to 2.2 43 43 0.00 0.00 59 59 49 48
2.2 to 2.4 53 53 0.00 0.00 45 46 41 40
2.4 to 2.6 31 31 0.00 0.00 32 33 28 30
2.6 to 2.8 24 24 0.00 0.00 28 27 24 23
2.8 to 3.0 12 12 0.00 0.00 23 20 19 17
3.0 to 3.2 4 4 0.00 0.00 18 19 15 17
Fig. 7.18 Figure to accompany Table 7.6. As Fig. 7.16, but the condition that both eclipses
must be detectable has been relaxed. This increases the number of observable binaries at all
orbital periods.
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Table 7.7 Final period calibration. Column 1: log Period/days. Column 2: Eclipsing binaries
in the KEBC with a morphology parameter < 0.7 (probably detached and probably semi-
detached only). Column 3: indicates if calibration by υ with s = 2.5 was used in this period
bin. Column 4: The factor by which the mean of the number of binaries in a set was multiplied
in this period bin. Column 5: mean of the number of binaries in which neither component is
a compact remnant, weighted by υ based on s = 2.5 and corrected by the period calibration
coefficient, Simulations 1-20. Column 6: as column 5, Simulations 21-40.
log Period/ KEBC IMR Period mean mean
days morph weighted correction Set 1 Set 2
< 0.7 Y/N factor
-0.4 to -0.2 72 Y 0.75 70 68
-0.2 to 0.0 151 Y 0.40 105 105
0.0 to 0.2 151 Y 0.45 155 150
0.2 to 0.4 174 Y 0.50 182 183
0.4 to 0.6 189 Y 0.67 221 223
0.6 to 0.8 239 Y 0.90 251 246
0.8 to 1.0 193 Y 1.00 193 196
1.0 to 1.2 190 Y 1.11 189 190
1.2 to 1.4 178 Y 1.25 157 151
1.4 to 1.6 123 N 1.11 122 125
1.6 to 1.8 90 N 1.00 87 90
1.8 to 2.0 66 N 1.00 73 75
2.0 to 2.2 43 N 1.00 59 59
2.2 to 2.4 53 N 1.00 45 46
2.4 to 2.6 31 N 1.00 32 33
2.6 to 2.8 24 N 1.00 28 27
2.8 to 3.0 12 N 1.00 23 20
3.0 to 3.2 4 N 1.00 18 19
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Fig. 7.19 Figure to accompany Table 7.7. KEBC < 0.7: KEBC entries with a morphology
parameter < 0.7. Set 1 weighted: mean of binaries in which neither component is a compact
remnant, weighted by υ , based on s = 2.5 and corrected by period, Simulations 1-20. Set 2
weighted: as Set 1 weighted, Simulations 21-40.
Fig. 7.20 Final period correction factor, by period bin. To accompany Table 7.7. This was
found to reproduce a smoothed KEBC distribution to within 15%, apart from the bin −0.2 <
log P/days < 1, which has an anomalously large number of binaries in the observed population.
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This calibration is approximate, and is expected to be improved in future work, in particular
once Gaia DR3 is available, probably in 2019. This is the release that is expected to include
the full binary catalogue. The question of whether planets are being mischaracterised as
binaries at ≈ 10-40 days can be further addressed at that point. In addition, eccentricity and
the possibility of a binary “10-40 day pile-up” are issues that should be addressed in future
work.
7.4 Application to the PLATO fields
The synthetic binary sample presented here represents those binaries likely to be observed in
a transiting exoplanet survey such as Kepler and PLATO, not the intrinsic eclipsing binary
population of the Galaxy.
The samples are subject to significant uncertainties in the free parameters of the population
model, which future work should be able to resolve more closely. These binary star estimates
are intended to be used with the exoplanet estimates from Chapter 6 to predict the ratio of
planets to blended and unblended eclipsing binaries (Chapter 8).
The samples presented here are the mean of five full simulations, interpreted with PLATO
precision in a one hour integration. The mean total number of eclipsing binaries per simulation
is 3.13 x 106 in LLS, and 8.53 x 106 in LLN: in other words, LLS has 37% of the total number
of binaries simulated in LLN. The mean distribution as a function of Galactic longitude, l, is
presented in Fig. 7.21. The distribution by l is governed by (i) relationship to the Galactic
Centre, (ii) extinction, derived from Drimmel et al. (2003), and (iii) the number of binaries
seeded in the model Galaxy as a function of l and b (Chapter 4). The region in LLN 81.5◦ ≤ l
≤ 89.5◦ has a similar angular separation from the Galactic centre as the region in LLS 278.5◦
≤ l ≤ 270.5◦. The mean number of eclipsing binaries simulated in these regions are 6.18 x
105 (LLN) and 8.46 x 105 (LLS). So, the population in LLS is 137% of that in LLN at similar
angular separation from the Galactic centre. While simulating the wider field described in
Chapter 4, I monitored the numbers of stars at equivalent l and at equivalent |b| (above and
below the Galactic plane), and found that the number of systems simulated in the Southern
hemisphere was generally about 111% of the number of systems simulated in the Northern
hemisphere. Therefore, this excess in LLS at equivalent angular separation from the Galactic
centre is as expected.
I analysed the synthetic eclipsing binaries at three angular separations from synthetic
potential PLATO target stars, interpreting the simulations with PLATO precision in a one
hour integration (Chapter 5).
(a) Unblended binaries (UB, 0.0"). These binaries are included under the following
assumptions: (i) The binary is the target observed by PLATO. (ii) It is possible to disentangle
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Fig. 7.21 Mean number of eclipsing binaries per simulation, as a function of Galactic longitude
l, before interpretation with PLATO precision. The distribution by l is governed by (i)
relationship to the Galactic Centre, (ii) extinction, derived from Drimmel et al. (2003), and
(iii) the number of binaries seeded in the model Galaxy as a function of l and b (Chapter 4).
The top x axis gives l for LLS, and the bottomx axis gives l for LLN.
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all other information and consider the true depths of the binary eclipses. It is recognised
that assumption (ii) is unlikely to be fulfilled in actual PLATO observations in more densely
populated regions of the Galaxy, although where the target dominates the flux in its pixel this
disentangling should be easier to obtain.
(b) Binaries within the same pixel (7.5"). Blending within the same pixel will in practice
be a lower limit on the distance at which blending will occur in PLATO observations. These
binaries are identified on the assumption that the target is positioned at the centre of the pixel.
(c) Binaries within the same imagette (45.0"). Blending within the same imagette will in
practice be the upper limit on the distance at which blending with the full PSF of the blended
eclipsing binary will occur in PLATO observations, assuming a 6 pixel x 6 pixel imagette
with the target at the centre.
In practice, blending in PLATO observations will fall between these two limits, 7.5"
and 45.0". The samples presented here are intended to provide approximate minimum and
maximum levels of contamination, not to be firm predictions in their own right. Comparison
with the unblended sample is also beneficial in understanding the effects of contamination
in binaries mimicking exoplanets of a given planet class, although it is not expected that, in
practice, the unblended sample will be clearly observed.
7.4.1 Within the same imagette, < 45"
The binary sample within 45" of the target is intended to include all eclipsing binaries whose
PSF may be blended with the PSF of any of the target stars. The wings of the PSFs of more
distant binaries may also be blended with the PSF of the target, in a similar fashion to the
false positives flagged as ephemeris matches in the Kepler data. As noted in Section 7.1,
Coughlin et al. (2014) recorded ephemeris matches in Kepler data where the parent is up to
1,000" away from the child, with most parents between 5"-400" from the child: this is in
the context of a Kepler plate scale of 3.98"/pixel. PLATO’s plate scale is 15.0"/pixel. The
circumstances which lead to an ephemeris match often include alignment along rows or, more
frequently, columns. A small misalignment of the cameras may reduce the risk of ephemeris
matches due to charge transfer in more than one camera: however, as described in the PLATO
Definition Study Report, misalignment may also reduce the overlap of the cameras and reduce
the number of stars that can be observed by all cameras in a group. The target given in the
Report is that misalignment should not exceed ≈ 3.4’.
A comprehensive catalogue for use with PLATO, listing all binaries and variable stars
within the field, not just those which may be observed, is therefore essential. It is assumed
that this tool will be available from forthcoming Gaia data releases, and will eliminate blends
with just the wings of the PSF of a nearby star from further consideration.
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(a) V ≤ 26 (b) V ≤ 16, F5-K
(c) P1 (d) P2
(e) P4 (f) P5
Fig. 7.22 Synthetic binaries within 45" of the target, as a function of apparent radius. LLN
is Long Look North, LLS is Long Look South, and the number in the legend refers to the
number of cameras. Binaries with an apparent radius −0.4 < log R/R⊕ < 0.2 mimic terrestrial
planets, binaries with an apparent radius 0.2 < log R/R⊕ 0.8 mimic Neptune-like planets,
binaries with an apparent radius 0.8 < log R/R⊕ < 1.4 mimic giant planets, and binaries with
an apparent radius log R/R⊕ > 1.4 are clearly stellar in nature. In P2, the blended population
sample is dominated by small number statistics.
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Table 7.8 Apparent radius of binaries mimicking exoplanets by type of exoplanet. See Section
6.3 for more information on the planet classes.
log Radius/R⊕ Planet type
-0.6 to -0.4 Smaller than considered in the exoplanet population
-0.4 to -0.2 Mars-analogue
-0.2 to 0.0 Earth-analogue (1)
0.0 to 0.2 Earth-analogue (2)
0.2 to 0.4 Small Neptunes (1)
0.4 to 0.6 Small Neptunes (2)
0.6 to 0.8 Large Neptunes
0.8 to 1.0 Giant Planets (1)
1.0 to 1.2 Giant Planets (2)
1.2 to 1.4 Giant Planets (3)
1.4 to 1.6 Stellar
1.6 to 1.8 Stellar
1.8 to 2.0 Stellar
Fig. 7.22 presents the mean of five simulations and covers the separation up to 45". The
figures show the distribution over apparent radius, ie the radius of a planet that the binary
is mimicking. A detailed breakdown is included in Appendix D, Tables D5, D6, D11, D12,
D17, D18, D23, D24, D29, D30, D35 and D36. These are reported in units of R⊕ to enable
easy comparison with the exoplanet simulations. For easy reference, the Sun at 1 R⊙ is ≈
100 R⊕. Detailed information relating radius to planet type is included in Section 6.3, and is
summarised in Table 7.8.
Fig. 7.22 shows a breakdown by field (LLN and LLS); by number of cameras, demonstrat-
ing the effect of reducing the number of cameras from 32 (8/group) to 24 (6/group); and by
PLATO priority population, with two additional populations included: V ≤ 16, F5-M, which
approximates the population observed by Kepler, and V ≤ 26, in other words everything
PLATO detectors are sensitive to, whether or not the system is in a PLATO priority population.
The two populations V ≤ 26 and V ≤ 16, F5-M, are included for better comparison with data
from other surveys, such as Kepler.
Approximately twice as many binaries within the same imagette are detected in the LLN
field than in LLS, which is consistent with the ratio of systems in LLN to LLS (see Section
6.4.1) and with the total number of eclipsing binaries simulated before interpretation with
PLATO precision (Fig 7.21).
In P2 (Fig. 7.22, panel (d)), small number statistics make trends impossible to distinguish.
At V ≤ 8, these target stars are essentially rare.
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In P1, there is a marked peak at 0.0 ≲ log R/R⊕ ≲ 0.6 in both Long Look fields (Fig. 7.22,
panel (c)), mimicking terrestrial and Neptune-like planets. The population falls to a minimum
at 1.2 ≲ log R/R⊕ ≲ 1.6, before rising slowly as the apparent radius approaches Sun-like
values (log R/R⊕ 2.0). Terrestrial and Neptune-like planets are expected to be of most
interest to PLATO and P1 is the population most of interest, as these are the stars for which
asteroseismology will be routinely completed, better constraining stellar properties and
therefore the radius and age of the planet. It is therefore useful to be aware that at maximum
blending, the planets most likely to be of interest are also likely to be the most contaminated
by background eclipsing binaries.
In the more general populations, which include systems that PLATO is capable of detecting
but is not prioritising, the maximum is at 0.6 ≲ log R/R⊕ ≲ 1.2 (Fig. 7.22, panel (a) (V ≤ 26),
Fig. 7.22, panel (b) (Kepler-like: V ≤ 16, F5-M) ). The binaries near this maximum would
mimic large Neptunes and giant planets.
In P5 (Fig. 7.22, panel (f)), the maximum lies at 0.2≲ log R/R⊕ ≲ 0.8, mimicking Neptune-
like planets. The limiting magnitude is fainter than P1 and brighter than P4 (Fig. 7.22, panel
(e)), where the peak in the distribution lies at 0.4 ≲ log R/R⊕ ≲ 1.0, mimicking Neptune-like
planets and smaller giant planets.
When blends are considered out to 45", the limiting magnitude in the PLATO priority
classes is a key factor in determining which type of planets are most likely to be mimicked by
background eclipsing binaries.
7.4.2 Unblended
Results for unblended binaries are presented in Fig. 7.23 and Appendix D, Tables D1, D2,
D7, D8, D13, D14, D19, D20, D25, D26, D31 and D32.
In the unblended populations, there is a clear distinction between the population dominated
by binaries in which one component is a WD, mimicking planets with an apparent radius of
0.0 ≲ log R/R⊕ ≲ 0.4 (Table 7.9), and the grazing population, which may mimic planets of
any size. Given that one of the constraints on the BiSEPS simulation is a stellar radius of ≥
0.1 R⊙ at ZAMS, any unblended eclipsing binary with no compact component mimicking a
planet of ≲ 10 R⊕ is grazing.
The apparent radius is derived from the fractional decrease in flux δF during the eclipse.
Section 1.5, Equations 1.10, 1.11 and 1.12 summarise how δF is derived in the case of an
eclipsing binary, where both objects are self luminous, although limb darkening (Section 3.1.1)
must also be taken into account; and Eq. 1.1 demonstrates how δF is used, in conjunction
with an estimate of the stellar radius, to derive an estimate of the planetary radius.
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(a) V ≤ 26 (b) V ≤ 16, F5-K
(c) P1 (d) P2
(e) P4 (f) P5
Fig. 7.23 Unblended synthetic binaries, as a function of apparent radius. LLN is Long Look
North, LLS is Long Look South, and the number in the legend refers to the number of cameras.
In P1, P4 and P5, the maximum at 0.2 ≲ log R/R⊕ ≲ 0.4 is dominated by binaries in which
one object is a white dwarf (Table 7.9). In P2, the sample is dominated by small number
statistics. In P4, the sharp drop at R ≈ 1.6 R⊕ is determined by the maximum radius of an
M-class star.
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Table 7.9 Proportion of unblended binaries mimicking planets of a given radius which include
a WD component, by PLATO priority class and by field. No unblended binaries were noted
mimicking planets log R/R⊕ < −0.2, and there are no unblended binaries in which one
component is a WD mimicking planets log R/R⊕ > 0.8. n/a means no binaries in this PLATO
priority class mimicking planets of this radius in this field.
log R/R⊕ P1 LLN P1 LLS P2 LLN P2 LLS P4 LLN P4 LLS P5 LLN P5 LLS
-0.2 to 0.0 0.0 n/a n/a n/a n/a 0.0 0.20 0.50
0.0 to 0.2 1.0 0.85 n/a 1.0 0.89 0.91 0.82 0.77
0.2 to 0.4 0.85 0.91 n/a 1.0 0.90 0.88 0.87 0.83
0.4 to 0.6 0.0 0.14 n/a 0.0 0.18 0.28 0.18 0.17
0.6 to 0.8 0.0 0.0 n/a n/a 0.0 0.0 0.0048 0.00
In P1 (Fig. 7.23, panel (c)) and in P5 (Fig. 7.23, panel (f)), binaries in which one object
is a WD dominate the synthetic population up to log R/R⊕ = 0.4. Table 7.9 quantifies this,
by PLATO priority population and by apparent radius. At 0.0 < log R/R⊕ < 0.4, binaries in
which one component is a white dwarf make up ≳ 80% of the unblended binary population.
Grazing binaries are becoming more significant at apparent radii above log R/R⊕ = 0.4 and
there are no compact objects in binaries mimicking planets above log R/R⊕ = 0.8. Indeed, the
lack of a contribution by compact binaries at larger apparent radii emphasises the point that
where in blended populations blended compact binaries appear to mimic larger planets, this is
a natural result of the fact that the apparent radius is being assessed not against the true radius
of the other star in the binary (and ignoring the fact that both stars are self-luminous, which a
planet is not), but against the radius of the target star.
In P4 (Fig. 7.23, panel (e)) there are again two maxima, one dominated by binaries in
which one object is compact (0.2 < log R/R⊕ < 0.4, Table 7.9) and one dominated by other
binaries. According to our models, binaries with one M-class star and one CO WD and with
periods short enough to be included in this analysis are the surviving remnants of a common
envelope phase, and therefore are interesting objects for study in their own right. In a long
period M-class MS/WD binary both components have evolved independently: however, since
the period in this latter group is invariably longer than the upper limit for data extracted from
the simulations and presented in this sample, log P/days = 3.2, these objects are not included
and would, in any case, have a period too long to be considered for follow up in a PLATO
Long Look field, as the requisite three detections would not be obtained. Systems which have
survived a common envelope phase as a binary naturally have very short periods.
Note that, in P4, there are no unblended binaries with an apparent radius log R/R⊕ > 1.8:
this is a natural consequence of the maximum radius of an M-class star.
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7.4.3 Comparison: blended and unblended binaries
In the PLATO priority classes, more synthetic unblended eclipsing binaries are detectable
in LLS than LLN at all apparent radii. This is despite the fact that, as shown in Fig. 7.21,
there are more eclipsing binaries simulated in LLN than in LLS. This is also in contrast to
blended eclipsing binaries within the same imagette, where more synthetic binaries were
detectable in LLN than in LLS in the P1, P4 and P5 populations (Section 7.4.1). In the two
background samples, V < 26 and V < 16, F5-M, at smaller apparent radii more unblended
eclipsing binaries are detected in LLS, but at larger radii more binaries are detected in LLN.
These results are interesting when compared with the results from Chapter 6 concerning
planets, where more terrestrial planets were detected in LLS, and more giant planets were
detected in LLN.
As discussed in Section 6.4.1, more planets in total were simulated in LLN than LLS
but, when analysed by PLATO priority population, more planets were observable in LLS
than LLN. It was speculated in Section 6.4.1 that this may be because planets in the PLATO
priority populations are more likely to be nearby than in the more general populations, and to
observe LLS it is necessary to look through the Galactic plane, where the stellar density is
likely to be greatest. The total number of binaries in the LLN synthetic field exceeds the total
number of binaries in the LLS synthetic field but, in the PLATO priority populations, more
unblended binaries are observed in LLS than in LLN.
To investigate the relationship between distance and detection of a blended or unblended
binary mimicking a planet of a given radius, distance v apparent radius plots were obtained for
both the unblended and blended binary samples, in both LLN and LLS, for the P5 population,
observed by 24 cameras (6 cameras/group), one hour integration. These are uncalibrated in
the sense that there has been no attempt to calibrate by detection probability υ as described
in Section 7.2, or by initial period distribution as described in Section 7.3. The unblended
population is illustrated in Fig. 7.24, panels (a) and (b), and the blended population within the
same pixel (7.5") in panels (e) and (f) (see Section 7.4.4). The distribution by apparent radius
against distance is similar whether blending within the pixel or blending within the imagette
is considered.
Fig. 7.24 shows that for the P5 population observed with 24 cameras in both LLN and LLS,
unblended binaries mimicking giant planets are detected at similar distances to such planets,
up to ≈ 1 kpc. Fig. 6.16 and Fig. 6.17 have been reproduced as panels (c) and (d) in Fig. 7.24
for easy reference. Binaries mimicking terrestrial planets can be detected at greater distance
than true terrestrial planets. There are some outliers but, generally, unblended eclipsing
binaries mimicking giant planets may be detected at greater distances than unblended binaries
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mimicking terrestrial planets, just as giant planets can be detected at greater distances than
terrestrial planets.
Fig. 7.24, panels (e) and (f), show that, for a sample where the targets are P5 stars observed
with 24 cameras, blended binaries are detected at much more significant distances of up to
10 kpc in a one hour integration, with the furthest binaries being those mimicking terrestrial
planets. This is as expected, as blended binaries mimicking terrestrial planets may also be the
most heavily blended.
Fig. 7.24 suggests that two factors will become important when the ratio of planets to
binaries is considered in Chapter 8: the stellar density of the background, and whether or not
one is viewing through the Galactic plane. Extinction will also vary across the sky depending
on local conditions (Fig. 7.21), but over such large fields is unlikely to be solely responsible
for the observed trends. See Section 8.2.2 for further discussion of the stellar density along
the line of sight to the LLN and LLS fields.
Fig. 7.25 compares, in the P1 population in the LLN field, the number of unblended
eclipsing binaries with the number of blended eclipsing binaries within the same imagette,
observable by 24 cameras. Although both samples show a maximum at 0.2 < log R/R⊕ < 0.4,
in the unblended population this is dominated by binaries in which one object is compact
(Section 7.4.2), but in the blended population the apparent radius is that recorded after dilution
by blending: the true eclipse depth is deeper. Approaching solar radius, the unblended and
blended samples converge.
7.4.4 Within the same pixel, < 7.5"
Fig. 7.26 and Fig. 7.27 compare blended and unblended binaries within 45" of the target
(same imagette), blended and unblended binaries within 7.5" (same pixel) and cases where
the target is an unblended binary. Contamination by binaries within 7.5" does appear to
affect all planet classes, but the apparent radius distribution is more similar to the unblended
distribution than that describing binaries within 45", suggesting that in the PLATO priority
classes, contamination by blending within the same pixel is of limited importance.
In P1, for example, (Fig. 7.26, panels (e) and (f)), giant planets and those too large to be
considered planets are dominated by the unblended population, while blending within the
same pixel is more significant in terrestrial and Neptune-like planets. The minimum in the
unblended population between binaries with a compact component and those without is more
muted in blending within the same pixel, affecting observations of Neptune-like planets.
Fig. 7.27, panels (a) and (b), show that for the P2 population, small number statistics make
it difficult to track trends across apparent radius, but above an apparent radius of 10 R⊕ all the
binaries within 45" are unblended. This is consistent with the bright stars in the P2 population
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(a) Unblended binaries, LLN (b) Unblended binaries, LLS
(c) Planets, LLN (d) Planets, LLS
(e) Blended binaries within 7.5", LLN (f) Blended binaries within 7.5", LLS
Fig. 7.24 Synthetic binaries, apparent planet radius against distance, P5, 24 cameras, compared
with synthetic planets, P5, 24 cameras. A cut off is applied to the synthetic unblended eclipsing
binary population to limit it to those binaries most likely to mimic planets.
7.4 Application to the PLATO fields 197
Fig. 7.25 Binaries within 45" of the target compared to unblended binaries, LLN P1, 24
cameras. Both samples have maxima at 0.2 < log R/R⊕ < 0.4. In the unblended sample this
maximum is dominated by eclipsing binaries in which one component is a WD, while in the
blended sample dilution by blending of distant binaries is responsible for the maximum.
(V ≤ 8) dominating their neighbourhood: background blends are likely to be unobservable,
due to the size of the magnitude difference ∆m (Eq.1.14). However, these are the binaries
most likely to contaminate other targets, especially if only the wings of the PSF from this
binary are observable in those other targets, emphasising the importance of a comprehensive
catalogue to identify potential ephemeris matches.
The distribution of blended and unblended binaries is clearly different in the P4 population
(Fig. 7.27, panels (c) and (d)). In the unblended population, the contribution of binaries with
a compact object, dominating up to an apparent radius of log R/R⊕ 0.4, is distinct from the
grazing binary population, which peaks at 1.2 < log R/R ⊕ < 1.6. The blended population rises
and falls smoothly in a way that appears to bear no relationship to the unblended population,
especially as distance from the target increases. As previously noted, there is also an upper
limit for the unblended population based on the maximum radius of an M-class star. Blended
binaries appear to exceed this limit because δF is being assessed against the target, not against
the true parameters of the blended eclipsing binary.
The P5 population contains the same class of stars as P1 (F5-K7), but the magnitude limit
is fainter, V < 13 rather than V < 11. The effects of this can be seen in Fig. 7.27, panels (e)
and (f): while the different contributions of compact binaries at smaller apparent radii and
other binaries at larger apparent radii can still be distinguished in the unblended population,
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there is a broad maximum in the blended population to 45" and this occurs at a larger apparent
radius than the peak due to compact binaries in the unblended population. This is in contrast
to the trends seen in Fig. 7.26, panels (e) and (f) (P1).
The plots illustrating the populations V < 26 and V < 16, F5-M, Fig. 7.26, panels (a) to
(d), would indicate that this is part of a trend: as the magnitude limit becomes fainter, more
contamination emerges of the Neptune-like planet population by false positives arising from
blending with background binaries.
The actual level of potential contamination for each individual target will depend on
its magnitude, which will define its equivalent of the Kepler exclusion radius within which
a background blend cannot be separated from the PSF of the target. The actual degree of
blending reflected in PLATO observations will probably lie between blends within the same
pixel and blends within the same imagette.
7.4.5 Further considerations
Ephemeris matches
Background eclipsing binaries where only the wings of the PSF are observed, which should
produce an ephemeris match in an appropriate catalogue, are more likely to mimic terrestrial
planets. In the case of an ephemeris match to a neighbouring pixel, it may be possible through
careful data analysis, and through consideration of the whole imagette, to eliminate such
signals from further consideration. The PLATO Definition Study Report states that PLATO
will undertaken quarterly slews, as did Kepler. With Kepler, one consequence of the quarterly
slews was that it is easier to identify blends with background binaries, due to the relative
change in position of the stars on the pixels. Kepler has smaller pixels than PLATO, but the
same effect may well be identifiable in PLATO observations. Further ephemeris matches
to the PSF wings of more distant binaries may arise from instrumental effects, as was the
case through charge transfer along columns in Kepler. This problem could be mitigated if the
cameras are not perfectly aligned, as a column in one camera may be slightly offset from a
column in another camera. As indicated above, a small degree of misalignment is anticipated
in the PLATO Definition Study Report. These cases have not been considered in this study.
White dwarfs
Compact objects simulated in this study and detectable by PLATO are exclusively white
dwarfs rather than neutron stars and may mimic planets larger than their actual radius, because
they are self luminous, so the drop in luminosity when they pass behind their companion is
more noticeable than it would be for a planet, while the drop in luminosity when they pass in
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(a) V ≤ 26, LLN (b) V ≤ 26, LLS
(c) V < 16, F5-M, LLN (d) V < 16, F5-M, LLS
(e) P1, LLN (f) P1, LLS
Fig. 7.26 Synthetic binaries within 45" and 7.5" of the target compared to unblended binaries,
24 cameras.
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(a) P2, LLN (b) P2, LLS
(c) P4, LLN (d) P4, LLS
(e) P5, LLN (f) P5, LLS
Fig. 7.27 Synthetic binaries within 45" and 7.5" of the target compared to unblended binaries,
24 cameras.
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front of their companion is less noticeable because they cover only a small area of the primary
and, of course, are continuing to contribute their own luminosity to the combined output.
Section 1.5.2 illustrates, with the case of KOI-256, the difficulties in confirming that a
potential planet is in fact a white dwarf. Spectroscopic follow up by Muirhead et al. (2013)
was required to confirm that the temperature of the WD at Te f f ≈ 7100 ± 700 K: Kepler
analysis estimated the temperature of the “planet” at 734 K. As described in Section 1.5.2,
this is because the Kepler analysis started with the assumption that the transiting body was an
exoplanet, not a white dwarf. Examples such as KOI-256 emphasise that spectroscopic follow
up is essential in confirming planets: it cannot be done from photometric light curves alone.
My analysis of synthetic eclipsing binary samples treats as the primary eclipse the deeper
eclipse, whether it is the evolutionary primary passing in front of the evolutionary secondary
or the other way around. If the drop in flux when a white dwarf is occluded is significant, but
that when the white dwarf passes in front of its companion is not, especially in the case of a
background blended binary, the equivalent of the “stellar eclipse” flag in the Kepler analysis
may not be triggered, making it more likely that such systems would be forwarded as potential
planets for further analysis. Because a WD is likely to be hotter than its companion, as was
the case in KOI-256, where the MS companion has an estimated Te f f of 3450 ± 50 K, it is
likely that when the WD is occluded, the eclipse depth will be deeper than when the WD
occludes its companion.
7.5 Summary: Chapter 7
The work described in this chapter has set out to derive, not the true number of eclipsing
binaries, rather the number of eclipsing binaries detectable in a transiting exoplanet survey.
Using the Kepler Eclipsing Binary Catalogue, estimates of the distribution by mass ratio at P
< 10 days have been made. The synthetic eclipsing binary population has then been weighted
to resemble the observed population by period distribution.
These weightings are approximations and should be treated as such. They compensate for
the flat initial period distribution in BiSEPS. They indicate a deficit in the synthetic eclipsing
binary population at 10 < P/days < 40, which bears further investigation.
The most significant limitation in my simulations is that the BiSEPS models are based on
zero eccentricity, while especially at P > 10 days a wide variety of eccentricities are seen in
nature. Eccentricity will affect transit duration, and incorporating eccentricity into BiSEPS is
recommended for future work.
Estimates of the numbers of eclipsing binaries that will contaminate PLATO observations,
at three levels of blending, are described in this chapter. The next chapter draws this together
with the estimates of the number of transiting exoplanets observable by PLATO (Chapter 6)
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to predict the effect of contamination by blended and unblended eclipsing binaries on PLATO
observations.
Chapter 8
Interpretation of results
Using the BiSEPS population synthesis code (Chapter 2), light curves from JKTEBOP
(Chapter 3), a synthetic Galaxy (Chapter 4) and the predicted precision of PLATO (Chapter 5),
estimates of the numbers of exoplanets detectable by PLATO (Chapter 6) and the number of
eclipsing binaries detectable by PLATO (Chapter 7) have been derived. Formal uncertainties
have been derived in both the planet population (Appendix C) and in the eclipsing binary
population (Appendix D). This chapter brings together the work described in the previous
chapters to present ratios of planets to binaries.
8.1 Systematic uncertainties
8.1.1 Exoplanets
The estimates of the intrinsic exoplanet distribution have been derived from data from Kepler
DR25, hosted on NExSci, as described in Chapter 6. However, as described in Section 6.2.1,
the data on NExSci was derived on the basis that each Kepler target was a single star (Ciardi
et al. (2015) and references therein) uncontaminated by blending with background stars. The
stellar parameters were as derived from photometry and stellar evolutionary models for the
Kepler Input Catalogue, unless updated by subsequent spectroscoopy. Work by Ciardi et al.
(2015), Hirsch et al. (2017) and Furlan et al. (2017), described in more detail in Section 6.2.1,
demonstrate that this sample is likely to be affected by dilution by blending with both bound
and unbound companions not accounted for in Kepler DR25, so the estimated radii of the
confirmed Kepler planets will, in a proportion of cases, be systematically too large or too
small. Parallaxes and estimates of Te f f derived from spectroscopy from Gaia DR2 will also
inform our understanding of the true stellar parameters of Kepler hosts.
The intrinsic exoplanet distribution ‘zeta’, based on the Kepler sensitivity for a single
long cadence integration, requires a high normalisation factor of 15. The intrinsic exoplanet
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Table 8.1 Comparison of Kepler sensitivity, 30 min rms photometric precision, Kepler Guest
Observer Page (30 minute integration), 6.5 hr benchmark estimate, Kepler Instrument Hand-
book, and minimum rms CDPP, 6 hr as recorded on MAST for all stars of equivalent Kp (rms
CDPP is assessed on a target-by-target basis).
Magnitude single long benchmark rms CDPP, 6 hr
Kp cadence (ppm) estimate (ppm) minimum (ppm)
12.0 80.5 22.7 29.246
12.5 107 28.9 24.022
13.0 147 38.1 29.649
13.5 206 52.1 39.155
14.0 296 73.7 46.089
14.5 436 107.3 61.815
15.0 656 160.2 82.848
15.5 1003 243.6 107.319
16.0 1552 375.7 173.525
distribution ‘omega’, based on the benchmark estimate in the Kepler Instrument Handbook,
captures the transit depth against magnitude for most confirmed Kepler planets, but at this
sensitivity cannot be complete in the observed population due to issues discussed in Section
6.2.3, especially affecting shallow transits. The derivation of the Kepler Multiple Event
Statistic (MES), described in Section 5.1.2, subheading “Other considerations”, makes it clear
that phase folding multiple events increases the SNR, to the point where with a significant
number of events, very shallow signals can be identified.
Kepler uses a Combined Differential Photometric Precision statistic (CDPP) to estimate
white noise for each individual source (Christiansen et al., 2012). This is done on a quarter-
by-quarter and target-by-target basis. The benchmark estimate from the Kepler Instrument
Handbook is consistent with the 6 hr CDPP of main sequence stars as recorded on MAST.
Table 8.1 compares the calculated eclipse depth, as shown in Table 6.1 with the minimum rms
CDPP (6 hr) as recorded on MAST, for stars with equivalent Kp. This minimum value will
correspond to the quietest main sequence stars: red giants have a higher rms CDPP.
Christiansen et al. (2012) demonstrated that, as integration time increases, the rms CDPP
of a non-variable star falls, while in a variable star it increases (their Fig. 7 and Fig. 5
respectively).
Seader et al. (2015) and references therein summarise Kepler data processing as follows:
pixel level data was cleaned and sent to the Photometric Analysis pipeline, to produce a
flux time series for each target. Systematic variations were removed by the Pre-search Data
Conditioning pipeline. Each corrected flux time series was then analysed by the Transiting
Planet Search pipeline, searching for periodic reductions in flux. If certain criteria were
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met, an event would be granted Threshold Crossing Event (TCE) status and further events,
indicative of a multi-planet system, were searched for in the same flux time series. Further
tests were then carried out before Kepler Object of Interest status was granted. For further
information on each of these steps, see Seader et al. (2015) and references therein.
Data was acquired in 29.4 minute integrations, and these ‘long cadence’ integrations are
the basis for all further analysis: see Section 6.1.1. The MES (Multiple Event Statistic) phase
folds single events, thereby improving the signal to noise ratio as the square root of the number
of events, when both signal and noise are reasonably constant (Tenenbaum et al., 2012). In
effect, the red line in my Fig. 6.1 represents the average CDPP for a single event, while the
black line represents the average CDPP for all transit events combined; and those planets
between the red and black lines are only detectable when multiple events are considered (J.
Coughlin, priv. comm, 30 May 2018).
I regard ‘zeta’ and ‘omega’ as representing limiting cases that bracket the true intrinsic
distribution of confirmed Kepler planets. ‘Zeta’ underestimates the sample as a single 30
minute integration, on which ‘zeta’ is based, misses a significant number of shallow transits
around faint stars which the Kepler pipeline can identify through phase folding. ‘Omega’
overestimates the sample as it is not complete.
8.1.2 Eclipsing binaries
As described in Chapter 7, the unblended eclipsing binary population was calibrated by initial
mass ratio and by period, to resemble that which is detectable in a transiting exoplanet survey.
The calibration by initial mass ratio of binaries with P < 10 days, which indicates that
binaries with a high mass ratio are common at short periods, is consistent with the findings
from Raghavan et al. (2010) that inner pairs of triple systems are more likely to consist of
equal mass components.
The calibration by period is much more prone to systematic errors. Table 7.7 and Fig. 7.19
describe the match that can be achieved as a result of the calibration, and Table 7.7 and
Fig. 7.20 report the coefficients used in the period calibration. The period calibration also
depends on the use of the initial mass ratio calibration. The period calibration is less well
defined and carries a larger uncertainty.
8.2 Ratio of planets to binaries in LLN and LLS
My results are presented in Fig. 8.2 to Fig. 8.7, which illustrate the ratio of planets to binaries
with the following parameters: true planet radius and apparent planet radius allowing for
blending within the pixel; planet distributions based on both the ‘zeta’ and ‘omega’ PDFs; and
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blending with background binaries to distances of 0.0" (unblended), 7.5" (within the same
pixel) and 45.0" (within the same imagette). The PLATO precision is based on a one hour
integration in both the synthetic eclipsing binary and the synthetic exoplanet populations.
Planet to binary ratios where planets were simulated using the ‘zeta’ and ‘omega’ PDFs
are distinguished in the figures by the use of the labels ζ and ω on the right hand side.
The colour scheme used in these figures and described in Table 8.2 indicates the probability
that an event is caused by a planet or a binary, although it should be noted that other sources
of false positives and false alarms, such as variable stars and instrumental effects, are not
taken into account.
Formal uncertainties are not indicated in these plots, because these are generally smaller
than the difference between the numbers generated by the two intrinsic planet distributions,
most pronounced among terrestrial planets. Full tables with the planet to binary ratios,
including the fractional uncertainties, δX/X , are included in Appendix E, Table E.1 to
Table E.12.
It should also be noted that binaries will be detected in radius bins indicated as having a
high confidence of returning a planet, and planets will be detected in bins indicated as having
a high confidence of returning a binary.
Each of these six figures is divided into an upper panel where the true radius of the planet
is considered, and a lower panel where blending within the same pixel is taken into account,
which may place a given planet in a different radius bin to that indicated by its true radius.
Blending within the same pixel is likely to be the condition under which PLATO observations
are made.
Fig. 8.1 presents the data in an alternative fashion for the most significant result: P5,
LLS, considering blending with binaries within 7.5" of the target. P5 is the most signif-
icant population as there are the numbers of both planets and eclipsing binaries to make
a meaningful assessment possible. LLS is the more significant field in this context as the
number of planets is predicted to be higher and the number of background eclisping binaries is
expected to be lower than in LLN, so any regions in the parameter space where fewer planets
are predicted than binaries should be cause for concern. Blending within 7.5" is the most
significant blending radius as blending on the same pixel will be harder to distinguish than
blending across two or more pixels. The uncertainties are derived by considering the formal
uncertainties in both the planet and binary populations, and are large. Four panels are also
required for each population in each field at each blending radius: two for each PDF, with
one panel for each PDF considering the true (unblended) radius and another considering the
apparent radius after blending, which is what will be observed.
The conclusions I would draw from this figure are: (1) the smallest planets may appear to
outnumber binaries, but the error bars are so large that no reliable conclusions can be drawn;
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Fig. 8.1 Ratio of planets to blended binaries, LLS, P5, as a bar chart, blending with eclipsing
binaries within 7.5". Top left: true radius, planet distribution based on ‘zeta’. Top right:
apparent radius, planet distribution based on ‘zeta’. Bottom left: true radius, planet distribution
based on ‘omega’. Bottom right: apparent radius, planet distribution based on ‘omega’.
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(2) giant planets, which the PLATO consortium has already indicated will be treated as false
positives (Rauer et al., 2014), are likely to be outnumbered by contaminating binaries; and (3)
the observed ratio of planets to binaries will depend critically on whether ζ or Ω is a truer
reflection of the intrinsic exoplanet distribution.
In the light of the very large uncertainties, I consider it important to examine the big
picture in Fig. 8.2 to Fig. 8.7 to get a sense of which populations will be most affected by
blending with background eclipsing binaries. I would encourage those using Fig. 8.2 to
Fig. 8.7 to concentrate on the colours rather the actual numbers presented, for a sense of
where there may be problems in detecting planets.
Fig. 8.2 and Fig. 8.3 consider the ratio of planets to unblended eclipsing binaries. Fig. 8.4
and Fig. 8.5 consider the ratio of planets to binaries within 7.5" of a target star. Fig. 8.6 and
Fig. 8.7 consider the ratio of planets to binaries within 45" of the target star. See the tables in
Appendix C for numbers of planets and the tables in Appendix D for numbers of binaries,
with random uncertainties stated in both sets of tables.
Fig. 8.2 to Fig. 8.7 are organised with the class most susceptible to blending (P4) at the
top, and the class least susceptible to blending (P2) at the bottom. P2 is a subset of P1, P1 is a
subset of P5 and P5 (with P4) is a subset of V < 16, F5-M.
Since in Fig. 8.2, Fig. 8.4 and Fig. 8.6, describing LLN, the same numbers of planets
(unblended and blended) are used, as expected the ratio of planets to binaries decreases
as blends further from the target are considered. The same applies to Fig. 8.3, Fig. 8.5
and Fig. 8.7, describing LLS. Even when the most distant blended eclipsing binaries are
considered, however, the number of terrestrial planets (−0.4 < log R/R⊕ < 0.2) is greater than
the number of eclipsing binaries of similar apparent radius when the planets are simulated
using the ‘zeta’ PDF. When the planets are simulated using the ‘omega’ PDF and blending
within 45" is considered, the number of binaries outnumbers the number of planets. Giant
planets (log R/R⊕ > 0.8) tend to have similar numbers to binaries, or be outnumbered by
binaries, however fine the angular resolution that can be achieved, and the ratios tend to be
similar whether the planet distribution was derived with ‘omega’ or ‘zeta’.
The results in Fig. 8.2 to Fig. 8.7 are as expected from Chapter 6 and Chapter 7: with
twice as many binaries in the same imagette in LLN than LLS, but more terrestrial planets in
LLS than LLN, it would appear that the most fruitful place to search for terrestrial planets,
when blending is taken into account, would be in LLS (Fig. 8.6 and Fig. 8.7). If blended and
unblended binaries could be separated, so that only unblended binaries need to be taken into
account, LLN becomes more fruitful (Fig. 8.2 and Fig. 8.3): however, in practice this is very
hard to achieve.
Phase folding in the PLATO pipeline may well allow signals from transiting planets and
eclipsing binaries below the sensitivity of a one hour integration to be detected, in the same
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Table 8.2 Guide to colours used in planet vs binary plots (Fig. 8.2 to Fig. 8.7).
Colour Ratio planets: Interpretation
false positivies
Dark Green > 10 Very high confidence this is a planet
Light Green 5-10 High confidence this is a planet
Yellow 2-5 Reasonable confidence this is a planet
Orange 1-2 Could be either a planet or a binary
Red 0.1-1 Low confidence this is a planet
Grey 0.01-0.1 Very low confidence this is a planet
Black 0.001-0.01 Extremely low confidence this is a planet
White n/a No planets (NP), not possible to assess
or no binaries (NB), or both (NB NP)
way that the Kepler pipeline was able to recover transits of planets below the sensitivity of a
single long cadence observation (Section 8.1.1). Tests on the population derived with ‘omega’
using a longer PLATO integration did allow ‘detection’ of significantly more terrestrial planets
than was the case with a one hour integration. However, it is assumed that such phase folding
would enhance the detectability both of terrestrial planets and of eclipsing binaries mimicking
terrestrial planets, to a similar degree, and so the ratios of planets:binaries by radius bin
presented here would not be affected.
The conclusion that LLS may have fewer background contaminants than LLN does
depend on assumptions for the composition of the Galaxy. Our model uses a two-disc double
exponential model, as described in Chapter 2, allowing for Drimmel extinction (Drimmel
et al., 2003).
The spatial resolution across the celestial sphere in the Drimmel model for extinction is
the same as the FIR COBE/DIRBE data; the NASA website describing the COBE/DIRBE
data1 states that the beam solid angles were computed based on the beam response over an
area of ± 42.2 arcmin in scan and ± 36.2 arcmin cross-scan. A finer resolution would be
beneficial in more closely matching the observable details of the Galaxy. Extinction in the
third dimension, distance, also needs to be considered and Drimmel et al. (2003) describes
how, through the use of NIR colour-magnitude diagrams in the Galactic plane, extinction can
be derived up to a distance of 8 kpc.
As data from Gaia becomes available, with DR2 released in April 2018 and DR3 due in
2019, knowledge of the solar neighbourhood, both in terms of stellar density and molecular
cloud distribution, will increase and it will be possible to further calibrate our models. As
shown in Fig. 2.3, in the Kepler field, for which it is possible to compare Gaia DR1 with
1https://lambda.gsfc.nasa.gov/product/cobe/dirbe_beam_char.cfm
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Fig. 8.2 Ratio of planets (true radius and apparent radius after blending within the same pixel)
to unblended binaries, LLN. See Table 8.2 for the key to the colours. ζ indicates a synthetic
planet population derived with the ‘zeta’ PDF, ω indicates a synthetic planet population
derived with the ‘omega’ PDF. See Table E.1 and Table E.2 for formal uncertainties δX/X .
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Fig. 8.3 Ratio of planets (true radius and apparent radius after blending within the same pixel)
to unblended binaries, LLS. See Table 8.2 for the key to the colours. ζ indicates a synthetic
planet population derived with the ‘zeta’ PDF, ω indicates a synthetic planet population
derived with the ‘omega’ PDF. See Table E.3 and Table E.4 for formal uncertainties δX/X .
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Fig. 8.4 Ratio of planets (true radius and apparent radius after blending within the same pixel)
to binaries within 7.5", LLN. See Table 8.2 for the key to the colours. ζ indicates a synthetic
planet population derived with the ‘zeta’ PDF, ω indicates a synthetic planet population
derived with the ‘omega’ PDF. See Table E.5 and Table E.6 for formal uncertainties δX/X .
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Fig. 8.5 Ratio of planets (true radius and apparent radius after blending within the same pixel)
to binaries within 7.5", LLS. See Table 8.2 for the key to the colours. ζ indicates a synthetic
planet population derived with the ‘zeta’ PDF, ω indicates a synthetic planet population
derived with the ‘omega’ PDF. See Table E.7 and Table E.8 for formal uncertainties δX/X .
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Fig. 8.6 Ratio of planets (true radius and apparent radius after blending within the same pixel)
to binaries within 45", LLN. See Table 8.2 for the key to the colours. ζ indicates a synthetic
planet population derived with the ‘zeta’ PDF, ω indicates a synthetic planet population
derived with the ‘omega’ PDF. See Table E.9 and Table E.10 for formal uncertainties δX/X .
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Fig. 8.7 Ratio of planets (true radius and apparent radius after blending within the same pixel)
to binaries within 45", LLS. See Table 8.2 for the key to the colours. ζ indicates a synthetic
planet population derived with the ‘zeta’ PDF, ω indicates a synthetic planet population
derived with the ‘omega’ PDF. See Table E.1 and Table E.2 for formal uncertainties δX/X .
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the Kepler Input Catalogue on MAST, Gaia DR1 includes about 60% of the known stellar
population. Because of the incompleteness of Gaia DR1 compared to MAST, Gaia DR1 could
not be used to reliably calibrate other regions in the synthetic fields.
My results demonstrate that possible giant planets are likely to be overwhelmingly eclips-
ing binaries, while conclusions drawn about terrestrial and Neptune-like planets are sensitive
to the intrinsic exoplanet distribution and the degree of blending. M-class stars are at greater
risk of contamination from background eclipsing binaries than other classes.
Fig. 8.2 to Fig. 8.7 cover ratios utilising 24 cameras, the number of cameras in the design
at the time of writing. Planet to binary ratios utilising 28 and 32 cameras are very similar
to those utilising 24 cameras, and differences due to uncertainty in the models (random and
systematic) are more significant than the difference between the ratios in different numbers
of cameras. This leads to the conclusion that, while reducing the number of cameras to 24
will reduce the number of planets that can be observed, especially in P4 and P5, it will not
significantly change the probability that a given event is caused by a planet or a binary.
8.2.1 Summary by PLATO priority population
Table 8.3 summarises for terrestrial (−0.4 < log R/R⊕ < 0.2), Neptune-like (0.2 < log R/R⊕ <
0.8) and giant planets (0.8 < log R/R⊕ < 1.4), whether more planets or more binaries will be
detected in a given field with a given degree of blending. It should be used in conjunction
with Fig. 8.2 to Fig. 8.7.
In P1, within the same imagette, there are more Earth-like and “Small Neptune”-like
planets:binaries in LLS (Fig. 8.7) than in LLN (Fig. 8.6), whichever PDF is used to simulate
the planets. For Mars-like, “Large Neptune”-like and giant planets the ratios are similar in the
two fields, given the uncertainties. Within the same pixel, ratios for terrestrial planets and the
two Small Neptune classes are more favourable in LLS (Fig. 8.5), for Large Neptunes the
ratio is the same in both fields and for giant planets the ratios are more favourable in LLN
(Fig. 8.4) when the planet population is derived with ‘zeta’, although in both fields what is
believed to be a giant planet is more likely to be a binary. When the planet population is
derived with ‘omega’, the results concerning giant planets and blending within the same pixel
are more mixed. If only unblended binaries are included, in some radius bins the ratio of
planets:binaries is higher in LLN (Fig. 8.2), in others it is higher than in LLS (Fig. 8.3).
In P1, terrestrial planets will outnumber binaries in both fields, at all levels of blending
where the planet population is derived using ‘zeta’, while binaries mimicking giant planets
will outnumber true giant planets, again at all levels of blending and whichever PDF is used.
Where the planet population is derived using ‘omega’, binaries mimicking terrestrial planets
are likely to outnumber true terrestrial planets when blending within the same imagette is
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considered. The detection of terrestrial planets is the priority for PLATO, and it is stated in
Rauer et al. (2014) that all potential giant planets will be treated as false positives. Given
that the likely level of blending will be between same pixel and same imagette levels, the
evidence from Fig. 8.4 to Fig. 8.7 suggests that of the two proposed observing strategies
(Section 1.3), 3+1 years, with LLS being observed for three years and LLN for one, would be
most beneficial in identifying Earth-like planets.
In P2, small number statistics, especially for the binary population, make analysis of this
priority class uncertain, whatever the level of blending. Stars in this class are more likely to
contaminate other targets of interest than to be contaminated themselves. No conclusions are
drawn for this class of essentially rare stars in this work.
In P4, within the same imagette, while the ratios for LLS look a little more promising than
those in LLN, if there is a risk of blending out to 45" in a PLATO observation, any planet with
an M-class host should be treated with extreme caution. This caution is especially indicated in
populations derived using ‘omega’. Within the same pixel, events that appear to be caused by
terrestrial planets orbiting M-class stars are likely to indicate the presence of genuine planets,
but in both fields these may actually be larger planets affected by dilution by blending with
other stars within the pixel. If unblended binaries only are considered there is little significant
difference between the two fields.
Anything other than a terrestrial planet should be treated with caution in either field,
both because our results indicate more binaries than planets at most degrees of blending and
because giant planets with M-class hosts are expected to be essentially rare (Fressin et al.
(2013) and references therein).
In P5, the ratios indicate that, within the same imagette, the planet to binary ratio for
terrestrial planets is sensitive to the intrinsic exoplanet PDF. Populations derived with ‘zeta’
indicate more terrestrial planets than binaries, while populations derived with ‘omega’ indicate
more binaries than terrestrial planets. Within the same imagette, Neptune-like planets should
be treated with caution, and giant planets with extreme caution. Within the same pixel, at all
planet radii the ratio of planets to binaries is higher in LLS than LLN, although as planet radius
increases the distinction becomes less clear. When unblended binaries only are considered,
the ratios of terrestrial planets:binaries are higher in LLS than LLN in some bins, and higher
in LLN than LLS in other bins.
8.2.2 Stellar density along the line of sight
The trends indicating that terrestrial planets are more likely to be identified in LLS than LLN,
despite the fact that LLS is further from the Galactic centre so should have a less dense stellar
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Table 8.3 Broad classification of planet to binary ratios. Rocky: −0.4 < log R/R⊕ < 0.2.
Neptune: 0.2 < log R/R⊕ < 0.8. Giant: 0.8 < log R/R⊕ < 1.4. LLN is Long Look North field,
LLS is Long Look South field. “Same imagette”, “Same pixel” and “Unblended” refer to the
distance at which blending with binaries is considered. Each broad grouping includes three
subgroups. “More planets” indicates all boxes include more planets than binaries, “similar
numbers” indicates some boxes have more planets than binaries and some have more binaries
than planets, and “more binaries” indicates all boxes include more binaries than planets.
Priority LLN LLN LLN LLS LLS LLS
Population Rocky Neptune Giant Rocky Neptune Giant
Same Imagette
P1 Depends Similar More Depends Similar More
on PDF numbers binaries on PDF numbers binaries
P2 Depends More Very few Depends Similar Very few
on PDF planets planets on PDF numbers planets
P4 Depends More More Depends More More
on PDF binaries binaries on PDF binaries binaries
P5 Depends More More Depends Similar More
on PDF binaries binaries on PDF numbers binaries
Same Pixel
P1 More More Similar More More More
planets planets numbers planets planets binaries
P2 No No Very few More More Very few
binaries binaries planets planets planets planets
P4 More Similar More More Similar More
planets numbers binaries planets numbers binaries
P5 More More More More More More
planets planets binaries planets planets binaries
Unblended
P1 More More Similar More More Similar
planets planets numbers planets planets numbers
P2 No No Very few More More Very few
binaries binaries planets planets planets planets
P4 More Similar More More Similar More
planets numbers binaries planets numbers binaries
P5 More More Similar More More Similar
planets planets numbers planets planets numbers
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population (confirmed by numbers of stars at V < 16 and V < 26 in both synthetic fields), may
be explained by assuming the following:
(a) PLATO prioritises bright, nearby stars.
(b) To observe the LLS field, it is necessary to look through the Galactic plane. This is
not the case to observe the LLN field.
(c) BiSEPS uses a double exponential to calculate the stellar density of both the thin and
thick discs (Section 2.1.2). This is consistent with observational evidence (Section 1.6) (Juric´
et al., 2008). Fig. 8.8 compares the integrated stellar density along lines of sight at the central
values of l for each field (65◦ LLN, 253◦ LLS), by |b| and distance in kpc, before allowing
for extinction. A line indicates the region in which the integrated stellar density is the same
in each field as a function of |b| and distance, before allowing for extinction. To the left of
and above the line, the integrated stellar density along the line of sight is higher in LLS: to
the right of and below the line, the integrated stellar density along the line of sight is higher
in LLN. Note that at |b| ⪆ 48.5◦, integrated stellar density along the line of sight is always
higher in LLS, before allowing for extinction. Fig. 8.9 relates the lines of sight in Table 8.4
and Fig. 8.8 to the scale length used by the thin and thick disc.
(d) Hosts of terrestrial planets capable of being observed by PLATO are unlikely to be
more than one scale height above or below the Galactic plane (Fig. 6.18), and therefore
are likely to be more common in LLS. Fig. 6.16 and Fig. 6.17 indicate that stars in the P5
population capable of hosting planets detectable by PLATO with 24 cameras in a one hour
integration are all at < 1.2 kpc. In Fig. 8.8 all stars at < 1.2 kpc are in the region where the
integrated stellar density along the line of sight (before considering extinction) is higher in
LLS than LLN, at all values of |b|.
(e) Binaries mimicking terrestrial planets in a one hour integration are likely to be highly
blended (Fig. 7.24) and can be up to ≈ 10 kpc from Earth, and therefore, from Fig. 8.8, are
likely to be far more common in LLN, especially at low values of |b|.
Evidence to support this explanation includes the fact that synthetic unblended binaries are
more significant in LLS, where again the population at or close to the Galactic plane would
be likely to be greater than in LLN. However, this conclusion is based on a synthetic Galaxy,
not an observed one, and while Drimmel extinction has been included in our simulations,
there may be significant variations between simulations and observations. The Galaxy is not
isotropic, as the simulations assume. Star formation occurs in clusters as molecular clouds
collapse. Over time, the clusters disperse due to dynamic forces and stars move independently
around the Galactic centre.
Extinction explains the data in Table E.13 to Table E.30 (Appendix E), which compares
synthetic fields 1 deg2 in LLN and LLS positioned similarly in relation to the centre of each
field. In some cases, where Fig. 8.8 and Table 8.4 lead to the expectation that, based on the
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Table 8.4 Ratio of integrated stellar density along the line of sight, LLN/LLS, at |b| = 30◦, by l
and d, before considering extinction.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0.939 0.939 0.939 0.939 0.938
0.10 0.902 0.903 0.903 0.902 0.901
0.20 0.892 0.892 0.893 0.892 0.890
0.30 0.893 0.895 0.895 0.894 0.892
0.40 0.898 0.900 0.901 0.899 0.897
0.50 0.904 0.907 0.907 0.906 0.903
0.60 0.911 0.913 0.914 0.913 0.909
0.70 0.917 0.920 0.921 0.920 0.916
0.80 0.923 0.927 0.928 0.927 0.923
0.90 0.929 0.933 0.935 0.934 0.929
1.00 0.934 0.939 0.941 0.940 0.935
2.00 0.978 0.989 0.995 0.995 0.990
3.00 1.006 1.021 1.031 1.035 1.031
4.00 1.023 1.042 1.056 1.064 1.064
5.00 1.033 1.055 1.073 1.085 1.089
6.00 1.040 1.064 1.084 1.100 1.107
7.00 1.044 1.069 1.092 1.109 1.120
8.00 1.046 1.072 1.096 1.115 1.128
9.00 1.047 1.074 1.098 1.119 1.134
10.00 1.048 1.075 1.100 1.121 1.137
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Fig. 8.8 Comparison of integrated stellar density along the line of sight, l = 65◦, Northern
hemisphere (LLN) and l = 253◦, Southern hemisphere (LLS), before considering extinction.
The line marks the region of equal integrated stellar density along the line of sight, by distance
and |b|, in the two fields. In the region to the left of and above the line, integrated stellar
density along the line of sight is higher in LLS. In the region to the right of and below the
line, integrated stellar density along the line of sight is higher in LLN. The line crosses the x
axis at 1.2 kpc. The curve is flat from 8 to 20 kpc.
double exponential alone, the integrated stellar density along the line of sight would be higher
in either LLN or LLS, the opposite is true. Extinction is accounted for in this study: any
intrinsic clumpiness of the local stellar density is not. And the evidence from Chapter 6 and
Chapter 7 indicates that, whatever the local variation, over the full field the integrated stellar
density at distances relevant to the detection of planets and unblended eclipsing binaries is
higher in LLS, and at distances relevant to the detection of background eclipsing binaries is
higher in LLN, in a one hour integration.
Observations are essential in determining the true stellar density along a given line of
sight and, consequently, further analysis with Gaia DR2 and later Gaia releases is essential in
confirming or refuting the conclusions presented here.
8.3 Summary: Chapter 8
This chapter has drawn together the work in all the proceeding chapters to estimate the ratio
of planets to eclipsing binaries (blended and unblended) that PLATO will observe. Other
types of contamination, such as instrumental effects and stellar variability, are not considered
here. Therefore, the estimates presented are a ‘best case’ scenario.
When considering the ratio of terrestrial planets to binaries, the systematic uncertainties
arising from the differences between the two intrinsic exoplanet distributions are greater than
the random uncertainties in a given model.
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Fig. 8.9 Diagram to accompany Table 8.4. Solid circles indicate distance from Earth in kpc,
arrows indicate lines of l and are coloured to indicate which lines are paired in Table 8.4. The
dash-dot arrow indicates the line to (and from) the Galactic centre, stopping on the right hand
side of the diagram at the Galactic centre. Dotted circles indicate radial scale lengths of the
thin disc, dash-dot circles indicate scale heights of the thick disc. From Fig. 1.9, the bulge
will only affect the region from l = 330◦ to l = 30◦, so is not relevant when considering the
Long Look fields. In our simulations, in the PLATO priority populations, terrestrial planets
are within 1.2 kpc of Earth, and all planets are within 2 kpc. At these distances, the radial
scale length is less significant than the scale height. Background eclipsing binaries can be
detected up to 10 kpc from Earth, and here the radial scale length is much more significant.
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Taking Fig. 8.1 as a case in point, the smallest planets appear to have an impressive ratio
of planets to binaries, but the uncertainties are large. Possible giant planets are more likely
to be false positives. Estimates of the radius of planets is likely to be affected by dilution by
blending. And estimates of terrestrial and Neptune-like planets:binaries based on Ω are half
an order of magnitude lower than those based on ζ .
When blending with background binaries is included, whether on the pixel scale or the
imagette scale, contamination is greater in the Northern field than in the Southern field. This
is due both to the volume limited nature of stars in the PLATO priority populations, and to the
deeper background population present in the Northern field. Data from Gaia DR2 and later
Gaia data releases will be essential in assessing the reliability of this conclusion.
The final chapter in this thesis will present my conclusions, and will also draw together
my recommendations for future work.

Chapter 9
Conclusions and Future Work
9.1 Conclusions
9.1.1 Background and method
PLATO, due to launch in 2026, is an ESA planet hunting mission which will survey large
areas of sky (2250 deg2) for long periods of time. The high levels of precision that can
be obtained from the four groups of cameras, with six cameras per group, is offset by the
increased risk of false positives due to the large pixel size (15.0"). This study aims to quantify
the contribution of false positives from blended and unblended eclipsing binaries, and to
compare this to the numbers of planets expected to be detected.
A further aim is to understand mechanisms of the formation of binaries and higher order
multiples. Close binaries, most likely to be detected by PLATO and Kepler, may be the inner
pairs of triples and other hierarchies, and a further aim is to improve our understanding of
the mass ratio distribution of binaries with P < 10 days. PLATO data, when available, will
greatly enhance our understanding of binaries and other hierarchies, and the work presented
here may serve as a guide to the benefits that are to come.
An essential part of this project has been deriving the estimated intrinsic exoplanet
distributions. The two estimated distributions are likely to bracket the true distribution, and
provide insights into the likely intrinsic distribution at planet radii 0.0 < log R/R⊕ < 0.2,
where both estimated distributions converge. As highlighted in Chapter 6 and in Section 8.1.1,
the two distributions have very different normalisation factors of 15 and 1.5, representing
the differences in the assumed Kepler sensitivity on which the distributions were based.
Understanding the true normalisation factor and sensitivity required to match the Kepler
catalogue of confirmed planets will be essential in moving this part of this work forward.
Kepler, the most significant transiting exoplanet survey to date, is a rich source of data
on exoplanets and on false positives. The Kepler data archives have been mined to calibrate
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expected numbers of planets and of eclipsing binaries detectable in the forthcoming PLATO
mission. The NASA Exoplanet Science archive (NExSci) holds data on confirmed planets and
on false positives. This is complemented by data held in the Kepler Eclipsing Binary Catalogue
(KEBC), which identifies more unblended eclipsing binaries than there are confirmed planets
listed on NExSci.
Synthetic fields were generated using the population synthesis code, BiSEPS. Kepler data,
relating both to the observable exoplanet and eclipsing binary populations, was then used
to calibrate the synthetic exoplanet and eclipsing binary populations seeded in these fields.
Three types of synthetic field were used:
1. Fields of 1 deg2 centred on l = 50◦, b = 8◦ were generated with eleven different initial
mass ratio distributions, in order to calibrate the mass ratio distribution of the eclipsing binary
population with P < 10 days to that observed in the KEBC, as described in Chapter 7.2.
2. The synthetic Kepler field described in Farmer et al. (2013), which had been calibrated
to the original Kepler Input Catalogue and was magnitude limited to Kp ≤ 16, was used to
generate the intrinsic exoplanet distributions, as described in Chapter 6 and to further calibrate
the eclipsing binary population by period, as described in Chapter 7.
3. PLATO simulations of the two proposed Long Look fields were generated on the same
basis as the synthetic Kepler field described in Farmer et al. (2013).
Table 4.1 summarises all fields used in this work, their purpose and the chapters in which
they were used.
Synthetic populations of exoplanets and eclipsing binaries were generated, based on the
calibrations described above. These synthetic populations were compared in order to estimate
the ratio of exoplanets to eclipsing binaries both in the PLATO priority classes and in the
general population.
The methods used in this work can be extended to other transiting exoplanet surveys, by
incorporating the detection parameters of the relevant observatory into the code.
9.1.2 Main findings
The main conclusions to be drawn from the results presented in Chapter 6, Chapter 7 and
Chapter 8 are:
1. For the PLATO priority populations, the Long Look South field is likely to contain
more observable planets than the Long Look North field.
2. The Long Look South field appears to be less contaminated by background eclipsing
binaries than the Long Look North field.
3. When considering unblended eclipsing binaries, however, the Long Look South field
appears to be more contaminated than the Long Look North field.
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4. Giant planets whose host is a target star are affected by dilution due to blending with
other stars in the same pixel in a Kepler-like population (V < 16, F5-M), but in the PLATO
P1, P2 and P5 priority classes (F5-K and V < 8, V < 11 and V < 13 respectively) this is
not a concern. However, dilution by blending does affect smaller planets (Neptune-like and
terrestrial), leading to an excess of planets with an apparent radius of −0.2 < log R/R⊕ < 0.0
compared to the true number of planets of that size in all populations except P2 and P4.
5. Regions of the synthetic Long Look North field were compared by magnitude distri-
bution to both the current Kepler Input Catalogue, hosted on MAST, and to Gaia DR1. The
synthetic field was found to match the data on MAST, while Gaia DR1 showed only 60% of
the expected number of systems, compared both to MAST and BiSEPS. Considerations of the
completeness of Gaia DR1 are recognised (Gaia Collaboration et al., 2016) and are expected
to be improved in forthcoming data releases, including Gaia DR2 (April 2018).
Note that no conclusions are drawn regarding dilution by blending of planets around stars
which are not the targets in the observations and which, following Kepler, should properly
be regarded as false positives as the planet host was not the star which was being observed.
The magnitude limits set for the P1, P2 and P5 populations should mitigate against the risk
of blended giant planets around nearby stars being mistaken for terrestrial planets orbiting
the target star. As evidenced in the UKIRT images on the Kepler Exoplanet Follow Up
pages, or the spectroscopic data in the Gaia data releases, the brighter the star, the more likely
it is that nearby stars are difficult to identify. Also, as shown in Eq. 1.14, the greater the
magnitude difference between the background star and the target star, the less likely it is that
a background giant planet will be observable after blending.
For the Long Look fields, two observing strategies are being considered1: two years each
for Long Look South and Long Look North, or three years for Long Look South and one year
for Long Look North. These interim results suggest a strong preference for the 3+1 (LLS
+ LLN) strategy, especially as this is probably the only way to obtain the three detections
required to confirm a true Earth twin (one in each year in LLS).
My results indicate that PLATO is more than capable of detecting an Earth twin. However,
the question of whether a signal believed to be from a transiting terrestrial exoplanet is more
likely to be from a rocky planet orbiting the target star or from a contaminant, such as a
background eclipsing binary, is highly sensitive to the true intrinsic exoplanet distribution.
This is an interim result with considerable uncertainties, and steps that may improve our
understanding of false positives and shallow eclipsing binaries in transiting exoplanet surveys
are described in the following section.
1PLATO Science Conference, University of Warwick, September 2017, https://warwick.ac.uk/fac/sci/
physics/research/astro/research/meetings/plato_mission_conference2017
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9.2 Future Work
9.2.1 Development of BiSEPS stellar models
The following developments of the stellar models used in BiSEPS would strengthen the code’s
ability to simulate a realistic synthetic Galactic population.
At present, BiSEPS uses fitting formulae for its stellar models. The next step would be to
incorporate stellar tracks from a stellar evolutionary code, such as MESA (Paxton et al. (2011),
Paxton et al. (2013), Paxton et al. (2015)). This would require running MESA for both single
star and binary models of given initial parameters. From the stellar evolutionary tracks, the
data currently noted from the fitting formulae of Hurley et al. (2000) and Hurley et al. (2002),
and required by the population synthesis part of the model, would need to be recorded. Stellar
properties include the mass, radius, luminosity and effective temperature of both components
in a binary system, as well as orbital period, metallicity and the age at the start and end of each
model in the sequence. Also recorded are a series of keywords which indicate the evolutionary
status of the two components, whether mass transfer has ever occurred, if mass transfer is
currently occurring and if so, of what kind. Given the resolution that would be required to
achieve a comprehensive set of stellar tracks, this would be a considerable undertaking in
terms of computational time and storage space, but the benefits would be significant.
A more realistic consideration of eccentricity would also bring significant benefits. At
present, the code makes the simplifying assumption that e = 0 at all times, which is not
representative of the observed binary properties in the Galaxy. A more appropriate physical
model follows the evolution of e due to tidal and orbital interactions, from its initial value to
circularisation. Eccentricity has implications for eclipse duration and for the timing of the
secondary eclipse in relation to the primary eclipse, and also requires an understanding of the
relationship between the line of sight to the observer, periastron and apastron. With a code
that is not limited to e = 0 it would be possible to more closely reproduce the light curves of
observed eclipsing binaries, further enhancing the potential of BiSEPS as a predictive tool.
Eccentricity may also impact on the duration of pre-mass transfer evolutionary phases.
Another useful enhancement would be to continue evolution of systems beyond the
common envelope phase where the result is a merger. Common envelope evolution is an
intrinsically 3D problem that can’t be tackled with 1D stellar codes. There is a large variation
in both temporal and spatial scale involved so that 3D hydro codes are also limited and
cannot resolve all the phases of the common envelope. A possible solution would be to
incorporate evolutionary tracks of merged systems from MESA. Pending the availability of
such tracks, one other option may be to utilise results from the “Make Me A Star” code2, 3,
2http://adsabs.harvard.edu/abs/2014ascl.soft12010L
3http://starsmasher.allegheny.edu/jalombar/mmas/
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which synthesises bodies resulting from stellar collisions (Lombardi et al., 2003), although
mergers and collisions are likely to have different outcomes.
9.2.2 Development of BiSEPS synthetic population
Work to date has concentrated on the two proposed Long Look fields. A key question for
those working on the position of the Long Look fields is, can observations move closer to the
Galactic plane? In this light, simulating a population closer to the Galactic plane would be
extremely useful.
The positions of the Long Look fields are not yet fixed, and potential Step & Stare fields
also need to covered by eclipsing binary and transiting exoplanet simulations. In this light,
extending the simulations to other parts of the sky would be highly informative. Fig. 4.1
indicates the regions for which synthetic fields have already been simulated, covering large
areas of the sky, which can already be used in synthetic exoplanet and synthetic eclipsing
binary work. The biggest need, moving forward, is simulations closer to the Galactic plane,
which will be expensive both in terms of computational time and disc space.
The consistency and validity of the simulations must also always be verified using Gaia
DR2 (April 2018) and future releases, scheduled for mid to late 2020 (DR3) and the end
of 2022 (DR4),4 to enable increasingly accurate calibration of the BiSEPS simulations. Of
particular interest will be DR3, which will include data on binaries.
Given that my simulations indicate that most hosts of planets detectable by PLATO are
< 1.2 kpc from Earth, the local stellar density, which cannot be assumed to be isotropic, and
local extinction are also highly relevant. As more parallaxes, and hence distance estimates,
are included in the Gaia data, an enhanced understanding of the solar neighbourhood will
become available. This will inform future iterations of these simulations.
The distribution of binaries is also relevant. Observations indicate that the binary fraction
is larger for high-mass stars, but in my simulations binaries are distributed equally regardless
of mass. The calibration by initial mass ratio may be correcting for this, as it is noticeable
in my simulations that, while the uncalibrated results indicate the number of binaries begins
to fall as the apparent radius approaches solar radius, the calibrated results indicate that the
number of binaries continues to rise. Achieving a closer match in the initially simulated
population to the observed population will increase the accuracy of the results obtainable with
BiSEPS.
Neither the halo population nor the bulge is currently included in my BiSEPS simulations.
While it is unlikely that stars in the bulge will contaminate PLATO observations in the Long
Look fields, it is theoretically possible that contaminating eclipsing binaries detectable by
4https://www.cosmos.esa.int/web/gaia/release
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PLATO may be contained within globular clusters in the halo. Inclusion of this option in
simulations, especially where verified against observations, would be useful, although this is
of lower priority than the other topics listed above.
9.2.3 Development of exoplanet models
The characteristic distributions ‘zeta’ and ‘omega’ are regarded as limiting cases for the true
intrinsic exoplanet distribution. They can be improved as follows.
In the same way that DR25 revised the radii of planets on NExSci, future spectroscopy and
asteroseismology will, through an improved understanding of the stellar parameters and/or
an increase in the number of confirmed planets following work in the community, result
in revised planetary statistics, including the distribution of planets over radius and period.
Observations from space-based observatories over long time scales, such as the planned TESS
Continuous Viewing Zone, will improve our understanding of the distribution of planets in
the period-radius plane. Monitoring of this rapidly expanding field is therefore a necessity.
Currently we consider exoplanet frequency over a function of radius and period only.
Going forward, calibrating the type of planet by the host star, for example considering the
low occurrence rate of giant planets around M-class stars, would result in a more finely tuned
exoplanet calibration. The intrinsic exoplanet distributions also do not consider planetary
system architecture, as they use an isotropic distribution by angle of inclination. Compensating
for this would allow the simulation of multiplanet systems. Resonances in short period systems
could also be considered.
Incorporating eccentricity of planetary orbits into the simulations would open up the
possibility of matching simulated to observed planets by transit duration, planet host and
transit depth, in the same way that short period binaries were matched in Chapter 7.
A growing body of work strongly hints at dilution by blending, with bound and unbound
companions, of planets in the Kepler field (Ciardi et al. (2015), Furlan et al. (2017)). As well
as considering background contaminants, investigation of planets in both P-type and S-type
orbits in binary systems, both observed and simulated, will further improve understanding of
the intrinsic exoplanet distribution.
Blending of planet hosts with unbound companions in the PLATO simulations is, at
present, only considered within the pixel within which the synthetic planet host is situated.
Including blending with stars in neighbouring pixels will enhance the PLATO simulations
and lead to a more accurate understanding of the predicted planet to binary ratio.
9.2 Future Work 231
9.2.4 Development of eclipsing binary models
Unrecognised stellar multiplicity may arise from triple systems. Such systems are presently
not included in BiSEPS, which only considers single star and binary populations. Extending
the synthetic population to consider triples and other hierarchies will assist in calibrating the
Galactic model.
The inclusion of eccentricity in the BiSEPS stellar models, also referred to above, is also
an essential step in accurately reproducing the observed population.
The synthetic eclipsing binary population, calibrated to include those binary systems
which may be observed in a transiting exoplanet survey, resulted in an excess of binaries at
periods P < 6 days and a deficit of binaries at 10-40 days. Further work to understand this
divergence would enhance the credibility of the binary simulations and would contribute to
our understanding of binary evolution and formation.
9.2.5 Inclusion of other sources of false positives
While this study has focused on false positives due to eclipsing binaries, other types of false
positives and false alarms can be expected to affect transiting exoplanet surveys.
Some sources of false alarms noted in the Kepler data, such as cosmic ray strikes, are
unlikely to affect all cameras in a group onboard PLATO at the same time, so are unlikely to
be as significant a problem for PLATO. Other sources, such as instrumental effects, would
have been unique to Kepler; however, as PLATO is developed and tested, instrumental effects
unique to PLATO may become apparent.
Christiansen et al. (2012) demonstrated that, by the use of different integration times, the
Kepler pipeline could identify variable stars, and it is assumed that PLATO software similarly
will be able to identify variable target stars. However, when only the wings of the PSF of
variable stars and distant eclipsing binaries are seen, these can mimic planets, particularly
terrestrial planets. To assess the likelihood of contamination from a distant star, consideration
of separation in terms of rows and columns within a CCD is likely to be required, just as it is
for Kepler. The PLATO Definition Study Report states that the 24 cameras are expected to be
co-aligned. The Report indicates that misalignment between cameras should be minimised
and that the maximum misalignment for each camera should be ≈ 3.4’, which would ensure
that less than 1% of the stars in the field of view would be lost. The concern expressed in
the PLATO Definition Study Report is that misalignment would decrease the overlap of the
different groups and of the cameras within a group, leading to loss of coverage of stars around
the edges. On this basis, misalignment may also reduce the likelihood of a false positive
arising from distant eclipsing binaries or variable stars. Misalignment may occur at any
point following assembly of the satellite, including during launch and during flight to the L2
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position, from where PLATO will survey the Galaxy. Ephemeris matches to distant stars and
consideration of the effects of varying degrees of misalignment on contamination by nearby
contaminants should be examined as the work begun in this project progresses.
9.3 Summary: Chapter 9
The research undertaken in this project has provided insight into the nature of eclipsing
binaries that may contaminate transiting exoplanet surveys, as well as the nature of the
intrinsic exoplanet distribution. Estimates of detectable planets and observable eclipsing
binaries, with various degrees of blending, indicate that if the degree of blending can be
limited, more terrestrial planets than binaries will be identified by PLATO. The future work
described in this chapter will be invaluable in enhancing the reliability of these estimates.
Simulations cannot be conducted without reference to observations. Key to developing
this work further is calibration to data provided by Gaia DR2 and later Gaia data releases.
This will indicate if the increased numbers of planets (and unblended eclipsing binaries)
recorded in the synthetic Southern field is a robust feature of the model.
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Appendix A
Exoplanets: “Other” discovery methods
Planets in this category on Exoplanet.eu (19 March 2018) are:
BD+20 1790: Analysis of stellar activity on a young, very active K5Ve star (Hernán-
Obispo et al., 2015).
Kepler-19 c: Detection of an additional non-transiting planet through transit timing
variations (Malavolta et al., 2017).
HD 41248 c: Applying a mean motion resonance algorithm to archival spectroscopic data
(Jenkins et al., 2013).
GJ 3293 c: In the discovery paper for this system, Astudillo-Defru et al. (2015) refer to
two Neptunes (b and d) in 4:1 resonance, detected through radial velocity (RV) measurements,
and a more tentative detection of a superEarth, c.
V2051 Oph b: Qian et al. (2015) derive the presence of a planet with M sin i = 7.3 ± 0.7
MJ with a semi-major axis of 9.0 AU and an eccentricity of 0.37, as an explanation for the
rate of period decrease observed in this cataclysmic variable (CV) binary system.
KIC 7917485 b: Murphy et al. (2016) detected a 12 MJ planet with a period of 840 ± 20
days and an eccentricity of 0.15 around a class A star through pulsational phase shifts.
Kepler-20 g: Buchhave et al. (2016) discovered a sixth, non-transiting planet while taking
RV measurements of the Kepler-20 system, already known to have five transiting planets.
HD 163296 b and HD 163296 c: Isella et al. (2016) infer the presence of two Saturn-mass
planets in the protoplanetary disc around this star at distances of 100 and 160 AU based on
depletion of dust and CO.
DW Uma b: In their studies of the eclipsing binary system, Boyd et al. (2017) derive
the presence of a possible third body with M = 10.06 MJ and a semi-major axis of 5.80 AU
through TTVs and conclude that this body, if it exists, is more likely to be a planet than a star.
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OGLE-GD-ECL-11388 b: Hong et al. (2017) infer the presence of a body with 12.5 MJ ,
on the boundary between a planet and a brown dwarf, from transit timing variations (TTVs)
noted during their observations of this binary system.
GP Com b and V396 Hya b: Exoplanet.eu states that Kupfer et al. (2016) detected an
object through Doppler tomography in each of these systems. However, Kupfer et al. (2016)
state that both these systems are AM CVn binaries, with periods of 46.57 minutes and about
65.1 minutes respectively. The masses of the objects are quoted in MJ , but it is unlikely that
these bodies are planets, and Kupfer et al. (2016) do not make that claim.
KIC 5095269 (AB) b: A planetary mass body was found while searching for eclipsing
binaries in the Kepler archive (Getley et al., 2017).
Appendix B
Kepler circumbinary planets (S-type)
Confirmed Kepler planets known to be circumbinary in an S-type orbit (ie orbiting just one
star in the system) (14 September 2017) are:
Kepler-13 A b (Johnson et al., 2014). P = 1.8 days, R = 21.42 R⊕. Through RV measure-
ments, the authors confirm that this planet is in a misaligned prograde orbit, and that the star
it is orbiting is part of a triple system: A has a photometric companion with two spectroscopic
components, B and C.
Kepler-21 b (López-Morales et al., 2016). P = 2.8 days, R = 1.69 R⊕. The authors believe
this is a rocky planet whose atmosphere has evaporated. At V = 8.25 and F6IV, the host star is
bright enough to fall in the Plato P1 population.
Kepler-68 A b and A c (Gilliland et al., 2013). (b) P = 5.4 days, R = 2.21 R⊕, (c) P = 9.6
days, R = 0.91 R⊕. RV follow-up indicates a third Jovian-mass non-transiting planet orbiting
beyond the two transiting planets, with a period of 580 ± 15 days.
Kepler-296 b, c, d, e and f (Barclay et al., 2015). (b) P = 10.9 days, R = 1.14 R⊕. (c) P =
5.8 days, R = 1.38 R⊕. (d) P = 19.9 days, R = 1.52 R⊕. (e) P = 34.1 days, R = 1.18 R⊕. (f) P
= 63.3 days, R = 1.06 R⊕. MCMC modelling indicates that the five planets orbit the primary
in this binary system, consisting of two M-class stars separated by 0.2".
Kepler-420 A b (Santerne et al., 2014). P = 86.6 days, R = 7.62 R⊕. Confirmed through
RV follow up, this planet orbits the primary in a metal-rich, relatively old binary system. The
planet has a highly eccentric orbit of 0.772 ± 0.045.
Kepler-432 b (Ortiz et al., 2015). P = 52.5 days, R = 12.39 R⊕. This planet orbits
an evolved star on the red giant branch: it is the third body in the system based on RV
measurements. It has an eccentric orbit of 0.478 ± 0.004.
Kepler-410 A b (Van Eylen et al., 2014). P = 17.8 days, R = 2.43 R⊕. This planet was
confirmed through asteroseismology to be orbiting the primary star in a binary star system,
with an eccentricity of 0.17+0.07−0.06.
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Kepler-444 b, c, d, e and f (Van Eylen and Albrecht, 2015). (b) P = 3.6 days, R = 0.5 R⊕.
(c) P = 4.5 days, R = 0.65 R⊕. (d) P = 6.2 days, R = 0.65 R⊕. (e) P = 7.7 days, R = 0.62 R⊕.
(f) P = 9.7 days, R = 0.95 R⊕. These planets were included in a study of planets with low
eccentricity: 0.08, 0.12, 0.18, 0.02 and 0.58 respectively.
Kepler-449 b and c (Van Eylen and Albrecht, 2015). (b) P = 12.6 days, R = 1.53 R⊕.
(c) P = 33.7 days, R = 1.86 R⊕. These planet were included in a study of planets with low
eccentricity: 0.03 and 0.05 respectively.
Kepler-450 b, c and d (Van Eylen and Albrecht, 2015). (b) P = 28.5 days, R = 6.08 R⊕.
(c) P = 15.4 days, R = 2.59 R⊕. (d) P = 7.5 days, R = 0.96 R⊕. These planets were included
in a study of planets with low eccentricity: 0.02, 0.02 and 0.14 respectively.
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Table C.1 Intrinsic exoplanet distribution, single long cadence (‘zeta’) (red) and benchmark
estimate (‘omega’) (black) rms photometric precision. Data is given as log N in the log R log
P plane. Uncertainty is
√
N.
Radius/R⊕
Period/days (log)
(log) -.4 - -.2 -.2 - 0.0 0.0 - 0.2 0.2 - 0.4 0.4 - 0.6 0.6 - 0.8 0.8 - 1.0 1.0 - 1.2 1.2 - 1.4 1.4 - 1.6
-0.4 - -0.2 -4.95 -2.86 -3.70 -4.50 -7.84 -8.01 -8.09 -8.28 -8.31 -8.32
-6.10 -3.01 -3.69 -4.29 -8.23 -9.75 -9.44 -9.73 -9.58 8.26
-0.2 - 0.0 -1.83 -2.23 -2.58 -4.04 -5.24 -8.05 -8.10 -19.80 -5.72 -8.17
-2.19 -2.41 -2.58 -3.73 -4.58 -9.64 -9.51 -39.95 -4.64 -9.63
0.0 - 0.2 -4.48 -2.36 -2.59 -3.55 -4.96 -5.47 -19.60 -5.37 -19.72 -8.17
-7.44 -2.55 -2.59 -3.24 -4.28 -4.69 -41.83 -4.36 -41.47 -15.37
0.2 - 0.4 -4.21 -1.52 -2.20 -3.05 -4.20 -4.79 -5.03 -4.62 -5.20 -8.04
-5.67 -1.71 -2.19 -2.73 -3.53 -3.95 -4.05 -3.56 -4.07 -9.23
0.4 - 0.6 -1.71 -1.42 -1.74 -2.56 -3.61 -4.19 -4.64 -4.12 -5.42 -7.89
-2.10 -1.61 -1.74 -2.25 -2.95 -3.34 -3.72 -3.12 -4.17 -9.34
0.6 - 0.8 -1.74 -1.20 -1.63 -2.22 -3.01 -4.08 -4.37 -4.40 -4.85 -12.54
-2.06 -1.37 -1.63 -1.90 -2.35 -3.22 -3.48 -3.47 -3.85 -40.28
0.8 - 1.0 -0.96 -1.36 -1.48 -1.95 -2.77 -3.62 -4.11 -4.44 -7.57 -5.33
-1.36 -1.56 -1.47 -1.64 -2.11 -2.77 -3.27 -3.64 -9.13 -4.37
1.0 - 1.2 -1.04 -1.51 -1.42 -1.78 -2.55 -3.65 -4.18 -4.40 -4.77 -7.65
-1.41 -1.69 -1.42 -1.46 -1.89 -2.79 -3.35 -3.60 -3.92 -9.06
1.2 - 1.4 -3.57 -1.46 -1.49 -1.74 -2.29 -3.33 -3.88 -4.10 -7.21 -7.39
-6.42 -1.63 -1.49 -1.43 -1.63 -2.47 -3.07 -3.33 -8.88 -8.98
1.4 - 1.6 -1.11 -1.33 -1.85 -1.79 -2.31 -3.39 -3.99 -4.09 -7.62 -4.94
-1.41 -1.55 -1.88 -1.47 -1.66 -2.53 -3.18 -3.30 -8.94 -4.09
1.6 - 1.8 -4.30 -4.68 -2.06 -1.76 -2.29 -3.32 -3.57 -3.96 -7.03 -11.92
-6.19 -7.18 -2.14 -1.43 -1.62 -2.47 -2.72 -3.14 -8.81 -39.70
1.8 - 2.0 -4.21 -3.73 -2.00 -2.06 -2.39 -3.02 -3.55 -4.65 -6.93 -4.57
-6.00 -5.56 -2.03 -1.74 -1.73 -2.17 -2.69 -3.87 -8.67 -3.75
2.0 - 2.2 -3.55 -4.28 -1.92 -2.11 -2.50 -3.22 -3.58 -3.37 -6.84 -6.85
-4.48 -5.42 -1.93 -1.78 -1.83 -2.39 -2.74 -2.60 -8.39 -8.31
2.2 - 2.4 -4.20 -4.07 -2.58 -2.24 -2.54 -3.23 -3.24 -3.96 -6.81 -6.91
-4.42 -6.83 -2.76 -1.91 -1.89 -2.42 -2.38 -3.10 -8.35 -7.06
2.4 - 2.6 -4.07 -3.94 -1.98 -3.01 -3.10 -3.38 -3.40 -3.54 -6.62 -6.76
-5.87 -6.45 -2.08 -2.72 -2.40 -2.54 -2.63 -2.76 -8.30 -8.19
2.6 - 2.8 -4.21 -3.61 -4.75 -5.44 -2.87 -3.76 -3.58 -6.51 -6.53 -6.50
-5.62 -6.51 -12.80 -7.49 -2.18 -2.97 -2.66 -7.96 -8.09 -8.15
2.8 - 3.0 -3.73 -3.52 -4.27 -5.25 -5.73 -3.60 -8.53 -6.29 -6.34 -6.52
-5.52 -6.25 -7.08 -7.54 -7.52 -2.81 -38.51 -7.92 -7.73 -6.66
3.0 - 3.2 -3.90 -3.60 -4.49 -5.15 -5.69 -15.37 -3.65 -6.20 -6.21 -6.24
-3.94 -4.64 -6.79 -7.27 -7.29 -38.54 -2.67 -13.68 -7.88 -6.53
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Table C.2 Numbers of observable planets from simulated PLATO Long Look fields, in the log
R log P plane, V < 26. Red indicates highest value in a given row. Error is σ .
Population
cameras 10−0.4-10−0.2 10−0.2-100 100-10.2 10.2-10.4 10.4-10.6 10.6-10.8 10.8-101 101-101.2 101.2-101.4
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 10 126 490 797 584 133 67 68 9
V < 26
32 unblended
LLN ‘zeta’ 146 ±10 1650 ±40 6120 ±90 9300 ±80 6830 ± 90 1960 ± 40 1460 ±30 2220 ±50 420 ±30
LLN ‘omega’ 7 ± 2 116 ± 3 680 ±20 2060 ±40 3350 ± 40 1470 ± 20 1130 ±20 1890 ±30 503 ± 8
LLS ‘zeta’ 160 ±10 1840 ±50 6970 ±70 10120 ±70 6840 ± 50 1800 ± 60 1190 ±20 1530 ±20 240 ±10
LLS ‘omega’ 10 ± 3 129 ± 9 763 ± 7 2280 ±20 3390 ± 60 1360 ± 20 910 ±20 1290 ±10 290 ±10
32 inc blends
LLN ‘zeta’ 150 ±10 1700 ±40 5650 ±90 8500 ±60 5490 ± 90 1540 ± 30 1110 ±20 800 ±30 90 ±10
LLN ‘omega’ 7 ± 2 127 ± 5 640 ±10 1970 ±50 2710 ± 30 1170 ± 20 880 ±10 710 ±20 107 ± 5
LLS ‘zeta’ 160 ±10 1900 ±50 6520 ±70 9450 ±60 5770 ± 40 1510 ± 50 970 ±30 740 ±10 80 ±10
LLS ‘omega’ 10 ± 2 138 ± 9 730 ±10 2210 ±30 2880 ± 40 1200 ±100 780 ±20 628 ±10 93 ± 4
28 unblended
LLN ‘zeta’ 119 ± 9 1410 ±30 5400 ±70 8420 ±90 6300 ±100 1850 ± 30 1400 ±30 2130 ±50 400 ±20
LLN ‘omega’ 6 ± 6 100 ± 4 600 ±20 1870 ±30 3100 ± 40 1400 ± 20 1080 ±20 1820 ±30 484 ± 4
LLS ‘zeta’ 134 ±10 1560 ±40 6140 ±60 9200 ±60 6380 ± 60 1720 ± 60 1150 ±20 1490 ±20 230 ±10
LLS ‘omega’ 9 ± 3 109 ± 9 680 ±10 2060 ±30 3160 ± 50 1300 ± 20 880 ±20 1259 ±10 277 ± 9
28 inc blends
LLN ‘zeta’ 118 ± 9 1440 ±30 4990 ±70 7720 ±60 5130 ± 80 1480 ± 30 1080 ±20 790 ±30 90 ±10
LLN ‘omega’ 6 ± 2 108 ± 5 570 ±10 1790 ±40 2532 ±20 1120 ± 20 860 ±10 700 ±20 108 ± 5
LLS ‘zeta’ 130 ±10 1610 ±50 5740 ±70 8630 ±50 5410 ± 40 1450 ± 50 960 ±30 740 ±10 80 ±10
LLS ‘omega’ 9 ± 3 116 ± 9 650 ±10 2010 ±40 2700 ± 40 1100 ± 30 768 ±20 630 ±10 93 ± 4
24 unblended
LLN ‘zeta’ 93 ± 7 1170 ±40 4660 ±70 7480 ±80 5800 ± 90 1750 ± 30 1340 ±30 2040 ±50 380 ±20
LLN ‘omega’ 4 ± 1 84 ± 6 520 ±20 1660 ±30 2840 ± 30 1310 ± 20 1030 ±20 1740 ±30 460 ± 6
LLS ‘zeta’ 110 ±10 1290 ±40 5310 ±60 8220 ±50 5880 ± 50 1630 ± 60 1110 ±20 1450 ±20 220 ±10
LLS ‘omega’ 7 ± 2 90 ± 7 586 ±10 1840 ±30 2910 ± 40 1230 ± 20 850 ±20 1220 ±10 270 ±10
24 inc blends
LLN ‘zeta’ 91 ± 8 1200 ±40 4310 ±60 6890 ±60 4730 ± 70 1400 ± 30 1040 ±20 790 ±30 90 ±10
LLN ‘omega’ 4 ± 1 90 ± 6 490 ±10 1590 ±40 2330 ± 20 1060 ± 10 820 ±10 700 ±20 107 ± 5
LLS ‘zeta’ 110 ±10 1330 ±40 4980 ±70 7730 ±60 5010 ± 40 1390 ± 50 930 ±30 730 ±10 80 ±10
LLS ‘omega’ 7 ± 2 98 ± 7 560 ±20 1790 ±30 2490 ± 40 1050 ± 20 740 ±20 620 ±10 93 ± 4
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Table C.3 Numbers of observable planets from simulated PLATO Long Look fields, in the log
R log P plane, V < 16, F5-M. Red indicates highest value in a given row. Error is σ .
Population
cameras 10−0.4-10−0.2 10−0.2-100 100-10.2 10.2-10.4 10.4-10.6 10.6-10.8 10.8-101 101-101.2 101.2-101.4
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 10 124 488 791 578 126 65 66 7
V < 16, F5-M
32 unblended
LLN ‘zeta’ 140 ±10 1530 ±40 5350 ±100 7700 ±60 5260 ±90 1250 ±20 690 ±20 650 ±20 70 ±6
LLN ‘omega’ 6 ± 2 108 ± 3 600 ± 20 1710 ±40 2560 ±40 950 ±10 537 ± 9 560 ±30 86 ±6
LLS ‘zeta’ 160 ±10 1700 ±40 6140 ± 80 8490 ±70 5390 ±50 1220 ±40 630 ±10 590 ±20 60 ±8
LLS ‘omega’ 10 ± 3 120 ± 8 670 ± 5 1900 ±20 2650 ±30 932 ±20 480 ±20 498 ± 9 74 ±2
32 inc blends
LLN ‘zeta’ 140 ±10 1560 ±40 4950 ± 90 7090 ±40 4350 ±80 1080 ±20 660 ±20 470 ±20 53 ±6
LLN ‘omega’ 7 ± 2 118 ± 5 560 ± 20 1640 ±50 2150 ±30 825 ± 8 520 ±10 410 ±20 65 ±4
LLS ‘zeta’ 150 ±10 1750 ±50 5750 ± 80 7990 ±70 4660 ±40 1100 ±40 620 ±20 470 ±20 50 ±6
LLS ‘omega’ 10 ± 2 128 ± 8 643 ± 6 1851 ±30 2300 ±20 840 ±20 480 ±20 402 ± 9 59 ±2
28 unblended
LLN ‘zeta’ 114 ± 9 1310 ±30 4750 ± 80 6990 ±60 4920 ±90 1210 ±20 680 ±20 650 ±20 70 ±6
LLN ‘omega’ 5 ± 2 93 ± 4 530 ± 20 1560 ±30 2390 ±50 920 ±10 530 ±10 560 ±30 86 ±6
LLS ‘zeta’ 128 ± 9 1450 ±40 5430 ± 80 7750 ±50 5060 ±50 1180 ±40 624 ±10 590 ±20 60 ±8
LLS ‘omega’ 8 ± 3 101 ± 8 598 ± 5 1730 ±20 2490 ±30 900 ±20 480 ±20 498 ± 9 74 ±2
28 inc blends
LLN ‘zeta’ 113 ± 9 1340 ±30 4400 ± 80 6470 ±50 4080 ±80 1050 ±20 650 ±20 470 ±20 53 ±6
LLN ‘omega’ 5 ± 2 101 ± 5 500 ± 20 1500 ±40 2010 ±30 800 ±10 510 ±10 410 ±20 65 ±4
LLS ‘zeta’ 126 ± 9 1490 ±50 5100 ± 70 7320 ±60 4390 ±40 1060 ±40 610 ±20 470 ±20 50 ±6
LLS ‘omega’ 9 ± 3 107 ± 7 574 ± 9 1690 ±30 2160 ±20 817 ±20 470 ±20 401 ± 9 59 ±2
24 unblended
LLN ‘zeta’ 90 ± 7 1080 ±40 4120 ± 70 6240 ±60 4540 ±90 1160 ±20 670 ±20 650 ±20 70 ±6
LLN ‘omega’ 4 ±1 79 ± 6 460 ± 20 1380 ±30 2210 ±30 880 ±10 520 ±10 550 ±30 86 ±6
LLS ‘zeta’ 100 ±10 1190 ±40 4720 ± 70 6950 ±60 4690 ±50 1140 ±40 620 ±10 590 ±20 60 ±8
LLS ‘omega’ 7 ± 2 85 ± 6 517 ± 7 1540 ±20 2300 ±20 870 ±20 470 ±10 497 ±10 74 ±2
24 inc blends
LLN ‘zeta’ 87 ± 8 1110 ±40 3820 ± 60 5790 ±50 3780 ±70 1010 ±20 640 ±20 470 ±20 53 ±6
LLN ‘omega’ 4 ± 2 85 ± 6 430 ± 20 1340 ±40 1860 ±30 760 ± 9 500 ±10 410 ±20 65 ±4
LLS ‘zeta’ 102 ± 9 1240 ±50 4430 ± 70 6580 ±70 4080 ±30 1030 ±40 600 ±20 470 ±20 50 ±6
LLS ‘omega’ 7 ± 2 90 ± 5 500 ± 10 1520 ±30 2010 ±20 790 ±20 470 ±20 400 ± 8 59 ±2
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Table C.4 Numbers of observable planets from simulated PLATO Long Look fields, in the log
R log P plane, P1. Red indicates highest value in a given row. Error is σ .
Population
cameras 10−0.4-10−0.2 10−0.2-100 100-10.2 10.2-10.4 10.4-10.6 10.6-10.8 10.8-101 101-101.2 101.2-101.4
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 2 6 7 7 4 2 0 0 1
P1
32 unblended
LLN ‘zeta’ 80 ±10 550 ±20 810 ±40 384 ±20 100 ± 6 12 ±4 6 ±3 5 ±3 0.3 ±0.5
LLN ‘omega’ 4 ± 2 39 ± 6 84 ± 4 85 ± 9 47 ± 4 8 ±1 3.2 ±0.7 3 ±2 0.2 ±0.2
LLS ‘zeta’ 87 ± 7 610 ±20 980 ±30 460 ±30 110 ±10 13 ±4 5 ±2 5 ±1 0.6 ±0.7
LLS ‘omega’ 5 ± 1 46 ± 5 107 ± 5 99 ± 8 54 ± 5 10 ±2 4.7 ±0.7 5 ±2 0.7 ±0.4
32 inc blends
LLN ‘zeta’ 80 ±10 570 ±20 780 ±30 390 ±20 95 ± 7 12 ±4 6 ±3 4 ±2 0.3 ±0.5
LLN ‘omega’ 4 ± 2 40 ± 5 81 ± 4 86 ± 8 45 ± 4 8 ±1 3.3 ±0.7 3 ±2 0.2 ±0.2
LLS ‘zeta’ 86 ± 7 640 ±20 940 ±40 460 ±30 110 ±10 13 ±4 5 ±2 5 ±1 0.6 ±0.7
LLS ‘omega’ 5 ± 1 49 ± 5 104 ± 4 101 ± 7 52 ± 5 10 ±2 5.0 ±0.8 4 ±2 0.7 ±0.4
28 unblended
LLN ‘zeta’ 65 ± 7 494 ±20 770 ±40 378 ±20 99 ± 6 12 ±4 6 ±3 5 ±3 0.3 ±0.5
LLN ‘omega’ 4 ± 2 33 ± 4 78 ± 4 83 ± 7 47 ± 4 8 ±2 3.2 ±0.7 3 ±2 0.2 ±0.2
LLS ‘zeta’ 72 ± 5 540 ±20 930 ±30 450 ±30 110 ±10 13 ±4 5 ±2 5 ±1 0.6 ±0.7
LLS ‘omega’ 4 ± 2 41 ± 4 103 ± 4 97 ± 8 54 ± 5 10 ±2 4.7 ±0.7 5 ±2 0.7 ±0.4
28 inc blends
LLN ‘zeta’ 65 ± 7 510 ±20 740 ±30 380 ±20 94 ± 8 12 ±4 6 ±3 4 ±2 0.3 ±0.5
LLN ‘omega’ 4 ± 2 35 ± 5 76 ± 5 85 ± 7 45 ± 4 8 ±1 3.3 ±0.7 3 ±2 0.2 ±0.2
LLS ‘zeta’ 71 ± 5 560 ±20 900 ±30 450 ±30 110 ±10 13 ±4 5 ±2 5 ±1 0.6 ±0.7
LLS ‘omega’ 4 ± 2 44 ± 5 100 ± 4 99 ± 7 51 ± 5 10 ±2 5.0 ±0.8 4 ±2 0.7 ±0.4
24 unblended
LLN ‘zeta’ 52 ± 7 430 ±20 730 ±30 370 ±20 99 ± 6 12 ±4 6 ±3 5 ±3 0.3 ±0.5
LLN ‘omega’ 3 ± 1 30 ± 4 74 ± 3 81 ± 7 47 ± 4 8 ±1 3.2 ±0.7 3 ±2 0.2 ±0.2
LLS ‘zeta’ 58 ± 6 470 ±20 870 ±30 440 ±30 110 ±10 13 ±4 5 ±2 5 ±1 0.6 ±0.4
LLS ‘omega’ 3 ± 1 37 ± 4 97 ± 4 95 ± 9 53 ± 5 10 ±2 4.7 ±0.7 5 ±2 0.7 ±0.4
24 inc blends
LLN ‘zeta’ 52 ± 7 450 ±20 700 ±30 370 ±20 94 ± 8 12 ±4 6 ±3 4 ±2 0.3 ±0.5
LLN ‘omega’ 3 ± 1 32 ± 4 71 ± 5 83 ± 8 45 ± 3 8 ±1 3.3 ±0.7 3 ±2 0.2 ±0.2
LLS ‘zeta’ 58 ± 6 490 ±20 850 ±30 440 ±30 110 ±10 13 ±4 5 ±2 5 ±1 0.6 ±0.7
LLS ‘omega’ 3 ± 1 39 ± 4 94 ± 5 97 ± 8 51 ± 5 10 ±2 5 ±0.8 4 ±2 0.7 ±0.4
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Table C.5 Numbers of observable planets from simulated PLATO Long Look fields, in the log
R log P plane, P2. Red indicates highest value in a given row. Error is σ .
Population
cameras 10−0.4-10−0.2 10−0.2-100 100-10.2 10.2-10.4 10.4-10.6 10.6-10.8 10.8-101 101-101.2 101.2-101.4
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 0 0 0 0 0 0 0 0 0
P2
32 unblended
LLN ‘zeta’ 10 ±3 27 ±6 21 ±4 6 ±2 1 ±2 0.1 ±0.3 0 0.3 ±0.5 0
LLN ‘omega’ 0.8 ±0.5 1.3 ±0.9 1.7 ±0.4 1.8 ±0.8 0.8 ±0.8 0.2 ±0.2 0 0.1 ±0.2 0
LLS ‘zeta’ 11 ±4 31 ±6 23 ±4 9 ±2 2 ±2 0.1 ±0.3 0.2 ±0.4 0 0
LLS ‘omega’ 0.5 ±0.6 1.9 ±0.4 2 ±1 1.0 ±0.7 0.6 ±1.0 0.1 ±0.2 0 0.1 ±0.2 0
32 inc blends
LLN ‘zeta’ 10 ±3 27 ±6 20 ±4 6 ±2 1 ±1 0.1 ±0.3 0 0.3 ±0.5 0
LLN ‘omega’ 0.8 ±0.5 1.3 ±0.9 1.7 ±0.4 1.9 ±0.9 0.7 ±0.6 0.2 ±0.2 0 0.1 ±0.2 0
LLS ‘zeta’ 11 ±4 32 ±7 22 ±5 9 ±2 2 ±2 0.1 ±0.3 0.2 ±0.4 0 0
LLS ‘omega’ 0.5 ±0.6 2.0 ±0.5 1.9 ±1.2 1.0 ±0.7 0.6 ±1.0 0.1 ±0.2 0 ±0 0.1 ±0.2 0
28 unblended
LLN ‘zeta’ 9 ±3 26 ±6 20 ±4 6 ±2 1 ±1 0.1 ±0.3 0 0.3 ±0.5 0
LLN ‘omega’ 0.8 ±0.5 1.2 ±0.8 1.7 ±0.4 1.8 ±0.8 0.8 ±0.8 0.2 ±0.2 0 0.1 ±0.2 0
LLS ‘zeta’ 10 ±4 30 ±6 23 ±4 9 ±2 2 ±2 0.1 ±0.3 0.2 ±0.4 0 0
LLS ‘omega’ 0.4 ±0.4 1.9 ±0.4 2 ±1 1.0 ±0.7 0.6 ±1.0 0.1 ±0.2 0 0.1 ±0.2 0
28 inc blends
LLN ‘zeta’ 9 ±2 26 ±6 20 ±4 6 ±2 1 ±1 0.1 ±0.3 0 0.3 ±0.5 0
LLN ‘omega’ 0.8 ±0.5 1.2 ±0.8 1.7 ±0.4 1.9 ±0.9 0.7 ±0.6 0.2 ±0.2 0 0.1 ±0.2 0
LLS ‘zeta’ 10 ±4 30 ±7 22 ±4 9 ±2 2 ±2 0.1 ±0.3 0.2 ±0.4 0 0
LLS ‘omega’ 0.4 ±0.4 2.0 ±0.5 1.9 ±1.2 1.0 ±0.7 0.6 ±1.0 0.1 ±0.2 0 0.1 ±0.2 0
24 unblended
LLN ‘zeta’ 8 ±2 25 ±6 20 ±4 6 ±2 1 ±1 0.1 ±0.3 0 0.3 ±0.5 0
LLN ‘omega’ 0.6 ±0.4 1.1 ±0.9 1.6 ±0.4 1.8 ±0.8 0.8 ±0.8 0.2 ±0.2 0 0.1 ±0.2 0
LLS ‘zeta’ 9 ±4 29 ±7 23 ±4 9 ±2 2 ±2 0.1 ±0.3 0.2 ±0.3 0 0
LLS ‘omega’ 0.3 ±0.3 1.9 ±0.4 2 ±1 1.0 ±0.7 0.6 ±1.0 0.1 ±0.2 0 0.1 ±0.2 0
24 inc blends
LLN ‘zeta’ 8 ±2 24 ±7 20 ±4 6 ±2 1 ±1 0.1 ±0.3 0 0.3 ±0.5 0
LLN ‘omega’ 0.6 ±0.4 1.1 ±0.9 1.6 ±0.4 1.9 ±0.9 0.7 ±0.6 0.2 ±0.2 0 0.1 ±0.2 0
LLS ‘zeta’ 9 ±4 29 ±7 22 ±4 9 ±2 2 ±2 0.1 ±0.3 0.2 ±0.4 0 0
LLS ‘omega’ 0.3 ±0.3 2.0 ±0.5 1.9 ±1.2 1.0 ±0.7 0.6 ±1.0 0.1 ±0.2 0 0.1 ±0.2 0
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Table C.6 Numbers of observable planets from simulated PLATO Long Look fields, in the log
R log P plane, P4. Red indicates highest value in a given row. Error is σ .
Population
cameras 10−0.4-10−0.2 10−0.2-100 100-10.2 10.2-10.4 10.4-10.6 10.6-10.8 10.8-101 101-101.2 101.2-101.4
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 1 14 38 26 3 1 1 1 0
P4
32 unblended
LLN ‘zeta’ 35 ±6 240 ±10 480 ±20 280 ±20 68 ± 9 8 ±3 3 ±2 4 ±1 0.1 ±0.3
LLN ‘omega’ 1.2 ±0.9 18 ± 3 51 ± 8 66 ± 6 32 ± 5 6 ±1 2 ±1 3 ±1 0.7 ±0.5
LLS ‘zeta’ 44 ±7 270 ±10 550 ±20 320 ±20 75 ± 7 10 ±3 4 ±2 4 ±1 0.2 ±0.4
LLS ‘omega’ 3 ±2 17.6 ±0.7 57 ± 5 71 ± 2 39 ± 4 8 ±2 2.8 ±0.8 2.2 ±0.6 0.3 ±0.4
32 inc blends
LLN ‘zeta’ 35 ±6 220 ±10 410 ±10 240 ±10 60 ±10 8 ±2 3 ±2 3 ±2 0.1 ±0.3
LLN ‘omega’ 1 ±1 20 ± 2 47 ± 7 57 ± 5 26 ± 4 5 ±1 1.9 ±0.6 2.7 ±0.7 0.4 ±0.4
LLS ‘zeta’ 43 ±8 260 ±20 480 ±20 280 ±20 65 ± 5 9 ±3 3 ±2 4 ±1 0.2 ±0.4
LLS ‘omega’ 3 ±2 17 ± 1 53 ± 4 67 ± 3 33 ± 3 7 ±2 3 ±1 2.0 ±0.6 0.3 ±0.4
28 unblended
LLN ‘zeta’ 30 ±5 210 ±10 450 ±10 280 ±20 69 ± 9 8 ±3 3 ±2 4 ±2 0.1 ±0.3
LLN ‘omega’ 1.0 ±0.8 17 ± 3 47 ± 8 64 ±6 32 ± 5 6 ±1 2 ±1 3 ±1 0.7 ±0.5
LLS ‘zeta’ 38 ±6 240 ±10 510 ±20 310 ±20 75 ± 7 10 ±3 4 ±2 4 ±2 0.2 ±0.4
LLS ‘omega’ 3 ±2 15.5 ±0.3 53 ± 4 70 ± 2 39 ± 4 8 ±2 2.8 ±0.8 2.2 ±0.6 0.3 ±0.4
28 inc blends
LLN ‘zeta’ 29 ±5 200 ±10 380 ±10 240 ±20 55 ± 9 8 ±2 3 ±2 3 ±2 0.1 ±0.3
LLN ‘omega’ 1 ±1 18 ± 2 43 ± 7 56 ± 5 26 ± 4 5 ±1 1.9 ±0.6 2.7 ±0.9 0.4 ±0.4
LLS ‘zeta’ 37 ±7 230 ±20 440 ±20 280 ±20 65 ± 5 9 ±3 3 ±2 4 ±1 0.2 ±0.4
LLS ‘omega’ 3 ±2 15 ± 1 50 ± 3 66 ± 2 33 ± 3 7 ±2 3 ±1 2 ±0.6 0.3 ±0.4
24 unblended
LLN ‘zeta’ 25 ±4 180 ±10 410 ±10 270 ±20 69 ± 9 8 ±3 3 ±2 4 ±2 0.1 ±0.3
LLN ‘omega’ 0.8 ±0.8 15 ± 3 43 ± 8 63 ± 5 32 ± 5 6 ±1 2 ±1 2.8 ±1 0.7 ±0.5
LLS ‘zeta’ 32 ±5 207 ±10 460 ±20 300 ±20 75 ± 7 10 ±3 4 ±2 4 ±1 0.2 ±0.4
LLS ‘omega’ 2 ±2 13 ±0.5 48 ± 5 68 ± 2 39 ±4 7 ±2 2.8 ±0.8 2.2 ±0.6 0.3 ±0.4
24 inc blends
LLN ‘zeta’ 23 ±4 170 ±10 350 ±10 230 ±10 55 ± 9 8 ±2 3 ±2 3 ±2 0.1 ±0.3
LLN ‘omega’ 0.8 ±0.9 15 ± 3 40 ± 8 55 ± 5 26 ± 4 5 ±1 1.9 ±0.6 2.7 ±0.9 0.4 ±0.4
LLS ‘zeta’ 31 ±7 200 ±20 410 ±10 270 ±20 65 ± 5 9 ±3 3 ±2 4 ±1 0.2 ±0.4
LLS ‘omega’ 2 ±2 13 ± 1 46 ± 4 64 ± 3 33 ± 3 7 ±2 3 ±1 2.0 ±0.6 0.3 ±0.4
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Table C.7 Numbers of observable planets from simulated PLATO Long Look fields, in the log
R log P plane, P5. Red indicates highest value in a given row. Error is σ .
Population
cameras 10−0.4-10−0.2 10−0.2-100 100-10.2 10.2-10.4 10.4-10.6 10.6-10.8 10.8-101 101-101.2 101.2-101.4
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 6 44 84 74 55 14 10 6 4
P5
32 unblended
LLN ‘zeta’ 102 ± 9 1180 ±40 3290 ±90 2740 ±50 900 ±40 120 ±10 47 ±7 40 ±5 4 ±2
LLN ‘omega’ 5 ± 2 81 ± 2 360 ±10 610 ±20 450 ±10 87 ± 5 37 ±3 33 ±3 4.5 ±0.9
LLS ‘zeta’ 110 ±10 1310 ±30 3810 ±50 3130 ±70 990 ±20 130 ±10 49 ±6 46 ±6 4 ±2
LLS ‘omega’ 7 ± 2 94 ± 8 414 ± 4 700 ±10 480 ±20 105 ± 2 38 ±2 40 ±3 7 ±2
32 inc blends
LLN ‘zeta’ 102 ± 9 1220 ±50 3140 ±70 2690 ±50 840 ±40 110 ±10 48 ±7 38 ±5 4 ±2
LLN ‘omega’ 5 ± 2 88 ± 3 350 ±10 620 ±30 420 ±10 85 ± 5 37 ±3 31 ±3 4.2 ±0.5
LLS ‘zeta’ 109 ± 9 1360 ±30 3640 ±50 3100 ±70 930 ±20 130 ±10 51 ±5 42 ±6 4 ±2
LLS ‘omega’ 7 ± 2 101 ± 9 401 ± 6 700 ±10 450 ±20 103 ± 2 40 ±1 37 ±4 7 ±1
28 unblended
LLN ‘zeta’ 83 ± 7 1010 ±30 3000 ±80 2610 ±50 890 ±40 120 ±10 47 ±7 40 ±5 4 ±2
LLN ‘omega’ 4 ± 2 71 ± 3 330 ±10 590 ±20 440 ±10 86 ± 5 37 ±3 33 ±3 4.5 ±0.9
LLS ‘zeta’ 89 ± 7 1120 ±30 3460 ±50 3000 ±60 980 ±20 130 ±10 49 ±6 46 ±6 4 ±2
LLS ‘omega’ 6 ± 2 79 ± 7 379 ± 4 670 ±10 470 ±20 105 ± 2 38 ±2 40 ±3 7 ±2
28 inc blends
LLN ‘zeta’ 82 ± 7 1050 ±30 2860 ±70 2570 ±50 820 ±40 110 ±10 48 ±7 37 ±5 4 ±2
LLN ‘omega’ 4 ± 2 76 ± 4 320 ±10 591 ±20 410 ±10 85 ± 5 37 ±3 31 ±3 4.2 ±0.5
LLS ‘zeta’ 88 ± 7 1160 ±50 3320 ±50 2960 ±60 920 ±20 130 ±10 50 ±5 42 ±6 4 ±2
LLS ‘omega’ 6 ± 2 84 ± 7 367 ± 7 670 ±10 440 ±20 103 ± 2 40 ±1 37 ±4 7 ±1
24 unblended
LLN ‘zeta’ 64 ± 8 840 ±30 2680 ±80 2470 ±50 870 ±40 110 ±10 47 ±7 40 ±5 4 ±2
LLN ‘omega’ 3 ± 1 59 ± 2 300 ±10 550 ±20 430 ±10 85 ± 5 37 ±3 33 ±3 4.5 ±0.9
LLS ‘zeta’ 72 ± 8 930 ±30 3090 ±40 2830 ±60 960 ±20 130 ±10 49 ±6 46 ±6 4 ±2
LLS ‘omega’ 4 ± 1 67 ± 6 337 ± 6 626 ±10 470 ±20 105 ± 3 38 ±2 40 ±3 7 ±2
24 inc blends
LLN ‘zeta’ 63 ± 8 880 ±30 2550 ±60 2430 ±40 800 ±40 110 ±10 48 ±7 37 ±5 4 ±2
LLN ‘omega’ 3 ± 1 64 ± 3 284 ± 9 550 ±20 400 ±10 84 ± 4 37 ±3 31 ±3 4.2 ±0.5
LLS ‘zeta’ 71 ± 8 970 ±30 2960 ±50 2800 ±60 900 ±20 130 ±10 51 ±5 42 ±6 4 ±2
LLS ‘omega’ 4 ± 1 72 ±6 330 ±10 630 ±10 440 ±20 102 ± 3 40 ±1 37 ±4 7 ±1
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Table C.8 Numbers of observable planets from simulated PLATO Long Look fields, in the log
R log P plane, bins from Fressin et al. (2013), V < 26. Red indicates highest value in a given
row. Error is σ .
Population
cameras 0.4-0.8 0.8-1.25 1.25-2 2-4 4-6 6-22 22-25
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 51 245 698 1017 120 152 2
V < 26
32 unblended
LLN ‘zeta’ 610 ±30 2890 ±50 7820 ±90 12700 ±100 1640 ±30 4280 ±50 140 ±20
LLN ‘omega’ 40 ± 4 270 ±10 1260 ±10 4640 ± 70 1230 ±10 3620 ±30 153 ± 7
LLS ‘zeta’ 670 ±20 3320 ±60 8760 ±60 13200 ±100 1520 ±50 3170 ±40 70 ± 8
LLS ‘omega’ 46 ± 6 300 ±10 1410 ±20 4820 ± 60 1150 ±30 2620 ±20 80 ± 7
32 inc blends
LLN ‘zeta’ 600 ±30 2840 ±40 7290 ±90 10750 ±100 1380 ±30 2130 ±40 16 ± 5
LLN ‘omega’ 41 ± 5 270 ±10 1200 ± 6 3960 ± 70 1040 ±20 1800 ± 8 15 ± 2
LLS ‘zeta’ 660 ±30 3260 ±60 8270 ±60 11610 ± 90 1340 ±40 1940 ±30 16 ± 4
LLS ‘omega’ 46 ± 6 300 ±10 1360 ±30 4260 ± 50 1010 ±30 1610 ±30 16 ± 3
28 unblended
LLN ‘zeta’ 500 ±30 2510 ±40 6970 ±80 11700 ±200 1550 ±30 4110 ±50 130 ±20
LLN ‘omega’ 33 ± 5 240 ±10 1130 ±10 4280 ± 70 1160 ±10 3470 ±30 147 ± 6
LLS ‘zeta’ 560 ±20 2850 ±50 7830 ±60 12180 ±100 1460 ±50 3070 ±30 67 ± 9
LLS ‘omega’ 38 ± 6 260 ±10 1260 ±20 4460 ± 50 1090 ±30 2550 ±30 77 ± 7
28 inc blends
LLN ‘zeta’ 500 ±30 2470 ±40 6500 ±70 9900 ±100 1320 ±20 2090 ±40 16 ±5
LLN ‘omega’ 34 ± 5 230 ±10 1076 ± 7 3670 ± 60 1000 ±20 1770 ± 9 15 ±2
LLS ‘zeta’ 550 ±20 2810 ±50 7410 ±60 10770 ± 70 1290 ±40 1910 ±30 15 ±4
LLS ‘omega’ 38 ± 6 260 ±10 1220 ±30 3960 ± 50 970 ±30 1580 ±30 16 ±3
24 unblended
LLN ‘zeta’ 410 ±20 2130 ±40 6080 ±70 10600 ±100 1460 ±20 3920 ±50 120 ±20
LLN ‘omega’ 28 ± 5 200 ±10 990 ±10 3890 ± 50 1090 ±20 3300 ±30 141 ± 5
LLS ‘zeta’ 450 ±20 2410 ±50 6860 ±60 11100 ±100 1380 ±50 2970 ±30 65 ± 8
LLS ‘omega’ 31 ± 5 230 ± 10 1100 ±20 4060 ± 50 1040 ±20 2430 ±50 75 ± 7
24 inc blends
LLN ‘zeta’ 400 ±20 2090 ±40 5690 ±50 9100 ±100 1250 ±20 2040 ±40 16 ± 5
LLN ‘omega’ 29 ± 5 200 ±10 943 ± 4 3350 ± 50 940 ±20 1728 ± 9 15 ± 2
LLS ‘zeta’ 440 ±20 2370 ±50 6510 ±70 9850 ± 80 1230 ±40 1880 ±30 15 ± 4
LLS ‘omega’ 31 ± 5 220 ±10 1070 ±30 3630 ± 50 930 ±20 1560 ±30 16 ± 3
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Table C.9 Numbers of observable planets from simulated PLATO Long Look fields, in the log
R log P plane, bins from Fressin et al. (2013), V < 16, F5-M. Red indicates highest value in a
given row. Error is σ .
Population
cameras 0.4-0.8 0.8-1.25 1.25-2 2-4 4-6 6-22 22-25
With blends? R⊕ R⊕ R⊕ R⊕ Ro plus R⊕ R⊕
Observed
Kepler DR25 49 244 692 1006 117 146 1
V < 16, F5-M
32 unblended
LLN ‘zeta’ 560 ±30 2630 ±50 6690 ±90 10090 ±100 1070 ±20 1570 ±30 20 ±5
LLN ‘omega’ 36 ± 4 250 ±10 1070 ±10 3630 ± 70 810 ±10 1300 ±20 21 ±2
LLS ‘zeta’ 630 ±20 3010 ±70 7570 ±60 10670 ±100 1050 ±40 1440 ±30 15 ±3
LLS ‘omega’ 44 ± 5 275 ± 9 1200 ±20 3830 ± 30 800 ±20 1170 ±30 15 ±3
32 inc blends
LLN ‘zeta’ 560 ±30 2580 ±50 6260 ±80 8700 ±100 980 ±20 1270 ±30 11 ±4
LLN ‘omega’ 38 ± 5 245 ± 9 1015 ± 4 3180 ± 70 740 ±10 1060 ±20 10.2 ±0.6
LLS ‘zeta’ 620 ±30 2960 ±60 7170 ±60 9560 ± 80 980 ±40 1240 ±30 11 ±3
LLS ‘omega’ 44 ± 5 270 ±10 1160 ±20 3450 ± 30 750 ±20 1020 ±20 11 ±2
28 unblended
LLN ‘zeta’ 470 ±30 2290 ±40 5990 ±80 9300 ±100 1030 ±20 1560 ±30 20 ±5
LLN ‘omega’ 31 ± 5 210 ±10 960 ±20 3370 ± 70 780 ±10 1290 ±20 21 ±2
LLS ‘zeta’ 530 ±20 2600 ±60 6790 ±60 9900 ± 90 1010 ±40 1430 ±30 15 ±3
LLS ‘omega’ 37 ± 6 239 ± 9 1080 ±20 3560 ± 30 770 ±30 1170 ±30 15 ±3
28 inc blends
LLN ‘zeta’ 470 ±30 2250 ±40 5610 ±60 8100 ±100 950 ±20 1260 ±30 11 ±4
LLN ‘omega’ 31 ± 4 210 ±10 917 ± 7 2960 ±60 720 ±20 1050 ±20 10.2 ±0.6
LLS ‘zeta’ 520 ±20 2560 ±50 6440 ±60 8900 ± 70 950 ±40 1230 ±30 11 ±3
LLS ‘omega’ 36 ± 5 240 ±10 1050 ±20 3220 ± 30 730 ±20 1010 ±20 11 ±2
24 unblended
LLN ‘zeta’ 380 ±20 1950 ±40 5260 ±60 8500 ±100 990 ±20 1540 ±30 20 ±5
LLN ‘omega’ 26 ± 5 180 ±10 840 ±10 3090 ± 60 750 ±10 1270 ±20 21 ±2
LLS ‘zeta’ 430 ±20 2200 ±50 5970 ±70 9060 ± 80 970 ±30 1420 ±30 15 ±3
LLS ‘omega’ 29 ± 5 204 ± 8 950 ±20 3270 ± 30 740 ±20 1150 ±30 15 ±3
24 inc blends
LLN ‘zeta’ 370 ±20 1910 ±40 4940 ±40 7400 ±100 910 ±20 1250 ±30 11 ±4
LLN ‘omega’ 27 ± 5 180 ±10 807 ± 6 2710 ± 60 690 ±10 1040 ±20 10.2 ±0.6
LLS ‘zeta’ 420 ±20 2170 ±50 5680 ±70 8170 ± 70 920 ±40 1220 ±30 11 ±3
LLS ‘omega’ 30 ± 5 203 ± 8 930 ±20 2960 ± 30 700 ±20 1000 ±20 11 ±2
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Table C.10 Numbers of observable planets from simulated PLATO Long Look fields, in the
log R log P plane, bins from Fressin et al. (2013), P1. Red indicates highest value in a given
row. Error is σ .
Population
cameras 0.4-0.8 0.8-1.25 1.25-2 2-4 4-6 6-22 22-25
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 6 3 10 7 2 1 0
P1
32 unblended
LLN ‘zeta’ 270 ±20 690 ±20 680 ±30 290 ±20 10 ±4 12 ±3 0
LLN ‘omega’ 18 ± 4 59 ± 5 94 ± 5 88 ± 6 7 ±2 8 ±2 0
LLS ‘zeta’ 300 ±10 790 ±30 810 ±40 340 ±30 11 ±4 11 ±2 0.2 ±0.4
LLS ‘omega’ 19 ± 4 74 ± 5 114 ± 5 104 ± 3 9 ±2 11 ±1 0.3 ±0.4
32 inc blends
LLN ‘zeta’ 270 ±20 690 ±40 680 ±30 290 ±10 10 ±4 12 ±3 0
LLN ‘omega’ 18 ± 4 58 ± 4 94 ± 5 87 ± 5 7 ±1 8 ±2 0
LLS ‘zeta’ 290 ±20 790 ±30 800 ±30 340 ±30 12 ±4 11 ±2 0.2 ±0.4
LLS ‘omega’ 20 ± 4 74 ± 5 114 ± 5 103 ± 3 9 ±1 11 ±1 0.2 ±0.3
28 unblended
LLN ‘zeta’ 230 ±20 630 ±30 660 ±30 290 ±10 10 ±4 12 ±3 0
LLN ‘omega’ 16 ± 4 53 ± 5 90 ± 4 87 ± 5 7 ±2 8 ±1 0
LLS ‘zeta’ 250 ±10 720 ±30 790 ±30 340 ±30 11 ±4 11 ±2 0.2 ±0.4
LLS ‘omega’ 17 ± 4 68 ± 5 112 ± 5 102 ± 3 9 ±2 11 ±1 0.2 ±0.3
28 inc blends
LLN ‘zeta’ 230 ±20 630 ±20 650 ±30 280 ±10 10 ±4 12 ±3 0
LLN ‘omega’ 16 ± 4 53 ± 5 90 ± 5 86 ± 5 7 ±1 8 ±2 0
LLS ‘zeta’ 250 ±10 720 ±30 780 ±30 340 ±30 12 ±4 11 ±2 0.2 ±0.4
LLS ‘omega’ 18 ± 4 68 ± 5 111 ± 6 102 ± 3 9 ±1 11 ±1 0.2 ±0.3
24 unblended
LLN ‘zeta’ 190 ±20 570 ±30 630 ±20 290 ±10 10 ±4 12 ±3 0
LLS ‘omega’ 14 ± 4 48 ± 4 87 ± 5 86 ± 6 7 ±2 8 ±1 0
LLS ‘zeta’ 210 ±10 650 ±30 750 ±30 340 ±30 11 ±4 11 ±2 0.2 ±0.4
LLS ‘omega’ 14 ± 4 63 ± 5 107 ± 6 101 ± 2 9 ±2 11 ± 1 0.2 ±0.3
24 inc blends
LLN ‘zeta’ 190 ±20 570 ±30 630 ±20 280 ±10 10 ±4 12 ±3 0
LLN ‘omega’ 14 ± 4 48 ± 4 87 ± 6 85 ± 5 7 ±1 8 ±2 0
LLS ‘zeta’ 210 ±10 650 ±30 750 ±30 330 ±30 12 ±4 11 ±2 0.2 ±0.4
LLS ‘omega’ 14 ± 4 62 ± 5 107 ± 6 100 ± 3 9 ±1 11 ±1 0.2 ±0.3
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Table C.11 Numbers of observable planets from simulated PLATO Long Look fields, in the
log R log P plane, bins from Fressin et al. (2013), P2. Red indicates highest value in a given
row. Error is σ .
Population
cameras 0.4-0.8 0.8-1.25 1.25-2 2-4 4-6 6-22 22-25
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 0 0 0 0 0 0 0
P2
32 unblended
LLN ‘zeta’ 22 ±4 24 ±7 15 ±4 4 ±2 0.1 ±0.3 0.3 ±0.5 0
LLN ‘omega’ 1 ±1 1.5 ±0.7 2.0 ±0.6 2 ±1 0.2 ±0.2 0.1 ±0.2 0
LLS ‘zeta’ 24 ±6 27 ±5 18 ±2 6 ±3 0.1 ±0.3 0.2 ±0.4 0
LLS ‘omega’ 1.5 ±0.7 2 ±1 1.3 ±0.3 1 ±1 0.1 ±0.2 0.1 ±0.2 0
32 inc blends
LLN ‘zeta’ 22 ±4 24 ±7 15 ±4 4 ±2 0.1 ±0.3 0.3 ±0.5 0
LLN ‘omega’ 1 ±1 1.5 ±0.7 2.0 ±0.6 2 ±1 0.2 ±0.2 0.1 ±0.2 0
LLS ‘zeta’ 24 ±6 27 ±5 18 ±3 6 ±3 0.1 ±0.3 0.2 ±0.4 0
LLS ‘omega’ 1.5 ±0.7 2 ±1 1.6 ±0.7 1.0 ±0.7 0.1 ±0.2 0.1 ±0.2 0
28 unblended
LLN ‘zeta’ 21 ±3 23 ±7 15 ±4 4 ±2 0.1 ±0.3 0.3 ±0.5 0
LLN ‘omega’ 1 ±1 1.4 ±0.7 2.0 ±0.6 2 ±1 0.2 ±0.2 0.1 ±0.2 0
LLS ‘zeta’ 22 ±6 26 ±4 18 ±3 6 ±3 0.1 ±0.3 0.2 ±0.4 0
LLS ‘omega’ 1.4 ±0.6 2 ±1 1.3 ±0.3 1 ±1 0.1 ±0.2 0.1 ±0.2 0
28 inc blends
LLN ‘zeta’ 20 ±3 23 ±7 14 ±4 4 ±2 0.10 ±0.3 0.3 ±0.5 0
LLN ‘omega’ 1 ±1 1.4 ±0.7 2.0 ±0.6 2 ±1 0.2 ±0.2 0.1 ±0.2 0
LLS ‘zeta’ 22 ±6 26 ±5 18 ±3 6 ±3 0.1 ±0.3 0.2 ±0.4 0
LLS ‘omega’ 1.4 ±0.6 2 ±1 1.3 ±0.3 1 ±1 0.1 ±0.2 0.1 ±0.2 0
24 unblended
LLN ‘zeta’ 19 ±3 22 ±7 15 ±3 4 ±2 0.1 ±0.3 0.3 ±0.5 0
LLN ‘omega’ 1 ±1 1.3 ±0.8 2.0 ±0.6 2 ±1 0.2 ±0.2 0.1 ±0.2 0
LLS ‘zeta’ 21 ±5 25 ±5 18 ±3 6 ±3 0.1 ±0.3 0.2 ±0.4 0
LLS ‘omega’ 1.3 ±0.6 2 ±1 1.3 ±0.3 1 ±1 0.1 ±0.2 0.1 ±0.2 0
24 inc blends
LLN ‘zeta’ 19 ±4 22 ±7 15 ±4 4 ±2 0.1 ±0.3 0.3 ±0.5 0
LLN ‘omega’ 1 ±1 1.3 ±0.8 2.0 ±0.6 2 ±1 0.2 ±0.2 0.1 ±0.2 0
LLS ‘zeta’ 21 ±5 25 ±5 18 ±3 6 ±3 0.1 ±0.3 0.2 ±0.4 0
LLS ‘omega’ 1.3 ±0.5 2 ±1 1.3 ±0.3 1 ±1 0.1 ±0.2 0.1 ±0.2 0
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Table C.12 Numbers of observable planets from simulated PLATO Long Look fields, in the
log R log P plane, bins from Fressin et al. (2013), P4. Red indicates highest value in a given
row. Error is σ .
Population
cameras 0.4-0.8 0.8-1.25 1.25-2 2-4 4-6 6-22 22-25
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 6 28 36 12 1 2 0
P4
32 unblended
LLN ‘zeta’ 112 ± 9 330 ±20 450 ±20 210 ±10 7 ±3 8 ±3 0
LLN ‘omega’ 7 ± 2 31 ± 3 67 ±6 63 ± 6 5 ±1 6.2 ±0.4 0.3 ±0.3
LLS ‘zeta’ 130 ±10 380 ±20 510 ±20 230 ±20 8 ±3 9 ±3 0.1 ±0.3
LLS ‘omega’ 9 ± 3 31 ± 3 74 ± 6 73 ± 4 7 ±2 6 ±1 0.1 ±0.2
32 inc blends
LLN ‘zeta’ 110 ± 6 310 ±20 380 ±20 170 ±10 7 ±2 7 ±3 0
LLN ‘omega’ 8 ± 2 30 ± 2 60 ± 4 53 ± 5 5.0 ±0.8 5.1 ±0.7 0.2 ±0.3
LLS ‘zeta’ 130 ±10 350 ±20 450 ±20 200 ±10 8 ±3 8 ±3 0
LLS ‘omega’ 9 ± 3 30 ± 3 70 ± 5 60 ± 4 6 ±1 5 ±1 0.1 ±0.2
28 unblended
LLN ‘zeta’ 97 ± 7 300 ±20 430 ±20 210 ±10 7 ±3 8 ±3 0
LLN ‘omega’ 6 ± 2 30 ± 3 63 ± 6 63 ± 6 5 ±1 6.2 ±0.4 0.3 ±0.3
LLS ‘zeta’ 115 ± 9 340 ±20 490 ±20 230 ±20 8 ±3 9 ±3 0.1 ±0.3
LLS ‘omega’ 8 ± 2 28 ± 3 72 ± 6 73 ± 4 7 ±2 6 ±1 0.1 ±0.2
28 inc blends
LLN ‘zeta’ 95 ± 5 280 ±20 360 ±20 160 ±10 7 ±2 7 ±3 0
LLN ‘omega’ 7 ± 2 27 ± 3 57 ± 4 53 ± 5 5.0 ±0.8 5.1 ±0.7 0.2 ±0.3
LLS ‘zeta’ 110 ±10 320 ±20 430 ±20 200 ±10 8 ±3 8 ±3 0
LLS ‘omega’ 8 ± 2 27 ± 3 68 ± 5 64 ± 4 6 ±1 5 ±1 0.1 ±0.2
24 unblended
LLN ‘zeta’ 83 ± 7 270 ±10 400 ±20 200 ±10 7 ±3 8 ±3 0
LLN ‘omega’ 5 ± 1 26 ± 4 60 ± 6 62 ± 6 5 ±1 6.2 ±0.4 0.3 ±0.3
LLS ‘zeta’ 99 ± 9 300 ±20 450 ±20 230 ±20 8 ±3 9 ±3 0.1 ±0.3
LLS ‘omega’ 7 ± 2 24 ± 3 68 ± 6 72 ±5 7 ±2 6 ±1 0.1 ±0.2
24 inc blends
LLN ‘zeta’ 81 ± 7 250 ±20 337 ±20 160 ±10 7 ±2 7 ±3 0
LLN ‘omega’ 6 ± 2 24 ± 4 54 ± 5 52 ± 5 5.0 ±0.8 5.1 ±0.7 0.2 ±0.3
LLS ‘zeta’ 97 ± 9 280 ±20 400 ±10 200 ±10 8 ±3 8 ±3 0
LLS ‘omega’ 7 ± 2 23 ± 3 64 ± 5 64 ± 4 6 ±1 5 ±1 0.1 ±0.2
272 Detailed results of exoplanet simulations
Table C.13 Numbers of observable planets from simulated PLATO Long Look fields, in the
log R log P plane, bins from Fressin et al. (2013), P5. Red indicates highest value in a given
row. Error is σ .
Population
cameras 0.4-0.8 0.8-1.25 1.25-2 2-4 4-6 6-22 22-25
With blends? R⊕ R⊕ R⊕ R⊕ R⊕ R⊕ R⊕
Observed
Kepler DR25 23 50 91 99 12 22 0
P5
32 unblended
LLN ‘zeta’ 440 ±30 1910 ±40 3450 ±70 2410 ±70 100 ±10 102 ± 8 0.6 ±0.8
LLN ‘omega’ 27 ± 4 174 ± 6 524 ± 6 780 ±20 76 ± 6 84 ± 4 0.7 ±0.4
LLS ‘zeta’ 480 ±20 2180 ±50 3990 ±80 2700 ±60 110 ±10 115 ± 7 0.9 ±0.7
LLS ‘omega’ 33 ± 5 202 ± 8 590 ±10 870 ±20 91 ± 2 98 ± 5 1.5 ±0.8
32 inc blends
LLN ‘zeta’ 430 ±30 1890 ±50 3340 ±70 2320 ±60 100 ±10 98 ± 8 0.5 ±0.8
LLN ‘omega’ 28 ± 4 174 ± 5 514 ±6 760 ±10 77 ± 6 80 ± 4 0.7 ±0.4
LLS ‘zeta’ 480 ±20 2170 ±50 3870 ±70 2620 ±60 110 ±10 111 ± 8 0.9±0.7
LLS ‘omega’ 34 ± 5 200 ± 9 580 ±10 840 ±20 91 ± 2 95 ± 5 1.5 ±0.8
28 unblended
LLN ‘zeta’ 360 ±20 1690 ±40 3190 ±60 2340 ±70 100 ±10 101 ± 7 0.6 ±0.8
LLN ‘omega’ 24 ± 4 154 ± 5 489 ± 8 760 ±20 75 ± 5 84 ± 4 0.7 ±0.4
LLS ‘zeta’ 400 ±20 1910 ±50 3700 ±70 2640 ±60 110 ±10 115 ± 7 0.9 ±0.7
LLS ‘omega’ 28 ± 5 180 ± 8 550 ±30 840 ±20 91 ± 2 98 ± 5 1.5 ±0.8
28 inc blends
LLN ‘zeta’ 360 ±20 1670 ±30 3100 ±60 2250 ±60 100 ±10 98 ± 8 0.5 ±0.8
LLN ‘omega’ 23 ± 3 154 ± 6 480 ± 8 740 ±10 76 ± 6 80 ± 4 0.7 ±0.4
LLS ‘zeta’ 400 ±20 1900 ±50 3600 ±70 2550 ±50 110 ±10 111 ± 8 0.9 ±0.7
LLS ‘omega’ 28 ± 5 177 ± 9 540 ±20 830 ±20 91 ± 2 95 ± 5 1.5 ±0.8
24 unblended
LLN ‘zeta’ 290 ±20 1440 ±40 2920 ±60 2260 ±70 100 ±10 102 ± 8 0.6 ±0.8
LLN ‘omega’ 20 ± 4 132 ± 4 449 ± 8 740 ±20 75 ± 5 84 ± 4 0.7 ±0.4
LLS ‘zeta’ 320 ±20 1640 ±40 3370 ±70 2550 ±50 112 ±10 115 ± 7 0.9 ±0.7
LLS ‘omega’ 22 ± 4 156 ± 6 500 ±10 820 ±10 91 ± 2 98 ± 5 1.5 ±0.8
24 inc blends
LLN ‘zeta’ 290 ±20 1440 ±40 2830 ±50 2170 ±60 100 ±10 98 ± 8 0.5 ±0.8
LLN ‘omega’ 20 ± 4 130 ± 5 439 ± 7 720 ±10 76 ± 6 80 ± 4 0.7 0.4
LLS ‘zeta’ 320 ±20 1630 ±40 3290 ±70 2460 ±50 112 ±10 111 ± 8 0.9 ±0.7
LLS ‘omega’ 22 ± 4 155 ± 7 500 ±20 800 ±10 90 ± 3 95 ± 5 1.5 ±0.8
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Table D.1 Observable binary population: unblended, V < 26, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 26900 ±200 26800 ±200 26800 ±200
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0.5 ±0.6 0.5 ±0.6 0.5 ±0.6
[0.0,0.2] 25 ± 5 23 ± 5 20 ± 5
[0.2,0.4] 146 ± 8 133 ± 7 117 ± 7
[0.4,0.6] 185 ± 8 172 ± 8 159 ± 8
[0.6,0.8] 420 ± 20 400 ± 20 390 ± 20
[0.8,1.0] 780 ± 20 780 ± 10 770 ± 20
[1.0,1.2] 1480 ± 60 1480 ± 60 1470 ± 60
[1.2,1.4] 2460 ± 20 2460 ± 20 2460 ± 20
[1.4,1.6] 3900 ± 60 3900 ± 60 3900 ± 60
[1.6,1.8] 6020 ± 60 6020 ± 60 6020 ± 60
[1.8,2.0] 7350 ± 70 7350 ± 70 7350 ± 70
Table D.2 Observable binary population: unblended, V < 26, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 22300 ±300 22200 ±300 22200±300
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 1 ± 1 0.7 ±0.7 0.7 ±0.7
[0.0,0.2] 30 ± 4 27 ± 4 24 ± 3
[0.2,0.4] 150 ± 10 135 ± 8 119 ± 6
[0.4,0.6] 190 ± 3 182 ± 4 167 ± 4
[0.6,0.8] 360 ± 20 350 ± 10 340 ± 10
[0.8,1.0] 720 ± 10 717 ± 9 710 ± 9
[1.0,1.2] 1280 ± 30 1280 ± 30 1280 ± 20
[1.2,1.4] 2170 ± 30 2170 ± 30 2170 ± 30
[1.4,1.6] 3500 ±100 3500 ±100 3500 ±100
[1.6,1.8] 5200 ±100 5200 ±100 5200 ±100
[1.8,2.0] 6000 ± 80 6000 ± 80 6000 ± 80
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Table D.3 Observable binary population: same pixel, V < 26, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 44100 ±200 43500 ±200 42900 ±200
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 1 ± 1 1 ± 1 1 ± 1
[−0.2,0.0] 10 ± 4 8 ± 3 7 ± 2
[0.0,0.2] 110 ± 20 100 ± 20 80 ± 10
[0.2,0.4] 530 ± 10 470 ± 10 410 ± 10
[0.4,0.6] 1410 ± 30 1290 ± 30 1140 ± 30
[0.6,0.8] 3020 ± 20 2850 ± 20 2640 ± 20
[0.8,1.0] 4490 ± 70 4350 ± 60 4190 ± 70
[1.0,1.2] 4910 ± 80 4860 ± 80 4810 ± 70
[1.2,1.4] 4910 ± 50 4910 ± 50 4900 ± 50
[1.4,1.6] 5460 ± 60 5460 ± 60 5460 ± 60
[1.6,1.8] 6900 ± 60 6900 ± 60 6900 ± 60
[1.8,2.0] 7810 ± 70 7810 ± 70 7810 ± 70
Table D.4 Observable binary population: same pixel, V < 26, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 29700 ±300 29500 ±300 29200 ±300
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0.8 ±0.7 0.7 ±0.8 0.5 ±0.8
[−0.2,0.0] 8 ± 2 7 ± 1 7 ± 1
[0.0,0.2] 75 ± 7 65 ± 5 58 ± 5
[0.2,0.4] 360 ± 10 321 ± 7 285 ± 4
[0.4,0.6] 829 ± 7 763 ± 8 690 ± 6
[0.6,0.8] 1620 ± 50 1540 ± 40 1450 ± 40
[0.8,1.0] 2300 ± 20 2250 ± 20 2190 ± 30
[1.0,1.2] 2610 ± 10 2600 ± 10 2590 ± 20
[1.2,1.4] 3110 ± 40 3110 ± 40 3100 ± 30
[1.4,1.6] 4100 ±100 4100 ±100 4100 ±100
[1.6,1.8] 5600 ±100 5600 ±100 5600 ±100
[1.8,2.0] 6220 ± 80 6220 ± 80 6220 ± 80
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Table D.5 Observable binary population: same imagette, V < 26, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 638800 ±500 620600 ±500 600100 ±400
[−0.6,−0.4] 2 ± 1 1 ± 1 0.9 ±0.5
[−0.4,−0.2] 35 ± 4 28 ± 3 22 ± 3
[−0.2,0.0] 380 ± 20 320 ± 9 260 ± 10
[0.0,0.2] 2780 ± 30 2390 ± 10 2000 ± 20
[0.2,0.4] 13300 ±100 11800 ±100 10200 ±100
[0.4,0.6] 43500 ±300 39500 ±200 35200 ±200
[0.6,0.8] 94000 ±200 88200 ±100 81580 ± 90
[0.8,1.0] 131300 ±300 126700 ±200 121300 ±200
[1.0,1.2] 123800 ±200 122200 ±300 120300 ±300
[1.2,1.4] 90300 ±300 90100 ±300 89800 ±300
[1.4,1.6] 59000 ±300 59000 ±300 59000 ±300
[1.6,1.8] 37700 ±100 37700 ±100 37700 ±100
[1.8,2.0] 24100 ±200 24100 ±200 24100 ±200
Table D.6 Observable binary population: same imagette, V < 26, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 289200 ±400 282100 ±400 274100 ±400
[−0.6,−0.4] 1.2 ±0.8 1.2 ±0.8 0.8 ±0.5
[−0.4,−0.2] 27 ± 2 23 ± 2 19 ± 2
[−0.2,0.0] 242 ± 8 200 ± 10 166 ± 8
[0.0,0.2] 1660 ± 30 1450 ± 30 1230 ± 20
[0.2,0.4] 7450 ± 70 6650 ± 60 5810 ± 60
[0.4,0.6] 22700 ±200 20800 ±100 18800 ±200
[0.6,0.8] 44800 ±200 42500 ±200 39800 ±200
[0.8,1.0] 56300 ±200 54900 ±200 53100 ±200
[1.0,1.2] 49600 ±200 49300 ±200 48900 ±100
[1.2,1.4] 36800 ±100 36700 ±100 36700 ±100
[1.4,1.6] 26300 ±200 26300 ±200 26300 ±200
[1.6,1.8] 19200 ±100 19200 ±100 19200 ±100
[1.8,2.0] 13900 ±100 13900 ±100 13900 ±100
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Table D.7 Observable binary population: unblended, all observable by PLATO, V < 16, F5-M,
LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 20600 ±100 20600 ±100 20600 ±100
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0.5 ±0.6 0.5 ±0.6 0.5 ±0.6
[0.0,0.2] 22 ± 6 20 ± 6 18 ± 6
[0.2,0.4] 130 ± 7 116 ± 5 102 ± 6
[0.4,0.6] 132 ± 6 126 ± 6 115 ± 6
[0.6,0.8] 340 ± 20 330 ± 20 320 ± 20
[0.8,1.0] 700 ± 20 700 ± 20 690 ± 20
[1.0,1.2] 1290 ± 60 1290 ± 60 1290 ± 60
[1.2,1.4] 2100 ± 20 2100 ± 20 2100 ± 20
[1.4,1.6] 3320 ± 50 3320 ± 50 3320 ± 50
[1.6,1.8] 5150 ± 80 5150 ± 80 5150 ± 80
[1.8,2.0] 5920 ± 80 5920 ± 80 5920 ± 80
Table D.8 Observable binary population: unblended, V < 16, F5-M, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 18300 ±200 18300 ±200 18300±200
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 1 ± 1 0.7 ±0.7 0.7 ±0.7
[0.0,0.2] 27 ± 3 24 ± 3 22 ± 3
[0.2,0.4] 137 ± 7 127 ± 6 112 ± 4
[0.4,0.6] 134 ± 6 129 ± 7 120 ± 5
[0.6,0.8] 310 ± 10 300 ± 10 300 ± 10
[0.8,1.0] 662 ± 8 659 ± 8 654 ± 7
[1.0,1.2] 1160 ± 20 1160 ± 20 1160 ± 20
[1.2,1.4] 1920 ± 10 1920 ± 10 1920 ± 10
[1.4,1.6] 3100 ± 90 3100 ± 90 3100 ± 90
[1.6,1.8] 4700 ±100 4700 ±100 4700 ±100
[1.8,2.0] 5050 ± 70 5050 ± 70 5050 ± 70
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Table D.9 Observable binary population: same pixel, V < 16, F5-M, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 32500 ±200 32100 ±200 31600 ±200
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 1 ± 1 1 ± 1 1 ± 1
[−0.2,0.0] 10 ± 4 8 ± 3 7 ± 3
[0.0,0.2] 100 ± 20 90 ± 10 80 ± 10
[0.2,0.4] 480 ± 10 430 ± 10 370 ± 10
[0.4,0.6] 1210 ± 30 1110 ± 30 990 ± 30
[0.6,0.8] 2500 ± 20 2370 ± 20 2200 ± 20
[0.8,1.0] 3420 ± 60 3350 ± 60 3270 ± 70
[1.0,1.2] 3450 ± 70 3440 ± 60 3420 ± 60
[1.2,1.4] 3530 ± 20 3530 ± 20 3530 ± 20
[1.4,1.6] 4210 ± 70 4210 ± 70 4210 ± 70
[1.6,1.8] 5640 ± 80 5640 ± 80 5640 ± 80
[1.8,2.0] 6180 ± 70 6180 ± 70 6180 ± 70
Table D.10 Observable binary population: same pixel, V < 16, F5-M, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 24100 ±200 23900 ±300 23700 ±300
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0.8 ±0.7 0.7 ±0.8 0.5 ±0.8
[−0.2,0.0] 8 ± 2 7 ± 1 7 ± 1
[0.0,0.2] 70 ± 8 60 ± 6 54 ± 6
[0.2,0.4] 320 ± 20 290 ± 10 257 ± 8
[0.4,0.6] 700 ± 9 640 ± 10 582 ± 6
[0.6,0.8] 1390 ± 40 1330 ± 40 1260 ± 40
[0.8,1.0] 1910 ± 30 1880 ± 30 1850 ± 30
[1.0,1.2] 2140 ± 20 2130 ± 20 2130 ± 20
[1.2,1.4] 2600 ± 20 2600 ± 20 2600 ± 20
[1.4,1.6] 3550 ± 80 3550 ± 80 3550 ± 80
[1.6,1.8] 5000 ±100 5000 ±100 5000 ±100
[1.8,2.0] 5200 ± 70 5200 ± 70 5200 ± 70
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Table D.11 Observable binary population: same imagette, V < 16, F5-M, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 443200 ±600 430800 ±500 416800 ±400
[−0.6,−0.4] 2 ± 1 1 ± 1 0.9 ±0.5
[−0.4,−0.2] 34 ± 2 27 ± 3 21 ± 3
[−0.2,0.0] 370 ± 10 310 ± 10 250 ± 10
[0.0,0.2] 2610 ± 30 2240 ± 20 1880 ± 20
[0.2,0.4] 12100 ±100 10800 ±100 9300 ±100
[0.4,0.6] 38200 ±300 34800 ±200 30200 ±200
[0.6,0.8] 78300 ±200 73900 ±200 68800 ±200
[0.8,1.0] 96700 ±200 94400 ±200 91600 ±200
[1.0,1.2] 78700 ±200 78200 ±200 77700 ±200
[1.2,1.4] 53800 ±200 53700 ±200 53700 ±200
[1.4,1.6] 34800 ±100 34800 ±100 34800 ±100
[1.6,1.8] 22900 ±200 22900 ±200 22900 ±200
[1.8,2.0] 15200 ±200 15200 ±200 15200 ±200
Table D.12 Observable binary population: same imagette, V < 16, F5-M, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 226000 ±400 220600 ±400 214400 ±300
[−0.6,−0.4] 1.1 ±0.7 1.1 ±0.7 0.7 ±0.4
[−0.4,−0.2] 26 ± 2 23 ± 2 18 ± 2
[−0.2,0.0] 230 ± 8 190 ± 10 157 ± 7
[0.0,0.2] 1560 ± 30 1370 ± 40 1160 ± 30
[0.2,0.4] 6810 ± 70 6090 ± 50 5330 ± 60
[0.4,0.6] 20200 ±200 18600 ±200 16800 ±200
[0.6,0.8] 38500 ±200 36600 ±100 34400 ±100
[0.8,1.0] 44800 ±200 44000 ±200 42900 ±200
[1.0,1.2] 36800 ±200 36700 ±200 36500 ±200
[1.2,1.4] 26610 ± 80 26600 ± 80 26590 ± 80
[1.4,1.6] 19200 ±200 19200 ±200 19200 ±200
[1.6,1.8] 14400 ±100 14400 ±100 14400 ±100
[1.8,2.0] 10500 ±100 10500 ±100 10500 ±100
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Table D.13 Observable binary population: unblended, P1, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 134 ±9 134 ±9 134 ±9
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0.2 ±0.5 0.2 ±0.5 0.2 ±0.5
[0.0,0.2] 1.0 ±0.7 1.0 ±0.7 1.0 ±0.7
[0.2,0.4] 3 ±1 3 ±1 3 ±1
[0.4,0.6] 1 ±1 1 ±1 1 ±1
[0.6,0.8] 2.1 ±0.7 2.1 ±0.7 2.1 ±0.7
[0.8,1.0] 3 ±1 3 ±1 3 ±1
[1.0,1.2] 7 ±2 7 ±2 7 ±2
[1.2,1.4] 10 ±2 10 ±2 10 ±2
[1.4,1.6] 17 ±4 17 ±4 17 ±4
[1.6,1.8] 27 ±6 27 ±6 27 ±6
[1.8,2.0] 41 ±2 41 ±2 41 ±2
Table D.14 Observable binary population: unblended, P1, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 158 ±7 158 ±7 158 ±7
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0.1 ±0.2 0 0
[0.0,0.2] 3 ±1 3 ±1 3 ±1
[0.2,0.4] 4 ±1 4 ±1 4 ±1
[0.4,0.6] 1 ±1 1 ±1 1 ±1
[0.6,0.8] 1 ±1 1 ±1 1 ±1
[0.8,1.0] 4 ±2 4 ±2 4 ±2
[1.0,1.2] 9 ±3 9 ±3 9 ±3
[1.2,1.4] 11 ±3 11 ±3 11 ±3
[1.4,1.6] 19 ±5 19 ±5 19 ±5
[1.6,1.8] 30 ±5 30 ±5 30 ±5
[1.8,2.0] 46 ±4 46 ±4 46 ±4
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Table D.15 Observable binary population: same pixel, P1, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 158 ±7 157 ±8 157 ±8
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0.5 ±0.6 0.5 ±0.6 0.3 ±0.5
[−0.2,0.0] 3 ±2 2 ±1 2 ±1
[0.0,0.2] 8 ±1 7 ±1 7 ±1
[0.2,0.4] 9 ±1 9 ±1 9 ±1
[0.4,0.6] 5 ±2 5 ±2 5 ±2
[0.6,0.8] 4 ±2 4 ±2 4 ±2
[0.8,1.0] 5 ±2 5 ±2 5 ±2
[1.0,1.2] 9 ±2 9 ±2 9 ±2
[1.2,1.4] 11 ±2 11 ±2 11 ±2
[1.4,1.6] 17 ±3 17 ±3 17 ±3
[1.6,1.8] 27 ±6 27 ±6 27 ±6
[1.8,2.0] 41 ±2 41 ±2 41 ±2
Table D.16 Observable binary population: same pixel, P1, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 174 ±5 174 ±5 173 ±6
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0.4 ±0.5 0.4 ±0.5 0.2 ±0.4
[−0.2,0.0] 1 ±1 1 ±1 1.1 ±0.7
[0.0,0.2] 5 ±2 5 ±2 5 ±2
[0.2,0.4] 8 ±1 8 ±1 7.9 ±0.9
[0.4,0.6] 4 ±1 4 ±1 4 ±1
[0.6,0.8] 4 ±2 4 ±2 4 ±2
[0.8,1.0] 6 ±1 6 ±1 6 ±1
[1.0,1.2] 9 ±3 9 ±3 9 ±3
[1.2,1.4] 11 ±3 11 ±3 11 ±3
[1.4,1.6] 19 ±5 19 ±5 19 ±5
[1.6,1.8] 30 ±5 30 ±5 30 ±5
[1.8,2.0] 46 ±4 46 ±4 46 ±4
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Table D.17 Observable binary population: same imagette, P1, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 1010 ±20 980 ±20 950 ±10
[−0.6,−0.4] 0.8 ±0.9 0.7 ±0.9 0.4 ±0.5
[−0.4,−0.2] 10 ± 2 9 ± 1 7 ± 1
[−0.2,0.0] 71 ± 8 63 ± 7 54 ± 6
[0.0,0.2] 190 ±10 180 ±10 169 ± 9
[0.2,0.4] 230 ±10 220 ±10 220 ±10
[0.4,0.6] 164 ± 9 160 ±10 162 ± 9
[0.6,0.8] 99 ± 7 99 ± 7 99 ± 7
[0.8,1.0] 58 ± 3 58 ± 3 58 ± 3
[1.0,1.2] 30 ± 3 30 ± 3 30 ± 3
[1.2,1.4] 28 ± 4 28 ± 4 28 ± 4
[1.4,1.6] 26 ± 4 26 ± 4 26 ± 4
[1.6,1.8] 32 ± 7 32 ± 7 32 ± 7
[1.8,2.0] 42 ± 2 42 ± 2 42 ± 2
Table D.18 Observable binary population: same imagette, P1, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 750 ±10 730 ±10 720 ±10
[−0.6,−0.4] 0.1 ±0.1 0.1 ±0.1 0.1 ±0.1
[−0.4,−0.2] 9 ± 2 9 ± 2 8 ± 2
[−0.2,0.0] 51 ± 6 44 ± 6 38 ± 6
[0.0,0.2] 130 ±10 120 ±10 111 ± 9
[0.2,0.4] 140 ±10 140 ±10 130 ±10
[0.4,0.6] 110 ±10 110 ±10 110 ±10
[0.6,0.8] 76 ± 6 76 ± 6 76 ± 6
[0.8,1.0] 46 ± 4 46 ± 4 46 ± 4
[1.0,1.2] 35 ± 9 35 ± 9 35 ± 9
[1.2,1.4] 23 ± 8 23 ± 8 23 ± 8
[1.4,1.6] 25 ± 3 25 ± 3 25 ± 3
[1.6,1.8] 33 ± 6 33 ± 6 33 ± 6
[1.8,2.0] 48 ± 5 48 ± 5 48 ± 5
283
Table D.19 Observable binary population: unblended, P2, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 1.4 ±0.8 1.4 ±0.8 1.4 ±0.8
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0 0 0
[0.0,0.2] 0 0 0
[0.2,0.4] 0 0 0
[0.4,0.6] 0 0 0
[0.6,0.8] 0 0 0
[0.8,1.0] 0 0 0
[1.0,1.2] 0.01 ±0.03 0.01 ±0.03 0.01 ±0.03
[1.2,1.4] 0.1 ±0.1 0.1 ±0.1 0.1 ±0.1
[1.4,1.6] 0.02 ±0.02 0.02 ±0.02 0.02 ±0.02
[1.6,1.8] 0.7 ±0.8 0.7 ±0.8 0.7 ±0.8
[1.8,2.0] 0.3 ±0.5 0.3 ±0.5 0.3 ±0.5
Table D.20 Observable binary population: unblended, P2, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 2.3 ±0.9 2.3 ±0.9 2.3 ±0.9
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0 0 0
[0.0,0.2] 0.2 ±0.2 0.2 ±0.2 0.2 ±0.2
[0.2,0.4] 0.2 ±0.4 0.2 ±0.4 0.2 ±0.4
[0.4,0.6] 0.001 ±0.002 0.001 ±0.002 0.001 ±0.002
[0.6,0.8] 0 0 0
[0.8,1.0] 0.1 ±0.2 0.1 ±0.2 0.1 ±0.2
[1.0,1.2] 0.4 ±0.4 0.4 ±0.4 0.4 ±0.4
[1.2,1.4] 0.04 ±0.07 0.04 ±0.07 0.04 ±0.07
[1.4,1.6] 0.2 ±0.4 0.2 ±0.4 0.2 ±0.4
[1.6,1.8] 0.2 ±0.2 0.2 ±0.2 0.2 ±0.2
[1.8,2.0] 0.5 ±0.5 0.5 ±0.5 0.5 ±0.5
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Table D.21 Observable binary population: same pixel, P2, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 1.6 ±0.5 1.6 ±0.5 1.4 ±0.8
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0 0 0
[0.0,0.2] 0 0 0
[0.2,0.4] 0 0 0
[0.4,0.6] 0 0 0
[0.6,0.8] 0 0 0
[0.8,1.0] 0 0 0
[1.0,1.2] 0.01 ±0.03 0.01 ±0.03 0.01 ±0.03
[1.2,1.4] 0.1 ±0.1 0.1 ±0.1 0.1 ±0.1
[1.4,1.6] 0.02 ±0.02 0.02 ±0.02 0.02 ±0.02
[1.6,1.8] 0.7 ±0.8 0.7 ±0.8 0.7 ±0.8
[1.8,2.0] 0.3 ±0.5 0.3 ±0.5 0.3 ±0.5
Table D.22 Observable binary population: same pixel, P2, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 2.3 ±0.9 2.3 ±0.9 2.3 ±0.9
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0 0 0
[0.0,0.2] 0.2 ±0.2 0.2 ±0.2 0.2 ±0.2
[0.2,0.4] 0.2 ±0.4 0.2 ±0.4 0.2 ±0.4
[0.4,0.6] 0.001 ±0.002 0.001 ±0.002 0.001 ±0.002
[0.6,0.8] 0 0 0
[0.8,1.0] 0.1 ±0.2 0.1 ±0.2 0.1 ±0.2
[1.0,1.2] 0.4 ±0.4 0.4 ±0.4 0.4 ±0.4
[1.2,1.4] 0.04 ±0.07 0.04 ±0.07 0.04 ±0.07
[1.4,1.6] 0.2 ±0.4 0.2 ±0.4 0.2 ±0.4
[1.6,1.8] 0.2 ±0.2 0.2 ±0.2 0.2 ±0.2
[1.8,2.0] 0.5 ±0.5 0.5 ±0.5 0.5 ±0.5
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Table D.23 Observable binary population: same imagette, P2, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 7 ±2 6 ±2 6 ±2
[−0.6,−0.4] 0.2 ±0.4 0.2 ±0.4 0.2 ±0.4
[−0.4,−0.2] 1 ±1 1 ±1 1 ±1
[−0.2,0.0] 1.0 ±0.7 0.8 ±0.4 0.8 ±0.4
[0.0,0.2] 0.4 ±0.8 0.2 ±0.4 0.2 ±0.4
[0.2,0.4] 1 ±2 1 ±2 1 ±2
[0.4,0.6] 0.8 ±0.7 0.8 ±0.7 0.8 ±0.7
[0.6,0.8] 0 0 0
[0.8,1.0] 0.2 ±0.4 0.2 ±0.4 0.2 ±0.4
[1.0,1.2] 0.01 ±0.03 0.01 ±0.03 0.01 ±0.03
[1.2,1.4] 0.1 ±0.1 0.1 ±0.1 0.1 ±0.1
[1.4,1.6] 0.02 ±0.02 0.02 ±0.02 0.02 ±0.02
[1.6,1.8] 0.7 ±0.8 0.7 ±0.8 0.7 ±0.8
[1.8,2.0] 0.3 ±0.5 0.3 ±0.5 0.3 ±0.5
Table D.24 Observable binary population: same imagette, P2, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 6.7 ±0.8 6.7 ±0.8 6.7 ±0.8
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 1.0 ±0.7 0.9 ±0.7 0.9 ±0.7
[−0.2,0.0] 1.0 ±0.9 1.0 ±0.9 1.0 ±0.9
[0.0,0.2] 0.4 ±0.3 0.4 ±0.3 0.4 ±0.4
[0.2,0.4] 1 ±1 1 ±1 1 ±1
[0.4,0.6] 1.3 ±0.4 1.3 ±0.4 1.3 ±0.4
[0.6,0.8] 0.2 ±0.4 0.2 ±0.4 0.2 ±0.4
[0.8,1.0] 0.4 ±0.4 0.4 ±0.4 0.4 ±0.4
[1.0,1.2] 0.4 ±0.4 0.4 ±0.4 0.4 ±0.4
[1.2,1.4] 0.04 ±0.07 0.04 ±0.07 0.04 ±0.07
[1.4,1.6] 0.2 ±0.4 0.2 ±0.4 0.2 ±0.4
[1.6,1.8] 0.2 ±0.2 0.2 ±0.2 0.2 ±0.2
[1.8,2.0] 0.5 ±0.5 0.5 ±0.5 0.5 ±0.5
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Table D.25 Observable binary population: unblended, P4, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 190 ±10 190 ±10 180 ±10
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0 0 0
[0.0,0.2] 11 ± 3 10 ± 3 9 ± 3
[0.2,0.4] 29 ± 3 26 ± 3 23 ± 3
[0.4,0.6] 9 ± 2 9 ± 2 9 ± 2
[0.6,0.8] 9 ± 1 9 ± 1 9 ± 1
[0.8,1.0] 15 ± 5 15 ± 5 15 ± 5
[1.0,1.2] 26 ± 3 26 ± 3 26 ± 3
[1.2,1.4] 49 ± 7 49 ± 7 49 ± 7
[1.4,1.6] 44 ± 5 44 ± 5 44 ± 5
[1.6,1.8] 0.2 ±0.3 0.2 ±0.3 0.2 ±0.3
[1.8,2.0] 0 0 0
Table D.26 Observable binary population: unblended, P4, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 220 ± 8 218 ± 8 214 ± 9
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0.4 ±0.6 0.4 ±0.6 0.4 ±0.5
[0.0,0.2] 11 ± 3 11 ± 3 9 ± 3
[0.2,0.4] 30 ± 2 29 ± 1 27 ± 2
[0.4,0.6] 8 ± 2 8 ± 2 7 ± 1
[0.6,0.8] 10 ± 2 10 ± 2 10 ± 2
[0.8,1.0] 18 ± 2 18 ± 2 18 ± 2
[1.0,1.2] 29 ± 6 29 ± 6 29 ± 6
[1.2,1.4] 60 ±10 60 ±10 60 ±10
[1.4,1.6] 55 ± 6 55 ± 6 55 ± 6
[1.6,1.8] 0.5 ±0.6 0.5 ±0.6 0.5 ±0.6
[1.8,2.0] 0 0 0
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Table D.27 Observable binary population: same pixel, P4, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 550 ±20 540 ±20 520 ±20
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0.4 ±0.6 0.4 ±0.6 0.4 ±0.6
[−0.2,0.0] 2 ± 1 1.8 ±0.9 1.6 ±0.8
[0.0,0.2] 28 ± 7 25 ± 6 22 ± 5
[0.2,0.4] 67 ± 7 63 ± 7 58 ± 7
[0.4,0.6] 69 ± 6 67 ± 6 63 ± 7
[0.6,0.8] 80 ± 7 78 ± 7 75 ± 5
[0.8,1.0] 80 ±20 80 ±20 80 ±20
[1.0,1.2] 69 ± 4 69 ± 4 69 ± 4
[1.2,1.4] 75 ± 6 75 ± 6 75 ± 6
[1.4,1.6] 60 ± 2 60 ± 2 60 ± 2
[1.6,1.8] 10 ± 2 10 ± 2 10 ± 2
[1.8,2.0] 4 ± 3 4 ± 3 4 ± 3
Table D.28 Observable binary population: same pixel, P4, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 413 ± 9 410 ±10 400 ± 9
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0.3 ±0.4 0.2 ±0.4 0.2 ±0.4
[−0.2,0.0] 3 ± 1 2.7 ±0.9 2.7 ±0.9
[0.0,0.2] 21 ± 3 19 ± 4 17 ± 3
[0.2,0.4] 51 ± 5 48 ± 5 45 ± 5
[0.4,0.6] 42 ± 6 41 ± 5 38 ± 7
[0.6,0.8] 47 ± 3 45 ± 3 44 ± 3
[0.8,1.0] 51 ± 4 51 ± 4 51 ± 4
[1.0,1.2] 52 ± 5 52 ± 5 52 ± 5
[1.2,1.4] 70 ±10 70 ±10 70 ±10
[1.4,1.6] 65 ± 5 65 ± 5 65 ± 5
[1.6,1.8] 6 ± 1 6 ± 1 6 ± 1
[1.8,2.0] 3 ± 1 3 ± 1 3 ± 1
288 Detailed results of binary simulations
Table D.29 Observable binary population: same imagette, P4, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 12800 ±200 12500 ±200 12100 ±100
[−0.6,−0.4] 0.9 ±0.5 0.6 ±0.4 0.5 ±0.4
[−0.4,−0.2] 18 ± 3 15 ± 3 12 ± 3
[−0.2,0.0] 134 ± 8 117 ± 9 100 ± 9
[0.0,0.2] 560 ± 30 500 ± 20 440 ± 30
[0.2,0.4] 1290 ± 30 1210 ± 20 1120 ± 20
[0.4,0.6] 2100 ± 40 1990 ± 50 1870 ± 50
[0.6,0.8] 2650 ± 70 2580 ± 70 2490 ± 50
[0.8,1.0] 2280 ± 40 2270 ± 40 2260 ± 40
[1.0,1.2] 1510 ± 50 1510 ± 50 1510 ± 50
[1.2,1.4] 1031 ± 40 1031 ± 40 1031 ± 40
[1.4,1.6] 620 ± 20 620 ± 20 620 ± 20
[1.6,1.8] 330 ± 20 330 ± 20 330 ± 20
[1.8,2.0] 160 ± 10 160 ± 10 160 ± 10
Table D.30 Observable binary population: same imagette, P4, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 6940 ±50 6780 ±50 6580 ±50
[−0.6,−0.4] 1.0 ±0.7 1.0 ±0.6 0.7 ±0.3
[−0.4,−0.2] 13 ± 3 12 ± 2 9 ± 2
[−0.2,0.0] 78 ± 4 67 ± 4 57 ± 4
[0.0,0.2] 320 ±20 290 ±10 270 ±20
[0.2,0.4] 740 ±20 690 ±20 640 ±20
[0.4,0.6] 1090 ±30 1050 ±30 990 ±30
[0.6,0.8] 1350 ±10 1320 ±10 1280 ±10
[0.8,1.0] 1120 ±30 1120 ±30 1110 ±30
[1.0,1.2] 840 ±20 840 ±20 840 ±20
[1.2,1.4] 560 ±20 560 ±20 560 ±20
[1.4,1.6] 400 ±10 400 ±10 400 ±10
[1.6,1.8] 210 ±10 210 ±10 210 ±10
[1.8,2.0] 110 ±10 110 ±10 110 ±10
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Table D.31 Observable binary population: unblended, P5, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 1350 ±30 1340 ±30 1340 ±30
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0.5 ±0.6 0.5 ±0.6 0.5 ±0.6
[0.0,0.2] 9 ± 4 8 ± 4 7 ± 4
[0.2,0.4] 35 ± 2 33 ± 2 32 ± 3
[0.4,0.6] 16 ± 3 16 ± 3 15 ± 3
[0.6,0.8] 21 ± 4 21 ± 4 21 ± 4
[0.8,1.0] 36 ± 1 36 ± 1 36 ± 1
[1.0,1.2] 67 ± 9 67 ± 9 67 ± 9
[1.2,1.4] 120 ±10 120 ±10 120 ±10
[1.4,1.6] 180 ±10 180 ±10 180 ±10
[1.6,1.8] 290 ±10 290 ±10 290 ±10
[1.8,2.0] 400 ±20 400 ±20 400 ±20
Table D.32 Observable binary population: unblended, P5, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 1500 ±50 1500 ±50 1500 ±40
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0 0 0
[−0.2,0.0] 0.5 ±0.8 0.3 ±0.4 0.3 ±0.4
[0.0,0.2] 11 ± 3 10 ± 2 9 ± 3
[0.2,0.4] 42 ± 6 41 ± 6 38 ± 4
[0.4,0.6] 17 ± 3 17 ± 3 17 ± 3
[0.6,0.8] 28 ± 4 28 ± 4 28 ± 4
[0.8,1.0] 48 ± 4 48 ± 4 48 ± 4
[1.0,1.2] 73 ± 4 73 ± 4 73 ± 4
[1.2,1.4] 121 ± 9 121 ± 9 121 ± 9
[1.4,1.6] 210 ±20 210 ±20 210 ±20
[1.6,1.8] 330 ±20 330 ±20 330 ±20
[1.8,2.0] 450 ±10 450 ±10 450 ±10
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Table D.33 Observable binary population: same pixel, P5, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 1738 ±30 1725 ±30 1707 ±30
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0.6 ±0.5 0.6 ±0.5 0.3 ±0.5
[−0.2,0.0] 7 ± 3 6 ± 2 5 ± 2
[0.0,0.2] 43 ± 8 39 ± 9 34 ± 7
[0.2,0.4] 121 ± 7 115 ± 7 107 ± 8
[0.4,0.6] 110 ±10 110 ±10 110 ±10
[0.6,0.8] 90 ± 5 90 ± 5 89 ± 4
[0.8,1.0] 84 ± 5 84 ± 5 84 ± 5
[1.0,1.2] 90 ±10 90 ±10 90 ±10
[1.2,1.4] 134 ± 9 134 ± 9 134 ± 9
[1.4,1.6] 190 ±10 190 ±10 190 ±10
[1.6,1.8] 290 ±10 290 ±10 290 ±10
[1.8,2.0] 400 ±20 400 ±20 400 ±20
Table D.34 Observable binary population: same pixel, P5, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 1760 ±50 1750 ±50 1740 ±50
[−0.6,−0.4] 0 0 0
[−0.4,−0.2] 0.5 ±0.4 0.5 ±0.5 0.2 ±0.4
[−0.2,0.0] 5 ± 2 4 ± 2 4 ± 1
[0.0,0.2] 32 ± 4 28 ± 3 26 ± 3
[0.2,0.4] 91 ± 9 88 ± 7 82 ± 6
[0.4,0.6] 75 ± 8 74 ± 8 73 ± 9
[0.6,0.8] 76 ± 7 76 ± 7 75 ± 7
[0.8,1.0] 80 ± 5 80 ± 5 80 ± 5
[1.0,1.2] 91 ± 2 91 ± 2 91 ± 2
[1.2,1.4] 130 ±10 130 ±10 130 ±10
[1.4,1.6] 220 ±20 220 ±20 220 ±20
[1.6,1.8] 330 ±20 330 ±20 330 ±20
[1.8,2.0] 450 ±10 450 ±10 450 ±10
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Table D.35 Observable binary population: same imagette, P5, LLN
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 15240 ±50 14820 ±70 14340 ±60
[−0.6,−0.4] 0.9 ±0.9 0.7 ±0.9 0.4 ±0.5
[−0.4,−0.2] 16 ± 1 13 ± 2 10 ± 1
[−0.2,0.0] 200 ±10 167 ± 9 140 ±50
[0.0,0.2] 1180 ±10 1050 ±20 900 ±20
[0.2,0.4] 2940 ±30 2770 ±30 2570 ±30
[0.4,0.6] 3370 ±30 3310 ±30 3220 ±30
[0.6,0.8] 2570 ±30 2560 ±30 2540 ±30
[0.8,1.0] 1700 ±40 1700 ±40 1700 ±40
[1.0,1.2] 1040 ±20 1040 ±20 1040 ±20
[1.2,1.4] 660 ±30 660 ±30 660 ±30
[1.4,1.6] 460 ±30 460 ±30 460 ±30
[1.6,1.8] 420 ±10 420 ±10 420 ±10
[1.8,2.0] 470 ±30 470 ±30 470 ±30
Table D.36 Observable binary population: same imagette, P5, LLS
Apparent 32 28 24
radius/log R⊕ cameras cameras cameras
All 6940 ±50 6780 ±50 6580 ±50
[−0.6,−0.4] 0.1 ±0.1 0.1 ±0.1 0.1 ±0.1
[−0.4,−0.2] 12 ± 4 11 ± 4 9 ± 2
[−0.2,0.0] 130 ±10 110 ±10 90 ±10
[0.0,0.2] 730 ±30 660 ±30 580 ±20
[0.2,0.4] 1730 ±30 1630 ±30 1520 ±20
[0.4,0.6] 2000 ±60 1960 ±60 1920 ±60
[0.6,0.8] 1610 ±30 1610 ±30 1600 ±30
[0.8,1.0] 1140 ±20 1140 ±20 1140 ±20
[1.0,1.2] 740 ±20 740 ±20 740 ±20
[1.2,1.4] 530 ±20 530 ±20 530 ±20
[1.4,1.6] 420 ±20 420 ±20 420 ±20
[1.6,1.8] 440 ±10 440 ±10 440 ±10
[1.8,2.0] 510 ±10 510 ±10 510 ±10
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Table E.1 Detailed results, planets to binaries, LLN, unblended binaries, true radius of planets,
24 cameras. δX/X is the fractional uncertainty. NB indicates no binaries, NP indicates no
planets. For use with Fig. 8.2, upper panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 NB NB NB NB NB NB
-0.2 to 0 2400 1.20 2200 1.20 1700 2.50 NB NB 1700 1.20
0 to 0.2 240 0.25 230 0.33 730 0.70 NB 48 0.33 360 0.57
0.2 to 0.4 64 0.06 61 0.06 130 0.34 NB 12 0.15 78 0.10
0.4 to 0.6 37 0.05 39 0.06 77 1.00 NB 7.9 0.26 57 0.21
0.6 to 0.8 4.5 0.05 3.6 0.06 5.6 0.47 NB 0.87 0.39 5.4 0.21
0.8 to 1.0 1.7 0.03 0.97 0.04 1.8 0.60 NB 0.19 0.75 1.3 0.15
1.0 to 1.2 1.4 0.05 0.50 0.06 0.62 0.66 22 3.43 0.15 0.51 0.60 0.18
1.2 to 1.4 0.16 0.05 0.033 0.09 0.029 5.27 NP 0.0020 3.00 0.033 0.51
‘omega’
-0.4 to -0.2 NB NB NB NB NB NB
-0.2 to 0 170 1.20 160 1.20 120 2.50 NB NB 120 1.20
0 to 0.2 26 0.25 26 0.34 74 0.70 NB 5.1 1.62 74 0.57
0.2 to 0.4 14 0.06 14 0.06 28 0.34 NB 2.7 0.16 28 0.10
0.4 to 0.6 18 0.05 19 0.05 36 1.00 NB 3.7 0.26 36 0.20
0.6 to 0.8 3.4 0.05 2.7 0.06 3.7 0.38 NB 0.62 0.22 3.7 0.20
0.8 to 1.0 1.3 0.03 0.75 0.03 1.1 0.40 NB 0.12 0.69 1.1 0.07
1.0 to 1.2 1.2 0.04 0.43 0.07 0.47 0.61 7.3 3.61 0.11 0.49 0.47 0.15
1.2 to 1.4 0.19 0.02 0.041 0.07 0.020 5.14 NP 0.014 0.74 0.020 0.21
Table E.2 As Table E.1, LLN, unblended binaries, apparent radius of planets after blending
within the pixel. For use with Fig. 8.2, lower panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 NB NB NB NB NB NB
-0.2 to 0 2400 1.20 2200 1.20 1900 2.50 NB NB 1800 1.20
0 to 0.2 220 0.25 220 0.33 710 0.70 NB 40 0.33 350 0.57
0.2 to 0.4 59 0.06 57 0.06 130 0.34 NB 10 0.14 76 0.10
0.4 to 0.6 30 0.05 33 0.06 73 1.00 NB 6.4 0.28 53 0.21
0.6 to 0.8 3.6 0.07 3.1 0.07 5.6 0.47 NB 0.81 0.27 5.3 0.21
0.8 to 1.0 1.4 0.03 0.93 0.04 1.9 0.60 NB 0.22 0.75 1.3 0.15
1.0 to 1.2 0.53 0.06 0.36 0.06 0.60 0.58 22 3.43 0.11 0.68 0.56 0.19
1.2 to 1.4 0.036 0.11 0.025 0.11 0.029 5.27 NP 0.0020 3.00 0.030 0.51
‘omega’
-0.4 to -0.2 NB NB NB NB NB NB
-0.2 to 0 180 1.20 170 1.20 130 2.50 NB NB 130 1.20
0 to 0.2 25 0.25 25 0.34 72 0.70 NB 4.6 0.39 39 0.57
0.2 to 0.4 14 0.06 13 0.07 29 0.35 NB 2.4 0.16 17 0.10
0.4 to 0.6 15 0.05 16 0.05 35 1.00 NB 3.0 0.28 26 0.20
0.6 to 0.8 2.7 0.05 2.4 0.06 3.7 0.37 NB 0.56 0.22 4.0 0.20
0.8 to 1.0 1.1 0.03 0.72 0.04 1.1 0.39 NB 0.13 0.46 1.0 0.08
1.0 to 1.2 0.47 0.05 0.32 0.06 0.46 0.66 7.3 3.61 0.11 0.35 0.46 0.16
1.2 to 1.4 0.044 0.05 0.031 0.06 0.020 5.14 NP 0.0082 1.01 0.036 0.15
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Table E.3 As Table E.1, LLS, unblended binaries, true radius of planets. For use with Fig. 8.3,
upper panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 NB NB NB NB NB NB
-0.2 to 0 1900 1.00 1800 1.00 NB NB 550 1.25 3100 1.33
0 to 0.2 220 0.13 220 0.14 280 0.34 130 1.02 49 0.34 330 0.33
0.2 to 0.4 69 0.05 62 0.04 100 0.26 39 2.01 11 0.10 75 0.11
0.4 to 0.6 35 0.03 39 0.04 100 1.00 2000 2.24 10 0.17 57 0.18
0.6 to 0.8 4.8 0.05 3.9 0.05 9.0 1.05 NB 0.97 0.36 4.6 0.16
0.8 to 1.0 1.6 0.02 0.94 0.02 1.2 0.64 2.6 2.83 0.21 0.51 1.0 0.15
1.0 to 1.2 1.1 0.02 0.51 0.04 0.53 0.39 NP 0.13 0.32 0.63 0.14
1.2 to 1.4 0.10 0.05 0.031 0.13 0.056 1.20 NP 0.0035 2.01 0.026 0.51
‘omega’
-0.4 to -0.2 NB NB NB NB NB NB
-0.2 to 0 130 1.00 130 1.00 NB NB 35 1.25 223 1.34
0 to 0.2 25 0.13 24 0.14 31 0.34 11 1.14 5.1 0.35 36 0.33
0.2 to 0.4 15 0.05 14 0.04 23 0.27 4.6 2.12 2.5 0.08 17 0.11
0.4 to 0.6 17 0.03 19 0.04 48 1.00 600 2.60 5.2 0.18 27 0.18
0.6 to 0.8 3.7 0.03 2.9 0.04 6.8 1.02 NB 0.67 0.39 3.8 0.14
0.8 to 1.0 1.2 0.02 0.72 0.03 1.1 0.52 NP 0.16 0.31 0.79 0.10
1.0 to 1.2 0.95 0.02 0.43 0.03 0.53 0.52 0.28 2.24 0.075 0.34 0.56 0.09
1.2 to 1.4 0.12 0.04 0.038 0.03 0.065 0.63 NP 0.0052 1.34 0.056 0.23
Table E.4 As Table E.1, LLS, unblended binaries, apparent radius of planets after blending
within the pixel. For use with Fig. 8.3, lower panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 NB NB NB NB NB NB
-0.2 to 0 2000 1.00 1800 1.00 NB NB 530 1.25 3200 1.33
0 to 0.2 210 0.13 210 0.14 270 0.34 120 1.02 43 0.33 310 0.33
0.2 to 0.4 65 0.05 59 0.04 110 0.26 39 2.01 9.9 0.10 74 0.11
0.4 to 0.6 30 0.03 34 0.04 96 1.01 2000 2.24 8.8 0.16 53 0.18
0.6 to 0.8 4.1 0.05 3.5 0.05 9.0 1.05 NB 0.91 0.39 4.6 0.16
0.8 to 1.0 1.3 0.03 0.92 0.04 1.2 0.64 2.6 2.83 0.18 0.68 1.1 0.13
1.0 to 1.2 0.57 0.02 0.41 0.05 0.52 0.39 NP 0.13 0.32 0.52 0.15
1.2 to 1.4 0.037 0.12 0.026 0.12 0.056 1.20 NP 0.0035 2.01 0.025 0.51
‘omega’
-0.4 to -0.2 NB NB NB NB NB NB
-0.2 to 0 140 1.00 130 1.00 NB NB 34 1.25 240 1.34
0 to 0.2 24 0.13 23 0.14 31 0.34 11 1.18 4.9 0.34 35 0.33
0.2 to 0.4 15 0.05 14 0.04 23 0.26 4.6 2.12 2.4 0.08 17 0.11
0.4 to 0.6 15 0.03 17 0.04 46 1.00 600 2.60 4.5 0.18 26 0.18
0.6 to 0.8 3.1 0.04 2.7 0.04 6.7 1.02 NB 0.71 0.32 3.7 0.15
0.8 to 1.0 1.0 0.03 0.72 0.04 1.1 0.52 NP 0.14 0.47 0.84 0.09
1.0 to 1.2 0.49 0.02 0.35 0.03 0.50 0.60 2.8 2.24 0.068 0.34 0.52 0.12
1.2 to 1.4 0.043 0.05 0.031 0.03 0.065 0.63 NP 0.0052 1.34 0.054 0.23
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Table E.5 As Table E.1, LLN, binaries within 7.5", true radius of planets. For use with Fig. 8.4,
upper panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 140 1.00 140 1.00 200 1.67 NB 69 1.51 190 1.67
-0.2 to 0 170 0.29 160 0.43 200 0.50 NB 110 0.50 170 0.40
0 to 0.2 57 0.13 55 0.13 100 0.15 NB 18 0.23 78 0.21
0.2 to 0.4 18 0.03 17 0.03 43 0.12 NB 4.7 0.14 23 0.08
0.4 to 0.6 5.1 0.03 4.6 0.04 21 0.40 NB 1.1 0.17 8.3 0.10
0.6 to 0.8 0.66 0.02 0.53 0.02 3.1 0.60 NB 0.11 0.38 1.3 0.10
0.8 to 1.0 0.32 0.03 0.21 0.04 1.1 0.64 NB 0.035 0.71 0.56 0.16
1.0 to 1.2 0.42 0.03 0.19 0.04 0.53 0.64 22 3.43 0.055 0.50 0.44 0.17
1.2 to 1.4 0.078 0.05 0.020 0.09 0.028 1.68 NP 0.0013 3.00 0.028 0.50
‘omega’
-0.4 to -0.2 6.6 1.03 6.2 1.06 12 1.71 NB 2.2 1.77 9.5 1.72
-0.2 to 0 12 0.29 12 0.43 14 0.51 NB 9.3 0.55 12 0.40
0 to 0.2 6.3 0.13 6.1 0.13 11 0.15 NB 2.0 1.60 8.6 0.21
0.2 to 0.4 4.0 0.03 3.7 0.03 9.5 0.14 NB 1.1 0.15 5.1 0.08
0.4 to 0.6 2.5 0.03 2.2 0.03 10 0.41 NB 0.51 0.18 4.1 0.10
0.6 to 0.8 0.50 0.02 0.40 0.02 2.1 0.53 NB 0.077 0.20 0.96 0.07
0.8 to 1.0 0.24 0.02 0.16 0.03 0.61 0.45 NB 0.023 0.65 0.44 0.09
1.0 to 1.2 0.36 0.02 0.16 0.05 0.40 0.59 7.3 3.61 0.040 0.48 0.37 0.13
1.2 to 1.4 0.094 0.02 0.024 0.07 0.019 1.21 NP 0.0094 0.73 0.034 0.21
Table E.6 As Table E.1, LLN, binaries within 7.5", apparent radius of planets after blending
within the pixel. For use with Fig. 8.4, lower panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 140 1.00 140 1.00 200 1.67 NB 64 1.51 190 1.67
-0.2 to 0 170 0.29 160 0.43 210 0.50 NB 110 0.50 180 0.40
0 to 0.2 52 0.13 51 0.13 100 0.15 NB 16 0.23 74 0.21
0.2 to 0.4 17 0.03 15 0.03 44 0.12 NB 4.0 0.13 23 0.08
0.4 to 0.6 4.1 0.03 3.8 0.04 20 0.41 NB 0.88 0.20 7.7 0.10
0.6 to 0.8 0.53 0.05 0.46 0.02 3.1 0.60 NB 0.10 0.26 1.3 0.10
0.8 to 1.0 0.25 0.03 0.20 0.04 1.1 0.64 NB 0.042 0.71 0.57 0.16
1.0 to 1.2 0.16 0.04 0.14 0.05 0.55 0.55 22 3.43 0.039 0.67 0.41 0.17
1.2 to 1.4 0.018 0.11 0.015 0.11 0.028 1.68 NB 0.0013 3.00 0.026 0.50
‘omega’
-0.4 to -0.2 6.6 1.03 6.2 1.08 12 1.71 NB 2.2 1.88 9.5 1.72
-0.2 to 0 13 0.29 12 0.43 15 0.52 NB 9.3 0.53 13 0.40
0 to 0.2 6.0 0.13 5.7 0.13 10 0.16 NB 1.8 0.30 8.3 0.21
0.2 to 0.4 3.9 0.03 3.7 0.04 9.7 0.14 NB 0.95 0.15 5.2 0.08
0.4 to 0.6 2.0 0.03 1.9 0.03 9.7 0.41 NB 0.41 0.20 3.8 0.10
0.6 to 0.8 0.40 0.01 0.35 0.01 2.1 0.53 NB 0.070 0.20 0.95 0.07
0.8 to 1.0 0.20 0.02 0.15 0.03 0.63 0.45 NB 0.024 0.40 0.45 0.09
1.0 to 1.2 0.14 0.03 0.12 0.04 0.39 0.63 7.3 3.61 0.039 0.34 0.34 0.14
1.2 to 1.4 0.022 0.05 0.018 0.06 0.019 1.21 NP 0.0053 1.00 0.031 0.14
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Table E.7 As Table E.1, LLS, binaries within 7.5", true radius of planets. For use with Fig. 8.5,
upper panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 240 1.60 230 1.60 290 2.00 NB 160 2.01 300 2.00
-0.2 to 0 190 0.15 180 0.15 430 0.64 NB 78 0.34 250 0.25
0 to 0.2 92 0.09 88 0.11 180 0.40 130 1.02 28 0.18 120 0.12
0.2 to 0.4 29 0.02 27 0.03 55 0.13 39 2.01 6.7 0.13 35 0.08
0.4 to 0.6 8.5 0.01 8.1 0.01 25 0.27 2000 2.24 2.0 0.21 13 0.13
0.6 to 0.8 1.1 0.05 0.91 0.05 3.0 0.59 12 3.00 0.22 0.31 1.7 0.12
0.8 to 1.0 0.51 0.02 0.33 0.02 0.95 0.43 2.6 2.83 0.075 0.51 0.61 0.14
1.0 to 1.2 0.56 0.02 0.28 0.04 0.49 0.39 NP 0.075 0.27 0.51 0.13
1.2 to 1.4 0.072 0.04 0.023 0.13 0.054 1.20 NP 0.0029 2.01 0.033 0.51
‘omega’
-0.4 to -0.2 15 1.63 15 1.63 17 2.03 NB 12 2.14 18 2.02
-0.2 to 0 13 0.16 13 0.16 34 0.65 NB 4.9 0.34 18 0.27
0 to 0.2 10 0.09 9.6 0.11 20 0.40 11 1.14 2.9 0.20 13 0.12
0.2 to 0.4 6.4 0.02 6.0 0.03 12 0.15 4.6 2.12 1.5 0.11 7.7 0.08
0.4 to 0.6 4.2 0.02 4.0 0.01 12 0.27 600 2.60 1.0 0.21 6.4 0.13
0.6 to 0.8 0.85 0.03 0.69 0.04 2.3 0.54 12 2.00 0.15 0.34 1.4 0.10
0.8 to 1.0 0.39 0.02 0.25 0.03 0.86 0.22 NP 0.055 0.30 0.47 0.08
1.0 to 1.2 0.47 0.01 0.23 0.02 0.49 0.52 0.28 2.24 0.042 0.29 0.44 0.08
1.2 to 1.4 0.087 0.04 0.028 0.03 0.063 0.63 NP 0.0043 1.34 0.052 0.23
Table E.8 As Table E.1, LLS, binaries within 7.5", apparent radius of planets after blending
within the pixel. For use with Fig. 8.5, lower panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 240 1.60 230 1.60 290 2.00 NB 160 2.01 290 2.00
-0.2 to 0 200 0.15 190 0.15 450 0.64 NB 75 0.35 260 0.25
0 to 0.2 86 0.09 83 0.11 170 0.40 120 1.02 24 0.18 110 0.12
0.2 to 0.4 27 0.02 26 0.03 56 0.13 39 2.01 5.9 0.13 34 0.08
0.4 to 0.6 7.3 0.01 7.0 0.01 24 0.27 2000 2.24 1.7 0.20 12 0.13
0.6 to 0.8 0.96 0.05 0.82 0.05 3.0 0.59 12 3.00 0.20 0.34 1.7 0.12
0.8 to 1.0 0.43 0.04 0.33 0.04 0.97 0.43 2.6 2.83 0.065 0.67 0.64 0.12
1.0 to 1.2 0.28 0.02 0.21 0.04 0.48 0.39 NP 0.071 0.27 0.46 0.14
1.2 to 1.4 0.026 0.12 0.019 0.12 0.054 1.20 NP 0.0029 2.01 0.032 0.51
‘omega’
-0.4 to -0.2 15 1.63 15 1.63 17 2.03 NB 12 2.13 18 2.03
-0.2 to 0 14 0.16 13 0.15 35 0.64 NB 4.8 0.34 20 0.26
0 to 0.2 9.8 0.09 9.3 0.11 19 0.40 11 1.18 2.7 0.20 13 0.12
0.2 to 0.4 6.3 0.02 5.9 0.04 12 0.14 4.6 2.12 1.4 0.12 7.8 0.07
0.4 to 0.6 3.6 0.02 3.4 0.02 12 0.27 600 2.60 0.87 0.21 6.0 0.13
0.6 to 0.8 0.73 0.04 0.63 0.04 2.3 0.54 12 2.00 0.16 0.26 1.4 0.10
0.8 to 1.0 0.34 0.03 0.25 0.04 0.91 0.23 NP 0.051 0.47 0.50 0.07
1.0 to 1.2 0.24 0.02 0.19 0.02 0.46 0.60 0.28 2.24 0.039 0.29 0.41 0.11
1.2 to 1.4 0.030 0.04 0.023 0.03 0.063 0.63 NP 0.0043 1.34 0.050 0.23
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Table E.9 As Table E.1, LLN, binaries within 45", true radius of planets. For use with Fig. 8.6,
upper panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 4.2 0.16 4.2 0.16 8.1 0.20 9.5 1.03 2.1 0.30 6.6 0.16
-0.2 to 0 4.5 0.05 4.3 0.05 8.0 0.12 31 0.55 1.8 0.11 6.3 0.36
0 to 0.2 2.3 0.02 2.2 0.02 4.3 0.07 100 2.01 0.93 0.07 3.0 0.04
0.2 to 0.4 0.74 0.01 0.67 0.01 1.7 0.07 4.5 2.03 0.24 0.08 0.96 0.02
0.4 to 0.6 0.16 0.02 0.15 0.02 0.61 0.08 1.7 1.17 0.037 0.13 0.27 0.05
0.6 to 0.8 0.021 0.02 0.017 0.02 0.12 0.34 NB 0.0033 0.38 0.045 0.09
0.8 to 1.0 0.011 0.02 0.0074 0.03 0.095 0.50 NP 0.0012 0.67 0.028 0.15
1.0 to 1.2 0.017 0.02 0.0083 0.03 0.15 0.61 22 3.43 0.0025 0.50 0.039 0.13
1.2 to 1.4 0.0042 0.05 0.0013 0.09 0.011 1.67 NP 0.0001 3.00 0.0058 0.50
‘omega’
-0.4 to -0.2 0.20 0.28 0.19 0.38 0.48 0.41 0.71 1.17 0.067 0.97 0.33 0.43
-0.2 to 0 0.32 0.08 0.32 0.08 0.55 0.16 1.4 0.97 0.15 0.24 0.44 0.36
0 to 0.2 0.26 0.04 0.24 0.05 0.44 0.07 8.0 2.01 0.099 1.59 0.33 0.04
0.2 to 0.4 0.16 0.02 0.15 0.02 0.37 0.10 1.3 2.04 0.056 0.09 0.21 0.03
0.4 to 0.6 0.081 0.01 0.071 0.02 0.29 0.11 1.1 1.28 0.017 0.15 0.13 0.03
0.6 to 0.8 0.016 0.01 0.013 0.01 0.081 0.19 NB 0.0023 0.19 0.034 0.05
0.8 to 1.0 0.0085 0.02 0.0057 0.02 0.056 0.22 NP 0.0008 0.60 0.022 0.07
1.0 to 1.2 0.015 0.02 0.0071 0.05 0.11 0.55 22 3.61 0.0019 0.48 0.032 0.08
1.2 to 1.4 0.0051 0.01 0.0016 0.07 0.0071 1.21 NP 0.0007 0.73 0.0068 0.20
Table E.10 As Table E.1, LLN, binaries within 45", apparent radius of planets after blending
within the pixel. For use with Fig. 8.6, lower panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 4.1 0.16 4.1 0.17 8.1 0.20 9.5 1.03 2.0 0.30 6.6 0.16
-0.2 to 0 4.6 0.05 4.4 0.05 8.3 0.12 29 0.58 1.7 0.11 6.5 0.36
0 to 0.2 2.2 0.02 2.0 0.02 4.1 0.07 98 2.01 0.79 0.07 2.8 0.03
0.2 to 0.4 0.68 0.01 0.62 0.01 1.7 0.07 4.5 2.03 0.21 0.05 0.95 0.02
0.4 to 0.6 0.13 0.01 0.12 0.02 0.58 0.10 1.7 1.17 0.030 0.017 0.25 0.05
0.6 to 0.8 0.017 0.05 0.015 0.02 0.12 0.34 NB 0.0031 0.25 0.044 0.09
0.8 to 1.0 0.0086 0.02 0.0070 0.03 0.099 0.50 NP 0.0015 0.67 0.028 0.15
1.0 to 1.2 0.0065 0.04 0.0060 0.04 0.15 0.51 22 3.43 0.0018 0.67 0.036 0.14
1.2 to 1.4 0.0010 0.11 0.0010 0.11 0.011 1.67 NP 0.0001 3.00 0.0053 0.50
‘omega’
-0.4 to -0.2 0.20 0.28 0.19 0.42 0.48 0.41 0.71 1.17 0.067 1.15 0.33 0.43
-0.2 to 0 0.34 0.08 0.34 0.08 0.59 0.18 1.4 0.97 0.15 0.21 0.47 0.36
0 to 0.2 0.25 0.03 0.23 0.04 0.42 0.08 8.0 2.01 0.091 0.21 0.32 0.04
0.2 to 0.4 0.16 0.02 0.14 0.03 0.38 0.10 1.4 2.05 0.049 0.09 0.21 0.04
0.4 to 0.6 0.066 0.01 0.060 0.02 0.28 0.09 0.92 1.22 0.017 0.17 0.12 0.04
0.6 to 0.8 0.013 0.01 0.011 0.01 0.080 0.18 NB 0.0021 0.19 0.033 0.05
0.8 to 1.0 0.0068 0.02 0.0055 0.02 0.057 0.21 NP 0.0008 0.32 0.022 0.07
1.0 to 1.2 0.0058 0.03 0.0053 0.04 0.11 0.60 7.3 3.61 0.0018 0.33 0.030 0.09
1.2 to 1.4 0.0012 0.05 0.0012 0.06 0.0071 1.21 NP 0.0004 1.00 0.0064 0.13
299
Table E.11 As Table E.1, LLS, binaries within 45", true radius of planets. For use with
Fig. 8.7, upper panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 5.7 0.14 5.7 0.15 7.7 0.27 9.7 0.90 3.5 0.27 7.9 0.25
-0.2 to 0 7.8 0.06 7.6 0.06 12 0.16 30 0.93 3.6 0.09 11 0.12
0 to 0.2 4.3 0.02 4.1 0.03 7.9 0.09 66 1.02 1.7 0.09 5.3 0.04
0.2 to 0.4 1.4 0.01 1.3 0.01 3.3 0.10 12 1.02 0.47 0.07 1.9 0.02
0.4 to 0.6 0.31 0.01 0.28 0.02 1.0 0.13 1.6 1.05 0.076 0.10 0.50 0.04
0.6 to 0.8 0.041 0.04 0.033 0.04 0.17 0.32 0.51 3.61 0.0074 0.30 0.080 0.08
0.8 to 1.0 0.021 0.02 0.014 0.02 0.11 0.41 0.51 2.24 0.0034 0.50 0.043 0.12
1.0 to 1.2 0.030 0.01 0.016 0.03 0.13 0.33 NP 0.0046 0.25 0.062 0.13
1.2 to 1.4 0.0060 0.04 0.0023 0.13 0.026 1.22 NP 0.0004 2.00 0.0082 0.50
‘omega’
-0.4 to -0.2 0.36 0.30 0.36 0.31 0.44 0.42 0.33 0.80 0.26 0.78 0.47 0.38
-0.2 to 0 0.55 0.09 0.54 0.08 0.96 0.19 1.9 0.92 0.23 0.08 0.76 0.14
0 to 0.2 0.48 0.03 0.44 0.03 0.87 0.09 5.8 1.14 0.18 0.13 0.58 0.04
0.2 to 0.4 0.32 0.02 0.29 0.02 0.71 0.12 1.4 1.22 0.11 0.04 0.41 0.02
0.4 to 0.6 0.15 0.02 0.14 0.02 0.49 0.13 0.47 1.69 0.039 0.11 0.24 0.05
0.6 to 0.8 0.031 0.02 0.025 0.02 0.13 0.22 0.51 2.83 0.0052 0.33 0.0066 0.03
0.8 to 1.0 0.016 0.02 0.011 0.03 0.10 0.17 NP 0.0025 0.29 0.033 0.06
1.0 to 1.2 0.025 0.01 0.014 0.02 0.13 0.48 0.28 2.24 0.0026 0.27 0.054 0.08
1.2 to 1.4 0.0073 0.04 0.0028 0.03 0.030 0.67 NP 0.0005 1.33 0.013 0.22
Table E.12 As Table E.1, LLS, binaries within 45", apparent radius of planets after blending
within the pixel. For use with Fig. 8.7, lower panel.
Radius/ V < 26 δX/X V < 16, δX/X P1 δX/X P2 δX/X P4 δX/X P5 δX/X
log R⊕ F5-M
‘zeta’
-0.4 to -0.2 5.7 0.14 5.5 0.14 7.7 0.27 9.7 0.90 3.4 0.32 7.8 0.25
-0.2 to 0 8.0 0.06 7.9 0.06 13 0.16 30 0.93 3.5 0.12 11 0.12
0 to 0.2 4.0 0.02 3.8 0.03 7.6 0.09 64 1.02 1.5 0.08 5.1 0.04
0.2 to 0.4 1.3 0.01 1.2 0.02 3.3 0.10 12 1.02 0.42 0.08 1.8 0.03
0.4 to 0.6 0.27 0.01 0.24 0.01 1.0 0.14 1.6 1.05 0.066 0.08 0.47 0.04
0.6 to 0.8 0.035 0.04 0.030 0.04 0.17 0.32 0.51 3.61 0.0070 0.33 0.080 0.08
0.8 to 1.0 0.018 0.03 0.014 0.03 0.12 0.41 0.51 2.24 0.0030 0.67 0.045 0.10
1.0 to 1.2 0.015 0.02 0.013 0.04 0.13 0.33 NP 0.0046 0.25 0.057 0.15
1.2 to 1.4 0.0022 0.12 0.0019 0.12 0.026 1.22 NP 0.0004 2.00 0.0080 0.50
‘omega’
-0.4 to -0.2 0.36 0.30 0.36 0.31 0.44 0.42 0.33 1.27 0.25 0.77 0.48 0.39
-0.2 to 0 0.59 0.09 0.57 0.07 1.0 0.19 2.0 0.93 0.23 0.11 0.82 0.14
0 to 0.2 0.46 0.04 0.43 0.04 0.85 0.10 5.5 1.18 0.17 0.11 0.56 0.05
0.2 to 0.4 0.31 0.02 0.28 0.02 0.72 0.11 1.4 1.22 0.10 0.05 0.42 0.02
0.4 to 0.6 0.13 0.02 0.12 0.02 0.47 0.13 0.47 1.69 0.034 0.11 0.23 0.05
0.6 to 0.8 0.027 0.02 0.023 0.02 0.13 0.22 0.51 2.83 0.0054 0.25 0.064 0.03
0.8 to 1.0 0.014 0.03 0.011 0.03 0.11 0.18 NP 0.0023 0.46 0.035 0.03
1.0 to 1.2 0.013 0.02 0.011 0.02 0.12 0.56 0.28 2.24 0.0024 0.28 0.050 0.11
1.2 to 1.4 0.0025 0.04 0.0022 0.03 0.030 0.67 NP 0.0005 1.33 0.012 0.22
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Table E.13 Ratio of main sequence single stars and binaries where the evolutionary primary is
on the main sequence, integrated along the line of sight, LLN to LLS, for comparison with
Table 8.4. |b| = 6◦ ±0.5◦, l ±0.5◦, V ≤26.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 1/4 = 0.25 1/1 = 1.00 0/1 = 0 4/1 = 4.00 1/1 = 1.00
0.10 6/12 = 0.5 6/5 = 1.20 3/6 = 0.5 14/7 = 2.00 6/7 = 0.86
0.20 59/67 = 0.88 52/55 = 0.95 62/65 = 0.95 96/80 = 1.20 65/75 = 0.87
0.30 171/218 = 0.78 207/188 = 1.10 196/228 = 0.86 293/256 = 1.14 229/226 = 1.01
0.40 445/500 = 0.89 513/440 = 1.17 499/553 = 0.90 678/618 = 1.10 559/581 = 0.96
0.50 893/957 = 0.93 978/863 = 1.13 951/1095 = 0.87 1353/1160 = 1.17 1168/1125 = 1.04
0.60 1507/1609 = 0.94 1654/1477 = 1.12 1639/1856 = 0.88 2290/2209 = 1.14 2031/1930 = 1.05
0.70 2335/2452 = 0.95 2603/2276 = 1.14 2531/2803 = 0.90 3640/3160 = 1.15 3262/2929 = 1.11
0.80 3421/3552 = 0.96 3800/3284 = 1.16 3716/4052 = 0.92 5349/4598 = 1.16 4866/4319 = 1.13
0.90 4770/4863 = 0.98 5283/4493 = 1.18 5166/5562 = 0.93 7545/6372 = 1.18 6936/6044 = 1.15
1.00 6406/6405 = 1.00 7071/5946 = 1.19 6945/7331 = 0.95 10160/8453 = 1.20 9437/8134 = 1.16
2.00 35165/30424 = 1.16 39266/31258 = 1.26 42453/37258 = 1.14 55417/41509 = 1.34 58310/45390 = 1.29
3.00 78650/61452 = 1.28 89795/66532 = 1.35 104862/77595 = 1.35 114388/82584 = 1.39 141910/101808 = 1.39
4.00 124147/89458 = 1.39 146659/101780 = 1.44 183122/115669 = 1.58 170858/118713 = 1.44 247611/163823 = 1.51
5.00 162196/110429 = 1.47 201605/132621 = 1.52 266015/144442 = 1.84 220667/142794 = 1.55 363198/221451 = 1.64
6.00 191884/125174 = 1.53 249150/157076 = 1.59 345142/163232 = 2.11 264861/159079 = 1.67 474528/270206 = 1.76
7.00 214517/135225 = 1.59 286494/175824 = 1.63 415345/176255 = 2.36 303286/171227 = 1.77 574516/307821 = 1.87
8.00 230314/142092 = 1.62 314195/189896 = 1.66 471987/185544 = 2.54 335265/180267 = 1.86 657807/335846 = 1.96
9.00 241832/146687 = 1.65 334514/199742 = 1.68 514217/192035 = 2.68 360605/186786 = 1.93 724890/355798 = 2.04
10.00 250185/149785 = 1.67 349246/206607 = 1.69 545852/196723 = 2.77 380217/191623 = 1.98 776359/369963 = 2.10
Table E.14 As Table E.13, |b| = 30◦ ±0.5◦, l ±0.5◦, V ≤26.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 1/1 = 1.00 0/0 1/2 = 0.50 1/3 = 0.33 1/0
0.10 3/6 = 0.50 5/3 = 1.67 5/6 = 0.83 8/6 = 1.33 3/7 = 0.43
0.20 32/46 = 0.70 34/39 = 0.87 44/51 = 0.86 47/50 = 0.94 39/33 = 1.18
0.30 115/135 = 0.85 123/138 = 0.89 124/145 = 0.86 111/139 = 0.80 116/127 = 0.91
0.40 233/296 = 0.79 258/280 = 0.92 262/286 = 0.92 242/299 = 0.81 241/283 = 0.85
0.50 431/506 = 0.85 456/461 = 0.99 459/485 = 0.95 435/525 = 0.83 442/496 = 0.89
0.60 701/776 = 0.90 714/720 = 0.99 733/793 = 0.92 711/793 = 0.90 716/749 = 0.96
0.70 990/1068 = 0.93 1022/028 = 0.99 1060/1086 = 0.98 1049/1115 = 0.94 1042/1073 = 0.97
0.80 1307/1390 = 0.94 1350/1362 = 0.99 1430/1482 = 0.97 1387/1483 = 0.94 1467/1489 = 0.99
0.90 1662/1758 = 0.95 1763/1720 = 1.03 1852/1898 = 0.98 1806/1890 = 0.96 1916/1939 = 0.99
1.00 2031/2129 = 0.95 2187/2119 = 1.03 2334/2354 = 0.99 2276/2349 = 0.97 2422/2433 = 1.00
2.00 6521/6127 = 1.06 7099/6369 = 1.12 7662/6826 = 1.12 8027/7377 = 1.09 8639/7881 = 1.10
3.00 10505/9032 = 1.16 11643/9665 = 1.21 12832/10455 = 1.23 13890/11465 = 1.21 15177/12480 = 1.22
4.00 13724/11138 = 1.23 15482/12053 = 1.28 17239/13269 = 1.30 19266/14708 = 1.31 21583/16264 = 1.33
5.00 16182/12655 = 1.28 18551/13840 = 1.34 21154/15278 = 1.39 24173/17016 = 1.42 27362/19140 = 1.43
6.00 18060/13639 = 1.32 20999/15053 = 1.40 24405/16695 = 1.46 28221/18709 = 1.51 32649/21458 = 1.52
7.00 19331/14307 = 1.35 22729/15862 = 1.43 26721/17736 = 1.51 31368/19859 = 1.58 36899/23015 = 1.60
8.00 20211/14735 = 1.37 23875/16340 = 1.46 28279/18334 = 1.54 33556/20606 = 1.63 39972/24051 = 1.66
9.00 20757/14984 = 1.39 24610/16637 = 1.48 29307/18687 = 1.57 35055/21083 = 1.66 42289/24709 = 1.71
10.00 21085/15140 = 1.39 25066/16781 = 1.49 29991/18900 = 1.59 36104/21361 = 1.69 43867/25075 = 1.75
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Table E.15 As Table E.13, |b| = 54◦ ±0.5◦, l ±0.5◦, V ≤26.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/1 = 0.00 0/1 = 0.00 0/0 0/04
0.10 5/3 = 1.67 4/1 = 4.00 4/4 = 1.00 1/4 = 0.25 4/6 = 0.67
0.20 24/22 = 1.09 41/18 = 2.28 26/23 = 1.13 22/22 = 1.00 30/28 = 1.07
0.30 57/67 = 0.85 73/79 = 0.92 65/72 = 0.90 66/60 = 1.10 86/74 = 1.16
0.40 125/135 = 0.93 146/149 = 0.98 118/131 = 0.90 118/142 = 0.83 153/150 = 1.02
0.50 225/242 = 0.93 235/237 = 0.99 196/230 = 0.85 206/240 = 0.86 226/266 = 0.85
0.60 328/338 = 0.97 340/348 = 0.98 320/359 = 0.89 303/368 = 0.82 235/403 = 0.83
0.70 429/453 = 0.95 451/464 = 0.97 440/490 = 0.90 401/486 = 0.83 457/534 = 0.86
0.80 565/590 = 0.96 563/624 = 0.90 560/649 = 0.86 517/635 = 0.81 598/668 = 0.90
0.90 694/732 = 0.95 689/752 = 0.92 683/767 = 0.89 670/792 = 0.85 740/821 = 0.90
1.00 816/878 = 0.93 821/899 = 0.91 844/900 = 0.94 804/961 = 0.84 892/989 = 0.90
2.00 2024/2000 = 1.01 2099/2103 = 1.00 2170/2150 = 1.01 2260/2250 = 1.00 2331/2339 = 1.00
3.00 2963/2859 = 1.04 3162/2889 = 1.09 3273/3058 = 1.07 3506/3226 = 1.09 3658/3407 = 1.07
4.00 3729/3365 = 1.11 3976/3484 = 1.14 4212/3762 = 1.12 4482/3973 = 1.13 4754/4235 = 1.12
5.00 4190/3677 = 1.14 4491/3859 = 1.16 4867/4162 = 1.17 5220/4475 = 1.17 5574/4751 = 1.17
6.00 4471/3871 = 1.16 4806/4063 = 1.18 5260/4417 = 1.19 5676/4750 = 1.20 6131/5079 = 1.21
7.00 4623/2980 = 1.16 4995/4172 = 1.20 5502/4523 = 1.22 5953/4887 = 1.22 6475/5255 = 1.23
8.00 4695/4024 = 1.17 5086/4217 = 1.21 5616/4593 = 1.22 6125/4956 = 1.24 6668/5343 = 1.25
9.00 4727/4039 = 1.17 5132/4235 = 1.21 5691/4614 = 1.23 6212/4984 = 1.25 6769/5385 = 1.26
10.00 4748/4046 = 1.17 5147/4243 = 1.21 5723/4628 = 1.24 6254/5005 = 1.25 6825/5408 = 1.26
Table E.16 As Table E.13, |b| = 6◦ ±0.5◦, l±0.5◦, V ≤16, F5-M. No change in stellar numbers
beyond last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/2 = 0.00 0/0 0/0 2/1 = 2.00 0/1 = 0.00
0.10 2/7 = 0.29 2/2 = 1.00 3/2 = 1.5 7/3 = 2.33 3/3 = 1.00
0.20 13/25 = 0.52 11/12 = 0.92 20/14 = 1.43 19/16 = 1.19 14/11 = 1.27
0.30 23/46 = 0.50 33/34 = 0.97 37/33 = 1.12 45/29 = 1.55 31/24 = 1.29
0.40 51/81 = 0.63 55/65 = 0.87 55/71 = 0.78 65/57 = 1.14 59/48 = 1.23
0.50 84/122 = 0.69 89/111 = 0.80 95/109 = 0.87 113/102 = 1.11 100/90 = 1.11
0.60 125/168 = 0.74 129/156 = 0.83 133/171 = 0.78 154/144 = 1.07 147/142 = 1.04
0.70 168/228 = 0.74 175/223 = 0.78 187/225 = 0.83 219/197 = 1.11 203/194 = 1.05
0.80 222/284 = 0.78 242/282 = 0.86 243/301 = 0.81 269/257 = 1.05 275/277 = 0.99
0.90 275/360 = 0.76 302/348 = 0.87 316/360 = 0.88 321/303 = 1.06 333/360 = 0.93
1.00 329/429 = 0.77 376/435 = 0.86 404/444 = 0.91 377/361 = 1.04 420/452 = 0.93
2.00 826/893 = 0.92 833/1117 = 0.75 1049/945 = 1.11 673/668 = 1.01 972/1062 = 0.92
3.00 944/967 = 0.98 928/1381 = 0.67 1264/1037 = 1.22 682/690 = 0.99 1038/1201 = 0.86
4.00 057/974 = 0.98 935/1428 = 0.65 1314/1049 = 1.25 682/690 = 0.99 1047/1223 = 0.86
5.00 957/974 = 0.98 937/1434 = 0.65 1331/1049 = 1.27 682/690 = 0.99 1047/1223 = 0.86
6.00 957/974 = 0.98 937/1435 = 0.65 1331/1049 = 1.27 682/690 = 0.99 1047/1223 = 0.86
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Table E.17 As Table E.13, |b| = 30◦ ±0.5◦, l ±0.5◦, V ≤16, F5-M. No change in stellar
numbers beyond last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 1/1 = 1.00 0/0 0/2 1/3 = 0.33 1/0
0.10 2/5 = 0.40 2/2 = 1.00 1/3 = 0.33 3/3 = 1.00 1/4 = 0.25
0.20 9/14 = 0.64 12/7 = 1.71 12/19 = 0.63 10/14 = 0.71 13/15 = 0.87
0.30 27/29 = 0.93 25/25 = 1.00 19/34 = 0.56 23/23 = 1.00 25/32 = 0.78
0.40 35/53 = 0.66 39/46 = 0.85 35/52 = 0.67 40/40 = 1.00 34/49 = 0.69
0.50 53/77 = 0.69 61/68 = 0.90 56/69 = 0.81 63/57 = 1.11 54/69 = 0.78
0.60 81/96 = 0.84 85/96 = 0.89 82/92 = 0.89 84/80 = 1.05 69/88 = 0.78
0.70 105/126 = 0.83 110/116 = 0.95 106/115 = 0.92 106/108 = 0.98 92/112 = 0.82
0.80 130/146 = 0.89 134/142 = 0.94 142/150 = 0.95 123/129 = 0.95 125/135 = 0.93
0.90 140/173 = 0.81 156/168 = 0.93 170/172 = 0.99 147/158 = 0.93 151/166 = 0.91
1.00 169/193 = 0.88 182/192 = 0.95 198/195 = 1.02 172/184 = 0.93 183/191 = 0.96
2.00 302/326 = 0.93 322/346 = 0.93 335/344 = 0.97 364/348 = 1.05 388/350 = 1.11
3.00 327/356 = 0.92 357/367 = 0.97 372/372 = 1.00 395/373 = 1.06 420/376 = 1.12
4.00 329/357 = 0.93 361/370 = 0.98 374/373 = 1.00 396/373 = 1.06 423/377 = 1.12
Table E.18 As Table E.13, |b| = 54◦ ±0.5◦, l ±0.5◦, V ≤16, F5-M. No change in stellar
numbers beyond last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/0 0/0 0/0
0.10 1/1 = 1.00 2/0 3/1 = 3.00 0/2 = 0.00 2/1 = 2.00
0.20 5/7 = 0.71 10/7 = 1.43 11/4 = 2.75 8/6 = 1.33 8/8 = 1.00
0.30 11/14 = 0.79 15/16 = 0.94 17/14 = 1.21 12/15 = 0.80 20/18 = 1.11
0.40 17/24 = 0.71 27/25 = 1.08 22/27 = 0.81 20/21 = 0.95 29/30 = 0.97
0.50 28/35 = 0.80 36/33 = 1.09 31/35 = 0.89 31/28 = 1.11 33/42 = 0.79
0.60 34/48 = 0.71 50/42 = 1.19 51/47 = 1.09 39/42 = 0.93 42/58 = 0.72
0.70 45/58 = 0.78 61/55 = 1.11 61/51 = 1.20 48/54 = 0.89 51/73 = 0.70
0.80 54/69 = 0.78 76/62 = 1.23 65/59 = 1.10 59/66 = 0.89 63/85 = 0.74
0.90 67/79 = 0.85 82/71 = 1.16 71/68 = 1.04 67/80 = 0.84 73/97 = 0.75
1.00 75/85 = 0.88 94/76 = 1.24 80/80 = 1.00 71/90 = 0.79 85/108 = 0.79
2.00 116/119 = 0.98 136/104 = 1.31 122/117 = 1.04 98/126 = 0.78 124/148 = 0.84
3.00 120/123 = 0.98 143/109 = 1.31 128/123 = 104 100/129 = 0.78 129/152 = 0.85
4.00 120/123 = 0.98 143/109 = 1.31 128/123 = 104 101/129 = 0.78 129/152 = 0.85
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Table E.19 As Table E.13, |b| = 6◦ ±0.5◦, l ±0.5◦, P1. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/0 0/0 0/0
0.10 1/1 = 1.00 0/0 1/0 1/0 0/0
0.20 1/3 = 0.33 1/2 = 0.50 1/2 = 0.50 3/1 = 3.00 1/3 = 0.33
0.30 1/4 = 0.25 1/3 = 0.33 1/3 = 0.33 4/1 = 4.00 3/4 = 0.75
0.40 3/7 = 0.43 2/4 = 0.50 2/4 = 0.50 5/2 = 2.50 4/4 = 1.00
0.50 3/8 = 0.38 2/4 = 0.50 2/4 = 0.50 5/2 = 2.50 4/4 = 1.00
0.60 3/8 = 0.38 2/4 = 0.50 2/4 = 0.50 5/2 = 2.50 4/4 = 1.00
0.70 3/8 = 0.38 2/5 = 0.40 2/4 = 0.50 6/2 = 3.00 4/4 = 1.00
Table E.20 As Table E.13, |b| = 30◦ ±0.5◦, l ±0.5◦, P1. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/1 = 0.00 0/2 = 0.00 0/0
0.10 0/0 0/0 0/1 = 0.00 0/2 = 0.00 0/1 = 0.00
0.20 2/0 2/1 = 2.00 0/2 = 0.00 0/3 = 0.00 0/2 = 0.00
0.30 3/0 2/1 = 2.00 0/2 = 0.00 0/3 = 0.00 0/3 = 0.00
0.40 3/0 2/2 = 1.00 0/2 = 0.00 0/3 = 0.00 1/3 = 0.33
0.50 3/0 2/2 = 1.00 0/2 = 0.00 0/3 = 0.00 1/3 = 0.33
0.60 3/0 2/2 = 1.00 0/3 = 0.00 0/3 = 0.00 1/3 = 0.33
Table E.21 As Table E.13, |b| = 54◦ ±0.5◦, l ±0.5◦, P1. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/0 0/0 0/0
0.10 0/0 0/0 0/0 0/0 0/0
0.20 0/1 = 0.00 1/1 = 1.00 2/0 2/0 0/0
0.30 1/1 = 1.00 1/2 = 0.50 2/1 = 2.00 3/1 = 3.00 0/1 = 0.00
0.40 1/2 = 0.50 2/2 = 1.00 2/1 = 2.00 3/1 = 3.00 0/1 = 0.00
0.50 1/2 = 0.50 2/3 = 0.67 2/1 = 2.00 3/2 = 1.50 0/1 = 0.00
0.60 1/2 = 0.50 2/3 = 0.67 2/1 = 2.00 3/2 = 1.50 0/1 = 0.00
0.70 1/2 = 0.50 2/3 = 0.67 2/1 = 2.00 3/2 = 1.50 1/1 = 1.00
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Table E.22 As Table E.13, |b| = 6◦ ±0.5◦, l ±0.5◦, P2. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/0 0/0 0/0
Table E.23 As Table E.13, |b| = 30◦ ±0.5◦, l ±0.5◦, P2. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/0 0/1 = 0.00 0/0
Table E.24 As Table E.13, |b| = 54◦ ±0.5◦, l ±0.5◦, P2. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/0 0/0 0/0
Table E.25 As Table E.13, |b| = 6◦ ±0.5◦, l ±0.5◦, P4. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/2 0/0 0/1 = 0 2/1 = 2.00 0/1 = 0.00
0.10 1/4 = 0.25 1/1 = 1.00 1/2 = 0.5 4/2 = 2.00 3/2 = 1.50
0.20 6/12 = 0.50 2/2 = 1.00 7/2 = 0.5 7/3 = 2.33 7/2 = 3.50
Table E.26 As Table E.13, |b| = 30◦ ±0.5◦, l ±0.5◦, P4. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 1/1 = 1.00 0/0 0/1 = 0.00 1/1 = 1.00 1/0
0.10 1/5 = 0.20 1/1 = 1.00 1/2 = 0.50 2/1 = 2.00 1/1 = 1.00
0.20 4/9 = 0.44 6/1 = 6.00 8/7 = 1.14 3/3 = 1.00 5/4 = 1.25
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Table E.27 As Table E.13, |b| = 54◦ ±0.5◦, l ±0.5◦, P4. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/0 0/0 0/0
0.10 1/1 = 1.00 2/0 2/1 = 2.00 0/1 = 0.00 1/1 = 1.00
0.20 3/1 = 3.00 5/2 = 2.5 5/2 = 2.50 3/3 = 1.00 3/5 = 0.60
0.30 3/1 = 3.00 5/2 = 2.5 5/2 = 2.50 3/3 = 1.00 4/5 = 0.67
Table E.28 As Table E.13, |b| = 6◦ ±0.5◦, l ±0.5◦, P5. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/0 0/0 0/0
0.10 1/3 = 0.33 0/0 2/0 3/1 = 3 0/1 = 0.00
0.20 2/10 = 0.20 5/5 = 1.00 9/7 = 1.29 7/6 = 1.2 4/6 = 0.67
0.30 5/17 = 0.29 11/11 = 1.00 12/11 = 1.09 15/8 = 1.88 8/14 = 0.57
0.40 15/25 = 0.60 20/20 = 1.00 16/23 = 0.70 20/16 = 1.25 17/20 = 0.85
0.50 20/39 = 0.51 26/31 = 0.84 20/29 = 0.69 30/30 = 1.00 22/26 = 0.85
0.60 25/46 = 0.54 33/42 = 0.79 22/33 = 0.67 34/37 = 0.92 27/29 = 0.93
0.70 27/48 = 0.56 36/48 = 0.75 31/37 = 0.84 38/41 = 0.93 27/32 = 0.84
0.80 28/50 = 0.56 38/48 = 0.75 31/38 = 0.82 39/43 = 0.91 29/36 = 0.81
0.90 30/50 = 0.60 38/53 = 0.72 32/39 = 0.82 40/45 = 0.89 29/39 = 0.74
1.00 30/53 = 0.57 40/55 = 0.73 34/41 = 0.83 41/45 = 0.91 30/39 = 0.77
2.00 30/56 = 0.54 42/57 = 0.74 36/43 = 0.84 41/46 = 0.89 31/41 = 0.76
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Table E.29 As Table E.13, |b| = 30◦ ±0.5◦, l ±0.5◦, P5. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/1 = 0.00 0/2 = 0.00 0/0
0.10 0/0 1/1 = 1.00 0/1 = 0.00 1/2 = 0.50 0/1 = 0.00
0.20 2/3 = 0.67 5/5 = 1.00 1/8 = 0.13 3/5 = 0.60 6/6 = 1.00
0.30 9/7 = 1.29 9/11 = 0.82 4/17 = 0.24 6/8 = 0.75 10/10 = 1.00
0.40 12/12 = 1.00 13/13 = 1.00 7/24 = 0.29 12/10 = 1.2 12/16 = 0.75
0.50 18/17 = 1.06 17/17 = 1.00 9/26 = 0.35 15/14 = 1.07 16/22 = 0.73
0.60 25/19 = 1.32 17/22 = 0.77 13/32 = 0.41 18/17 = 1.06 21/23 = 0.91
0.70 28/21 = 1.33 20/25 = 0.80 16/37 = 0.43 21/20 = 1.05 21/24 = 0.88
0.80 30/22 = 1.37 20/27 = 0.74 18/40 = 0.45 22/22 = 1.00 22/24 = 0.92
0.90 30/22 = 1.37 20/27 = 0.74 20/43 = 0.46 24/22 = 1.09 22/24 = 0.92
1.00 30/25 = 1.20 21/27 = 0.78 21/44 = 0.48 24/23 = 1.04 22/24 = 0.92
2.00 31/29 = 1.07 22/28 = 0.79 21/46 = 0.46 25/24 = 1.04 22/24 = 0.92
Table E.30 As Table E.13, |b| = 54◦ ±0.5◦, l ±0.5◦, P5. No change in stellar numbers beyond
last line in the table.
d/kpc 89◦ (LLN)/ 77◦ (LLN)/ 65◦ (LLN)/ 53◦ (LLN)/ 41◦ (LLN)/
229◦ (LLS) 241◦ (LLS) 253◦ (LLS) 265◦ (LLS) 277◦ (LLS)
0.05 0/0 0/0 0/0 0/0 0/0
0.10 0/0 0/0 1/0 0/1 = 0.00 1/0
0.20 1/3 = 0.33 2/4 = 0.50 6/1 = 6.00 2/2 = 1.00 2/1 = 2.00
0.30 4/3 = 1.33 4/8 = 0.50 7/3 = 2.33 3/6 = 0.50 3/4 = 0.75
0.40 5/4 = 1.25 7/12 = 0.58 8/8 = 1.00 6/7 = 0.86 8/5 = 1.60
0.50 7/5 = 1.40 9/16 = 0.56 12/10 = 1.2 8/8 = 1.00 8/7 = 1.14
0.60 7/9 = 0.78 11/17 = 0.65 16/13 = 1.23 9/10 = 0.90 9/8 = 1.13
0.70 9/11 = 0.82 11/19 = 0.58 18/13 = 1.39 10/10 = 1.00 11/9 = 1.22
0.80 9/12 = 0.75 11/19 = 0.58 19/4 = 1.36 11/11 = 1.00 12/10 = 1.20
0.90 9/12 = 0.75 11/20 = 0.55 19/4 = 1.36 11/13 = 0.85 12/11 = 1.09
1.00 9/12 = 0.75 11/21 = 0.52 19/4 = 1.36 11/13 = 0.85 12/11 = 1.09
2.00 9/13 = 0.69 11/21 = 0.52 19/4 = 1.36 11/13 = 0.85 12/11 = 1.09
