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The spectral properties of periodic Jacobi matrices in Minkowski
spaces are studied. An inverse problem for these matrices is inves-
tigated, and necessary and sufficient conditions under which the
problem is solvable are presented. Uniqueness results are also dis-
cussed, and an algorithm to construct the solutions and illustrative
examples is provided.
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where bi > 0 and i = ±1, for i = 1, . . . , n−1, and the non-mentioned entries are to be read as zero.
The matrix Jn is H-symmetric (or pseudo-symmetric) with H = diag (1, 1, 12, . . . , 1 · · · n−1), i.e.,
HJTnH = Jn, beingHJTnH theH-adjoint of Jn, usually denoted by J#n . Pseudo-symmetric matrices are used
in non-Hermitian quantum mechanics, where H is the signature operator (that is, H2 is the identity)
[2]. If H is the identity, matrices of the type (1.1) are called periodic Jacobi matrices. They appear in the
discretization of the one-dimensional Schrödinger equation with periodic boundary conditions [2], or
in connection with small vibrations of a nonhomogeneous ring [8].
Here, we consider the case
H = diag (1, . . . , 1,−1),
which corresponds to the signature operator inMinkowski spaces. That is, we concentrate on the class















where bi > 0, for i = 1, . . . , n, and the remaining entries are zero. The matrix obtained from Jn by














It is known that Jn−1 (a symmetric unreduced upperHessenbergmatrix) has real and distinct eigenval-
ues. Our aim is the characterization of the spectrum of Jn, denoted by σ(Jn), which can have (at most)
a pair of complex conjugate eigenvalues and real eigenvalues with algebraic multiplicity at most 2. Let
λ1, . . . , λn and μ1 < · · · < μn−1 be the eigenvalues of Jn and Jn−1, respectively. We shall consider
two cases. One is that each λi is not an eigenvalue of Jn−1, the other is that Jn and Jn−1 have common
eigenvalues.We show that the λj and theμj satisfy certain interlacing conditions. Thenwe investigate
the following inverse problem, briefly referred throughout the paper as PJI:
Given two sets {λ1, . . . , λn} ⊂ C and {μ1, . . . , μn−1} ⊂ R satisfying certain interlacing condi-
tions and a positive number β , find a matrix Jn of the form (1.2) such that
σ(Jn) = {λ1, . . . , λn},





Several algorithms for the reconstruction of a (symmetric) periodic Jacobi matrix from its spectral
data, some numerically stable, are known [1,4,6,7,13].
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In Section 2, we give a necessary and sufficient condition for the existence of a solution of PJI, and
also anecessary and sufficient condition ensuringuniqueness of the solution. In Section3, an algorithm
is described to construct the solutions and some examples are presented. Our results extend results
obtained by Xu and Jiang [13].
2. Results
The next lemma establishes a necessary and sufficient condition for Jn−1 and Jn to have a common
eigenvalue.
Lemma 2.1. Let μ1, . . . , μn−1 be the (distinct) real eigenvalues of Jn−1 and, for i = 1, . . . , n − 1, let
ui = (ui1, . . . , ui,n−1) ∈ Cn−1 be a unit eigenvector of Jn−1 associated with μi . Then μi is an eigenvalue
of Jn if and only if
bnui1 − bn−1ui,n−1 = 0. (2.1)



































in which the non-specified entries are 0.
Let
i = bnui1 − bn−1ui,n−1
and compute






























λ − μj) . (2.3)





(μ − μi) = 0. 
Lemma 2.2. If
bnui1 − bn−1ui,n−1 = 0, for i = 1, . . . , n, (2.4)
then the eigenvalues of Jn are the n zeros of the function




λ − μi .
Proof. This is an immediate consequence of the previous lemma and (2.3). 
The next theorem describes the interlacing inequalities satisfied by the eigenvalues of Jn and Jn−1.
These conditions are different from the case of a standard periodic Jacobi matrix [6,7,10,13].
Theorem 2.3. Let λ1, . . . , λn and μ1 < · · · < μn−1 be the eigenvalues of Jn and Jn−1, respectively.
Assuming that each λi is not an eigenvalue of Jn−1, then one of the following holds:
(i) λ1  λ2 < μ1 < λ3 < · · · < λn < μn−1;
(ii) μ1 < λ1 < · · · < λn−2 < μn−1 < λn−1  λn;
(iii) μ1 < λ1 < · · · < μj < λj  λj+1  λj+2 < μj+1 < · · · < λn < μn−1;
(iv) μ1 < λ1 < · · · < λn−2 < μn−1 and λn−1 = λ¯n.
Proof. From Lemma 2.2, the eigenvalues of Jn are given by the intersection of the functions






λ − μi .
We start by observing that h is strictly decreasing in each interval of definition and
lim
λ→−∞ h(λ) = limλ→+∞ h(λ) = 0.
On the other hand, g is always strictly decreasing. In each interval (μj, μj+1), j = 1, . . . , n − 2,
there exists an odd number of real eigenvalues λj . Since the second derivative of h changes sign only
N. Bebiano et al. / Linear Algebra and its Applications 435 (2011) 2033–2045 2037
once in each of the above-mentioned intervals, there must be 1 but at most 3 eigenvalues (counting
multiplicities). If there are3eigenvalues, then (iii) follows. In the interval (μn−1,+∞), there are either
0 or 2 eigenvalues, because the secondderivative ofhdoes not change sign. There canbemultiple zeros.
If there are 2, then (ii) holds. In the interval (−∞, μ1), either there is no eigenvalue or there are 2. If
there are 2, then (i) occurs. If (i), (ii), (iii) do not hold, then there are only n− 2 real eigenvalues, which
interlace with the μ’s, and a pair of complex conjugate eigenvalues. The result follows. 
Lemma 2.4. Let S be a subset of {1, . . . , n − 1} with s elements such that
bnui1 − bn−1ui,n−1 = 0, for i ∈ S
and
bnui1 − bn−1ui,n−1 = 0, for i ∈ S.
Then, for i ∈ S, μi is an eigenvalue of Jn. The remaining eigenvalues are the n − s zeros of the function
defined by





λ − μi .
Proof. By Lemma 2.2 if i ∈ S, then μi is an eigenvalue of Jn. The remaining eigenvalues are the zeros
of the polynomial




λ − μj) =
⎛










λ − μj) . (2.5)
Thus, det(λI − U#JnU)/∏j∈S (λ − μj) = 0 if and only if
f (λ) =
⎛















λ − μj) .
The polynomial p(λ) has degree n − s, and by construction, it has n − s distinct zeroes. 
Theorem 2.5. Let λ1, . . . , λn be the eigenvalues of Jn and let μ1 < · · · < μn−1 be the eigenvalues of
Jn−1. Assume that S = {1, . . . , s} and that each of λs+1, . . . , λn is not an eigenvalue of Jn−1. Then one of
the following holds:
(i) λs+1  λs+2 < μ1 < λs+3 < · · · < λn < μn−s−1;
(ii) μs+1 < λs+1 < · · · < λn−s−2 < μn−1 < λn−1  λn;
(iii) μs+1 < λs+1 < · · · < μj+s < λs+j  λs+j+1  λs+j+2 < μs+j+1 < · · · < λn < μn−1;
(iv) μs+1 < λs+1 < · · · < λn−2 < μn−1 and λn−1 = λ¯n.
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Proof. From Lemma 2.4, the eigenvalues of Jn can be obtained from the intersection of the functions





λ − μi .
Since h is strictly decreasing in each interval (μj, μj+1), j = 1, . . . , n − s − 2, limλ→−∞ h(λ) =
limλ→+∞ h(λ) = 0, and g is strictly decreasing, in each interval (μj, μj+1), there exists an odd
number of real eigenvalues λj , namely, either 1 or 3. If there are 3 eigenvalues, then (iii) follows. In
the outer interval (μn−1,+∞), there are either 0 or 2 eigenvalues. If there are 2, then (ii) holds. The
interval (−∞, μ1) contains at most 2 eigenvalues. If it contains 2, then (i) occurs. If (i), (ii), (iii) do
not hold, there exists one eigenvalue in each interval (μj, μj+1), while the two outer intervals do
not contain any eigenvalue. Thus, there are only n − s − 2 real eigenvalues, and one pair of complex
conjugate eigenvalues. 
Lemma 2.6 [9, Theorem 4]. Let λ1, . . . , λn, μ1, . . . , μn−1 be a system of pairwise distinct complex
numbers, closed under complex conjugation. Then
x1
λi − μ1 +
x2
λi − μ2 + · · · +
xn−1
λi − μn−1 = λi − an, for i = 1, . . . , n, (2.6)






















λ − μi .
We have
q(λ) = (λ − an)
∏n−1
i=1 (λ − μi) − x1
∏n−1
i=2 (λ − μi) − · · · − xn−1
∏n−2
i=1 (λ − μi)∏n−1
i=1 (λ − μi)
and so
q(λ) = Q(λ)∏n−1
i=1 (λ − μi)
,
where Q(λ) is a monic polynomial of degree n. Since, by the hypothesis, q(λ1) = · · · = q(λn) = 0,
it follows that Q(λ) = ∏ni=1 (λ − λi). Thus
q(λ) =
∏n
i=1 (λ − λi)∏n−1
i=1 (λ − μi)
.
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The next lemmawas established in 1971 by Paige [11, Section 8.2]. Paige applied to Jacobi matrices
some early results of Thompson and McEnteggert [12] relating the entries of the eigenvectors of a
symmetric matrix with its eigenvalues and the eigenvalues of its principal submatrices.
Lemma 2.7 [11]. Let μ1 < · · · < μn−1 be the eigenvalues of Jn−1. Then
uj1uj,n−1 = b1b2 · · · bn−2
χ ′(μj)
, for j = 1, . . . , n − 1,
where χ(t) = det(tI − Jn−1).










Theorem 2.8. For any system of numbers λ1, . . . , λn ∈ C and μ1 < · · · < μn−1 ∈ R satisfying the
interlacing conditions in Theorem 2.3, there exists a pseudo-symmetric matrix Jn of the form (1.2) such that
σ(Jn) = {λ1, . . . , λn} and σ(Jn−1) = {μ1, . . . , μn−1} if and only if
n∏
i=1
|μj − λi| + 4β(−1)n−j+1  0, for j = 1, . . . , n − 1. (2.9)
Furthermore, there are at most 2n−1 different solutions Jn.
Proof. (⇒)Assume that there exists a pseudo-symmetricmatrix Jn of the form (1.2) such thatσ(Jn) ={λ1, . . . , λn} and σ(Jn−1) = {μ1, . . . , μn−1}. By the hypothesis μj /∈ σ(Jn). Therefore, by Lemma
2.1 we have −(bnuk1 − bn−1uk,n−1) = 0. Using Lemma 2.2, the eigenvalues of Jn are the zeros of the
function




λ − μk = 0, (2.10)
where
xk = −(bnuk1 − bn−1uk,n−1)2, for k = 1, . . . , n − 1. (2.11)
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(μi − μj)−1, for j = 1, . . . , n − 1. (2.12)
From (2.11) and Lemma 2.7 we get






, for j = 1, . . . , n − 1, (2.14)
where
∏n








−xj + 4β/χ ′(μj)
)
, j = 1, . . . , n − 1, (2.15)
and


























, for j = s + 1, . . . , n − 1. (2.16)
Since uj1 and bn are real, we necessarily have 
j  0 or, equivalently,
n∏
i=1
|λi − μj| + (−1)n+j−14β  0, for j = 1, . . . , n − 1.








−xj + 4β/χ ′(μj)
)2
. (2.17)
From (2.15) and (2.17) we obtain uj1, j = 1, . . . , n − 1.
By [6, Theorem 2.2], givenμ1, . . . , μn−1 and (u11, . . . , u1n−1)T , a unique Jn−1 can be constructed.
Now, we may determine
bn−1 = β









Lemma 2.2 ensures that σ(Jn) = {λ1, . . . , λn}.
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To finish the proof, we observe that if strict inequality 
j > 0 in (2.16) occurs for each j, there are
two possible choices of the signs ± of uj1, j = 1, . . . , n − 1. Hence, there are at most 2n−1 different
solutions. 
Corollary 2.9. Under the conditions of the above theorem, PJI has a unique solution if and only if 
j = 0
for j = 1, . . . , n − 1.
Proof. Trivial. 
Theorem 2.10. For any system of numbers λ1, . . . , λn ∈ C and μ1 < · · · < μn−1 ∈ R satisfying
the interlacing conditions in Theorem 2.5, there exists a pseudo-symmetric matrix Jn of the form (1.2) such
that σ(Jn) = {λ1, . . . , λn} and σ(Jn−1) = {μ1, . . . , μn−1} if and only if (2.9) holds. There are at most
2n−s−1 different solutions Jn.
Proof. (⇒)Assume that there exists a pseudo-symmetricmatrix Jn of the form (1.2) such thatσ(Jn) ={λ1, . . . , λn} and σ(Jn−1) = {μ1, . . . , μn−1}. By hypothesis, μs+1, . . . , μn /∈ σ(Jn). By Lemma 2.1
we have −(bnuk1 − bn−1uk,n−1) = 0. Using Lemma 2.2, the eigenvalues of Jn are the zeros of the
function




λ − μk = 0, (2.18)
where
x1 = · · · = xs = 0 and xk = −(bnuk1 − bn−1uk,n−1)2, for k = s + 1, . . . , n − 1. (2.19)
By Lemma 2.6, the linear system (2.18) has a unique solution x = (x1, . . . , xn−1)T , with x1 = · · · =








(μi − μj)−1, for j = s + 1, . . . , n − 1. (2.20)
From (2.19) and Lemma 2.7, we get






, for j = 1, . . . , n − 1, (2.22)
where
∏n








−xj + 4β/χ ′(μj)
)
, j = s + 1, . . . , n − 1, (2.23)
and














for j = s + 1, . . . , n − 1. (2.24)
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Since uj1 and bn are real, we necessarily have 
j  0 or, equivalently,
n∏
i=1
|λi − μj| + (−1)n+j−14β  0, for j = s + 1, . . . , n − 1.








−xj + 4β/χ ′(μj)
)2
. (2.25)
From (2.23) and (2.25) we obtain uj1, j = 1, . . . , n − 1.
Given μ1, . . . , μn−1 and (u11, . . . , u1n−1)T , a unique Jacobi matrix Jn−1 can be constructed [6].
Now, we get
bn−1 = β









Lemma 2.2 ensures that σ(Jn) = {λ1, . . . , λn}, and so Jn satisfies the asserted conditions.
To finish the proof, we observe that if in (2.24), 
j > 0 for each j, there are two possible choices of
the signs ± of uj1, with j = 1, . . . , n − 1. 
3. An algorithm and examples
Givendistinct real numbersμ1, . . . , μn−1 andnonzero real numbers,u1, . . . , un−1,whose squares
sum to one, Ferguson [6] used the Lanzcos algorithm to get a Jn−1 such that u1, . . . , un−1 are the
first components of a set Y1, . . . , Yn−1 of real orthonormal eigenvectors of Jn−1 associated with the




1.1 b0 = 1;
1.2 u0,j = 0, for j = 1, 2, . . . , k;
1.3 u1,j = uj , for j = 1, 2, . . . , k.
Step 2 Iteration i = 1, 2, . . . , k − 1:
2.1 ai = ∑k=1 μu2i,;
2.2 bi =
√∑k
=1((μ − ai)ui, − bi−1ui−1,)2;
2.3 ui+1,j = ((μj − ai)ui,j − bi−1ui−1,j)/bi, for j = 1, 2, . . . , k.
Step 3 ak = ∑k=1 μu2k,.
Now we present our algorithm.
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Algorithm 2.
Step 1 For j = 1, . . . , n − 1, set





Step 2 For j = 1, . . . , s, set xj = 0.

















−xj + 4β/χ ′(μj)
)2
.




−xj + 4β/χ ′(μj)
2 bn
.
Step 6 Apply Algorithm 1 to the sets {μ1, . . . , μn−1} and {u11, . . . , un−1,1}.
Step 7 Let
bn−1 = β









We illustrate the algorithm with several examples.
Example 3.1. Consider β = 1/4,
λ1 = −λ2 = −1, λ3 = λ¯4 = i
and
μ1 = −μ3 = −
√
5/2, μ2 = 0.
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Acomputation reveals that (2.9) holds for these values. Applying thedescribed algorithm,weobtain
the matrix⎛
⎜⎜⎜⎜⎜⎜⎝
0 1 0 1
1 0 1/2 0
0 1/2 0 −1/2




Example 3.2. Consider β = 2,
λ1 = −3, λ2 = −2, λ3 = −1, λ4 = 3/2
and
μ1 = −μ3 = −
√
3, μ2 = 0.
Again, these values satisfy (2.9) and, applying the described algorithm, we find the matrix
⎛
⎜⎜⎜⎜⎜⎜⎝
0.72739 1.25327 0 2.10793
1.25327 −0.31050 1.01472 0
0 1.01472 −0.41689 −0.74607




Example 3.3. Consider β = 1,
λ1 = 1 −
√
2, λ2 = 1 +
√
2, λ3 = 1 − i
√




μ1 = 1 −
√
2, μ2 = 1 +
√
2, μ3 = 1.
These values satisfy (2.9) and, applying Algorithm 2, we get the matrix
⎛
⎜⎜⎜⎜⎜⎜⎝
1 1 0 1
1 1 1 0
0 1 1 −1




Example 3.4. Finally, consider β = 1,
λ1 = −
√
3, λ2 = 0, λ3 =
√




3, μ2 = 0, μ3 =
√
3, μ4 = −1, μ5 = 1.
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