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0. INTRODUCTION 
In this paper we consider the existence of 2rr-periodic solutions of 
asymptotically quadratic Hamiltonian systems 
- Ji = H’(z, t), (0.1) 
where .Z = (y ;‘), I= I,,, the identity matrix of n x n. For the Hamiltonian 
H we assume it belongs to C’(R*” x R, R) and is 2rt-periodic in the variable 
t. Assume also that there are two constant symmetric matrices h,, h, such 
that 
If% f) - L4ll4 -+ 0, as 1.~1 + co, (0.2) 
IH’b, t) - M/l4 --f 0, as IsI +O, (0.3) 
where H’ denotes the gradient of H with respect to the first 2n variables. 
By M+ ( . ), M”( . ), and MP ( . ) we denote the positive, the zero, and the 
negative Morse indices of the symmetric matrix defining it, respectively. 
Given a constant symmetric matrix h of 2n x 2n, we define an index as 
ip(h)=M-(T,(h))+ f (M-(T,(h))-2n), 
m=l 
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where 
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L(h)=(;; :;yT T,,(h) = -h. 
This index measures, in some sense, the difference between the “sizes” of 
the negative spaces of the operators -J d/dt - h and - Jdldt. We also 
define 
i’(h) = M”( -h) + f M”( T,(h)), 
m=l 
which is just the dimension of the null space of -J d/dt -h. It turns out 
that these indices are well defined, in fact for m large enough we have 
M-( T,(h)) = 2n and M”( T,(h)) = 0. Now one of our main results reads as 
THEOREM 3.3. Let H: R2” x R + R be a C’-function, 2x-periodic in t and 
satisfying (0.2), (0.3). If i’(h,) = i’(h,) =0 and i-(ho) # i-(h,), then the 
problem (0.1) has at least one nontrivial solution. 
In their paper [ 1 ] Amann and Zehender have considered this problem 
by means of a generalized Morse index in the sense of Conley. Chang [6] 
simplified their proof. All these authors require that the Hamiltonian H be 
a C*-function and have bounded Hessian. 
Notice that the condition i”(ho) = iO(h,) = 0 means that the problem 
(0.1) is nonresonance at the infinity and that the origin is a nondegenerate 
solution. The above-mentioned authors also considered the case of a 
degenerate trivial solution. In this case we are still able to improve their 
result (see Theorem 3.6). Moreover we will consider the degenerate trivial 
solution of another type, namely the local linking, which is not included in 
[l, 61 (see Theorem 3.5). 
Now let us say a few words about the methods we will use to prove our 
theorems. To find solutions of the problem (0.1) is equivalent to look for 
critical points of some function. In the recent years the critical point theory, 
such as Morse theory and various min-max theorems, has been developed 
rapidly. On the other hand, as is well known, the Galerkin approximation 
method and its various versions are elementary but very powerful tools in 
solving nonlinear problems. Combining Morse theory and the Galerkin 
method, we first obtain a sequence of approximate solutions, then prove 
that a subsequence converges to a limit, which is a solution of the original 
problem. Of course we should show that this solution is not a trivial one. 
The plan of our paper is as follows. In Section 1, we present some results 
on the existence of critical points of functions in finite dimensional spaces. 
In Section 2, we use the Galerkin method to study functions defined in 
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infinite dimensional spaces. Finally, in Section 3 we apply our abstract 
theorems to Hamiltonian systems. 
1. CRITICAL POINT THEORY IN FINITE DIMENSIONAL SPACES 
In this section we collect some known results on existence of critical 
points of functions defined in finite dimensional spaces (see [l, 5, 6, 81). 
Since we will use the Galerkin approximation method, not only the 
existence of, but also some a prior estimate on, critical points of the 
functions are needed. 
Let f: R” + R be a Cl-function. We say that f is asymptotically quadratic 
if there is a symmetric matrix A o. E R” x ’ satisfying 
If'(x)-~,4ll4+0~ as 1x1 + co. (1.1) 
We say that f is nonresonance at infinity if A, is nonsingular, i.e., 
M’(A,) =O. 
THEOREM 1.1 [l]. Let f: R” + R be a C’-function, asymptotically 
quadratic, nonresonance at the infinity; then f has at least one critical point. 
Proof See [ 11. The topological degree theory provides a simple proof, 
too. 
In some cases we can easily check that f has a trivial critical point, say 
the origin; then we look for a nontrivial one. Suppose that there is a 
symmetric matrix A, such that 
If’(x) - Ao4/‘lxl-+ 0, as Ix/ -+O, (1.2) 
THEOREM 1.2. Let f: R” + R be a Cl-function satisfying (l.l), (1.2). Zf 
M’(A,) =M’(A,)=O, and M-(A,)#M-(A,), then f has at least one 
nontrivial critical point. Moreover if for r > 0 we have 
If’(x) - Aox1 < ilA,‘l -‘I4 for l-4 <r, (1.3) 
then the nontrivial critical point lies outside the ball B,= (XE R”] 1x1 <r}. 
Proof: The assertion on the existence is known (see [l, 6, 83). In the 
ball B, we have 
ls’(x)l ’ lAoA - ;I&‘1 -’ 14 
> IA;‘/ -’ 1x1 - ;[A,‘] -I 1x1 
= ;lA;‘l --I 1x1, (1.4) 
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so the origin is the unique critical point off inside of B,. We prove the 
theorem. 
The following theorem is an improvement of Theorem 1.2 (see [7]). 
THEOREM 1.2’. Let f: R”+ R be a C2-function, satisfying (l.l), 
M’(A,) = 0. Suppose that f has only a finite number of critical points, say 
(x 1, . ..7 x,), and all of them are nondegenerate, then at least one of them 
satisfies 
M-(f”(x,)) = M-(A,). 
Now we return to the case where the origin is a degenerate critical point 
of f. Theorems 1.3 and 1.4 offer two different conditions to guarantee 
existence of a nontrivial critical point. 
THEOREM 1.3. Let f: R” + R be a C2-function, satisfying (l.l), (1.2). Zf 
M’(A,) = 0 and M-(A,) 5 [M-(A,), M-(A,) + M”(Ao)], then f has at 
least one nontrivial critical point. Moreover, suppose that 
If”(x) - Aol < tlA * I -l, for 1x1 < 2r, (1.5) 
where A” is the inverse of A, restricted to the range of A,: 
AX = (A01 R(A,))-‘; then at least one critical point off lies outside the 
ball B,. 
Proof: If it is not true, then all the critical points off fall into the ball 
B,, and I f’(x)1 is bounded away from 0 in the ring R, say I f’(x)1 >p, 
where 
R= {xlr< IxI<2r}. 
We define a new function g: R” + R by 
g(x)=f(x) + (a, x) h(lx12), 
where a is a small vector in R” to be chosen, and h: [0, co) + [0, 1) is a 
smooth truncated function 
0, s>2x, 
h(s) = smooth, tr d s < 2r, 
satisfying 
Ih’(s)l <4/r. 
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We have 
g’(x)=f’(x)+ah(lx12)+2x(a, x) h’(lx12), 
In particular 
g’(x) = 
1 
f'(X)3 if 1x1 2 2r, 
f'(x) +a, if 1x1 < zr, 
and in the ring R, 
provided Ial <p/(2 + 64r). It follows that g has no critical points outside 
the ball B,. In B,, g’(x) = f ‘(x) + a, g”(x) = f “(x), so for any critical point 
of the function g, we have 
M-(g"(x))=M-(f"(X)), M+(g"(x))=M+(f"(x)). 
Let E- and E+ be the positive and the negative eigenspaces of A,, 
respectively, then 
dim Ep = M-(A,) (1.6) 
(A& 24) < - IA#lP1 Iul2, for MEE-. (l-7) 
It follows from (1.5), (1.7) that for any x E B, and u E E-, 
(f"(X)% u)G (‘434 u)+ If”(x)-&II4 
< --#“I -1 luJ2, (1.8) 
so the matrix f “(x) is negative in E-; hence 
M-(f “(x)) 2 dim E- = AC(&). 
Similarly, 
Therefore we have 
M-(g"(x))=M-(f~(x))c[CM-(A,),M-(A,)+M"(Ao)] 
and, by the assumption on M-(A,), 
k-(g”(x)#lr(A,), for any XE B,. (1.9) 
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Now by Sard’s lemma we can choose the vector a in such a way that the 
function f(x) + (a, x), and hence g(x), is a Morse function and has only 
finite number of nondegenerate critical points, say {xi, . . . . x,}, and all of 
them lie in the ball B,. It follows from (1.9) that 
M~(g”(xi))#M~(Am)~ i = 1, . . . . m, 
which contradicts Theorem 1.2’. 
Remark 1.4. It is enough for Theorem 1.3 that f is C’ in R” and C2 in 
a neighborhood of the origin. 
We recall the definition of local linking. 
DEFINITION 1.5. Let f: R” --P R be a Cl-function. Suppose that X = R” 
has a decomposition X= Y + Z, where Y and Z are subspaces of X. 
Suppose that there are two positive constants b and r such that 
f(y)ah for yeaB,n Y, 
f(Y)>@ for yeB,n Y, 
f(z)< -4 for z~dB,nZ, 
f(z) G 0, for ZEB,~Z. 
(1.10) 
Then we say f has a local linking at the origin 0. 
THEOREM 1.6. Zf f satisfies (1.10) and M’(A,)=O, M-(A,)#dim Z, 
then f has at least one nontrivial critical point with the absolute value of the 
corresponding critical value not less than 6. 
Proof We sketch the proof and refer to [S] for the details. We need 
only consider the case M-(A,) (=p) >dim Z (=q), otherwise replace f 
by -f: If there is no critical value less than or equal to -b, then using the 
flow generated by the negative gradient field off (or precisely a pseudo- 
gradient field off ), we call pull down the boundary aB, n Z into f--M\BR 
for any given large numbers A4 and R, where f -,,,, is the level set: 
f-,,,,= {xER,If(x)< -M}. S’ mce f is asymptotically quadratic, non- 
resonance, and its negative Morse index at infinity is larger than dim Z, by 
the fact that rz4- ‘(Sp- ‘) = 0, for p > q, we are able to close our flow on a 
big sphere so that the flow always lies in the level set fpb. In this way we 
get a “global” linking with the boundary aB, n Y, and conclude the 
existence of a critical value off larger than or equal to b by a standard 
argument. 
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Remark 1.7. For any nondegenerate critical point, we always find a 
local linking, and hence obtain Theorem 1.2 as a corollary of Theorem 1.6. 
In general, Theorem 1.3 and 1.6 are applicable to different cases. 
2. APPROXIMATION SCHEME AND MORSE THEORY 
Let E be a Hilbert space, f: E + R a Cl-function. Throughout this 
section we assume that the gradient off has a special form, 
f’(x) = Ax + K(x), (2.1) 
where A is a bounded self-adjoint operator, 0 is not in the essential 
spectrum of A, and K E + E is a nonlinear compact mapping. 
Let r= (P, 1 n = 1, 2, . ..) be a sequence of orthogonal projections. We say 
that r is an approximation scheme with respect to the operator A, if it 
satisfies the following properties: 
(1) the image of P,, E, = P, E, is a finite dimensional subspace of E. 
(2) P,x-+x, as n-+co, for any xEE. 
(3) P, commutes with A, that is, E,, is invariant under the action 
of A. 
Notice that we allow both the negative and the positive spaces of A to 
be infinite dimensional, so if we work in the space E, then either the 
negative or the positive Morse indices of a critical point of F will be 
infinite. To avoid this difficulty, several ways may be adopted: 
(1) Direct method, as in [4]. Benci also has developed a theory on 
genus in this way [3]. 
(2) Dual method. If the Hamiltonian H in (0.1) is convex, by the 
Clarke-Ekeland method we can convert the original problem into a dual 
one, for which the Morse index of any critical point is finite. 
(3) Truncation method, as in [l, 2, 61. If the Hessian of H is 
uniformly bounded, then by means of a sort of the Liapunov-Schmidt 
method we get an equivalent problem in a finite dimensional space. 
(4) Galerkin approximation method, as used in [lo]. We restrict the 
function to a sequence of finite dimensional subspaces, find approximate 
solutions, and prove that they converge to a limit point. In the present 
paper we will proceed along this line. 
We say that a function f satisfying (2.1) is asymptotically quadratic (at 
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the infinity), if there is a self-adjoint bounded operator B, : E + E such 
that 
IBmx - W)lllxl -+ 0, as 1x1 -+ co, (2.2) 
Note that the operator B,, if any, should be compact, since the 
nonlinear operator K is so. 
Let f,, be the restriction off to the space E,. 
DEFINITION. We say that f satisfies the (P.S)* condition, if any sequence 
(x,) such that x, E E,, I fL(x,)l + 0, and f(xn) being bounded possesses a 
subsequence convergent in E. 
LEMMA 2.1. Suppose that f satisfies (2.1), (2.2). If A + B, has a bounded 
inverse, then 
(1) f satisfies the (S.P)* condition. 
(2) f, is asymptotically quadratic, and 
If Xx) - (4 + ~,B,~,blllxl + 0, as XE E, and 1x1 + 00, (2.3) 
where A, is the restriction of A to E,. 
(3) f, satisfies the (PS) condition. 
ProoJ (2) From (2.1) we have 
fXx)=A.x+P,W), for any x E E,, (2.4) 
and 
If;(x) - (AA + f’,B,P,xMxl 
= IPAx) - f’,B,4llxl 
< IW) - B,.4ll4-+ 0, as 1x1 -+ co, XEE,. 
(3) Since B, is compact and P, strongly converges to the identity, we 
have 1 P, B; B,I + 0, as n -+ co. The operator A + B, is invertible so by 
Banach’s theorem on the inverse operator, A, + P,B, P, also has a 
bounded inverse and 
I(A,+P,B,P,)-‘I <C, (2.5) 
provided n is large enough, here and in the following C denotes various 
constants. Condition (3) follows from (2.3) and (2.5). 
(1) Suppose x, E E, satisfies If L(x,)l + 0. From (2.3) (2.5), the sequence 
(x”} is bounded. Let P be the orthogonal projection from E to the null 
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space of the operator A. P is a finite-rank operator. Choose a subsequence 
of {x,} (still denoted by {x,,}) such that the sequences {Px,} and 
- (K(x,)) converge in E, say to u and u, respectively. Now 
AX” + Px, =fL(xJ - P,K(x,) + Px, 
converges to u + O, and { xn } converges to x = (A + P) ~~ ’ (u + u), since 
A + P is invertible. x is a critical point off. 
Remark. We do not use the assumption thatf(x,) is bounded. 
As pointed out in the Introduction, the Morse index of A + B, may 
be infinite, and the Morse index of the approximation operator 
A, + P,B, P,, M-(,4, + P,B, P,), converges to infinity. In contrast the 
difference M-(A, + P, B, P,) - M-(,4,) behaves much better. It turns 
out that in many cases this difference eventually becomes a constant 
independent of n. Using this fact we are able to define a sort of Morse 
index. To do so we first need some algebraic lemmas. 
LEMMA 2.2. Let S, T be two symmetric matrices of n x n. If T is small 
enough, then M- (S) = M- (S + T). More precisely, for any d > 0, there is a 
constant r = r(d) such that M-(S) = M- (S + T) provided either 
(1) S is invertible, [,!-‘I cd, and ITI <r; or 
(2) IS # I< d, 1 T( < r, and TP = Q, where P denotes the orthogonal 
projection from R” to the null space of S, and S* is the inverse of S restricted 
to the subspace (I - P) R”. The condition TP = Q means that the kernel of 
S + T includes the one of S. 
Proof In fact it is enough to choose r less than 1/2d. 
LEMMA 2.3. Suppose that A is a self-adjoint bounded operator, 0 is not 
in the essential spectrum of A. Suppose B is a compact self-adjoint operator. 
Let I= {P,, P,, . ..} b e an approximation scheme with respect to A. Then for 
n, m large enough, we have 
M-(A,+P,BP,)-M-(AJ=M-(A,+P,BP,)-M-(A,), 
provided either 
(1) A + B is invertible, or 
(2) p,p, = PO, where P, is the orthogonal projection from E to the 
null space of A + B. 
Proof Set E, = P, E, E,,, = P, E, and F = span{ E,, E,,,}. Let P be the 
orthogonal projection from E to F. Decompose P as P, + Q,, where Q, is 
the orthogonal projection to the complement of E, in F. Since P,, P, 
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commutes with A, so do P and Qn. In the subspace F the operator A + B 
can be represented by the matrix W= S + T, 
w= f’,(A + B)P, 
( 
Pn(A + B)Q, 
QAA + BP, Qn(A + B)Q, > ’ 
s= An + PnBPn 
( 
0 
0 Q,(A + J)Q, ) ’ 
( 
0 
T= Q,BP, 
PnBQn 
> Qn(B-J,Qn ’ 
where we have used the fact that Q, A = AQn and P,Q, = Q,, P, = 0. The 
operator J in the expressions of S and T is the projection to the null space 
of A. J is a finite rank operator, hence compact, and commutes with 
P,, Q,,. The operator A + J is invertible, so we have 
l(Q,(A +J)Q.,-‘I < C. (2.6) 
In Case (1) A + B is invertible, so for large n 
[(P,(A + B)P,)-‘1 < C. (2.6)’ 
On the other hand, lQ,BI = IBQ,, +O, lQnJl --+O, as n -+ co. Now it 
follows from Lemma 2.2(l) that 
M-(W)=M-(S)=M-(An+P,BP,)+M-(Q,(A+J)Q,). (2.7) 
By means of Lemma 2.2(2) we still can prove the formula (2.7) in Case (2). 
In particular, if we let B be zero, (2.7) becomes 
M-(PAP)=M-(A,)+M-(Q,(A+.J)Q,). (2.8) 
From (2.7), (2.8), 
M-(A,+P,BP,)-MM-(A,)=M-(W)-M-(PAP) 
=M-(A,+P,BP,)-M-(A,). 
Now we will define our index. 
DEFINITION 2.4. Let f be a Cl-function and f’ have the special form of 
(2.1). Assume that f satisfies (2.2) and (2.9), 
If’(x) - (A + B,bl/lxl + 0, as 1x1 +O, (2.9) 
where B, is a self-adjoint compact operator. 
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Then we define for a linear compact operator B 
Z~(B)={kIk=M-(A.+P,BP,)-M~(A,),forinfinitelymanyn}, 
Z’(B) = {k ( k = AC- (A, + P, BP,), for infinitely many n}, 
and 
1-U a)=I-(B,), I- (f, 0) = I- (Bo), 
z”(f, ~0 I= z’(B, ), Z”(f, 0) = I’( B,). 
PROPOSITION 2.5. The index defined above is a finite set. It is a singleton, 
if either A + B is invertible or P, P = P where P is the projection to the null 
space of A + B. 
Proof. From Lemma 2.3 the index is a singleton under the assump- 
tions. Both operators A + (B + P) and A + (B - P) are invertible. Since 
A+(B-P)<A+B<A+(B+P), 
it follows that 
I-(B)E [I-(B+ P), I-(B- P)]. 
THEOREM 2.6. Let f: E-r R be a C’-jiinction satisfying (2.2), (2.9). Zf 
A + B, and A + B, have bounded inverses and I- (f, co) # I- (f, 0), then f 
has at least one nontrivial critical point. 
Proof From Proposition 2.5, we have 
M-(A.+P,B,P,)#M-(A.+P,B,P,), for n large enough. (2.10) 
Since A + B,, A + B, have bounded inverses and I(Z- P,)B,I + 0, 
I(Z-P,)B,I-rO, as n-+co, the inverses of A,+P,B,P,, An+P,B,P, 
are uniformly bounded: there is a positive constant R such that 
INA,+ P,BoP,)-'I -CR, I(A.+P,B,P,)-‘1 <R. 
Take r so small that 
If’(x) - (A + Bob d & 1x1, as 1x1 <r, 
then for large n we have 
If’(x) - (A, + PnBoPJxl 
Q If’(x) - (A + Bdxl < & Ix1 
<; \(A,,+ P,B,PJ’I -’ 1x1, as 1x1 <r, XEE,. (2.11) 
505/78/l-5 
64 LI AND LIU 
From Theorem 1.2 we see that f, has a nontrivial critical point x, with 
Ix,1 >r. By Lemma 2.1(l) f satisfies the (P.S)* condition, so {x,} has a 
subsequence convergent in E to a point x, which is a critical point off and 
also satisfies 1x1 > r. The proof is complete. 
We turn to the case where the origin is a degenerate critical point. 
THEOREM 2.7. Let f belong to C’(E, R) n C’(B(0, d), R), where B(0, d) 
is a ball neighborhood of 0, and satisfy (2.2) (2.9). Suppose that A + B, is 
invertible, and that E, = P,E includes the null space of A + B,, where 
r={P,n=l,2,...} IS an approximation scheme with respect to A. If 
I- (f, cc 1 Fi: cz- (f, Oh z- (f, 0) + ZO(f, O)l, (2.12) 
then f has at least one nontrivial critical point. 
ProoJ: Since the kernel of A + B, is included in the space E,, we can 
find a positive constant R such that 
I(An+P,BoP,)#l <R, at least for n large. 
Taking r < d/2 so small that 
If”(x)-(A+Bo)I <A, as IxJ<2r, 
we have 
If:(x)-(A,+P,BoPn)I 
G If”(x) - (-4 + Boll 
<A<; I(A,+P,Bof’,)#I-‘, as 1x1 G2r. (2.13) 
From (2.12), Definition 2.4, and Proposition 2.5, for large n we have 
M-(A, + P,B, P,) E CM-(A, + P,BoP,), 
M-(Ao+P,BoP,)+Mo(A,+P,BoP,)]. (2.14) 
Now Theorem 1.3 (Remark 1.4) and (2.13), (2.14) imply that f, has a 
nontrivial critical point x, with Ix,1 > r. By the (P.S)* condition a 
subsequence of (x,} converges to a point x with f’(x) = 0 and 1x12 r. The 
proof is complete. 
The following result is related to the local linking condition. 
THEOREM 2.8. Let f: E+ R be a Cl-function satisfying (2.2), (2.9). 
Suppose that the operator A + B, is invertible. Let r= {P, I n = 1, 2, . ..} be 
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an approximation scheme with respect to the operator A. Suppose that the 
subspace E,, = P, E has a decomposition E, = Y, + Z, and there are positive 
constants b and r such that 
f(y)2b, for YE~B,~ YA 
f(Y)>& for YE&n Y,, 
f(z)< 4 for z E a( B, n Z,), 
f(z) Q 0, for ZE B,n Z,, 
(2.15) 
for n large enough. If I- (f, co) # dim Z, - M- (A,) for infinite many 
integers, then f has at least one nontrivial critical point, 
Proof The theorem follows from Theorem 1.6 and Lemma 2.1. 
COROLLARY 2.9. Let f: E + R be a Cl-function satisfying (2.2), (2.9). 
Suppose that the operator A + B, is invertible. Let I= (P, 1 n = 1,2, . ..} be 
an approximation scheme with respect to the operator A. Suppose that E has 
a decomposition E = Y + Z, Y and Z invariant under the action of P,: 
Y, = P, Y c Y, Z, = P, Z c Z. Suppose that there are constants b and r such 
that 
f(y)8b> for YE d(B, n 0, 
f(Y)>Q for yEB,n Y, 
f(z) G -6, for zEa(B,n Z), 
f(z)GQ for zEB,nZ. 
(2.16) 
If I-(f, co)#dim Z,-M-(A,) f or m ml e ‘f ‘t many integers, then f has at 
least one nontrivial critical point. 
3. APPLICATION TO HAMILTONIAN SYSTEMS 
In this section we consider the existence of periodic solutions of the 
asymptotically quadratic Hamiltonian system (0.1). We will work in the 
Hilbert space E = W”*(S’, R2n). The simplest way to introduce this space 
seems as follows. Every function z in L*(S’, R2n) has a Fourier expansion 
z(t) = a, + c a, cos mt + b, sin mt, 
??I=1 
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where CI,, 6, are 2n-vectors. E is the set of such functions that 
llzll = Ial;+ f. ~(b,12+ lb,l’~ 
( > 
112 
< +a. 
m=l 
With this norm II . I/, E is a Hilbert space. 
For a smooth function z E Cm(S’, R”‘), we can define a linear function 
g:E+R by 
where ( , ) denotes the inner product in R*“. Since [g(y)1 < Cllzll . Il~ll, from 
Rietz’s representation theorem we have a bounded, self-adjoint operator A 
such that 
(Az,y)=gO=jZ~(-J~,y)df, for any GEE, 
where ( , ) is the inner product in E. Similarly, for a symmetric matrix h 
of 2n x 2n, we define a linear operator B = B(h) by 
(Bz, Y > = - j;” (k Y) dt, for any z, y E E. (3.1) 
B is a compact self-adjoint operator. The operators A and B have explicit 
expressions, 
AZ = 5 - Jb, cos mt + Ja, sin mt. 
m=l 
Bz = -ha, - f m-‘(ha, cos mt + hb, sin mt), 
m=l 
(3.2) 
where 
m  
z=a,+ C a,cosmt+b,sinmt. 
m=l 
Define our function f: E + R as 
f(z) = $(Az, z) - j;’ H(z, t) dt. 
It is well known that f is a Cl-function and its gradient satisfies 
U’(z), Y> = <AZ, Y> - s:^ (H’k t), Y) dt. 
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Looking for the solutions of (0.1) is equivalent to looking for the critical 
points of f. The following lemma describes the behavior of f near the 
infinity and the origin. 
LEMMA 3.1. Let H: R2” x R -+ R be a Cl-function satisfying (0.2), (0.3), 
IfUs, t) - k,.Msl + 0, as IsI + 00, (0.2) 
IH’b, t) - M/l4 + 0, as IsI -+ 0, (0.3) 
where h, and ho are constant matrices of 2n x 2n. Then f is asymptotically 
quadratic. Moreover, 
IIf’( (A + ~,)4l/llzll + 07 as llzll + co, (3.3) 
IIf - (A + 4Jzlllllzll + 0, as Ml -+O, (3.4) 
where B, = B(h,), B,= B(h,) as defined by (3.1). 
Proof From (0.2), for any r > 0, there is a constant C(r) such that 
(H’(s, t) - h,sl < rlsl + C(r), for any s E R2n, 
hence 
IV-‘(z)-(A + B,)zll < CIH’(z, t)--h,zlLz 
G C(rllzll + C(r)), 
which implies (3.3). Similarly (3.4) follows from the inequality 
IH’(s, t) - h,sl < rlsl + C(r)(sl’. 
Set 
and 
E(m)= {zEElz(t)= a cos mt + b sin mt, a, b E R2n} 
E,=E(O)+E(l)+ ... +E(n). 
Letting P, be the orthogonal projection from E to E,, we have 
P,z = a0 + i a,,, cos mt + b, sin mt. 
m=l 
(3.5) 
Our approximation scheme consists of these operators P,, n = 1,2, . . . . P, 
strongly converges to the identity operator. From (3.1), (3.5), it is clear 
that P, commutes with A and B. To calculate the index of a given operator 
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A + B with respect to the scheme r, more details on the spectrum of A + B 
are needed. Each subspace E(m) is invariant under the action of A + B. In 
fact, in this space the operator A + B can be represented by the 4n x 4n 
matrix (l/m) T,(h), since 
(A + B)(a cos mt + b sin mt) 
=(shu-Jb)cosmt+(.Ju-Ahb)sinmt. 
Since T,,, is symmetric, the algebraic eigenvalue problem 
T,,,d=Ad, d= (a, b)TER4n 
has 4n independent solutions, orthogonal to each other, say dj= (a,, b,), 
j = 1, 2, . ..) 4n, which consist of a basis of R4”. Consequently, the functions 
~,,,~(t) = aWj cos mt + bMj sin mt, j = 1, . . . . 4n. make up a basis of E(m). For 
m = 0, T, = -h has 2n independent, orthogonal eigenvectors uoj, and the 
set of constant functions zoj(t) = u,,~, j= 1, 2, . . . . 2n, is a basis of E(0). 
Altogether the set {zmjlj= 1, . . . . 2n, m = 0; j = 1, . . . . 4n, m = 1, 2, . ..} is a 
complete orthonormal basis in E. Now we have the following lemma: 
LEMMA 3.2. With respect to the approximation scheme r, we have 
Z-(f, co)=M-(-h,)+ f (M-(T,(h,))-2n)=i-(h,), 
??I=1 
I-(S,O)=M-(-ho)+ f (M-(T,(h,))-2n)=i-(h,), 
m=l 
Z”(f, 0) = M( - ho) + f M”( T,(h,)) = i”(ho). 
m=l 
Proof: The number of the negative eigenvalues of the matrix T,(h,) is 
M-(T,,,(h,)). This means that the dimension of the negative eigenspace 
of the operator A, + P, B, P,, the restriction of A + B, to the subspace 
E, = E(0) + . . . + E(n), is equal to M-( -h,) +CkCI M-(T,(h,). For 
h, = 0, M( T,(O)) = 2n, hence holds the formula 
Z-(f, co)=M-( -h,)+ f (M-(T,(h,))-2n). 
m=l 
Similarly, we have the other formulas. 
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THEOREM 3.3. Let H: R2” x R + R be a C’-function, 2n-periodic in t and 
satisfying (0.2), (0.3). Zf i”(ho) = i’(h,) = 0 and i-(ho) # i-(h,), then the 
problem (0.1) has at least one nontrivial solution. 
Proof: Theorem 3.3 follows from Lemmas 3.1, 3.2 and Theorem 2.6. 
LEMMA 3.4. Let H: R2” x R + R be a Cl-function, 2n-periodic in t and 
satisfying (0.2), (0.3). Suppose also that for some positive constant p, 
G(s, t) = 1 (h,s, s) - H(s, t) > 0, for (s, t)~(B,\(O})xR, (3.6) 
then the function f(z) = ~(Az, z) -jF H(z, t) dt has a local linking at the 
origin; more precisely, we can find two positive constants r and b such that 
f(u)>,09 for uE(E+ nB,)x(EOnB,), (3.7) 
f(u)ab, for uel?((E+ nB,)x(EOnB,)), (3.8) 
f(v)<@ f or v E (E- n B,), (3.9) 
f(v)< -b, for vEa(E- nB,), (3.10) 
where E+, E-, and E” are the negative, null, and positive subspaces of 
the operator A + B,, respectively. Zf we assume that G(s, t) ~0, for 
(s, t)E (B,\(O)) x R, then (3.7)-(3.10) still hold, provided we replace 
(Ef n B,) x (E” n B,) and E- n B, by E+ n B, and (E- n B,) x (Eon B,), 
respectively. 
Proof See [9] for the proof. For the reader’s convenience, we repeat it 
here briefly. 
From (0.2) (0.3) for any d> 0 there exists C(d) > 0 such that 
(G(s, t)l < dlsl* + C(d)lsl” 
so 
s,‘” IG(z(t), t)l dt < s,‘” (dlz(t)l’+ W)lz(t)14) dt 
< (dlzl tz + C(d)IzI$) < Cdllzl12 
as z E B,, r small enough. 
(3.11) 
E- is the negative space of f at z = 0, so inequalities (3.9), (3.10) are 
easily obtained from (3.11). We are to prove (3.7), (3.8). Define a function 
g: E’nB,+R by 
g(z,)=inf(f(z+ +z,)Iz+ EE+ nB,}. 
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In (E+ n B,) x (E” n B,) both f and its gradient f’ are bounded, so the 
function g is well defined and continuous. Given z, E E+ n B,, if z+ is on 
the boundary E+ n B,, then we have llz+ )I = r, llz+ + zoll < 2r, and 
where we use (3.11) and let d be small. 
On the other hand, if z falls to the centre of E+ n B,, z, = 0, then 
f(z+ +zo)=f(zo) =% G(z,, t) dt< Cd(lz,Jj* s Cdr’. (3.13) 
From (3.12), (3.13) we see that for a given point z,EE’n Br the 
function f(z+ + zo) attains its minimum in the domain E+ n B, at an 
interior point, say u = u(zo). u solves the Euler-Lagrange equation 
((A +Bo)u, 0) + G’(u + zo, t)u dt, for any UE E+, 
or equivalently, 
((A+B,)u,u)fJb~‘P+G~(~+z,,f)udf, for any VE E+, (3.14) 
where P, is the projection from E to E+. 
Let 
e(t) = h,u(t) + P, G’(u + zo, t), 
then e E L’(S’, R2n) and 
(3.15) 
because IG’(s, t)l = Ih,s- H’(s, t)l < C&l. 
From (3.14) we have 
-Jzi=e 
in the weak sense. By the regularity theory it follows from (3.15) that 
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where 1) . IJc denotes the maximum norm in C(S’, R2n). Now E” is a finite 
dimensional space, all norms are equivalent to each other, so we have 
llzolj c < C,r and finally 
I14zo) + zolI c < Gr, for any z. E E” n B,, 
where C, is a constant. We choose r so small that C,r <p; then from (3.6), 
G(u( t) + z(t)) > 0, for any t satisfying (z, + u(z~))( t) # 0. Inequality (3.7) 
follows from 
f(z+ +zo) ~dzo)=f(u+zo) 
=~((A+Bo)u,u)+j2~G(zo+u)dtB0, 
0 
for any z++zo~(E+nBB,)x(EonB,). (3.16) 
Moreover, if z. # 0, then the function u + z. is not identically equal to zero, 
so the integral Jp G(u -I- zo) dt is strictly greater than 0, and g(z) > 0. In 
particular, if we restrict g to the boundary d(E” n B,), as a positive 
function defined on a compact set, the function g is strictly positive, that 
is, there is a positive constant m, such that 
g(zo) 2 m > 0, for any z. E (E” n B,). (3.17) 
Taking b = min{ !J,r*, m}, we get (3.8) from (3.12) (3.17). 
THEOREM 3.5. Let H: R*” x R + R be a Cl-function, 2n-periodic in t and 
satisfying (0.2), (0.3). Suppose that i’(h,) =O. Then problem (0.1) has at 
least one nontrivial solution, provided either 
(1) i-(h,) # i-(ho), and G(s, t) = i(h,s, s) - H(s, t) >O, for 1.~1 small, 
s#O, or 
(2) i-(h,) # i-(ho) + i”(ho), and G(s, t) < 0, for IsI small, s # 0. 
Proof We consider case (1). The other one is similar. From 
Lemma 3.4, f has a local linking at the origin, and the space E can be 
decomposed as E = Y + Z, where Y = E+ + E”, Z = E-. From Lemma 3.2, 
Z-(f, co)=M-(A,+P,B,P,)-M-(A,)#dimZ,-M-(A,), 
where Z, = P,Z. Now Theorem 3.5 follows from Corollary 2.9. 
THEOREM 3.6. Let H: R*” x R + R be a C’-function, 2x-periodic in t and 
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satisfying (0.2), (0.3). Suppose that H is C2-differentiable with respect to the 
first 2n variables in B, x R, where B, is the ball (s E R2”lsJ < d). If 
i’(h,) = 0, i-(h,) E [i-(ho), i-(ho) + i”(ho)], (3.18) 
then the problem (0.1) has at least one nontrivial solution. 
Proof: If H is C2-differentiable with respect to the first 2n variables in 
the whole domain R2” x R, then f is a C*-function, and Theorem 3.6 
follows from Theorem 2.7, Lemmas 3.1, 3.2. Under the weaker assumption 
on the differentiability of H, f does not belong to C2. But the approxima- 
tion function f, is C2-differentiable in a C-domain D of the origin: 
D = {z E E, ) llzll c < 2r}, where II . )I c denotes the maximum norm. Since P, 
commutes with A and B, for large m we have 
IIU, -t P,BoP,J”ll -CR. 
Hence in the domain D 
Ilf k(z) - Mn + P,W’,)II 
6 CIIH”k . I- UI c 
G&Q; II(A + PBP)#I( --I 
as r small enough and lIzI/ c < r. Now by Theorem 1.3 f, has a critical point 
z, with llz, II c > r and, solving the equation, 
-J$f’= P,,,H’(z,, t). 
AS shown in the proof of Lemma 3.4 (in particular formula (3.15)) 
llzmll ~Clz,lL2~CIIzmllC~Cr=r’. 
Finally by condition (P.S)* f has a critical point z with ((z/( 2 r’. 
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