Abstract: It is well known that the transient behaviors of the traditional adaptive control may be very poor in general, and that the adaptive control designed based on switching between multiple models is an intuitively appealing and practically feasible approach to improve the transient performances. This paper proves that for a typical class of linear systems disturbed by white noises, the multiple model based least-squares (LS) adaptive switching control is stable and convergent, and has the same convergence rate as that established for the standard least-squares-based self-tuning regulators. Moreover, the mixed case combining adaptive models with fixed models is also considered.
INTRODUCTION
In an uncertain and complex environment, the approach of "optimal" switching is often used for making decisions through predicting and comparing the effects of multiple schemes. In the area of control, the multiple model approach, which has been used to improve estimations and control accuracies, can be traced back at least to 1960s-1970s (see, e.g., Magill, 1965 Lainiotis, 1976) . Some practical applications have also been reported (e.g., Moose et al., 1979) . In adaptive control, switching controller based on multiple models has also been used to reduce the dependence of the prior knowledge about the systems(cf. Martensson, 1985; Fu et al., 1986) . In (Morse, 1996 (Morse, ,1997 , the use of multiple fixed models was studied. By comparing the prediction errors of the fixed models and switching based on the "certainty equivalence principle", the author defined a supervisory controller, and proved the tracking performance and robustness of the control system; however, the multiple fixed models need to be chosen with care. Recently, (Narendra et al., 1997) introduced and studied the adaptive control problem of the mixed case, where adaptive models are combined with fixed models.
All the above mentioned papers deal with continuoustime systems only. Lately, ((Narendra et al., 2000) tried to extend the results of (Narendra et al., 1997) to discrete-time case. However, when analyzing the RLS based controller, the authors either assume the persistent exciting condition as in (Goodwin et al., 1984) , or use essentially a stochastic gradient algorithm which has poor convergent rate in general. Furthermore, the proof of stability seems to be incomplete for the stochastic adaptive control based on mixed multiple models.
In this paper, we will consider a typical class of linear systems disturbed by white noises, and give a rigorous proof of stability and optimality for multiple-modelsbased minimum variance adaptive control.
PROBLEM FORMULATION
Consider the following SISO system:
where § y t¨¥ § u t¨, and § w t¨a re the system output, input and noise processes respectively. We assume that
where ϕ t is defined by (3), andθ i t ¡ is the estimation of θ given by the ith model at time t, corresponding to the ith initial valueθ i 0¡ . At any instant, one of the models is chosen according to a performance index, and the corresponding controller is used to control the system. The problem is considered in the following two cases.
Multiple Adaptive Models
First of all, we state some properties of the standard single LS algorithm for the estimation of the unknown parameter θ :
where the initial values θ 0 and P 0 ) 0 can be chosen arbitrarily. 
where e To guarantee that the estimated "high frequency" gain b 1 is not too small in the minimum variance adaptive control, the LS algorithm can be modified as follows (Guo, 1995) :
where
, and β 0 is an arbitrary positive constant. In practice, β 0 may be taken as a lower bound to
The following lemma states that the LS-based algorithm (8)- (12) has the same convergence rate as the standard LS. The proof of it is almost the same as Theorem 6.3 in (Guo, 1995) .
Lemma 1 Under Conditions (A.1) and (A.2), for any initial values
where c 1 ) 0 is a random variable,b 1t is the estimate
In the study of switching control using multiple adaptive models, the estimates of the unknown parameter
M are all given by LS-based algorithm (8)- (12). However, the initial values θ i 0¡
Denote
At any instant t, the model corresponding to the minimum of J i t
Now introduce the following notations:
Theorem 1 For the system (1), let the conditions (A.1)-(A.3) be satisfied, and let the control law be defined by (13) and (14). Then the closed-loop system is globally stable, optimal and has the following rate of convergence
Multiple Fixed-adaptive Mixed Models
We now suppose, without loss of generality, thatθ 1 t ¡ is given by adaptive algorithm andθ i t
M are fixed estimates for the unknown parameter. For the adaptive model, we still use LS-based algorithm (8)-(12).
where P t is defined by (9). Let
K¨(22)
where Theorem 2 For the system (1), let Conditions (A.1)-(A.3) be satisfied, and let the control law be defined by (23) and (24). Then the closed-loop system is globally stable, optimal and has the following rate of convergence
where R t and ε t are defined by (18), (19) respectively.
PROOFS OF THE MAIN THEOREMS
In this section, we first present two lemmas which are used in the proofs of the main theorems.
Lemma 2 Consider the closed-loop system (1)-(4) with the control given by (13) 
where the constants λ
Lemma 3 Under the conditions of Lemma 2, the following result holds
The proofs of the above two lemmas are similar to those for Lemma 6.1 and Lemma 6.2 in (Guo, 1995) (the details will not be repeated here).
Proof of Theorem 1 By the definitions of α t , it follows that
From Lemma 3, it is obvious that for every ε ) 0, 
By this and Condition (A.2), it follows from (1) that
Take ε small enough such that ε
From this, it is seen that r t Guo, 1994) , it follows that
Hence the optimality of the control is also true.
Proof of Theorem 2 By the definition of
K, then after a period of time, i will no longer belong to the set
then there exists some t 1 ) 0 such that
can be rewritten as the following
It follows from martingale convergence theorem that 
Therefore, for every i 7 N, we have
Combining this with (39), it follows that
Similar to Lemma 2 and Lemma 3, it can be proven that
Hence, for any t The rest of the proof proceeds along the same lines as in Theorem 1.
SIMULATION RESULTS
In Sections 3 and 4, the convergence and optimality properties of stochastic adaptive control using multiple models are discussed. In this section, we use a simple example to test the effect of switching control on the performance of the adaptive systems.
The Problem
Consider the following linear time-invariant discrete- 
