Abstract-Brain atlases are an essential component in understanding the dynamic cerebral development, especially for the early postnatal period. However, longitudinal atlases are rare for infants, and the existing ones are generally limited by their fuzzy appearance. Moreover, since longitudinal atlas construction is typically performed independently over time, the constructed atlases often fail to preserve temporal consistency. This problem is further aggravated for infant images since they typically have low spatial resolution and insufficient tissue contrast. In this paper, we propose a novel framework for consistent spatialtemporal construction of longitudinal atlases for developing infant brain MR images. Specifically, for preserving structural details, the atlas construction is performed in spatial-temporal wavelet domain simultaneously. This is achieved by a patch-based combination of results from each frequency subband. Compared with the existing infant longitudinal atlases, our experimental results indicate that our approach is able to produce longitudinal atlases with richer structural details and also better longitudinal consistency, thus leading to higher performance when used for spatial normalization of a group of infant brain images.
The goal of longitudinal atlas construction is to estimate a sequence of atlases that capture the trend of anatomical changes in a population of images [8] , [9] . Davis et al. [10] constructed a serial of atlases over a time interval from 18 through 96 years of age using a diffeomorphic growth model and Nadaraya-Watson kernel regression. Dittrich et al. [11] constructed a spatio-temporal latent atlas for capturing fetal brain evolution covering the period of 20-30 gestational weeks. This study provided a developing template that serves as a standard for estimating the age of fetus based on the brain structures.
In pediatric, neonatal, and fetal research, specific longitudinal atlases are needed. But the dynamic development of brain structures present large challenges in consistently estimating a sequence of atlases. Shi et al. [2] proposed infant atlases using unbiased group-wise registration, involving 95 normal infants (56 males and 39 females) with MR images scanned at 3 time points, i.e., neonate, 1-year-old and 2-years-old. Kuklisova-Murgasova et al. [3] constructed atlases for preterm babies aged from 29 to 44 weeks using affine registration. Oishi et al. [12] proposed to combine affine and non-linear registrations for hierarchically building an infant brain atlas. Their atlas was built from babies of 37-53 post-conceptional weeks. Fonov et al. [4] applied a non-linear unbiased registration framework on the NIH pediatric database and ICBM atlas data, and then created unbiased atlas sequences for age ranges 0-4.5 years old and 4.5-18.5 years old, respectively. On the other hand, by using adaptive kernel regression and group-wise registration, Serag et al. [5] constructed a spatiotemporal brain atlas of the preterm babies aged from 29 to 44 weeks. Habas et al. [6] proposed a spatiotemporal atlas of the fetal brain with gestational ages ranging from 20.57 to 24.71 weeks. Group-wise registration and voxel-wise nonlinear modeling were applied to capture the appearance of brain structures over time.
The creation of an atlas requires the mapping of a population into a common space. Constructing longitudinal atlases is even more complicated due to anatomical variations caused by brain development. So far, longitudinal atlas construction methods can be broadly classified into two categories: (1) Kernel regression or mixture modeling over the time domain [3] , [5] , [10] , [13] : (2) Jointly aligning subject image sequences to a template sequence [14] [15] [16] . In the first category of kernel regression based methods, longitudinal atlases at different time points are constructed by a kernel regression over time. For example, Gholipour et al. [13] integrated spatial symmetric normalization with temporal kernel regression for atlas sequence construction. Fishbaugh et al. [8] proposed to estimate the dynamics of brain tumor shape change through a period of 12 months using geodesic shape regression model. However, all these approaches neglected the important subject-specific longitudinal information, leading to temporal inconsistency. In the second category of joint registration methods [14] , [15] , subject-specific evolutions are first explicitly estimated using regression models. Then, spatial-temporal pairwise registration is performed between each subject's image sequence and the atlas sequence. Finally, an atlas sequence can be constructed after aligning all subjects to the template space. Such methods assume a consistent common space for the longitudinal data, and thus propose to estimate the atlas sequence by jointly optimizing the atlas space and the atlas evolution model. For instance, Liao et al. [15] constructed longitudinal atlas for Alzheimer's disease patients. This work efficiently incorporated both the subject-specific information and population information by iteratively updating both the atlas growth model and the atlas sequence using group-wise registration.
More recently, patch-based sparse representation has been proposed for detail-preserving atlas construction [17] [18] [19] . In [17] , [19] , consistent brain structures that occur in the local neighborhood were used to refine atlas construction. This method has been further extended to the frequency domain [18] , [20] , [21] to improve the preservation of anatomical details.
In this paper, we propose a novel framework for consistent temporal construction of longitudinal atlases for developing infant brain MR images in the first year of life. Here, temporal consistency means brain structural consistency in the temporal/longitudinal domain. For example, if a small cortical structure appears in both month 1 and month 12, we can expect it appearing also in month 6. By introducing this temporal consistency term, we can explicitly impose each structure to be consistent across different time-points. Specifically, atlas construction can be conducted in the spatial-temporal wavelet domain simultaneously. First, each brain image is decomposed into frequency subbands using wavelet transform for improving detail preservation. Then, the atlas is constructed on each frequency subband using a patch-based mechanism. Furthermore, for each image patch, we fuse both temporally-related variability and spatial local variability by group-sparse construction. In addition, we supervise the construction process by anatomical priors in the form of tissue probability maps. Finally, we apply our method to construct longitudinal brain atlases from infant MR images, which often suffer from low spatial resolution and insufficient tissue contrast. Experimental results indicate that our approach is able to produce longitudinal atlases with richer structural details and better longitudinal consistency, thus enabling achieving higher performance when applied to spatial normalization of a group of infant brain images. Pipeline of the whole paper is presented in Fig. 1 . Table T1 in the supplementary materials (available in the supplementary files /multimedia tab) summarizes the important notations and their corresponding definitions throughout this paper. 
II. METHOD

A. Data Acquisition and Image Preprocessing
Serial T1-weighted and T2-weighted MR images of 35 healthy infants (18 males/17 females) were acquired using a Siemens 3T head-only MR scanner with a 32 channel head coil. Each infant was scheduled to be scanned every 3 months in the first year since birth. Due to insufficient quality and uncompleted scans, each infant has different number of scans, ranging from 2 to 5 in the first year. In total, 150 high-quality MR scans from 35 infants were acquired, with each infant having 4.3 scans on average, and the number of subjects at each scan time is shown in Fig. 2 .
For these subjects, T1-weighted MR images (144 sagittal slices) were acquired with the imaging parameters: All images were preprocessed with a standard pipeline in iBEAT software [37] . Briefly, it includes the following major steps: 1) rigid alignment of T2 image onto its T1 image and further resampling to be of 1 × 1 × 1 mm 3 using FLIRT in FSL [22] ; 2) skull stripping by a learning-based method [23] and further removal of cerebellum and brain stem by registration with an atlas [24] ; 3) correction of intensity inhomogeneity by N3 [25] ; 4) longitudinally-consistent tissue segmentation by an infant-dedicated, 4D level-set method [26] .
B. Image Normalization by Longitudinal Group-Wise Registration
A two-step registration strategy is implemented as shown in Fig. 3 . In the first step of age-specific population registration ( Fig. 3(a) ), we use kernel-based regression to produce a series of local age-dependent anatomical templates and tissue probability maps. Specifically, the source images of different subjects at neighboring ages are first aligned using a publicly available group-wise non-linear registration method [27] to form an age-specific Population Common Space
, where M denotes the number of longitudinal atlases used to represent the time range, the population common space is produced using transformations {A n (t m )|n = 1, · · · , N }. To create the age-dependent average template, we use kernel regression and also use {t 1 , · · · , t N } to denote the postnatal age of each subject at the time of scan. The average anatomyĪ (t m ) is then calculated by:
Where we use a Gaussian kernel to calculate the weight:
In the second step, a longitudinal registration is performed ( Fig. 3(b) ). The age-specific templates {Ī (t 1 ), · · · ,Ī (t M )} are aligned using the GLIRT group-wise non-linear registration method [27] . A set of transformations {χ(t 1 ), · · · , χ(t M )} connects the age-specific templates to generate the Longitudinal Common Space F L . When we consider a local cubic patchp
in the average anatomyĪ (t m ) of the m-th time point (e.g., one of the dark green cube in Fig.3 (b) ), its temporally-related patchp F P (t m ) can be located using the transformation set
. This process is shown in Fig. 3(b) , where each dark green cube follows the solid arrow to the light green cube in the common space, and then searches for its temporally-related patch at another time point by tracing the dashed arrows.
C. Patch-Based Atlas Construction
Our atlas construction is performed in a patch-by-patch manner. We consider a local cubic patch
As shown in Fig. 3 , following the reversed transforma-
The patches are computed by:p
All these patches are represented as a vector of length
, where v t m is the patch size in each dimension at each time point. We sparsely refine each of the
, using a dictionary that is formed by including all patches at the same location in all N training images enclosed at time t m as shown in Fig. 4 , i.e.,
generating a constructed atlas patch p atlas (t m ).
To compensate for possible registration error, we enrich the dictionary by including patches from neighboring locations, i.e., 26 locations immediately adjacent to (x t m , y t m , z t m ). Therefore, from all N aligned images, we will have a total Demonstration of the patch-based atlas construction, using the 1-month time-point images as an example.
of N t m total = 27 × N patches in the dictionary, i.e.,
. We use this dictionary to construct the refined atlas patch p atlas (t m ) by estimating a sparse coefficient vectorβ(t m ), with each element denoting the weight of the contribution of a patch in the dictionary. The construction problem can now be formulated as:
where λ is a non-negative parameter controlling the influence of the regularization term. Here, the first term measures the discrepancy between observationsp F P (t m ) and the constructed atlas patch p atlas (t m ) = P(t m )·β(t m ), and the second term is for L 1 -regularization on the coefficients inβ(t m ).
D. Spatial-Temporal Consistency Constraint
To promote local consistency, we use multi-task LASSO [28] for spatial and temporal regularization in the space-time domain by solving for G × M neighboring atlas patches, indexed as g = 1, · · · , G for the spatial neighboring patches and m = 1, · · · , M for the temporal neighboring patches, simultaneously. 1) Temporal Consistency: As illustrated in Fig. 5(a) ,
, from each of the M age-specific population-average templates {Ī (t 1 ), · · · ,Ī (t M )}. We denote the age-dependent dictionary, training patch, and sparse coefficient vector for the m-th time-point as P(t m ),p F P (t m ) and β(t m ), respectively. We let B T ime = [β(t 1 ), · · · , β(t M )], which can also be written in the form of row vectors: total denotes the number of elements in dictionary P(t m ), and it is equal to the number of patch contained in the dictionary. Then, we reformulate Eq. (4) by using multi-task LASSO:
where
As shown in Fig. 5(b) , the first term is a multi-task sum-of-squares term for all M temporally-related atlas patches. The second term is for multitask regularization using a combination of L 2 and L 1 norms. Here, L 2 norm penalization is imposed on each row of matrix B T ime (i.e., γ T ime d ) to enforce the similarity of the temporallyrelated patches. L 1 norm penalization is imposed to ensure representation sparsity. This combined penalization ensures that the related patches have similar sparse coefficients. As illustrated in Fig. 5(c) , this formulation facilitates all M patches to be generated using same subject-specific evolution information, in order to induce temporal consistency.
2) Spatial Consistency: As demonstrated in Fig. 6 (a) ,
We denote the dictionary, training patch, and sparse coefficient vector for the g-th neighbor as P g , p g and β g , respectively. is the d-th row in the matrix B Space . Then, we reformulate Eq. (4) using multi-task LASSO:
3) Combination of Spatial and Temporal Consistency: As discussed in Sections II D, spatial and temporal consistency of the longitudinal atlas sequence is achieved using two independent multi-task LASSO constraints. To achieve spatialtemporal consistency simultaneously, we need coupling these two constraints. We consider the G spatial neighbors for each of the M temporally-related patches. Thus, we can denote patchp g (t m ) as the g-th spatial neighboring patch around patchp F P (t m ) extracted from the templateĪ (t m ), its dictionary as P g (t m ), and sparse estimation as β g (t m ). For constructing a number of G × M patches relatively, we construct the matrixB S−T = [β 1 (t m ), · · · , β G (t m )] to fuse matrix B Space and B T ime . Thus, Eq. (5) and Eq. (6) can be merged to Eq. (7):
The first term is the multi-task sum-of-squares term for all G × M patches. The second term is for multi-task regularization using the combination of L 2 and L 1 norms. L 2 norm penalization is imposed 5), by optimizing both L 1 and L 2 norms, thus temporally-related patches share similar sparse coefficients. (c) With temporal consistency constraint, where temporally-related patches in the proposed atlases are generated using the same subject-specific evolution information. The temporal consistency of proposed longitudinal atlases is preserved. Fig. 6 . Comparison between the representations of spatially-neighboring patches without/with spatial consistency constraint. (a) Without constraint, where patches are represented independently; (b) Using spatial consistency constraint, neighboring patches are generated using the same subject-specific space information. Thus, the spatial consistency of proposed atlases is preserved.
on each row of matrix B S−T (i.e., γ
S−T d
), thus promoting the similarity of spatial neighboring and temporally-related patches simultaneously. The multi-task LASSO in Eq. (7) can be solved efficiently by using the algorithm described in [28] .
E. Frequency Domain Sparse Representation for Detail-Preserving
As is shown in [29] , image reconstruction in frequency domain is efficient for detail-preserving in single time-point atlas construction. Similarly, we perform atlas construction in the frequency domain given by wavelet transform. The proposed sparse patch-based atlas construction is performed in all frequency subbands, and the results are combined to give a final atlas sequence.
We first perform pyramidal decomposition using 3D wavelet on all images:
where f = 1, · · · , F denotes that the image I is decomposed into F frequency subbands. D ( f ) denotes the wavelet basis of subband f , and a ( f ) denotes the wavelet coefficients in subband f . For our longitudinal atlas construction, the image components in subband f of the age-specific templates are denoted as: , y t m , z t m ) , and their spatial neighboring patches p
in each subband f . Similarly, in the f -th subband component of all N training images, at the m-th time point, we include all patches at location (x t m , y t m , z t m ) and all its neighboring patches to build the dictionary, i.e., P
, and the sparse estimation β ( f ) g (t m ) is solved on each subband f . Thereby, Eq. (7) can be rewritten as:
Fig. S1 in the supplementary materials (available in the supplementary files /multimedia tab) shows an example of the essential difference for constructing the atlas without/with frequency domain decomposition.
Finally, the atlas sequence is constructed by combining all the constructed subband components of atlas as:
F. Anatomical Consistency
To avoid anatomical inconsistency between subbands, we propose to supervise the construction in each wavelet subband by integrating intensity with anatomical features.
White matter (WM) and gray matter (GM) are the two main constituents of the brain. We use WM and GM probability maps to guide the atlas construction in distinct frequency subbands. Briefly, for a local cubic patch p (s,r) , centered at location (x, y, z) in the intensity image component I (s,r) , there are two corresponding cubic patches, represented as p W M and p G M , respectively, at the same location (x, y, z) of the WM and GM maps. Then, we combine the three patches into a single vector p Fig. S2 of supplementary materials (available in the supplementary files /multimedia tab). By doing so, the atlas construction processes in the respective frequency subbands are restricted by the common tissue features, thus the anatomical consistency between scales and orientations is ensured for atlas construction. Finally, we obtain the tissue probability maps associated with the final combined intensity atlas by summation of the tissue maps built in each subband.
voxels). Details could be found in
III. EXPERIMENTAL RESULTS
A. Implementation Details
For both T1-weighted and T2-weighted images, a sequence of atlases are built. There are several parameters in the proposed method: the Gaussian kernel size σ , the number M of longitudinal atlases to cover the first year of postnatal period, the multi-task Lasso regularization parameter λ, the patch size v, the basis of wavelet transformation D ( f ) , and the number of frequency subbands. Determined by the nature of the infant data set, we fixed the kernel size σ = 1, the number M = 5, and the related time points as 1, 3, 6, 9, 12 months. The regularization parameter is fixed as λ = 10 −3 . Patch sizes are estimated using transforms {χ(t 1 ), · · · , χ(t M )}. We first consider patch size V = 5 × 5 × 5 in the Longitudinal Common Space F L . Then, estimated by the deformation fields, for earlier time points (e.g., month 1 and month 3), smaller patch size V = 4 × 4 × 4 is used; for later time points, the patch sizes are increased, with V = 5 × 5 × 5 for month 6 while V = 6 × 6 × 6 for both month 9 and month 12. We used 'symlet 4' as the wavelet basis for image decomposition. The number of G neighboring atlas patches is set to G = 7. It is worth noting that the number of training samples N represents all the 35 subjects from the dataset. However, for each timepoint, the number of scans is not the same, since some subjects are missing at some time points. In order to ensure that every subject contribute to the atlas sequence, the missing data are filled-in with zeros during multi-task atlas construction. When using multi-task LASSO for temporal-consistent sparse code estimation, if only one/two time point(s) of one subject are filling with empty image(s), the sparse code estimations on other time points are not affected; while if three or more time points of one subject were not acquired, all sparse codes of five time points are set to zero.
B. Significance of the Temporal Consistency Constraint
The serial patches from temporally-related locations of the five time points (of first year of age) are group-constrained for temporally-consistent atlas construction. With similar sparse representations for the serial patches, the subject-specific evolution of the related subject patches is propagated to the constructed atlas sequence, improving temporal consistency along the constructed patch sequence. The constructed WM atlases without temporal consistency constraint could be found in Fig. S3 of supplementary materials (available in the supplementary files /multimedia tab). Using only spatial consistency constraint, the resulting atlas sequence exhibits local temporal inconsistency. As marked by the red arrows, the respective structures show inconsistent developing trend from 1 to 12 months (e.g., the 3-months WM atlas appears to be extremely noisy). In the bottom row of Fig. S3 , where both spatial and temporal group-sparse constraints are used, the WM atlases show improved temporal consistency.
C. Significance of the Spatial Consistency Constraint
Neighboring patches are group-constrained for the spatially consistent atlas construction. For a more convincing comparison, we constructed the T1-weighted 12-months-old atlas without any overlap between patches (see Fig. S4 in the supplementary materials -available in the supplementary files/ multimedia tab), so that the spatial consistency only relies on the group constraint described in Section II D (2). The atlas constructed with spatial consistency constraint, shown on the right, has less blocking artifacts, as indicated by the arrows.
D. Significance of Frequency Domain Sparse Representation for Atlas Construction
Wavelet decomposition provides multi-resolution views of the brain images for better preservation of anatomical structures in atlas construction. The T1-weighted MRI and T2-weighted MRI atlases built by the proposed work without wavelet decomposition for the brain images are included in Fig. S5 of supplementary materials (available in the supplementary files /multimedia tab). Compared with the proposed atlas in the second and fourth rows, the substantial details are lost during construction. Fig. 8 . Box plots of Dice Ratio using two state-of-the-art longitudinal atlases and also the proposed atlases, respectively. The red lines in the boxes mark the medians. The boxes extend to the lower and upper quartiles (i.e., 25% and 75%). Outliers beyond this range are marked by red "+" symbols.
E. Significance of Anatomical Consistency Constraint for Atlas Construction
Fig. S6 in the supplementary materials (available in the supplementary files /multimedia tab) shows the 1-month-old T2-weighted image atlases constructed without/with anatomical constraint. Comparing the two axial slices and the close-up views, the atlas constructed using anatomical features gives greater contrast. 
F. Longitudinal Atlas Construction Using the Whole Dataset
G. Comparison With State-of-the-Art Infant Longitudinal Population-Average Atlases
Two state-of-the-art longitudinal infant atlases are included for visual inspection. Atlas-A: The infant 0-1-2 atlases constructed by Shi et al. [2] using 95 brain images from infant of 0-2 years of old. Here, the neonatal (T2-weighted MRI atlas) Fig. 9 . Tissue segmentation maps generated by averaging the segmentation maps of normalized test images. The normalization was performed using (left column) the average 1-month-old atlas, and (right column) the proposed 1-month-old atlas as references, respectively. The average segmentation map in the right column shows more detailed cortical structures, compared to the other segmentation map in the left column.
and 1-year-old (T1-weighted MRI atlas) atlases are used for comparing with the proposed work. Atlas-B: The atlas created by Fonvo et al. [4] , longitudinally for each 3 months between postnatal 0 month to 4.5 years old. Again, we select their atlases of 0-2 months, 3-5 months, 6-8 months, 9-11 months and 12-14 months for comparison. One can easily observe from Fig. 7 that the atlases generated by the proposed method provide the clearest structural details, especially in the cortical regions shown by the close-up-views. Note that, Atlas-A and Atlas-B were constructed with datasets different from ours and thus may have different appearances from our atlases.
H. Evaluation of Atlas Representativeness
We further evaluate the 3 longitudinal atlases shown in Fig. 7 in terms of how well they can spatially normalize infant brain images. In this assessment, we use two test datasets, one from neonate population and one from 1-year-old population. Note that these datasets are independent of the subjects used for atlas construction. Dataset 1 (the neonate dataset) includes 15 neonatal images, scanned at 14 to 58 days postnatal on a 3T Siemens scanner [30] . T2 images were obtained with 87 axial slices at a resolution of 1.00 × 1.00 × 1.30mm 3 . Dataset 2 (the 1-year-old test set) includes 20 infant images, scanned at 87.9-109.1 gestational weeks using a Siemens 3T scanner. T1-weighted images were obtained with 160 axial slices for a resolution of 1 × 1 × 1mm 3 . Similar image preprocessing was performed on these two datasets, including bias correction, skull stripping, and tissue segmentation. All test images are aligned to each of the atlases by first using affine registration [31] and then nonlinear deformable registration with Diffeomorphic Demons [32] , respectively. For Dataset 1, The effectiveness of atlas-guided normalization is further confirmed by the average normalized tissue segmentation maps of test images in Fig.9 . Gray matter (GM) is distributed at the surfaces of the cerebral hemispheres (cerebral cortex) and the cerebellum (cerebellar cortex). Thus, more precise registration of cerebral cortex leads to more accurate GM maps. Fig. 9 compares the average tissue maps generated by atlas-guided normalizations, using (left column) the average 1-month-old atlas, and (right column) the proposed 1-month-old atlas as references, respectively. The tissue map in the right column, which is normalized using the proposed atlas, shows clearer cortical structures than the map in the left column. This is because the proposed atlas provides an improved detailpreserved template, thus is able to guide registration more precisely in the cerebral cortex region.
I. Evaluation of Longitudinal Consistency
By calculating the volume of brain tissues on each time point, we can check the tissue volume consistency across atlases. The scatter plots are shown in Fig. 10 . The volumes of all these brain structures show continuous development along time. And the tissue volumes of the proposed atlases are closer to the regression curve than the average longitudinal atlases. This further indicates that the proposed method improves temporal consistency.
In order to quantitatively analyze the temporal consistency for the proposed atlas sequence, we define the temporal consistency (T C) factor. Suppose 
Consider that I
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(t m ) are the probability maps. We compute the absolute GM/WM label difference Tables T2-T3 in the supplementary materials (available in the supplementary files /multimedia tab) show the T Cs of GM and WM of the entire brains, calculated from the average atlas sequence and the proposed atlas sequence. It can be seen that the improvements are significant.
IV. DISCUSSION
Regarding the applications, atlas construction studies could be broadly clustered into two categories. The first category includes works focusing on describing the averaged anatomy, i.e., common brain structures in a standardized space. It provides a useful reference for combination and comparison of brain mapping findings. Typical examples include the ICBM atlas [33] , JHU DTI-based white-matter atlases [34] , and non-linear MNI152 atlas [4] . Our work also belongs to this category. In the second category, atlas is used to trace the individual variations in population, which is commonly applied in the disease related atlas studies. For example, Thompson et [36] an iron-elevation variation study among Parkinson's disease patients based on quantitative susceptibility mapping. It provides useful information to accurately characterize specific variations while taking into account the inter-individual variability.
The temporal-consistent constraint in the proposed method is typically designed for our longitudinal data precisely scanned for similar number of time-points and age range. For extending this to solve more general problems, such as aging study where the observation period varies across individuals, our future work would consider using regression model or Gaussian kernel to estimate the unmatched time-points.
V. CONCLUSION In this paper, we propose a novel patch-based longitudinal atlas construction method by simultaneous consideration of both subject-specific longitudinal variability and inter-subject variability. Specifically, our approach employs a grouped local refinement strategy in constructing serial atlases to ensure spatial and temporal consistency. This is confirmed by various experimental results, demonstrating that our approach yields longitudinal atlases with greater temporal consistency and gives better performance in infant image normalization compared with two state-of-the-art infant longitudinal atlases. The algorithm and atlases will be publicly available in our website, http://bric.unc.edu/ideagroup/free-softwares/.
