This paper presents work on a comprehensive FrameNet for Danish (cf. www.framenet.dk), with over 12.000 frames, and an almost complete coverage of Danish verb lemmas. We discuss design principles and frame roles as well as the distinctional use of valency, syntactic function and semantic noun classes. By converting frame distinctors into Constraint Grammar rules, we were able to build a robust frame tagger for running Danish text, using DanGram parses as input. The combined context-informed coverage of the parser-frametagger was 94.3%, with an overall F-score for frame senses of 85.12.
The FrameNet concept
Classification of the lexicon is central to many aspects of linguistic research, and modern computational linguistics in particular has a need for robust classification systems to support on the one hand automatic analysis, on the other hand applicational tasks such as information extraction and question answering. As the pivot of the sentence, verbs play a special, integrative role in lexical ontologies. While noun ontologies are relatively easy to build around ISA/hypernym-relations, verbs are somewhat harder to classify because structural aspects are meshed with semantics, with complex combinatorial restrictions residing in both a verb's meaning and its syntactic nature. While one of the largest ontological resources, WordNet (Fellbaum 1998), does cover verbs, but provides little structural-relational information, a number of other classification projects link verb classes to certain verbo-nominal combination patterns, providing information on the form, function and semantics of complements. For English, Levin's original verb classification (Levin 1993) has been expanded in the VerbNet project (Kipper et al. 2006 ) to include non-np complements and employs 23 (25) thematic roles and 94 semantic predicates. In the FrameNet project (Baker et al. 1998 , Johnson & Fillmore 2000 , Ruppenhofer et al. 2010 , semantic frames like Commerce are drawn up with roles like Buyer, Seller, Goods and Money, which are then associated with verbs (or nouns and adjectives) from corpus examples. Since the same verb may appear in more than one frame, verb sense lists are created implicitly, with no guarantee for full coverage. Conversely, the PropBank Project (Palmer et al. 2005) departs from syntactically annotated corpus data to assign both roles and argument structure to each verb consecutively. Both FrameNet and PropBank provide morphosyntactic restrictions, while FrameNet also adds ontological information on slot fillers.
For Danish, the target language of our own work, some semantic verb classification has been undertaken as part of the Danish DanNet project (Pedersen et al. 2008) , covering ca. 3000 verbs with 6000 senses falling into 80 top classes, e.g. BoundedEvent + Physical + Location. However, while some incorporated adverbial material and reflexivity are provided as verb sense discriminators, no frame roles or systematic selection restrictions are listed. Earlier work comprises the STO database, with almost 6000 verbal entries of which 4/5 offer syntactic, and 1/5 semantic information (Braasch & Olsen 2004) , and the Odense Valency Dictionary (Schösler & Kirchmeier-Andersen 1997) , that classified verbal argument semantics through the semantics of pronoun complements, covering ca. 4000 verbs.
The project described here, launched in 2006, also regards valency as a useful stepping stone towards the semantic classification of verb structures, assuming that almost all subsenses of a given verb can be distinguished, and a full thematic role frame assigned, if the form, function and (noun) semantics of complements are known. Thus, using the DanGram parser's valency dictionary (Bick 2001 ) as a point of departure, we manually assigned verb classes and thematic role frames to each valency "sense" of a given verb, using corpus data and dictionaries to check sense coverage, and adding sense-based subdistinctions for the broader valency senses where necessary. Syntactic functions and forms of complements were already implicit in the valency tags and could therefore be assigned semi-automatically. At the same time, our methodology of building semantic frames from "syntactic frames" considerably facilitated locating and checking corpus examples, since all syntactic complementation patterns were already available -and searchable -in corpora annotated with the DanGram parser (Bick 2001) , allowing focused inspection of semantic variation.
The Danish FrameNet
After 4 years, our framenet (inspection demo at www.framenet.dk) has a very good coverage for the DanGram lexicon, and while further senses and patterns are being added and existing ones revised, the overall number of lexemes is now fairly stable, at 6825, with an average of 1. 
Frame role distinctors: valency, syntactic function and semantic classes
The distinctional backbone of our frame invento-1 A smaller set of 200 frame senses was also established, with a hypernym-mapping from the more fine-grained set, in part to allow some generalisation when used in e.g. syntactic disambiguation rules, in part to facilitate robust cross-language comparison -and possibly transfer -of frame types.
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We wanted the class names to on the one hand be real verbs, on the other to reflect hypernym meanings wherever possible. Therefore, we avoided both examplebased names (common in VerbNet) and -mostly -abstrac concept names (commen in FrameNet) that are not verbs themselves.
ry are syntactic valency frames like <vt> (monotransitive), <vdt> (ditransitive), <på^vtp-ind> (prepositional ditransitive with the preposition "på" and a verb-incorporated 'ind'-adverb). Each of these valency frames is assigned at least one (or more 3 ) verb senses, each with its own semantic frame. Depending, for instance, on the number of obligatory arguments, several valency or semantic frames may share the same verb sense, but two different verb senses will almost always differ in at least one syntactic or semantic aspect of their argument frame -guaranteeing that all senses can in principle be disambiguated exploiting a parser's argument tags and dependency links.
For each of our 12.000 verb sense frames, we provide a list of arguments with the following information:
1. Thematic role (Table 1) 2. Syntactic function (Table 2) 3. Morphosyntactic form (Table 4) 4. for np's, a list of typical semantic prototypes to fill the slot (Table 3) 5. An English language gloss / skeleton sentence For about half the frames (46%), a best-guess link to a DanNet verb sense is also provided, based on semi-automatic matches on adverb incorporation and hypernym classification. Our FrameNet uses 38 thematic roles (or case/semantic roles, Fillmore 1968), leaving out adverbial roles that never occur as valencybound elements in a frame, but only in free adverbials (such as §COND for conditional subclauses). The 38 roles are far from evenly distributed in running text. , noun incorporates receive an ordinary syntactic tag (@ACC), but are marked with an empty §INC (incorporate) role tag at the semantic level:
holde kaeft (shut up) -<vt-kaeft> have brug for (need) -<for^vtp-brug>
One could argue that the real frame arguments (like the noun expressing what is needed in have brug for) should be dependency-linked to the §INC noun brug and the frame class marked on the latter, but for consistency and processing reasons we decided to center all dependency relations on the support verb in these cases, and also mark the frame name on the verbal element of support constructions.
Pp incorporates are in principle handled in the same way, with a syntactic @PIV tag on the preposition and an §INC role tag on its argument:
traede i kraft (take effect) -<vi-i=kraft>
However, some of these incorporates, especially those containing dative case, which is otherwise extinct in Danish, can be said to be so "frozen" that a preprocessing stage can turn them into one token, assigning an adverb tag to the pp, and allowing the role-free adverb incorporation solution:
have i sinde (intend) -<vt-i=sinde> vaere på faerde (be going on)-<vi-på=faerde>
Independently of the one-or two-token treatment, incorporated pp's are treated alike in our FrameNet dictionary, as '-prp=noun' parts in the valency frame, without a separate argument line, the annotational difference being triggered solely by preprocessing conventions.
Frame annotation
One would assume that using argument information from our verb frame lexicon on the one hand and a functional dependency parser on the other, 4 We are here taking into account the (syntactic) annotation performed by DanGram, the parser used as input for our frame annotation system. it should in theory be possible to annotate running text with verb senses and frame elements, simply by checking verb-argument dependencies for function and semantic class. To prove this assumption, we implemented our annotation module in the Constraint Grammar formalism, choosing this particular approach in part because that made it easier to exploit the DanGram-parser's existing CG annotation tags, but also to allow for later fine-tuning and contextual exceptions.
As a first step, we wrote a converter program (framenet2cgrules.pl) that turned each frame into a verb sense mapping rule -a relatively simple task, since argument checking amounts to simple LINKed dependency contexts in the CG formalism: SUBSTITUTE (V) (<fn:consist> <r:SUBJ:HOL> <r:PIV:PART/MAT> V) TARGET ("bestå" <mv> V)
(1 (*) LINK *-1 VFIN LINK c @SUBJ LINK 0 <cc>) (c @PIV LINK 0 ("af") LINK c @P< LINK 0 <cc> OR <mat>) ;
In the example rule, apart from the <fn:consist> framenet class (implicitly: sense), argument relation tags (<r:....>) are added indicating a HOL role (whole) for the subject and a PART/MAT role (part/material) for the prepositional "af"-object, IF the former is a concrete object (<cc>) and the latter a physical object (<cc> = concrete countable) or a material (<mat>). In the definition section of the grammar, such semantic noun sets are expanded to individual semantic prototype classes (table 3): LIST <cc> = <cc.*>r <cloH.*>r <con> <fruit> <furn> <tool.*>r <V.*>r ; (subtypes, clothing, containers, fruits, furniture, tools, vehicles)
LIST <mat> = <mat> <mat-cloth> <cm-chem> <cm.*>r ; (materials, chemicals, mass nouns) For the second step, assigning thematic roles to arguments, we needed to either perform mappings on multiple (argument) contexts, or to target arguments and unify their function with the head verb's new <r:....> tag in order to retrieve (and map) the correct thematic role from the latter. To the best of our knowledge, no current CG compiler allowed either method, so we had to make changes in the compiler code of the open source CG3 variant we were using, for the first time allowing unification between tag-internal string variables and ordinary tag and map sets.
MAP KEEPORDER (VSTR: §$1) TARGET @SUBJ (*p V LINK -1 (*) LINK *1 (<r:.*>r) LINK 0 PAS LINK 0 (<r:ACC:\(.*\)>r)) ;
The rule above is a simple example, retrieving a thematic role variable from the verb's accusative argument tag (<r:ACC.:..>) and mapping it as a VSTR expression onto the subject in case the verb is in the passive voice. Complete rules will also contain negative contexts (omitted here), for instance ruling out the presence of objects for intransitive valency frames.
While helping to distinguish between verb senses with the same syntactic argument frame, using semantic noun classes as context restrictions raises the issue of circularity in terms of corpus example extraction, and also reduces overall robustness of frame tagging, not least in the presence of metaphor. Therefore, all frame mapping rules are run twice -first with semantic noun class restrictions in place, then -if necessary -without. This way "skeletal-syntactic" (semantics-free) argument structures can still be used as a backup for frame assignment, allowing corpus-based extension of semantic noun class restrictions.
In a vertical, one-word-per-line CG notation, the frame-tagger adds <fn:sense> and <v:valency> tags on verbs, and §ROLE tags on arguments. So far, free adverbial adjuncts are not role-tagged. The example demonstrates a frame sense distinction for the Danish verb nedsaette. Dependency arcs are shown as #n->m ID-links.
Nu "nu" <atemp> ADV @ADVL> #5->6 nedsaetter "nedsaette" <mv> <v:vt> <fn:establish> PR AKT @FS-STA #6->0 regeringen "regering" <HH> N UTR S DEF NOM @<SUBJ §AG #7->6 en "en" ART UTR S IDF @>N #8->9 kommission "kommission" <HH> N UTR S IDF NOM @<ACC §RES #9->6 der skal undersøge, hvordan ... I Odenses Vollsmose er det først og fremmest miljøets manglende anseelse, der "der" <clb> <rel> INDP nG nN NOM @SUBJ> §AG #12->13 nedsaetter "nedsaette" <cjt-head> <mv> <v:vt> <fn:decrease> V PR AKT @FS-<SUBJ #13->5 forventningerne "forventning" <f-psych> N UTR P DEF NOM @<ACC §PAT #14->13 og "og" <co-fin> KC @CO #15->13 øger "øge" <nosubj> <cjt> <mv> <v:vt> <fn:increase> PR AKT @FS-<SUBJ #16->13 problemerne "problem" <ac> N NEU P DEF NOM @<ACC §PAT #17->16 N=noun, V=verb, ADV=adverb, INDP=independent pronoun, ART=article, KC=coordinating conjunction, @SUBJ=subject, @ACC=accusative object, @ADVL=adverbial, @CO=coordinator, @>N prenominal, @FS=finite clause, @STA=statement, §AG=agent, §PAT=patient, §RES=result 
Evaluation
To evaluate the coverage and precision of our frame tagger, we annotated a 2.4 million word chunk of newspaper text from the Danish daily Information, building on a DanGram dependency annotation (Bick 2005) as input, and using only the rules automatically created by our FrameNet conversion program, with no manual rule changes, rule ordering or additions. Out of 289.720 main verbs, 98.8% were assigned a frame verb sense, albeit 19.2% of assignments were default senses for the verb in question because of the lack of surface arguments to match for sense-disambiguation. 15.0% of frames were subject-less infinitive and participle constructions, but of these, two thirds (10.9%) did have other, non-subject arguments to support frame assignment. The corpus contained 4051 verb lexeme types, and the frame tagger assigned 9195 different frame types, and 5929 verb sense types. Type-wise, this amounts to 2.26 frames, and 1.46 senses per verb type (similar to the distribution in the frame lexicon itself), but token-wise ambiguity is about double that figure, as we will discuss later in this chapter. Table 5 : Surface expression of arguments Table 5 contains a break-down of surface expression percentages for individual argument types. Apart from subjects in non-finite clauses, dative objects are the least obligatory category. Predicative arguments, of verbs like vaere (be), blive (become), are 100% expressed, and prepositional arguments (PIV) have almost as high an expression rate simply because most verbs have alternative valency frames of lower order (intransitive or monotransitive accusative) that the tagger would have chosen in the absence of a PIV argument. In other words, PIV arguments are strong sense markers, and there absence will sooner lead to false-positive senses of lower valency-order than to PIV-senses without surface PIV.
On a random 5000-word chunk of the frame-annotated data, a complete error count was performed for all verbs. All in all, there were 566 main verb tags, 4 of which (0.7%) had been wrongly verb-tagged by the parser, in one case due to a spelling error. For 3 verbs (0.5%), the parser offered a wrong (same-form) lemma. Our frame tagger assigned 561 frames, missing out on 3 regular verbs, and (wrongly) tagging 2 of the false-positive verbs. Only 1 verb was not covered by the frame lexicon, suggesting a very good raw coverage (99.82%). In 15.7% of cases, the frame tagger assigned a default frame, usually a low-order valency frame without incorporates Johansson & Nugues (2006) report tagging accuracies for English of 71-73%, respectively, but a comparison is hard to make, since we only looked at support constructions that our FrameNet does know, with no idea about the theoretical lexical "coverage ceiling". A break-down of error types revealed that 39% of all false positive errors (but only 5.7% of all frames) were cases where the human "gold sense" was not on the list of possible senses in the framenet database. 11 false positives
5
The default frame is not currently based on statistics, but decided upon when converting the framenet lexicon into a Constraing Grammar, as the first intransitive or monotransitive valency frame by order of appearance in the lexicon. Ultimately, therefore, the default choice is under the control of the lexicographer, who can change the frame order in the lexicon.
(13.3%) were caused by errors from the parsing stage (wrong lemma, auxiliary or syntactic tag). Ignoring these errors, i.e. assuming correct parsing input, would influence precision, in particular, and raise the overall F-score by 1 percentage point. As one might expect, default mappings accounted for a higher percentage (24.7%) among error verbs than in the chunk as a whole (15.7%), and contributed to almost a third of the "framenot-in-lexicon" cases. Frequent verbs have a high sense ambiguity, and verbs with a high sense ambiguity were more error-prone than one-sense verbs, as can be seen from table 7. Thus, the verbs occurring in our evaluation chunk had 4.21 potential senses per verb (6.77 for the ambiguous ones), and the verbs accounting for frame tagging errors had a theoretical 10.08 senses each. 
Conclusion and future work
We have reported work on a comprehensive framenet for Danish, with over 12.000 frames, and a lexeme coverage of almost 100%. After conversion of our framenet into CG rules, the combined parser-frametagger coverage was 94.3% (i.e. only 5.7% match-less default mappings), with an overall F-score for frame senses of 85.12. Still, given the fact that almost 40% of frame tagging errors were due to missing frame senses, the current framenet should be checked against larger amounts of corpus data to identify senses not captured by our valency-based approach. In particular, noun-incorporations (e.g. finde stedtake place) may require further research, since the original DanGram valency lexicon only treated adverb incorporations, and all other incorporations were added in a piecemeal fashion.
On the frametagger side, our CG conversion approach should allow improvements by manually ordering or modifying frame-derived map-ping rules, adding more complex context conditions where necessary. Finally, to confirm our intuition as to the effectiveness of the CG conversion approach, it should be compared to a scoring method where frame conditions are matched and counted individually against the parse tree. With either method, the Danish FrameNet could be used to annotate large corpora for manual revision, ultimately allowing hybridization with a statistical frame tagger.
