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Paul and I spoke a great deal about this methodological question, and about
our hopes with respect to future developments: whereas Paul argued that one
can never solve more than one diﬃculty at a time, I contended that one can
never overcome an isolated diﬃculty, but must always surmount several at once.
Paul probably wished to say no more than that anyone trying to grapple with
more than one problem at a time was guilty of arrogance. For he knew how
hard one has to ﬁght for every step in a realm as remote from daily experience
as atomic physics. I, for my part, merely wished to point out that the genuine
solution of a diﬃcult problem is neither more nor less than a glimpse of the
wider context, a glimpse that helps us to clear away other diﬃculties as well,
including many whose existence we do not even suspect. And so both our
formulations contained a large grain of truth, and Paul and I could console
ourselves with an oft-repeated dictum of Niels Bohr: `The opposite of a correct
statement is a false statement. But the opposite of a profound truth may well
be another profound truth'.
Werner Heisenberg
Physics and Beyond: Encounters and Conversations
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Abstract
A time-resolved femtosecond pump-probe setup in a transmission geometry was designed
and built in order to study the ultrafast nonequilibrium carrier dynamics in graphene
samples. Two types of measurements are possible: with and without spectral resolution,
using a spectrometer and photodiode, respectively. A custom made program controls the
pump-probe experiment and it includes data analysis. Spectral interferometry experiments
were performed and conﬁrm, not only the synchronization of both pulses, the pump and
the probe, at the position of the sample of study, but also the ability to the control of their
delay. Moreover, d-scan traces were obtained in order to compensate for the group delay
dispersion. Finally, z-scan studies within the pump-probe setup were performed using the
available samples (single layer graphene, multilayer graphene and a solution of ferrocene
in toluene).
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Resumo
Foi desenhado e construído um dispositivo experimental pump-probe com resolução tem-
poral numa geometria de transmissão para estudar a dinâmina ultra-rápida dos portadores
num estado de não equilibrio em amostras de grafeno. Dois tipos de medidas são possiveis,
com ou sem resolução espectral, isto é, utilizando um espectrómetro ou um fotodíodo, re-
spetivamente. A experiência de pump-probe é controlada por um programa criado para o
efeito, incluindo a análise de dados. Foram realizadas experiências de interferência espec-
tral que conﬁrmam, não só a sincronização temporal dos dois impulsos, o pump e o probe, no
lugar da amostra em estudo, mas também o seu controlo. Foram também obtidos gráﬁcos
d-scan de forma a compensar a dispersão de segunda ordem (GDD). Finalmente, foram re-
alizados estudos z-scan nas 3 amostras disponíves (monocamada de grafeno, multicamadas
de grafeno e uma solução de ferroceno em tuloeno).
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Chapter 1
Introduction
Imagine having a clock that can only tell how many minutes have passed, instead of telling
you the tick-tack corresponding to the seconds passed. How would anybody know how
many seconds an athlete took to run 100 meters? In fact, one would need a millisecond
resolution if other opponents were involved, so a faster tick-tack would be necessary. On
the other hand, imagine having to measure phenomena occurring, not at the millisecond
scale, but at the pico and femtosecond scale. What tick-tack can we use?
Femtosecond laser pulses represent fast events of the order of ∼ 10−15 s and have become
essential tools for studying physical, chemical and biological processes that occur within
this time scale [7]. For instance, when we excite electrons from the valence to the conduction
band in semiconductors, they will take a certain amount of time to relax and recombine
with holes from the valence band. This amount of time can be measured by ultrashort
pulses and the shorter your pulses, the better your resolution. But a question arises. When
we measure the duration or evolution of a process, we need an initial time, i.e., the instant
of time where the process begins. So how can we start a process at a given instant of time
and follow its evolution in time?
Pump-probe spectroscopy is a technique used to study the dynamics of processes of
various materials. It comes in many ﬂavors, but there is one main thing in common: the
use of two ultrashort pulses (pump and probe). A high intensity ultrashort pulse (pump)
is used to excite a sample into a nonequilibrium state and a lower intensity ultrashort
pulse (probe), with a given time delay relative to the pump, is used to measure (hence
the name) a given property of the sample since the excitation by the pump. For example,
we can measure the transmission of the probe pulse through the sample of study as a
Figure 1.1: Cartoon representing a Pauli blocking in a typical semiconductor. Photons
from a pump beam excite an electron from the valence to the conduction band
(a). Then, the excited electron relaxes towards a lower energy state (b). A few
femtoseconds later, a photon from the probe beam cannot excite an electron
because there cannot be two electrons in the same state (c).
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function of the delay between the two pulses. The change in this macroscopic quantity is a
consequence of microscopic processes that occur. For instance, if the probe cannot excite
electrons from the valence to the conduction band, it will cause an increased transmission
intensity (see Fig. 1.1).
The goal of this thesis was to built a pump-probe spectroscopy setup in a transmission
geometry in order to study the ultrafast nonequilibrium carrier dynamics of a particular
material, graphene, at an unprecedented time scale - 7 fs. The setup was built from scratch
over an optical breadboard in order to be able to move the setup to other optical tables.
The two most important objectives to accomplish were the dispersion compensation of the
pulses and their synchronization at the sample's position. The latter one was achieved
using spectral interferometry, while in the former one, d-scan traces were obtained.
This thesis is structured in the following way. First, in Chapter 2, we will discuss ultra-
short pulses and talk about some main aspects of this subject, such as their description
and characterization. Then, in Chapter 3, we will present a brief introduction to ultrafast
pump-probe spectroscopy, in particular the experimental setups and the temporal resolu-
tion of these experiments. In Chapter 4, we talk about graphene, the material we intend
to study with this setup. After that, we will present in Chapter 5 a brief literature review
from an experimental point a view of the carrier dynamics in graphene. In Chapter 6, we
introduce the experimental methods used in the construction of the experiment and explain
the experiments undertaken. This is followed by Chapter 7, which presents the results and
discussions. Finally, in Chapter 8 we draw some conclusions and indicate future work.
Figure 1.2: Final pump-probe setup. The setup is mounted on a (black) optical bread-
board. The computer controls the motorized delay stage and the detector,
either a photodiode or a spectrometer. In the case of the former one, an addi-
tional chopper and lock-in ampliﬁer is controlled.
2
Chapter 2
Ultrashort Laser Pulses
The pedagogic value of a few examples may far exceed pages of discussion. It is the
ultimate means of `explaining the explanations'.
Dare Wells,
Lagrangian Dynamics
2.1 Introduction
In 1900, Max Planck postulated that electromagnetic energy was quantized1 and estab-
lished a relation between the energy and frequency of light, i.e., ε = hν [8], which was
the key to understand the black body radiation. Later, in 1917 and the years that fol-
lowed, Albert Einstein described the process of stimulated emission, the central process
in lasers2, as the reverse process of absorption. However, it was only in the 1950's that
physicists began studying and building devices that could amplify electromagnetic radia-
tion using stimulated emission. In 1960, Maiman introduced the ﬁrst working laser using
ruby as laser medium and the 1964 Nobel Prize in Physics was awarded to Townes, Basov
and Prokhorov for their fundamental work in the ﬁeld of quantum electronics, which has
led to the construction of oscillators and ampliﬁers based on the maser-laser principle. In
1961, Franken and his collaborators used a ruby laser to generate for the ﬁrst time a second
harmonic in a quartz crystal [9]. This marked the beginning of nonlinear optics. Soon af-
ter, Q-switching and mode-locking techniques were demonstrated, enabling the generation
of unprecedentedly short laser pulses.
A laser pulse is an electromagnetic burst of energy on a short time scale, in the form
of radiation (see Fig. 2.1a). Therefore, an ultrashort laser pulse (or just ultrashort pulse)
is an electromagnetic wave packet where its duration is usually on the femtosecond time
scale3 (10−15 s). A laser system that emits ultrashort pulses is often called ultrafast laser.
The main characteristics which make these pulses useful for applications are the following:
high peak power, high temporal resolution, high spatial resolution and a large bandwidth
when compared to a continuous wave (cw) laser (e.g., a HeNe laser). Figure 2.1 shows
an example of a cw laser and an ultrashort pulse represented in the time and frequency
domains to highlight their main diﬀerences.
This chapter will ﬁrst introduce a semiclassical description of ultrashort pulses (Section
2.2). By semiclassical we mean the following: the electromagnetic ﬁeld is not quan-
tized, the propagation of the electric ﬁeld and its interactions are governed by Maxwell's
equations and the active laser medium is described by the density matrix equations of
1This quanta of light is what we nowadays call photons.
2The acronym laser (light ampliﬁcation by stimulated emission of radiation) was coined by Gordon
Gould in 1959.
3Ultrashort pulses with femtosecond durations are also called femtosecond pulses.
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(a) (b)
Figure 2.1: Ultrashort laser pulses. (a) Illustration of laser pulses. ∆t is the laser pulse
duration (FWHM) and it is much smaller than the period of repetition. (b)
Spectra of an ultrashort pulse (blue) and a HeNe laser (red).
quantum systems. A good review and detailed description on ultrashort pulses (including
characterization) can be found in Refs. [1, 7, 10]. Finally, we will brieﬂy discuss ultrashort
laser pulse characterization (Section 2.4) and focus on a speciﬁc technique, d-scan, which
is discussed in more detail in Refs. [1, 11, 12]. Nonlinear optics plays an important role in
ultrafast optics, particularly in pulse characterization. Boyd's book [13] provides a good
and detailed understanding of some fundamental aspects of nonlinear optics. For the sake
of brevity, we will not discuss ultrashort pulse generation. A good source and review on
ultrashort pulse generation can be found in Ref. [14, 15].
2.2 Semiclassical Description
To start, we will consider that the electric ﬁeld of an ultrashort laser pulse has only a
temporal dependence4:
~E(x, y, z, t) = E(t). (2.1)
Since we are dealing with a real quantity, we have that
E(t) = E(t)∗ (2.2)
where the sign ∗ represents the complex conjugate. We can then represent the real
electric ﬁeld as the sum of a complex quantity and its complex conjugate. However, it
is common to omit the complex conjugate term5. This will be the case throughout this
thesis.
The electric ﬁeld can be represented in the time domain as:
E(t) = A(t)e−i[ω0t+φ(t)] (2.3)
where A(t) is the temporal amplitude, φ(t) is the temporal phase (or chirp) and ω0 is
4In other words, we are neglecting the spacial and polarization dependence of the electric ﬁeld.
5For example, E (t) = Ae−iωt +A∗eiωt = Ae−iωt + c.c., where the c.c. term is usually omitted.
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the carrier frequency6 (or central frequency). The temporal phase can include the carrier
frequency, but we will write them separately for simplicity since usually the temporal phase
varies much slower than the carrier frequency. Moreover, it is common, in ideal cases, to
consider φ(t) = 0 and ω0 6= 0. The number of periods (optical cycles) of the electric ﬁeld
at the full width half maximum (FWHM) is often classiﬁed as sub-cycle (< 1), single-cycle
(∼= 1) or few-cycle (> 1 and ≤ 4) regime.
Figure 2.2: Gaussian ultrashort pulse. The electric ﬁeld, the temporal amplitude (Gaus-
sian), the intensity and its FWHM are represented, with 4t = 7 fs and
λ = 800 nm. Notice that the electric ﬁeld has 3 optical cycles.
The intensity of an electromagnetic wave, including an ultrashort pulse, is usually deﬁned
as
I (t) =
0cn
2
E (t)E∗ (t) =
0cn
2
|E (t)|2 (2.4)
where 0 is the vacuum permittivity, c is the speed of light and n is the refractive index
of the medium. Substituting Eq. (2.3) into Eq. (2.4) gives:
I (t) = 0cnA
2(t) {1 + cos [ω0t+ φ(t)]} . (2.5)
If the term A2(t) varies slowly compared to the term cos [ω0t+ φ(t)], the average intensity
〈I (t)〉 will be7
〈I (t)〉 = 0cnA2(t) {1 + 〈cos [ω0t+ φ(t)]〉} = 0cn
2
A2(t) (2.6)
Notice that the phase has been completely eliminated in the last equation. This way, the
real component of the electric ﬁeld is simply the square root of the intensity, i.e.,
<{E(t)} =
√
〈I (t)〉 =
√
0cn
2
A(t). (2.7)
The key diﬀerence between intensity and average intensity is that the former has informa-
6Usually, ω0 is chosen so that it represent the center of the spectrum, hence the name.
7We could have obtained this result if we initially omitted in Eq. (2.4) the complex conjugate of the
electric ﬁeld.
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tion about the phase, while the latter does not. Since our measurement systems are not
fast enough to resolve the intensity, let alone the ﬁeld, we will assume throughout this
thesis that the intensity is simply the average intensity, i.e.,
I(t) ≡ 〈I(t)〉 = 0cn
2
A2(t) (2.8)
For historical reasons and convenience, the duration of the pulse ∆t is commonly deﬁned
as the FWHM of the intensity proﬁle. However, this deﬁnition is not always suitable,
especially in cases where considerable part of the energy of the pulse lies outside the region
deﬁned previously. Figure 2.2 shows an example of a Gaussian ultrashort pulse, namely its
electric ﬁeld, temporal amplitude and intensity. If we want to represent the electric ﬁeld
in the frequency domain, we simply take its Fourier transform:
E (ω) = F {E (t)} =
+∞ˆ
−∞
E (t) e−iωtdt = |E (ω)| eiφ(ω) (2.9)
where |E (ω)| is the spectral amplitude and φ (ω) is the spectral phase. The latter is
a very important quantity that aﬀects the evolution in time of an ultrashort pulse (see
Section 2.3.2). In analogy with the pulse duration ∆t, the spectral width ∆ω is deﬁned as
the FWHM of the spectral intensity |E (ω)|2. If we wish to return to the time domain, we
take the inverse Fourier transform:
E (t) = F−1 {E (ω)} = 1
2pi
+∞ˆ
−∞
E (ω) e+iωtdω. (2.10)
It can be shown, using the Fourier transform, that the pulse duration ∆t and the spectral
width ∆ω are related through the following Fourier inequality, known as time-bandwidth
product,
∆ω∆t ≥ 2piK (2.11)
where K is a constant which depends on the shape of the pulse. When the equality is
fulﬁlled, the pulse is said to be transform-limited. It is also known as the Fourier limit
(FL). This means that the smaller the pulse width, the wider the spectral width and vice
versa. This explains why ultrafast lasers have a large bandwidth compared to cw lasers.
Table 2.1 shows values of K for three representative pulse shapes.
Shape A (t) ∆t (FWHM) ∆ω (FWHM) K
Gaussian exp
[
− (t/t0)2
] √
2 ln(2) t0 2
√
2 ln(2)/t0 0.4413
Hyperbolic
Secant
sech (t/t0) 2ln
(
1 +
√
2
)
t0
4 ln(1+
√
2)
pit0
0.3148
Lorentzian
[
1 + (t/t0)
2
]−1
2
√√
2− 1t0 ln (2) /t0 0.1420
Table 2.1: K values of Eq. (2.11) for 3 pulse shapes. 4t and 4ω are deﬁned as the FWHM
of the intensity proﬁle.
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Example 2.1 Intensity of a Gaussian ultrashort pulse
What is the intensity of a Gaussian ultrashort pulse?
Consider a Gaussian envelope A (t) = A0e−(t/t0)
2
(see Table 2.1 and Figure 2.2) with a
carrier frequency ω0 and a temporal phase φ (t) = 0. The electric ﬁeld is written in the
time domain as
E (t) = A0e
−(t/t0)2e−iω0t. (2.12)
The average intensity given by Eq. (2.6) is
I (t) =
0cn
2
A20 e
−2(t/τ0)2 =
0cn
2
A20 e
−4 ln(2)(t/4t)2 (2.13)
where t0 = ∆t/
√
2 ln 2 (see Table 2.1) and ∆t is the duration of the ultrashort pulse, i.e.,
the FWHM of the intensity proﬁle.
2.3 Dispersion
2.3.1 Pulse Propagation
Consider an ultrashort pulse with wave vector k(ω) propagating through a medium with
refractive index8 n(ω) and length L. If the phase velocity vp of the pulse is frequency
dependent, we say that the medium is dispersive. The wave number in the medium is
written as
k(ω) =
2pi
λ
=
ω
vp(ω)
=
n(ω)
c
ω (2.14)
where vp is the phase velocity. The pulse will acquire an additional (spectral) phase
ϕ(ω) given by
ϕ(ω) = k(ω)L =
n(ω)
c
ωL. (2.15)
Figure 2.3: Illustration of an ultrashort pulse passing through 2 media and acquiring a
phase. Notice that the pulse deforms after passing through the second medium,
which means that the refractive index is not constant or linear with frequency
and probably has an imaginary component (absorption).
8Also known as the phase index of the medium, in order to distinguish from the group index ng(ω), which
is given by ng(ω) = n(ω) + ω
dn(ω)
dω
.
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Although simple, this last equation is a very important one because, by knowing the
refractive index of the medium n(ω), we are able to predict the phase introduced in the
ultrashort pulse. Experimentally, this is very useful when one is trying to compensate
for deformities acquired by the pulse when passing through speciﬁc mediums (dispersion
compensation). Figure 2.3 illustrates an ultrashort pulse passing through a media and
acquiring a certain amount of phase.
2.3.2 Spectral Phase
The spectral phase φ (ω) that we have encountered in Eqs. (2.9) and (2.15) can be thought
of as the phase that each frequency of the ultrashort pulse has. It can cause a variety of
changes in a given laser pulse (e.g., temporal broadening). Since the time and frequency
domains of a given pulse are connected by the Fourier transform, it is not surprising that a
change in the frequency domain will consequently alter the pulse propagation in time and
vice versa. The big challenge here is to predict the way in which these changes will aﬀect
our pulse. Assuming that the spectral phase φ(ω) varies slowly with ω, we can expand it
in a Taylor series around a central frequency ω0 as
φ (ω) =
∞∑
n=0
φ
(n)
0 (ω − ω0)n
= φ0︸︷︷︸
CEP
+ φ
′
0︸︷︷︸
GD
(ω − ω0) + 1
2
φ
′′
0︸︷︷︸
GDD
(ω − ω0)2 + 1
3!
φ
′′′
0︸︷︷︸
TOD
(ω − ω0)3 + ... (2.16)
where
φ
(n)
0 =
∂nφ (ω)
∂ωn
∣∣∣∣
ω=ω0
(2.17)
The ﬁrst term of the expansion (φ0) is the absolute phase, which is normally called
carrier envelope phase (CEP) or carrier-envelope oﬀset (CEO). It is the phase diﬀerence
between the carrier (with frequency ω0) and the envelope function A (t). In other words, a
change in the CEP shifts the peak of the electric ﬁeld relative to the peak of the envelope.
Figure 2.2 shows the electric ﬁeld and respective envelope of three laser pulses with diﬀerent
values of CEP. The reader might be wondering why are we talking in the time domain?.
Figure 2.4: Illustration of the phase diﬀerence between the carrier wave and the envelope
in each pulse. The blue lines represent the electric ﬁeld with a non-zero CEP,
while the dashed lines represent the electric ﬁeld with CEP = 0.
Since the CEP is a constant (theoretically speaking), the inverse Fourier transform will not
feel it, so the term eiφ0 will also be a constant phase in the time domain. Experimentally,
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the CEP usually varies in each pulse9 [16], unless it is stabilized.
The second term (φ′0) of Eq. (2.16) is known as the group delay (GD). This linear phase
(in the frequency domain) causes a translation of the pulse in the time domain by an
amount Γ, i.e.,
E(ω)e−i∆ωΓ −→ E(t− Γ) (2.18)
where ∆ω = ω − ω0. Figures 2.5a and 2.5b illustrates this case in which the GD (ﬁrst
derivative of the phase) delays the pulse in time.
The term φ′′0 is associated with a quadratic phase and is often called group delay disper-
sion (GDD). It is the ﬁrst term that changes the proﬁle of the pulse as we know it. For a
TL pulse, either negative or positive GDD will result in pulse broadening. The sign of the
chirp will be diﬀerent though. Figures 2.5c and 2.5d illustrates this phenomena in which
the GDD (second derivative of the phase) broadens an ultrashort pulse in time.
Figure 2.5: Eﬀects of GD, GDD and TOD on ultrashort pulses. (a), (c) and (e) Ultrashort
pulse in the spectral domain with a linear, quadratic and third-order phase,
respectively. (b), (d) and (f) Ultrashort pulse in the time domain with a linear,
quadratic and third-order phase applied, respectively. The term FL stands
for Fourier limit (transform-limited), i.e., no dispersion is introduced, and the
pulse retains a ﬂat spectral phase.
9This occurs because in general the group and the phase velocities are diﬀerent
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To ﬁnish, the third term φ
′′′
0 , often called third-order dispersion (TOD), not only broad-
ens the pulse, but also distorts it, as shown in Figures 2.5e and 2.5f. Higher order terms
will continue to deform the pulse.
2.3.3 Dispersion Compensation
In general, during the propagation of pulses though media, the phase and group velocity
depend on the optical frequency ω. In other words, chromatic dispersion is introduced in
the form of frequency-dependent phase. Moreover, we have seen that the intensity proﬁle
of ultrashort pulses can alter when passing through dispersive media (e.g., see Figure 2.5d).
All of this can be compensated (to some degree) by designing optical elements capable of
introducing dispersion of opposite sign. The ultimate goal is to achieve a zero dispersion.
An example of this kind of optical elements are dielectric mirrors, known as chirped mirrors,
which introduce certain amount of negative dispersion, namely GDD, upon reﬂection, and
can therefor compensate the positive dispersion introduced by common materials such as
glass. For more details see Ref. [1].
Example 2.2 Dispersion Compensation in a Experimental Setup
Consider an experimental setup that has an optical path length L (in air). Femtosecond
pulses pass through a glass with refractive index ng(ω) and thickness l. The GDD will
broaden the pulses. What is the amount of negative GDD needed to compensate the pulse
broadening?
Let ϕair(ω) and ϕg(ω) be the phase introduced by air and glass, respectively. Using Eq.
(2.15), the total GDD ϕ′′ will be given by:
ϕ′′ =
d2ϕ(ω)
dω2
=
L
c
[
2dnair(ω)
dω
+ ω
d2nair(ω)
d2ω
]
+
l
c
[
2dng(ω)
dω
+ ω
d2ng(ω)
d2ω
]
(2.19)
where c is the speed of light. To compensate for this GDD, we need to introduce −ϕ′′ in
order to eliminate the total GDD. Since nair and ng(ω) are known, we calculate Eq. (2.19)
computationally or using approximations to know how much negative GDD we need to
introduce (e.g., using chirped mirrors).
2.4 Ultrashort Pulse Characterization
As we saw in section 2.2, an ultrashort pulse is described by its electric ﬁeld, like any other
electromagnetic wave. So the challenge here is to know the electric ﬁeld of these pulses,
which ultimately gives us the intensity proﬁle. However, it is not as easy as for a cw laser,
where the electric ﬁeld is approximately a cosine function and can easily be written by
knowing the central frequency ω0. Thus, one question arises. If ultrashort pulses represent
such fast events, how do we measure them? How do we now their duration? At ﬁrst glance,
one might think that a shorter event is needed (e.g., an even shorter pulse). But what if
we do not have any other at our disposal? The trick is to use the pulse itself. Several
techniques use this concept, namely, Autocorrelation, FROG, SPIDER, MIIPS and d-scan.
Here, we are only going to discuss the d-scan technique, since it is the one used in our
experimental work. We will also present a brief discussion on spectral interferometry. The
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latter is used in SPIDER to retrieve the electric ﬁeld of ultrashort pulses, but in this thesis
we are interested in using it to synchronize two pulses.
2.4.1 Spectral Interferometry
Consider two ultrashort pulses with electric ﬁeld E1(ω) and E2(ω), in the same state of
polarization, given by Eq. (2.9). If the pulse 1 is delayed by an amount τ , the total electric
ﬁeld E(ω) will be given by
E(ω) = |E1(ω)| eiφ1(ω)eiωτ + |E2(ω)| eiφ2(ω). (2.20)
Thus, the spectral intensity will be
S(ω, τ) ∝ |E(ω)|2 = |E1(ω)|2 + |E2(ω)|2 + 2 |E1(ω)| |E2(ω)| cos [ϕ(ω) + ωτ ] (2.21)
where we deﬁned ϕ(ω) = φ1(ω) − φ2(ω). Notice that the spectral power is modulated
by the delay time τ . When the two identical pulses (ϕ(ω) = 0) are synchronized, i.e.,
τ = 0, the period of the oscillation will be inﬁnite. Figure 2.6 shows results of spectral
interferometry with diﬀerent delays between two pulses.
(a) (b)
Figure 2.6: Experimental results of spectral interferometry using an ultrafast laser oscil-
lator. (a) Spectral Intensity modulated by the delay time τ0. (b) Spectral
Intensity modulated by the delay time τ1. Since the period of the modulation
in (a) is much bigger than in (b), we can conclude that 0 < |τ0| < |τ1|, where
τ = 0 is when the two pulses have zero oﬀset, i.e., are synchronized in time.
2.4.2 d-scan
In 2012, Miguel Miranda et al. [11] presented d-scan (short for dispersion scan10), a new
technique to characterize ultrashort laser pulses. The idea of this technique consists in
measuring the SHG spectrum of an ultrashort pulse as a function of the amount of disper-
sion that is introduced. This enables the retrieving of the spectral phase, and consequently,
the electric ﬁeld of the pulses. It is based on using a pulse compressor built with chirped
mirrors and glass wedges. The dispersion is varied (or scanned) by varying the thickness z
10A dispersion scan is the evolution of a given quantity x due to the variation of the dispersion. In this
case, the quantity is the SHG spectrum S(ω, z).
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of the glass wedges (see Eq. (2.15)), which is usually done with the use of a translational
stage. Chirped mirrors are also used to compensate for the dispersion. We will now present
a simple model that describes the main processes involving this technique.
Figure 2.7: d-scan experimental setup. A beam passes through 2 glass wedges and through
a pair of chirped mirrors. Then, it is focused on a SHG crystal. A ﬁlter removes
the fundamental beam, letting the SHG beam pass and to be detected by the
spectrometer. A motorized stage is used to vary the glass wedges' insertion,
thus varying the thickness z and the dispersion experimented by the pulses.
Reproduced from Ref. [1].
Consider a train of ultrashort pulses with spectral phase φ(ω). According to Eq.(2.9),
the electric ﬁeld can be written as
E(ω) = |E(ω)| eiφ(ω). (2.22)
If a glass with length z (e.g., glass wedges) and refractive index ng(ω) is placed in the
path of the pulse, the electric ﬁeld will acquire a phase ωc ng(ω)z, i.e.,
E(ω) = |E(ω)| eiφ(ω)eiωc ng(ω)z. (2.23)
If, after the glass, the pulse goes through a SHG crystal, a second harmonic E2ω(ω) will
be generated and will propagate along with the fundamental beam E(ω). If we ﬁlter the
fundamental spectrum, we are left with the electric ﬁeld of the second harmonic E2ω(ω).
Assuming that the eﬃciency of conversion is low, we can use a simple model to write down
the second harmonic electric ﬁeld E2ω(ω) using the following steps [1]:
E(ω)
F−1−→ E(t) ∧2−→ E(t)2 F−→ E2ω(ω). (2.24)
Then, we can write the spectral intensity of the second harmonic S(ω) as
S(ω) = |E2ω(ω)|2 (2.25)
= C
∣∣∣∣∣
ˆ [ˆ
E(Ω)eiΩtdΩ
]2
e−iωtdt
∣∣∣∣∣
2
(2.26)
where C is a constant, which contains all the omitted constants, and Ω represents the
frequency of the second Fourier transform (to avoid repetitions).
If a spectrometer is placed right after the ﬁlter, we will measure the spectral intensity
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Figure 2.8: Example of d-scan measurements. (a) Fundamental spectrum of the ultrafast
laser, which gives the amplitude of the electric ﬁeld. (b) SHG spectrum as a
function of the glass wedge's thickness z, i.e., dispersion (d-scan trace). (c)
An iterative algorithm guesses the phase and simulates the the d-scan trace,
which is very similar to the measured one in (b). (d) After the phase φ(ω) is
know, we can compute the electric ﬁeld. Adapted from Ref. [1].
S(ω, z) of the second harmonic, which is a function of the glass thickness z. So, applying
Eq. (2.26), we have that11
S(ω, z) = C
∣∣∣∣∣
ˆ [ˆ
|E(Ω)| eiφ(Ω)eiΩc ng(Ω)zdΩ
]2
e−iωtdt
∣∣∣∣∣
2
(2.27)
Notice that Eq. (2.27) has 5 variables: S(ω, z), |E(ω)|, φ(ω), n(ω) and z. We know 4
of them. S(ω, z) is the spectral intensity of the SHG measured by the spectrometer as a
function of z (see Figure 2.8a). |E(ω)|, the fundamental spectrum, is also measured by
a spectrometer. ng(ω) is given either by the manufacturer of the glass wedges or by the
scientiﬁc literature12. We are left with φ(ω), which we want to ﬁnd out. If we vary the
dispersion introduced in the SHG spectrum (i.e., varying z), the spectrometer will gives
us a 3D dispersion scan S(ω, z). By knowing all variables except φ(ω), we can simulate
S(ω, z) computationally if we, somehow, guess φ(ω).
So, imagine we measure S(ω, z) in the laboratory. We can say for instance that φ(ω) = ω2
and then, using Eq. (2.27), we can simulate S(ω, z) computationally. If the experimental
11The limits of the two integrals in Eq. (2.27) are omitted because, computationally speaking, they are
parameters to be chosen by the user (e.g., when performing the fast Fourier transform).
12 We can also ﬁnd out ng(ω) by ourselves!
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S(ω, z) is, to some degree, equal to the computational S(ω, z), then, by beginner's luck, we
have guessed the phase φ(ω). Therefore, we know the electric ﬁeld of our given ultrashort
pulses.
The reader may be wondering will I have to keep guessing until I am satisﬁed with the
result?. Actually, no. The guessing part is performed by an algorithm that is going to
iteratively assume certain values for φ(ω) and compare the experimental and computational
dispersion scans S(ω, z), until a quality factor is reached. We are not going to discuss the
algorithms, so we refer the reader to Refs. [11, 12] for more details. But depending on
the order of complexity of the algorithm and the quality factor that the user wishes, the
algorithm can retrieve the phase within a time period ranging from tens of seconds to a
few minutes.
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Ultrafast Pump-Probe Spectroscopy
Do not Bodies and Light act mutually upon one another, that is to say, Bodies upon
Light emitting, reﬂecting, refracting and inﬂecting it, and Light upon Bodies for heating
them, and putting their parts into a vibrating motion wherein heat consists?
Isaac Newton,
Opticks
3.1 Introduction
Imagine you want to record a video tape of a dog named Billy using a typical video camera.
If he is standing still in a position r0, you should have no problem recording the video and
computing his law of motion: r(t) = r0. If, on the other hand, he is running around full
of excitement, you need to take into account the shutter speed of the camera, since it may
turn out that, at a given instant of time t0, Billy will be in two positions in the same frame
(or picture). The electronic shutter in the video camera is used to perform stop-action
measurements. For instance, if the shutter takes 1 second to open and close, you will
only record one frame per second. Let τ be the time that Billy takes to vary his position
by an amount 4r, which here represents the distance that we can resolve, and let ∆t be
the shutter time1. We want to measure an event with time τ using another event with
time ∆t. If τ is less than 4t, you will not be able to resolve Billy's position at a given
instant of time2 t. In order to have a good video tape, one needs a shutter time ∆t less
or equal than the time τ . Once again, like it was said in Section 2.4, to measure an event
in time, which in this case is Billy's motion r(t), a shorter or equal event is needed.
Since ultrashort laser pulses represent fast events that we can control, it becomes very
useful in the study of processes in the timescale of the order of the pulse's duration, i.e., in
the femtosecond time scale. In fact, it is in this time scale that many chemical, solid-state
and biological processes occur [7]. Just like in the previous case with Billy, and obviously
with big diﬀerences, ultrashort pulses can be used to perform excitation and stop-action
measurements. Techniques using this concept are often labeled pump-probe. The main
idea is to use 2 separate beams: a stronger one3, called the pump, and a weaker one, often
called probe (see Fig. 3.1). The former one is used to excite a sample in some way to a
nonequilibrium state (e.g., exciting electrons of a semiconductor to the conduction band)
and the latter is used to probe a given property of the sample (e.g., the electron states of a
semiconductor). By delaying the probe relative to the pump (or vice versa) we can probe a
given property of a sample as a function of time t, where t = 0 corresponds to the instant
1We are assuming that ∆t is the time the shutter takes to open and close. Of course we are oversim-
plifying what really happens in video cameras!
2In this case, t will be a multiple of the shutter time ∆t, i.e., t = n∆t, where n is an integer.
3By stronger beam we mean a high intensity beam, compared to a weaker one (with low intensity).
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of time where the excitation by the pump was made and t > 0 the time passed since then.
By detecting and analyzing the probe beam, one can extract important information about
the evolution of several properties in a sample. Ahmed Zewail used this technique for
his studies of the transition states of chemical reactions and for that won the 1999 Nobel
Prize in Chemistry.
There are many possible conﬁgurations in pump-probe spectroscopy and one can use
several pump and probe beams. In this work we will perform femtosecond pump-probe
experiments in a transmission geometry (see Section 3.2). The pump-probe is said to be
degenerate if the pump and the probe have the same photon energy (i.e, same wavelength),
and non-degenerate if one uses two beams with a diﬀerent spectra [17]. The latter is also
called two-color pump-probe spectroscopy. In this thesis, we will only deal with degenerate
pump-probe, since it is the one used in our experimental work.
In what follows, we will focus on the degenerate pump-probe setup for transmission
measurements and discuss its temporal resolution. We will also present a simple model of
an ultrafast double decaying system. A good introduction to this subject can be found in
Refs. [7, 10, 18].
(a) (b)
Figure 3.1: Pump and probe pulses. (a) Two ultrashort pulses incident on a sample. The
two beams may have diﬀerent colors (spectra). α and β are the angles of
incident of the pump and probe on the sample, respectively, τd is the time
delay between them and ~Epump and ~Eprobe are the electric ﬁeld of the pump
and probe beams, respectively. (b) Representation of the intensities of the
pump and the delayed probe. The duration of both pulses is 7 fs, the delay is
20 fs.
3.2 Transient Transmission Spectroscopy
Consider a pump-probe setup consisting of two beams, the pump and the probe, where one
of the beams is delayed relative to the other. When both beams are focused into a sample
and the transmitted probe is measured, the conﬁguration is usually referred to as transient
transmission (or absorption) spectroscopy, since we are measuring the transmission (or
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absorption) as a function of the delay (time). Moreover, we can have collinear and non-
collinear setup. If both beams follow the same line of propagation before and after they
hit the sample, we have a collinear setup, otherwise, if both beams make an angle θ 6= 0
with each other when incident on the sample, the setup is called non-collinear.
The detector at the end of the setup may measure the intensity of the transmitted probe
(e.g., using a photodiode) or its spectrum (e.g., using a spectrometer). The latter gives
spectral resolution to the experiment. For instance, if you are studying the dynamics of
carriers in a semiconductor, a spectral resolution will give information about the energy of
the carriers. Since the probe is used to probe a sample, its power is usually 10 times less
than the pump. Moreover, when both beams are focused on the sample, the pump is usually
2 times bigger than the probe in order to have a uniform excitation in the spot size of the
probe. One diﬃculty that usually arises in this type of experiments is the separation of both
beams immediately before the detector, especially when a huge scattering is present at the
sample. There are often 3 choices that can be combined in a degenerate conﬁguration:
(1) using diﬀerent polarizations (e.g., orthogonal) for the pump and the probe, so one can
separate them using, for example, a polarizer; (2) using a non-collinear setup, so both wave
vectors are diﬀerent, allowing a separation in space; (3) modulating the pump and/or the
probe.
Figure 3.2a and 3.2b shows a non-collinear and collinear transient transmission spec-
troscopy setup, respectively. The separation of both pulses after the sample is done by
wave vector and polarization, in order to minimize the scattered pump light in the direc-
tion of the transmitted probe. If the pump and probe have diﬀerent colors, a ﬁlter could
also be used.
(a) (b)
Figure 3.2: Illustration of a common transient transmission (or absorption) spectroscopy
setup. M - mirror; PM - parabolic mirror; P/F - polarizer or ﬁlter (in case of a
non-degenerate setup); D - detector (e.g., a photodiode or a spectrometer); BS
- beam splitter; S - sample. (a) Non-collinear transmission setup. (b) Collinear
transmission setup. Notice in case of a degenerate setup, the pump and the
probe can only be separated by wave vector, polarization and modulation, while
in a non-degenerate case, a ﬁlter my be used.
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3.3 Temporal Resolution
In what follows we will present a model describing the temporal resolution of degenerate
pump-probe measurements as done in Ref. [18].
Consider two ultrashort laser pulses, the pump and the probe, with intensities Ipump(t)
and Iprobe(t), respectively, both with a time duration ∆t and separated in time by an
amount τd. Let α be a physical quantity of a given sample that we want to measure (see
Fig. 3.2b). If the pump pulse hits the sample at a given time t0, the evolution of α can be
written as [7]
α(t) = α(t0) + ∆α(t− t0) (3.1)
where t − t0 corresponds to the delay τd between the pump and the probe, α(t0) is the
initial value of the quantity α and ∆α its variation for t > 0, induced by the pump beam.
The idea is to measure ∆α using the probe beam, which usually is much weaker than the
pump, so its eﬀects on the sample are usually discarded.
Until now, we assumed that the change ∆α is instantaneous. However, since the
temporal duration of the pump pulse is ∆t, the actual dynamics of α, which we will name
s1(t), will be given by4
s1(t) = α(t)⊗ Ipump(t) =
+∞ˆ
τ=−∞
α(τ) Ipump(t− τ) dτ (3.2)
where the symbol ⊗ represents the convolution. If α(t) had a large temporal width
compared to Ipump(t), we can approximate the latter by a Dirac delta function δ(t) and so
s1(t) ∝ α(t). In the spectral domain we have that
s1(ω) = α(ω) Ipump(ω). (3.3)
When we are measuring processes that occur at the time scales of our pulses duration,
this approximation is not valid, i.e., we cannot approximate the gate function Ipump(t) by
a Dirac delta function. Then, according to Eq. (3.3) the physical quantity α(ω) will be
given by5
α(ω) =
s1(ω)
Ipump(ω)
(3.4)
Since we are measuring the probe beam, the measured signal s2(t) will be a convolution
of s1(t) of Eq. (3.2) with the gate function Iprobe(t), i.e.,
s2(t) =
+∞ˆ
ξ=−∞
s1(ξ) Ipump(t− ξ) dξ
=
+∞ˆ
ξ=−∞
 +∞ˆ
τ=−∞
α(τ) Ipump(ξ − τ) dτ
 Ipump(t− ξ) dξ (3.5)
4We are assuming that the response of the system depends only on the intensity proﬁle of the pump
beam.
5Notice that we are working in the spectral domain for the sake of simplicity.
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Rearranging Eq. (3.5) gives
s2(t) =
+∞ˆ
τ=−∞
α(t)
 +∞ˆ
ξ=−∞
Ipump(ξ − τ)Iprobe(t− ξ)dξ
 dτ (3.6)
Notice that the term in the square brackets resembles a cross-correlation between the
pump and the probe. Deﬁning the variables η = ξ − τ and γ = τ + t, the cross correlation
C(η) can be written as
C(η) =
+∞ˆ
η=−∞
Ipump(η)Iprobe(γ − η) dη. (3.7)
By measuring the cross-correlation (e.g., using a non-linear crystal to produce SHG),
the probe signal measured is given by
s2(t) =
+∞ˆ
τ=−∞
α(t)C(t− τ)dτ. (3.8)
In the following section, we will apply this model to a particular case, namely, a material
that has a double exponential decay.
3.4 Double Exponential Decay Model
We will now present a model that describes materials with a double exponential decay
when excited by a pump pulse. The reason for this choice, and not any other model, is
because the ultrafast dynamics of graphene is well described by this type of decay (see, for
example, Ref. [19]). We will be following the example given in Ref. [18].
Consider a crystalline material (e.g., semiconductor) with a transmissivity T described by
Eq. (3.1). Consider also that T increases instantaneously at time t0 and then exponential
decays with two time constants, τ1 and τ2, with τ1  τ2. τ1 can be thought of as the
thermalization lifetime of the excited electrons and τ2 their recombination lifetime. Then,
ideally, we can write the transmissivity T (t) as
T (t) = u(t)
[
A exp
(
− t
τ1
)
−B exp
(
− t
τ2
)]
(3.9)
where A and B are constants and u(t) is a step function, i.e.,
u(t) =
{
1, t > t0
0, t ≤ t0
(3.10)
Since the pump pulse is exciting the sample and the probe beam is probing it, the
measured signal will be given by Eq. (3.8). Let I(t) = Ipump(t) = Iprobe(t) be the Gaussian
intensity proﬁle of the pump and probe beams, given by Eq. (2.13), i.e.,
I(t) =
0cn
2
A20 e
−4 ln(2)(t/4t)2 .
19
3 Ultrafast Pump-Probe Spectroscopy
Thus, the cross-correlation6 C(τ) of Eq. (3.7) is
C(τ) =
+∞ˆ
τ=−∞
Ipump(τ)Iprobe(t− τ) dτ
=
1
4
(0cnA
2
0)
2e−8 ln(2)
+∞ˆ
τ=−∞
e−(τ/4t)
2
e−[(t−τ)/∆t]
2
dτ. (3.11)
Calculating the integral of this equation gives
C(τ) = C1e
− 1
2
(t/∆t)2 (3.12)
where C1 =
√
2pi
8 (0cnA
2
0)
2e−8 ln(2)∆t. The signal s2(t), given by Eq. (3.8), is then
s2(t) = C1
+∞ˆ
ξ=−∞
[
A exp
(
− ξ
τ1
)
−B exp
(
− ξ
τ2
)]
e−
1
2
[(t−ξ)/∆t]2dξ. (3.13)
We can write this integral with the error function integral erf(x) =
´ t
0 e
−t2dt, but we are
not going to do that, since we are interested in calculating it computationally. Figure 3.3a
and 3.3b shows examples of an instantaneous response of the system and a transient one,
governed by Eq. (3.13), respectively.
Figure 3.3: Example of a double exponential decay system with an instantaneous response
and a response dependent on the cross-correlation of the pump and probe
intensities. (a) Relaxation dynamics of Eq. (3.9) with A = 1, B = 0.7, τ1 =
100 fs, τ2 = 12000 fs. (a) Simulation of the measured signal of Eq. (3.13) with
the same parameters as in (a) and considering a pulse duration of ∆t = 7 fs.
The inset shows that the rising time in (a) is instantaneous, unlike in (b).
6In this case, since Ipump(t) = Iprobe(t), C(τ) will be an autocorrelation.
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Chapter 4
Graphene
I call our world Flatland, not because we call it so, but to make its nature clearer to
you, my happy readers, who are privileged to live in Space.
Edwin A. Abbott,
Flatland: A Romance of Many Dimensions
4.1 Introduction
The name graphene comes from the Greek word graphein, whose translation is to
write. The reader may have sometime in the past created graphene1 while writing
Maxwell's equations on a sheet of paper with a pencil. The latter is made of graphite (not
lead). When you write on a sheet of paper with the tip of a pencil, layers of graphite slide
from it. Most of the times, many layers are planted on top of the paper, but sometimes
only a single layer is created - graphene!
Graphene is a single layer of carbon atoms bounded together in a two-dimensional (2D)
hexagonal lattice structure (see Fig. 4.1a). This 2D crystal is the building block of other
carbon-based materials like graphite, fullerenes and nanotubes. It was ﬁrst studied by P.
R. Wallace, who in 1947 presented a study of the structure of the electronic energy bands
of graphite [20]. The latter is an allotrope2 of carbon and consists of a stack of graphene
layers coupled by van der Waals forces (see Figure 4.1b). Wallace's ﬁrst approximation
was to neglect the interaction between planes in graphite and assume that the conduction
of electrons takes place separately in each layer3. However, Wallace's study on single
hexagonal layers was only a means to study graphite, which at that time was an important
material for nuclear reactors [21]. The idea was that a single sheet of graphite and other
2D crystals were thermodynamically unstable and therefore, from an experimentally point
of view, nonexistent [22]. But in 2004, A. Geim, K. Novoselov and their colleagues were
able to synthesize for the ﬁrst time a single layer of graphene using scotch tape to snatch
it of a graphite substrate [23]. For their work regarding graphene, Geim and Novoselov
won the 2010 Nobel Prize in Physics.
But what is so special about graphene that makes it worth studying it? Quoting Hassan
Raza [24]: It is a perfect example of a two-dimensional electron system for a physicist,
an elegant form of a two-dimensional organic macromolecule consisting of benzene rings
for a chemist and a material with immense possibilities for an engineer due to its excellent
electrical, magnetic, thermal, optical and mechanical properties.
1Also known as single layer graphite.
2Allotropy is a property that some chemical elements have that enables them to exist in more than one
form. By form we mean the way the atoms of that element are bounded together. Carbon has many
allotropes (e.g., diamond, fullerene, carbon nanotubes, graphite and graphene).
3This approximation was done because the spacing between planes in graphite is large (3.37Å) compared
to the spacing between nearest-neighbors in graphene (1.42Å).
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(a) (b)
Figure 4.1: Graphene and Graphite. (a) Graphene honeycomb lattice. The minimum
spacing between carbon atoms is a = 1.42Å. (b) Illustration of the lattice
structure of graphite. The separation between graphene layers is about c =
3.4Å. The volume deﬁned by the orange line represents the unit cell.
Undoped4 graphene is a semimetal, since it has a zero density of states (DOS) at energy
 = 0 [21]. One can also think of it as a zero-bandgap semiconductor5 with a linear
energy dispersion near the K points of the Brillouin zone. In fact, this is one of the most
interesting aspects about graphene and we will later derive it in Section 4.2.4. Other
properties, mainly electrical and optical, will be emphasize in the following sections.
Although graphene is by deﬁnition a single layer, it is common to use a preﬁx to establish
the amount of layers that are either being considered or used. When we are dealing with
a single sheet of graphene, we call it monolayer or single layer graphene (SLG). If it is two
layers, we use the term bilayer. If there are just a few layers of sheets (usually, less than
10), we call it few-layer graphene (FLG). Likewise, if there are many layers (usually, up
to 100) we use the designation multilayer graphene (MLG). But these conventions raise a
question. How can we have a 2D crystal in more than one layer graphene? Well, the trick
here is not to think about the structure of the crystal in space, which is in fact 3D, but
to think about its electronic structure. Partoens and Peeters [25] showed that the overlap
between the conduction and valence band increases with the increase of the number of
layers and that for 11 or more layers, the diﬀerence with respect to the overlap in graphite
4No impurities in the lattice, i.e., elements that are not present in the crystal lattice initial deﬁnition. In
this case, we have only carbon atoms.
5We are not saying that it is a semiconductor, we are saying that you can picture it a zero-bandgap
semiconductor.
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(bulk) is less than 10%.
There are several theoretical and experimental reviews that discuss speciﬁc topics in
graphene, for example, the electronic properties of graphene [21], the and applications of
graphene [26], the electronic transport in graphene [27], the electron-electron interactions
in graphene [28] and the properties of graphene from an experimental perspective [4]. We
will not go very deep in these topics. The purpose of this chapter is to give an overview of
some aspects that will be useful for understanding the experimental details and respective
analysis.
This chapter is structured in the following way. A brief introduction to graphene's
electronic structure is ﬁrst presented, including the real and reciprocal lattice structures,
the hybridization of atomic orbitals and the tight-binding model. This is followed by
small review on the optical properties of graphene. Finally, we discuss a characterization
technique, namely, Raman spectroscopy.
4.2 Electronic Structure
4.2.1 Real and Reciprocal Lattices
The carbon atoms of graphene form a 2D hexagonal lattice that can be understood as
two intercalated and nonequivalent triangular lattices. In fact, they are mirror images of
one another. We will label the atoms of one triangular lattice as A and the other one
as B. Figure 4.2 illustrates the crystal structure of graphene, including the triangular
sublattices (A and B), the Bravais lattice vectors (~a1 and ~a2), the 3 nearest neighbor
vectors6 (~δ1,{A,B}, ~δ1,{A,B} and ~δ1,{A,B}) and the unit cell. The primitive lattice vectors of
Figure 4.2: Hexagonal lattice of graphene with 2 triangular sublattices. Notice that each
atom in the sublattice A or B has 3 nearest neighbors in sublattice B or A,
respectively. The distance between a carbon atom and its nearest neighbor is
a = 1.42Å.
6In other words, minimum spacing between carbon atoms. The carbon atoms in graphene have 3 nearest-
neighbors, 6 next nearest-neighbors and so on. To better visualize this concept see Fig. 4.2.
23
4 Graphene
the triangular sublattices can be written as
~a1 =
a
2
(
3 xˆ+
√
3 yˆ
)
(4.1)
~a2 =
a
2
(
3 xˆ−
√
3 yˆ
)
(4.2)
where xˆ and yˆ are unit vectors. For the sublattice A, the 3 nearest-neighbor vectors are
deﬁned as
~δ1,A = a xˆ, (4.3)
~δ2,A =
a
2
(
−1 xˆ+
√
3 yˆ
)
, (4.4)
~δ3,A =
a
2
(
−1 xˆ−
√
3 yˆ
)
. (4.5)
For the sublattice B, the 3 nearest-neighbor vectors are simply the negative of the
previous ones, i.e.,
~δi,A = −~δi,B, (i = 1, 2, 3). (4.6)
In the k-space, the reciprocal lattice vectors that satisfy the condition ~a1 ·~b1 = 2piδij are
Figure 4.3: Reciprocal lattice of graphene. ~b1 and ~b2 are the reciprocal lattice vectors;
Γ = (0, 0, 0), K = 2pi3a
(
1, 1√
3
)
, K ′ = 2pi3a
(
1,− 1√
3
)
and M = 2pi3a (1, 0) are points
of the FBZ. The dashed lines represent the path used to calculate the energy
dispersion (see Figure 4.4a).
~b1 =
2pi
a
(
1√
3
xˆ+ yˆ
)
(4.7)
~b2 =
2pi
a
(
1√
3
xˆ− yˆ
)
. (4.8)
Figure 4.3 illustrates the reciprocal lattice of graphene, including the ﬁrst Brillouin zone
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(FBZ), the reciprocal lattice vectors and four characteristic points of the FBZ (Γ, M , K
and K ′). Notice that the reciprocal vectors are rotated by pi6 relative to the Bravais lattice
vectors. The FBZ has 6 corners, but only two are non-equivalent: K and K ′ (K-points).
These two points are often called Dirac points for reasons that will become clear in Section
4.2.4. The distance between the corners of the FBZ is 4pi3a .
4.2.2 Hybridization in Graphene
The constituent element of graphene is the carbon atom, which has 6 electrons. In the
ground state, carbon has 2 core electrons and 4 valence electrons, with the electronic
conﬁguration (1s)2(2s)2(2p)2, where 1s, 2s and 2p (i.e., 2px, 2py and 2pz) are the atomic
orbitals. Notice that in this particular case we only have 2 unpaired electrons in the 2p
orbital. Still, carbon is able to make 3 and 4 covalent bonds, for example, in graphene
and methane (CH4), respectively. How can this be? We will present a simple discussion
as done in reference [29] and refer the readers who seek a more deep understanding about
hybridization of atomic orbitals to references [30,31].
In the crystalline phase, one valence electron of carbon from the 2s orbital is excited
to the 2pz orbital, giving rise to the electronic conﬁguration (1s)2(1s)1(2px)1(2py)1(2pz)1.
Although this excitation costs some energy (∼ 4 eV), the bonds that are established are
much stronger, which results in more stability. These bonds are strong because the wave
functions of at least two of the four valence electrons are mixed, creating new orbits (wave
functions) in order to enhance the binding energy of carbon with its nearest atoms. The
linear combination of two or more atomic orbitals on the same atom is called hybridization.
A superposition of a state |2s〉 with n states |2p〉 is denoted by spn hybridization. In carbon,
three types of hybridization can occur: sp1, sp2 and sp3. Here, we are mainly interested
in sp2 hybridization, since it is the one that occurs in graphene.
Graphene is sp2 hybridized. This means that one orbital 2s and two orbitals 2p (e.g.,
2px and 2py) will mix giving rise to a new orbitals φi (i = 1, 2, 3). Since the hybrid
orbitals are orthogonal to each other, i.e.,
〈φi|φj〉 = 0, i 6= j (4.9)
and since the basis is chosen to be {|2s〉, |2px〉, |2py〉}, we have the following 3 possible
states [29]:
|φ1〉 = 1√
3
|2s〉 − |2py〉 (4.10)
|φ2〉 = 1√
3
|2s〉+
√
2
3
(√
3
2
|2px〉+ 1
2
|2py〉
)
(4.11)
|φ3〉 = − 1√
3
|2s〉 −
√
2
3
(√
3
2
|2px〉 − 1
2
|2py〉
)
(4.12)
These 3 orbitals are contained in the xy plane at 120º angles and together they form
with other neighboring atoms, what is called, trigonal bonding. The bond established
between one of these three orbitals with another sp2 hybrid orbital from a neighboring
atom is called σ bond. The 2pz orbital is perpendicular to the xy plane. When it combines
with other 2pz orbitals of other carbon atoms forms, what is called, pi bonds (or orbitals).
The σ bonds are stronger that pi bonds. For this reason, the low energy states of the
electron in graphene near the Fermi level are well described taking only into account the
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pi orbitals [24]. On the other hand, the mechanical properties of graphene arise mainly
because of the σ bonds.
4.2.3 Tight-Binding Model for an Arbitrary Crystal
In what follows, we will present the tight-binding model7 for an arbitrary crystal as done
in references [29,35]. Then, in the next subsection, we will focus in the particular structure
of graphene in order to derive its energy dispersion relation.
Consider an arbitrary crystal system with M atomic orbitals φm per unit cell, with
m = 1, ...,M . Let N be the number of unit cells and ~Rm,n the position vector of the mth
orbital at the nth unit cell. The Bloch function8 for a given position ~r and a given wave
vector ~k can be written as
Φm(~k,~r) = N
− 1
2
N∑
n=1
ei
~k·~Rm,nφm(~r − ~Rm,n) (4.13)
where N−
1
2 is a normalization factor, φm(~r− ~Rm,n) is the atomic orbital centered around
the mth atom at the nth unit cell. Notice that the summation extends over all the unit
cells, not the atomic orbitals. The electronic wave function Ψj(~k, ~r) for a given j band is
written as linear superposition of Bloch states:
Ψj(~k,~r) =
M∑
m=1
cj,mΦm(~k, ~r) (4.14)
= N−
1
2
M∑
m=1
cj,m
N∑
n=1
ei
~k· ~Rm,nφm(~r − ~Rm,n) (4.15)
where cj,m are expansion coeﬃcients and the summation extends over all the orbitals
of the system. For this reason, we have M diﬀerent energy bands, since we have M
atomic orbitals. Using Schrodinger's equation, HˆΨj(~k, ~r) = EjΨj(~k, ~r), we can write the
eigenvalue Ej as
Ej(~k) =
〈Ψj | Hˆ |Ψj〉
〈Ψj |Ψj〉 =
´
Ψ∗jHΨj d~r´
Ψ∗jΨj d~r
(4.16)
where Hˆ is the Hamiltonian of the crystal system. Substituting Eq. (4.14) into Eq.
(4.16) gives:
Ej(~k) =
∑M
l,m=1 c
∗
j,l cj,m 〈Φl| Hˆ |Φm〉∑M
l,m=1 c
∗
j,l cj,m 〈Φl|Φm〉
=
∑M
l,m=1 c
∗
j,l cj,mHlm∑M
l,m=1 c
∗
j,l cj,mSlm
(4.17)
where we deﬁned the transfer integral matrix and the overlap integral matrix as
Hlm ≡ 〈Φl| Hˆ |Φm〉 (4.18)
Slm ≡ 〈Φl|Φm〉 (4.19)
7A good description of the tight-binding model and other solid state physics topics are given in Refs.
[3234]
8In this case, one can think of a Bloch function Φ(~k, ~r) as a state consisting of an atomic orbital m that
is suﬀering a perturbation from the crystalline potential. Moreover, it satisﬁes the relation Φ(~k, ~r) =
ei
~k·~ru(~k, ~r), where u(~k, ~r) is a periodic function. In this context, the atomic orbital will be the periodic
function.
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with l,m = 1, ...,M . According to the variational principle, the approximate energy Ej
is always larger then the exact energy E0j . Due to this, the wave function can be modiﬁed
in order to reduce Ej to its minimum value. Since the wave function is written as a linear
combination of the atomic orbitals, the only way to change the wave function is to change
the expansion coeﬃcients cj,m, c∗j,m, cj,l and c
∗
j,l. The condition for Ej to be minimum with
respect to these coeﬃcients can expressed as
∂Ej ~(k)
∂c∗j,l
= 0 (4.20)
Diﬀerentiating Eq. (4.17) with respect to c∗j,l and substituting in Eq. (4.20) gives:∑M
l,m=1 cj,mHlm∑M
l,m=1 c
∗
j,l cj,mSlm
−
∑M
l,m=1 c
∗
j,l cj,mHlm(∑M
l,m=1 c
∗
j,l cj,mSlm
)2 M∑
l,m=1
cj,mSlm = 0. (4.21)
Multiplying both sides of Eq. (4.21) by
∑M
l,m=1 c
∗
j,l cj,mSlm and substituting this result
in Eq. (4.17) gives:
Ej ~(k)
N∑
l,m=1
cj,mSlm =
N∑
l,m=1
cj,mHlm (4.22)
Deﬁning a column vector ~Cj , where ~CTj = (cj,1, cj,2, ..., cj,M ), we have that
Hˆ ~Cj = Ej(~k)Sˆ ~Cj (4.23)
Rearranging this last equation gives(
Hˆ − EkSˆ
)
~Cj = ~0 (4.24)
where ~0 is the null vector. If the matrix Mˆ = Hˆ − Ej(~k)Sˆ admits an inverse Mˆ−1 and
if we multiply it in both sides of Eq. (4.24) we get
~Cj = ~0. (4.25)
This last equation tells us that there is no wave function. Thus, we can have a wave
function only when the inverse of the matrix Mˆ does not exist, which is described by the
condition
det
[
Hˆ − Ej(~k)Sˆ
]
= ~0, (4.26)
where det stands for the determinant. Eq. (4.26) is often called the secular equa-
tion. Knowing Hˆ and Sˆ allows us to compute the solution of Eq. (4.26), which gives M
eigenvalues of Ej(~k) for a given ~k.
4.2.4 Energy Dispersion for Single Layer Graphene
We will now use the tight-binding model described previously to obtain the energy disper-
sion of SLG for the pi orbitals. For the sake of brevity and simplicity, we will only consider
nearest-neighbor interactions between the carbon atoms.
To ﬁnd the eigenvalues Ej(~k) of Eq. (4.26), Hˆ and Sˆ must be known. SLG has two
nonequivalent atoms per unit cell, A and B, therefore there are only two possible Bloch
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functions (ΦA and ΦB) which are given by
ΦA(~k, ~r) = N
− 1
2
N∑
n=1
ei
~k·~RA,nφA(~r − ~RA,n), (4.27)
ΦB(~k, ~r) = N
− 1
2
N∑
n=1
ei
~k·~RB,nφB(~r − ~RB,n). (4.28)
The diagonal elements of Hˆ, HAA and HBB, are calculated by inserting Eqs. (4.27) and
(4.28) into Eq. (4.18):
HAA = N
−1
N∑
n′=1
N∑
n=1
〈
φA(~r − ~RA,n′)
∣∣∣ Hˆ ∣∣∣φA(~r − ~RA,n)〉 , (4.29)
HBB = N
−1
N∑
n′=1
N∑
n=1
〈
φB(~r − ~RB,n′)
∣∣∣ Hˆ ∣∣∣φB(~r − ~RB,n)〉 . (4.30)
In each case, a double sum over all unit cells appear. In other words, we are considering
that each atom A from a given unit cell n is being perturbed by the atoms A from all
other unit cells. If we consider that the terms that involve the same unit cell are dominant,
i.e., the atom A is not perturbed by other atoms, we get for HAA and HBB the following
approximations
HAA ≈ N−1
N∑
n=1
〈
φA(~r − ~RA,n)
∣∣∣ Hˆ ∣∣∣φA(~r − ~RA,n)〉 = A, (4.31)
HBB ≈ N−1
N∑
n=1
〈
φB(~r − ~RB,n)
∣∣∣ Hˆ ∣∣∣φB(~r − ~RB,n)〉 = B. (4.32)
where we deﬁned the following constants:
A ≡
〈
φA(~r − ~RA,n)
∣∣∣ Hˆ ∣∣∣φA(~r − ~RA,n)〉 , (4.33)
B ≡
〈
φB(~r − ~RB,n)
∣∣∣ Hˆ ∣∣∣φB(~r − ~RB,n)〉 . (4.34)
To calculate the diagonal elements for Sˆ, SAA and SBB, we do the same approximation
as done previously and get
SAA = SBB = 1. (4.35)
Now that we have the diagonal elements of matrices Hˆ and Sˆ, we need to ﬁnd their
oﬀ-diagonal elements. Inserting Eqs. (4.27) and (4.28) into Eq. (4.18) gives:
HAB = N
−1
N∑
n′=1
N∑
n=1
e−i(~k·~RA,n′−~k·~RB,n) (4.36)
×
〈
φA(~r − ~RB,n′)
∣∣∣ Hˆ ∣∣∣φB(~r − ~RB,n)〉 . (4.37)
Once again, a double sum appears over all unit cells. If we consider only the contribution
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from the 3 nearest-neighbors in each unit cell, we have that
HAB ≈ N−1
N∑
n=1
3∑
l=1
ei
~k·~δl
〈
φA(~r − ~RA,n′)
∣∣∣ Hˆ ∣∣∣φB(~r − ~RB,n)〉 . (4.38)
Deﬁning the quantities
t = −
〈
φA(~r − ~RA,i)
∣∣∣ Hˆ ∣∣∣φB(~r − ~RB,i − ~δl)〉 , (4.39)
f(~k) =
3∑
l=1
ei
~k·~δl . (4.40)
and substituting them in Eq. (4.38) gives
HAB = −tf(~k), (4.41)
If we substitute the nearest-neighbor vectors of Eqs. (4.3), (4.4) and (4.5) into Eq. (4.40),
we get:
f(~k) = eiakx + e−i
a
2 (kx−
√
3ky) + e−i
a
2 (kx+
√
3ky) (4.42)
= eiakx
[
1 + 2e−i
3a
2
kx cos
(√
3
2
aky
)]
(4.43)
Now we can write the Hˆ and Sˆ matrices as
Hˆ =
(
A −tf(~k)
−tf∗(~k) B
)
, (4.44)
Sˆ =
(
1 sf(~k)
sf∗(~k) 1
)
. (4.45)
Since we are assuming only pi orbitals per atomic site, we have that A = B = 2p. If we
substitute Eqs. (4.44) and (4.45) into Eq. (4.26) and ﬁnd the eigenvalues for this secular
equation, we get two solutions for Ej (E+ and E−) which are written as
E±(~k) =
2p ± t
√
f∗(~k)f(~k)
1∓ s
√
f∗(~k)f(~k)
(4.46)
E+ and E− are often called bonding (pi band) and antibonding (pi∗ band), respectively.
The energy dispersion along the path K ′ −→ Γ −→ M −→ K is shown in Figure 4.4a. The
two degenerate bands touch each other at the corners of the FBZ, i.e. at the K-points9,
and the condition for Ek = 0 is only satisﬁed in these points. This is very important since
the electrons, in the absence of external forces, will tend to occupy the lowest states of
energy. The cones near the k-points (yellow circle) in Figure 4.4b are usually called Dirac
cones. Before making any kind of calculations, notice that in the vicinity of the K point10
of Figure 4.4a, the energy dispersion seems to behave linearly. Of course it is mainly an
approximation, but what kind of diﬀerent physical phenomena arise from this fact? We
9Also called Dirac points or neutrality points.
10The vicinity of the K-points is often called the K-valley.
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(a) (b)
Figure 4.4: Energy dispersion for graphene with t = 2.8 eV, s = 0 and ep = 0. (a)
Energy dispersion along the path K ′ −→ Γ −→ M −→ K of the Brillouin zone
(see Figure 4.3). Notice that the energy is zero at the k-points, i.e., at the
intersection of the pi and pi∗ bands. (b) Energy dispersion plotted as a function
of kx and ky. The yellow circles indicates the vicinities of the K points (Dirac
cone).
will now present what may be the most import calculations of this chapter.
Deﬁning the 2D vector ~q = ~k − ~K and expandingEq. (4.43) around K11 we ﬁnd
fK(~q) ≈ 3a
2
(qx + iqy) (4.47)
where the index K indicates the expansion point. Similarly, expanding around K ′, we
ﬁnd
fK′(~q) = f
∗
K(~q) =
3a
2
(qx − iqy) . (4.48)
If we construct the Hamiltonian of Eq. (4.44) and set A = B = 2p = 0, we get
Hˆ = ~vF
(
0 qx + iqy
qx − iqy 0
)
= ~vF ~σ · ~q (4.49)
where ~σ = (σˆx, σˆ∗y) are the Pauli matrices and vF is called the Fermi velocity, which is
deﬁned as
vF ≡ 3ta
2~
≈ 106 m s−1 (4.50)
The Hamiltonian of Eq. (4.49) is that of a massless particle with spin 12 (e.g., a neutrino
but with vF replaced by c). Its eigenvalues are given by
 (~q) = ±~vF |~q| . (4.51)
where the + and − signs refer to the electrons in the valence (pi) and conduction
11First-order Taylor series expansion with two variables.
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(pi∗) bands. If we want, we can write the energy as a function of the momentum ~p by using
the relation ~p = ~~q, i.e.,
 (~p) = ±vF |~p| . (4.52)
The spinor behaviour of the pi electrons arise because there are two atoms per unit
cell, not because of the electrons' spins. The velocity ~v is given by
~v = ∇pE(~p) = vF ≈ 1
300
c (4.53)
where c is the speed of light. This means that electrons near the K and K ′ points behave
like photons, but with a constant velocity vF instead of c.
4.3 Optical and Vibrational Properties
In general, and from a semiclassical perspective, when a set of photons hit a material
sample, part of these photons will be transmitted and the remaining will interact with the
sample via mechanisms of absorption, reﬂection, photoluminescence and light scattering.
These light-matter interactions are determined by the vibrational and electronic proper-
ties of the material [36]. In what follows, we will present some relevant optical properties
of graphene as done in Ref. [37], namely, the optical and saturable absorptions and lu-
minescence. Moreover, we present a simple introduction to the Raman eﬀect as done in
Refs. [3, 36] to better understand the Raman spectroscopy given in Section 4.4.
4.3.1 Optical Absorption
The real part of the optical conductance12 G′ (ω) of SLG in a wide region of the electro-
magnetic spectrum is expected to be wavelength independent and is given by [2]
G′ (ω) = G0 ≡ e
2
4~
(4.54)
where ~ is the Planck constant and e the electron charge. The transmittance is calculated
using the Fresnel equations in the thin-ﬁlm limit and is found to be [2]
T =
(
1 +
piα
2
)−2
= 1− piα ≈ 0.977 (4.55)
where
α =
e2
4piε0~c
=
G0
piε0c
≈ 0.007 (4.56)
is the ﬁne-structure constant. In the visible region, SLG reﬂects less than 0.1% of the
incident radiation. Since the transmittance is about 97.7%, the absorbance A is taken to
be proportional to the number of layers and is approximately written as [37]
A ≈ 1− T ≈ piα ≈ 2.3% (4.57)
SLG has an absorption spectrum approximately constant in the range of 300−2.500 nm.
Figure 4.5 shows experimental results from Ref. [2] of the absorption and reﬂected spectrum
for SLG in the near-infrared spectral region.
12G(ω) = G′(ω) + iG′′(ω)
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(a) (b)
Figure 4.5: Reﬂection and Absorption in SLG. (a) Reﬂection from SLG on a SiO2 substrate
as a function of the photon energies in the range of 0.5 − 1.2 eV. The green
and red lines are associated with the left vertical axis while the blue one is
associated with the right vertical axis. (b) Absorption as a function of the
photon energies for 3 diﬀerent SLG samples. Reproduced from Ref. [2].
4.3.2 Saturable Absorption
Consider a system consisting of a photon with energy ~ω0 incident on SLG. Since the
latter has a linear dispersion relation with zero bandgap, the photon will be absorbed
and an electron-hole pair will be generated. This interband excitation will produce and
electron with excess energy ~ω0, with a nonzero momentum. Since the electron is in a
non-equilibrium state, it will lose its excess energy to other carriers and to the crystal
lattice, reaching an equilibrium state. The transition time between these two states (non-
equilibrium and equilibrium) is called the relaxation time (τ).
Now, instead of one photon, let us consider light (many photons) incident on SLG. Once
again, electrons will be excited to the conduction band which will be responsible for the
absorption of light. After this photoexcitation, the hot13 electrons will lose their excess
energy (thermalize and cool down) until they recombine again with a hole. But during this
relaxation time of the hot electrons, an interesting thing happens. Since we can only have 2
electrons per state (Pauli's exclusion principle), some electron-hole pairs will block exci-
tation from the valence to the conduction band that was previously possible. This blocking
is called Pauli blocking. If we increase the number of excitations per unit time (higher in-
tensity), we increase the Pauli blocking and consequently decrease the absorption. The
increase in transmission is called photobleaching. Figure 4.6 illustrates this phenomena.
One of the applications of this eﬀect is the generation of ultrashort pulses [6,38]. For more
details see, for example, Ref. [38].
4.3.3 Luminescence
When an electronic system of a solid is excited (e.g., by bombardment with electrons), pho-
tons can be emitted in order to achieve an equilibrium state. These two steps may be sepa-
rated by other processes that we have discussed previously (e.g., carrier-carrier scattering).
This general phenomena (excitation and emission of photons) is called luminescence [33].
13Hot electrons are optically excited electrons
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(a) (b) (c)
Figure 4.6: Illustration of the Pauli blocking eﬀect in SLG that leads to a saturable ab-
sorption. (a) Photons with energy ~ω excite electrons of the valence band to
the conduction band (interband transition), generating electron-hole (e-h) pairs
and producing a non-equilibrium carrier population in both bands. The yellow
line indicates the optically excited carriers. (b) The previous hot carriers relax
via various mechanisms of carrier-carrier and carrier-phonon scattering while
new photons are being absorbed and new e-h pairs are being generated. (c)
As the carrier population increases, the states with energy ~ω become occu-
pied. Thus, by the Pauli exclusion principle, no more photons are absorbed -
saturable absorption.
If we use electron bombardment as an excitation process we call it cathodoluminescence,
if we use photons we call it photoluminescence and so on.
Since SLG has a zero bandgap, the only time hot carrier can radiatively recombine is
during the relaxation time. But the hot carriers in graphene relax very rapidly through
electron-electron (e-e) and electron-phonon scattering compared with the slow process of
radiative recombination [39]. One possible solution is to induce bandgap in SLG (e.g.,
turning SLG into graphene ribbons and quantum dots). This way, hot carriers can relax
into the bottom of the pi band and recombine radiatively. Broadband nonlinear photolu-
minescence was reported it and occurs in the visible spectrum for both higher and lower
energies of excitations [37]. For example, this type of photoluminescence was observed in
pristine SLG under excitation by ultrashort laser pulses with 30 fs duration and central
wavelength λ0 = 830 nm [39]. For more details see Ref. [37].
4.3.4 Raman Scattering and Phonons
The Raman scattering eﬀect consists on the inelastic scattering of photons (light) in a
material, i.e., incident and scattered photons have diﬀerent frequencies.
Consider a photon with energy Ei = ~ωi and momentum14 ki that is incident on a
material and is scattered with energy Es = ~ωs and momentum ks. Since the energy and
momentum must be conserved, we have that:
ωs = ωi ± ωq, (4.58)
ks = ki ± q (4.59)
where the + and − signs represent the absorption or excitation in the medium,
14We are considering the de Broglie relation ~p = ~~k.
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respectively (e.g., absorption or creation of a phonon), and ωq and q represent the frequency
(i.e., energy) and momentum change in this scattering event. If there is no change in both
frequency and momentum of the scattered photons (Rayleigh scattering), we have that
ωq, q = 0. Usually, in Raman scattering, these changes involve phonons and therefore q is
the momentum of a phonon and ~ωq its energy. From what follows, we will only consider
phonons in the Raman eﬀect.
As we saw in Eqs. (4.58) and (4.59), the scattered photons increased or decreased their
energy by annihilating or creating a phonon, respectively. The creation of a phonon is
called Stokes process, while the destruction is called anti-Stokes process. Since phonons
are bosons, i.e., they have spin 0 and do not satisfy Pauli exclusion principle, the average
number of phonons 〈n〉 is determined by the Bose-Einstein statistics:
〈n〉 = 1
exp
(
Eq
kBT
)
− 1
(4.60)
where T is the temperature and kB is the Boltzmann constant. Thus, the number of
phonons will depend on the temperature. More details on the Raman eﬀect can be found
in Refs. [3, 36].
(a) (b)
Figure 4.7: Phonon dispersion and Raman spectra of graphene. (a) Brillouin zones with
an illustration of the electronic dispersion near the K-points of SLG (upwards)
and the optical phonon dispersion for SLG (downwards). The colored symbols
are experimental data and the dispersion of in-plane phonon modes are repre-
sented by the black curves. Adapted from Ref. [3]. (b) Raman spectra of SLG
for diﬀerent number of graphene layers (1-4) on a Si/SiO2 substrate and for
graphite (bulk). Reproduced from Ref. [4].
4.4 Raman Spectroscopy
It is rather surprising that SLG can be visible on a SiO2 substrate using an optical mi-
croscope. The optical contrast seen between SLG and the substrate depends on the wave-
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length of light, the angle of incidence and the thickness of the SiO2 [4]. Other microscopy
techniques like scanning electron microscopy (SEM) and transmission electron microscopy
(TEM) are used to characterize graphene [4, 40]. We will now brieﬂy discuss Raman
Spectroscopy as done in Refs. [3, 4]. Other techniques, such as TEM and angle-resolved
photoemission spectroscopy (ARPES) will not be discussed in this thesis.
Raman spectroscopy is a non-destructive characterization technique based on the Raman
scattering eﬀect (see Section 4.3.4). It can give information about the structural and
electronic properties, as well as the number of graphene layers, the stacking order and
the density of impurities and defects. The Raman spectra of graphene and other carbon
allotropes have three main common peaks, namely, the G (∼ 1580 cm−1) , the D (∼
1350 cm−1) and the 2D (∼ 2690 cm−1). The latter is also referred to as G′ peak (band).
We reefer the reader who seek a more complete and detailed discussion on these and other
peaks of graphitic materials, as well as other aspects on Raman spectroscopy, to Refs. [3,36].
The G-band is a ﬁngerprint for sp2 carbon materials and it is related with high fre-
quency in-plane optical phonons at the center of the FBZ (Γ). Notice that the frequency
of the LO phonon mode in Figure 4.7a is the approximately the same as the Raman shift
of the G peak in Figure 4.7b. The D-band is the ﬁngerprint for disorder and its intensity
can be used to determine the amount of disorder15. The 2D-band is also a ﬁngerprint of
sp2 carbons, but its intensity and dispersion is very sensitive to the type of allotrope and,
in this case, to the number of layers in graphene. Figure 4.7 shows the Raman spectra
of graphene for diﬀerent layers (including bulk graphite). Notice the way the 2D peaks
change their intensities as the number of layers increase.
15In other words, no disorder means no D peak.
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Chapter 5
Ultrafast Carrier Dynamics in
Graphene
(I learned very earlier the diﬀerence between knowing the name of something and
knowing something.)
Richard P. Feynman,
What do You Care What Other People Think?
5.1 Introduction
Consider a system consisting of a semiconductor with a bang-gap energy Eg and a photon
with energy ~ω > Eg, where ~ is the Planck constant and ω the frequency. If the photon is
absorbed by the semiconductor, an electron belonging to the valence band will be promoted
to the conduction band. Since the energy of the photon is larger than that of the band
gap, the electron will have an excess energy ~ω − Eg and therefore a nonzero momentum
wave vector determined by the band structure of the semiconductor. At this point, the
electron is in a non-equilibrium state. It will lose its excess energy and momentum to
the other carriers and to the crystal lattice via various mechanisms of carrier-carrier and
carrier-phonon scattering. After a time τ , the electron recombines with a hole in the
valence band and the semiconductor returns to its initial state. If the semiconductor is
substituted by a metal, the absorption of a photon could result in an intraband excitation of
an electron in the conduction band or an interband excitation, like the previous case of the
semiconductor, followed by energy and momentum scattering. Carrier dynamics consists of
these scattering and recombination mechanisms and of the timescale at which they occur.
If these time scales are ultrafast i.e., in the picosecond scale or below, they are referred
to as ultrafast carrier dynamics. To study ultrafast carrier dynamics one often studies the
inﬂuence that the excited carriers have on the optical properties of the material, e.g., on
the complex refractive index n˜ = n + ik or the relative permittivity ε = ε′ + iε′′. More
details can be found in references [41, 42]. Here, we are not going to deep in this subject
since we, until now, have not obtained results that allow this kind of studies. However, we
will present a brief literature review which was done at the beginning of this thesis.
5.2 Literature Review
A brief review of recent studies of ultrafast dynamics of charge carriers in graphene will be
made in this section. There have been several experimental reports in this area using pump-
probe techniques. Some of these papers will be presented and discussed chronologically
throughout this section.
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The ﬁrst femtosecond time-resolved study of the generation, relaxation and recombina-
tion of non-equilibrium electronic carriers in solid graphite was presented by Seibert et
al. [43] in 1990. They presented a comprehensive study of femtosecond carrier dynamics
using femtosecond reﬂectivity and transmission measurements. Their experiment consisted
of a pump-probe technique with a mode-locked dye laser that supplied optical pulses of
50 fs duration, centered at 620 nm, with a repetition rate of 100 MHz. The sample used was
a thin ﬁlm of highly oriented pyrolytic graphite (HOPG) with 350Å thickness. Initially,
they observed the creation of a hot, nondegenerate plasma at energies corresponding to
the optically pumped states, followed by its thermalization via carrier-carrier scattering
processes on a time scale shorter than the resolution of the experiment (50 fs). Then, the
electron and hole distributions relaxed to the respective band extrema by electron-phonon
scattering processes in ∼ 1 ps. This study provided important results for theories of the
ultrafast optical properties of graphite.
To the best of our knowledge, Dawlaty et al. [19] published in January 2008 the ﬁrst
measurements of the ultrafast dynamics of photoexcited carriers in epitaxial graphene. Var-
ious samples of few-layer and multilayer graphene were studied. They used time-resolved
pump-probe spectroscopy with a Ti:sapphire mode-locked laser with 81 MHz pulse rep-
etition rate, 708 nm center wavelength and ∼ 85 fs pulse width. The pump pulses had
energies between 3 and 15 nJ and were used to generate photoexcited carriers, while weak
probe pulses with energies between 30 and 100 pJ were used to measure the changes in the
transmittivity of the graphene samples at various delays of the probe pulses with respect
to the pump pulses. Transmittivity transients were measured for diﬀerent pump pulse en-
ergies in order to vary the photogenerated carrier densities. To explain the transmittivity
transients, a simple model was used that incorporated band-ﬁlling eﬀects with intraband
carrier-carrier and carrier-phonon scattering. This model included two relaxation times:
τ1 (fastest) and τ2 (slowest). The initial fast relaxation times τ1 were found to be in the
70-120 fs range and the slower relaxation time τ2 in the 0.4-1.7 ps range. The dependence
of τ2 was attributed to the degree of crystalline order. The fast relaxation times τ1 were
found to be consistent with the theoretical predicted carrier-carrier intraband scattering
rates in graphene in reference [44]. However, τ1 was not accurately resolvable since its
value is of the order of the pulse width used in the experiment. Despite this limitation in
the time resolution of the experiment, this work served as support for studies that followed,
including the present work.
In October of the same year, Sun et al. [45] published an article with observations of
ultrafast relaxation dynamics in epitaxial multilayer (ML) graphene using ultrafast optical
diﬀerential transmission (DT) spectroscopy. They used a Ti:sapphire laser with 250 kHz
repetition rate, 800 nm center wavelength and 100 fs pulse width to pump an infrared
optical parametric ampliﬁer (OPA) with signal wavelength tunable from 1.1 to 2.6µm and
an idle tunable from 1.6 to 2.6µm. The pump pulses have a central frequency of 800 nm
and either the signal or the idler are used as the probe pulse. The temporal resolution of the
experiment was 150 fs . The probe wavelength was varied. The temperature of the sample
was also varied to understand the eﬀect of the lattice temperature on the carrier dynamics.
The DT signal showed little temperature dependence apart from minor amplitude changes
and diﬀerent relaxation times.
In 2009, Newson et al. [46] presented a study of time-resolved transmissivity and reﬂec-
tivity of exfoliated graphene (SLG and MLG). The samples used in the experiments had
a number of layers between 1 and 260, with a uniform thickness over a circular area of
at least 15µm. A 80 MHz Ti:sapphire oscillator provided 1.0 nJ pump pulses with 150 fs
pulse width and 800 nm central frequency while simultaneously pumping an 80 MHz op-
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tical parametric oscillator (OPO) system, delivering 2.5 pJ probe pulses with 150 fs and
1300 nm central frequency. The probe wavelength was chosen to be below the indirect Si
band gap so that only free carrier absorption could occur. The real and imaginary parts of
the optical conductivity were extracted and the kinetics indicated a non-exponential recov-
ery of both real and imaginary parts of the latter, with fast and slow time constants that
diﬀer by an order of magnitude. Moreover, they showed that the time-dependent optical
properties depend on the number of layers and suggested that it is related to transport
and sample-substrate coupling. They also observed that, for the probe photon energies,
the properties did not change when proceeding from graphene to few layer samples.
In August 2010, Huah et al. [47] reported transient absorption microscopy as a novel tool
to characterize graphene and to interrogate the charge carrier dynamics. It was shown that
the transient absorption signal is correlated with the number of graphene layers. Moreover,
fast and slow relaxation times were observed. The sample studied was epitaxial graphene
formed by sublimation of Si from the Si-face 4H-SiC (0001), with an average number of
graphene layers of 1.9. The time resolution at the sample was ∼ 230 fs, which again limited
the observation of the fast relaxation processes.
Recently, in June 2013, Brida et al. [5] published a study that combined pump-probe
spectroscopy with a microscopic theory to investigate electron-electron interactions during
the early stages of relaxation in SLG. The latter was grown by CVD and was transferred
onto 100µm quartz substrates in order to minimize artifacts (signals from the substrate) in
the pump-probe experiments. They performed two-color pump-probe spectroscopy using
few-optical-cycle pulses. They impulsively excited interband transitions with a 2.25 eV
pump pulse with 7 fs and with 2-2.5 eV bandwidth. Then, they probed with two IR
pulses: one with 13 fs and 1.2-1.45 eV bandwidth and the other with 9 fs and 0.7-1.2 eV
bandwidth. The set-up was driven by a regeneratively ampliﬁed mode-locked Ti:Sapphire
laser that delivers 150 fs pulses at 780 nm with 500µJ energy at 1 kHz repetition rate. This
laser drove three OPAs from which the visible pump pulses and the two near-IR probe
pulses were generated. These were then compressed to the transform-limited duration.
The availability of short IR probes allowed them to follow the electron population as it
evolves to a Fermi-Dirac distribution. They attributed the ultrafast relaxation dynamics to
(a) (b)
Figure 5.1: Femtosecond pump-probe transmission measurements on SLG. (a) ∆T/T
(transmission normalized) as a function of the wavelength λ and delay t. (b)
∆T/T at selected wavelengths as a function of the delay t. Reproduced from
Ref. [5].
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carrier multiplication1 and Auger recombination2 as a fundamental mechanism by electron-
electron interaction. The combination of temporal resolution and spectral tunability was
unprecedented and allowed them to track the early stages of electron thermalization. Figure
5.1 shows part of their results where the peak corresponding to the Pauli blocking can be
seen.
Very recently, in August 2013, Kim et al. [48] observed coherent lattice vibrations in
SL and ML graphene. They performed a femtosecond pump-probe experiments in the
transmission geometry using a Ti:sapphire laser. Since the vibrational period of the G-
mode in graphene is ∼ 21 fs, a pulse shorter than this period was needed in order to excite
this mode. They used a broadband femtosecond laser covering 1.38 to 1.80 eV (690-900
nm) with a pulse duration of 12 fs. The dephasing times obtained for SL and ML graphene
were 0.63 ps and 0.53 ps, respectively. A polarization-resolved study was also performed
and it was shown that the G-mode amplitude strongly depends on the polarization of the
pump beam relative to the probe.
1Carrier multiplication is an increase in the number of carriers in the conduction band from valence-band-
assisted Coulomb scattering.
2Auger recombination is a decrease in the number of carriers in the conduction band from valence-band
assisted Coulomb scattering
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Chapter 6
Experimental Details
- Where is the manual of this? - I asked
- You only need a manual if you don't know what you're doing...
During a Physics Laboratory Lecture
6.1 Overview
When performing pump-probe measurements, one needs to take into account several pa-
rameters of the experiment, namely, the dispersion compensation, the pump and probe
pulse duration ∆t, their spot size and the pump ﬂuence. Moreover, one needs to synchro-
nize the pump and the probe, i.e., determine the position r0 of the motorized delay stage
where both pulses are overlapping in time.
In this chapter we will present two pump-probe setup conﬁgurations that were built. In
fact, they are the same setup, with minor changes that allows diﬀerent type of measure-
ments (with and without spectral resolution). Moreover, we will discuss the techniques
used to determine and study general aspects of the experiments, such as the dispersion
compensation, the pulse synchronization, the spot size and the ﬂuence. Finally, we will
describe the samples available for this work, along with a technique to measure nonlinear
optical properties (z-scan).
6.2 Degenerate Pump-Probe Setup
As mentioned earlier in Section 3.1, there are many possible conﬁgurations in pump-probe
spectroscopy concerning the pump and probe beams geometry. Moreover, one can choose
between measuring the intensity I(τ) of the transmitted probe or its spectral intensity, i.e.,
I(λ, τ), where λ is the wavelength and τ the delay of the probe relative to the pump. We
denote the setup that measures I(λ, τ) as transient transmission spectral setup (see Fig.
6.1) since, in addition to having temporal resolution, it has spectral resolution, unlike the
setup that only measures I(τ), which we denote here by transient transmission setup only
(see Fig. 6.2). In both setups, an advanced few-cycle ultrafast laser oscillator (Femtolasers
Rainbow CEP), with a stable CEP, 80 MHz repetition rate and energy ∼ 2.5 nJ per pulse
pulse, was used. Moreover, a pre-compensation block, consisting of 4 chirped mirrors
(Venteon DCM7) and a pair of glass wedges (Fused Silica), were used to compensate
for the dispersion introduced in both beams (see Section 6.3.1). After that, the beam
goes through a beam splitter (FemtoOptics dielectric beam splitter 0.7%, p-polarized),
splitting it into two: a high intensity one, the pump, and a low intensity one, the probe.
One of the beams is transmitted in the BS, while the other one is reﬂected. In this
case, the pump is transmitted and the probe reﬂected. Since the BS has a coating and a
substrate, the transmitted beam will pass through the coating and the substrate, while the
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reﬂected one will not pass through the substrate. Because of this, a compensation plate
(FemtoOptics AR coated window), which consists in the same substrate as the BS with the
same thickness, is used in the path of the probe. After that, the probe enters a motorized
stage (Zaber T-LSM050A), controlled by a computer, where it is delayed relative to the
pump beam. A custom made corner cube1 alike piece (optical dihedral), which consists
in two mirrors that form a 90º angle, is mounted on this motor stage. Protected silver
mirrors (ThorLabs) are used throughout the experiment to change the beams' direction.
The polarization of the pump beam is changed using a polarization rotating periscope
(PRP). Both the pump and the probe are focused into the sample using a silver oﬀ-axis
parabolic mirror (ThorLabs, MPD508508-90-P01). Figures 8.1 and 8.2 in the Annex are
photographs of the setup.
6.2.1 Transient Transmission Setup
A transient transmission setup was built in order to measure the change in transmission
∆T (τ) as a function of the delay τ . Figure 6.1 illustrates the setup used in this experiment.
Before the probe beam is incident on the parabolic mirror (PM), a BS can be placed to split
Figure 6.1: BS - beam splitter; C - Chopper; CM - chirped mirrors; M - mirror; P -
polarizer; PM - parabolic mirror; PD - photodiode; L - lens; PRP - polarization
rotating periscope; S - shutter; Spec - spectrometer; w - glass wedges; θ - angle
between the pump and the probe when incident on the sample.
the probe into two (see block N of Figure 6.1): the transmitted one is incident into the PM,
1In a simple way, a corner cube is an optical piece that reﬂects light in the same direction as the source.
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focused on the sample and measured using a photodiode (ThorLabs DET210), while the
reﬂected one is immediately measured with another photodiode (ThorLabs DET210). The
pump beam is modulated with a mechanical chopper, which gives a reference signal to the
lock-in ampliﬁer, and then focused on the same spot on the sample as the transmitted probe.
The change in transmission ∆T (τ) is given by the transmitted probe at the same frequency
of the chopped pump, while the normalization factor T0(τ) is given by the reﬂected one
(block N). This way we can measure the quantity
∆T
T
≡ ∆T (τ)
T0(τ)
. (6.1)
After the pump and probe beams being focused on the sample, the pump is blocked, while
the probe passes through a polarizer in order to remove scattered pump light. Then, the
probe is collected by a photodiode, which is connected to the lock-in ampliﬁer. Likewise,
the lock-in ampliﬁer is connected to a computer, which controls the entire experiment using
a custom made LabVIEW program2 which we call Sprockets (see Algorithm 2.1). Note
that there is a consequence when using the block N : additional dispersion is introduced
in the probe beam.
6.2.2 Transient Transmission Spectral Setup
A transient transmission spectrum setup was built in order to measure the change in
transmission ∆T (λ, τ) as a function of the delay τ and wavelength λ (see Fig. 6.2).
There are 3 main diﬀerences between this setup and the one described previously: (1)
no modulation of the beams is performed, (2) the BS before the PM is not used to split
the probe into two3 and (3) the transmitted probe is measured by a spectrometer (Ocean
Optics HR4000), not a photodiode. A shutter can be used to measure the probe beam
with (Ton) and without (Toff) the pump beam incident on the sample. Thus, we are able
to measure the quantity
∆T
T
=
Ton(λ, τ)− Toff(λ, τ)
Toff(λ, τ)
. (6.2)
Both the shutter and the spectrometer are connected to a computer which, once again,
controls the entire experience using a custom made LabVIEW program which we call Ego
Trip (see Algorithm 2.2).
6.3 General Aspects
6.3.1 Dispersion Compensation
As it was mentioned before, the pre-compensation block is composed of 4 chirped mirrors
and a pair of glass wedges of fused silica (FS). The two main sources of GDD are the
substrate of the beam splitter and the medium of propagation - air. The BS has a GDD
of ϕ
′′
BS = 20 fs
2@650− 950 nm, as well as the compensation plate. Both pair of chirped
2The construction of the LabVIEW programs used to control the experiments will not be discussed here
since it is beyond the scope of this thesis, however if the reader seeks more information, do not hesitate
to contact us.
3This is because we did not have two available spectrometers at the time.
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Figure 6.2: BS - beam splitter; CM - chirped mirrors; M - mirror; P - polarizer; PM -
parabolic mirror; L - lens; PRP - polarization rotating periscope; S - shutter;
Spec - spectrometer; w - glass wedges; θ - angle between the pump and the
probe when incident on the sample.
mirror have a GDD of ϕ
′′
CM = −240 fs2. The dispersion formula for air4 is given by [49]:
n2air(λ) = 1 +
579210× 10−8
238.0185− λ−2 +
167917× 10−8
57.362− λ−2 (6.3)
On the other hand, the dispersion formula for FS is given by [50]:
n2FS(λ) = 1 +
0.6961663λ2
λ2 − 0.06840432 +
0.4079426λ2
λ2 − 0.11624142 +
0.8974794λ2
λ2 − 9.8961612 (6.4)
By choosing a central wavelength λ0, which in this case is λ0 = 800 nm, we can calculate
the amount of GDD introduced in the beam by the air, when propagating a distance lair,
and by the FS of the wedges (see Example 2.2 of Section 2.3.3). The ultimate goal is to
have a total zero GDD, i.e.,
ϕ
′′
air(λ0, lair) + ϕ
′′
BS + ϕ
′′
CM + ϕ
′′
FS(λ0, z) = 0.
4Air with a temperature of 15 ◦C, with a pressure of 101325 Pa and with 450 ppm CO2 content.
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The amount of insertion z to have a total zero GDD is then given by
z = −
d2
dλ2
[
2pic lair
nair(λ)
λ
]∣∣∣
λ0
+ ϕ
′′
BS + ϕ
′′
CM
d2
dλ2
[
2picnFS(λ)λ
]∣∣∣
λ0
. (6.5)
By computing Eq. (6.5), we estimate an insertion of z = 4.9 mm, assuming lair = 2 m and
λ0 = 800 nm. However, this is only an estimation that allows us to choose what chirped
mirrors and glass wedges to use. A d-scan trace will provide more precise information about
the exact position of the glass wedge where the corresponding insertion fully compensated
the central wavelength of the fundamental spectrum.
Figure 6.3: Setup used to acquire the d-scan traces of the pump beam. (a) Pre-
compensation block, where one of the wedges is moved by hand 1 mm to the
right or left. (b) At the sample's position, a nonlinear crystal (NLC) is used to
produce a second harmonic and a spectrometer is used to measure its spectrum.
The probe beam is blocked.
To eﬀectively compensate for the dispersion, we acquired d-scan traces of the pump
beam at the sample's position. The setup is illustrated in Figure 6.3. The sample of
study is replaced by a nonlinear crystal (NLC) with 20µm thickness. The direction of the
translational stage of the sample is also changed in order to have the same direction of the
pump beam. The second harmonic spectrum as a function of the glass wedges' insertion is
collected with a spectrometer (Ocean Optics HR4000) with an integration time of 5000µs
and performing an average over 30 data points. The glass wedge is moved by hand with a
step of 0.20± 0.02 mm.
6.3.2 Spot Size and Fluence
Depending on the available material at our disposal, the spot size of the pump and the probe
can be rather diﬃcult to measure. Essentially, there were two ideas that involved focusing
one or both beams in a CCD camera (Philips PCVC 840K/P00). One of them, depicted
in Figure 6.4, consisted in using the reﬂection at the sample's surface to estimate the
spot size. The main problems are the great amount of scattering and the easy saturation
of the CCD pixels, which requires the use of many ﬁlters. Moreover, one has to be very
accurate in the optical paths between the sample's surface and the CCD pixels. The second
idea was to substitute the sample by the CCD camera and perform a kind of z-scan (see
Section 6.5) to determine where the minimum spot size occurs. The reader may ask but
how do you know whether that spot size will be the spot size at your sample when you
remove the CCD camera?. Well, there is more. After determining the minimum spot
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Figure 6.4: Experimental setup used to determine the spot size. The distance from the
camera and lens to the sample is 2f , where f is the focus. Idea taken from
Tiago Pinto's MSc thesis [6].
size, the sample would again be placed in the motorized sample stage and a z-scan alike
experiment would be performed in order to determine the position where the maximum
saturable absorption would occur. What we are basically assuming is that the minimum
spot size would correspond to the maximum transmission in the z-scan experiment. This
experiment was performed but did not have satisfying results because of the great amount
of scattering did not allow to see any changes in the spot size as the translational stage
was moved. However, z-scan alike experiment can provide information about the position
of where the minimum spot size occurs.
6.3.3 Pump-Probe Synchronization
To synchronize the pump and the probe pulses, we need to ﬁnd the position r0 of the delay
stage (motorized). If we overlap both beams in space and measure their spectrum (e.g.,
using a spectrometer), we can perform spectral interferometry (see Section 2.4.1) and, by
moving the delay stage, i.e., increasing or decreasing the path of the probe, we can ﬁnd the
position r0 in which the probe is synchronized with the pump. When both beams enter the
parabolic mirror, which focus them in the same spot, a thin plate (letter B in Fig. 6.5) is
used to produce two pairs of collinear beams. This way, we have a transmitted probe and
reﬂected pump spatially overlap in one direction and a transmitted pump and reﬂected
probe in the other. However, the pump and the probe have polarizations orthogonal to
each other, therefore no interference is possible. So, we needed to change the polarization
of one of them. To do that, a wave plate was used. But there is a cost associated with this
option - the optical path of the beam at stake is changed. Moreover, the thin plate used
alters the optical path of the transmitted beam.
To determine the position r0, two setups were used (see Fig. 6.5). The idea is the fol-
lowing. In the ﬁrst setup (see Fig. 6.5a), we determine a position rprobe of the translational
stage where the optical path of the probe is equal to that of the pump, i.e.,
rprobe = rpump + rWP + rB (6.6)
where rpump is the path of the pump without the wave plate and the thin plate, rWP
is the path of the wave plate and rB is the path of the thin plate. In the second setup
(see Fig. 6.5b), we switch the wave plate into the probe beam path. Additionally, instead
of measuring the transmitted pump and reﬂected probe, we measure the opposite, i.e., the
transmitted probe and reﬂected pump. After that, we ﬁnd the new position of the probe
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Figure 6.5: Spectral interference setups. (a) A wave plate λ/2 is in the path of the pump
in order for it to have the same state of polarization of the probe.
r
′
probe where both pulses are overlapping in time. This position r
′
probe is given by
r
′
probe = rprobe + rWP + rB (6.7)
= rpump + 2 (rWP + rB) . (6.8)
The diﬀerence between Eqs. (6.6) and (6.8) gives
rprobe − r′probe = 2 (rWP + rB) ≡ β (6.9)
where we deﬁned a constant β for convenience. The position of synchronization for the
pump-probe experiment (without the wave plate and the thin plate) is thus given by
r0 = rprobe − 1
2
β (6.10)
Notice that, once we know the constant β, we can skip the second setup (see Fig. 6.5a)
to determine the position r0. With this method we can also estimate the optical paths of
elements that we introduce in the setup.
6.3.4 Programming
As stated earlier, two custom made LabVIEW programs were made in order to control the
experiment and acquire data. Additional Python scripts were made to treat and analyze
the data. Here, we are only going to present the two basic general algorithms used in both
setups. Algorithm 6.1 shows the basic steps in the transient transmission experimental
setup (see Figure 6.1). The experiment can be done with or without block N . On the
other hand, Algorithm 6.2 shows the basic steps in the transient transmission spectral setup
(see Figure 6.2). The experiment can be done with or without the shutter. An additional
custom LabVIEW program was made to perform the z-scan measurements using a power
meter. The algorithm is very similar to the one used in the transient transmission setup
(Algorithm 6.1) except some parts, such as the use of the lock-in ampliﬁer and the detector
at stake.
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Algorithm 6.1 Transient Transmission Setup (Sprockets)
Input: a number of measurements per step N , the motor stage step s, the initial and ﬁnal
position si and sf , respectively, an array containing the lock-in conﬁgurations and two
waiting times τs and τm, one after the motor step and the other before the measurement,
respectively.
Output: a signal ∆T (τ) or, in the case of inclusion of block N in Figure 6.1, the signal
∆T (τ)/To(τ). In the former case, we just have to consider To(τ) = 1.
1: let T0 and T (s) be the signals measured at block N and after the sample at a step
s, respectively;
2: let I be an array containing the signals ∆T (τ)/To(τ) at each step s;
3: conﬁgure lock-in with the an array containing the input parameters;
4: conﬁgure motor stage;
5: for each step s between si and sf do
6: wait a time τs;
7: for i ∈ [1, N ] do
8: wait a time τm;
9: measure T i(s);
10: measure T i0(s);
11: end for
12: compute T (s) = 1N
∑N
i=1 T
i(s);
13: compute T0(s) = 1N
∑N
i=1 T
i
0(s);
14: compute ∆T (s) = [T (s)− T0(s)] /T0(s);
15: end for
16: return I
6.4 Samples
Throughout this work, we had two samples of study at our disposal: single layer graphene
and multilayer graphene. These samples were studied before by Tiago Pinto5 in his MSc
thesis [6], where he performed Raman spectroscopy studies on both graphene samples and
an optical microscopy study on ML graphene. In the SLG sample, the characteristic G and
2D bands of the SLG sample were observed in the Raman spectra. The high D band was
also absorbed, which indicates a signiﬁcant disorder (see Section 4.4). Optical Microscopy
on MLG showed various domains with diﬀerent contrasts, which may indicate diﬀerent
number of layers (see Figure 8.4 in Annex).
6.5 z-scan
z-scan is a technique used to determine nonlinear optical properties of materials such as
nonlinear absorption or nonlinear refraction [51]. It consists in moving a sample in the
direction of a focused beam through its waist. In other words, the spot size on the sample
varies as we move the sample, up and down, in the direction of the focused beam. Since in
our setup the sample is placed in a motorized stage after the PM, we can move the sample
along a given direction, let's say z, in order to adjust the beams' spot size at the sample.
5IFIMUP-IN and Departamento de Física e Astronomia, Universidade do Porto.
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Algorithm 6.2 Transient Transmission Spectral Setup (Ego Trip)
Input: a number of measurements per step N , the motor stage step s, the initial and
ﬁnal position si and sf , respectively, an array containing the spectrometer conﬁgurations
(including the integration time) and a waiting time τs after the motor step.
Output: a signal Ton(τ) or, in the case of inclusion of a shutter in Figure 6.1, the signal
∆T (τ)/Toff(τ) of Eq. (6.2). In the former case, we just have to consider Toff(τ) = 1.
1: let Tdark be the signal measured with both beams blocked (for calibration
purposes) and Ton(s) and Toff(s) the signals measured with and without the pump
at a step s, respectively;
2: let I be an array containing the signals ∆T (τ)/Toff(τ) at each step s.
3: conﬁgure the spectrometer with the array containing input parameters;
4: conﬁgure motor stage;
5: acquire Tdark;
6: for each step s between si and sf do
7: wait a time τs;
8: for i ∈ [1, N ] do
9: open shutter;
10: measure T ion(s);
close shutter;
11: measure T ioff(s);
12: end for
13: compute Ton(s) = 1N
∑N
i=1 T
i(s);
14: compute Toff(s) = 1N
∑N
i=1 T
i
0(s);
15: compute ∆T (s) = [T (s)− Toff(s)] /Toff(s);
16: end for
17: return I
Figure 6.6: z-scan conﬁgurations in the pump-probe setup. (a) Both the pump and probe
are incident on the sample. (b) The sample is perpendicular to the pump beam
and the changes of the transmission of the pump are measured. (c) The same
thing, but instead of blocking the probe, the pump is blocked.
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We can perform open aperture6 z-scan measurements with one or both beams on the
sample. We tried three z directions for diﬀerent purposes: the ﬁrst one was the direction
deﬁned by the pump, the second one was deﬁned by the probe and the third one was a
direction parallel to the central ray axis of the parabolic mirror. Figure 6.6 illustrates these
setups used. Initially, we used a power meter (Thor Labs S120VC + PM100USB) in these
experiments and then moved on to use a spectrometer, which required the used of ﬁlters.
The idea was that, if we cannot see saturable absorption with the spectrometer (Ocean
Optics HR4000), we should not be able to measure the pump-probe signal using the same
device. We also tried a photodiode (ThorLabs DET210) with a lock-in ampliﬁer (Stanford
Research SR830), which also required the use of ﬁlters. Figure 6.6 summarizes the three
z-scan setups.
6This means that all the light reaches the detector, i.e., no aperture is used.
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Results and Discussion
Mal sabem os teus doutos juízes, grandes senhores deste pequeno mundo
que assim mesmo, empertigados nos seus cadeirões de braços,
andavam a correr e a rolar pelos espaços
à razão de trinta quilómetros por segundo.
Tu é que sabias, Galileo Galilei.
António Gedeão,
in Linhas de Força
7.1 Pulse Synchronization
The synchronization of the pump and probe beams in time was performed as described
in Section 6.3.3. The procedure was the following. The probe started of ahead the pump,
temporally speaking. In other words, in a 100 meters race, the probe would win the pump.
By using the translational or delay stage (see Figures 6.1 and 6.2), the probe would acquire
more optical path, thus decreasing its delay relative to the pump. As the delay decreases,
the period of the oscillation will also increase. When both are synchronized, the oscillation
Figure 7.1: Change of the intensity of each wavelength λ as a function of the delay:
∆S(λ, τ). A BS 0.7% was used after the pre-compensation block The inte-
gration time was 4 ms. Notice that by making horizontal cuts, we get a certain
amount of maximums (dark blue) that represent peaks from oscillation (see Fig.
7.2). The position of the motor for which the maximum number of matches is
a minimal represents the minimum delay between the pump and the probe.
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Figure 7.2: Spectral intensity for two speciﬁc time delays, τ1 and τ2. We can conclude that
|τ1| > |τ2|, i.e., at τ1 the probe is more far away than the pump, temporally
speaking, than at τ2. One can think of it as an horizontal cut on the 3D graph
of Figure 7.1.
component will tend to inﬁnity (see Eq. (2.21)). After that, if we continue to increase
the optical path of the probe, we will increase the delay relative to the pump. At this
stage, the period of oscillation component will increase again. By observing this change
in the spectrum, i.e., an increase and a decrease in the period of oscillation, we are able
to estimate the critical point where this change occurs. This point is the position of the
delay stage where both pulses are synchronized.
Instead of representing the spectra of the two overlapped beams S(λ, τ) as a function of
Figure 7.3: Spectral intensity for four speciﬁc time delays, τ1, τ2, taken from a diﬀerent
experiment, where a BS 50% was used after the pre-compensation block. We
can conclude, that |τ3| < |τ2| < |τ1| and that |τ1| ∼ |τ4|.
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the wavelength and the delay τ (or the motor position), we chose to represent the change
of the intensity of each wavelength λ as a function of the delay. This change can be written
as
∆S(λ, τ) =
S(λ, τ)
max [S(λ)]
(7.1)
where max [S(λ)] is the maximum value of intensity of a given wavelength λ for all delays
τ . Figures 7.1a and 7.1b shows this change ∆S(λ, τ) for the setups of Figures 6.5a and
6.5b, respectively. To ﬁnd out the position of the motor where the delay between the two
pulses is zero, we need to determine in which motor position, the period of oscillation is
bigger. This can be done, for example, by using an algorithm that for each delay, applies
a cosine ﬁt and thus determines the delay τ between the pulses. Figure 7.2 illustrates the
case where the period of oscillation increases as the delay between the two pulses is getting
lower1. Notice also that the number of maxima is less in the case (b). Other experiment
performed, represented in Figure 7.3, shows at the beginning a big delay between the two
pulses, followed the approach of the probe, and then its departure. This was done using
a BS 50%, i.e., the pump and probe had approximately the same energy
By performing these two experiments, we can determine the constant β of Eq. (6.9) and
thus determine the optical path of the wave plate and the thin plate. Notice that what
we measure is not the delay τ but the motor's position. By knowing the motor position
of synchronization, we can introduce in the program a safe range of distance where we
know the pulses will be synchronized in time (see Algorithm 2.1 and 2.2 of Section 6.3.4).
Another way that one can use to synchronize the pulses is to perform a cross-correlation
using a nonlinear crystal.
7.2 SHG and d-scan traces
After performing spectral interferometry of both pulses at the sample's position, we used
the pump beam to generate a second harmonic (SHG). By doing this, we were able to
perform d-scan traces (see Section 2.4.2). There were no more motorized stages, so we used
a mechanical instrument to vary the insertion of the glass wedges in the pre-compensation
block. The results obtained are depicted in Figures 7.4a and 7.4b. By using these traces,
we can determine the position or insertion of the glass wedges in order to fully compensate
the GDD of our pulses. Moreover, we can write a phase retrieval program and use this
information, along with the fundamental spectrum, to determine the electric ﬁeld of our
pulse [11]. Note that it would be very hard to ﬁnd the position where the central wavelength
of the fundamental spectrum is fully compensated if we would not have done the previous
estimations of Section .
7.3 Spot Size and Fluence
We were not able to eﬀectively determine the spot size and the ﬂuence, but for pedagogic
reasons, we are going to present one of the results we had when trying to measure the spot
size of the pump beam. The setup used is illustrated in Figure 6.4. We used a lens with a
focal length of 80 mm, which was the distance separating the lens from the sample (SLG)
and from the CCD camera. The latter, according to our setup, collected the spot size on a
scale 1:1. The data collected was in the form of RGB. So, for each pixel, we calculated the
sum R+G+B and plotted it (see Figure 7.5a). Then, for the sake of simplicity, we chose
1Data from Figure 7.1(a)
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Figure 7.4: d-scan traces of the pump beam after the sample's position (after the PM). The
beginning and end points for the insertion in (a) are not the same in (b), but
the scale is the same. Since the central wavelength of our laser is ∼ 800 nm,
we are interested in compensating for the dispersion ∼ 400 nm.
a value of the y axis that approximately cuts the spot size in its center. By doing that,
we were able to plot the intensity as a function of x and perform a ﬁtting to determine
the FWHM, which represents the spot size (see Figure 7.5b). The maximum values of the
experimental data are clearly saturated. Since there is a lot of scattering and saturation,
we can say that the spot size is, at least, less than 183µm, but this is not a satisfying
result, since we want a smaller value in order to have a bigger pump ﬂuence (e.g., like the
one in Ref. [19]).
Figure 7.5: Spot size at the sample's position. (a) Spot size image capture by the CCD cam-
era. The vertical line represents dead pixels. (b) Spot size at y ∼ 302.4µm.
The ﬁtted curve takes only into account the blue points. The FWHM of the
ﬁtted curve is 183µm, which means that the spot size is less or equal than that
value.
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7.4 z-scan
We performed z-scan measurements on the two samples referred in Section 6.4 (SLG and
MLG). In the sample of SLG, the results are inconclusive. In MLG, we were able to perform
several experiments that reproduced the same results. Figure 7.6 shows the results obtained
from the setups (b) and (c) of Figure 6.6, i.e., using the pump and the probe alternately.
In both cases, the z direction was parallel to the beam at stake. Note that, in order for
the spot position in the sample to be the same for both beams, both of them have to
enter exactly parallel to each other in the PM. A central peak (Gaussian like curve) can be
observed in both graphs and it is almost at the same sample position (∼ 0 mm), which may
indicate that the pump and the probe are not focusing exactly on the same spot size. Note
also that, according to the optical microscopic studies of the MLG sample (see Fig. 8.4 in
Annex), several domains, corresponding to a diﬀerent number of layers, are observed. This
means that both pulses can be probing diﬀerent regions if the alignment is not perfect.
Moreover, as the spot size gets smaller, the number of domains covered by the beam's
sport size will be smaller.
Figure 7.7a shows results of z-scan measurements with the setup represented in 6.6b.
Each data point is a mean of 20 points taken for each step (19.05µm), with a waiting time
of 50 ms after a given step. Notice that the changes in the normalized power are of the
order of ∼ 0.02, which may indicate a saturable absorption in MLG. Figure 7.7b shows
results of z-scan measurements with a similar setup represented in Figure 6.6a, with the
detector in the path of the pump and without the probe beam. Again, notice that the
changes in the normalized power are of the order of ∼ 0.1. Each data point is an average
of 100 points, with a waiting time of 100 ms after each step (19.05µm). The oscillations
near the delay ∼ 0 mm of the graph is thought to be due to MLG. Notice that, as the
sample moves in the z direction of the setup, the pump will hit diﬀerent regions of the
sample.
Figure 7.6: z-scan of the MLG sample. (a) Results for the setup shown in Figure 6.6b. (b)
Results for the setup shown in Figure 6.6c.
Figure 7.8a shows results of scattered pump in z-scan alike measurements with the setup
of Figure 7.8b. in the SLG sample. The peak is due to scattering of the pump beam on the
sample's surface. As the spot size of the pump decreases, the scattering increases. Notice
that we are also measuring the probe, but we know it is not due to the probe, since other
experiments, with the probe blocked, shown the same signal, but without the background
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Figure 7.7: z-scan alike measurements of MLG. (a) Results for the setup shown in Figure
6.6d. The pump power was Ppump ∼ 68 mW. (b) Results for the setup shown
in Figure 6.6a.
noise of the probe. The importance for this result comes from the fact that, by performing
this type of measurements on the pump and probe separately, we can ﬁnd out if the position
of the maximum scattering is, or not, equal. If it is not, then the position of the spot size
of the pump and the probe are not the same. For instance, the pump and the probe may
not be entering the PM exactly in parallel.
(a) (b)
Figure 7.8: Pump scattering in SLG. (a) Experimental results. The Gaussian is not due to
the saturable absorption. Instead, it is due to the scattering of the pump beam
at the sample's surface when the spot size is minimum. The peak is thought
to be the position of the sample stage where the spot size is minimum at the
sample's surface. (b) Experimental setup used in this experiment.
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Conclusions and Future Work
A transient time-resolved pump-probe setup in a transmission geometry was design and
built at the Femtolab in IFIMUP-IN. Custom made pieces and orders were made, including
an optical breadboard that allows the experiment to be portable. Moreover, custom made
LabVIEW programs were made in order to control the experiment, with or without spectral
resolution. Python scripts were also written in order to analyze the data collected by the
program.
Spectral interferometry experiments were performed to test the pump-probe setup and
the results showed that the delay between the pump and the probe can be controlled with
a delay step of ∼ 0.3 fs. These results also showed that the distances of the pump and
probe arms are the same when the motorized stage is in the position of synchronization
between both pulses.
To have the maximum resolution possible, GDD eﬀects needed to be compensated. d-
scan traces were obtained by using a nonlinear crystal to generate a second harmonic of
the pump beam and by moving a glass wedge in the horizontal direction, thus varying the
insertion. These results showed that the central wavelength of the fundamental spectrum
is compensated at a certain insertion of the glass wedge, that we can tune.
z-scan alike experiments were performed in order to verify the saturable absorption in
both graphene samples. A high intensity peak was found in MLG, along with other relative
weak peaks, using both the pump and the probe beams. This is a way to test if the signal
from the pump-probe we want to measure can be, in fact, measured. Moreover, one can
verify using this technique if the spot size of the pump and the probe are overlapping.
Another similar technique was used, but instead of the detector measuring one of the
beams, it measured the scattering occurring out of the beam's direction. This also indicates
if the pump and the probe are hitting the surface of the sample in the same position at
the minimum spot size.
For future work, we intent to perform cross-correlation with the pump and probe beams,
not only to synchronize the pulses in space and time, but also to determine the resolution
of the experiment. Moreover, we will use the z-scan alike measurements to further align
the pump and the probe spot size in the sample, thus enabling pump-probe measurements.
Known samples and SLG will be subject to pump-probe measurements in order to com-
pare with the literature. Then, studies of the ultrafast carrier dynamics of SLG will be
performed. Moreover, we will take advantage of our temporal resolution to study nonlinear
properties in several solid-state samples.
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Annex
Figure 8.1: Transient pump-probe transmission setup. It is the one described in Figure
6.1, but without the motorized stage after the parabolic mirror. 1 - pre-
compensation block, consisting of chirped mirrors and glass wedges; 2 - delay
stage, consisting of a custom made support, a motor and a custom made piece
containing 2 silver mirrors that reﬂects an entering beam in the same direction
but spaced by ∼ 4 cm; 3 - parabolic mirror where both beams enter parallel to
each other; 4 - sample's position where, after this photo was taken, a motorized
stage was assembled; 5 - mechanical chopper modulating the pump after the
polarization rotating periscope.
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Figure 8.2: Transient pump-probe transmission setup. It is the one described in Figure 6.1,
but without the motorized stage after the parabolic mirror. 1 - Iris ; 2 - Chirped
Mirrors; 3 - glass wedge; 4 - translational (micro) stage; 5 - beam splitter; 6
- mechanical chopper; 7 - polarization rotating periscope; 8 - periscope; 9 -
silver mirror; 10 - custom made optical piece that resembles a corner cube; 11
- custom made support for the motorized delay stage; 12 - motorized delay
stage; 13 - signal generator for the mechanical chopper; 14 - ﬁlter support; 15
- custom made shutter; 16 - photodiode; 17 - parabolic mirror; 18 - sample of
study (graphene); 19 - polarizer; 20 - beam dump.
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Figure 8.3: SHG and d-scan setup. It is the one described in Figure 6.3. 1 - Nonlinear
Crystal; 2 - parabolic mirror; 3 - lens; 4 - multimode ﬁber of the spectrometer;
5 - silver mirror; 6 - motorized stage after the parabolic mirror that holds
the sample, in this case, the nonlinear crystal; 7 - motorized delay stage that
controls the delay between the pump and the probe.
(a) (b)
Figure 8.4: Optical microscope images of MLG. Various domain with diﬀerent number of
layers can be observed (diﬀerent contrast). Courtesy of Tiago Pinto.
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