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Abstract
Metal powders are often used as an additive to conventional high explosives to enhance
the post-detonation blast wave. Piston-impact simulations are commonly utilized to predict
performance metrics such as detonation speed and strength, as well as assessing the impact
and shock sensitivity of these materials. The system response is strongly influenced by the
initial particle size distribution and material composition. Multiphase continuum models
have been routinely applied at the macroscale to characterize the detonation of solid high
explosives over engineering length scales. Current models lack a description of the physically
permissible constitutive relations for mass transfer due to general chemical reactions between
multiple components. The model developed in this study is a major extension of one formu-
lated for an inert mixture to include these reactions, which features a rigorous analysis of
the energetic processes that identically satisfy the Second Law of Thermodynamics. Addi-
tional features of the model include evolutionary equations which predict phase temperature
changes due to individual dissipative heating processes. Macroscale models often include
nonconservative source terms that prevent the system of evolutionary equations from being
posed in divergence form. A significant challenge in the development of numerical methods
to solve these model equations is the proper inclusion of discretizations for the nonconser-
vative sources. In the present work a novel modification of a centered finite-volume scheme
is formulated, which is a rigorous extension of a conservative method to include nonconser-
vative sources. This numerical scheme was used to perform a parametric study of metalized
explosives containing the high explosive HMX (C4H8N8O8), with both inert and reactive
aluminum. Wave speeds, structures, and energetics were shown to exhibit a strong depen-
dence on metal grain size, with reactive aluminum significantly accelerating the detonation




Multiphase continuum models have been used extensively to analyze macroscale flow fea-
tures in a number of engineering disciplines. These contain systems of evolution equations
for the quantities of interest, which are supplemented by algebraic source terms that describe
exchange processes between each phase. Many of these models also include additional, non-
conservative sources that are proportional to gradients in the phase volume fraction. These
quantities are often referred to as nozzling terms in the literature, due to their similarity
to sources arising in single-phase, inviscid quasi-one-dimensional flows. This work focuses
on a number of significant theoretical and computational developments, which are used to
investigate the detonation of heterogeneous metalized explosives. The motivations for exam-
ining multiphase flow models are discussed in Chapter 1.1, and an overview of the physical
problem is also provided. A review of the relevant theoretical and computational literature
is presented in Chapter 1.2, as well as studies performed on blast dispersal of solid grains in
a gas. Finally, Chapter 1.3 defines the objectives of this work and the organization of this
manuscript.
1.1 Background and Problem Description
Compressible flow of solid particle-gas mixtures is commonly encountered in numerous
applications. The modeling of gas-solid flow within fluidized beds has been extensively
studied in the chemical and petroleum engineering communities because of its relevance to
reactors and vertical risers [128, 130, 29, 90, 89]. Gas flows through porous media have also
been examined [131, 61], and reactive dusty gases have been widely studied because of their
potential to detonate upon ignition [71, 135, 119, 70].
An important application that has motivated a substantial body of modeling work is
the detonation of granular energetic materials. These include conventional high explosives,
e.g., RDX (C3H6N6O6) and HMX (C4H8N8O8), which are commonly used in pyrotechnics,
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propellants, and munitions, with typical grain sizes ranging from 1–500 µm. Micron-sized
metal grains are widely used as an additive to high explosives to enhance the post-detonation
blast [133, 92], resulting in a larger impulsive loading on structures. This property is par-
ticularly important in the design of thermobaric, or “bunker-buster” munitions, where high
metal exothermicity within the blast can deliver a significantly higher yield [10]. Although
metal oxidation occurs at a slower rate than that associated with high explosives, the use
of nanometer-sized grains may accelerate this rate [98, 123], and supply combustion energy
at a sufficient rate to further strengthen the energy release upon combustion [48]. Another
important application of multiphase models for granular energetic mixtures is the assessment
of the sensitivity of these materials to mechanical impact. If the mixture experiences damage
due to accidental loading, localized heating may initiate combustion of the explosive, which
could eventually lead to detonation. The development of flexible, robust multiphase models
is therefore an important tool for the mitigation of potential safety hazards [52, 51].
Impact-induced detonation is typically modeled as a planar piston impact problem, as
shown in Fig. 1.1 for a granular explosive. A mixture of condensed explosive grains and
reaction product gases is present within the domain, constituting a two-phase system. Here,
the transition to detonation has already occurred within the mixture, and the resulting
detonation wave travels to the right at a speed D, which is modeled as a shock propagating
at a speed much larger than the piston speed up, and is supersonic relative to the upstream
conditions to the right of the wave. Behind the detonation wave is a thin zone of chemical
reaction known as the explosive reaction zone. Mass, momentum, and energy exchanges
between the solid and gas phases occur within this region due to chemical reactions, drag,
heat transfer, and compaction of the granular material.
Figure 1.2 depicts the oxidation of a mixture composed of explosive and metal grains,
as well as the combustion products, which may be considered a three-phase system. For
metalized explosives the product phase may also consist of solid metal oxide and vaporized
metal. However, experiments indicate that metal oxidation occurs at a much slower rate
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than the explosive. Consequently, much of the metal combustion occurs behind the explo-
sive reaction zone, as shown in Fig. 1.2, and the detonation wave speed decreases due to
additional compressive work performed on the metal grains. The interphase exchange pro-
cesses therefore become significantly more complex when a metal phase is introduced. This
problem has motivated a substantial body of modeling work to determine the dependence of
detonation structures and detonation wave speeds on system parameters (e.g., metal grain
size and mass fractions, initial porosity, etc.) Extensive study has also been devoted to the
development of numerical methods capable of solving the model equations. Both topics are
key components of the work presented in this dissertation.
1.2 Literature Survey
Relevant work regarding theory, modeling, and computational aspects of the problem
are summarized here. An overview of existing theoretical and experimental work concerning
the detonation of heterogeneous energetic mixtures is also reviewed.
1.2.1 Multiphase Theory and Modeling
Multiple approaches have been taken in modeling multiphase flows containing solid par-
ticles immersed within a gas. Mesoscale modeling is suitable for analyzing phenomena oc-
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Figure 1.2: Schematic of a Detonation in a Metalized Explosive
regions of high temperature, referred to as hot spots, that can ultimately lead to ignition.
However, the dimensions of typical explosive charges are on the order of centimeters, which
makes mesoscale simulations computationally prohibitive for mixtures containing nanometer-
or micron-sized particles. This necessitates the use of bulk-scale modeling techniques.
Unlike mesoscale models that are based on relatively straightforward contact mechanics,
the primary difficulty with bulk-scale modeling arises in the treatment of the solid grains
at the bulk scale. Some authors have adopted the use of hybrid schemes, where an Eule-
rian description is used to model the gas phase, while a Lagrangian form is used to track
individual particles [70, 84, 9]. However, these methods suffer from the same limitations as
mesoscale models when applied to mixtures with significant solid volume fraction, due to the
inability to track large numbers of particles. The most widely used method to account for
large numbers of solid grains is a multiphase continuum modeling technique. This involves
the definition of averages to establish meaningful phase quantities at each spatial point in the
domain [36]. The resulting model is comprised of a system of hyperbolic partial differential
equations representing mass, momentum, and energy balance laws in each phase. The sys-
tem of equations is closed by constitutive relations, an algebraic or evolutionary expression
for volume fraction, algebraic interphase exchange terms, and a saturation constraint. An
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overview of the foundations of multiphase continuum models developed in the literature is
provided in [128]. Some versions of these models, such as that introduced by Butler [20, 115],
impose incompressibility of the solid particles, but these can result in ill-posed systems of
evolutionary equations that can lead to large numerical instabilities.
A highly influential two-phase model was proposed by Baer and Nunziato (BN) [7],
where each phase is fully compressible. An evolution equation for the solid volume fraction
is proposed, which is based on the pore collapse model of Carroll and Holt [23]; here, the
solid volume fraction is convected with the solid velocity. Forms of the interphase exchange
terms were selected such that an entropy inequality is satisfied for the mixture. This analysis
gives rise to the nonconservative nozzling source terms, which are proportional to local solid
volume fraction gradients. Some researchers have mitigated the numerical difficulties posed
by nozzling terms by ignoring them [55], or by introducing physical diffusion to transform the
system to a parabolic type [105, 27]. The former approach is difficult to justify on physical
grounds since the mixture entropy inequality is not formally satisfied; the latter introduces
additional model complexity that is unnecessary, since time scales associated with viscosity
and thermal conduction are significantly larger than the acoustic scales considered here.
The BN model has formed the basis of a large body of work, where modifications have
been made to include additional flexibility in prescribing interphase source terms [11, 107],
and extended to include multiple solid phases [56, 129, 62]. Other researchers have proposed
variations whereby the solid volume fraction may be convected with a velocity other than
that the solid phase, and the form of the nozzling sources are changed to reflect this more
generalized framework [114, 93]. However, it is unclear whether these formulations satisfy the
Second Law of Thermodynamics. Therefore, the present work adheres to the BN framework
to ensure physically relevant predictions.
1.2.2 Computational Work
Systems of nonlinear, hyperbolic partial differential equations are commonly solved using
finite-volume methods, where the equations are integrated locally in space and time to obtain
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approximate solutions [81]. Many of these methods are developed for systems of conservation
laws, which can be posed in divergence form; these methods are generally robust and properly
capture shock waves in the flow field. Methods for nonconservative systems of equations have
also been formulated, although they generally fail to capture strong shocks. Consequently,
the foundation of the numerical scheme presented here is a conservative, central scheme,
which requires less information concerning the eigenstructure of the model equations.
The proper discretization of nozzling sources in multiphase models poses a significant
challenge in the development of accurate, stable numerical methods. Many finite-volume
methods are based on Godunov schemes, which require the exact or approximate solution of
Riemann problems at the computational cell interfaces to compute the numerical fluxes. For
two-phase systems upwind techniques require a full characteristic decomposition, which was
performed by Embid and Baer for the one-dimensional case to obtain simple wave solutions
[39] to the Riemann problem. Although the full solution for the two-phase BN system
has been obtained [2, 116, 35], this approach has several disadvantages. The correct wave
structure can be difficult to determine, and the existence of non-unique solutions requires
a technique to determine the physically admissible solution within the numerical scheme
[2, 33]. For materials that obey complex equations of state this method is prohibitively
expensive. Although the exact solution of the Riemann problem for systems with multiple
solid phases can be obtained by extending the approach of Schwendeman et al. [116], the
computational expense is significantly higher, and there is no available analogue of the two-
phase approximate solution.
Consequently, the use of central schemes, which require only estimates of the local wave
speeds at the cell boundaries, is particularly appealing. The family of central methods pro-
posed by Kurganov and Tadmor [76] was originally formulated for general systems of con-
servative hyperbolic equations, as well as balance laws containing diffusive sources. These
methods do not require a characteristic decomposition to compute fluxes at the cell bound-
aries, and reduce the amount of numerical diffusion present in similar centered schemes. Due
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to its simplicity, the formulation of a nonconservative analogue applicable to multiphase sys-
tems is highly desirable. However, the derivation of a nozzling discretization that preserves
the correct wave states across the cell boundaries has proven to be exceptionally difficult
[35, 87, 67], where the use of naive finite differences can result in very large errors. Moreover,
the proper mathematical treatment of nonconservative products in finite-volume methods
remains an active area of research [79, 45, 37, 103, 97, 102]. Kurganov recently proposed
a heuristic nozzling discretization that balances the fluxes and nozzling sources exactly for
special equilibrium flows [72], but may not be valid for general problems. Although central
nonconservative schemes have been previously developed by Canestrelli et al. [22], their
high-order implementations require calculating combinations of fluxes, as well as additional
intermediate steps that introduce additional complexity.
1.2.3 Metalized Explosive Detonation
Metal oxidation is widely known to enhance the post-detonation blast wave in explosive
charges, and the rate of this oxidation energy release is relatively insensitive to explosive
particle size, but strongly dependent on metal grain size [98, 123]. However, experiments
have indicated that there exists a critical metal particle size above which ignition occurs too
slowly to significantly affect the energy release rate [43]. Due to their larger surface area–to–
volume ratio, it is theorized that the addition of metal grains having diameters on the order
of nanometers offer better performance due to more rapid reaction. However, experimental
results measuring the performance of these mixtures have been inconclusive [19, 78, 48, 47,
59, 80]. Detonation speeds have been shown to decrease with the inclusion of aluminum
and magnesium particles; some experiments indicate that mixtures containing metal nano-
particles further reduce detonation speeds compared to standard micron-sized grains, while
others suggest that detonation speeds can increase under certain conditions [133]. Peak
pressures following the detonation wave have been shown to rise with decreasing metal
particle size. Furthermore, there may also be a dependence on the type of high explosive
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used in the mixture. Modeling efforts are therefore an important tool for establishing the
dependence of flow properties on system parameters.
Several approaches for the modeling of detonation in energetic materials have been pro-
posed in the literature since the introduction of the BN model [7]. Orth-Farrell and Krier
provided an analysis of detonation in HMX–aluminum mixtures using a simplified set of mix-
ture evolution equations [99]. However, this model employed a constitutive theory that did
not fully account for more complex metal oxidation mechanisms. Zhang et al. formulated
a fully compressible, two–phase model similar to the BN system [134]. However, the model
is again limited by the constitutive description of the product phase. A multiphase model
capable of analyzing an arbitrary number of phases has also been formulated by Chinnayya
et al. [26, 104], which is similar to the extension of the BN system for arbitrary solid phases
[56]. However, this model does not provide the same level of flexibility in prescribing the
interphase exchange sources as the method described in [11] for two–phase models. This
is an important requirement necessary for the coupling of mesoscale energetics to the bulk
scale, which is a limitation of the model proposed in [26]. Modeling of metal oxidation in
granular energetic mixtures has been performed by a number of researchers. Although it is
recognized that the metal oxidation reaction is complex and proceeds in multiple stages, ba-
sic approaches such as Arrhenius-based descriptions [94, 40] or simplified evolution equations
[64] are highly preferred. In particular, Fedorov and Khmel use these simple constitutive laws
in constructing a steady, two-phase Eulerian model [41], although their analysis is restricted
entirely to the detonation wave structure, and is unable to examine the flow properties in
the expansion wave behind the reaction zone; moreover, the steady model has the same
limitations as the unsteady models described here in partitioning dissipation energy between
the phases in a physically plausible manner.
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1.3 Study Objectives
This work is composed of three principal objectives:
• The first is a fundamental extension of the inert model given in [56] to include general
chemical reactions between all phases. This is a crucial step in the inclusion of accurate
oxidation kinetics in the model when multiple reactants are present. Here, a rigorous
analysis of physically admissible reaction processes is presented for systems including
an arbitrary number of solid phases. Dissipation energy weighting functions were in-
troduced in [11] to prescribe the relative amount of heating within each phase; these
functions provide greater flexibility in two-phase models, and are applied to systems
with an arbitrary number of solid phases. This now requires the definition of addi-
tional partitioning functions for dissipation associated with chemical reactions, which
is not provided in the inert model formulation [56]. Furthermore, additional evolution
equations are derived to predict phase temperature changes due to separate dissipative
and transport processes. This allows for a determination of the relative contributions
of the energetics to the flow field structure. An additional model modification is also
made to include a discretization of particle size distributions, similar to the approach
taken by Butler and Schmitt [20].
• The second objective is the development of a computationally inexpensive method to
solve the model equations for flows containing multiple solid phases. This is a particu-
larly challenging aspect of the work due to the presence of the nonconservative nozzling
sources discussed in Chapter 1.2, which pose a significant challenge due to mathe-
matical ambiguities associated with their implementation within standard numerical
methods. The use of upwind finite-volume techniques is impractical due to complex
computations of the underlying Riemann problem solution, which is a necessary com-
ponent of these schemes. The basis of the present work is the Kurganov–Tadmor
(KT) centered scheme [76] and its related family of methods. These schemes impose
significantly less computational expense than upwind methods, but were originally
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formulated for conservative systems of equations. Consequently, a rigorous extension
of the KT family of schemes is formulated to discretize the nonconservative nozzling
terms, and a simple semidiscrete method is derived. A separate modification is also
introduced to reduce the extent of numerical diffusion present within gas-phase shocks,
allowing for sharper resolution of these discontinuities and reducing numerical errors
elsewhere in the flow. Rigorous verification of the numerical method is achieved by
comparing results to analytical solutions for problems including both nozzling and local
interphase relaxation sources. To this end a new analytical solution to the Riemann
problem associated with the model equations is constructed for mixtures containing
an arbitrary number of solid phases.
• Finally, the developed model is applied to a three-phase mixture representing a met-
alized explosive, where a steady detonation wave develops. The model is capable
of including realistic chemical kinetics for both the explosive and metal phases; fur-
thermore, the new ability to fully analyze the energetics in each phase allows for an
investigation of the dominant forms of dissipative heating and transport phenomena
occurring within the reaction zone that can influence the detonation wave speed and
strength, as well as processes affecting late-time, post-detonation performance of the
explosive. This modeling analysis provides the ability to characterize rapid physical
processes that are very difficult to investigate experimentally. A parametric study is
therefore conducted to examine the effects of metal particle size, metal mass fractions,
and oxidation reaction rate on the detonation wave structure and flow properties. The
results of the study may be used to suggest values of these parameters that optimize
detonation strength or late-time energy release resulting from the exothermic metal
oxidation.
The generalization of the inert model in [56] to account for chemical reactions among
an arbitrary number of phases is a significant expansion of present modeling capabilities.
Furthermore, the development of a numerical method that solves the model equations with
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minimal computational expense, while rigorously accounting for the nonconservative noz-
zling terms, is essential for flow predictions in mixtures containing multiple solid phases.
Therefore, a flexible, robust model capable of including an arbitrary number of phases with
minimal computational expense has been developed as a research tool that may be used to
implement more complex chemical reaction kinetics and constitutive relations in a relatively
straightforward manner. To this end, results obtained from the parametric study can be used
to establish baseline estimates, for which the inclusion of additional phases and constitutive
laws may improve agreement with experiments. Consequently, the work performed here as
a whole represents a major contribution to the field of multiphase modeling of energetic
mixtures.
This document is organized as follows. The multiphase model is presented in Chapter
2; derivations of the balance laws proceed from first principles, followed by a discussion
of the incorporation of particle size distributions and additional evolution equations. A
thermodynamic analysis is provided to obtain forms of the phase and mixture entropy in-
equalities necessary to specify the interphase sources. These terms are then prescribed, and
a derivation of the evolution equations for the temperature changes due to individual dis-
sipative processes is presented. Chapter 3 provides an overall description of the numerical
method; operator splitting is used to account for the local interphase and nozzling sources
separately. A straightforward numerical integration scheme is briefly described for the inter-
phase sources; the chapter is devoted primarily to the derivation of the convective component
of the system equations, which includes the nozzling terms. Chapter 4 presents a study of
the numerical method, which analyzes the effects of multiple, equivalent forms of the gov-
erning equations and material equations of state on the numerical solutions to several test
problems. A convergence study is performed, and a modification of the method is proposed
to reduce numerical diffusion when applied to multiphase systems. Recommendations are
presented for an optimal form of the governing equations that produces minimal numerical
errors. Chapter 5 discusses the formulation of the first analytical solution to the Riemann
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problem for gas-solid systems containing an arbitrary number of solid phases. This solution
is used as an additional means of verifying the convective portion of the numerical scheme
discussed in Chapter 3. For completeness, details of the formal mathematical construction
of this iterative solver are provided here for the interested reader. However, this discussion
is not required for an understanding of the remaining material, and the reader may proceed
directly to Chapter 6. Additional test problems are considered to verify both the convective
and local source components of the numerical operator splitting technique in Chapter 6.
These include the decoupled, single-phase piston impact problem; the classical Sedov-Taylor
blast wave problem which includes radial divergence sources; a method of manufactured
solutions for specially constructed interphase sources; the single-phase granular compaction
problem with an analytical steady wave structure; and a two-phase detonation problem for a
single solid explosive phase with an analytical end-state analysis. In Chapter 7 an extension
of the model formulated in Chapter 2 is modified to include oxidation reactions in the metal
phase, and the results of the parametric study are presented for both inert and reactive metal





Continuum models are used extensively in the study of granular energetic materials to an-
alyze engineering-scale—often referred to as bulk-scale—wave structures and flow field phe-
nomena during combustion processes, such as deflagration-to-detonation transition (DDT).
These materials contain metal and explosive grains, which are typically one to several hun-
dred microns in diameter, whereas the flow scales of interest range from centimeters to
meters; therefore, methods based on solid body mechanics, such as those used in mesoscale
models to characterize the behavior of individual solid grains within a flow field, are com-
putationally impractical. Here, a continuum mixture model is a natural choice, where the
granular solid and combustion product gas are represented by overlapping and interpenetrat-
ing continua. In this framework solid and gas properties defined at each point in the spatial
domain represent spatial averages evaluated over a suitable volume or surface area element.
Consider the system shown in Fig. 2.1, containing a mixture of spherical solid particles and











Figure 2.1: Sketch of Multiphase Mixture Within an Arbitrary Volume
At time t > 0, the total volume is denoted by V (t) and the magnitude of its total surface
area by A(t); a representative volume element ∆V is also shown. Each point in the domain
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Figure 2.2: (a) Bulk–Scale Representative Volume Element ∆V and (b) Magnified Critical
Volume Element ∆Vcr
arbitrary orthogonal coordinate system. Thus, V (t) is the set of all points x ∈ R3 interior
to the system at time t, and A(t) is the set of all points x ∈ R3 on the boundary ∂V (t) of
the system at time t.
The existence of an averaging element that yields physically meaningful properties is a
critical assumption of the continuum model. Fig. 2.2 shows both the representative mixture
volume ∆V and a much smaller volume element ∆Vcr, magnified about the point (x1, x2, x3).
For any averaged phase property ψ (e.g., density, stress, volume fraction), the continuum
mixture model assumes the existence of a finite property value ψ such that
lim
∆V→∆Vcr
ψ = ψ, ∆Vcr  V (t).
To obtain physically realistic values of ψ, the magnitude of ∆Vcr must be greater than the
largest solid grain size in the mixture, i.e., ∆Vcr = O (D3max), where Dmax is the diameter
of the largest solid grain. Thus, the critical averaging volume for the bulk-scale systems
considered here is analogous to the representative size scales of mesoscale simulations, which
typically include tens to hundreds of solid grains; these are used to predict localized flow
field structures and features, such as hot-spot formation, that cannot be accurately resolved
at the bulk scale. A more rigorous discussion concerning the role of mesoscale physics in
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formulating continuum mixture models may be found in [1] and [11]. Knowledge of mesoscale
thermomechanical processes can be used to construct bulk-scale phase interaction terms in
continuum multiphase models.
This chapter describes the formulation of a model that extends the concepts developed
in the literature [7, 11, 56] to account for physical processes within mixtures containing an
arbitrary number of solid phases, as well as distributions of grain sizes within each chemical
species. Furthermore, the present model provides more detailed information concerning the
system energetics by predicting temperature changes due to separate dissipative heating
mechanisms. The model predictions presented in this work are restricted to systems with a
simple geometry and inert materials. However, a comprehensive theoretical framework has
been developed here that significantly expands the modeling capabilities currently available
in the literature, and can be applied to a broad class of important applications. These
include detonation of metalized explosives with oxidation of the metal phase and polymorphic
phase change within the explosive phase, where the present model can implement more
realistic, complex chemistry, as well as multi-dimensional simulations for systems having
non-Cartesian geometry.
The governing equations of the present model are derived from first principles in Chap-
ter 2.1. Additional relations and evolution equations necessary for model closure are dis-
cussed in Chapter 2.2, as well as the implementation of solid phase grain size distributions
in the model. Constitutive relations and equations of state are addressed in Chapter 2.3,
and provides a derivation of an expression that must be satisfied by the selection of the
interphase source terms. Expressions for these quantities are then given in Chapter 2.4.
Additional equations governing the evolution of temperature changes due to dissipative pro-
cesses are derived in Chapter 2.5, and the full system of model equations is summarized in
Chapter 2.6.
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2.1 General Balance Laws
Suppose a granular energetic mixture consists of a single gas and an arbitrary number
of solid phases. Here, the grain size distribution may be continuous or discrete, and the
mixture may contain different solid chemical species or distinct polymorphs of the same
species. Lagrangian expressions for the continuity, momentum, and energy equations can be
formulated for each phase, which involve integration with respect to the volume occupied by
each phase and its projected surface area. Thus, for a system including a single gas phase
and Nsp solid phases, the total volume of the j-th phase Vj(t) ⊆ V (t), and its total surface
































Phase coexistence at each point in the domain is a consequence of the continuum mixture
assumption, and the critical averaging volume ∆Vcr is considered to be infinitesimal at the
bulk scale (dV ∼ ∆Vcr). Thus, it is reasonable to assume that the variation of mixture
volume with surface area is identical to that of each individual phase, i.e.,
χj = φj, j = 1, 2, . . . , Nsp + 1. (2.2)
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Denoting the gas phase by the subscript g, and denoting each solid phase by the subscript



























where φ is the volume fraction, ρ is the phase mass density, and C is a source term representing
the production or consumption rate of mass due to chemical reactions. Assuming that every
phase property ψ (scalar, vector or tensor) is a continuous function of space and time,














where u represents velocity in an Eulerian reference frame. Since integration over an arbi-

























The general form of the momentum evolution equation is obtained using Newton’s Second
Law, where the rate change of phase momentum is due to the action of surface forces,
expressed in terms of the stress tensor σ, conservative body forces represented by negative
17








































































From the Divergence Theorem and Equation (2.2),
x
A(t)









































































Neglecting heat generation within each phase, the energy evolution equations for the

















































where the change in phase energy is due to work performed by surface and body forces, a
general external heat flux q, and an interphase energy exchange term E . Here, the total
specific energy E = e + |u|2/2, and e is the specific internal energy. Using Leibnitz’s Rule




















· ui︸ ︷︷ ︸
solid body
force work



























· ug︸ ︷︷ ︸
gas body
force work









2.2 Supplemental Model Equations
The implementation of solid grain size distributions within the multiphase model is
first addressed. Additional relevant evolution equations for each phase are also derived.
Conservation laws for the gas-solid mixture are then discussed. Finally, entropy inequalities
for both individual phases and the mixture are derived, which are used to constrain the
selection of the interphase source terms.
2.2.1 Size Distributions and Initial Volume Fractions
For a given initial Gaussian solid grain size distribution, Butler and Schmitt describe
a method whereby average grain sizes are defined within a discrete number of subintervals,
or “bins”. These bin-averaged grain sizes may be considered to be separate, distinct phases
within the context of multiphase model descriptions [20, 115]). For a single solid chemical
species, the number of system equations is proportional to the number of bins M . In the
present work the “bin” approach is modified to include multiple solid species, and to account
for more general multimodal grain size distributions. An initial probability distribution
function (PDF) is shown in Fig. 2.3, and may be characterized by:
• Global mean grain size D and standard deviation Sd;
• Local mode mean grain sizes µk and standard deviations σk for k = 1, 2, . . . , K, where
K is the number of modes in the PDF;
• Weighting coefficients ak > 0 subject to the constraint
∑K
k=1 ak = 1.
For all grain diameters D in the domain of the PDF, a nondimensional grain diameter





















/Sd. The PDF also satisfies the requirement that
∫ ∞
−∞








Figure 2.3: Sketch of a Multimodal Continuous Distribution Function and Bins







Numerical integration techniques are required to compute f j. Moreover, unlike a Gaussian
distribution, it may not be possible to calculate closed-form solutions for the values of z
corresponding to f j for multimodal functions. The Intermediate Value Theorem ensures the
existence of these quantities, denoted by zj, within each bin. A numerical root-finding tech-
nique is therefore required for their calculation. Here, the Bisection Method is generally not
a suitable choice, since it is often the case that sgn
{




f j − f(zj+1)
}
. Since
the PDF is continuous and generally well-behaved on (−D/Sd, ∞), and its first derivative is
relatively simple to calculate, Newton’s Method is an effective technique, using appropriate
initial estimates of zj. The corresponding values of the bin-averaged grain sizes Dj are then
determined.
• Single Solid Species





the j-th initial solid volume fraction φ0j can be calculated. Here, M = Nsp, and using the
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where dV 0i and dV
0
g are volume elements of the initial i-th solid phase and gas phase, re-
spectively, and φ0g is the initial gas volume fraction. From these relations,
∑
i








Since the volume of the spherical particles can be calculated directly, it is convenient for φ0j































































For a discrete PDF, σk → 0 for k = 1, 2, . . . , K. Thus, from Eqn. (2.17), fk(z) → δd (z − z̃k)










• Multiple Solid Species
For mixtures including several solid chemical species, a separate grain size PDF may be
used to characterize particle size distributions within each species. Letting Nss denote the
number of solid chemical species present in the mixture, each grain size PDF may have a









where φ0j,n is the initial volume fraction of the n-th bin of the j-th solid chemical species,
























































































where fj is the PDF of the j-th solid species; Dj,n is the average grain size in the n-th bin of
the j-th solid species; and zj,n and zj,n+1 are the corresponding bin boundaries. Consequently,
the initial volume fractions φ0j,n are calculated given the PDF’s fj and the total initial solid
volume fraction φ0s.
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It should be noted that, in general, separate initial grain size PDF’s and values of φ0s
can be specified at each point in the spatial domain. In the present work, both the initial
total solid volume fraction and grain size PDF’s are assumed to be uniform.
2.2.2 Volume Fraction Evolution
In their influential paper on two-phase modeling of deflagration-to-detonation (DDT)
in granular explosives [7], Baer and Nunziato proposed a compaction equation governing
the evolution of solid volume fraction. This relation is based on a simplified version of the








where Fi is a source term governing the rate of compaction of the i-th solid phase. This




+ φiρi∇ · ui = −ρiFi, (2.25)




(φiρi) + φiρi∇ · ui = Ci. (2.26)












φi = 1. (2.28)
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2.2.3 Compaction Work
An important feature of the Baer-Nunziato (BN) model [7] is the definition of a com-
paction potential energy function Bi(φi), which arises from changes in φi due to the work of
intergranular contact stresses within a porous material, denoted by βi. These quantities are
therefore a bulk-scale representation of grain-scale mechanics, analogous to material strength






Intergranular stresses may be measured with quasi-static compaction experiments [38], and
curve fits to the resulting data can be used to specify a functional form of βi a priori [88].







where φ̂i is a dummy integration variable and φ
0
i is the initial value of φi. However, it
may not be possible to obtain a closed-form analytical expression for Bi using this method;























Expanding the left-hand side derivatives and using the continuity equation (2.26), the com-
paction energy evolution equation is obtained:
∂
∂t








Together with the phase continuity, momentum, and energy evolution equations, as well
as constitutive relations and equations of state for each phase, these relations reduce to the
original two-phase Baer-Nunziato (BN) model described in [7] when a single solid phase is
present. The BN model utilizes compaction as an interphase pressure relaxation mechanism.
Since the system of model equations cannot be posed in fully conservative form, “nozzling”
source terms appear in the momentum and energy evolution equations, which include the
products of local phase properties and the solid volume fraction gradient. These terms are
analogous to the effects of cross-sectional area variation in compressible, inviscid, quasi-one-
dimensional flows in classical gas dynamics. The physical basis of the compaction equation
(2.24) has been explored in more detail by Baer et al. [11], and more recently by McGrath [93]
[French guys] in the formulation of modified nozzling terms. Since the BN model predictions
show good agreement with experiments, and has formed the basis for a substantial body of
theoretical work, Eqn. (2.24) is adopted here.
2.2.4 Kinetic and Internal Energy Evolution
The solid phase momentum equation (2.11) may be expressed in terms of Lagrangian









+ ~Mi − Ciui, (2.34)



















· ui︸ ︷︷ ︸
solid body
force work
+ ~Mi · ui︸ ︷︷ ︸
solid momentum
source work















· ui −∇ · (φiqi) + Ei − CiEi. (2.36)
Since
∇ · (φσ · u) = ∇ · (φσ) · u+ φσ : ∇u,







= φiσi : ∇ui︸ ︷︷ ︸
solid stress work by
volumetric expansion
− ∇ · (φiqi)︸ ︷︷ ︸
external solid
heat flux














The corresponding evolution equations for the gas phase are derived in an identical manner,



















· ug︸ ︷︷ ︸
gas body
force work
+ ~Mg · ug︸ ︷︷ ︸
gas momentum
source work









= φgσg : ∇ug︸ ︷︷ ︸
gas stress work by
volumetric expansion
−∇ · (φgqg)︸ ︷︷ ︸
external gas
heat flux














where D/Dtg = ∂/∂t+ ug · ∇.
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2.2.5 Mixture Conservation Laws
The formulation of physically accurate interphase source terms is a significant challenge
in the development of multiphase models. The choices of Ci, ~Mi, and Ei must be selected such
that the mass, momentum, and energy of the solid-gas mixture are conserved; furthermore,
the interphase source terms must also satisfy the mixture entropy inequality in accordance










Mi = 0, Eg +
Nsp∑
i=1
Ei = 0. (2.40)



























+∇ · (ρu) = 0. (2.41)




























































































































































+∇ · q = 0. (2.43)
It should be noted here that only the mixture density, stress tensor, and heat transfer
vector are volume-averaged quantities, while all others are mass-averaged. Furthermore,
Eqns. (2.41)-(2.43) show that the mixture conservation laws are analogous to those for single-
phase gas dynamics flows.
2.2.6 Phase and Mixture Entropy Inequalities






















where ηi and ηg are the specific entropies of the i-th solid phase and gas phase, respectively,
and Ti and Tg are the corresponding temperatures of each phase. Using Equations (2.1) and


















The entropy inequality for the mixture is now derived; here, it is convenient to first cast
the phase continuity equations (2.5) and (2.6) in terms of Lagrangian derivatives:
D
Dti
(φiρi) + φiρi∇ · vi = Ci,
D
Dtg
(φgρg) + φgρg∇ · vg = Cg, (2.48)


















Thus, summing Equations (2.46) and (2.47) yields the mixture entropy inequality, which


























Here, the constitutive laws considered in this work required for model closure are first
presented. The balance laws for each phase are then posed in a simplified form. This allows
for evaluation of the mixture entropy inequality, which is used to obtain functional forms
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for the interphase source terms. The analysis is presented for general equations of state,
although the specific relations used are given in Appendix C.
2.3.1 Constitutive Relations
The general stress tensor σ may be decomposed into volumetric and deviatoric compo-
nents for each phase:
σi = −Pi I + τ i, σg = −Pg I + τ g,
where the phase pressure P = (1/3) tr (σ), I is the rank-two, 3× 3 identity tensor and τ is
the phase deviatoric stress tensor. In the present model it is assumed that the time scales
over which bulk viscous and shear effects within each phase become significant are larger
than those of interest. Therefore, τ i = τ g = 0, where 0 is the rank-two, 3× 3 zero tensor.
The principle of phase separation is also assumed to be valid, whereby the thermody-
namic state of each individual phase is independent of the others. Here, the functional forms
of the internal energy of each phase are taken to be:
ei = ei (ρi, Pi, φi) , i = 1, 2, . . . , Nsp, eg = eg(ρg, Pg). (2.50)
The internal energy of the solid phases consists of three components. The first two are the
thermal energy associated with classical pure-phase thermodynamics, and the compaction
potential energy described in Chapter 2.2.3 that arises from pore collapse of the granular
material. The third is the addition of chemical energy associated with the combustion of
high explosives. This contribution is necessary to supply the exothermic energy release to
the gas phase due to mass transfer. Assuming all compaction is purely elastic, the solid
phase internal energy can be decomposed as follows:
ei (ρi, Pi, φi) = êi (ρi, Pi) +Bi (φi) , eg = êg(ρg, Pg), (2.51)
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where êi and Bi are the thermal and compaction potential energy components, respectively;
qch,i is the constant specific stored chemical energy of the i-th solid phase, and the internal
energy of the gas phase eg is equivalent to its thermal energy êg.
For mixtures including a single solid phase, denoted by the subscript s, an expression for
βs is adopted [51, 56, 30] based on experimental quasi-static compaction studies of granular





















, φfp ≤ φs < 1
,
(2.52)
where Λs, ns and ks are empirically-determined constants, and φ
fp
s is the free-pour volume
fraction, defined as the value of φs where the grains settle under gravity to an initially
unstressed state. Thus, Eqn. (2.52) requires that βs → 0 as φs → φfps , and βs → ∞ as
φs → 1. For mixtures containing multiple solid phases, this expression is not necessarily
valid in general, and requires the use of alternative functions.
Although this behavior is consistent with a purely elastic constitutive model, the effects
of inelastic deformation and fracture are neglected, and this description is nonphysical in
the limit of vanishing porosity due to finite material strength. High explosives are typically
brittle and undergo a significant amount of fracture [38], particularly for large initial grain
sizes (> 150µm). However, accurate descriptions of these mesoscale phenomena are complex,
and require sub-models to properly account for localized dissipation at the bulk scale [51, 54].
The effects of inelastic compaction on solid energetics was investigated by Gonthier and Cox
[53] for packed beds of HMX, where solid volume fraction was decomposed into elastic and









is a no-load volume fraction associated with inelastic deformation [51]. Using this approach,
the present model can be supplemented by a separate equation governing the evolution of
φ̃i. This method has been implemented recently to study inelastic heating within granular
materials in the absence of an interstitial gas, subjected to incident and reflected shocks
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[91]. However, inelastic heating typically becomes dominant for systems involving weak
compaction wave propagation, which are not the focus of the present work. Therefore, due
to the complexity of fracture mechanics modeling and low inelastic heating relative to other
dissipative processes, the simple elastic description of the intergranular stress and compaction
potential energy discussed above is used in the present work.



















From the Gibbs relation,




For an isentropic process dη = 0; substituting this expression into Equation (2.53) and





































































Alternatively, if the equation of state is given by ê = ê(ρ, P ), then the Chain Rule and Gibbs
















































2.3.2 Simplified Entropy Relations
From Eqns. (2.50) and (2.51),




and from the Gibbs relation,
dêi = Ti dηi +
Pi
ρ2i




































+ φiρi∇ · ui = −ρi Fi. (2.62)







Therefore, the total rate change of volume fraction is due to compaction and mass produc-
tion/consumption. Since σi = −Pi I in the present model, the internal energy evolution




= −φiPi∇ · ui −∇ · (φiqi) + Ei −
−→




However, from the compaction equation:






where solid volumetric changes are caused by both phase compressibility and granular solid
compaction. Equation (2.65) and the Lagrangian form of the compaction energy equation





= −∇ · (φiqi) + Ei −
−→









+ (Pi − βi)Fi. (2.66)
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To calculate Dηg/Dtg in Equation (2.61), an expression for Dρg/Dtg must be obtained.






+ (ui − ug) · ∇,















− (ui − ug) · ∇φi
]
. (2.67)




















[Fi − (ui − ug) · ∇φi] . (2.68)
Thus, volumetric changes in the gas are caused by phase compressibility, solid phase com-
paction, and the nozzling terms associated with solid volume fraction gradients. From the




= −φgPg∇ · ug −∇ · (φgqg) + Eg −
−−→








=−∇ · (φgqg) + Eg −
−→



















[Fi − (ui − ug) · ∇φi] .
(2.70)
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2.4 Interphase Source Terms
The model equations include mass, momentum, and energy exchanges between all Nsp+1
phases, indicated by general source terms. These interactions can occur between solid and
gas phases, or between any two distinct solid phases. For instance, the combustion of a high
explosive results in the formation of a gas phase only, whereas metal oxidation in the same
gas produces a separate metal oxide phase. Here, the mixture entropy inequality equation
(2.72) is used to suggest functional forms for each source term consistent with the Second Law
of Thermodynamics. It should be noted that the resulting source terms are not unique, but
characterize the interphase transport processes in terms of parameters that may be obtained
from empirical studies or mesoscale simulations. These source terms are decomposed using
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the method described by Gonthier for one-dimensional, non-reactive systems [56]:











Mim, Ei = Eig +
Nsp∑
m=1





where the subscript ig denotes an exchange between the i-th solid phase and gas phase, and
the subscript im indicates an exchange between the i-th and m-th solid phases. Since there
are no interactions between a solid phase and itself, it follows that if i = m, then Wim = 0
(scalar) or Wim = 0 (vector), where Wim represents any of the solid-solid interaction terms
Cim,
−→
Mim, Eim, or Fim. It also follows that these interactions are equal and opposite, i.e.,






Thus, for quantities zi and zg (scalar or vector), which are functions of the i-th solid phase




























































































































































































The decompositions in Eqns. (2.73), (2.74), and (2.75)–(2.79) are substituted into the entropy
inequality in Eqn. (2.72). Here, it is assumed that the mass source terms Cig and Cim are either
known functions of the phase variables, or governed by chemical species evolution equations.
The source terms
−→
Mi, Ei, and Fi are determined by transforming Eqn. (2.72) into the sum














































for arbitrary (scalar or vector) numerators yi, yg, zi, and zm, where wig and wim are scalar
weighting functions defined such that wmi = 1 − wim; here, the implied multiplication is
either a scalar or vector dot product.
2.4.1 General Chemical Reactions
As stated in [11], there are multiple choices of weighting functions and decompositions.
However, the selections made here differ somewhat from those utilized by Baer et al. For
general reactions it is not necessary that Ci < 0 or Cig < 0 for i = 1, 2, . . . , Nsp. Also,
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since Cim = −Cmi for i,m = 1, 2, . . . , Nsp, there exist nonnegative values of Cim if each term
is not identically zero. Consequently, the assumptions and subsequent chemical reaction
term decomposition used in [11] are not necessarily valid. A more restrictive decomposition
satisfying Eqn. (2.72) is obtained after applying Eqns. (2.80) and (2.81) to the reactive terms.
The resulting form of the mixture dissipation inequality is given in Appendix A, where
the following choices for the source terms result in a sum of squares, ensuring nonnegative
mixture entropy production:





































Eig − [bigui + (1− big)ug] ·
−→























fig |ui|2 + (1− fig) |ug|2
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Cig

































Eim − [bimui + (1− bim)um] ·
−→


































Cim = Him(Tm − Ti),
(2.88)
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(eg − ei) +
Pg
ρg
− Pg + βi
ρi

















− βi + PgTi/Tg
ρi










Here, ki and kg are the thermal conductivities of the i-th solid phase and gas phase, re-
spectively; big, cig, and ξig are weighting, or partitioning, functions for the solid-gas drag,
compaction and chemical reaction processes, respectively; bim, cim, and ξim are partitioning
functions for solid-solid friction, compaction and chemical reaction processes, respectively.
The remaining terms are collectively referred to as relaxation rate coefficients. Here, δig, Hig
and µig are the solid/gas drag coefficient, heat transfer coefficient, and compaction viscosity,
respectively; δim, Him and µim are the solid/solid friction coefficient, heat transfer coefficient,
and compaction viscosity, respectively. Consequently, phase interactions are specified com-
pletely by the selection of partitioning functions and relaxation coefficients. The reciprocals
of the pressure relaxation coefficients µig and µim are multiplied by factors of φiφg and φiφm,
respectively, to ensure that 0 < µig, µim < 1 in the limit of vanishing phases.
As shown in Appendix A, Galilean invariance requires that fig = 1 and fim = bim = 1.
Also, as noted in [11], hyperbolic model equations are ensured only when big = 1. However,
these requirements produce the undesired effect of eliminating solid phase dissipation due to
both interphase and chemical reaction drag, as well as interparticle friction. To compensate
for this deficiency, supplemental terms are added to
−→









Mim − αimCim(um − ui), (2.90)

















where aig, aim, αig, and αim are additional dissipation partitioning functions. These expres-
sions are substituted into Eqns. (2.83)-(2.88), and the final forms for the phase interaction
terms are given below, with additional details of the derivation provided in Appendix A.




φiφg(Pi − βi − Pg), (2.94)
−→




(ui + ug)− αig(ug − ui)
]
Cig − δig(ui − ug), (2.95)
Eig = ui ·
−→
Mig + aigδig |ui − ug|2 −
1
2




































(ui + um)− αim(um − ui)
]
Cim − δim(ui − um), (2.98)





αim |ui − um|2 Cim −
|ui|2
2


















− [cim(Pi − βi) + (1− cim)(Pm − βm)]Fim +Him(Tm − Ti),
(2.99)
where the selections of ξig and ξim must satisfy the condition given in Eqn. (2.89), and αig






























The interphase source term analysis is simplified when considering only solid phase
combustion, where Cim = 0, and Ci = Cig ≤ 0. The reaction source term decomposition
discussed in [11] is extended here to Nsp solid phases. The source terms are obtained using
the mixture entropy inequality in a manner similar to that described for general chemical
reactions. The final forms are given below, and the details of the derivation are provided in
Appendix A.




φiφg(Pi − βi − Pg), (2.102)
−→




(ui + ug)− αi(ug − ui)
]
Ci − δig(ui − ug), (2.103)
Eig = ui ·
−→


























φiφm[(Pi − βi)− (Pm − βm)], (2.105)
−→
Mim = −δim(ui − um), (2.106)
Eim = [bimui + (1− bim)um] ·
−→
Mim − [cim(Pi − βi) + (1− cim)(Pm − βm)]Fim +Him(Tm − Ti),
(2.107)






















It should be noted that unlike the case for general chemical reactions, the contribution of












αi |ug − ui|2 Ci
]
is nonnegative. Thus, there are no further restrictions on the choices of αi. There are also no
additional constraints on the selection of bim since Galilean invariance is not violated. For
both general chemical reactions and the special case of solid combustion, both sets of source
terms reduce to the same relations for nonreactive mixtures.
2.5 Thermal Energy Decomposition
The system energetics have been studied in the literature using the present model by
computing both the temperature fields and local dissipation rates. However, temperature
fields only describe the total change in temperature from the initial state, and do not provide
information regarding the relative contributions of each dissipative process. Furthermore,
heating rate profiles do not indicate the full amount of dissipation due to individual processes
throughout the entire simulation. These quantities can be approximated by numerically
integrating the heating rate predictions with respect to time using output files; however,
numerous files must be written and processed to reduce additional numerical errors, which
is computationally expensive. A complete description of dissipative heating allows for an
analysis of the dominant mechanisms responsible for temperature increases within different
flow regimes. This information can be used to specify mixture properties and flow conditions
that optimize the total extent of heating, and to determine the likelihood of combustion due
to compaction wave propagation. No such investigation of individual heating mechanisms has
been attempted to date in the literature. In the present work additional evolution equations
are proposed to account for the contribution of each process to the total heating of each
phase. This approach increases the number of model equations, but does not require writing
excessive amounts of output data, and does not introduce additional numerical errors.
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Changes in phase thermal energy are generally due to compression work, compaction
and interphase drag dissipation, and chemical reactions. For a general equation of state














Thermal energy evolution equations can be derived using the Gibbs relation and the entropy
































where Cv ≡ (∂ê/∂T )ρ is the specific heat per unit mass at constant volume.
The entropy evolution equations contain additive contributions from multiple heating
mechanisms. Consequently, the total temperature change dT can be decomposed into the
sum of these components:
dT = dTcpr + dTdr + dTht + dTcpc + dTcr, (2.112)
where each term on the right-hand side represents a differential change in temperature due
to compression, interphase drag and heat transfer, compaction, and chemical reactions, re-
spectively. It should be noted that if the internal energy contains an inelastic compaction
energy component, and a constitutive law for Dφ̃i/Dti is specified, then Eqn. (2.109) can be
extended in a straightforward manner, and an additional inelastic deformation temperature
rise component may be included in Eqn. (2.112). A change of variable is now made by
subtracting the initial temperature T 0 from each quantity in Eqn. (2.112) and denoting this
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difference by T :
dT = dTcpr + dTdr + dTht + dTcpc + dTcr, (2.113)
where the initial reference state for each temperature contribution is identically zero. De-
noting an arbitrary temperature component on the right-hand side of Eqn. (2.113) by T ′
















(φρT ′) +∇ · (φρT ′u)− CT ′
]
. (2.114)
The temperature evolution equations are now obtained using the entropy relations derived in
Appendix A. Here, it is assumed that the effects of thermal conduction are negligible over the
time scales of interest in the present work. The treatment of the compression contribution to
phase temperature changes should also be addressed in further detail. Entropy contributions
due to chemical reactions arise from both the heat of reaction and additional “compression”-
like terms associated with mass transfer compression/expansion work. Consequently, the
decomposition selected here includes these additional terms with heating associated with
classical compressive work. Evolution equations for phase compaction, heat transfer, drag,





T i) +∇ · (φiρi
−→





T g) +∇ · (φiρi
−→
T gug) = Sg, (2.116)
where
−→
T i = [Tcpc,i Tdr,i Tht,i Tcr,i]> , Si = [Scpc,i Sdr,i Sht,i Scr,i]> ,
−→























































































{[(1− ξig) (eg − ei)− (1− ξig)(Tgηg)− ξig(Tiηi)
−1
2





[(1− ξim) (em − ei)− ξim (Tiηi)




(1− ξi) (eg − ei)−
1
2
αi |ui − ug|2
]











ξig (eg − ei) + ξig(Tiηi) + (1− ξig)(Tgηg) +
1
2
αig |ui − ug|2
]}







ξi (eg − ei) +
1
2
αi |ui − ug|2
]
+ CgTcr,g (combustion reactions).
(2.124)
These equations show that each thermal energy contribution can be further decomposed
into gas-solid and solid-solid interaction terms to examine temperature changes arising from
specific interphase processes. However, a complete decomposition would increase the number
of system equations from O(Nsp) to O(N2sp), which generally becomes very computationally
expensive. Therefore, only the extra 4(Nsp + 1) equations (2.115) and (2.116) are used in
the present work for tractability. It should also be noted that temperature changes due to
compression are difficult to compute directly due to the velocity divergence terms present in
Dρ/Dt. This component is calculated by first integrating Eqns. (2.115) and (2.116) to time
t, as well as the internal energy and compaction energy evolution equations; temperature
fields are computed using caloric equations of state, and the remaining contributions to the
temperature change are subtracted from the total:









and the temperature difference components are indicated by the prime superscript. If the
temperature changes Tcpr,i and Tcpr,g due to the effective compression mentioned previously
were evolved separately using a formulation similar to that given in Eqn. (2.114), the cor-
responding source terms Scpr,i and Scpr,g would be given by the following expressions, which
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+ CgTcpr,g (combustion reactions).
(2.127)
2.6 Model Review
The complete set of equations forms a hyperbolic system of partial differential equations.
The general form of the model is expressed in terms of flux tensors, from which the special
cases of Cartesian, cylindrical, and spherical geometry may be expressed easily. A one-
dimensional form of the model is also presented, which allows the system of equations to be
posed in a simplified form using the standard flux vectors; this includes an additional source
term accounting for cylindrical and spherical divergence effects. Finally, a volume fraction
transformation is introduced for systems containing multiple solid phases, which enhances
stability in the limit of vanishing volume fractions.
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2.6.1 General Three-Dimensional System










Gi(q) · ∇φi + s(q), (2.128)





is a sequence of




{φiρi}Nspi=1 , φgρg, {φiρiui}
Nsp
i=1 , φgρgug, {φiρiEi}
Nsp





i=1 , φgρgTcpc,g, {φiρiTdr,i}
Nsp
i=1 , φgρgTdr,g, {φiρiTht,i}
Nsp
i=1 ,



























{φiρiTcpc,iui}Nspi=1 , φgρgTcpc,gug, {φiρiTdr,iui}
Nsp
i=1 , φgρgTdr,gug, {φiρiTht,iui}
Nsp
i=1 ,





{0}Nspk=1 , 0, Pgaj, −PgI, Pgujaj, −Pguj, −ujaj,
{0}Nspk=1 , {0}
Nsp
k=1 , 0, {0}
Nsp
k=1 , 0, {0}
Nsp


































, {Scpc,i}Nspi=1 , Scpc,g, {Sdr,i}
Nsp
i=1 , Sdr,g, {Sht,i}
Nsp
i=1 ,




















and the vectors aj are defined such that the k-th component ajk is defined as:
ajk =

0 k 6= j
1 k = j
.
Several simplifications are made to the general model equations. Although some of these
have been discussed previously, a complete list is presented here for convenience.
• The time scales over which body forces, thermal conduction, and shear stresses signif-
icantly affect the bulk system mechanics and energetics of each phase are much larger
than those associated with compaction wave propagation. Therefore, these processes
are neglected:
∇Ψk = 0, qi = qg = 0, τ i = τ g = 0.
However, thermal conductivity and viscosity affect local, mesoscale interphase trans-
port processes, expressed through the empirical relations used to evaluate the relaxation
coefficients.
• Phase separation is valid, where the thermodynamic state of each phase is independent
of the others.
• The effects of inelastic compaction are ignored, and no fracture occurs.
• In the subsequent simulations only nonreactive systems (Ci ≡ 0) are considered here
due to the complexity of predicted inert wave structures and energetics. However,
the model and numerical method presented here are capable of accounting for general
chemical reactions between all phases.
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• One-dimensional simulations are performed due to the large number of system equa-
tions (7 + 9Nsp), as well as the fine grids required to spatially resolve small relaxation
zones behind the leading wave.
• Initial solid grain size distributions are uniform throughout the spatial domain.
2.6.2 Translational Reference Frame Terms
To this point all quantities have been derived with respect to a stationary laboratory
reference frame. Here, the velocity u has been defined with respect to this frame. For systems
containing a moving boundary, such as those considered in piston-induced compaction, it is
often more convenient to choose a non-stationary frame of reference in solving the governing
equations. Here, the translational velocity of an irrotational frame with respect to the
laboratory frame is denoted by uf , and the velocity measured with respect to the moving
frame is given by:
v = u− vf . (2.133)
For the case where uf = 0, then v = u and the original system of equations is recovered.
Otherwise, additional sources must be included in the governing equations to account for
the frame velocity and acceleration.
The position vector with respect to the laboratory frame is denoted by x, and the
corresponding position vector attached to the moving frame is denoted by ξ. The coordinate
transformation is therefore given by:
ξ = x−
∫
uf (t) dt. (2.134)





− uf · ∇. (2.135)
52
Therefore, substituting Eqns. (2.133) and (2.135) into the governing equations (2.128) results








M′g − Cguf , (2.137)





Ciuf · uf , (2.138)





Cguf · uf , (2.139)
where af = duf/dt is the acceleration of the reference frame. It should be noted that
in the case where af = 0, Galilean invariance of the interphase sources is preserved after
substituting Eqn. (2.133) into Eqn. (2.128) and expanding terms. For the interphase sources,
substituting Eqn. (2.133) into the modified source terms in Eqns. (2.136)–(2.139) yield the
following expressions. For general chemical reactions,
−→




(vi + vg)− αig(vg − vi)
]
Cig − δig(vi − vg), (2.140)
Eig = vi ·
−→
Mig + aigδig |vi − vg|2 −
1
2
































(vi + vm)− αim(vm − vi)
]
Cim − δim(vi − vm), (2.142)





αim |vi − vm|2 Cim −
|vi|2
2


















− [cim(Pi − βi) + (1− cim)(Pm − βm)]Fim +Him(Tm − Ti).
(2.143)
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The final form of the source vector is then modified to account for reference frame accelera-
tion:




{0}Nspi=1 , 0, {−φiρiaf}
Nsp
i=1 , −φgρgaf , {−φiρivi · af}
Nsp





i=1 , 0, {0}
Nsp
i=1 , 0, {0}
Nsp






2.6.3 Volume Fraction Transformation
For two-phase models with a single solid phase, a method was proposed by Coquel et al.
[28] to transform the solid volume fraction variable, such that its inclusion in the nozzling
sources ensures that these quantities vanish when the solid volume fraction φs → 0. This is
given by:








⇒ dφs = φs(1− φs)dζs. (2.146)
Consequently, the gradient ∇φs → 0 in both the pure-phase and dilute limits.
This transformation can be extended directly to the present work for systems with















The contribution of the i-th solid phase to the nozzling sources therefore vanishes as φi → 0.
The simple form of the Lagrangian compaction equation is preserved when posed in terms
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of the transformed volume fractions ζi:
∂ζi
∂t









Therefore, new nozzling sources Ĝi can be defined for i = 1, 2, . . . , Nsp as:
Ĝi(q) = Li ·Gi(q), (2.150)
where the j-th 3× 3 submatrix of Li is defined by:
Li,j =

I j = 3Nsp + 3 + i
φi(1− φi)I otherwise
, (2.151)
for j = 1, 2, . . . , Neq. These modified nozzling sources Ĝi(q) and the transformed compaction
equation (2.149) may be substituted directly into the system of equations (2.128).
2.6.4 One-Dimensional System
The one-dimensional form of the governing equations are given in terms of the spatial















where m = 0, 1, or 2 for Cartesian, cylindrical, and spherical geometry, respectively. Here,
q and s(q) are the reduced forms of Eqns. (2.129), (2.132) and (2.144) for a single velocity
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{φiρiTcpc,iwi}Nspi=1 , φgρgTcpc,gwg, {φiρiTdr,iwi}
Nsp
i=1 , φgρgTdr,gwg, {φiρiTht,iwi}
Nsp
i=1 ,
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g , {φiρi (Ei + Pi/ρi)wi}
Nsp
i=1 ,





{φiρiTdr,iwi}Nspi=1 , φgρgTdr,gwg, {φiρiTht,iwi}
Nsp





This system of equations is supplemented by the saturation condition, constitutive laws, and
equations of state relating pressure, density, thermal energy, temperature, and entropy in
each phase. Additional expressions for the velocity, pressure, and temperature relaxation
coefficients and dissipation partitioning functions discussed in Chapter 2.4 are necessary for
model closure. Currently, there are only heuristic relations for the partitioning functions;
however, many constitutive laws have been proposed for the relaxation functions in the liter-
ature [128]. Finally, the system of equations (2.152) may be cast in terms of the transformed
volume fractions ζi in a straightforward manner, following an analogous procedure used in

















+ ŝ(q), t > 0, x ∈ [L1, L2], (3.1)
where t is time; x is the spatial variable; q is the vector of conserved variables; f is the flux
vector; {gj}Nspj=1 is a sequence of vectors associated with nozzling terms; φj is the volume
fraction of j-th solid phase for j = 1, 2, . . . , Nsp; and L1 and L2 are the spatial domain
boundaries. Here, ŝ is the source term vector given by:
ŝ(q) = s(q)− m
x
h(q), (3.2)
which includes both the local phase interaction source vector s and geometric source vector
h, where m = 0, 1, or 2 corresponds to Cartesian, cylindrical, and spherical coordinate
systems, respectively. This system of Neq = 7 + 9Nsp equations is degenerate hyperbolic,
with eigenvalues ζk given by:
ζk = ui, ui ± ci, ug, ug ± cg, i = 1, 2, . . . , Nsp (3.3)
for k = 1, 2, . . . , Neq, where ui and ug are the velocities of the i-th solid phase and gas phase,
respectively, and ci and cg are the corresponding sound speeds. Here, the eigenvalue ζk = ui
appears seven times for the i-th solid phase, and ζk = ug appears five times for the gas phase,
while the remaining eigenvalues are distinct.
Due to the typically small length scales associated with velocity and pressure relaxation
zones [66], the system of equations (3.1) is numerically stiff. The fractional step method
given by Strang [121], and further examined by Bobylev and Ohwada [15] for more general
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classes of evolution equations, is frequently used to solve stiff hyperbolic systems encountered
in fluid dynamics [124]. This general method has been applied previously to the solution
of the BN model [117], and is utilized here. For a known numerical solution at time tn
after the n-th time step, the solution at tn+1 = tn + ∆tn after the next time step ∆tn is
computed. Here, the conserved variable vector qn = q(x, tn) and qn+1 = q(x, tn+1). The








where K and S are operators associated with solid/fluid convection and source term effects,
respectively; these are defined as numerical integration operations for a series of simpler











































where q(1) and q(2) are intermediate solution states. Therefore, the Strang method consists
of three steps, where the initial conditions for each successive differential equation to be
integrated is the solution obtained from the previous step. Since the total number of time
steps in a simulation is o(1/∆tn), the accumulated numerical error results in a scheme that
is globally second-order accurate in time. Although the focus of the present work is one-
dimensional systems, it should also be noted that this method is equally applicable to multi-
dimensional systems; and the convective operator K presented here may be extended to
multiple spatial dimensions without further dimensional splitting [76, 74], and therefore
does not introduce additional numerical complexity.
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The numerical method is therefore presented in two sections. Chapter 3.1 describes the
inclusion of the local sources ŝ(q) in the solver. Chapter 3.2 discusses the convective solver,
which is significantly more complex due to the presence of the nonconservative products
gi(q)∂φi/∂x. These quantities prevent the system of equations from being posed in diver-
gence form. This requires modifications to traditional finite-volume schemes to properly
account for these sources.
3.1 Source Step
The integration of ordinary differential equations (ODE’s) with local, algebraic sources is
relatively straightforward. The solution obtained at the grid points xj from the convection
step of the Strang splitting method is now used as an initial condition for the following
system of ODE’s. These equations include the contributions of geometric and interphase






h(qj), j = 1, 2, . . . ,M. (3.8)
In accordance with the Strang splitting technique these equations are integrated numerically
over the CFL-restricted time step ∆tn, which is twice the size of the time step ∆tncvv used
in the convection step. Since the source terms are functions of only the local, cell-center
variables qj, the M systems of equations (3.8) are decoupled and are solved independently
at each spatial grid point:
dqj
dt
= ŝ(qj), j = 1, 2, . . . ,M, (3.9)
where the initial condition is given in Eqn. (3.6). Since the interphase source terms are
typically stiff, the open-source ODE solver LSODE [110] is used here. LSODE is a robust
implicit Fortran code capable of solving stiff systems of equations, using the initial condition
and the time step ∆tn as input.
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3.2 Convection Step
The convective step presents the most significant numerical difficulties; the discussion
provided in the remainder of this chapter is taken primarily from a recently published ar-
ticle by Crochet and Gonthier [31]. The convective operator K includes sources that are
proportional to the volume fraction gradient. These sources, appearing in both Eqns. (4.4)
and (3.1), are required to formally satisfy the Second Law of Thermodynamics [7, 11], and
the resulting equations cannot be posed in divergence form. The solid volume fraction gra-
dients locally accelerate the gas flow in a manner similar to the effects of cross-sectional
area variation in single-phase, quasi-one-dimensional flows, with the porosity 1−
∑
i φi cor-
responding to the duct area. Consequently, the products of the sources gi and the solid
volume fraction gradients are referred to as nozzling terms in the literature. The particular
form of the nozzling terms need not be unique, and other researchers have utilized different
variations of these sources in the literature. Here, the use of Pg and us in the nozzling terms
represents gas-solid interface properties based on the much higher compressibility of the gas
phase relative to the solid. Likewise, the gas-solid interface velocity is taken to be that of
the solid phase us due to its low compressibility and its role in pore-collapse models. Other
multiphase flow models utilize different interface quantities in the nozzling terms [114, 93],
particularly mass-averaged values useful for analyzing separated flows with a well-defined
interface, rather than the dispersed flows considered here. However, the selections made in
the present model are generally well-accepted for use in gas-granular solid mixtures where
gas compressibility far exceeds that of the solid.
It should be noted that a class of two-phase models has been developed by Romenski et
al. [112, 111] based on the theory of thermodynamically compatible systems, which allows
for a fully conservative alternative formulation of the governing equations and avoids the
need to consider nozzling discretizations in numerical schemes. Recently, La Spina and de’
Michieli Vitturi proposed a modification to the KNP method used to solve these conserva-
tive two-phase systems [77]. However, the formulation of these alternative systems can be
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quite complex, and introduces additional evolution equations which increase computational
expense. It is also unclear whether it is practical to obtain analogous N -phase conservative
systems, particularly in specifying interphase interaction sources.
The proper discretization of nozzling sources poses a significant challenge in the devel-
opment of accurate, stable numerical schemes. Many finite-volume methods are based on
Godunov schemes, which require the exact or approximate solution of Riemann problems
at the computational cell interfaces to compute the fluxes f(q). Upwind techniques require
a full characteristic decomposition of the two-phase system (4.4), which was performed by
Embid and Baer for the one-dimensional case to obtain simple wave solutions [39] to the Rie-
mann problem. Although the full solution for the two-phase BN system has been obtained
[2, 116, 35], this approach has several disadvantages. The correct wave structure can be
difficult to determine, and the existence of non-unique solutions requires a technique to de-
termine the physically admissible solution within the numerical scheme [2, 33]. For materials
that obey complex equations of state this method is prohibitively expensive. Although the
exact solution of the Riemann problem for the system (3.1) with multiple solid phases can
be obtained by extending the approach of Schwendeman et al. [116], the computational ex-
pense is significantly higher, and there is no available analogue of the two-phase approximate
solution.
Consequently, the use of central schemes, which require only estimates of the local wave
speeds at the cell boundaries, is particularly appealing. The family of central methods pro-
posed by Kurganov and Tadmor [76] was originally formulated for general systems of con-
servative hyperbolic equations, as well as balance laws containing diffusive sources. These
methods do not require a characteristic decomposition to compute fluxes at the cell bound-
aries, and reduce the amount of numerical diffusion present in similar centered schemes. Due
to its simplicity, the formulation of a nonconservative analogue applicable to multiphase sys-
tems is highly desirable. However, the derivation of a nozzling discretization that preserves
the correct wave states across the cell boundaries has proven to be exceptionally difficult
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[35, 87, 67], where the use of naive finite differences can result in very large errors. Moreover,
the proper mathematical treatment of nonconservative products in finite-volume methods
remains an active area of research [79, 45, 37, 103, 97, 102]. Kurganov recently proposed
a heuristic nozzling discretization that balances the fluxes and nozzling sources exactly for
special equilibrium flows [72], but may not be valid for general problems. Although central
nonconservative schemes have been previously developed by Canestrelli et al. [22], their
high-order implementations require calculating combinations of fluxes, as well as additional
intermediate steps that introduce additional complexity.
In the present work a formal, one-dimensional nonconservative extension of the Kurganov-
Noelle-Petrova (KNP) method [74] is proposed, which is a less diffusive version of its prede-
cessor, the original Kurganov-Tadmor (KT) scheme [76]. In the limit of equilibrium flow, this
scheme reduces precisely to the well-balanced nozzling discretization proposed by Kurganov
[72]. The resulting semidiscrete form retains the simplicity of the original KNP method,
and is extended to any desired order of spatial accuracy. An additional modification to
the KT family of schemes is also introduced to reduce numerical viscosity when applied to
multiphase systems.
3.2.1 Nonconservative Numerical Method
The technique proposed here is a rigorous non-conservative extension of the KNP scheme
[74], and the following solution procedure is based on this method. The one-dimensional










where the dyadic tensor A(q) =
∑
i gi(q)(∂φi/∂q). The spatial domain is divided into M
computational cells of uniform width ∆x. The cell centers are located at xj = j∆x for
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q(ξ, t) dξ. (3.11)
Within each computational cell Cj = [xj − 1/2, xj + 1/2], the averages qj are computed
from the initial conditions. These averages are then evolved explicitly in time. Figure 3.1 is
a diagram of the KNP scheme, which is also shown in [74]. At time t(n), the solution within
each cell is reconstructed using a sequence of piecewise-continuous polynomials pj(x) and the
cell averages q
(n)
j . High-order spatial discretizations have been derived in the literature using
WENO-based techniques to determine the polynomial coefficients, for both one-dimensional
reconstructions and their multidimensional counterparts [120, 82, 109, 83]. Therefore, given
a sufficient solution reconstruction technique, this method can be extended to an arbitrary
order of accuracy.
The approximate solution is generally discontinuous at the cell boundaries xj+1/2, result-
ing in a series of Riemann problems with centered simple waves propagating from the cell
interfaces. The KT and KNP schemes obtain the approximate solution at time t(n+1) = t(n)+
∆t
(n)
cnv by integrating Eqn. (3.10) over two portions of the spatial domain: the “non-smooth”
regions of wave propagation near the cell boundaries, and the “smooth” regions unaffected by
these disturbances. These sub-domains are denoted by ΩI = [xj+1/2,l, xj+1/2,r]× [t(n), t(n+1)]
and ΩII = [xj−1/2,r, xj+1/2,l]× [t(n), t(n+1)], respectively. Integration of Equation (3.10) over
these sub-domains results in the construction of a solution w(n+1) over a staggered grid,
which is then projected back to the original grid using an averaging procedure to obtain
q(n+1).
The reconstructed values of the solution q(n) at the cell boundaries xj+1/2 are denoted
by:
q−j+1/2 = pj(xj+1/2), q
+
j+1/2 = pj+1(xj+1/2), (3.12)
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Figure 3.1: Diagram of the Kurganov-Noelle-Petrova Numerical Scheme






j (x− xj)i, x ∈ Cj. (3.13)
Here, N is the order of the polynomial, and the constant coefficientsK
(i)
j are determined from
the reconstruction technique. Currently, only solution reconstructions where N ≤ 2 have
been considered [74, 76]; here, we extend this technique to arbitrary N in a straightforward
manner, which may allow for the future implementation of existing higher-order spatial
discretization schemes.
During the time step ∆t
(n)
cnv the most rapid disturbances at the cell boundaries propagate
















































where λmax and λmin are the maximum and minimum eigenvalues of the flux Jacobian matrix.

























































































. Within Region I, the

































The first integral on the right-hand side of Eqn. (3.18) can be integrated analytically. For
an N -th order polynomial the resulting algebra is quite tedious; details of the calculations
65







































































































































































































cnv. The staggered solution is obtained at the next
































The polynomial solution reconstruction (3.13) is again used, with the details of the deriva-






































































• Non-Staggered Grid Conversion
This family of schemes results in an oversampled solution consisting of 2M + 1 points.
A second reconstruction is used to convert these values back to the original grid. Within the










j+1/2 are constant coefficients obtained from a reconstruction technique. As dis-
cussed in [74], within the “smooth” Region II no high-order polynomial reconstruction is
necessary since the centered waves propagating from the cell boundaries do not interact
with the flow in this region during the time step ∆t
(n)
cnv. Therefore, the updated solution
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In the fully discrete form, the flux and nozzling source integrals can be evaluated using
a quadrature that provides the desired order of accuracy, such as the Midpoint Rule used
in the original second-order Kurganov-Tadmor scheme [76]. This procedure is unnecessary
in formulating a semidiscrete form of the nonconservative system of equations, which is the




from Eqn. (3.28, dividing by ∆t
(n)
















































The final form of the semidiscrete scheme is thus given by the following equation, with the









































































In the special case of equilibrium flow, where phase pressures and velocities are uniformly
equal, the vector g is a constant, and the sum of the nozzling terms reduces exactly to the
formulation proposed in [72].
3.2.2 Numerical Diffusion Modification
Central numerical schemes, such as the KT family of methods, generally produce higher
diffusion than upwind schemes within contact waves, although corrections have been devel-
oped to mitigate this phenomenon. Kurganov and Lin [73] proposed a modification of the
KNP scheme within the procedure outlined in Chapter 3.2.1. This method introduces a
corrective term that decreases numerical diffusion within contact waves when constructing
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j+1/2, and performing the
subsequent conversion to the original, non-staggered grid. A similar concept was utilized
by Kurganov and Petrova [75] to reduce contact wave dissipation by introducing a “partial”
characteristic decomposition, for which the system eigenstructure could be used to introduce
a separate term which would be applied only to the linear fields. However, there can also be
excessive diffusion within the gas shock waves and within smooth flow regions when a stiff
equation of state is used for the solid phase. This behavior is expected because the values
of the propagation speeds a+j+1/2 and a
−
j+1/2 depend on max {cs, cg}. In typical simulations
cs  cg; consequently, the solid sound speed dictates the wave propagation speed, and the
gas phase variables require significantly more time steps to evolve to a specified time than
using cg (e.g., the single-phase Euler equations). This results in accumulated numerical
diffusion in the gas-phase fields that is not present when cg ≈ cs.
Here, a simple modification to the KNP method (and therefore the entire KT family
of schemes) is suggested specifically for multiphase flow problems to reduce the extent of









This represents a generalization of the scheme, where separate propagation speeds may be
applied to each component of the solution vector qj. The sizes of the blocks are guided by
the wave structure of the two-phase Riemann problem. A system consisting of a single solid
phase (Nsp = 1) is first considered to illustrate this method. The governing equations are
first rearranged to group them according to each phase:
q = [φsρs, φsρsus, φsρsEs, φs, φsρsBs, φsρsTcpc,s, φsρsTdr,s, φsρsTht,s, φsρsTcr,s,







s + φsPs, φsρsus(Es + Ps/ρs), 0, φsρsBsus, φsρsTcpc,sus,
φsρsTdr,sus, φsρsTht,sus, φsρsTcr,sus, φgρgug, φgρgu2g + φgPg,
φgρgug(Eg + Pg/ρg), φgρgTcpc,gug, φgρgTdr,gug, φgρgTht,gug, φgρgTcr,gug]> ,
(3.35)
g(q) = [0, Pg, Pgus, 0, 0, 0, 0, 0, 0, 0, −Pg, −Pgus, 0, 0, 0, 0]> , (3.36)
where the subscript s indicates the single solid phase, and us and ug are the scalar, one-










where I9×9 and I7×7 are the 9 × 9 and 7 × 7 identity matrices, respectively; 09×7 and 07×9







































































Here, the solid velocity is included in the calculation of the gas phase propagation speed
bg since it is possible for the solid contact wave to lie outside the nonlinear gas wave fields,
i.e., the “supersonic” configurations described in [116], where |ug − us| > cg. Thus, the
order of the governing equations is arranged such that bs is applied to the volume fraction,
compaction energy, and solid temperature evolution equations, and the solid continuity,
momentum, and energy balance laws; and bg is applied to the gas temperature evolution
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equations and continuity, momentum, and energy balance equations. This corresponds to a
square 9×9 sub-matrix for the top left block in Eqn. (3.37), and a separate 7×7 sub-matrix
for the bottom right block.
Because the matrices A±j+1/2 are strictly diagonal, matrix multiplication is equivalent to
scalar multiplication by each diagonal element of A±j+1/2, and matrix inversion is equivalent
to computing the reciprocal of each diagonal element of A±j+1/2. Consequently, each step in
the derivation of the numerical method presented in Chapter 3.2.1 for the scalars a±j+1/2 can
be directly replaced by the matrices A±j+1/2. The modified form of the semidiscrete evolution






















































j+1/2 I9×9 09×9 09×9 . . . 09×7
09×9 (b2)
±


















j+1/2 are the propagation speeds for the i-th solid phase, for i = 1, 2, . . . , Nsp,
defined in a manner similar to that in Eqn. (3.38).
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3.2.3 Nozzling Source Evaluation
From Eqn. (3.30) it is apparent that nozzling sources consist of two contributions: vol-
ume fraction differences across the cell interfaces in Ij+1/2, and changes in volume fraction
within the cell interior in Ij due to the higher-order solution reconstruction. Because these re-
constructions are discontinuous at the cell boundaries, the volume fraction gradients become
unbounded as x → xj+1/2; consequently, unlike continuous integrand functions, Ij+/1/2 6= 0
in general. The product of a function that is discontinuous at a point within the domain
and a gradient that is unbounded at the same point is referred to as a “non-conservative
product” in the literature.
The proper mathematical treatment of non-conservative products for general systems
of evolution equations continues to pose a significant challenge. This issue has arisen in
the study of the Dirac equation in particle physics [21, 113], and the existing literature still
contains heuristic definitions that are generally incorrect [58, 18]. Dal Maso et al. [34] first
provided a rigorous theoretical framework for the evaluation of these products in the context





















where q− and q+ are values of the system variables to the left and right of the spatial
discontinuity, respectively; and ψ is a path function of the parameter s ∈ [0, 1], where
ψ(0; q−,q+) = q− and ψ(1; q−,q+) = q+.
In the vicinity of each computational cell boundary the solution reconstruction has the
form:
q̃(x) = pj(x) +H(x− xj+1/2)[pj+1(x)− pj(x)], (3.43)
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where H is the Heaviside unit step function. The reconstruction (3.43) can be expressed in
the following form within an arbitrarily small neighborhood of xj+1/2 for ε > 0:




j+1/2), |x− xj+1/2| < ε, (3.44)
because the polynomial approximations within each cell are piecewise-continuous. It has
been shown that for such step functions q̃, the nonconservative product can be expressed as



























However, the primary disadvantage of utilizing the nonconservative product definition is
specifying the form of the path ψ. When the matrix A is the Jacobian of the flux function







= f+j+1/2 − f
−
j+1/2. (3.47)
For general matrices A, the choice of the path is problem-specific, and requires a priori infor-
mation concerning the solution structure [34]. Within the context of finite-volume schemes
the form of ψ is determined by the Riemann problem solution. The theory of nonconserva-
tive products has been investigated extensively in recent years and applied to Godunov-type
schemes [37, 103, 97, 101, 25, 24]. For two-phase mixtures an exact Riemann solver has been
developed for gamma-law equations of state [116], and an exact solver for general equations
of state has been developed by Crochet and Gonthier [32] and is presented in Chapter 5;
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however, these can become computationally expensive to implement. For general multiphase
mixtures an analytical solution has also been developed by Crochet and Gonthier in [32] as
a means of verifying the present numerical scheme. However, this solver is impractical for
use in Riemann solvers due to its computational expense and the difficulty of determining
the correct wave ordering, and there is currently no analogous approximate solver available.
This renders the application of upstream Godunov schemes highly difficult to implement for
multiphase flows where Nsp > 1. Therefore, in the absence of detailed knowledge of the in-
termediate wave states associated with the Riemann problem, an approximate path ψ must
be selected for use in the modified KNP scheme.
In the formulation of finite-volume schemes, Toumi first applied the nonconservative
product definition to Roe’s approximate solver for the Euler equations [125], where the Roe





























This linear path is also utilized in the centered scheme formulated by Canestrelli et al. [22]
in deriving an approximate Roe matrix. The integral in Eqn. (3.49) was computed using a










































This method is retained here in the calculation of Ij+1/2. Since knowledge of the Riemann
problem wave structure is generally not known a priori, this approach has been adopted in the
present work. However, unlike the scheme presented in [22], the modified semidiscrete KNP
form does not require additional staggered-grid solution computations, nor the construction
of a composite flux involving multiple additional flux calculations. Furthermore, the present
method can be extended to higher orders of accuracy in a very straightforward manner,
without performing the extra spatial derivative computations required by the scheme pre-
sented in [22]. Here, the cell boundary nozzling integrals in Eqn. (3.32) are evaluated using

















Cj+1/2 δ(x− xj+1/2) dx = Cj+1/2. (3.52)
Since the solution reconstruction is continuous within the cell interior, Ij can be computed
using standard quadratures to any desired order of accuracy. Thus, the theory of nonconser-
vative products can be implemented within the relatively simple, computationally inexpen-
sive scheme presented here, and provides a formal mathematical framework for the proper
discretization of nozzling sources.
3.2.4 Temporal Integration
The semidiscrete formulation provides the flexibility to use general numerical integration
techniques for the solution of qn+1j . The resulting system of ODE’s can be solved numerically
at each cell center using any standard ODE solver. The method selected here for the time
integration is a 3rd-order Runge-Kutta scheme constructed to maximize numerical stability
when used in conjunction with semidiscrete hyperbolic PDE solvers [57]. The computation
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In addition to the effects of nozzling discretizations, the accuracy of the convective solver
used in the model predictions can also be sensitive to the form of the governing equations
considered. In the present model the compaction equation, which governs the evolution




+∇ · (ρiui) = 0, (4.1)
∂
∂t
(φ2i ρi) +∇ · (φ2i ρiui) = 0, (4.2)
∂φi
∂t
+ ui · ∇φi = 0, (4.3)
for i = 1, 2, . . . , Nsp. For a single solid phase the Lagrangian formulation (4.3) has been used
frequently [2, 116, 87], and can be combined with a simple transformation Ψs = ln[φs/(1−φs)]
to stabilize numerical methods in the limit of small volume fractions [28]. The conservative
form (4.2) has also been used in the literature [56, 72]. However, the effects of both the
flux and nozzling discretizations on the numerical solution for each form of the compaction
equation have not been studied to date.
Here, the results of a numerical study of this method performed by Crochet and Gonthier
in [31] are presented for a single solid phase, where the scheme is applied to several equivalent
forms of the model equations, using the different forms of the compaction equations given
in Eqns. (4.1), (4.2) and (4.3). Here, both ideal and Mie-Grüneisen equations of state are
used, and the analysis is confined to the original Baer-Nunziato equations for simplicity.
We show that the modified KNP scheme produces results that are sensitive to both the
form of the equations considered, as well as the equation of state, and suggest using a form
of the equations that minimizes numerical errors. The effects of the form of the governing
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equations on the numerical results are investigated in Chapter 4.1. A convergence analysis for
the method is then presented in Chapter 4.2. The proposed numerical diffusion modification
for multiphase equations is analyzed in Chapter 4.3, and a summary of the numerical study
is given in Chapter 4.4.
4.1 Governing Equation Forms
The forms of the compaction equation given by Eqns. (4.1), (4.2) and (4.3) have all been
used in the literature [7, 56, 116, 87, 72]. The expressions given in Eqns. (4.1) and (4.2) pose
the compaction equation in divergence form, and therefore rely only upon the convective dis-
cretization in the original KNP method. The Lagrangian form given by Eqn. (4.3) explicitly
depends on the choice of nozzling discretization, as described in Chapter 3.2.3. However, this
form provides the advantage of using a simple substitution proposed in [28] to enforce vanish-
ing nozzling as φs → 0, which is unavailable in divergence form. The potential benefits offered
by each form of the compaction equation motivates an investigation of the performance of
the modified scheme when applied to multiple equivalent forms of the BN equations. For
simplicity we ignore the effects of local interphase interactions (ŝ(q) = 0) and the intergran-
ular stresses. Therefore, the compaction energy and decomposed-component temperature
evolution equations are not considered, and the model reduces to the BN equations without
local sources.
The sets of one-dimensional equations designated by Forms I–III below contain identical
expressions for the mass, momentum, and energy balance laws, and differ only in the form of
the compaction equation. Form I contains Eqn. (4.1) as the original form of the compaction
equation [7] in divergence form. Form II contains the Lagrangian form of the compaction
equation (4.3), which is simply an expression of the original set of equations presented in
Chapter 2.6.4. Form III contains the alternative compaction equation (4.2) in divergence
form.
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s + φsPs, φgρgu
2
g + φgPg,
φsρsus(Es + Ps/ρs), φgρgug(Eg + Pg/ρg), ρsus]
g = [0, 0, Pg, −Pg, Pgus, −Pgus, 0]
, (4.4)






s + φsPs, φgρgu
2
g + φgPg,
φsρsus(Es + Ps/ρs), φgρgug(Eg + Pg/ρg), 0]
g = [0, 0, Pg, −Pg, Pgus, −Pgus, −us]
, (4.5)








s + φsPs, φgρgu
2
g + φgPg,




g = [0, 0, Pg, −Pg, Pgus, −Pgus, 0]
. (4.6)
Two additional sets of equations are obtained by combining each of the mass, momentum,
and balance laws with the Lagrangian form of the compaction equation. For an arbitrary








































































These relations can be applied to the mass, momentum, and energy balance laws to isolate
all terms including the solid volume fraction as sources. The resulting system of equations
resembles the classical Euler equations in each phase, containing sources that are similar to













































































Consequently, this version of the BN model allows all volume fraction terms to be con-
fined to the nonconservative sources and the compaction equation. This allows for a perfect
preservation of equilibrium states, and eliminates numerical errors that can accumulate over
time in Forms I–III when the convective and nozzling discretizations become unbalanced.
Forms IV and V consist of the balance laws (4.9), coupled with conservative and Lagrangian
forms of the compaction equation, respectively:






s + Ps, ρgu
2
g + Pg,
ρsus(Es + Ps/ρs), ρgug(Eg + Pg/ρg), φsρsus]
g = [0, −ρg(us − ug)/φg, (Pg − Ps)/φs, −ρgug(us − ug)/φg,
(Pg − Ps)us/φs, −ρg(Eg + Pg/ρg)(us − ug)/φg, 0]
, (4.10)
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s + Ps, ρgu
2
g + Pg
ρsus(Es + Ps/ρs), ρgug(Eg + Pg/ρg), 0]
g = [0, −ρg(us − ug)/φg, (Pg − Ps)/φs, −ρgug(us − ug)/φg,
(Pg − Ps)us/φs, −ρg(Eg + Pg/ρg)(us − ug)/φg, −us]
. (4.11)
Here, the sensitivity of the modified KNP method to the equivalent forms I–V of the
BN equations is examined by considering several one-dimensional, two-phase test problems.
In these numerical experiments the original KNP wave propagation speeds a±j+1/2 are used
instead of the proposed block matrices A±j+1/2, so that only the effects of the scheme dis-
cretization are considered. A convergence analysis is then presented for each form of the




4.1.1 Phase Equilibrium and Void Wave Problems
As a means of verifying the modified KNP method presented here, a phase equilibrium
case is considered, as well as a Riemann problem involving only the propagation of a volume
fraction wave. An analysis of the governing equations (4.4) gives simple analytical solutions
for these special cases. The one-dimensional form of the phase-specific balance equations
(4.9) indicate that the sources are proportional to differences in phase velocity and pressure.
Therefore, if us = ug = U , and U is initially uniform, the densities and volume fraction






































Consequently, from the equation of state e = e(ρ, P ) for each phase and Eqn. (4.12), it







Therefore, from Eqns. (4.12)–(4.14), the time derivatives of all quantities except φs are identi-
cally zero when they are initially uniform, ensuring that mechanical equilibrium is preserved
while the solid volume fraction convects at the constant local velocity U . Furthermore, there
is no restriction on the selection of the initial φs profile to enforce equilibrium.
Forms I–III of the governing equations require the nozzling sources to be “well-balanced”,
where the discretized pressure terms in the convective flux must balance the nozzling contri-
bution to preserve equilibrium; forms IV and V identically enforce equilibrium by construc-
tion. The spatial domain used here is 0 ≤ x ≤ 1, and Table 4.1 gives the initial conditions
prescribed on the left and right sides of a volume fraction discontinuity located at x = 0.5.
Figure 4.1 shows the pressure, velocity, density and volume fraction profiles for each scheme.
In these simulations an ideal equation of state (EOS) is used for both the “solid” and gas
phase for simplicity, and to eliminate the dispersive effects of physical stiffness associated
with realistic solid equations of state when initially examining sources of numerical errors.
Here, the only distinction between the two phases is the convection of φs with the “solid”
velocity us in accordance with the BN equations. The specific heat ratio γs = γg = 1.4,
using M = 400 computational cells.
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Figure 4.1: Equilibrium Spatial Profiles for (a) Pressure, (b) Velocity, (c) Solid Density, (d)
Gas Density, and (e) Solid Volume Fraction at t = 0.1
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Table 4.1: Initial Conditions for a Simple Solid Volume Fraction Wave With Mechanical
Equilibrium
ρs ρg us ug Ps Pg φs
Left 1.0 2.0 1.0 1.0 1.0 1.0 0.1
Right 1.0 2.0 1.0 1.0 1.0 1.0 0.9
Here, it can be seen from the plots and insets that Forms I and II remain well-balanced
with the nozzling terms required to preserve equilibrium. Forms IV and V contain identically
zero nozzling terms by construction, and therefore also maintain mechanical equilibrium.
Form III, however, shows significant spurious numerical errors, although it only deviates from
Forms I and II in the compaction equation. This may be due to an inherent inconsistency in
the evolution and reconstruction of φs. For the compaction equation in the first time step,
the nozzling terms are identically zero, and the corresponding component of the numerical
































































Using Form III, φs is reconstructed at the next time step by evolving φ
2
sρs and φsρs and
computing the quotient. Since ρs is initially uniform, the solid continuity and compaction
equations reduce to evolution equations for φs and φ
2
s, respectively. However, for the resulting
semidiscrete forms of the evolution equations represented by the fluxes in Eqns. (4.15) and
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Table 4.2: Initial Conditions for the Void Wave Problem
ρs ρg us ug Ps Pg φs
Left 9.0 1.0 1.0 1.0 1.0 1.0 0.1














s and ρsφs are evolved to the next time step, the reconstruction of
φs introduces additional errors that results in numerical artifacts.
The effect of this inconsistency is also apparent in the results of the “void wave” problem
discussed in [68]. This problem is a variation of the equilibrium condition, where the product
φsρs, the common velocity U , and the common pressure P are initially uniform, while an
initial discontinuity in φs (and thus ρs) is prescribed. This results in a volume fraction,
or compaction, wave traveling with velocity U . Here, Eqns. (4.12)–(4.14) remain valid.
However, initial differences in the phase densities and thermal energy values imposed across
the compaction wave also propagate at the constant velocity U , while P remains constant.
Table 4.2 lists the initial conditions for the void wave Riemann problem, and Fig. 4.2 shows
the profiles for pressure, velocity, the product φsρs, gas density, and volume fraction at
t = 0.1, using M = 400 computational cells. Here, it is evident that Form I results in
the most significant numerical artifacts across all fields. This is likely due to errors in the
reconstruction of the phase pressures, which disrupts equilibrium between the convective
fluxes and the nozzling sources. The constitutive relations for the pressure for each form are
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Figure 4.2: Void Wave Profiles for (a) Pressure, (b) Velocity, (c) φsρs, (d) Gas Density, and
(e) Solid Volume Fraction at t = 0.1
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given by:








Form III: P = P (φsρs, φsρses, φ
2
sρs) = (γs − 1)
(φsρses)(φsρs)
φ2sρs
Forms IV/V: P = P (ρs, es) = (γs − 1)ρses.
(4.18)
Thus, at each point in the flow, the semidiscrete form of the pressure evolution can be
determined for each relation in Eqn. (4.18). For Form I:
dP
dt



















Although φsρs is constant during the first time step, it follows that dP/dt 6= 0. By contrast,
since ρses is constant, dP/dt ≡ 0 for Forms II–V from Eqn. (4.18).
Similarly, Form V also does not properly preserve a constant value of φsρs, since φs and
ρs are both evolved separately and used to reconstruct φsρs, resulting in a discretization
of φsρs across the initial discontinuity that is inconsistent with those in Forms I–III, which
explicitly conserve φsρs. It should also be noted that there are slight offsets in the volume
fraction profiles for each form, although there does not appear to be a clear pattern according
to the form of the governing equations.
4.1.2 Two-Phase Baer-Nunziato Riemann Problem
The first direct analytical solution of the two-phase Riemann problem for the BN equa-
tions was provided by Schwendeman et al. [116] for gamma-law equations of state, and
may also be applied to general convex equations of state [33]. Here, a test case provided
in [116] is analyzed by applying the modified KNP method to Forms I–V of the governing
equations, along with the analytical solution. An ideal EOS is again used for each phase,
with γs = γg = 1.4, with 0 ≤ x ≤ 1 and the initial discontinuity located at x = 0.5. Table 4.3
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Table 4.3: Initial Conditions for a Two-Phase Riemann Problem with Ideal Equations of
State
ρs ρg us ug Ps Pg φs
Left 1.0 0.2 0.0 0.0 1.0 0.3 0.8
Right 1.0 1.0 0.0 0.0 1.0 1.0 0.3
lists the initial conditions used, and the spatial profiles are shown in Fig. 4.3 using M = 400
computational cells.
Here, the Riemann problem solution consists of an expansion wave propagating to the
left and a rightward-travelling shock in the “solid” phase, with a leftward-traveling shock and
an expansion wave propagating to the right in the gas phase. Unlike classical single-phase gas
dynamics, an analysis of the Riemann invariants reveals that gas properties do not remain
uniform across the “solid” contact wave, where φs varies discontinuously [4]. Therefore, the
solid contact wave also appears in the gas phase spatial profiles. All forms of the governing
equations show numerical errors in the vicinity of the expansion wave tail and shock in each
phase. These are caused by the nozzling source integral approximations at the cell boundaries
used in the modified KNP scheme. Unlike the upwind Godunov-based scheme in [116], the
nozzling approximation cannot compute the wave states on either side of the “solid” contact
discontinuity, resulting in larger errors. Gas phase properties display significantly smaller
errors than those in the “solid” phase. However, Form III clearly produces the largest
numerical errors in the solid density, pressure and velocity profiles.
A second Riemann problem is now considered, using a Mie-Grüneisen EOS for the solid
phase and an ideal EOS for the gas phase, where the Mie-Grüneisen relation was defined
in Appendix C.3. Parameters for the Mie-Grüneisen EOS and ideal gas law were selected
that are representative of the solid, pure-phase high explosive HMX (C4H8N8O8) and air,
respectively. These quantities, together with the initial states for the Riemann problem, are
provided in Table 4.4. The parameters and initial densities, velocities, and pressures given
in Table 4.4 are also used in each of the remaining cases in this chapter.
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Figure 4.3: Two-Phase Riemann Problem Profiles with Ideal Equations of State for Solid
(a) Pressure, (b) Velocity, (c) Density, and Gas (d) Pressure, (e) Velocity, (f) Density, and
(g) Solid Volume Fraction at t = 0.2
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Table 4.4: Riemann Problem Data for a Mie-Grüneisen Solid EOS
Parameters
Γ [–] y [–] (v∗s)
−1 [kg/m3] ω [m/s] γg [–]




3] us [m/s] ug [m/s] Ps [MPa] Pg [MPa] φs [–]
Left: 1990 5.0 0.0 0.0 5000 1.0 0.1
Right: 1900 1.23 0.0 0.0 0.1 0.1 0.38
Spatial profiles are shown in Fig. 4.4 for the gas and solid phases at t = 0.7ms and
t = 0.1ms, respectively, for 0 ≤ x ≤ 1 m. All forms of the governing equations give similar
results for the gas phase properties. However, unlike the case shown in Fig. 4.3 where the
solid phase obeyed an ideal EOS, Form III produces very large numerical errors in the solid
phase profiles, particularly near the tail of the expansion wave. Here, the scheme fails to
capture both the correct jumps across the compaction wave and the position of the shock.
However, due to the presence of nozzling sources, it is unclear whether these errors arise
from the nozzling or convective discretizations.
4.1.3 Two-Phase Riemann Problem Without Nozzling
Additional simulations were performed using the two-phase Riemann problem data given
in Table 4.4 to determine the contribution of nozzling discretization errors to the solution.
Here the nozzling sources, as originally defined by Baer and Nunziato in Form I, vanish iden-
tically. Consequently, the solid and gas phases are uncoupled in the momentum and energy
equations, while the solid volume fraction convects at the local solid velocity. Thus, g ≡ 0
in Forms I and III. The resulting Riemann problem solution admits different intermediate
states compared to those in the solution to the BN system due to the jump conditions across
the compaction wave [50].
Figure 4.5 shows the spatial profiles at t = 0.7 ms and t = 0.1 ms for the gas and
solid phases, respectively, for Forms I and III. It is evident that in the absence of nozzling
sources Form III continues to produce the large numerical errors shown in the BN Riemann
problem solution, while the Form I solution is unaffected. This indicates that the nozzling
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Figure 4.4: Two-Phase Riemann Problem Profiles with Mie-Grüneisen Solid EOS at t = 0.1
ms for Solid (a) Pressure, (b) Velocity, (c) Density, (d) Volume Fraction, and t = 0.7 ms for
Gas (e) Pressure, (f) Velocity, (g) Density, and (h) Solid Volume Fraction
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Figure 4.5: Two-Phase Riemann Problem Without Nozzling at t = 0.1 ms for (a) Solid
Pressure, (b) Solid Velocity, (c) Solid Density, and t = 0.7 ms for (d) Gas Pressure, (e) Gas
Velocity, and (f) Gas Density
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discretization errors are not significant compared to the convective contribution from the
original scheme. These results also suggest that the numerical artifacts are more sensitive
to the form of the model equations used than the equation of state, since the largest errors
arise from Form III for both ideal and Mie-Grüneisen equations of state.
4.2 Convergence Study
The convergence rate of the modified KNP scheme is now analyzed. Although the
method used here is nominally second-order accurate in space, the presence of shocks in
the Riemann problem solution reduces global accuracy to first order due to the flux limiters
required to resolve them. A standard L1 norm is used to define the error between the






∣∣Pi,k − P ∗i,k∣∣
P ′i
, (4.20)
where Pi,k is the numerical phase pressure at the k-th cell center, P
∗
i,k is the corresponding
exact phase pressure, and P ′i is a normalizing characteristic pressure, for i = s, g. Since
the exact solution is computed on a nonuniform grid, a parabolic interpolation is used to
estimate the exact solution at the numerical grid points without reducing accuracy. All
results are obtained forM = 400, 800, 1600, 2000, 4000 and 8000 cells. The order of accuracy
is proportional to the numerical grid spacing:
Ei ∝ (∆x)pi ≈M−pi , (4.21)
where pi is the rate of convergence for the i-th phase. The rate is determined using a linear
regression fit through ln (Ei) and ln (M).
A check on the original KNP method was applied to the single-phase Riemann problem
with initial conditions given in Table 4.4, but with initially uniform volume fractions. This
effectively decouples the system into separate sets of Euler equations in the solid and gas
phases. Figure 4.6 shows the errors in both phases. The gas phase governed by an ideal
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equation of state shows a convergence rate of approximately 1, as expected. The solid phase,
which obeys the Mie-Grüneisen EOS, gives a slower convergence rate. This is due to small
dispersive errors present in the vicinity of the solid shock associated with the stiffness of the
equation of state. In contrast, the gas shock resolution is purely diffusive, with a monotonic
decrease in pressure across the wave.

















Figure 4.6: Numerical Errors for the Decoupled Riemann Problem in the Solid Phase (t = 0.1
ms) and Gas Phase (t = 0.7 ms)
The two-phase Riemann problem of Table 4.4 is now considered for Forms I–V of the
governing equations. The L1 errors are shown in Fig. 4.7, and the corresponding convergence
rates are given in Table 4.5. These results show that the presence of the compaction wave
significantly degrades the convergence rate in each phase, particularly in the solid. In single-
phase Riemann problems the presence of contact waves is known to reduce the convergence
rate in second-order upwind schemes to as low as 2/3 [44]. The extent of this degradation in
two-phase flows can also depend on the magnitude of the jumps in phase properties across
the contact discontinuity [63], although the literature addressing L1 convergence rates in
multiphase flows remains sparse. Combined with the additional diffusion within contact
waves generated by central schemes compared to upwind methods, it is reasonable to expect
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the observed decrease in ps and pg in two-phase flows. Here, it should be noted that Form
III produces the largest L1 errors in each phase and does not converge to the correct solution
in the vicinity of the compaction wave, although the correct intermediate Riemann problem
states are preserved elsewhere in the domain; all other forms considered converge to the
analytical solution.























Figure 4.7: Numerical Errors for the Two-Phase Riemann Problem in the Solid Phase (t = 0.1
ms) and Gas Phase (t = 0.7 ms)
Table 4.5: Convergence Rates for Solid and Gas Phases for Forms I–V
Form I Form II Form III Form IV Form V
Solid 0.835 0.847 0.802 0.787 0.790
Gas 0.958 0.959 0.915 0.943 0.938
4.3 Modified Wave Propagation Speeds
The initial Riemann problem data given in Table 4.4 is used to compare results using both
the original scalar a±j+1/2 and the new block matrices A
±
j+1/2 introduced in Chapter 3.2.2.
Figure 4.8 shows spatial profiles using Form I, though similar results are obtained with
Forms II–V. As shown in Fig. 4.8(a)–(c), the solid profiles remain unchanged; this behavior
is expected, since the solid sound speed determines the extent of numerical diffusion in the
computation of a±j+1/2 in the KNP scheme. Gas-phase properties in Fig. 4.8(d)–(f) show
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Figure 4.8: Scalar and Block-Matrix Comparison Using Form I at t = 0.1 ms for (a) Solid
Pressure, (b) Solid Velocity, (c) Solid Pressure, and t = 0.7 ms for (d) Gas Pressure, (e) Gas
Velocity, and (f) Gas Density
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significantly lower numerical diffusion within the gas shock, requiring nearly half of the
computational cells needed with the scalar values; however, contact wave resolution remains
unchanged. Numerical oscillations within smooth regions of the flow are also suppressed
substantially using this modification.
A separate Riemann problem is considered, where the left and right values of φs are
taken to be 0.1 and 0.7, respectively, with all other initial states given in Table 4.4. Results
are presented for the gas phase pressure, velocity and pressure profiles in Fig. 4.9. These
indicate that numerical errors near the tail of the expansion wave generated by the nozzling
approximation are amplified, while numerical oscillations are reduced in smooth regions.
Although errors in the two-phase Riemann problem solution generally become larger as the
magnitude of the volume fraction jump ∆φs increases, this suggests that care must be taken
when utilizing the block matrix modification for larger values of |∆φs|.
It should also be noted that the block-matrix modification does not retain the “well-
balanced” property using Forms I–III, and will not preserve equilibrium states. This is due
to the presence of Pg and us in the nozzling sources for the solid momentum and gas energy
equations, respectively. This behavior is expected because the gas and solid phase properties
are evolved at different rates in A±j+1/2, which disrupts phase equilibrium in subsequent time
steps. This problem does not appear in Forms IV and V, since the nozzling sources for the
balance laws vanish identically during the initial time step.
4.4 Summary of Results
The numerical study presented here focused on multiple, equivalent forms of the Baer-
Nunziato system of equations. The results revealed that the errors produced by this scheme
are sensitive to the form of the equations considered, as well as the equation of state. For
the special cases of equilibrium and void wave flows this was shown to be caused by inherent
inconsistencies between the system of semidiscrete ODE’s and the primitive variable recon-
structions performed in subsequent time steps. This phenomenon may also have a significant
effect on the solution of two-phase Riemann problems. Table 4.6 summarizes the relative
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Figure 4.9: Scalar and Block-Matrix Comparison Using Form I at t = 0.6 ms and ∆φs = 0.6
for (a) Gas Pressure, (b) Gas Velocity, and (c) Gas Pressure
Table 4.6: Modified Scheme Performance for Forms I–V Applied to Test Problems
Equilibrium Void BN BN
Wave (Ideal) (Mie-Grüneisen)
Form I 3 5 3 3
Form II 3 3 3 3
Form III 5 3 5 5
Form IV 3 3 5 5
Form V 3 5 5 5
performances of the modified scheme for each form of the governing equations and test prob-
lems considered. Here, cases that produce an unacceptable degree of error is indicated by
an “X” mark, while cases that exhibit fewer numerical errors are indicated by a check mark.
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Among the test cases considered Form III produced the largest errors, and is therefore
not recommended for use in solving multiphase flow problems. Forms IV and V do not
result in excessively large errors for the two-phase flow problems, but numerical diffusion
in the vicinity of wave fronts remains larger than that observed in Forms I and II. Form II
preserved equilibrium states, accurately convected the void wave, and performed reasonably
well for the two-phase Riemann problems for different equations of state. Consequently, we
recommend the use of Form II when applied to the Baer-Nunziato equations.
A second proposed modification was the introduction of a block diagonal matrix A±j+1/2
instead of the scalar a±j+1/2 when applied to multiphase flow problems. The choice of the
matrix was guided by knowledge of the two-phase Riemann problem wave structure, but
required only knowledge of the local phase sound speeds. This method was applied to
Riemann problems where the ambient solid sound speed exceeded that of the gas phase by
nearly an order of magnitude. This resulted in a substantial decrease in numerical diffusion
within the gas shock and suppressed artifacts in smooth regions of the flow, although the solid
phase properties and resolution of contact discontinuities remained unaffected. However, this
modification can magnify numerical errors near the tail of the gas expansion wave as the
initial jump in solid volume fraction increases. Further analysis is also required to develop
a form of A±j+1/2 that maintains equilibrium states, as well as verify that the numerical
stability of the KNP scheme is preserved under a suitable selection of the matrix. However,
the improved shock resolution and reduction in spurious oscillations in gas phase profiles
indicates that this modification is a promising avenue for future work.
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Chapter 5
Riemann Problem for Multiple Solid
Phases
Gas-solid mixtures with an arbitrary number of condensed phases are taken to consist
of N = Nsp+1 components. Excluding the effects of local sources given in Eqn. (2.152), the













In this chapter the first solution to the N -phase Riemann problem associated with Eqn. (5.1)
is presented, which is used as a means of verifying the finite-volume numerical scheme for-
mulated in Chapter 3. This methodology can also be used as a framework for the imple-
mentation of exact or approximate Riemann solvers within existing upwind finite-volume
methods, which explicitly incorporate the Riemann problem solution in their construction,
to solve N -phase flow problems. The discussion provided here is taken primarily from the
recent publication by Crochet and Gonthier [32].
Many of the numerical methods used to solve the system given by Eqn. (5.1) are based
on upwind Godunov methods, which approximate the solution as piecewise-continuous poly-
nomials within each computational cell. Discontinuities at cell interfaces constitute initial
states for Riemann problems that are locally solved to obtain interface fluxes needed to
evolve the solutions in space and time. The case for Nsp = 1 has been investigated by An-
drianov and Warnecke [2] and Deledicque and Papalexandris [35], with Schwendeman et al.
[116] providing the first direct solution for ideal and stiffened equations of state. This solu-
tion is also utilized in [116] to evaluate the nonconservative products analytically. However,
there is currently no available solution to the Riemann problem for Eqn. (5.1) for Nsp > 1,
primarily due to the complexity of possible wave configurations and difficulties that arise in
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determining their spatial order during the solution procedure. An analysis of this solution is
a critical component in the construction of upwind finite-volume numerical schemes needed
to predict flows governed by Eqn. (5.1).
In this chapter a direct solution methodology for the Riemann problem for an arbitrary
number of solid phases is formulated that can be used with any convex EOS. The solution
approach is based on the methodology used in [116], and utilizes an inner Newton method
to solve for the phase shock speeds and an outer Newton iteration to obtain the specific
volumes. All other flow properties may be calculated from these quantities. While it is
possible to eliminate the shock speeds and solve the system of nonlinear equations with a
single Newton iteration for the phase pressures, the resulting relations include square-root
terms which can render the system discontinuous in RW , where W is the total number of
nonlinear algebraic equations. This may negatively affect the global convergence of Newton’s
method, particularly for large W . In addition, non-ideal EOS’s (e.g., virial, Mie-Grüneisen)
that are commonly applied to gas and solid phases may render the use of phase pressures
impractical as independent unknown variables, because other flow properties are difficult to
express as functions of the pressures in closed form. For these reasons the solution proce-
dure presented here may generally provide a more robust multiphase Riemann solver than
alternative methods.
Because the wave configurations of the N -phase Riemann problem are complex, a system
of checks must also be utilized in the solution algorithm to ensure that physically admissible
configurations are selected. The solution must satisfy the solid contact wave jump conditions
defined by the Riemann invariants [39, 116], in addition to the classical relations for shock and
expansion waves. Consequently, the specific set of nonlinear equations to be solved depends
on the wave configuration, which must be detected adaptively within the Newton iteration.
The practical implementation of wave ordering detection criteria is a key consideration in
developing a robust solver.
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The N -phase Riemann solver is derived in Chapter 5.1. The two-phase solution is
first considered to demonstrate the procedure used to solve for properties within both the
nonlinear fields and the additional intermediate state introduced by the second phase. This
problem also illustrates the dependence of the governing set of algebraic equations on the
wave ordering, and motivates the use of adaptive detection criteria. The full solution for
an arbitrary number of phases is then formulated on this foundation. Several test problems
are then presented in Chapter 5.2 to demonstrate the accuracy of the Riemann problem
solution compared to the results of a numerical scheme, and the conclusions of this study
are discussed in Chapter 5.3.
5.1 Analytical Riemann Problem Solution
The two-phase Riemann problem solution for the BN system is first considered. The
solution procedure deviates somewhat from that presented in [116]. The first distinction
concerns the choice of parameterization for relations obtained from the Riemann invariants
and Rankine-Hugoniot (RH) relations across expansion waves and shocks, respectively. The
two-phase solver devised by Schwendeman et al. in [116] is based in part on the single-phase
solver formulated by Toro [124]. The single-phase Riemann problem solution to the Euler
equations is a canonical problem in gas dynamics, and a detailed description of the solution
procedure is omitted here for brevity. In this solver the local velocity u and density ρ are
expressed as functions of pressure P for specific equations of state. Because the ideal EOS
was considered in [124], and both the ideal and stiffened EOS’s were used in [116], closed-
form expressions for u(P ) and ρ(P ) may be obtained in a relatively straightforward manner
due to the simple functional form of these equations of state. The single-phase solution
is therefore obtained completely by solving the velocity Riemann invariant for the Euler
equations across the contact wave for P . However, for arbitrary convex equations of state,
it is generally not possible to obtain such closed-form expressions; therefore, the use of an
iterative technique is required to compute ρ and u. As a result, additional unknown variables
and equations must be introduced to obtain the single-phase solution.
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For general EOS’s the single-phase solution may be computed in a number of ways.
In one approach outlined by Moiseev and Mukamadieva in [96], the two Riemann problem
intermediate state densities ρβ, where β = 1, 2, together with the single intermediate pressure
P∗, may be obtained simultaneously by solving the velocity Riemann invariant across the
contact wave together with the energy RH relation and/or an isentrope ODE. The system
of equations F(x) = 0 may then be solved for x using Newton’s method. However, this
strategy increases the number of equations to three; in addition, the RH momentum equation
expressed in terms of ρ and P introduces square-root terms which render F(x) discontinuous
in large subsets of x ∈ R3. These factors may degrade the global convergence behavior
of Newton’s method for poor initial estimates of x and increase computational expense;
the solution procedure will fail altogether if Newton’s method produces negative corrective
specific volume iterations. To mitigate these potential issues, the left and right shock speeds
SL and SR are used here to parameterize u and P when shocks are present. This leads to the
second major departure from the solution strategy used in [124, 116], which involves the use
of an inner Newton iteration to solve the energy RH relation for Sα, α = L,R, using fixed
values of the specific volumes vβ = ρ
−1
β . A system of two equations, composed of the velocity
and pressure Riemann invariants across the contact wave, is then solved in an outer Newton
iteration for vβ, β = 1, 2. The outer system, parameterized by Sα and vβ, is continuous on
R2 except on manifolds where vβ = 0, and numerical experiments indicate that the use of
the additional inner iteration does not significantly increase computational expense.
The two-phase solution procedure of Schwendeman et al. extends the concepts developed
by Toro by parameterizing all phase quantities using the gas pressures Pβ,g, solid pressures
Pβ,s, and a separate intermediate gas density ρ0. However, ideal and stiffened equations of
state are again considered in [116] exclusively, and a system of nonlinear equations extended
to higher state space dimensions in a similar manner to the single-phase case would be
necessary for general equations of state, such as the virial EOS [117], but the isentrope ODE’s
and/or energy RH relations must admit closed-form expressions for the phase variables in
104
terms of the pressures to retain the advantage of this approach. In the present work separate
inner Newton iterations are used to solve for shock speeds in the gas and solid phases,
which are used together with the specific volumes in each phase to parameterize a system of
equations solved in an outer Newton iteration. This solution procedure is discussed in detail
in Chapter 5.1.1; the remaining differences in methodology between the present strategy and
that in [116] are minor, and arise from the order in which the governing algebraic-differential
equations are solved. Due to the convergence considerations discussed for the single-phase
case, the solution approach presented here is considered to be a prudent choice for arbitrary
equations of state applied to the multiphase case. The basic algorithmic approach for the
two-phase system is extended in a relatively straightforward manner to the Riemann problem
associated with the general N -phase system described by Eqn. (5.1). It is also noted that
expansion waves may require numerical integration of the isentrope ODE’s depending on the
EOS used; however, conventional integration schemes may be used to obtain high accuracy
in these cases.
5.1.1 Two-Phase Problem
In the Riemann problem associated with the BN equations, the solid-phase wave struc-
tures are identical to those from the single-phase theory, with two nonlinear waves (shocks or
expansions) and a contact wave. The solid and gas are coupled through the compaction equa-
tion; therefore, gas phase properties experience a discontinuous jump across the compaction
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where η is entropy; v = ρ−1, and [·]+− indicates a jump across the solid contact discontinuity
from the left “−” state to the right “+” state. Unlike the single-phase solution, there
are several possible wave configurations for the gas phase properties, as shown in Fig. 5.1,
determined by the relative positions of the solid contact and nonlinear gas waves. Here,
configurations for which |us−ug| < cg are referred to as “subsonic” in the literature, and those
corresponding to |us − ug| > cg are denoted as “supersonic.” The special cases of coincident
waves corresponding to either us = ug, or a parabolic degeneracy where |us − ug| = cg, have
been analyzed in the literature [35, 55], but are rare events and are not considered here.
In the two-phase problem, each state is defined by vs, us, Ps, vg, ug, Pg, and φs. Since φs
and φg change only across the solid contact, we note that only the “L” and “R” subscripts
associated with the initial states are necessary. For all other quantities, the states in Fig. 5.1
are denoted by the same convention used for the single-phase case, with an additional inter-
mediate “0” gas state. Here, cases for which the solid contact is positioned to the left of the
gas contact are denoted by Configuration A, as shown in Fig. 5.1(a) and 5.1(c). Cases where
the solid contact is located to the right of the gas contact are referred to as Configuration
B, which are indicated by Fig. 5.1(b) and 5.1(d).
As noted in [2, 116], the Riemann solver must include a method to determine which

















































Figure 5.1: Possible Gas-Phase Wave Ordering for the Two-Phase Riemann Problem for
(a)–(b) Subsonic and (c)–(d) Supersonic Configurations
although the subsonic configurations are more physically relevant in actual multiphase flows
due to large interphase drag, it is generally not sufficient to consider only subsonic cases
during the solution iteration [33]. The states adjacent to the nonlinear waves in the solid
phase are solved in an identical manner to the single-phase case, where the RH relations and
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dvs, vβ,s ≥ vα,s
. (5.4)
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For all equations presented in this work, β = 1 when the left initial state α = L is used;
β = 2 when the right initial state α = R is used, and S denotes the shock speed. Here, the










where the sound speed c is determined using the EOS:











a similar function Pη,g is applied to the gas phase. Calculation of the intermediate “0” gas


































φL,gPL,g + φL,sP1,s +
φL,g (uL,g − u1,s)2
vL,g
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φR,g (u2,g − u2,s)2
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− φL,sP1,s −









eL,g + PL,gvL,g +
1
2
(uL,g − u1,s)2 − P0v0 −
1
2
(u0 − u2,s)2 ,
Supersonic A
e1,g + P1,gv1,g +
1
2
(u1,g − u1,s)2 − P0v0 −
1
2
(u0 − u2,s)2 ,
Subsonic A
eR,g + PR,gvR,g +
1
2
(uR,g − u2,s)2 − P0v0 −
1
2
(u0 − u1,s)2 ,
Supersonic B
e2,g + P2,gv2,g +
1
2
(u2,g − u2,s)2 − P0v0 −
1
2
(u0 − u1,s)2 ,
Subsonic B
. (5.9)
Thus, the gas-phase solution across the nonlinear waves also depends on the particular wave
configuration. The supersonic cases require special treatment of quantities adjacent to the
“0” state; all other quantities for both subsonic and supersonic configurations are determined
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in the same manner as the single-phase case:
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, (5.10)
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dvg vβ,g ≥ vα,g
. (5.12)
Thus, all quantities are expressed in terms of the specific volumes and shock speed(s).
If shocks are present, the energy RH equation is used to express the shock speeds in terms
of the specific volumes:









(uα,s − Sα,s)2 , vβ,s < vα,s.
(5.13)
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The gas phase relations again depend on the configuration considered. Special treatment
is required for regions adjacent to the “0” state in supersonic cases; all other flow states
for both subsonic and supersonic configurations are determined in a manner identical to
Eqn. (5.13):









(u0 − SL,g)2, v1,g < v0,
(5.14)









(u0 − SR,g)2, v2,g < v0,
(5.15)









(uα,g − Sα,g)2 , vβ,g < vα,g.
(5.16)
Because all flow states are expressed solely in terms of the specific volumes, the system
of equations to be solved consists of five relations in the variables v1,s, v2,s, v1,g, v2,g, and
v0. Two equations are the constant-pressure and constant-velocity conditions across the gas
contact wave obtained from Eqn. (5.2); one is a constant-velocity condition across the solid
contact; one is an EOS equality across the solid contact, and the final equation enforces
constant gas entropy across the solid contact.

P2,g = P0, Subsonic A
P1,g = P0, Subsonic B




u2,g = u0, Subsonic A
u1,g = u0, Subsonic B
u1,g = u2,g, Supersonic A and B
, (5.18)
u1,s = u2,s, (5.19)
e(v0, P0) = e0, (5.20)
Pη,g(v0; vL) = P0, Supersonic A
Pη,g(v0; vR) = P0, Supersonic B
Pη,g(v0; v1) = P0, Subsonic A
Pη,g(v0; v2) = P0, Subsonic B
. (5.21)
The final expression in Eqns. (5.17)–(5.21) is obtained by exploiting Eqn. (5.5) to ensure
isentropic gas flow, rather than attempting an explicit calculation of the gas-phase entropy.
The following procedure is then used to obtain the solution:








2,g , and v
(0)
0 are made, which are used to compute
velocities and sound speeds in regions “1” and “2”. Schwendeman et al. [116] used
the single-phase Riemann problem solutions as initial guesses, since these provide the
analytical solution to the two-phase problem in the limit as |φL,s−φR,s| → 0 where the
phases are decoupled. A separate value of v
(0)
0 must also be provided. Initial values of








R,s are then obtained, if necessary.
These guesses are used to estimate the initial wave configuration:






































• Subsonic B: u(0)g < u(0)s < u(0)2,g + c
(0)
2,g .
These adaptive wave configuration detection criteria were not considered by Schwen-
deman et al. in [116], since either a subsonic or supersonic configuration was assumed
a priori.






1,s , and v
(m)
2,s are known.
For m = 0, the following wave configuration detection procedure may be ignored.
Otherwise, the solid velocity, gas velocity, and gas sound speeds from the (m − 1)-th
iteration are used to determine the wave configuration adaptively using criteria similar




























































R,s are computed, if necessary, from Eqn. (5.13)







2,s , and P
(m)
2,s are then calculated from Eqns. (5.3) and (5.4).
4. For supersonic states:




0 , and e
(m)
0 are first computed using Eqns. (5.7)–
(5.9).
(b) If necessary, the shock speeds in both phases are computed using separate inner
Bisection method or Newton method iterations for Eqns. (5.14) and (5.16).






2,g , and P
(m)
2,g are then deter-
mined from Eqns. (5.10)–(5.12).
For subsonic states:




L,s are computed using separate inner
Bisection method and Newton method iterations for Eqns. (5.14) and (5.16).






2,s , and P
(m)
2,s are then determined from
Eqns. (5.10)–(5.12).




0 , and e
(m)
0 are computed.









2,g , and v
(m+1)
0 .
6. Steps 2–5 are repeated until convergence.
Some additional comments on the selection of initial estimates are in order, since this
choice can significantly affect the convergence behavior of the iterative method. The single-
phase solutions obtained by using the appropriate initial data for each phase and ignoring







1,g , and v
(0)
2,g . The difficulty arises in choosing a suitably accurate estimate for v
(0)
0 . A
heuristic selection is the “nearest neighbor” gas state immediately adjacent to the solid
contact wave bordering the “0” region. A linearization of the system equations based on
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Figure 5.2: General Gas-Phase Wave Diagram for a System with Nsp Solid Phases
[117], but is dependent on the equation of state, where an explicit closed-form solution may
not be generally available. Similar issues arise in choosing initial estimates for the general N -
phase system; therefore, the formulation of alternative selection criteria suitable for general
equations of state remains an ongoing topic of research.
5.1.2 Solution for Multiple Solid Phases
The procedure for constructing a Riemann solver for Nsp solid phases is effectively an
extension of the two-phase methodology. For each solid phase the wave structures remain
unchanged from the two-phase case; however, the gas-phase structure now includes Nsp
intermediate “0” states. The wave ordering is now significantly more complex, since there
may exist a combination of subsonic and supersonic wave configurations, as shown in Fig. 5.2.
Here, three special intermediate regions are identified, because they allow for a sys-
tematic classification of wave configurations in constructing the solution. The supersonic
intermediate states immediately adjacent to the left and right nonlinear waves are desig-
nated by the subscripts l and r, respectively; and the intermediate subsonic field located
to the immediate left of the gas contact is denoted by the b subscript. The intermediate
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Table 5.1: Two-Phase Wave Configuration Nomenclature
l b r
Supersonic A 1 0 2
Subsonic A 0 1 2
Supersonic B 0 0 1
Subsonic B 0 0 2
states are ordered from left to right, with subscripts increasing from 1 to Nsp. For the special
case where a left supersonic configuration does not exist, l = 0, which corresponds to the
left initial state L. Similarly, when a right supersonic wave configuration does not exist,
r = Nsp + 1, corresponding to the right initial state R. The subscript convention used for
phase properties in this problem is now defined. Quantities with the subscript 0, j refer to
gas phase properties in the j-th intermediate “0” region, for j = 1, 2, . . . , Nsp, as shown in
Fig. 5.2. The remaining gas fields corresponding to states “1” and “2” in Fig. 5.2 are denoted
by the subscripts 1, g and 2, g, respectively. For the j-th solid phase only the single-phase
“1” and “2” states exist, and the associated quantities are denoted by the subscripts 1, j and
2, j, respectively, for j = 1, 2, . . . , Nsp. To illustrate the use of this notation, Table 5.1 gives
the values of l, r, and b corresponding to the configurations shown in Fig. 5.1.
Here, the solution procedure consists of a series of recursive calculations from the left
and right initial states to obtain relations in the intermediate regions adjacent to the gas
contact wave, denoted by b and b + 1 in Fig. 5.2. From the numbering convention defined
here, the gas wave solution consists of l supersonic states adjacent to the left nonlinear gas
wave, and Nsp − (r − 1) supersonic states adjacent to the right nonlinear gas wave. Since
there are a total of Nsp intermediate “0” states, there are r− l−1 subsonic states, in addition
to the “1” and “2” regions. Thus, the speeds of the solid contacts must be computed and
arranged such that u1,1 < u1,2 < . . . < u1,Nsp . Since the solid volume fractions are initially
116
















φL,k, j = b+ 1, b+ 2, . . . , Nsp
, (5.22)
where φL,k and φR,k are the initial left and right solid volume fractions of the k-th solid phase.
As in the two-phase scenario, linear degenerate cases are not considered here for simplicity.
• Special Cases
Although Fig. 5.2 illustrates the general combinations of gas-phase wave configurations,
several specific cases must also be considered in constructing the Riemann solver to satisfy
jump conditions across the gas contact wave. Type I is a scenario in which only supersonic
intermediate regions are present, where l = r − 1. This scenario is shown in Fig. 5.3, and
can be summarized as:
Type I: l = r − 1 ⇒

l = Nsp, all left supersonic waves,
l = 0, all right supersonic waves,
0 < l < Nsp, left and right supersonic waves.
(5.23)
Type II corresponds to the case where b = l, and no subsonic solid contact waves are present
between the left nonlinear gas wave and gas contact wave. Similarly, Type III configurations
arise when b = r − 1, and no subsonic solid contacts exist between the gas contact and the
right nonlinear gas wave. Schematics of the gas-phase wave configurations for Types II and
III are shown in Figs. 5.4 and 5.5, respectively. Here, it should be noted that these are not
necessarily mutually exclusive designations, and configurations belonging to Types II or III





































Figure 5.3: Type I Gas-Phase Wave Configuration Cases for (a) l = 0, (b) r = Nsp + 1, and













Figure 5.4: Type II Gas-Phase Wave Configuration (b = l)
• Riemann Solver Procedure





obtained using initial estimates, such as those obtained from the corresponding single-



















Figure 5.5: Type III Gas-Phase Wave Configuration (b = r − 1)
are computed if necessary. Initial values for the intermediate gas specific volumes v0,j









R,g, are also computed from the single-phase analysis. The configuration parameters
l, b and r are initially determined using the gas shock speed, sound speed, and local
velocity estimates:














0,l < uL,g − cL,g if v
(0)
1,g ≥ vL,g,














0,r > uR,g + cR,g if v
(0)
2,g ≥ vR,g













2,j , and v
(m)
0,j are known.
For m = 0, the following wave configuration detection procedure may be ignored.








Using the gas velocity and gas sound speeds obtained from the (m − 1)-th iteration,
the wave configuration for the m-th iteration is determined adaptively by updating the



























































3. Them-th iterations of the remaining flow properties are now computed. The supersonic
wave states are calculated first. After dropping the (m) superscript for convenience,
























































(u0,j − u2,j)2 , j = 1, 2, . . . , l







(u0,j − u1,j)2 , j = Nsp, Nsp − 1, . . . , r
. (5.26)










, v1,g < v0,l











, v2,g < v0,r
Pη(v2,g; v0,r), v2,g ≥ v0,r
. (5.28)























dv, v2,g ≥ v0,r
. (5.30)










, v1,j < vL,j











, v2,j < vR,j
Pη,j(v2,j; vR,j), v2,j ≥ vR,j
. (5.32)
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dv, v2,j ≥ vR,j
. (5.34)

















L,j , and S
(m)
R,j are obtained from an inner Newton loop if necessary. Drop-
ping the (m) superscript for convenience:








(u0,l − SL,g) , (5.35)








(u0,r − SR,g) , (5.36)








(uα,j − Sα,j) . (5.37)
6. The subsonic wave field properties are now computed using the solid contact jump
relations. For the gas state adjacent to the “1” region,





















e1,g + P1,gv1,g +
1
2
(u1,g − u1,l+1)2 − P0,l+1v0,l+1 −
1
2
(u0,l+1 − u2,l+1)2; (5.40)
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and for the state adjacent to the “2” state,





















e0,r−1 = e2,g + P2,gv2,g +
1
2
(u2,g − u2,r−1)2 − P0,r−1v0,r−1 −
1
2
(u0,r−1 − u1,r−1)2. (5.43)

















































e0,j−1 + P0,j−1v0,j−1 +
1
2
(u0,j−1 − u1,j)2 − P0,jv0,j −
1
2
(u0,j − u2,j)2 ,
j = l + 2, l + 3, . . . , b
e0,j+1 + P0,j+1v0,j+1 +
1
2
(u0,j+1 − u2,j)2 − P0,jv0,j −
1
2
(u0,j − u1,j)2 ,















0,j . The system of 2+3Nsp equations is given by the EOS and Riemann invariants
across the gas and solid contact waves. Because gas velocity and pressure must be
preserved across the gas contact wave, the special cases denoted by Types I–III must
also be considered here:
P1,g = P2,g, Type I
P1,g = P0,b+1, Type II
P0,b = P2,g, Type III
P0,b = P0,b+1, otherwise
,

u1,g = u2,g, Type I
u1,g = u0,b+1, Type II
u0,b = u2,g, Type III
u0,b = u0,b+1, otherwise
,
u1,j = u2,j, j = 1, 2, . . . , Nsp,
e(v0,j, P0,j) = e0,j, j = 1, 2, . . . , Nsp,
P0,j =

Pη,g(v0,j; v0,j−1), j = 1, 2, . . . , b




8. Steps 2–7 are then repeated until convergence.
For analytically simple EOS’s, such as the ideal or stiffened EOS considered in [116],
closed-form solutions for the shock speeds can be obtained from the RH energy conservation
equation. For these special cases the inner Newton iterations are not required, and the
shock speeds may be expressed in terms of the unknown specific volumes solved in the outer
iteration. Similarly, the isentrope ODE (5.5) can be solved analytically to obtain explicit
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expressions for the specific volumes in the intermediate “0” gas states. This eliminates the
need to include the gas entropy Riemann invariant in Eqn. (5.2) within the set of nonlinear
equations solved in the outer iteration. Furthermore, the velocity integrals appearing in
the Riemann invariant expressions may be evaluated analytically, and do not require the
additional computational expense of a numerical quadrature.
As in the two-phase case, suitably accurate selections of the initial estimates v
(0)
0,j for
j = 1, 2, . . . , Nsp are challenging to formulate for complex equations of state. A further
complication is the linearization of the N -phase system, where it is unclear whether simple
closed-form expressions for the specific volume perturbations can be obtained in an analo-
gous manner to two-phase systems. Due to these difficulties, the simple “nearest neighbor”
method described for the two-phase solution is applied to the example problems discussed
in Chapter 5.2.
5.2 Three-Phase Test Problems
To demonstrate the algorithmic approach, analytical solutions for Riemann problems are
obtained for mixtures containing three phases (Nsp = 2). This allows for an examination of
the salient features of multiple wave configurations, without introducing unnecessary wave
ordering complexity associated with larger Nsp. These are compared to results obtained from
the centered finite-volume numerical method presented in Chapter 3. Here, both subsonic
and supersonic wave configurations are considered. For simplicity in specifying predeter-
mined wave configurations, the first two problems utilize the ideal gas EOS for each phase.
For these problems the discussion is focused on numerical and algorithmic issues inherent
to the Riemann solver, such as convergence properties and suitable initial estimates, rather
than the physical implications of the selected equation of state.
Because the solver has been formulated for a general convex EOS, the resulting wave
structures are independent of the chosen constitutive relations. To examine the behavior
of gas–granular solid mixtures using representative material properties, the third problem
applies a Mie-Grüneisen EOS to both of the solid phases. For each problem a resolution
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Table 5.2: Initial Data for Problem 1
ρg (kg · m−3) ug (m/s) Pg (MPa) φg (–)
Left: 3.0 0 0.3 0.3
Right: 1.23 0 0.101 0.75
ρ1 (kg · m−3) u1 (m/s) P1 (MPa) φ1 (–)
Left: 4.0 0 0.6 0.4
Right: 1.23 0 0.101 0.1
ρ2 (kg · m−3) u2 (m/s) P2 (MPa) φ2 (–)
Left: 5.0 0 1.0 0.3
Right: 1.23 0 0.101 0.15
of 800 computational cells is used in the numerical scheme, and the open-source Fortran
program nleq1.f is used to solve the system of nonlinear algebraic equations that comprise
the Riemann solver with Newton’s method.
5.2.1 Problem 1
Here, both the gas and “solid” phases are governed by the ideal gas EOS, where the
specific heat ratios γ1 = γ2 = γg = 1.4; the subscript g denotes the gas phase, and the
subscripts 1 and 2 denote the corresponding “solid” phases, respectively. Initial guesses for
the specific volumes in regions “1” and “2” for each phase are obtained from the single-phase
theory, in an analogous manner to the two-phase case discussed in [116]. Initial estimates
for the intermediate gas specific volumes v0,j within the “0” regions are then taken to be





vL,g, j ≤ l,
v
(0)
1,g , l < j ≤ b,
v
(0)
2,g , b < j < r,
vR,g, j ≥ r
, (5.48)
for j = 1, 2. The initial left and right states represent a multiphase shock tube problem, and
are provided in Table 5.2.
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Figure 5.6: Gas-Phase Solution Profile for Problem 1 for (a) Density, (b) Pressure, and (c)
Velocity at t = 0.7 ms
The gas- and “solid”-phase solutions for this problem are shown in Figs. 5.6 and 5.7,
respectively. There are no supersonic contact wave configurations, and u1,g < u1,1 < u1,2.
Here, l = 0, b = 0, and r = 3. Good agreement exists between the analytical and numeri-
cal solutions. Unlike the single-phase solution to the classical Euler equations, the “solid”
velocities are not equal across its contact wave, as shown in Fig. 5.7.
5.2.2 Problem 2
All phases are described by an ideal EOS, with γ1 = γ2 = γs = 1.4. Here, the initial left
and right shock tube states given in Table 5.3 are prescribed to produce a mixed subsonic-
supersonic wave configuration. For this problem l = 0, b = 0, and r = 2. However, the
Newton method failed to converge when the single-phase theory was used to obtain the initial
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Figure 5.7: “Solid”-Phase Solution Profile for Problem 1 for (a) Phase 1 Density, (b) Phase
1 Pressure, (c) Phase 2 Density, and (d) Phase 2 Pressure at t = 0.7 ms
Table 5.3: Initial Data for Problem 2
ρg (kg · m−3) ug (m/s) Pg (MPa) φg (–)
Left: 3.0 0 0.3 0.3
Right: 1.23 0 0.101 0.75
ρ1 (kg · m−3) u1 (m/s) P1 (MPa) φ1 (–)
Left: 8.0 0 0.6 0.4
Right: 1.23 0 0.101 0.1
ρ2 (kg · m−3) u2 (m/s) P2 (MPa) φ2 (–)
Left: 0.5 0 1.0 0.3
Right: 1.23 0 0.101 0.15
states, as described in step 1 in Chapter 5.1.2. The results of the unsteady numerical method
were used to select alternate initial guesses near the solution to ensure rapid convergence.
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Figure 5.8: Gas-Phase Solution Profile for Problem 2 for (a) Density, (b) Pressure, and (c)
Velocity at t = 0.6 ms
These results are shown in Figs. 5.8 and 5.9, and again show proper agreement, although
more accurate initial estimates were required.
The sensitivity of solution approach to the initial guesses was further examined when
the estimates used to achieve convergence were perturbed (< 3%). The analytical method
then converged to an incorrect, nonphysical solution, which is shown in Fig. 5.10 for the gas
phase. This was due to the inability of the adaptive technique to determine the correct wave
configuration during the Newton iteration. When the single-phase theory was used to obtain
the initial guesses according to the first step of the solution procedure, this caused the wave
ordering detection method to enter an infinite loop, which oscillated between configurations
where r = 3 and r = 2 and resulted in nonconvergence. However, prescribing the perturbed
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Figure 5.9: “Solid”-Phase Solution Profile for Problem 2 for (a) Phase 1 Density and (b)
Phase 1 Pressure at t = 0.6 ms; and (c) Phase 2 Density and (d) Phase 2 Pressure at t = 0.26
ms
initial estimates caused the wave configuration to initially predict the nonphysical state
where r = 3, and the adaptive detection technique was unable to produce stable corrective
iterations, resulting in convergence to the incorrect solution. These difficulties were likely
exacerbated by the close proximity of the second “solid” contact and gas shock waves shown
in Fig. 5.10. This nearly results in a linear degeneracy and degrades stability within the wave
ordering detection algorithm. It should be noted that the existence of non-unique Riemann
problem solutions for two-phase flows is well-documented [2, 35, 116], and methods that
can be used to obtain physical solutions within the Newton iteration remains a significant
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Figure 5.10: Nonphysical Gas-Phase Solution Profile for Problem 2 for (a) Density, (b)
Pressure, and (c) Velocity at t = 0.7 ms
challenge. The development of a robust, adaptive wave configuration technique is therefore
a critical element for successful implementation of the analytical solution presented here.
5.2.3 Problem 3
In this problem a granular solid–gas mixture representing a metalized explosive and air
is considered. The solid species are the high explosive HMX (C4H8N8O8) and aluminum,
which can be described by the Mie-Grüneisen EOS outlined in Appendix C. The material-
dependent parameters for this EOS are provided in Table 5.4. The gas phase is taken to
be air, and obeys the ideal EOS with γg = 1.4. The initial Riemann problem states are
provided in Table 5.5.
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Table 5.4: Mie-Grüneisen Solid EOS Parameter Data [56]
Γ [–] y [–] (v∗s)
−1 [kg/m3] ω [m/s]
HMX 3.0 2.6 1900 2740
Al 2.0 1.4 2700 5380



























































Figure 5.11: Gas-Phase Solution Profile for Problem 3 for (a) Density, (b) Pressure, and (c)
Velocity at t = 0.7 ms
Spatial profiles for the phase properties are shown in Figs. 5.11 and 5.12. This case
corresponds to l = 0, b = 2, and r = 3, where only subsonic configurations are present, and
the Al contact wave precedes the HMX contact due to the lower inertia of the more dense
Al phase. Initial estimates were provided by the single-phase theory, and good agreement
with the numerical solution is obtained. However, when considering stiff EOS’s for the
solid phases, convergence of this method is achieved only for small jumps in solid volume
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Figure 5.12: Solid-Phase Solution Profile for Problem 3 for (a) HMX Density, (b) HMX
Pressure, (c) Al Density, and (d) Al Pressure at t = 0.05 ms
Table 5.5: Initial Data for Problem 3
ρg (kg · m−3) ug (m/s) Pg (MPa) φg (–)
Left: 5.0 0 1.0 0.55
Right: 1.23 0 0.101 0.75
ρ1 (kg · m−3) u1 (m/s) P1 (MPa) φ1 (–)
Left: 1980 0 2500 0.2
Right: 1900 0 0.101 0.1
ρ2 (kg · m−3) u2 (m/s) P2 (MPa) φ2 (–)
Left: 2750 0 5000 0.25
Right: 2700 0 0.101 0.15
fraction across the initial discontinuity in each phase (< 0.2). A possible explanation is
the stiffness of the Mie-Grüneisen EOS, where small specific volume perturbations result in
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large fluctuations in the phase pressure which magnifies numerical errors produced within
the corrective Newton iterations. These can be mitigated by obtaining more accurate initial
guesses than those provided by the single-phase solutions, and motivates the need to identify
a method capable of producing improved estimates to enhance the robustness of the N -phase
Riemann solver.
5.3 Solver Summary
Upwind finite-volume numerical methods are frequently used to solve systems of hyper-
bolic equations governing multiphase flows. These schemes are based on the solutions of
Riemann problems constructed at the computational cell interfaces. In this work a multi-
phase Riemann solver has been formulated for an extension of the Baer-Nunziato equations,
which governs flows in mixtures containing an arbitrary number of components. Solutions
were obtained for several test problems, and were used to verify the accuracy of the finite-
volume numerical scheme developed in Chapter 2, showing proper agreement. These cases
also demonstrated that the robustness of the solver is limited by both the quality of the
initial estimates used in the Newton method that serves as the basis of the Riemann solver,
as well as the quality of the adaptive technique used to determine the wave configuration.
One possible strategy to improve the initial guesses is a linearization of the system of al-
gebraic equations defined here, in a manner similar to that proposed in [116]. Although it
is possible to obtain a closed-form linearization for more complex EOS’s in two-phase flows
(Nsp = 1) [117], it is unclear whether a similar technique is feasible for N = Nsp + 1 > 2.
For the N -phase case it may be necessary to implement a linear solver, e.g., LU decomposi-
tion, to calculate the first-order perturbations required to improve the accuracy of the initial
estimates. However, this approach may introduce significant extra computational expense.
Another potential avenue is the use of a formal asymptotics-based approach with more gen-
eral functions used in the expansion to obtain more accurate initial estimates compared
to the linear approximation. Both strategies may also form the basis for an approximate
Riemann solver, accurate in the limit of small |φR,j − φL,j| for j = 1, 2, . . . , Nsp, which can
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significantly improve computational efficiency in a manner similar to the implementation
discussed by Schwendeman et al. [116]. These techniques appear to be a logical strategy
to provide more accurate initial estimates for the N -phase case, and may be explored in a
future work. Despite the drawbacks of the current solver methodology, the present work rep-
resents the first proposed N -phase analogue of the two-phase solver introduced in [116], and





In this chapter several problems are considered for further verification of the numerical
method. A simple piston impact problem is analyzed in Chapter 6.1 for pure-phase systems,
i.e., φ = 0 or 1, to verify the proper implementation of reflective boundary conditions.
The classical Sedov-Taylor blast wave problem is then studied in Chapter 6.2 to verify the
proper implementation of the radial divergence source terms in the numerical method. A
problem proposed by Lowe and Clark [85] is considered in Chapter 6.3, which includes
special local sources for which an analytical solution exists. This problem verifies the proper
implementation of local mass, momentum, and energy source terms when coupled with the
convective solver. A piston-induced compaction wave propagating within a gas-granular
solid mixture is then considered in Chapter 6.4 to ensure correct application of the local
compaction source term. Solutions for each of these problems are obtained using a resolution
of 800 uniformly-spaced cells. Finally, steady detonations in a neat explosive, consisting of a
single solid and gas phase, are obtained in Chapter 6.5 and compared to both an analytical
steady solution and predictions in the literature. Since the characteristic length scales of the
velocity and pressure relaxation zones associated with this problem are typically small, 2,000
computational cells are used to ensure that these flow regions are reasonably resolved; a more
detailed discussion of proper numerical resolution using uniform spatial grids is provided in
Chapter 6.5.4 to conclude this study.
6.1 Pure Phase Piston Impact Problem
Shocks are mathematically represented as waves having an infinitesimal thickness, where
flow properties change discontinuously. The Rankine-Hugoniot relations provide algebraic
expressions for the states across these waves, where the phase mass, momentum, and energy
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are conserved:
ρS(u−D) = ρ∗(u∗ −D),















Here, D is the shock speed, and the starred subscript indicates the shocked state. A simple
method to track the numerical resolution of piston-induced shocks is a comparison to the
steady-state, analytical solution to Eqns. (6.1), which express the shock state variables in
terms of the ambient values and the shock speed. In the case of a piston impact problem,
the steady velocity behind the shock wave must be equal to the constant piston speed up.
Consequently, the shocked states may be determined in a straightforward manner.







Consequently, the momentum equation is given by:
P∗S = PS +
(us − up)(uS −DS)
vS
, (6.3)
and the energy equation yields:








(uS − up)2, (6.4)
where v = 1/ρ. Substituting the equation of state e = e(P, v) into the energy Eqn. (6.4),
and using Eqn. (6.3), an expression in terms of the single unknown DS is derived, which may
be solved using the Bisection Method.
Results are shown in Fig. 6.1 for a planar piston impact, with the piston moving from
left to right at a constant speed up = 200 m/s. The computational domain length L = 1
m. The numerical solution obtained with the scheme presented here is shown with blue
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Figure 6.1: Spatial Piston Impact Shock Profiles for Gas (a) Density and (b) Pressure at
t = 2.0 ms, and Solid (c) Density and (d) Pressure at t = 0.2 ms for up = 200 m/s
markers, with the analytical solution given by a solid red line. Single-phase solutions were
obtained by eliminating the local sources and specifying a uniform solid volume fraction,
which decouples the phases and reduces the system to a set of Euler equations for the gas
and solid components. The gas is modeled with an ideal EOS, and a Mie-Grüneisen EOS is
applied to the solid phase. Here, the piston-attached spatial gas pressure and density profiles
are shown in Fig. 6.1(a) and (b), with the corresponding solid profiles given in Fig. 6.1(c)
and (d). The motion of the piston induces a shock in each phase, which propagates to
the right. Defining the Mach number M = D/c as the ratio of the shock speed to the
undisturbed sound speed, this gives Mg = 1.40 and Ms = 1.19 for up = 200 m/s. Here, it is
noted that numerical diffusion is higher within the solid phase than the gas; this is expected
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Figure 6.2: Spatial Piston Impact Shock Profiles for Gas (a) Density and (b) Pressure at
t = 2.0 ms, and Solid (c) Density and (d) Pressure at t = 0.2 ms for up = 1, 000 m/s
due to lower Mach number of the solid phase. Figure 6.2 shows similar spatial profiles for
up = 1, 000 m/s, with Mach numbers Mg = 3.74 and Ms = 1.98. The stronger shocks result
in a corresponding decrease in numerical viscosity. As shown in Figs. 6.1 and 6.2, very good
agreement exists between the numerical and analytical solutions.
6.2 Sedov-Taylor Blast Wave Problem
A classical problem in gas dynamics is the flow field generated by a blast wave resulting




































where γ is the constant specific heat ratio; r is the spatial coordinate; and m = 1, 2, and 3
for planar, cylindrical, and spherical geometry, respectively.
The self-similar solution was derived independently by Sedov [118] and Taylor [122]. The
analytical solution to the system of nondimensional ODE’s described by Sedov is given here.
A constant amount of energy E0 is initially deposited at r = 0. The undisturbed gas state
is denoted by the “1” subscript. Here, it is assumed that the undisturbed gas is at rest
(u1 = 0), and the initial gas pressure P1  P in the interior of the flow field. The state
immediately behind the blast wave is characterized by the blast position r2, velocity u2,
density ρ2, and pressure P2. The nondimensional solution behind the wave is parameterized


















(m+ 2)(γ + 1)
(2 +m)(γ + 1)− 2[2 +m(γ − 1)]
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2(γ − 1) +m
, α3 =
m









Nondimensional functions for density, position, and pressure are given by R, λ, and Π,
respectively. Defining
z =















g, λ(V ) =
r
r2





































Pλ4 dλ, m = 3
; (6.15)
and the integrals are computed numerically. Dimensional quantities behind the shock wave




















As discussed by Kamm and Timmes in [65], there is some disagreement in establish-
ing initial conditions for the Sedov problem within finite-volume schemes. Since it is not
computationally possible to deposit all of the initial blast energy at a single point in the
domain, a small, finite region of the flow field must be used for the deposition. Here, the
initial conditions used in [69] are adopted. No units are used for the flow properties, and a
unit amount of blast energy E0 = 1 is introduced within the region 0 < x < 0.05. A domain
length L = 0.8 is considered, and a reflective boundary condition is imposed at x = 0. For
a spherical geometry, this energy results in an initial gas pressure P0 = 763.94 within this
region, with an external pressure Pext  Pg. The initial gas density ρ0 = 1 and velocity
u0 = 0 throughout the domain, with a specific heat ratio γ = 1.4. The initial pressure profile
P0 is given by:
P0 =

763.944, 0 < x < 0.05
10−5, 0.05 ≤ x ≤ 0.8
. (6.17)
Results are shown in Fig. 6.3 at t = 0.1. Numerical results are shown with blue markers, and
the analytical Sedov solution is given by the solid red line. Good agreement is observed in
the region near the tail of the expansion wave, while the numerical solution under-predicts
the flow field quantities behind the blast. However, this behavior is consistent with the
predictions shown in [69], due primarily to the difficulties of imposing the correct initial
conditions for the Sedov-Taylor problem within the numerical scheme. However, the results
of these simulations are sufficient to demonstrate that the radial divergence sources are
properly implemented within the numerical scheme.
6.3 Lowe-Clarke Problem
The test problems discussed so far have focused on the convective solver and the ra-
dial divergence terms introduced in symmetric cylindrical and spherical flows. Lowe and
Clarke introduced an analytical solution to the inviscid mass, momentum, and energy bal-
ance equations containing specially constructed sources [85, 86]. The particular choice of
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Figure 6.3: Spherical Gas Blast Wave Profiles for Gas (a) Density, (b) Pressure, and (c)
Velocity at t = 0.1
source terms does not necessarily represent physically meaningful processes, but provides a
means to verify the accuracy of numerical methods.




































, F = (Ncg + ug)
ρgG
cg




where N is a parameter, and G is a piecewise constant, defined such that G > 0 for x < 0,
and G = 0 for x > 0.
The analytical solutions for different values of N are obtained using the method of
characteristics. Here, the uniform initial conditions given in [85] are used, with the initial
pressure P0 = 10, 140 Pa, initial velocity u0 = 0, and initial sound speed c0 = 330.34 m/s.
The specific heat ratio γ = 1.4, and the domain x ∈ [−0.25 m, 0.25 m] is used. The constant
G = 1, 294, 301 kg/m3/s for x < 0.
Spatial profiles for N = 0.1 are shown in Fig. 6.4 at several instants in time. A shock
develops at t = 0.388 ms, and a critical time t = 0.580 ms corresponds to the formation
of a sonic locus in the domain, where ug = cg, after which the analytical solution becomes
partially unavailable due to the assumption of isentropic flow. The numerical and analytical
solutions are indicated by blue markers and solid red lines, respectively. The numerical
results show good agreement with the analytical solution in each flow field. Some very
slight discrepancies exist in the immediate vicinity of the shock at t = 0.580 ms, where the
analytical solution is unavailable in regions where the flow becomes non-isentropic.
6.4 Steady Compaction Problem
For granular gas–solid mixtures where the gas pressure and density of the gas phase are
negligible, the system reduces to a granular solid within a vacuum. For a single solid phase,































t = 0.2 ms
t = 0.388 ms
t = 0.580 ms
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t = 0.2 ms
t = 0.388 ms
t = 0.580 ms
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t = 0.2 ms
t = 0.388 ms
t = 0.580 ms
(c)
Figure 6.4: Lowe-Clarke Problem Spatial Profiles for Gas (a) Density, (b) Pressure, and (c)
































φ(1− φ)(P − β), (6.25)
where µc is the compaction viscosity, and all other properties are associated with the solid
phase. Compaction induced by a piston moving at a constant speed admits a steady wave
solution. Here, the analysis described by Powers et al. is extended to the system described
by Eqns. (6.22)–(6.25) [106]. The coordinate ξ = x − Dt is used to transform this set of
























Applying this transformation to the continuity equation (6.22) yields:
d
dξ
(φρw) = 0, (6.27)
where w = u−D is the solid velocity relative to the wave frame. The momentum equation



























(P − β). (6.30)
The initial conditions for this system of ODE’s are given by the free-pour conditions denoted
by the 0 subscript:
φ(0) = φ0, ρ(0) = ρ0, w(0) = −D, P (0) = 0. (6.31)
Unlike the system considered in [106], special attention must be paid to the compaction




ln [k − (φ− φ0)]
k − (φ− φ0)
, (6.32)
146
where Λ, k, and n are constants. For the special case where n = 1, the compaction potential









(k − φ∗)[1− ln (k − φ∗)]− k
[
1− ln k + 1
2







where φ∗ = φ − φ0. Using this expression, the system of governing ODE’s may be reduced
to a single ODE for φ(ξ). Integrating Eqns. (6.22)-(6.24) from ξ = 0 to a location ξ = ξ̂
downstream of the wave gives:
φρw = −φ0ρ0D, (6.34)












where ê0 = ê(ρ0, P0). The first two equations are used to express velocity and pressure in









The energy equation (6.36) is then solved implicitly using the Bisection Method to obtain
an expression for ρ in terms of φ. Thus, β is also expressed as a function of φ, and the
compaction equation (6.25) may be integrated numerically.
Here, a compaction wave is initiated using a constant-speed piston traveling from left to
right, with the resulting wave traveling to the right at speed D. The parameter k = 1− φ0,
with Λ = 20 kJ/kg and n = 1. Figure 6.5 shows solid-phase spatial profiles for a compaction
wave speed D = 1, 000 m/s, corresponding to a piston speed up = 234.8 m/s. The numerical
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Figure 6.5: Spatial Compaction Wave Profiles for Solid (a) Density, (b) Pressure, and (c)
Volume Fraction at t = 70µs for D = 1, 000 m/s
solution is denoted by blue markers, and the analytical solution is indicated by a solid red line.
Here, the solid pressure shows very good agreement with the analytical solution, while the
numerical method slightly over-predicts the density. The compaction wave is subsonic with
respect to the ambient solid sound speed, and the numerical method introduces artificial
diffusion in its resolution. Figure 6.6 shows similar results for D = 2, 000 m/s, which
corresponds to a piston speed up = 577.9 m/s.
6.5 Neat Explosive Detonation Evolution
In their analysis of detonation wave structures in neat explosives, Schwendeman et
al. [117] utilized the Baer-Nunziato model with a single solid and gas phase with slightly
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Figure 6.6: Spatial Compaction Wave Profiles for Solid (a) Density, (b) Pressure, and (c)
Volume Fraction at t = 40µs for D = 2, 000 m/s




φsφg(Ps − Pg − βs), (6.39)














Csg + (Msg − Csgus)us +Hsg(Tg − Ts), (6.41)
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Table 6.1: Initial Data and Equation of State Parameters for Neat Explosive Detonation
ρ0g (kg/m
3) 1.0 γg (–) 1.35
ρ0s (kg/m
3) 1900 γs (–) 5.0
P 0g (MPa) 0.25225 bg (m
3/kg) 0.001
P 0s (MPa) 7.6 Pst,s (MPa) 3412.4
φ0s 0.73 δsg (kg/m
3/s) 7.55×109
Cv,g (J/kg/K) 2400 Hsg (W/m3/K) 1.81 ×1011
Cv,s (J/kg/K) 1500 µsg (Pa*s) 1070
Q (MJ/kg) 6.65 Pd,c (GPa) 21.3









, Pg > Pign,
0, otherwise,
(6.42)
where σsg is a reaction prefactor, Pdc,s is a characteristic pressure, and Pign,s is an ignition
pressure. The intergranular stress function utilized in [117] is given by:












where the quantities with the “0” superscript denote initial properties in the non-compacted,
free-pour state. The stiffened equation of state is applied to the solid explosive, and the virial
equation of state is used for the gaseous combustion products; these equations of state are
given in Appendix C.4 and C.2, respectively. A piston impacts the mixture at ξ = 0 at
up = 100 m/s. Initial conditions and EOS parameters are listed in Table 6.1: Numerical
solutions are obtained for two separate values of the combustion reaction prefactor σsg to
illustrate two distinct steady detonation wave structures. Before proceeding with a discussion
of the wave structures for these cases, an analytical procedure that can be used to further
verify the accuracy of the numerical results is first discussed.
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6.5.1 End-State Analysis
The end state behind a steady detonation wave corresponding to complete explosive
reaction is performed in a manner similar to the steady compaction wave analysis performed
in Chapter 6.4. A transformation ξ = x−Dt is utilized, where D is the speed of the steady
detonation wave. The mixture equations discussed in Chapter 2.2.5 are exploited here,
since mixture mass, momentum, and energy are conserved. For the two phase explosive/gas
system, the resulting system of ODE’s is given by:
d
dξ



























where the subscripts e and g denote the solid explosive and gas phases, respectively, and
the velocities w = u − D is calculated relative to the detonation wave. The end state is
calculated by integrating Eqns. (6.44)–(6.46) from the initial state at ξ = 0 to the state
consisting of a pure gas phase when ξ → −∞:
ρg,fwg,f = φe,0ρe,0we,0 + φg,0ρg,0wg,0, (6.47)
ρg,fw
2
g,f + Pg,f = φe,0ρe,0w
2
e,0 + φe,0Pe,0 + φg,0ρg,0w
2




















where the 0 and f subscripts denote the initial and end states, respectively, and E ′ = e+w2/2.
If the initial velocity of both phases in the laboratory frame is taken to be ue,0 = ug,0 = 0,
then Eqns. (6.47)–(6.49) reduce to:




g,f + Pg,f = ρm,0D
2 + Pm,0, (6.51)
ρg,fwg,fE
′
g,f + wg,fPg,f = −D
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Defining vm,0 = ρ
−1
m,0 and substituting Eqn. (6.54) into Eqn. (6.52) gives the equation for the
Rayleigh line in vg–Pg space:





(vg,f − vm,0) . (6.55)
Eliminating the velocity from Eqn. (6.53) gives the equation for the Hugoniot locus:
eg,f = em,0 −
1
2
(Pg,f + Pm,0)(vg,f − vm,0), (6.56)
where vg,f = ρ
−1
g,f . For a given equation of state eg(vg, Pg), the pressure obtained from the
Rayleigh line can be eliminated in the Hugoniot equation, resulting in a single equation
which can be solved implicitly for the specific volume vg,f for a given detonation speed D
calculated in the laboratory frame of reference.
Here, it is noted that the end-state analysis may produce two solutions, a unique solution,
or no solutions for a given value of D. The unique solution corresponds to the location in
vg–Pg space where the Rayleigh line is tangent to the Hugoniot curve. The wave speed
corresponding to this solution is the Chapman-Jouguet (CJ) speed, denoted by DCJ , which
152
represents the minimum detonation speed that is physically admissible. It therefore follows
that for D < DCJ , there is no solution for the reaction end state. For D > DCJ , there exists
two possible end-states. One solution corresponds to a strong detonation, where vg,f < vCJ
and vCJ is the gas specific volume corresponding to the CJ detonation speed. This solution
is associated with an overdriven detonation, which will not occur for detonations initiated by
the piston speeds considered here. Therefore, the solution corresponding to vg,f > vCJ , which
is referred to as a weak detonation, is the sole physically admissible end-state condition for
non-CJ states within the range of parameters considered in this work. For the virial equation
of state, Schwendeman et al. provide an estimate for DCJ . This is used here to provide a
lower bound for the selected values of D for which weak detonation end-state solutions are
sought. Newton’s method is used to compute vg,f using a perturbed value vCJ + ε as an
initial estimate for 0 < ε 1. The analytical solution to the reaction end-state allows for a
verification of the predictions obtained from the unsteady model.
6.5.2 Compaction-Led Detonation
The first case considered uses a burn rate prefactor σsg = 4×106 s−1. A piston traveling
to the right at a constant speed up = 100 m/s impacts the gas-solid mixture. This generates
a slowly-propagating compaction wave, which is ultimately overtaken by a detonation wave
when the combustion chemistry is initiated due to the increase in gas pressure near the pis-
ton surface. Figure 6.7 shows time histories of the solid volume fraction, gas pressure, and
gas velocity profiles as the solution evolves into a steady detonation, using M = 2, 000 cells
and a resolution ∆ξp = 75 µm. Here, ξp denotes the spatial location relative to the piston
surface. The steady detonation structure consists of a shock wave in both the solid explosive
and the gas phase. During the transition to detonation, the solid shock is accelerated ahead
of the gas shock before the waves approach a steady speed Dss. In the late-time, steady wave
structure, this results in a thin compaction layer behind the solid shock, followed by the det-
onation wave, where the combustion reaction occurs and the solid volume fraction decreases


























































Figure 6.7: Piston-Attached Predicted Time Histories of (a) Solid Volume Fraction, (b) Gas
Pressure, and (c) Gas Velocity for a Compaction-Led Detonation with σsg = 4× 106 s−1 at
up = 100 m/s
154










































Figure 6.8: Piston-Attached Steady Detonation Spatial Profiles for (a) Solid Volume Fraction
and (b) Gas Pressure for σsg = 4× 106 s−1 at up = 100 m/s and t = 30 µs
from the unsteady model, using the intergranular stress function given by Eqn. (6.43), the
interphase sources given by Eqns. (6.39)–(6.42), and the initial conditions and EOS param-
eters given in Table 6.1. In these and all subsequent figures showing the spatial profiles,
line plots are used instead of symbols to exhibit the narrow physical structures behind the
detonation front in better detail. The thin compaction zone is observed in Fig. 6.1(a) and is
magnified in the inset. The gas-phase pressure in Fig. 6.1(b) shows the reaction zone behind
the detonation front, followed by a rightward-traveling Taylor expansion wave which relaxes
the gas pressure to a constant value near the piston surface. This structure is consistent
with the theory described in [42] for the low piston speed considered here.
The steady structure may be analyzed in further detail by examining profiles in a frame
of reference relative to the lead wave. Here, Dss = 7, 549 m/s; since DCJ = 7, 509 m/s, this
suggests the presence of a weak detonation, which is confirmed by the results presented by
Schwendeman et al. [117] for the same problem. The analytical steady end-state solution
discussed in Chapter 6.5.1 can now be used to verify the results obtained from the unsteady
model. The steady structure obtained from the numerical solution differs from the end-
state analysis, since the latter assumes a complete combustion reaction behind the reaction























































Figure 6.9: Wave-Attached Steady Detonation Spatial Profiles for (a) Pressure, (b) Velocity,
and (c) Mach Number for σsg = 4× 106 s−1 at up = 100 m/s
volume fractions (φs ≈ 10−16) are predicted. Furthermore, the combustion reaction proceeds
within the Taylor wave behind the reaction zone immediately following the detonation wave;
consequently, the volume fraction corresponding to the head of the expansion wave must be
selected to mark the end of the reaction zone. For the problem described here, an inspection
of the results suggests using φs = 10
−4 for this value, although others may be used [117, 50].
Figure 6.9 shows the gas pressure Pg and reduced solid pressure Ps − βs, the lab-frame
velocities ug and us, and the Mach numbers M = |u −Dss|/c for the gas and solid phases,
where c is the phase sound speed. Here, the solution within the reaction zone is shown,
along with the steady values obtained from the end-state analysis in Figs. 6.9(a) and (b).
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The spatial variable ξ is computed relative to the position of the leading wave, with the
values of the solution at the left side of the domain corresponding to the end of the reaction
zone, where φs = 10
−4. These results show good agreement with theory, where the numerical
solution approaches the end-state value behind the reaction zone. These solutions show the
thin compaction region between the solid and gas shocks, as well as regions of velocity
and pressure disequilibrium which evolve during the transition to detonation. Figure 6.9(c)
shows the base-10 logarithm of the Mach numbers. Behind both waves, Ms,Mg < 1, which
confirms the presence of a shocked state in this region. Behind the reaction zone, the solid
flow remains subsonic, while the gas flow crosses the sonic locus near ξ = −0.6 cm and
becomes supersonic at the end of the reaction zone, which confirms the existence of a weak
detonation.
6.5.3 Reaction-Led Detonation
The second type of steady structure predicted in [117] is a reaction-led detonation, where
a solid shock initially precedes the gas shock during the transition from inert compaction
to detonation. However, in this case the gas detonation wave accelerates and overtakes the
solid shock, resulting in a steady structure with a lead gas shock. Consequently, unlike
the compaction-led structure discussed in Chapter 6.5.2, the combustion reaction proceeds
immediately behind the leading gas wave and an inert compaction wave does not develop.
This evolution is shown in the time histories for solid volume fraction, gas pressure, and gas
velocity in Fig. 6.10, using M = 2, 000 cells and a resolution ∆ξp = 45 µm.
For later times in Fig. 6.10(a), and in the steady solid volume fraction profile shown in
Fig. 6.11(a). a monotonic decrease in φs is shown behind the detonation wave, while the
gas pressure shown in both Fig. 6.10(b) and Fig. 6.11(b) retains the same basic structure
shown in Fig. 6.8(b) at later times. As expected, the detonation wave slightly precedes the
solid shock, with Dss = 7554 m/s. This also suggests a weak detonation for this case, since






























































Figure 6.10: Piston-Attached Predicted Time Histories of (a) Solid Volume Fraction, (b)
Gas Pressure, and (c) Gas Velocity for a Reaction-Led Detonation with σsg = 10
7 s−1 at
up = 100 m/s
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Figure 6.11: Piston-Attached Steady Detonation Spatial Profiles for (a) Solid Volume Frac-
tion and (b) Gas Pressure for σsg = 10
7 s−1 at up = 100 m/s and t = 15 µs
the end of the reaction zone again taken to be the position relative to the lead wave where
φs = 10
−4.
Due to the faster chemical reaction rate, the pressure and velocity disequilibria within
the reaction zone in Figs. 6.12(a) and (b) are enhanced. Good agreement with the steady
end-state analysis is again observed for this case; the results also agree reasonably well with
the profiles given in [117]. Figure 6.12(c) also shows that the gas and solid waves are shocks,
with the gas Mach number crossing the sonic locus at ξ = −0.25 cm and becoming supersonic
at the end of the reaction zone. This indicates the existence of a weak detonation, which is
confirmed by the results in [117].
It should be noted that the steady detonation wave speeds obtained numerically are
slightly higher than those reported in [117], with Dss = 7, 539 m/s for σsg = 4 × 106 s−1
and Dss = 7, 519 m/s for σsg = 10
7 s−1. This is likely due to the differences in the nozzling
discretization technique between the method employed in [117] and the approach developed
in Chapter 3. As discussed in [117], nozzling is an important mechanism in the initial
development of the detonation wave due to high gas pressures and large solid volume fraction
gradients, though its effects on the wave structure decrease substantially relative to processes

























































Figure 6.12: Wave-Attached Steady Detonation Spatial Profiles for (a) Pressure, (b) Velocity,
and (c) Mach Number for σsg = 10
7 s−1 at up = 100 m/s
obtained here at longer times agree very well with those reported in [117], although the wave
speeds predicted here are slightly higher due to the early-time nozzling discretization.
6.5.4 Resolution of Detonation Structure
Finally, some issues regarding the resolution of these simulations, as well as those pre-
sented in Chapter 7 for examining metalized explosives, must be addressed. Figure 6.13
shows the plots of the reaction zone gas velocity and pressure for σsg = 4 × 106 s−1 and
σ = 107 s−1 given in Figs. 6.9 and 6.12, respectively with the point markers overlaid. Here,
it is evident that the detonation wave and the thin relaxation layers immediately following















































































Figure 6.13: Wave-Attached Steady Detonation Spatial Profiles with Point Markers for
Pressure and Velocity for σsg = 4× 106 s−1 (a)–(b), and σsg = 107 s−1 (c)–(d)
under-resolved even for significantly refined grids (e.g., M = 8, 000 cells), which suggests
that this is an inherent limitation of using uniformly-spaced grids to predict detonation
phenomena. In [117], Schwendeman et al. employ an adaptive mesh refinement method,
where the authors claim that a resolution of 0.00469 mm is needed to properly resolve the
reaction zone. For the larger 50-cm domain used in the following chapter to develop steady
detonations, this is the equivalent of over 100,000 uniform cells. Therefore, for the study
of metalized explosives containing multiple solid phases, such a resolution is prohibitively
expensive. However, as shown in Figs. 6.9 and 6.12, the predictions approach the analytical
end state at the end of the reaction zone. The under-resolved physical length and time scales
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Figure 6.14: Gas Temperature Resolution Comparison for (a) σsg = 4 × 106 s−1 and (b)
σsg = 10
7 s−1 with AMR Solution for Peak Temperature
associated with the post-detonation state are very small [117] due to large drag and heat
transfer. Consequently, the predictions within the remainder of the reaction zone are not
likely to vary substantially with increasing resolution. This is illustrated in Fig. 6.14 for
both σsg = 4× 106 s−1 and σsg = 107 s−1, and compared to the AMR solution for the peak
temperature given in [117].
Both cases show that the solutions are nearly identical outside of the detonation wave
structure, with increased resolution providing better accuracy within the wave compared to
the AMR solution. However, even for the most highly-resolved case, peak temperatures are
still significantly lower than the AMR solution for the reaction-led detonation case, despite
improved accuracy. These results suggest that accuracy of the numerical scheme is sufficient
within the both the reaction zone and Taylor expansion wave behind the detonation front,
but an adaptive scheme is likely necessary to properly resolve fine physical structures in the




Here, the steady detonation of a mixture of high explosive and granular metal is con-
sidered. This problem is described in Chapter 1.1 as a planar piston-impact problem shown
in Fig. 1.2. The basic multiphase model describing this system, which utilizes the equations
derived in Chapter 2, is reviewed in Chapter 7.1. An expanded model, which is supplemented
by additional evolution equations and constitutive relations, is described in Chapter 7.2. A
discussion of the constitutive laws and simplifying assumptions used in the simulations is
provided in Chapter 7.3. Validation of the multiphase model for inert metal using exper-
imental data is conducted in Chapter 7.4. An examination of the steady wave structures
for inert metal and their dependence on metal grain size and mass fraction is performed in
Chapter 7.5. Finally, an analysis of reactive metal within both the explosive reaction zone
and the subsequent Taylor wave is conducted, and its dependence on metal grain size and
oxidation rate is performed in Chapter 7.6 and compared to results obtained for inert metal.
7.1 Three-Phase Model
An evolutionary model was proposed by Gonthier [49] to predict the detonation wave
structure for the high explosive RDX (C3H6N6O6) and aluminum reactants, and is used to
guide the application of the model presented here to these systems. In the present work
the metal particles are assumed to consist of an inner core of pure metal, initially coated
with an oxide layer of thickness δm. In addition, the metal may vaporize if the temperature
rise within the grains is sufficiently high. The metal vapor perforates the oxide coating and
mixes with the gaseous high explosive combustion products. Here, the effects of melting
are ignored, since the latent heat of melting is orders of magnitude less than the heat of
vaporization, and therefore does not contribute significantly to the system energetics. The
reactions are given by:















Figure 7.1: Metal Oxidation Indicating (a) Initial Metal Phase and (b) Additional Oxide
and Vaporization
Metal (s) → Metal (g), (7.2)
HE (s) → HE products (g), (7.3)
where HE denotes the high explosive. The combustion of the metal grains is shown in
Fig. 7.1. It is assumed that the products consist of a solid oxide coating, having an initial
thickness of δ
(0)
m , and that vaporized metal forms, which creates fractures in the oxide layer
and escapes to mix with the HE combustion products.
The oxidation kinetics considered here are simpler than those included in [49], but retain
the most significant energetic processes. It is assumed that the properties of the metal
oxide are similar to those of the unreacted metal, and constitute a single metal phase m.
Upon evaporation, the gaseous aluminum may react exothermically with the HE combustion
products. However, the mass fraction of vaporized aluminum is likely to be much smaller
than that of the HE combustion gases in the mixture. Therefore, the gas is assumed to have
the physical properties of the HE products, and is denoted by the single product phase g.
Finally, the unreacted granular explosive e is included, and the system is therefore comprised
of two solid phases and a single gas phase.
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The model proposed in [49] was originally formulated for the limit of a dilute metal con-
centration, where φm  1. This allowed for substantial model simplifications, where pressure
and velocity equilibria were enforced among the phases, and the mixture conservation laws
were used instead of the corresponding balance equations for the individual phases. Here,
the dilute metal concentration assumption is relaxed, and disequilibrium is allowed among





























































































































Here, i = e,m;
−→
T and S are the temperature differences and sources defined in Chapter 2.5
for compaction, drag, heat transfer, and chemical reactions, respectively; and the interphase
sources are defined in Chapter 2.4.
7.2 Expanded Metallized System Model
Because the single metal phase consists of the metal oxide and unreacted metal, there is
no mass source term associated with the oxidation process in the model. The oxidation of
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the metal phase results in self-heating. Unlike the mass transfer mechanism associated with
the combustion of high explosives, the most significant mode of energy release from the metal
phase to the gas prior to evaporation occurs due to convective heat transfer. Therefore, the
modification of the internal energy of the metal phase formulated in [51] is adopted:
em = em(ρm, Pm, φm,Πm) = êm(ρm, Pm) +Bm(φm)− Πmqch,m, (7.13)
where 0 ≤ Πm ≤ 1 is a reaction progress variable. The modified internal energy formulation
(7.13) results in the inclusion of an additional term in the mixture entropy inequality, given
by φmρmqch,mDΠm/Dtm. Thus, this extra contribution to the mixture entropy will be non-
negative if DΠm/Dtm ≥ 0 identically. It is reasonable to expect that the reaction progress
rate Πm is related to the oxide layer thickness δm. Here, an expression for the growth of
the oxide layer is assumed, which is similar to the Arrhenius-type relation provided by [126].












, 0 < δm < rm,
0, otherwise
, (7.14)
where Kpr is a reaction prefactor, Cox is the concentration of oxidizer in the gas phase, Ea
is the activation energy and Ru is the universal gas constant. Initial values of the oxide
thickness at ambient conditions must be selected such that the mass of this layer does not
exceed a certain fraction of the total particle mass, i.e.,
ρox,0 [r
3
m − (rm − δm,0)3]
ρm,0(rm − δm,0)3 + ρox,0 [r3m − (rm − δm,0)3]
< εm, (7.15)
where ρm,0 and ρox,0 are the initial metal and oxide densities, respectively, and εm is the
maximum allowable particle mass fraction; for aluminum, εm=0.02 [41]. After some algebraic
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For convenience, the oxide thickness is nondimensionalized using the grain radius rm, and
this quantity is defined as δ∗m = δm/rm. With more accurate expressions unavailable in the
literature, a simple linear relationship between δm and Πm is assumed, which satisfies the
limiting cases, i.e., Πm = 0 when δm = δ
(0)
m , and Πm = 1 when δm = rm, where δm,0 is the








The Lagrangian equation (7.14) can be expressed in the divergence form utilized in other
model equations in a relatively straightforward manner for ease of implementation, which is





























The model presented in Chapter 2 is supplemented by Eqn. (7.18) to solve for the additional
variable δm, where the reaction progress variable Πm is given by Eqn. (7.17).
An algebraic expression for the metal evaporation rate Cm is also required. However, such
expressions are difficult to formulate due to a lack of constitutive models and experimental
data. An expression used by Beckstead [12] computes the boiling point of aluminum Tvap as
167







where Pg is given in atmospheres and Tvap is absolute temperature in degrees Kelvin. It
is uncertain whether this expression is valid under the very high pressures and tempera-
tures behind detonation waves. However, assuming Eqn. 7.20 is accurate, for typical cases
considered here where Pg > 35 GPa, this results in Tvap > 7, 800 K, which is unlikely to be
exceeded in practice, and only over an extremely small time scale when it does occur. Due to
these considerations, it is assumed that metal evaporation does not occur for the simulations
presented in this work, i.e, Cm = 0.
7.3 Constitutive Laws and Model Assumptions
The formulation of interphase constitutive relations for based on experimental data has
been a topic of extensive research, particularly in the chemical engineering literature. Van
Wachem et al. and the included references in [128] document the most relevant developments
in drag correlations for a single particle size. However, most studies focus primarily on set-
tling phenomena at relatively low Reynolds number, rather than high-speed flows associated
with detonation. Boiko et al. provide a drag relation with a Mach number dependence [16],
but is restricted to dilute mixtures. More recently, efforts have turned to the characterization
of polydisperse flows, which include multiple particle size classes [127, 13, 132]. However,
the theory remains complex, and for the relations developed in [132], may be difficult to
implement within the source term decomposition framework presented in Chapter 2.4. The
relations used in the modeling literature also vary substantially, using values of the drag
coefficient at a fixed grain size that often vary by several orders of magnitude [117].
Here, a simple form for the drag and heat transfer coefficients is utilized, which is similar
to that employed by Gonthier and Powers [55]. In the latter work, these values are taken to
be inversely proportional to di and d
1/3
i , respectively, where di is the grain diameter of the
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i-th solid phase. Since many of the empirical relations obtained in the literature have an
inverse-square size dependency [128, 60], the strategy proposed in [14] is adopted here, where








where i = e,m for the explosive and metal phases respectively; and Kdr,ig and Kht,ig are
constant coefficients. These relations therefore retain the size dependence observed experi-
mentally while preserving simplicity. This form allows for a definitive comparison of particle
size effects on the relaxation zone width and structure without coupling spatial variations
in flow properties. Thus, for representative explosive particle sizes de = 100 µm, values of
Kdr,ig and Kht,ig are selected such that values of δeg and Heg are consistent with those used
in the literature [117], i.e., δig = 10
9 kg/m3/s and Hig = 1011 W/m3/K.
Although Baer and Nunziato proposed a heuristic description of the compaction viscosity
coefficient µig [7], there are no other constitutive relations available in the literature. Unlike
the drag and heat transfer coefficients, the compaction viscosity is typically taken to be a
constant value Kcpc,ig [117]:
µig = Kcpc,ig. (7.22)
Furthermore, there are very few expressions for the solid-solid drag and heat transfer coeffi-
cients δim and Him available in the literature. Behjat et al. provide a form of δim based on
the principles of contact mechanics [14], but introduces additional material parameters that
are not readily available. Since solid-solid drag includes frictional processes, this mechanism
is significant primarily in regions of the mixture where the probability of particle contact is
high, e.g., within compaction waves. However, the continuum assumption ensures that such
contacts exist even in flow regions behind the post-detonation reaction zone. Recognizing
the difficulty associated with characterizing constitutive relations for solid-solid velocity and
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pressure relaxation processes, constant values are selected for δim and µim:
δim = Kdr,im, µim = Kmu,im. (7.23)
These values of δim and µ
−1
im are selected to be approximately the same order of magnitude
as the minimum corresponding gas-solid values. For inter-particle friction, this selection of
the solid-solid drag coefficient is consistent with small differences in solid-phase velocities as-
sociated with dense granular packing within compaction waves. It is also appropriate within
more dilute regions of the flow, such as the explosive reaction zone, where the probability of
metal-explosive interactions is decreased, yet does not exceed the rate of gas-solid relaxation.
Additional flexibility may be exercised in selecting the solid-solid compaction viscosity, since
the compaction rate is multiplied by the product φiφm, and therefore vanishes in the limit
of dilute flow in one of the solid phases. Although empirical data that can be used to guide
the selection of these quantities is sparse, the solid-solid relaxation parameters used here are
reasonably consistent with the underlying physics.
The explosive-metal heat transfer coefficient Him represents the effects of thermal con-
duction between the solid phases. Here, it is assumed that the time scale associated with
convection to/from the gas phase, described by Hig is much smaller than the characteristic
time scale for thermal conduction. This assumption is also consistent with the general model
formulation, where conductive effects within each phase are taken to be negligible during
the time scale of interest. Therefore, Him = Kht,im ≡ 0.
It should be noted that specifying intergranular stress functions is significantly more
complex for metalized explosives. Data is typically obtained from steady compaction ex-
periments [38, 88], where Ps ≈ βs for a single solid phase s. However, similar experiments
conducted for metalized explosives would only yield an effective intergranular stress, for
which there is no decisive way to decompose into phase-specific intergranular stresses βe and
βm for the explosive and metal phases, respectively, as required by the model. However,
170
after a steady detonation wave develops, the solid-phase pressures are typically much larger
than the intergranular stresses and dominate the system mechanics for weak impact [117],
with βe and βm only becoming significant during the ignition process and transition to deto-
nation. As shown in the steady end-state analysis discussed in Chapter 6, these mechanisms
do not influence the steady post-detonation state behind the reaction zone, and are not the
focus of this work. Consequently, intergranular stresses are ignored in the long-time, steady
detonation predictions presented in this chapter (βe = βm = 0).
Some care must also be taken in specifying the dissipation partitioning functions. There
are very few constitutive relations for these quantities in the literature, and the construction
of these functions is based primarily on physical intuition [11, 56]. The simplified forms of
the interphase sources used by Schwendeman et al. [117] discussed in Chapter 6.5 implic-
itly assume choices of the dissipation partitioning functions consistent with the BN model.
However, as noted by Bdzil et al. [11], these selections may result in nonphysical energetics.
Therefore, the corrected forms for the gas-solid partitioning functions suggested in [11] are
adopted here, where aig = αig = 0, cig = λg, and ξig = 1, where λg is the mass fraction of the
gas phase. For the solid-solid interactions, simple physical arguments discussed by Gonthier
and Rumchik [56] were used to evaluate the partitioning functions, which are also adopted
here:
bem = cem =
λm
λe + λm
, bme = 1− bem, cme = 1− cem. (7.24)
Since there are no chemical reactions considered in this work where solid reaction products
are formed, i.e., Cim = 0, the partitioning functions ξim and αim associated with these
chemical reactions need not be specified.
7.4 Experimental Validation
A granular mixture consisting of the high explosive HMX (C4H8N8O8) and aluminum
is considered here. Considerable experimental research has been performed to study the
detonation behavior of these mixtures [133]. A series of experiments performed by Gogulya
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et al. [46] obtained detonation speeds for granular HMX/aluminum samples that were cold-
pressed to total volume fractions φs ranging from 93% to 95% (5%-7% porosity).
The HMX phase is assumed to obey the stiffened equation of state given in Appendix C.4,
with parameters adopted from [117]. These values also correspond exactly with those used
in [50] and [108] for the Tait equation of state. The aluminum phase is modeled with a Mie-
Grüneisen EOS described in Appendix C.3 with empirically-determined parameters given in
[56]. Here, it is noted that the stiffened equation of state is used for the explosive phase
instead of the Mie-Grüneisen EOS, since simulations performed with the present model
indicate that the former relation produces more realistic values of solid density behind the
reaction zone, where φe  1, than the Mie-Grüneisen expression. The virial equation of state
is used to model the gaseous HMX combustion products, and is given in Appendix C.2. Since
the detonation speed depends strongly on the value of the virial coefficient bg in this equation
of state [117], this parameter must be selected to match the experimentally-determined
steady detonation speed for neat HMX, i.e., no aluminum additive (φm = 0). This wave
speed is taken to be near the CJ detonation state, and is denoted by DCJ . Based on the




CJ + A1vCJ + A0 = 0, (7.25)
where
A0 = −µb2gvm,0, A1 = −bg [(1 + µ)vm,0 − µbg] , A2 = −
1
2
[(1 + µ)vm,0 − (3 + µ)bg] ,
(7.26)
where µ = (γg−1)/(γg+1) and γg is the specific heat ratio of the gas phase, and the mixture
specific volume vm,0 is defined in Chapter 6.5.1 in the discussion of the steady detonation




(χ cos θ − A2) , (7.27)
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where








9A1A2 − 27A0 − 2A32
)]
. (7.28)






Pm,0(vm,0 − bg)v2CJ − 2bgPm,0vm,0vCJ − 2b2gem,0
]
+ 2em,0(vCJ + bg)
2
}
[v2CJ − µ(vm,0 − bg)vCJ − µbgvm,0]
2 .
(7.29)
As noted by Schwendeman et al. [117], the value of the virial coefficient bg can have
a strong effect on the predicted detonation wave speed. Therefore, the value of bg for the
simulations presented here is selected such that the CJ wave speed correlates with experi-
mental data. Figure 7.2 shows the dependence of DCJ on the virial coefficient bg for neat
HMX with φs = 95% and a heat of combustion for HMX qch,e = 5.84 MJ/kg is taken from
[108, 50]. Consequently, a value of bg = 1.215 × 10−3 m3/kg is selected to correspond with
the experimental CJ detonation speed of DCJ = 8, 760 m/s reported by Gogulya et al. [46]
for the same initial solid volume fraction. Although these experiments utilize a polydisperse
size distribution for HMX, an average HMX grain size of de = 100 µm is taken, since the
compaction process typically fractures larger, brittle explosive grains.
Simulations were performed for inert aluminum with M = 2000 computational cells,
using a constant piston speed up = 100 m/s. Equation of state and constitutive relation
parameters, initial conditions (IC’s), and thermophysical properties are summarized in Ta-
ble 7.1 with references where applicable; here, the subscripts e,m and g refer to the explosive,
metal, and gas phase properties, respectively. Descriptions of the equations of state used
can be found in Appendix C. A spatial domain of 50 cm was selected, and solutions were
obtained at t = 55 µs to ensure the development of a steady detonation. The mixture is
initially at rest relative to the laboratory frame, and is in thermal and mechanical equilib-
rium, i.e., P 0e = P
0
m = P
0 and T 0e = T
0
m = T
0. Wave speed results were obtained for metal
mass fractions of 5%, 15%, and 25% corresponding to experimental conditions, with the
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Figure 7.2: CJ Detonation Speed Dependence on Virial Coefficient for Neat HMX at φs =
0.95 and qch,e = 5.84 MJ/kg
Table 7.1: Simulation Parameters Used for Model Validation for φ0s = 0.95 with Inert Alu-
minum
Pst,e (MPa) 3,412.4 [117] Cvg (J/kg/K) 2,400 [117]
γe (–) 5.0 [117] P
0 (MPa) 0.101
qch,e (MJ/kg) 5.84 [108, 50] T
0 (K) 298
Cve (J/kg/K) 1,500 [56, 117] Kdr,eg (kg/m/s) 10
σeg (s
−1) 2.0 ×106 Kht,eg (W/m/K) 1,000
Pign,e (MPa) 0.298 [117] Kcpc,eg (Pa s) 1,000 [117]
Pdc,e (GPa) 33.7 Kdr,em (kg/m
3/s) 109
v∗m (m
3/kg) 3.704 ×10−3 [56] Kht,em (W/m3/K) 0
γm (–) 2.0 [56] Kcpc,em (Pa
−1 s−1) 100
ωm (m/s) 5,380 [56] aig (–) 0
sm (–) 1.4 [56] cig (–) λg
mm (–) 1.0 [56] αig (–) 0
Cvm (J/kg/K) 897 [56] ξig (–) 1
γg (–) 1.35 bem (–) λm/(λe + λm) [56]
bg (m
3/kg) 1.215 ×10−3 cem (–) λm/(λe + λm) [56]
latter value representing the upper limit of metal concentration in typical mixtures [133].
Initial volume fractions φ0e and φ
0
















































, ⇒ φ0e = φ0s − φ0m. (7.31)
















Figure 7.3: Detonation Wave Speeds for Neat HMX (- -), λ0m = 5% ( experiment, # inert
Al model), λ0m = 15% ( experiment,  inert Al model), and λ0m = 25% ( experiment, ♦
inert Al model)
Figure 7.3 gives a comparison between the experimental data of Gogulya et al. [46]
and predictions for inert aluminum for dm = 0.5, 20, 50, and 150 µm; the predicted and
experimental wave speeds for neat HMX are also shown. Though not specifically reported
for this set of data, similar experiments performed by two of the lead authors indicate
an uncertainty of ±50 m/s in the measured detonation wave speeds [46]. These results
show reasonably good agreement for larger metal grain sizes and smaller initial metal mass
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fractions using the inert aluminum assumption. The model consistently under-predicts the
experimental detonation wave speeds for dm = 20, 50, and 150 µm, and the discrepancy
increases with aluminum metal concentration. This behavior is expected due to two factors.
The first is a dilution of the HMX as the initial aluminum volume fraction increases, which
reduces the amount of combustion energy available to the explosive detonation products.
The second is the compression work performed on the aluminum grains and convective heat
transfer from the hot combustion product gas to the aluminum grains, which decrease gas-
phase energy and reduce detonation speeds. Since aluminum oxidation does occur behind the
detonation front, this chemical energy release may be transferred to the explosive product gas
and mitigate the wave speed deficit compared to that of the neat explosive. Consequently,
the inclusion of metal oxidation in the model, as discussed in Chapter 7.2, may yield better
agreement with experimental data for larger metal grain sizes.
At the small aluminum grain size dm = 500 nm, the simulations over-predict the deto-
nation wave speed. This is possibly due to the simplified form of the drag and heat transfer
coefficients, for both the constant solid-solid parameters and the dependence of the gas-solid
coefficients on the grain size, which may underestimate velocity and temperature equilibra-
tion rates for smaller grain sizes. Furthermore, as discussed by Gogulya and Brazhnikov in
[133], both the qualitative trends of the predictions and the magnitudes of the discrepancies
with experimental data are consistent with those of other models used in the literature,
where the difficulty associated with the inclusion of size effects is also noted. Therefore,
this comparison shows that the relatively simple, three-phase model presented here for inert
metal predicts wave speeds in accordance with those obtained experimentally for larger dm
and smaller λ0m, while the larger deviations from experimental results at lower dm and larger
λ0m are similar to the predictions obtained from other established oxidation models.
7.5 Inert Metal Analysis
For the cases considered here the stiffened, Mie-Grüneisen, and virial equations of state
are used to describe the explosive, metal, and combustion product gas phases, respectively,
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and the model parameters and initial conditions given in Table 7.1 are used in these simu-
lations. Using a constant initial total solid volume fraction φs = 0.95 and HMX grain size
de = 100 µm, the steady detonation wave structures are examined for metalized explosives
over a range of aluminum sizes dm and initial aluminum mass fractions λ
0
m. The end of the
reaction zone is again taken to be the location where φe = 10
−4, and the left end of the
domain for the detonation wave-attached profiles correspond to this location. The domain
size, numerical resolution, and initial conditions are identical to those used in Chapter 7.4
to perform model validation. Inert aluminum is first considered, since these structures es-
tablish a baseline for the inclusion of aluminum oxidation. The neat HMX case (λ0m = 0)
is studied first to examine the basic two-phase structures before introducing aluminum into
the mixture.
In addition to steady wave profiles of the flow properties, several plots are presented
which indicate the relative contributions of different dissipation and transport processes to
the increase in phase temperature. These provide a means to quantify the thermal effects
of each process throughout the reaction zone. The sum of each contribution results in the
actual phase temperature change; therefore, the change in temperature associated with each
process is not an actual temperature change, but represents the extent of its influence on the
mixture energetics. The source terms for the evolution equations governing each contribution
are given in Chapter 2.5 for general multiphase mixtures, and are repeated here for the special
case of a metalized explosive for convenience:



































δkg(1− akg)(uk − ug)2
]
, (7.35)
Sht,i = Ci∆Tht,i +
1
Cvi
[Hig(Tg − Ti) +Hij(Tj − Ti)] , (7.36)










Scr,e = Ce∆Tcr,e, (7.38)
Scr,g = Cg∆Tcr,g +
1
Cvg
Ce(eg − ee), (7.39)
where the ∆T quantities are the individual contributions to the temperature change; i = e,m
for the explosive and metal phases, respectively, and j = m when i = e, and vice-versa. Thus,
the legends in the thermal decomposition plots correspond to the following equations for
the source terms: “compaction” in the solid and gas phases corresponds to Eqns. (7.32) and
(7.33), respectively; “drag” in the solid and gas refers to Eqns. (7.34) and (7.35), respectively;
“heat transfer” corresponds to Eqns. (7.36) and (7.37), respectively; and “reaction” refers
to Eqns. (7.38) and (7.39) for the explosive and gas phases, respectively. For the interested
reader, a discussion of the derivation of these sources is also found in Chapter 2.5, with
further details provided in Appendix A.
7.5.1 Neat HMX
Predictions for the steady detonation structures are shown in a gas wave-attached frame
of reference, where ξ is the spatial variable. The width of the HMX reaction zone is taken
to be the value of ξ where φe = 10
−4. Figure 7.4 shows profiles for the pressures, velocities,
explosive volume fraction, and and Mach numberM = |u−Dg|/c, whereDg is the detonation
wave speed in the laboratory frame of reference. As shown in Fig. 7.4(a) in the pressure
profile, there is very little separation between the product gas detonation and the solid shock,
indicating that there is no substantial compaction zone prior to the detonation wave. This
is confirmed by the solid volume fraction plot shown in Fig. 7.4(c). The explosive and gas
pressures equilibrate more rapidly than the velocities, which deviate over a longer distance.
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Figure 7.4: Neat HMX Steady Detonation Profiles for Explosive and Gas (a) Pressure, (b)
Velocity, (c) Explosive Volume Fraction, and (d) Mach Numbers
Figure 7.4(d) shows the base-10 logarithm of the Mach number, which demonstrates that
both the explosive and gas waves are shocks. This profile exhibits a similar structure to
those shown in [117], where the gas Mach number crosses the sonic locus and the flow
becomes supersonic near the end of the reaction zone, while the solid explosive flow remains
subsonic. The corresponding energetic response is shown in Fig. 7.5. The temperature
profiles are shown in Fig. 7.5(a), and the relative contributions of dissipative and thermal
transport processes are shown for the explosive and product phases in Fig. 7.5(b) and (c).
These quantities arise from the thermal decomposition process discussed in Chapter 2.5,
where the sum of the temperature changes due to individual energetic processes is equal to
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Figure 7.5: Neat HMX Steady Detonation Profiles for (a) Temperature and Normalized
Temperature Change Decomposition for (b) Explosive and (c) Gas Phases
the actual temperature difference in the material. Consequently, these quantities represent
the relative contributions of each dissipative and transport process to the local change in
temperature. Each of these contributions is normalized by the CJ detonation temperature
TCJ in the neat explosive for plotting convenience; for the initial conditions given in Table 7.1,
TCJ = 4, 316 K. The temperature equilibration region is larger than that for the phase
velocities and pressures, which is expected and consistent with other analyses of the phase
relaxation zones [66]. Gas temperatures are particularly high within a thin region behind
the detonation wave prior to equilibration; however, these are consistent with the post-
detonation temperature predictions provided in [117]. The selection of aeg = 0 and ξeg = 1
ensures that all drag dissipation and combustion reaction energy are assigned to the gas phase
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energetics, and ceg = λg apportions most compaction dissipation energy to the solid phase.
Consequently, Figure 7.5(b) shows that the contributions of drag and chemical reaction
to the solid explosive temperature change vanish identically by construction. The solid
explosive is initially compressed behind the detonation front, but expands rapidly within the
reaction zone. Heat transfer is the most significant heating mechanism, while the effects of
compaction dissipation are minimal. Figure 7.5(c) shows that compaction and compression
dominate the post-detonation temperature increase, while convective heat transfer quenches
the gas phase significantly. It is interesting to note that the combustion reaction acts to
reduce the gas temperature due to the production of additional mass in the gas phase during
the reaction, which reduces its specific internal energy whenever eg > ee, and decreases the
gas temperature to the same extent as convective heat transfer.
7.5.2 HMX/Aluminum Mixture
Predictions for mixtures of HMX and aluminum are considered by varying both the
aluminum grain size dm and the initial aluminum mass fraction λ
0
m. Metal grain sizes of 150
µm and 100 nm were studied to examine the limiting behavior for a range of sizes which
are representative of commonly-used mixtures. To this end initial metal mass fractions of
15%, 25%, and 50% were investigated. Although the first two values of λ0m are more typical
values for conventional mixtures [47, 46], experiments have also been conducted for mixtures
with nanometer-sized aluminum grains with an initial metal content of 50% [133]. Therefore,
mixtures with λ0m = 0.5 are also considered for investigation here. Simulations were again
conducted using M = 2000 computational cells and a computational domain of 50 cm, with
results shown for t = 55 µs to ensure the development of a steady detonation.
• 150-Micron Aluminum
Figure 7.6 shows steady wave profiles for the phase pressures, velocities, volume fractions,
and Mach numbersMi = |ui−Dg|/ci, where Dg is the speed of the steady gaseous detonation
wave and i = e,m, g. Peak pressures behind the wave are slightly lower than those for
pure HMX, where all three phases rapidly equilibrate. The relative positions of the leading
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waves in each phase are very close, and together with Fig. 7.6(c) indicate a reaction-led
detonation. Peak phase velocities are slightly lowered relative to neat HMX, and Fig. 7.6(d)
shows the existence of shocks in each phase, since Mi < 1 behind the leading waves in each
phase. While the explosive phase remains subsonic, the aluminum phase approaches the
sonic locus, and the gas phase becomes supersonic behind the reaction zone, indicating the
prediction of a weak detonation. These trends for the Mach number profiles appear in each
case considered in this study, where shocks are present in all phases, and weak detonations
near the CJ state are predicted. This may be due to the simple constitutive form for the
combustion term Ceg selected here, which was adopted from Schwendeman et al. [117], who
similarly predicted only weak detonations and shocks in each phase, though the use of other
combustion relations can lead to a mix of subsonic and supersonic waves [50]. Plots of the
Mach number are therefore provided in the remaining cases primarily for completeness.
Figure 7.7 shows the steady profiles associated with the mixture energetics. The tem-
perature profiles in Fig. 7.7(a) show that peak gas temperatures are approximately equal
to those in neat HMX mixtures. Thermal relaxation in the aluminum occurs very slowly,
which is expected due to the relatively small heat transfer coefficient Heg associated with
the larger aluminum grains. The solid explosive thermal decomposition in Fig. 7.7(b) again
shows that compression is the dominant heating mechanism in the explosive immediately
behind the detonation wave, while the influence of heat transfer from the gas increases
within the reaction zone, and subsequent expansion of the solid explosive in this region
lowers its temperature. Compaction and drag have a negligible effect, though it should be
noted that additional dissipation is produced within the reaction zone. This is due to a
small degree of phase pressure disequilibrium shown in Fig. 7.6(a) that originates during
the early-time transition to detonation [117]. Similar behavior is predicted in the aluminum
phase in Fig. 7.7(c), though the effects of compressive heating are more pronounced within
the reaction zone. As in the neat explosive case, Fig. 7.7(d) shows that compression and
drag act to increase gas temperatures, while heat transfer to the solid phases decreases the
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Figure 7.6: Steady Detonation Profiles for Phase (a) Pressure, (b) Velocity, (c) Volume
Fraction, and (d) Mach Numbers for dm = 150 µm and λ
0
m = 0.15
temperature, and the combustion reaction further decreases the gas temperature due to the
production of additional gas, as discussed in Chapter 7.5.1.
For the case where λ0m = 0.25, the steady profiles are shown in Figs. 7.8 and 7.9. The
wave structures are largely unchanged with the increase in initial metal mass fraction, with
a reaction-led detonation, a small amount of compaction in the aluminum phase, and a
modest decrease in peak pressures (≈ 1 GPa). The same basic trends in the energetics are
also predicted. However, the the influence of heat transfer on the aluminum temperature
is not as effective, which is likely due to a dilution effect with less solid explosive available
for combustion. This dilution also explains the decreased contribution from the chemical
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Figure 7.7: Steady Detonation Profiles for Phase (a) Temperature and Normalized Temper-
ature Change Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for dm = 150
µm and λ0m = 0.15
reaction in lowering the gas temperature, in addition to the substantially lowered aluminum
temperatures (≈ 600 K behind the reaction zone). It should also be noted that drag dissi-
pation in the explosive phase, though still small, is increased due to the increased extent of
explosive-metal contacts for the larger initial metal mass fraction.
Results for the further increase in initial metal mass fraction to λ0m = 0.5 are shown in
Figs. 7.10 and 7.11. Peak gas pressures and velocities are further reduced due to dilution of
the explosive (≈ 3 GPa and 250 m/s, respectively from the λ0m = 0.15 case). Unlike lower
values of λ0m, the pressure profile in Fig. 7.10(a) shows a slight lead in the explosive and
metal waves; these pressures equilibrate quickly due to enhanced inter-particle drag with the
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Figure 7.8: Steady Detonation Profiles for Phase (a) Pressure, (b) Velocity, (c) Volume
Fraction, and (d) Mach Numbers for dm = 150 µm and λ
0
m = 0.25
increase in metal content. This results in a compaction-led detonation, indicated by the
small, but perceptible, compaction region shown in the volume fraction profiles in Fig. 7.10(c).
The effects of decreased combustion energy are also evident in the energetics, where Fig. 7.11(a)
shows a substantial decrease in temperatures (≈ 600 K from the λ0m = 0.15 case at the end
of the reaction zone), and Figs. 7.11(c) and 7.11(d) indicate the decreased influence of heat
transfer and chemical reaction on the metal and gas temperatures, respectively. Similar to
the case where λ0m = 0.15, Fig. 7.11(b) shows a further increase in drag dissipation with
initial metal content.
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Figure 7.9: Steady Detonation Profiles for Phase (a) Temperature and Normalized Temper-
ature Change Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for dm = 150
µm and λ0m = 0.25
• 100-nm Aluminum
The other metal particle size considered is representative of mixtures containing nano-
aluminum grains, and predictions presented here differ substantially from those shown for
the larger aluminum grains. For each metal mass fraction case considered, a compaction-
led detonation is predicted. Figures 7.12 and 7.13 show profiles for λ0m = 0.15. The thermal
decomposition profile trends for the solid explosive phase show that compaction plays a more
prominent role due to greater pressure disequilibrium between the lead solid shocks and the
detonation wave, while heat transfer becomes more prominent than compression in metal
heating immediately behind the detonation wave. Reaction energy contributes positively to
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Figure 7.10: Steady Detonation Profiles for Phase (a) Pressure, (b) Velocity, (c) Volume
Fraction, and (d) Mach Numbers for dm = 150 µm and λ
0
m = 0.5
the gas temperature change and overtakes drag dissipation as the second-largest gas heating
mechanism behind compressive work.
Figures 7.14 and 7.15 show profiles for λ0m = 0.25. The explosive dilution caused by the
increased metal concentration results in significant reductions in peak pressure, velocity, and
temperature of compared to the case for λ0m = 0.15. The large metal-gas drag relative to
the explosive results in explosive-phase velocity disequilibrium with increasing metal content.
Figure 7.15 indicates that the relative heating contributions in the explosive and metal phases
do not change significantly. However, combustion reaction energy overtakes compressive work
and drag dissipation as the largest contributor to gas heating.
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Figure 7.11: Steady Detonation Profiles for Phase (a) Temperature and Normalized Temper-
ature Change Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for dm = 150
µm and λ0m = 0.5
Finally, the explosive dilution effect becomes more pronounced for λ0m = 0.5 in the
profiles shown in Figs. 7.16 and 7.17. Peak pressure, velocity, and temperature decrease
even more substantially compared to the case for λ0m = 0.25. Qualitative trends in the
explosive and metal thermal decomposition remain unchanged, while drag dissipation exceeds
compressive work as the second-largest contributor to gas-phase heating behind chemical
reaction energy. This is likely due to the large velocity disequilibrium between the solid
explosive and the gas velocity, which rapidly equilibrates with the small aluminum grains.
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Figure 7.12: Steady Detonation Profiles for Phase (a) Pressure, (b) Velocity, (c) Volume
Fraction, and (d) Mach Numbers for dm = 100 nm and λ
0
m = 0.15
7.5.3 Summary of Predictions
The results presented in Chapter 7.5.2 examined the types of steady detonation struc-
tures that can develop due to piston impact for inert metalized explosives, and analyzed the
relative influence of multiple dissipation and transport processes on the mixture energetics.
These predictions were found to vary substantially with both metal grain size dm and ini-
tial metal mass fraction λ0m. The characterization of the detonation speed, as well as the
pressures and temperatures at the end of the reaction zone, are particularly important for as-
sessing the strength of the detonation wave and characterizing the late-time, post-detonation
energy release associated with blast dispersal of metal particles and impulsive loading.
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Figure 7.13: Steady Detonation Profiles for Phase (a) Temperature and Normalized Temper-
ature Change Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for dm = 100
nm and λ0m = 0.15
Together with experimental data, such an analysis can assist in manufacturing mixtures
which optimize these properties. The variation of wave speed, end-state pressure, and end-
state temperature with dm and λ
0
m are shown in Fig. 7.18. Figure 7.18(a) shows that, for
a fixed value of λ0m, wave speeds initially decrease with metal grain size until a bifurcation
develops at dm ≈ 5 µm, where wave speeds remain nearly constant. This suggests that the
influence of size-dependent relaxation processes approaches a threshold, beyond which more
rapid phase equilibration has a negligible effect on the steady wave speeds. The same phe-
nomenon is also observed in the end-state pressures and temperatures in Figs. 7.18(b) and
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Figure 7.14: Steady Detonation Profiles for Phase (a) Pressure, (b) Velocity, (c) Volume
Fraction, and (d) Mach Numbers for dm = 100 nm and λ
0
m = 0.25
(c), where both decrease rapidly with dm for fixed values of λ
0
m until approaching a threshold
for which no further substantial decrease occurs.
For the study conducted in Chapter 7.5.2, a number of additional conclusions regarding
both the wave structure and energetics can be made. The following overview provides a
summary of the more salient points, with additional details discussed in Chapter 7.5.2.
• All leading waves in the explosive, metal, and gas phases are shocks. This is confirmed
by an examination of the relative Mach number profiles, in which each of the waves
rapidly crosses the sonic locus from an initial upstream supersonic state. Shocks are
produced even for cases where relaxation processes are very rapid, e.g., small dm and
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Figure 7.15: Steady Detonation Profiles for Phase (a) Temperature and Normalized Temper-
ature Change Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for dm = 100
nm and λ0m = 0.25
large λ0m, where the steady wave velocity experiences maximum deceleration relative
to the neat explosive case. This is likely a consequence of the simple HMX combustion
model adopted from [117], where Schwendeman et al. also predict shocks in the gas
and explosive phase in each of their simulations. As discussed in [50], there may exist
mixed subsonic-supersonic wave combinations; however, this analysis included a more
complex combustion model than that considered here. The inclusion of more accu-
rate chemical kinetics may yield similar results; however, the simple form considered
here has a physical basis in the literature [117, 7], and is sufficient for analyzing the
significant mechanical and energetic processes occurring within the reaction zone.
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Figure 7.16: Steady Detonation Profiles for Phase (a) Pressure, (b) Velocity, (c) Volume
Fraction, and (d) Mach Numbers for dm = 100 nm and λ
0
m = 0.5
• For the fixed value of the combustion rate prefactor considered here, reaction-led det-
onations, for which the gaseous shock is accelerated to a speed faster than the solid
shock during the early-time transition to detonation, occurs only for dm = 150 µm
for lower metal content (λ0m = 0.15, 0.25). For larger metal grain sizes and metal con-
centrations, the metal and explosive velocities and pressures quickly equilibrate and
overtake the gas shock during the transition to detonation, resulting in compaction-led
detonations with a small compaction region preceding the gaseous detonation wave.
The magnitude of the increase in φe behind the explosive/metal shocks also increases
with decreasing dm and increasing λ
0
m, suggesting that compaction could play a role
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Figure 7.17: Steady Detonation Profiles for Phase (a) Temperature and Normalized Temper-
ature Change Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for dm = 100
nm and λ0m = 0.5
in preheating the explosive material prior to detonation for certain metalized mixture
compositions.
• The thermal decomposition of the explosive phase shows that the relative contributions
of the processes contributing to the rise in Te remain relatively invariant for each of the
cases considered. Heating due to compressive work is more significant in the vicinity
of the detonation wave, while heat transfer from the gas phase quickly dominates
the energetics in the reaction zone, where the remaining solid explosive begins to
expand. The contribution from compaction dissipation behind the detonation wave is
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Figure 7.18: Variation of (a) Steady Detonation Wave Speed, (b) End-State Pressure, and
(c) End-State Temperature with dm for λ
0
m = 0.15, 0.25, and 0.5
significantly smaller than both compression and heat transfer, though its magnitude
increases with decreasing dm and increasing λm.
• For dm = 150 µm, the metal phase energetics somewhat resemble those for the explo-
sive. Compressive work dominates the heating behind the detonation wave and within
the reaction zone, followed by heat transfer from the gas phase. However, for dm = 100
nm, the contribution of compressive heating decreases dramatically, with heat transfer
becoming the dominant mechanism and compaction dissipation overtaking compressive




• Gas-phase heating is significantly influenced by combustion reaction energy, which de-
pends largely on aluminum grain size. A combination of explosive dilution and slow
thermal equilibration results in regions of the flow behind the detonation wave where
eg > ei, with the resulting gas-phase mass production due to combustion decreasing
the rate of specific internal energy evolution and a negative contribution to the gas
temperature rise. With more rapid thermal equilibration for smaller dm and signifi-
cantly lower gas permeation, the production of gas-phase mass is decreased, resulting
in eg < ei and a positive contribution to the gas-phase temperature increase.
7.6 Reactive Metal Analysis
Metal oxidation provides an additional source of internal heating for the aluminum phase.
The extent of this heating within the wave structure is determined primarily by drag and heat
transfer between the gas and aluminum, as well as the rate of oxidation. The interactions
between these processes can give rise to a number of possible flow scenarios.
• Smaller aluminum particles can become entrained in the gas due to high drag, and
the hot gas behind the detonation initially transfers heat to the metal, which could
initiate significant oxidation and raise its temperature above that of the gas. The heat
release to the gas may then supply additional energy to the detonation front, thereby
accelerating and strengthening the wave.
• Larger metal particles experiencing lower drag and heat transfer may not be entrained
within the reaction zone, and therefore would not supply reaction energy to the detona-
tion front for a sufficiently high oxidation rate. However, late-time heat transfer from
the metal to the gas may mitigate the gas pressure and temperature decrease through
the Taylor expansion, resulting in a late-time increase in impulse loading compared to
the neat explosive.
• For low drag and heat transfer, with a low oxidation rate, the early-time heat transfer
from the gas to the metal would stifle additional metal reaction, leading to a nearly
inert response.
196
Here, simulations were conducted for a range of particle sizes, using both an oxidation rate
suggested in the literature, as well as a separate value that is substantially larger. These
predictions can aid in establishing the conditions that determine the most likely scenarios
for the mixture energetics.
For the metal oxidation law used here, Fedorov and Kharlamova suggest a reaction rate
Kpr = 1.9 × 10−9 m2/s, and list the heat of reaction of aluminum qch,m = 35.6 MJ/kg [40].
Since metal-phase oxidation can occur within the Taylor wave following the reaction zone, a
much smaller value of φe than that used for inert aluminum is used to capture the expansion
wave over a longer spatial domain, rather than focusing exclusively on the explosive reaction
zone. The position ξ is again measured relative to the detonation front; however, it is
scaled using the length of the explosive reaction zone ∆ξrz to distinguish between energetic
processes occurring both within the reaction zone and the subsequent expansion wave. The
initial total solid volume fraction φ0s = 0.95, and the initial metal mass fraction is fixed at
a constant value of λ0m = 0.15, which is representative of most typical explosive mixtures,
and is a value that is commonly used for a wide range of grain sizes in metalized explosives
[48]. Spatial profiles are first shown for large and small aluminum grains using a value of the
oxidation prefactor Kpr established in the literature. The prefactor value is then varied by
an order of magnitude from the value suggested in the literature to examine sensitivity to
the experimental uncertainty in specifying this parameter. Since this analysis is primarily
focused on the mixture energetics, results are first shown for the temperature and thermal
decomposition profiles for each phase, in addition to the oxidation reaction progress variable.
Additional plots illustrating the effects of these parameters on the detonation speed D and
pressure are also shown. Initial conditions and EOS parameters are given in Table 7.1, using
a piston impact speed up = 100 m/s. The domain length L = 50cm, and predictions were
made at t = 55 µs.
The introduction of the oxidation reaction to the metal equation of state in Eqn. (7.13)
results in an additional thermal decomposition variable Tox,m that must be evolved separately,
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and increases the number of model equations accordingly. The derivation of this equation
is provided in Appendix D, and the thermal decomposition source term associated with this














Therefore, in the following figures, “oxidation” refers to the source term described in Eqn. (7.40).
Finally, it is noted that the empirical oxidation law adopted from [40] does not contain a
mechanism for the reaction rate to vanish as δ∗m → 1. As a result, the model artificially sets
δ∗m = 1 and Dδ
∗
m/Dtm = 0 when this limit is reached from the evolution equation.
7.6.1 Reported Oxidation Prefactor
Predictions are first considered for the oxidation rate provided by Fedorov and Khar-
lamova [40], where Kpr = 1.9 × 10−9 m2/s. The temperature and thermal decomposition
fields are shown in Fig. 7.19 for a larger aluminum particle size dm = 150 µm. Overall, the
energetics are mostly unchanged compared to the inert case. The relatively low value of the
heat transfer coefficients between both the explosive and metal, due to their inverse-square
dependence on grain size, result in the same elevated gas temperatures behind the detonation
and large thermal equilibration length scales predicted for the corresponding inert mixture.
Since the oxidation rate law is modeled with a similar size dependence, the value of the
reaction progress variable Πm shown in Fig. 7.19(c) is also low for the larger metal grain
size. This plot also shows a negligible rise in the contribution of the metal oxidation to the
change in metal temperature, with most of the reaction taking place within the Taylor wave,
where ξ/∆ξrz < −1. The thermal decompositions of the explosive and gas phases shown in
Figs. 7.19(b) and (d), respectively, are also invariant with respect to the inert case.
Figure 7.20 shows the energetic predictions when the aluminum grain size is reduced
to 500 nm. Here, the role of internal metal heating due to oxidation is evident. Although
temperatures only increase by approximately 10–20 K behind the detonation front compared
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Figure 7.19: Detonation Profiles for (a) Temperature and Normalized Temperature Change
Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for Kpr = 1.9× 10−9 m2/s
and dm = 150 µm
to the inert case, its contribution to metal heating becomes dominant even within the ex-
plosive reaction zone (ξ/∆ξrz < −0.25). Figure 7.20(c) indicates that heat is transferred
from the gas phase to the metal immediately behind the detonation front. As Πm increases
within the explosive reaction zone, more heat is generated internally by oxidation until the
direction of heat transfer is reversed, with the metal particles supplying thermal energy to
the gas phase. As indicated in Figs. 7.20(b) and 7.20(d), significant heating of the explosive
grains continues to occur due to heat transfer from the gas. However, the magnitude of the
negative heat transfer contribution to the gas temperature is smaller than the corresponding
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Figure 7.20: Detonation Profiles for (a) Temperature and Normalized Temperature Change
Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for Kpr = 1.9× 10−9 m2/s
and dm = 500 nm
value for the inert case, while contributions from other processes remain unaffected. This
confirms the assertion that the metal phase no longer acts as a heat sink for the gas due to
internal exothermic heating. Furthermore, as will be seen near the end of this section, the
coupling of significant oxidation heating to the explosive reaction zone and Taylor expansion
also influences the mechanical response of the mixture.
The effects of further decreasing the aluminum grain size to 100 nm are shown in
Fig. 7.21. Here, a significant amount of oxidation occurs immediately behind the deto-
nation front, resulting in rapid heating of the metal grains. As a result, heat is only trans-
ferred from the metal phase to the gas throughout both the explosive reaction zone and the
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Figure 7.21: Detonation Profiles for (a) Temperature and Normalized Temperature Change
Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for Kpr = 1.9× 10−9 m2/s
and dm = 100 nm
following expansion wave, with a significant amount of metal oxidation energy coupled to
the detonation front due to rapid heat transfer and high drag, which increases the time scale
during which the small, reacting grains remain within the explosive reaction zone. The corre-
sponding metal and gas temperatures increase by approximately 1,500–2000 K within these
regions compared to the corresponding inert case. It should also be noted that the thermal
decomposition of the explosive phase is affected indirectly by the aluminum oxidation, since
additional energy is available to the gas phase for heat transfer to the solid explosive which
would otherwise be used to heat the metal grains. This additional heat transfer contribution
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is also present in Fig. 7.20 for dm = 500 nm, but to a lesser extent due to the lower oxidation
energy release.
The transport of substantial oxidation energy can also influence the mixture mechan-
ics depending on the rate of reaction and its spatial variation. If a significant amount is
transferred to the gas within the explosive reaction zone, this could result in a strengthened
detonation wave. If this energy is released within the expansion wave, pressures can increase
relative to the inert Taylor wave, resulting in an enhanced late-time loading. For the cases
considered in Figs. 7.19–7.21 for dm = 150 µm, 500 nm, and 100 nm, the pressure profiles
are shown in Fig. 7.22 comparing the inert and reactive predictions. As will be seen later,
the wave speed D increases relative to the inert system as dm decreases. To directly compare
pressure variations behind the detonation front, the inert profiles are therefore shifted along
the horizontal axis to align with the wave front of the reactive cases. For the larger metal
grain size, the pressure profiles are identical due to the very small amount of reacted metal.
For dm = 500 nm, there is a significant amount of heating within the explosive reaction
zone, leading to an increase in detonation wave speed, but the higher degree of oxidation
within the expansion wave elevates pressures in this region to a greater extent. Due to very
rapid oxidation immediately following the detonation front, large increases in pressure are
predicted throughout the explosive reaction zone and expansion wave, with a further increase
in the detonation wave speed. Consequently, a transition is predicted between the limiting
cases, where the initial heat transfer from the gas to the solid dominates later-time oxidation
and the rapid metal burning immediately behind the detonation front.
7.6.2 Increased Oxidation Prefactor
There is a significant degree of uncertainty in the experimental determination of the
oxidation prefactor Kpr [40]. As a result, the sensitivity of this parameter is examined by
increasing it by an order of magnitude, providing a reasonable estimate for experimental un-
certainty. Since rapid oxidation is already predicted for the smallest metal grains considered,
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Figure 7.22: Comparison of Inert and Reactive Metal Pressure Profiles for (a) dm = 150 µm,
(b) dm = 500 nm, and (c) dm = 100 nm for Kpr = 1.9× 10−9 m2/s
predictions are shown for dm = 150 µm and dm = 500 nm to determine whether the modes
of oxidation energy release are affected.
Figure 7.23 shows the energetics for dm = 150 µm at the increased oxidation rate. The
increase in Kpr is responsible for a modest increase in metal reaction heat release compared
to the lower value of Kpr, since Πm is also an order of magnitude larger. However, this
is not sufficient to elevate the temperature of the metal grains to reduce or reverse the
extent of heat transfer from the gas phase. This suggests that the oxidation law may be
relatively insensitive to Kpr for larger metal grains, where the inverse-square dependence of
the oxidation rate on the metal grain size becomes more influential for modest variations in
Kpr.
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Figure 7.23: Detonation Profiles for (a) Temperature and Normalized Temperature Change
Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for Kpr = 1.9× 10−8 m2/s
and dm = 150 µm
Predictions are shown in Fig. 7.24 for dm = 500 nm at the elevated value of Kpr. Here,
the energetics are very similar to those for dm = 100 nm at the lower value of Kpr. Rapid
metal burning behind the detonation front results in temperature increases of 100–599 K
throughout the explosive reaction zone and subsequent expansion wave. The rate of heat
transfer to the solid explosive is again enhanced throughout the domain since additional
thermal energy is available for the gas phase to transfer to the explosive. Consequently, the
increase in Kpr was sufficient to shift the mode of oxidation away from the transitional type
predicted for the lower value of the oxidation prefactor.
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Figure 7.24: Detonation Profiles for (a) Temperature and Normalized Temperature Change
Decomposition for (b) Explosive, (c) Metal, and (d) Gas Phases for Kpr = 1.9× 10−8 m2/s
and dm = 500 nm
7.6.3 Summary of Predictions
The effects of oxidation on the system energetics are found to depend strongly on the
aluminum particle size. Similar to the predictions for the inert analysis, results for reactive
metal suggest that for a fixed value of the prefactor Kpr, there is a metal particle size
threshold for which oxidation becomes a significant thermal transport mechanism. This is
further verified by Fig. 7.25, which shows the dependence of detonation wave speed on metal
particle size for the two values of Kpr considered, which are compared to the corresponding
inert metal predictions. As in the inert analysis, a particle size transition is predicted; for
the reactive metal shown in Fig. 7.25, it occurs for dm < 5 µm. For larger grains wave speed
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Figure 7.25: Detonation Wave Speed Dependence on Metal Particle Size for Increasing Values
of the Oxidation Prefactor
is nearly invariant with respect to Kpr, but becomes increasingly sensitive to the prefactor
value as dm decreases. Significant strengthening of the detonation wave is predicted for small
dm due to more rapid metal oxidation and heat transfer; large drag also keeps smaller metal
grains entrained in the gas near the wave front, ensuring that a large amount of oxidation
heating is transferred to the wave front.
The largest wave speed predicted for the documented value of Kpr is significantly larger
than the experimental value of 8,760 m/s reported for pure HMX with φ0s = 0.95. It should
be noted that a more direct comparison of predicted metalized explosive wave speeds to
the pure-phase explosive can be obtained by accounting for the dilution effect, which is
associated with the replacement of explosive with metal for a fixed value of φ0s. In this way,
computed wave speeds for metalized mixtures can be normalized to an equivalent, pure-
phase explosive system containing the same volume of explosive present in the metalized
mixture. This is accomplished by means of a simple extrapolation [48], which results in an
adjusted pure-phase detonation speed of 8,735 m/s. Consequently, for the accepted prefactor
value Kpr = 1.9× 10−9, detonation speeds are not predicted to exceed the pure-phase value
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for dm ≥ 500 nm; however, this can occur for larger metal grains if the prefactor value is
increased.
The wave speed analysis, together with the spatial profiles obtained in this study, suggest
the following conclusions:
• Metal particle size has a strong effect on both the extent of oxidation and its spatial
variation within the explosive reaction zone and subsequent expansion wave. Larger
metal grains are relatively insensitive to modest variations of the prefactor Kpr and do
not produce substantial internal heating. In the opposite limit, small particles undergo
a large degree of oxidation within the explosive reaction zone and continue to react
with the Taylor wave. There also exists an intermediate, transitional mode of energy
release, where sufficiently rapid heat transfer from the gas initiates oxidation within
the explosive reaction zone. Self-heating then intensifies within the Taylor wave.
• Oxidation can significantly influence the mixture mechanics, with rapid metal heating
and heat transfer to the gas within the reaction zone supplying energy to the detona-
tion front due to high drag entraining the burning metal grains within the explosive
reaction zone. The additional heating increases gas pressure near the front, which
strengthens and accelerates the detonation by providing additional work. If significant
heating occurs within the Taylor expansion, the resulting pressure rise can increase
the cumulative late-time impulsive loading, e.g., post-detonation blast, even if the
detonation wave is not strengthened.
• The most common scenarios for the oxidation energetics encountered in this study
included both the low drag, heat transfer, and oxidation rate limit where no significant
deviation from inert systems was predicted, as well as the high drag, heat transfer,
and oxidation rates associated with rapid reaction and strengthening of the detonation
wave. This is likely a result of the proportionality of all three constitutive relations with
d−2m . Therefore, this may preclude scenarios where high oxidation and low drag transfers
most of the reactive heating to the Taylor wave, rather than large drag entraining
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rapidly reacting grains in the explosive reaction zone. As a result, the use of a different





8.1 Modeling and Numerical Method Objectives
The research presented in this dissertation focused on several related goals. The first was
the formulation of a reactive multiphase flow model that could be used to describe granular
energetic materials containing an arbitrary number of solid phases. This model would be
required to include general chemical reactions involving both combustion and solid-phase
reactions, such as the formation of an oxide layer during the metal oxidation process. A
significant challenge in the development of such a model is the specification of the interphase
source terms, which account for mass, momentum, and energy exchange processes. Efforts
have traditionally focused on forms for these sources that satisfy the strong form of the
Second Law of Thermodynamics. Although this analysis had been performed for two-phase
reactive mixtures [11] and chemically inert systems containing multiple solid phases [56],
such descriptions had not been previously attempted for systems containing N > 1 solid
phases, together with arbitrary single-stage chemical reactions.
In this work a mathematically rigorous analysis based on the mixture entropy inequal-
ity was performed to identify physically permissible interphase exchange processes. This
analysis involved the specification of partitioning functions used to apportion energy dissi-
pation between each phase. Although many of these functions were previously defined for
two-phase reactive systems [11] and inert multiphase systems with N > 1 [56], this work
introduces several new dissipation partitioning functions associated with general chemical
reactions which must be specified. Furthermore, selection criteria for these new functions
were established that enforces compliance with the strong form of the Second Law, while
imposing no constraints a priori on the functional form of the chemical reaction laws. In
the special case of combustion reactions only, this general framework exhibits the proper
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limiting behavior by reducing to an N -phase extension of the two-phase model in [11], and
further reduces to the inert multiphase model in [56] when no reactions occur.
This work also included a number of additional features into the general model to en-
hance understanding of the underlying energetics, as well as provide additional capabilities
for modeling mixtures with statistically-determined particle size distributions. Instantaneous
energy transport and dissipation rates are commonly used in the literature to identify sig-
nificant processes occurring at a fixed instant in time within the spatial domain [56, 117].
However, these rates are unable to compute the cumulative effect of these energetic processes
over time, where the duration of a high-rate transient event may be brief relative to a steady
process occurring over a longer time scale. The model developed in this work was therefore
supplemented with additional evolution equations describing the relative contributions of
each energetic process to the total changes in phase temperatures over the entire simulation
time. This was accomplished by decomposing the total temperature change into multiple
contributions from different transport and dissipation processes, with sources obtained from
the phase entropy evolution equations. These decompositions are not unique, and may
be further subdivided into additional processes depending on the application. A separate
method was also developed to transform a continuous or discrete, multimodal particle size
distribution function into a number of discrete particle size classes that could be treated
as distinct phases. As a whole, the development of this model has provided a flexible tool
with original capabilities that may be applied to the analysis of multiphase mixtures with
multiple solid components with more generalized chemical reactions.
After formulating the model, the second objective of this dissertation was the develop-
ment of an computationally inexpensive method to solve the system equations numerically.
This aspect of the work proved to be particularly challenging due to the presence of noncon-
servative nozzling source terms arising from the Second Law analysis of the model. These
sources prevent the model equations from being posed in divergence form, for which many
robust finite-volume schemes exist. The inclusion of multiple solid phases, as well as the
210
desire for flexibility in the inclusion of additional evolution equations, precluded the use of
upstream methods which rely on the underlying system eigenstructure for their solution.
As a result, the centered Kurganov-Noelle-Petrova (KNP) scheme [74], developed originally
for conservation equations, was extended in a mathematically rigorous manner to include
nonconservative sources in this work [31]. It was also discovered that the numerical accuracy
of both the modified and original KNP scheme depend strongly on the form of the com-
paction equation used in the system model. As a result, a numerical study was performed to
determine the optimum form of the model equations which minimized numerical errors [31].
To this end a new, analytical multiphase Riemann solver, applicable to arbitrary equations
of state, was formulated to verify the accuracy of the modified numerical method [32]. A
separate scheme modification was also proposed in the present work to reduce the extent of
artificial viscosity in solving multiphase flow equations.
8.2 Parametric Study Objectives
The final objective of this work was to apply the developed model and numerical method
to a metalized system subjected to impact to investigate the dependence of the resulting det-
onation wave structure and energetics on several system parameters. This analysis provides
the ability to characterize rapid physical processes that are very difficult to investigate ex-
perimentally. Consequently, the predictions may be used to suggest mixture properties and
compositions which optimize certain performance metrics for explosives, such as detonation
strength and late-time impulsive loading.
The energetic mixture contains the explosive HMX and aluminum, where detonation was
initiated by a rigid piston moving at a constant speed up = 100 m/s. The analysis considered
cases where the aluminum was either inert, or underwent an exothermic oxidation reaction.
The latter required the inclusion of a separate evolution equation in the model governing the
metal reaction rate. Steady detonation wave structures were obtained for the inert metal
cases. For the reactive metal a longer domain, which included both the explosive reaction
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zone and the subsequent Taylor expansion wave, was considered to examine the spatial
variation of oxidation energy transport to the gaseous explosive combustion product phase.
8.2.1 Inert Metal
In the inert aluminum analysis, the effects of metal particle size dm and initial metal
mass fraction λ0m on the detonation wave structure and energetics were investigated for a
fixed value of the initial total solid volume fraction φ0s = 0.95. Particle size was varied from
150 µm to 100 nm, while initial metal mass fractions of 0.15, 0.25, and 0.5 were considered.
Predictive trends for the steady wave structures are first examined.
For larger values of dm, the relaxation coefficients are relatively small, resulting in profiles
that are qualitatively similar to those of neat HMX. As dm increases, equilibration of metal-
phase velocities and temperatures occurs more rapidly, dramatically reducing both the peak
and end-state values at the rear of the explosive reaction zone. Reaction-led detonations,
where the detonation wave precedes the solid wave, are predicted for dm = 150 µm at
λ0m = 0.15 and 0.25, while a transition to a compaction-led detonation occurs at λ
0
m = 0.5,
which is characterized by a small compaction layer between the lead solid explosive wave and
the detonation wave. For smaller values of dm, compaction-led detonations are present for
each value of λ0m. Additionally, for each case considered in this analysis, plots of the Mach
number show that all solid waves and detonations are shocks, terminating at an end state
above the sonic locus, indicating weak detonations. This is likely a consequence of the simple
pressure-dependent explosive burn rate adopted from [117], where the same phenomenon was
observed for simulations with neat HMX.
The explosive phase thermal decomposition shows that the dominant energetic processes
are qualitatively invariant with respect to both dm and λ
0
m, with heat transfer from the gas
and compression work primarily responsible for its temperature rise. This insensitivity is
somewhat expected since the explosive particle size is held constant for these simulations.
In contrast, compression leads heat transfer as the primary heating mechanism in the metal
phase for larger values of dm, while heat transfer from the gas becomes dominant for smaller
212
values of dm, when the metal-gas heat transfer coefficient increases significantly. In the gas
phase, compressive heating is the most significant energetic mechanism across all values of dm
and λ0m. The influence of drag dissipation increases as dm decreases due to the inverse-square
size dependence of the drag coefficient. For large values of dm, the combustion reaction plays
a significant role in decreasing the gas temperature for smaller values of λm, while it plays a
substantial role in increasing gas temperatures for smaller particles as λ0m increases.
An analysis of the steady detonation wave speeds, as well as the end-state gas temper-
atures and pressures, reveals an interesting dependence on the metal particle size. In the
absence of reactive metal, detonation speeds were shown to decrease with increasing λ0m due
to dilution of the solid explosive. A bifurcation is predicted near dm = 20 µm; below this
size threshold, the wave speeds and end-state temperatures and pressures approach constant
values. This suggests that there exists a size threshold and a limiting value for the velocity
and temperature relaxation zone lengths, which cannot be further reduced by decreasing dm.
8.2.2 Reactive Metal
Aluminum oxidation introduces a rate prefactor Kpr, which has a documented value
in the literature [40], although there is considerable uncertainty in specifying its value. To
examine the effects of metal particle size and Kpr, predictions were obtained for a fixed value
of λ0m = 0.15, while using both the standard value of Kpr = 1.9 × 10−9 m2/s and a higher
value of Kpr = 1.9×10−8 m2/s. Unlike the inert cases where attention was focused solely on
the explosive reaction zone, the reactive cases consider an expanded spatial domain including
both the explosive reaction zone and the subsequent Taylor expansion wave to examine the
delayed release of oxidation heat.
Larger metal grains were found to be insensitive to the oxidation prefactor. The slow
rate of heat transfer from the gas phase to the metal was insufficient to drive significant
oxidation, and the wave profiles were nearly identical to the corresponding inert cases. The
other limiting case occurred at dm = 100 nm, where both values of Kpr resulted in rapid
oxidation immediately behind the detonation wave, with increased reaction within the Taylor
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wave. The exothermic reaction immediately drives metal temperatures higher than the gas,
resulting in heat transfer from the aluminum to the gas, which results in increased gas
temperatures since the metal no longer acts as an additional heat sink. The rapid transport
of oxidation energy to the gas is found to strengthen the detonation wave, as well as increase
pressures within the Taylor wave due to continued reaction in this region. At dm = 500 nm
for Kpr = 1.9× 10−9 m2/s, there exists a transitional flow region, where heat is transferred
to the aluminum within the explosive reaction zone until the onset of significant oxidation,
at which point the direction of heat transfer is reversed.
An analysis of the detonation wave speeds as a function of dm reveals a similar bifurcation
trend to that observed for the inert case. Here, the detonation speeds correspond to the
inert cases for dm > 20 µm, while increasing significantly with decreasing dm and increasing
Kpr. This behavior is expected due to the inverse-square metal grain size dependence of
the oxidation rate; combined with the similarly large values of drag and heat transfer, this
results in smaller grains entrained near the detonation front, transferring heat rapidly to the
explosive reaction zone and strengthening the wave.
8.3 Recommendations
There are several avenues for future work with the current model. A recurring issue
is the inability to properly resolve fine physical flow features in the immediate vicinity of
the detonation wave with a uniform spatial grid. The required resolution is prohibitively
expensive, which highly suggests the use of an adaptive mesh refinement technique as a
practical solution. In addition, accurate specifications of dissipation partitioning functions
are difficult to formulate due to a lack of experimental data and ambiguities concerning their
physical interpretation at the continuum scale. A long-term goal of this modeling work is the
coupling of mesoscale model predictions to provide estimates for these functions. Finally, the
simple explosive burn rate model utilized in the simulations presented here is sufficient for
predicting steady structures, but does not include the requisite physics to model transient
events, such as initiation and hot-spot formation. A near-term objective is the inclusion of a
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Appendix A
Interphase Source Term Derivations
The general form of the mixture entropy inequality is given by Eqn. (2.72):
− φg
T 2g








































































































































































































































[Fi − (ui − ug) · ∇φi] .
(A.4)































































A.1 General Chemical Reactions
Without further information regarding the nature of either the gas/solid or solid/solid
reactions, the numerators in Eqns. (2.80) and (2.81) for the coefficients of Cig and Cim,
respectively, are taken to be:
yi = ei +
βi
ρi








zi = ei +
βi + PgTi/Tg
ρi




Substituting the decompositions given by Eqns. (2.80) and (2.81) into Eqn. (A.2) yields the

















































































































Eim − [bimui + (1− bim)um] · ~Mim + [cim(Pi − βi)





















































[(Pi − βi)− (Pm − βm)]Fim −
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Consequently, the following choices for the external heat transfer and source terms result in
a sum of squares, ensuring that the inequality is identically satisfied.




φiφg(Pi − βi − Pg), (A.9)






























Eig = [bigui + (1− big)ug] · ~Mig − [cig(Pi − βi) + (1− cig)Pg]Fig
− 1
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Cig +Hig(Tg − Ti),
(A.11)




φiφm[(Pi − βi)− (Pm − βm)]. (A.13)
















(ui + um)Cim, (A.14)




















[fim |ui|2 + (1− fim) |um|2]Cim +Him(Tm − Ti).
(A.15)





(eg − ei) +
Pg
ρg
− (Pg + βi)
ρi
















(em − ei) +
βm + PgTm/Tg
ρm
− (βi + PgTi/Tg)
ρi














As shown in [11], the resulting system of partial differential equations is hyperbolic only if









δig |ui − ug|2 +
1
µig












































Thus, Galilean invariance requires that fig = 1. As discussed in Chapter 2, ~Mi and Ei are
modified with additional source terms to properly account for dissipation due to both inert
interphase drag and chemical reaction drag:
~M∗ig → ~Mig − αigCig(ug − ui), ~Mim → ~Mim − αimCim(um − ui), (A.18)





























(1− aig)δig |ui − ug|2
]
, (A.21)
which is nonnegative since 0 ≤ aig ≤ 1. However, the change in mixture entropy due to































which is not necessarily nonnegative, since it is not required that Cig ≤ 0 nor Cim ≤ 0 for all
i and m. Consequently, the choices of αig and αim must be restricted such that Eqn. (A.22)
is satisfied. The source terms reduce to the corresponding one-dimensional forms given in
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[56] for non-reactive systems by setting Cig = Cim = 0 in Eqns. (2.95), (2.96), (2.98), and
(2.99).
The phase entropy evolution equations are obtained after substituting the source terms




= ∇ · (φiki∇Ti) + δigaig |ui − ug|2 +
1
µig





eg − ei +
Pg
ρg
− (Pg + βi)
ρi
)
− (1− ξig)(Tgηg)− ξig(Tiηi)−
1
2
αig |ui − ug|2
]






φiφm(1− cim)[(Pi − βi)− (Pm − βm)]2
+ δim(1− bim) |ui − um|2 −
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1
µig
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Pg
ρg
− (Pg + βi)
ρi
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Thus, for general Ti, Galilean invariance requires that bim = fim = 1; however, this choice
eliminates interparticle friction dissipation. Consequently, additional friction terms are
added to Eim:
Eim → Eim + aimδim |um − ui|2 .
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The total mixture friction dissipation is calculated by substituting the modified form of Eim






aimδim |ui − um|2
Ti
+




which is nonnegative for 0 ≤ aim ≤ 1. Consequently, the final form of the solid phase entropy




= −∇ · (φiki∇Ti) + δigaig |ui − ug|2 +
1
µig
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ρg
− (Pg + βi)
ρi
)
− (1− ξig)(Tgηg)− ξig(Tiηi)−
1
2
αig |ui − ug|2
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Cig






φiφm(1− cim)[(Pi − βi)− (Pm − βm)]2
+ δimaim |ui − um|2 −
1
2



























A.2 Solid Phase Combustion
The analysis discussed in Ref. [11] for the combustion of a single solid phase is extended
to Nsp phases. Using the chemical reaction term decomposition discussed in Chapter 2,
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where Cim = 0 ⇒ Ci = Cig, the form of the mixture dissipation inequality is given by:
− φg
T 2g









Eig − [bigui + (1− big)ug] · ~Mig + [cig(Pi − βi)
+(1− cig)Pg]Fig −
{
















































































































where the numerators in Eqn. (2.80) for the coefficients of Ci are taken to be:








Thus, a sum of squares identically satisfying this inequality is formed by selecting:
qg = −kg∇Tg, (A.27)






fig |ui|2 + (1− fig) |ug|2
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φiφg(Pi − βi − Pg), (A.30)
qi = −ki∇Ti, (A.31)
Eim − [bimui + (1− bim)um] · ~Mim + [cim(Pi − βi)+ (1− cim)(Pm − βm)]Fim = Him(Tm −Ti),
(A.32)




φiφm[(Pi − βi)− (Pm − βm)], (A.34)












































≤ ηg − ηi +
βi
ρiTi
, i = 1, 2, . . . , Nsp.
These relations reduce to those given in Ref. [11] for a single solid phase. The momentum
and energy source terms must be modified in a manner similar to that discussed for the
general reaction case:








The corresponding one-dimensional source terms given in Ref. [56] for non-reactive sys-
tems are recovered by setting Ci = 0 in Eqns. (2.103) and (2.104), and are identical to
those obtained by reducing the relations involving general chemical reactions. As shown in
Eqn. (A.21), the contribution of inert interphase drag to the mixture entropy production














αi |ug − ui|2 Ci
]
, (A.37)
which is also nonnegative since Ci ≤ 0 for combustion reactions. Therefore, unlike the
case for general chemical reactions, there are no additional constraints on the choices of
αi. Furthermore, there are no conditions on the selection of bim since Galilean invariance
is not violated. The resulting forms of the phase entropy evolution equations are given by




= ∇ · (φiki∇Ti) + δigai |ui − ug|2 +
1
µig
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δim(1− bim) |ui − um|2 +
1
µim
φiφm(1− cim)[(Pi − βi)− (Pm − βm)]2









δig(1− ai) |ui − ug|2 +
1
µig
φiφgcig(Pi − βi − Pg)2

























The piecewise-continuous approximate solution at time tn within each computational







j (x− xj)i, (B.1)
where N is the order of the polynomial and the vector coefficients K
(i)
j are assumed to be
known from the chosen solution reconstruction. During the time interval ∆tn, the centered




(n). Thus, integration is performed within the both the “non-smooth” interval
of wave propagation [xj+1/2,l, xj+1/2,r], denoted by Region I, and the “smooth” region of
undisturbed flow [xj−1/2,r, xj+1/2,l], denoted by Region II.
B.1 Region I














































































































































































































































































































































































B.3 Semidiscrete Scheme Derivation
The semidiscrete version of the modified KNP scheme is obtained by evaluating the



























































































where x−j+1/2 = xj+1/2 − ε and x
+



























































The second limit in Eqn. (B.11) is computed in an identical manner to that given in
Eqn. (B.14).











































































































Thus, if the flux functions and nozzling sources are continuous functions of time, the Fun-




























































































































































































































































































































































Together with Eqn. (B.22), the final semidiscrete form for systems with nonconservative





Generally, the Ideal Gas Law is a suitable equation of state for the gas phase in many
flow regimes. This relation is given by:
Pg = ρgRTg, (C.1)
where R is a gas–specific constant. For an ideal gas, the constant–volume specific heat is a
function of temperature only, and the caloric equation of state has the form




where Cvg is the constant-volume specific heat of the gas phase; Tgr is a reference tempera-
ture; êgr is its associated thermal energy; and T̂g is a dummy integration variable. Thus,
Pg = (γ − 1)ρgêg, (C.3)
where γ = γ(Tg) is the ratio of the gas specific heats. From Eqns. (2.54) and (2.56),
Gg = γ − 1, c2g = γ(γ − 1)êg. (C.4)
C.2 Virial (Gas)
The virial equation of state is a non-ideal EOS frequently used to describe gaseous
detonation products. This is defined in [117] as:
êg(ρg, Pg) =
Pg
(γ − 1)ρg(1 + bgρg)
, (C.5)
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where bg is the virial coefficient. The caloric equation of state is given by:
Cv,gTg =
Pg
(γ − 1)ρg(1 + bgρg)
. (C.6)













For the solid phases, a Mie–Grüneisen relation is used. A thorough discussion of this
equation of state and its application to explosive detonation modeling is given by Miller and







where Γi and mi are constants, and v
∗
i is a reference value for the specific volume of the i–th




Gi + fi(vi), (C.8)
where fi is a function of solid specific volume. Using experimental shock compression data,
solid pressure is also expressed as:











v∗i − si (v∗i − vi)
]2











and ωi and si are constants. For expanded solids where vi > v
∗
i , Arienti et al. suggest
an alternate expression for the function fi(vi) based on a pseudo-elastic constitutive law

























The caloric equation of state is given by
êi = Cvi (Ti − T ∗i ) , (C.12)
where Cvi is the constant-volume specific heat of the i-th solid phase and T
∗
i is a correspond-










For most materials described by the Mie-Grüneisen equation of state experimental data
indicate that mi = 1 [95], and this value will be used for all solid phases in the present
work. In addition, the reference state is typically chosen to correspond to unloaded, ambient
conditions, i.e.,
ρ∗i = ρi,amb, T
∗
i = Ti,amb ⇒ Pi = 0,
where the “amb” subscript denotes the ambient state.
For thermally isolated solids under compressive loading, Ti > T
∗
i and êi > 0. From
Eqns. (C.11) and (C.13), it follows that Pi and c
2
i are identically positive if and only if:





It should be noted that in multiphase systems it is possible for local interphase heat transfer
to the gas to dominate solid phase compression, resulting in Ti < T
∗
i and leading to the
computation of imaginary sound speeds. However, this scenario is physically unlikely due to
significant dissipative heating and the large thermal inertia of the solid relative to the gas
phase (e.g., (ρiCvi)/(ρgCvg) ≈ 3400 for HMX and air at room temperature).
For solids undergoing expansion due to the propagation of rarefaction waves, there is
no general condition given by Eqn. (C.11) ensuring that c2i > 0 for all possible expanded
thermodynamic states. However, for non-evaporating metals described by this EOS, the
maximum decreases in solid density remain relatively small. Therefore,
vi
v∗i
= 1 + ε,
where ε is a small, fractional density perturbation about the reference state. Substituting





i + Γi(1−mi)] êi +O(ε). (C.14)







Since ω2i /Cvi  Γ2i + Γi(1 −mi) for typical values of these parameters [95], the right-hand
side of Eqn. (C.15) is negative for materials where decreases in density are sufficiently small,
and ensures the computation of real sound speeds.
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C.4 Stiffened (Solid)
A simpler equation of state that may be used to describe granular energetic solids [117,










where γi is the specific heat ratio and Pst,i is a stiffening pressure for the i-th solid phase.







where Cvi is the specific heat of the i-th solid phase at constant volume. Similar to the ideal
gas relation,









and the resulting sound speed is given by Eqn. (2.56):
c2i = γivi(Pi + Pst,i). (C.19)
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Appendix D
Derivation of Supplemental Model
Equations
To implement Lagrangian rate equations within an Eulerian system, these must first be

























(φρu) = φρf. (D.3)





(φρuW) = φρf +WC. (D.4)
Consequently, applying this method to Eqn. (7.14) leads directly to Eqn. (7.18).




= −φmPm∇ · vm −∇ · (φmqm) + Em −
−→




Since intergranular stress is ignored, the modified metal equation of state in Eqn. (7.13)
gives:
em = êm − Πmqch,m. (D.6)
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Since intergranular stress and metal evaporation are ignored, this relation reduces to the fol-
lowing expression after applying Eqn. (2.110) and using the choices of dissipation partitioning



















δme(um − ue)2 +
1
µmg






Because DΠm/Dtm is constrained to be non-negative by definition, this contribution
to the metal temperature change will also be non-negative. Thus, the metal temperature
decomposition can be given by:
dTm = dTcpr,m + dTdr,m + dTht,m + dTcpc,m + dTcr,m + dTox,m, (D.9)
where dTox,m is the metal temperature change due to oxidation. Therefore, the difference in
metal temperature from the initial state due to oxidation, denoted by Tox,m, is evolved using
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