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Abstract The mining of data streams has been attracting
much attention in the recent years, specially from Machine
Learning researchers. One important task in learning from
data streams is to correctly detect changing data characteris-
tics over time, since this is critical to the correct modeling of
data behavior.With the understanding thatmany applications
generate unlabeled streams, different algorithms have been
proposed to approach unsupervised change detection. These
algorithms implement different strategies, from simple incre-
mentalmethods thatmonitor data statistics, tomore advanced
techniques based on divergences of clustering models. In
recent studies, however, authors pointed out those algorithms
lack in learning guarantees, meaning that results obtained by
thesemethods could be due tomodel parameterization. These
observations led to the development of a new stability con-
cept that is suitable for unsupervised streams. This stability
concept motivated a new change detection algorithm which
ensures model modifications corresponding to actual data
changes. Previous results on artificial scenarios have con-
firmed this algorithm’s ability to correctly detect changes.
However, the requirement of assessing the algorithm’s per-
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formance on real-world data remained, which is essential to
the understanding of the algorithm’s capabilities. Motivated
by this observation, this work applied this algorithm to the
domain of audio analysis, more specifically, in music change
detection. Results obtained in different music tracks provide
interesting insights on the types of changes that produce a
more significant impact on the algorithm’s decisions, allow-
ing for a better understanding about its underlying dynamics.
Keywords Machine Learning · Data streams · Stable
change detection · Music change detection
1 Introduction
Data streams are ordered, open-ended sequences of data
produced at high volumes and rates along time [5]. In oppo-
sition to the batch-learning scenario [7] which dominated
the Machine Learning (ML) research community in the
past years, the infinite nature of streams poses a totally
new set of challenges for learning algorithms. An algo-
rithm designed to process a data stream needs to deal with
more rigorous memory and processing time limits than a
batch-learning technique, making the latter unsuitable for
the stream domain.
Several real-world phenomena produce streams of data,
such as in climate sensoring, industrial sensoring, Internet
traffic monitoring and deforestation analysis [4]. Although
much of the effort by the Data Stream Mining (DSM) com-
munity has focused on the design of supervised techniques,
unfortunately most real-world applications do not provide
labeled information. This lack of a priori knowledge when
inducing models resulted in a call for the development of
unsupervised learning techniques more appropriate to be
applied in the data stream domain.
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One important aspect in this direction is the develop-
ment of algorithms capable of dealing with unsupervised
change detection. Change detection is an important task
when learning from streams, because data characteristics
can evolve over time. This means that the probability dis-
tribution generating observations in a stream cannot be
guaranteed to remain fixed as time elapses. This evolving
aspect has motivated several studies in the design of algo-
rithms to detect data changes, allowing for efficient and
effective model reinduction in the presence of new data
behaviors [1,2,6,8]. However, these algorithms do not pro-
vide learning guarantees, consequently detecting changes
that may not correspond to actual modifications in data char-
acteristics.
In an attempt to overcome this gap, Vallim andMello [13]
relied on previous results by Carlsson and Memoli [3] to
design a new stability concept for unsupervised data streams,
providing learning guarantees for algorithms in this scenario.
The order-invariant stability concept by Carlsson and Mem-
oli [3] considered stability in the sense of model divergences
when the input data are prone to ordering perturbations.How-
ever, the data independence assumption used by Carlsson
andMemoli [3] is not appropriate to the data stream scenario,
because it would change the inherent order of examples in the
stream, jeopardizing learning when the input has some level
of dependency over time. Therefore, the stability concept
proposed by Vallim and Mello [13] assumes observations in
a stream are not necessarily independent, and, because of
that, a data stream could be represented as a time series. The
mapping to a time series allows a data stream to present dif-
ferent levels of data dependency, from a purely stochastic
behavior, e.g., a Gaussian noise, to a totally deterministic
one, in which a next observation only depends on past ones.
This gives a data stream the ability to represent a broader
range of behaviors.
The time series representation of a data stream allowed
Vallim and Mello [13] to design the surrogate stability
concept. This concept considers model divergences when
surrogate data, which maintains frequency and amplitude
characteristics of the original data, are presented to the unsu-
pervised learning algorithm. Vallim and Mello [13] also
proposed a change detection algorithm that produces models
for consecutive data windows, which are then compared to
detect data divergences. By following the surrogate stability
concept, this algorithm guarantees that relevant model diver-
gences truly correspond to data stream behavior changes.
This algorithm was assessed in synthetic scenarios, provid-
ing good results. Besides such results, the need for applying
this algorithm in real-world scenarios and understanding its
behavior under different data changing scenarios remained,
motivating this paper which evaluates its outcomes and inner
workings in the domain of audio analysis.
The audio domain, and more specifically, the sub-domain
of music processing, was chosen as the application sce-
nario in this work. Our focus is in the detection of changes
in music streams occurring along time. Since the studied
change detection algorithm by Vallim and Mello [13] uses
a frequency domain representation as learning model, ana-
lyzing audio streams simplify the identification of which
sources of data changes impose a greater influence on
model divergences. Second, audio waves have been gen-
erally understood and studied in the frequency domain by
several researchers [9,10]. Finally, the public availability of
the music streams analyzed in this work makes it easier for
other researchers to reproduce our experiments. It is impor-
tant to notice that several other audio scenarios besidesmusic
analysis could benefit from the application of this algorithm,
such as in the monitoring and detection of patterns in ani-
mal communication (for example, dolphins and whales), in
the delimitation of audio for copyright reasons (for example,
in audio streaming applications), in the detection of alter-
ations to produce noise canceling mechanisms in airplanes,
among others. The approach applied by the change detec-
tion algorithm could also be used in the creation of music
signatures, for the purpose of content-based retrieval [9,10].
This niche of application, however, is not the focus of this
work.
We evaluated the change detection algorithm proposed
in [13] using three different music tracks. These music tracks
present different characteristics, which allowed us to analyze
the results obtained by the algorithm in different situations.
Results suggest which sources of changes in these tracks
produce the most expressive model alterations, consequently
allowing for a better understanding of the underlying dynam-
ics of the studied algorithm. Our findings suggest that the
change detection approach used is an interesting alternative
for the data stream domain, allowing for good change esti-
mateswith theoretical guarantees of stability and, in addition,
with time complexity consistent with this scenario require-
ments.
The rest of this paper is organized as follows. In Sect. 2,
we give the reader some background on the techniques avail-
able in the literature for change detection in unsupervised
data streams. Next, Sect. 3 brings a review on the stability
concept proposed by Vallim and Mello [13], together with
the change detection algorithm proposed that holds the sur-
rogate stability property. Section 4 presents the application
of the change detection algorithm in the domain of audio
analysis, comprising detailed explanations and discussions
on the audio streams considered, the experimental setup and,
finally, the obtained results with corresponding analysis of
why those results were observed. Final conclusions from our
studies are presented in Sect. 5, as well as indications for
future research directions.
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2 Unsupervised change detection in data streams
The change detection problem has motivated different strate-
gies, ranging from statistical algorithms based solely on
summary measures such as mean and variance, to more
advanced techniques using clustering and novelty detection.
Page [8] proposes the Page–Hinkley Test which is an
incremental change detection approach that monitors the
cumulated difference between the observations in the data
stream and their mean. This method issues a change when
the monitored statistic falls below a user-defined threshold
value. AdaptiveWindowing (ADWIN) [2] employs a similar
strategy by computing the mean to detect changes in data.
ADWIN computes means of time-shifted windows of data
and compares them and issues a change when the difference
is greater than a given threshold.
The change detection problem has also been addressed by
applying incremental clustering algorithms and evaluating
model divergences at different time instants, i.e., with the
inclusion of new observations. The Grow When Required
(GWR) neural network [6] issues changes when new neu-
rons are added to the model or when a neuron that has
not been used recently is activated, characterizing an unex-
pected observation or the return to a previous one. Therefore,
GWR can detect changes based on a single new observa-
tion, for example, an outlier. Another neural-network-based
algorithm is the Self-Organizing Novelty Detection Neural
Network (SONDE) [1], which uses Shannon’s entropy to
quantify the level of novelty introduced in the model after
receiving a new observation. Therefore, the algorithm con-
siders that model divergences correspond to data changes.
GWRand SONDEaremore adequate to detect outliers rather
than behavior changes, this because both algorithms compute
models based on the last received observation. Recently, Val-
lim andMello [13] proposed M-DBScan, a change detection
algorithm based on a density-based clustering method and
on two different entropy measures, one temporal and another
spatial, to estimate model divergences. By considering both
temporal and spatial entropies,M-DBScan can issue changes
due to modifications in the order of observations and also
due to data distribution alterations. The design of M-DBscan
considers that a change in data streams should be seen as
a sequence of novel events, therefore being more robust to
outliers than previous methods.
As pointed out in Vallim and Mello [13], despite of the
good results achieved by the aforementioned algorithms, they
do not provide learning guarantees, i.e., it is impossible to
conclude if changes detected by these algorithms are due to
modifications in data characteristics or to influences gener-
ated by model parameterization. Aiming to overcome this
gap, Vallim and Mello [13] based themselves in the work
by Carlsson and Memoli [3], to propose a new stability
concept for unsupervised learning algorithms that is suit-
able to the data stream scenario. The studies by Carlsson
and Memoli [3] considered stability in the sense of model
divergences when the input data order is modified. However,
although Carlsson and Memoli [3]’s work provides relevant
learning guarantees for the unsupervised learning scenario,
the data independence assumption on which it was formal-
ized do not permit its direct application on the data stream
domain. Although data independency could be assumed for
some streams (e.g., a purely stochastic source producing
observations), in many others, time plays an important role
in the relationship among observations, therefore, by remov-
ing such relationship one completely changes the problem
characteristics.
While also based on model divergences, the stability
concept proposed by Vallim and Mello [13] assumes obser-
vations are not necessarily independent and identically
distributed (i.i.d). Once the observations in a data stream
may have different levels of dependency, the authors assume
that a stream can be seen as a time series. Their stability
concept, therefore, is based on model divergences when sur-
rogate data [12] are used as input to the learning algorithm.
A surrogate data are a new time series generated from the
original one after a phase change, but maintaining both the
frequencies and amplitudes of the original series. The so-
called surrogate stability states that an algorithm is stable if
it produces the same models for both the original and the
surrogate series.
Any algorithm thatmeets the surrogate stability, therefore,
guarantees thatmodel divergences truly correspond to chang-
ing data characteristics. Based on this fact, Vallim andMello
[13] also propose a new stable change detection algorithm
for the unsupervised data stream scenario, which compares
consecutive Power Spectrum (PS) graphs obtained by means
of the Fourier Transform on the input data. The PS graph
corresponds to a stable model according to the surrogate sta-
bility, because different phases in the input data do not alter
the resulting graph.
Based on the good results reported in [13], this work
applies the change detection algorithm to the audio domain,
more specifically in the task of identifying changing charac-
teristics in music over time. Therefore, in the next sections,
we give a review of the change detection algorithm presented
in [13], followed by the experiments conducted and results
obtained, showing which sources of changes in the music
stream produce a greater influence in the algorithm’s ability
to correctly detect changes.
3 Stable change detection approach
Given the importance of establishing guarantees for unsu-
pervised learning algorithms, and the difficulties associated
with the application of the stability concept by Carlsson and
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Memoli [3] on scenarios containing temporal data dependen-
cies, Vallim andMello [13] proposed a new stability concept
that is suitable for the data stream scenario. To develop the
new concept, the authors assumed data streams can be rep-
resented as a time series. This assumption allows for the
representation of data streams composed only of determinis-
tic behavior (where the dependencies among observations
along time define new observations), only of stochastic
behavior (where only a component with random characteris-
tics is presented) and, finally, mixtures of deterministic and
stochastic behaviors.
According to Vallim and Mello [13], in order for an algo-
rithm to be stable, it needs to generate models that are
invariant to alterations in the phase of a time series. As proved
by the authors, the PS graph meets this requirement because
both an original series f (t) and its surrogate s(t), generated
by Theiler’s method [12], present the same PS graph. This is
due to the fact that Theiler’s method for surrogate generation
only modifies the phases of Fourier coefficients. Therefore,
the surrogate series maintains both the same frequencies and
amplitudes as the ones observed in the original series.
Making use of the new surrogate stability concept, the
authors propose a change detection algorithm that decom-
poses portions of a data stream by means of the Fourier
transform, generates a PS graph for each corresponding por-
tion, and computes a divergence between these graphs using
the Euclidean distance. This divergence between consecu-
tive models is used to detect changes in the input data. Once
the algorithm is stable, it will not be influenced by model
parameterization.
The change detection algorithm, as it appears in Vallim
and Mello [13], is reproduced as follows:
Algorithm for change detection in a data stream:
construct two different time-shifted windows containing
observations of series f (t), respectively, W1 and W2, where
the timestamps of the observations in W1 are smaller than
the timestamps in W2.1 Denoting the series contained in W1
and W2, respectively, by f (t) and g(t), apply the Fourier
Transform on both series obtaining two PS graphs, denoted,
respectively, as A f (t)(ξ) and Ag(t)(ξ), where ξ represents
frequencies. Next, calculate the difference between A f (t)(ξ)
and Ag(t)(ξ) expressed as D(A f (t)(ξ), Ag(t)(ξ)). The dis-
tance D(·) ∈ [0,∞] can be obtained by computing the
Euclidean distance between A f (t)(ξ) and Ag(t)(ξ), as defined
in Eq. 1,
D(A f (t)(ξ), Ag(t)(ξ)) =
√
√
√
√
1
N
N
∑
ξ=1
(A f (t)(ξ) − Ag(t)(ξ))2
(1)
1 Windows can also overlap each other.
where N represents the maximum discrete frequency con-
sidered.
If D(A f (t)(ξ), Ag(t)(ξ)) ≤ δ, where δ is a threshold, then
no change is detected in the behavior of f (t). Otherwise, a
divergence is detected betweenW1 andW2 what reflects data
instabilities. Window W1 receives the observations stored in
window W2, while W2 will receive new observations from
f (t) and, then, the process is repeated.
According to Vallim andMello [13], if no change happens
in two consecutive timewindows, the two corresponding sub-
series will present very similar characteristics, in terms of
frequencies and amplitudes. Because of this similarity, the
subseries insidewindowW2 could be seen as a surrogate from
the series insideW1. If a change happens in the input data, its
frequencies and amplitudes will be consequently modified,
which corresponds to divergences in the PS graphs of the two
consecutive subseries. In this case, subseries contained inW2
cannot be considered a surrogate of the subseries inside W1.
4 Application in audio analysis
This section presents the details related to the application of
the change detection algorithm (Sect. 3) to the domain of
audio analysis. More specifically, we applied the algorithm
to the task of detecting changing characteristics in different
music tracks. In the next sub-sections, we present the audio
tracks chosen for analysis, the configuration of the experi-
ments conducted and the corresponding results obtained. For
all experiments conducted in this work, the R language for
statistical analysis2 was used as implementation tool.
4.1 Audio data set
Three different music tracks were selected in our experi-
ments. These tracks were selected due to the present changes
along time which can be easily noticed by humans.
The first one isMozart’s “Alla Turca”, the last movement
of the “Sonata in AMajor” for the piano. The track used was
the one available in the album “The Best of Mozart” from
1997. This track was selected because it is a well-known
classical music and also because it is performed by only one
instrument, in this case the piano, which makes it easier to
associate any eventual changes detected with the information
in the music sheet.
The second one is a song called “A day in the life”, by
the Beatles. The version used is the one from the album
“Sgt. Pepper’s Lonely Hearts Club Band”. This track, dif-
ferently from the previous one, is a pop song performed
by several musicians playing different instruments. It also
2 http://www.r-project.org.
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has three well-defined moments where the audio character-
istics change, and which is easily perceived by the human
ear. Finally, “Chop suey”, from System of a Down, was the
last track used in these experiments. The version used was
the one available in the album “Toxicity”. This audio track
presents several alterations over time, presenting a collection
of instruments that is more diverse than the track by the Bea-
tles. Also, System of a Down is a band characterized by main
and back vocals, which is an observable feature in “Chop
Suey”.
All three tracks were originally recorded with a sampling
rate equal to 44,100Hz. To conduct our experiments, we con-
verted all three tracks to wave files.
4.2 Experimental setup
We applied the change detection algorithm presented in
Sect. 3 to the threemusic tracks selected. The algorithm com-
putes the divergence, by computing the Euclidean distance,
only between successive time-shifted windows of observa-
tions of the series. However, for the analysis conducted here,
we calculated the divergence between every possible pair
of windows constructed, allowing for the identification of
cross-correlated subseries.
We chose twodifferent configurations for the timewindow
length. The first configuration uses a time window contain-
ing 44,100 observations, which corresponds to 1 s of audio,
while the second one uses a window length equal to 4410
observations, corresponding to 1/10 of a second of audio.
4.3 Results and discussion
Our first experiment applied the change detection algorithm
to Mozart’s “Alla Turca”, the last movement from “Sonata
in A Major”. This movement is written solely in the keynote
of A, therefore being considered a homotonal composition.
Homotonal is a technical musical term that refers to the
tonal structure of multi-movement compositions. A multi-
movement composition is considered homotonal if all its
movements have the same tonic note (keynote). For the par-
ticular case of the “Alla Turca”, Mozart interchanged both
modes (major and minor) during the movement. At particu-
lar time intervals, the author also combines two consecutive
octaves, a technique that is commonly present in other clas-
sical compositions.
Graphical representations of the results obtained are pre-
sented in Figs. 1 and 2, which correspond, respectively, to
the configuration using a time window of 44,100 observa-
tions and the one using 4410 observations. In both graphs,
the green areas correspond tohighdivergence,while red areas
indicate the minimum divergence observed.
As can be seen in Fig. 1, the algorithm detected four major
areas of divergence in the music. These areas occur at the
Fig. 1 Divergences observed between every possible pair of windows
for Mozart’s “Alla Turca”, using a window of 44,100 observations.
Both axes represent the window index. Because the window size used
corresponds to exactly 1 s of audio, both axis can also be interpreted as
the time in seconds from the beginning of the audio to its end
Fig. 2 Divergences observed between every possible pair of windows
for Mozart’s “Alla Turca”, using a window of 4410 observations. Both
axes represent the window index. Because the window size used corre-
sponds to 1/10 of second of audio, both axis can also be interpreted as
the time in deciseconds from the beginning of the audio to its end
following approximate time intervals: 40–55s, 1min and 35s
to 1min and 50s (95–110s), 2min and 30s to 2min and 55s
(150–175s) and, finally, 3–3min and 10s (180–190s).
Listening to the audio, one can easily notice that the
first, second and third intervals are repetitions of one same
fragment. More specifically, both the second and the third
intervals are exact repetitions of the first one. The excep-
tion is the fourth interval, which is not an exact repetition,
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Fig. 3 Two different PS graphs: a PS graph produced for the first sec-
ond of audio; b PS graph produced for the 41st second of audio
but still shares similar characteristics with the previous audio
fragments marked.
An analysis of the music sheet for the Sonata revealed that
all four intervalsmarked by the algorithm correspond to com-
passes in which the pianist is required to play a sequence of
notes comprising two consecutive octaves,while in the rest of
the musicMozart made use of only one octave. This explains
the results observed in Fig. 1. The presence of two octaves
results in a PS graph with two sets of present frequencies
(considering the most expressed frequencies, i.e., the ones
presenting the highest amplitude values), one set for the notes
played in one octave and another for the notes played in the
next octave. On the other hand, fragments played in only
one octave produce PS graphs containing only a set of fre-
quencies. Therefore, when comparing these two types of PS
graphs, the divergence is higher, resulting in the four highest
divergence areas marked in Fig. 1. Comparisons during frag-
ments of the music where only one octave is played produce
a low divergence, which can be more easily observed in the
reddish rectangular areas among the four divergence intervals
marked in Fig. 1. Figure 3 presents two PS graphs produced
using 1s of audio extracted, respectively, from the beginning
of the Sonata and immediately after the first marked change.
These PS graphs clearly show distinct sets of frequencies,
illustrating the previous discussion.
Also, according to the music sheet for the complete
Sonata, the beginning of the first detected interval marks a
change in mode (from A minor to A major). This is also
observed at the beginning of the third detected interval. For
the second detected interval, the change in mode happens at
the end of the interval (from A major to A minor). From our
results, however, we observed that the change detection algo-
rithm was more influenced by the addition of another octave
than by the mode changes. Because changing from A minor
to A major (or A major to A minor) produces only small
changes in tonality, the PS graphs produced for a music frag-
mentwritten inAmajorwill not be very different from the PS
graph produced by fragments written in Aminor. Indeed, the
difference between these PS graphs will be characterized by
a small shift in the frequency axis. This shift in frequencies
produces a smaller divergence than the one observed previ-
ously, when a new set of frequencies corresponding to a new
octave is included in the PS graph. The same observations
can be drawn from Fig. 2, in which a smaller window size is
used.
To give the reader a more detailed idea of Mozart’s “Alla
Turca”, Fig. 4 shows a snippet of the music sheet for the first
part of the music, while Fig. 5 presents a snippet from the
interval starting at 40 s and finishing at 55 s.
We also analyzed the obtained results at a finer degree
of detail. Figure 6 presents the results obtained only at the
interval starting at 130s and finishing at 150s. Note that this
figure is a portion of Fig. 1, zoomed at thementioned interval.
Figure 6 shows three high divergence points at, respectively,
134, 138 and 148s. All three marks correspond to a note
(or sequence of notes) played with significant or increasing
intensity, which can be observed by listening to the audio
track or looking at the sheet music. Enhancing the inten-
sity of a note (or sequence of notes) directly impacts the
amplitude value at the given frequency, which consequently
impacts divergences obtained using such a PS graph. These
observations show that the change detection algorithm is also
capable of detecting smaller, and much more specific, types
of changes in audio tracks.
The second song analyzed was “A day in the life” by
the Beatles. This song has three well-marked moments of
very distinct characteristics, occurring approximately around
2min (120s), 3min (180s) and 4min (240s) of the audio.
Figures 7 and 8 present the results obtained by applying the
change detection approach.
As can be seen in Fig. 7, the algorithmdetected threemajor
moments of divergence in the song. These correspond to the
following intervals: 2–2min and 15s, 3min and 4s to 3min
and 17s, 4min and 5s to 4min and 20s. As mentioned ear-
lier, the song drastically changes its melody exactly at these
approximate time intervals. Based on music sheets available
at http://www.jellynote.com,3 weobserved this songpresents
the same tonality from the beginning to its end.
Weobserved that at themarked intervals the song is played
in a sequence of notes with increasing frequency, as if it
was traversing a musical scale starting at the tonic (the first
note in the scale) and finishing at the tone (the last note).
This pattern characterizes an increase in frequencies in the
3 https://www.jellynote.com/en/sheet-music-tabs/the-beatles/
a-day-in-the-life/504a0c49d2235a3ff94a83e6#tabs:%23score_A.
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Fig. 4 A snippet of the music
sheet from Mozart’s “Alla
Turca”, corresponding to part of
the interval between 0 and 40s
of audio. Music sheet obtained
from The Mutopia Project [11]
Fig. 5 A snippet of the music
sheet from Mozart’s “Alla
Turca”, corresponding to part of
the interval starting at 40 s and
finishing at 55 s. Music sheet
obtained from The Mutopia
Project [11]
Fig. 6 Divergences observed between every possible pair of windows
forMozart’s “Alla Turca” considering only the interval starting at 130 s
and finishing at 150 s (using a window of 44,100 observations). Both
axes represent the window index. Because the window size used corre-
sponds to exactly 1 s of audio, both axis can also be interpreted as the
time in seconds, representing the audio interval from 130 to 150 s
Fig. 7 Divergences observed between every possible pair of windows
for Beatles’ “A day in the life”, using a window of 44,100 observations.
Both axes represent the window index. Because the window size used
corresponds to exactly 1 s of audio, both axis can also be interpreted as
the time in seconds from the begining of the audio to its end
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Fig. 8 Divergences observed between every possible pair of windows
for Beatles’ “A day in the life”, using a window of 4410 observations.
Both axes represent the window index. Because the window size used
corresponds to 1/10 of second of audio, both axis can also be interpreted
as the time in deciseconds from the beginning of the audio to its end
PS graph, which explains the high divergences observed for
these intervals. After these fragments, the audio returns to
its original octave, which is represented by the reddish areas
among the three marked intervals in Fig. 7. The same results
can be observed when a smaller window size is used (Fig. 8).
Finally, the last experiment applied the change detection
algorithm to the song “Chop Suey” by System of a Down.
“Chop Suey” is a song that has very different characteristics
over time. The song version analyzed contains a great num-
ber of instruments, including guitars, piano, violins, among
others, which are used intermittently. Also, there are great
variations in the main and back vocals performances during
the song. The graphical representation of the results can be
observed in Figs. 9 and 10.
According to musical sheets available at http://www.
jellynote.com,4 we observed this song is played in the same
scale from the beginning to its end.
The change detection algorithm marked three main areas
of divergence in the song, as can be observed in both Figs. 9
and 10. These correspond to the approximate intervals: 1min
and 14s to 1min and 26s (74–86s), 1min and 53s to 2min
and 8s (113–128s), 2min and 40s to 3min and 20s (160–
200s). When listening to the audio track, we observed that
these intervals correspond to distinct variations in the main
and back singer’s vocals. The graph also shows rectangular
areas of very low divergence, corresponding to the intervals:
44 s to 1min (44–60s), and 1min and 22s to 1min and 40s
4 https://www.jellynote.com/en/sheet-music-tabs/system-of-a-down/
chop-suey/504a0cfcd2235a3ff94a8b7c#tabs:%23score_C.
Fig. 9 Divergences observed between every possible pair of windows
for System of a Down’s “Chop Suey”, using a window of 44,100 obser-
vations. Both axes represent the window index. Because the window
size used corresponds to exactly 1 s of audio, both axis can also be
interpreted as the time in seconds from the begining of the audio to its
end
Fig. 10 Divergences observed between every possible pair ofwindows
for System of a Down”’s Chop Suey”, using a window of 4410 obser-
vations. Both axes represent the window index. Because the window
size used corresponds to 1/10 of second of audio, both axis can also be
interpreted as the time in deciseconds from the beginning of the audio
to its end
(82–100s). In the audio track, we observed these intervals
present a characteristic of continuous repetition of the same
musical structure, explaining the low divergence observed
when comparing these windows of time.
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5 Conclusion
The mining of continuous streams of data is a research topic
that has been attracting interest from many research groups
in the last years. This interest comes from an understand-
ing that today applications generate unprecedented amounts
of data, making traditional mining techniques inappropriate
for extracting useful knowledge. Therefore, new techniques
need to be developed, which are capable of addressing the
many challenges associated with this scenario. Apart from
memory use and processing time requirements, which are in
the core of any stream learning algorithm, the non-stationary
nature of many streams poses yet another difficulty that these
algorithms need to be aware of. Evolving data characteristics
have a direct impact on the accuracy of previously learned
models which, if not appropriately taken into account, lead to
model degradation over time. Correctly detecting if andwhen
data are changing is thus very important in this domain.
With the perception that many applications generate
data streams destituted of label information, many algo-
rithms have been proposed to address unsupervised change
detection from streams of data, ranging from statistical meth-
ods [2,8] to more advanced techniques derived from the
domains of clustering and novelty detection [1,6]. However,
as cited in Vallim and Mello [13], there is a lack of theoreti-
cal results that give guarantees on the learning efficiency of
these methods. In an attempt to overcome this gap, Vallim
and Mello [13] proposed a new stability concept designed
for the unsupervised stream domain, providing a new direc-
tion in the development of learning algorithms whose results
are not prone to parameterization. With this new tool, they
also developed a stable change detection algorithm based on
consecutive comparisons of learned models. Afterwards, the
authors present, in a series of synthetical experiments, how
the algorithm works and its ability to correctly detect chang-
ing data characteristics.
The results in [13], although promising, are limited to the
artificial data scenario. This hasmotivated this work to assess
the performance of the change detection algorithmusing real-
world data streams. Our application domain of choice was
in audio analysis, more specifically in the task of detecting
changes in music streams. To do so, we selected three dif-
ferent music tracks, containing different sources of change,
which were later processed by the algorithm. Analysis of the
results provided some insights on the types of changes that
produced a greater influence on the algorithms change detec-
tion strategy. The change detection algorithm studied was
clearly influenced by the addition of new sets of frequencies
in the audio tracks. For Mozart’s Alla Turca, this addition
was sudden, caused by a prompt inclusion of a new octave
at specific moments of the music. On the other hand, in the
Beatles song, the increase in frequencies happened smoothly
over a sequence of new notes. Regardless of a sudden or a
more gradual increase in frequencies, the algorithm detected
both situations. It is important to notice that the removal of
sets of frequencies leads to similar results.
Changes in amplitude were a second source of influence
to the algorithm’s decision on issuing a change. This type of
change is caused by increasing the intensity of notes played
by certain instruments or the intensity of vocals, and were
observed in both the experiment with the “Alla Turca” and
with the “Chop Suey” track.
In the experiments conducted, smaller changes in tonal-
ity were not sufficient to produce substantial divergences.
The results for the “Alla Turca” did not indicate considerable
divergences caused by a mode change (i.e., from A minor to
A major, or vice versa), which, we concluded, was due to
the fact that these changes only produced a small shift in the
frequency axis of the corresponding PS graph. Therefore, the
studied algorithm is not appropriate if the changes embedded
in data correspond to this situation.
It is important to point out that any change detection
issued by the algorithm will be dependent on the threshold
value used. Smaller values will make the algorithm less con-
servative when deciding on whether model divergences are
significant or not. On the other hand, greater threshold values
might lead the algorithm to miss important changes. Dif-
ferently from previous change detection algorithms for the
stream scenario, however, the choice of a smaller threshold
value does not directly map to an increase in false positives.
Once the change detection algorithm proposed byVallim and
Mello [13] holds the surrogate stability, lowering the thresh-
old valuewill only decrease the degree of divergence between
twomodels. Thismeans that data changes at a smaller level of
detail will be considered by the algorithm. However, for any
threshold value greater than zero, no change will be issued
by the algorithm if the input data characteristics remain the
same.
Changing the value of the window size will influence in
the algorithm’s delay in detecting data changes. Shorter win-
dows will lead to faster detection, while longer ones will
consequently increase the delay for detecting changes.
Parameter N , themaximumdiscrete frequency considered
for calculating the distance between two PS graphs, is esti-
mated as half the length of the window size. This happens
because Fourier produces symmetric complex coefficients,
so only half of them can be considered to represent informa-
tion.
The experiments and analysis conducted in this paper
were intended to better understand under which scenarios the
algorithm’s change detection capabilities are better suited to.
The insights obtained from the experiments with the audio
data will drive us in future developments to extend the algo-
rithm proposed in [13] to be more robust to different data
changing scenarios, as well as different real-world problems.
Such extents include experimenting with strategies for com-
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paring PS graphs other than the Euclidean distance used
by Vallim and Mello [13]. One possibility would include,
for example, using Dynamic Time Warping (DTW), which,
as a consequence, would make the algorithm robust to shifts
in frequency as well as re-scaling in amplitudes. Therefore,
when comparing PS graphs, even when shifts in frequency
or re-scaling in amplitudes occur, the algorithmwill consider
that both PS graphs present the same behavior, not issuing
changes, which can be interesting in applications such as
the identification of cover songs (covers might be performed
after some tonal transpositions, i.e., changes in harmony).
As part of future work, we also intend to compare this algo-
rithm, and possible extensions using different divergence
measures, with other change detection algorithms present in
the literature which are not based on any stability theories, to
demonstrate that the results obtained by those methods are
affected by changing model parameters, while the algorithm
studied in this paper remains robust. A natural subsequent
work would focus on designing modifications of the current
algorithm tomake it applicable to themulti-dimensional data
stream domain.
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