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Abstract—This paper investigates compressed sensing using
hidden Markov models (HMMs) and hence provides an extension
of recent single frame, bounded error sparse decoding problems
into a class of sparse estimation problems containing both
temporal evolution and stochastic aspects. This paper presents
two optimal estimators for compressed HMMs. The impact of
measurement compression on HMM filtering performance is
experimentally examined in the context of an important image
based aircraft target tracking application. Surprisingly, tracking
of dim small-sized targets (as small as 5-10 pixels, with local
detectability/SNR as low as − 1.05 dB) was only mildly impacted
by compressed sensing down to 15% of original image size.
I. INTRODUCTION
There has been much recent interest in techniques for
recovery of sparse signals in seemingly underdetermined mea-
surement situations, and related new classes of devices, sens-
ing and communication concepts [1] (the seemingly counter-
intuitive nature of these situations is illustrated through the
examples of sub-Nyquist measurements such as the single
pixel camera [2], and the recent demonstrations of the very
low information requirements for vision based recognition [3])
These observations suggest that our current sensing devices
and techniques are sometimes inefficient in the sense of
involving more information than is required for estimation of
sparse signals. Motivated to partially explain the low-resolution
vision-based place recognition performance described in [3],
this paper examines compressed sensing concepts in the con-
text of hidden Markov models (HMMs) and applies them to
the important vision based aircraft sense-and-avoid problem.
Fundamentally, the sparse signal recovery problem relates
to the problem of estimating a signal x ∈ RN (where x
has at most K non-zero elements, or is K-sparse) given a
noise-free linear measurement y = Φx, where y ∈ RM ,
Φ ∈ RM×N and M < N . In general, the measurement y
forms an underdetermined system of equations in x; however,
recently it has been established that under certain conditions on
the compression matrix, Φ, a sufficiently sparse x can be stably
and efficiently recovered by solving the minimisation problem,
min ||s||`1 subject to y = Φs, see [4]–[6]. These initial
results have been extended to situations involving bounding
measurement errors [5] and in other ways (such as through
the use of deterministic compression matrices [7]).
The key idea examined n this paper is that we can select Φ
to reduce the information sensed or transmitted whilst recovery
of a sparse signal of interest remains possible, leading directly
to the idea of compressed sensing. The elegance of compressed
sensing is perhaps most important, and also most stressed, in
image processing applications, where computation and mem-
ory requirements are largest [1], [8] (and a range of issues have
been identified, including: the complexity of reconstruction,
and the need for block coding ideas to manage memory
requirement). In problems with temporal aspects, there has
been some limited work on sparse signal recovery for time-
varying signals using Kalman filtering descriptions [9], [10],
and some examination of adaptive compressed sensing matrix
design using partially observed Markov decision processes
[11], [12].
This paper considers a (some what restricted) stochastic
time-varying version of the sparse signal estimation problem
for the dual purposes of: relaxing both the bounded error
and static signal limitations; and illustrating the connection
between recent sparse signal recovery results and traditional
estimation problems on signal models such as HMMs. HMMs,
perhaps surprisingly, provide a natural interpretation or ex-
tension of existing K-sparse, static signal, bounded error,
decoding results into a class of time-varying 1-sparse signals
in a time-varying stochastic estimation domain.
The first contribution of this paper is to present both
the optimal conditional mean estimator and the maximum
likelihood state estimator for compressed sensing HMMs (or
compressed HMMs). The practical viability of compressed
HMMs is then illustrated in an important image-based aircraft
detection (or sense-and-avoid) problem which a priori appears
challenging from a compressed sensing perspective because
target sensing occurs near image resolution limits [13], [14].
Surprisingly, only minimal to moderate reduction in tracking
performance is experienced under significant compression, an
observation that resonates with, and perhaps partially explains,
recent experimental studies illustrating successful automated
place recognition at very reduced image resolutions [3]. Key
performance observations are also made which highlight im-
portant areas for further research.
This paper is structured as follows: Section II presents
some standard HMM estimation problems (for both continuous
and finite alphabet observation models), and then discusses
compressed measurements and their impact on HMMs. Section
III presents estimation algorithms for compressed HMMs,
whilst Section IV discusses some implementation issues and
illustrates a compressed HMM problem. Some conclusions are
provided in Section V.
II. HIDDEN MARKOV MODELS: DYNAMICS, ESTIMATION
AND MEASUREMENT COMPRESSION
All processes that follow will be defined on an abstract
complete probability space (Ω,F , P ), where Ω is sample
space, F is σ-algebra or sets on Ω, and P : A → R is a
probably measure function, defined on all A ∈ F . At each
time k ≥ 0, let Xk ∈ SN denote the state of a discrete-time
homogeneous first order Markov chain where SN = {eNi } and
eNi ∈ RN is an indicator vector of all zeros, except the ith state
which is 1. Here N is called the order of the chain. The state
Xk evolves according to the state equation [15]:
Xk = AXk−1 +Mk (1)
where Mk ∈ RN×1 is a martingale increment (i.e.
E[Mk|Xk, . . . X0] = 0), A ∈ RN×N is a matrix of transition
probabilities with ijth element Aij where Aij = P (Xk =
eNi |Xk−1 = eNj ). We will let pi denote the a prior distribution
of X0 in the sense that pii = P (X0 = eNi ).
In the following, we will present results for two types of
measurement model.
A. Continuous-alphabet measurement model
At each time k > 0, we assume the state is measured
indirectly via yk ∈ RP as described by the following additive
noise measurement equation
yk = CXk + wk (2)
where C ∈ RP×N , and wk ∈ RP is an i.i.d. sequence of
random variables, with vector density φ(·). We assume wk is
uncorrelated with Xk, and past w`.
At each time k > 0, the measurement’s relationship to the
state can be described, for each i = 1, . . . , N , by measurement
probability density functions bik(·) : RP → [0,∞) as follows:
bik(yk) := p(yk|Xk = eNi ). (3)
We note that under our measurement equation model, we can
write bik(yk) = φ(yk − CeNi ).
Let Bk denote the diagonal matrix with ith diagonal ele-
ment equal to bik(yk). We will denote the continuous-alphabet
HMM via the triple, λ = (A,Bk(·), pi). As shorthand, we
will denote the state sequence X0, . . . , Xk and measurement
sequence y1, . . . , yk as X0,k and y1,k respectively.
Although the continuous-alphabet HMM will be the main
focus of this paper, we will also discuss the following finite-
alphabet measurement model.
B. Finite-alphabet measurement model
At each time k > 0, we assume the state is measured
indirectly via zk ∈ SZ , where SZ is a discrete set having Z
elements. Without loss of generality, we assume SZ := {eZi }
where eZi is the indicator of size Z. The probabilistic relation-
ship between state value and measurement value is described
by the output probability matrix D where Dji := P (zk =
eZj |Xk = eNi ).
At each time k > 0, the measurement’s relationship to the
state can be described, for each i = 1, . . . , N , by measurement
probability mass functions dik(·) : SZ → [0, 1] as follows:
dik(zk) = z
′
kDe
N
i (4)
Let Dk(zk) denote the diagonal matrix with ith diagonal
element equal to dik(zk) (essentially one column of D becomes
the diagonal of Dk(zk)). We will denote the finite-alphabet
HMM via the triple, λZ = (A,Dk(·), pi). As shorthand, we
will denote the measurement sequence z1, . . . , zk as z1,k.
C. Measurement Compression and HMMs
In this paper will consider a situation where measurements
yk (or zk) are compressed to make new measurements y¯k (or
z¯k). These compressed measurements might be transmitted
to another location and the filtering operation performed at
this new location to estimate the original underlying state
Xk. Conceptually, compression will be considered desirable
if M < P (or Z¯ < Z) and estimation performance is only
mildly impacted (the meaning of “mildly impact” will be made
clearer in the rest of this paper).
1) Continuous-alphabet HMM Compression: Consider
continuous-alphabet HMM λ, and the situations were P mea-
surements at each time instant are required to be compressed
to M < P measurements. That is, for k > 0, we consider a
compression matrix Φk ∈ RM×P , so that y¯k = Φkyk. Let Φ1,k
denote a sequence of compression matrices. The following
lemma holds.
Assumption 1: For each k > 0, Φk is chosen so that
ΦkΦ
′
k = IM where IM is the M × M identity matrix
(orthonormal rows).
Lemma 2.1: Consider a continuous-alphabet HMM λ com-
pressed by the sequence Φ1,k. Assume that Assumption 1
holds. Then at each k > 0, the Moore-Penrose pseudo inverse
of Φk is Φ′k. Moreover, given a compressed measurement y¯k,
then the estimate yˆk = Φ′ky¯k is output equivalent in the sense
that Φyˆk = Φyk.
Proof: Under Assumption 1 we have that ΦkΦ′k = IM ,
and hence the definition Moore-Penrose pseudo inverse [16, p.
330] directly gives the first part of the lemma claim. We then
note that yˆk = Φ′ky¯k = Φ
′
kΦkyk. Hence, Φkyˆk = ΦkΦ
′
kΦkyk.
Now, under Assumption 1 we have that ΦkΦ′k = IM , and
hence we have that Φkyˆk = Φkyk.
Lemma 2.1 is important because it shows that for the
continuous-alphabet HMM the estimate yˆk = Φ′ky¯k can be
used in place of the uncompressed measurement in certain
situations.
Lemma 2.2: Consider a continuous-alphabet HMM λ un-
der the compression sequence Φ1,k. The resulting compressed
measurement sequence y¯1,k and X0,k create a new continuous-
alphabet HMM. Moreover, the compressed measurements have
measurement probability densities
p(y¯k|Xk = eNi ) =
∫
RN
1(y¯k − Φkyk)bik(yk)dyk
where 1(.) is the indicator function.
Proof: At any time step k > 0, we can write
y¯k = C¯kXk + w¯k (5)
where C¯k = ΦkC ∈ RM×N and w¯k = Φkwk ∈ RM×1. Note
that w¯k is a linear combination of elements of wk, and hence
w¯k is also a i.i.d. sequence of random variables, and w¯k is
also uncorrelated with Xk and past w¯`. The remainder of the
first lemma result follows from our continuous-alphabet HMM
definition.
To determine the measurement probability densities we first
note that the set of uncompressed measurements corresponding
to a given compressed measurement can be written as {yk :
y¯k = Φkyk}. We note that these sets are disjoint, and hence
marginalisation over this set gives the second lemma result.
Hence, under compression, we can consider the com-
pressed measurement probability density functions
b¯ik(Φk, y¯k) := p(y¯k|Xk = eNi ),
the associated compressed matrix B¯k(Φk, y¯k), and consider
the new HMM λ¯(Φ1,k) = (A, B¯k(·, ·), pi).
Example: Consider an example where the uncom-
pressed model measurement noise wk is a zero mean Gaussian
noise with covariance matrix Q. We note that if we let φ¯(·)
denote the density of w¯k, then we can write b¯ik(Φk, y¯k) =
φ¯(y¯k − ΦkCkei). We note that the sum of Gaussian random
variables, remains a Gaussian random variable [16, p. 322], and
that the compressed noise has mean E[w¯k] = 0 and covariance
E[w¯kw¯
′
k] = E[Φkwkw
′
kΦ
′
k] = ΦkE[wkw
′
k]Φ
′
k = ΦkQΦ
′
k.
Leading to the compressed measurement probability densities
b¯ik(Φk, y¯k) = p(y¯k|Xk = eNi )
=
1√
(2pi)M |Γk|
exp
(
−1
2
(y¯k − µik)′Γ−1k (y¯k − µik)
)
where Γk = ΦkQΦ′k, µ
i
k = ΦkCe
N
i and |Γk| is the determi-
nant of Γk.
2) Finite-alphabet HMM Compression: Measurement com-
pression has a slightly different interpretation in the context
of finite-alphabet HMMs and is the process of reducing the
dimension of the alphabet. Consider finite-alphabet HMM
λZ , and the situations where a measurement alphabet of
with Z elements is compressed to measurement alphabet of
with Z¯ elements. For this purpose, let us consider alphabet
compression matrices, F ∈ SZ¯Z ⊂ RZ¯×Z , where SZ¯Z is the
set of matrices from RZ¯×Z matrices whose columns are eZ¯i
indicator vectors.
Then, for k > 0, the finite-alphabet compression process
can be described by the compression equation
z¯k = Fzk (6)
where z¯k ∈ SZ¯ , Z¯ < Z, and F ∈ SZ¯Z .
Let us introduce the compressed output probability matrix
D¯, where Dji := P (z¯k = eZ¯j |Xl = ei). The following simple
result holds.
Lemma 2.3: Consider a finite-alphabet HMM λZ with
alphabet compressed by F . The resulting compressed mea-
surement sequence z¯1,k and X0,k create a new finite-alphabet
HMM, with associated output probability matrix D¯ = FD,
Proof: From the idempotent property of indicator vec-
tors [15], and the definition of the probabilities involved we
obtain that D¯ = FD. The rest follows from our finite-alphabet
HMM definition.
Let d¯ik(z¯k) = z¯
′
kD¯e
N
i and let D¯k(F, ·) be the diagonal ma-
trix with ith element equal to d¯ik(z¯k). We will denote our com-
pressed finite-alphabet HMM as λ¯Z(F ) = (A, D¯k(F, ·), pi).
Remark: We note that compression of the measure-
ments from a finite-alphabet HMM by a general RM×Z
compression matrix may not change the size of the alphabet.
For example, compression by [1, 2, . . . , Z] ∈ R1×Z results in a
transformed representation of the alphabet, but all elements of
the alphabet remain trivially recoverable (because there are still
Z distinct elements {1, 2, . . . , Z}, and these elements with a 1-
to-1 relationship with the original alphabet {eZ1 , eZ2 , . . . , eZZ}).
In comparison, our set SZ¯Z contains all possible compression
operations of an alphabet from size Z to Z¯.
III. HMM ESTIMATION UNDER MEASUREMENT
COMPRESSION
In the following we consider two compressed estimation
problems: the compressed conditional mean estimation prob-
lem and compressed maximum likelihood state estimation
problem. The presented algorithms follow almost immediately
from Lemma 2.2 (or Lemma 2.3) through the application of
standard HMM estimation results, see [15], [17].
The compressed conditional mean estimation problem can
be stated as follows: Consider the compressed HMM λ¯(Φ1,k)
(or λ¯Z(F )) and the compressed measurement sequence y¯1,k
(or z¯1,k) and initial state estimate X¯0 = pi. Let X¯k =
E[Xk|y¯1,k, X¯0] (or X¯k = E[Xk|z¯1,k, X¯0]) denote the com-
pressed HMM conditional mean estimate (CME).
For k > 0, Lemma 2.2 (or Lemma 2.3) gives that the
optimal compressed HMM CME filter can be written as
X¯k = N¯kB¯k(Φk, y¯k)AX¯k−1
(or X¯k = N¯kD¯k(F, z¯k)AX¯k−1) (7)
where N¯k = 〈1, B¯k(Φk, y¯k)AX¯k−1〉−1 (or N¯k =
〈1, D¯k(F, z¯k)AX¯k−1〉−1) is a normalisation factor that ensures∑
i X¯
i
k = 1 (here 1 is the vector of all ones).
For completeness, for k > 0, we will let Xˆk ∈ RN
denote the (uncompressed) CME in the sense that Xˆk =
E[Xk|y1,k, Xˆ0] (or Xˆk = E[Xk|z1,k, Xˆ0]).
The compressed maximum likelihood state estimation prob-
lem can be stated as follows: Consider the compressed HMM
λ¯(Φ1,k) (or λ¯Z(F )). At time k, determine the most likely state
sequence X0,k, given a compressed measurement sequence
y¯1,k (or z¯1,k). That is, find X¯∗0,k ∈ Sk+1N (k > 0) such that
p(y¯1,k|X¯∗0,k) = max
x0,k∈Sk+1N
p(y¯1,k|x0,k)
(or p(z¯1,k|X¯∗0,k) = max
x0,k∈Sk+1N
p(z¯1,k|x0,k)).
Let
δk(j) = max
x0,k−1∈SkN
p(xk = e
N
j , x0,k−1, y¯1,k)
(or δk(j) = max
x0,k−1∈SkN
p(xk = e
N
j , x0,k−1, z¯1,k))
denote the joint probability of measurement sequence y¯1,k (or
z¯1,k) and maximum likelihood state sequence ending in state
j ∈ [1, . . . N ]. In same manner as in [17], again under Lemma
2.2 (or Lemma 2.3), the maximum likelihood state estimation
problem can be efficiently solved using the Viterbi algorithm,
for k > 0
δk(j) = max
i∈[1,...,N ]
b¯jk(Φk, y¯k)ajiδk−1(i)
(or δk(j) = max
i∈[1,...,N ]
d¯jk(z¯k)ajiδk−1(i))
where δ0(i) = pii.
The maximum likelihood sequence X¯∗0,k can then be
constructed backwards from time k, by setting X¯∗k = e
N
j∗ ,
where j∗ is an argument that achieves the maximum in
maxj∈[1,...,N ] δk(j), and then by sequentially determining
X¯∗k−1, X¯
∗
k−2, . . . , X¯
∗
1 by back tracking through maximising
arguments that previously achieved the corresponding steps of
(??). Finally, X¯∗0 = eNi∗ where i∗ is an argument that achieves
the maximum in maxi∈[1,...,N ] δ0(i).
IV. IMPLEMENTATION AND EXAMPLES
In this section, we illustrate compressed continuous-
alphabet HMM concepts (in particular, the compressed CME
filter (7)) in the important problem of vision based aircraft
tracking (see [13], [14] for background motivation). We will
first briefly describe the problem of vision based aircraft
tracking when aircraft appear as small, dim, pixel-sized targets,
before describing the implementation and performance of our
compressed HMM CME filter in this problem.
A. The vision based aircraft tracking problem
The problem of detecting and tracking an aircraft that
appears as a dim, pixel-sized target in an image sequence has
been extensively studied over the last few years [13], [14],
[18], [19]. Following [13], we consider a HMM representation
of the target where the state represents image pixel location,
and where target motion between frames is described by a
sparse transition matrix A (the A used in this study allowed
equal probability of state transitions to any location in 3-by-3
grid centred at previous state location, with transition wrap-
around to opposite edge so that A is ergodic). Here, N is
the number of pixels in the image. We will let G(eNi ) denote
the pixel location when in ith state, so that we can write the
conditional mean estimated pixel location, xˆk ∈ R2, as [18]:
xˆk =
N∑
i=1
G(eNi )Xˆk. (8)
At each time instant, we have an uncompressed (non-negative)
morphological processed image measurement yk ∈ RN (i.e.
raw greyscale images are closed-minus-open morphological
processed with square structuring element with side length
of 5, and we noting that P = N ), see [13], [18], [19] for
Fig. 1. Example raw image frame containing target and noise artifacts. The
image is cropped to 128 × 128 and the target’s location is highlighted by the
black box.
Fig. 2. Morphological processed output of raw image frame in Figure 1. The
target’s location is highlighted by the white box. The strong white return in
the lower left quadrant corresponds to a noise feature present in this frame.
further description of this morphological-HMM representation.
See Figures 1 and 2 for an illustrative example of raw and
morphological processed images.
As described in [19], previous experience with measure-
ment configuration suggests that we can approximately model
the morphological observations yk as related to the unobserved
state through the (unnormalised) measurement probability ap-
proximation
bik (yk) = 1 + y
i
k, for 1 ≤ i ≤ N.
In the following, we will consider situations involving
measurement compression y¯k = Φkyk ∈ RM , where we
propose the (unnormalised) measurement probability approx-
imation (based on our Lemma 2.1 output equivalent estimate
yˆk = Φ
′
ky¯k ∈ RN ):
b¯ik (Φk, y¯k) = 1 + max
(
(Φ′ky¯k)
i, 0
)
where the max operation incorporates our knowledge that the
morphological image yk is non-negative.
In all following experiments, the HMM filters are initialised
so that Xˆ0 is the uniform probability mass function (i.e. Xˆi0 =
1/N for all i = 1, . . . , N ).
B. Data capture and filter implementation
Aircraft image sequence data capture: To illustrate the
performance of our compressed HMM filter, we collected
image sequence of a Cessna 172 aircraft flying towards a
ground-based camera, see [20] for details of data capture and
some preliminary analysis of the performance of uncompressed
HMM filter. For computational reasons, in this paper we
manually cropped the original 1024×768 pixel, 8-bit grayscale
images to 128× 128 pixels (so that N = 16384).
General implementation: For the purpose of perfor-
mance comparisons, we implemented both uncompressed and
compressed HMM CME filters on a graphics processing unit
(GPU) using the C++ Nvidia compute unified device archi-
tecture (CUDA) application programming interface [21]. Our
implementation of the CME filter recursions (7) is based on
the method described in [13], and is not overly optimised.
Compression matrices: We implemented two methods
of compression: pseudo-random Gaussian matrices with ele-
ments
(
ΦGk
)ij ∼ N (0, 1/√N) for all k ≥ 1, 1 ≤ i ≤ M
and 1 ≤ j ≤ N (generated on the GPU using the Nvidia
Thrust library); and block size 32 scrambled block Hadamard
(SBH) matrices ΦSBHk defined in [22].
The use of pseudo-random Gaussian matrices is proposed
in [4] and satisfy Assumption 1 with high probability. Un-
fortunately, use of randomly generated matrices has several
implementation disadvantages so we will also consider SBH
matrices which have several useful properties (e.g. sparsity)
that make them amiable to compressing large observations
(such as our images) [22]. In particular, SBH matrices lead to
lower memory requirements, asymptotically behave as Gaus-
sian matrices [22], and also satisfy the following lemma.
Lemma 4.1: Scrambled Block Hadamard matrices satisfy
a modified version of Assumption 1 in the sense that ΦkΦ′k =
αIM , where α equal to the size of the block.
Proof: Let Φ = QMHPN be a scrambled block
Hadamard matrix, where PN is a permutation matrix, H is
a Block Hadamard matrix with block size α, and QM is
an operator which selects M rows from HPN . All rows are
orthogonal in a block Hadamard matrix.
Applying QM selects rows, thus the orthogonality of rows
is unaffected by QM . Applying PN to H permutes the columns
of H , so the orthogonality of rows is unaffected by PN .
Let φ be a row of H , then by the Hadamard property φφ′ =
α. By the same arguments as above QM and PN do not change
this.
Computational comparisons: The compressed HMM
CME filter implementation involves all the operations of the
uncompressed HMM CME filter plus two additional matrix
multiplication operations (a multiplication for compression,
and a multiplication to form B¯ (yk)). In our implementation,
TABLE I. APPROXIMATE TIMES FOR MAIN TASKS (PER TIME STEP, IN MS)
Additional Task Number of Samples, M2457 7372 14745
Generate ΦGk 250 790 1630
(or Load ΦSBHk ) (700) (2350) (4670)
Compress yk < 0.031 < 0.032 < 0.033
Form B¯(yk) 4 15 29
a Calculated on basis of 128× 128 image.
b Execution of one frame of the uncompressed HMM filter takes 2.7ms.
these additional matrix multiplications were implemented us-
ing the CUDA basic linear algebra (cuBLAS) library [21].
We tested our compressed and uncompressed filter imple-
mentations on a 64 bit 11.10 Ubuntu Linux machine with
an Intel i5-2400 at 3.1 GHz, 16 GB of memory and an
Nvidia GeForce GTX 590 GPU with 1535 MB of RAM.
Some approximate timings for our implementation (on 8-bit
greyscale images with resolutions of 128 × 128 pixels) are
provided in Table I.
C. Results
In the following, we will examine six compression levels
M ∈ {2457, 4915, 7372, 9830, 12288, 14745} that compress
the frames yk to 15− 90% of their full size (the full measure-
ment is 16384 pixels). For each of these compression levels,
we filtered the image sequence with our uncompressed and
compressed HMM filter implementations and compared the
difference between the uncompressed Xˆk and compressed X¯k
HMM CMEs. Typically, we are interested in two character-
istics of filters: their steady state error performance, and the
transient behaviours (in this application, transient behaviour
is particularly important because it influences how quickly a
target can be detected). In our study of real data sets that
follows, we compare the performance of the compressed HMM
filters relative to the baseline uncompressed HMM filter using
the following two measures of difference from the baseline
solution: the L1 norm of CME state estimates
∥∥∥Xˆk − X¯k∥∥∥
1
and the L2 norm of the CME image position error ‖xˆk − x¯k‖2,
where xˆk and x¯k are conditional mean estimate of the aircraft’s
location in image based on HMM filter estimates Xˆk and X¯k,
respectively (generated according to (8)).
1) Illustrative case: We first illustrate the behaviour of
the compressed HMM filter in a single test case. Figures
1 and 2 provide an example of a raw and morphological
image frame taken from this sequence. Figure 3 shows a
comparison between the uncompressed HMM filter estimate
and the (random Gaussian) compressed HMM filter estimate
for M = 4915 (or compressed to approximately 30% of full
measurement size).
We now examined the impact of different compressed lev-
els on the HMM filter applied to this sequence. Figure 4 shows
the mean steady-state L1 difference for our six compression
levels (i.e. mean value of the L1 difference between HMM fil-
ter estimates on the last 300 frames of the sequence). Similarly,
Figure 5 compares filter transient performance in terms of the
mean L1 difference on the first 200 frames of the sequence.
Importantly, both the steady-state and transient performance of
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Fig. 3. Illustrative Example: Comparison of the aircraft location CMEs from
uncompressed HMM filter and the M = 4915 compressed HMM filter using
Gaussian compression (500 frames, full measurement is 16384 pixels). The
start location of the aircraft is shown with the red diamond (human estimated).
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Fig. 4. Illustrative Example: Mean steady-state L1 differences between the
compressed and uncompressed HMM conditional mean filter estimates (full
measurement is 16384 pixels). Standard error on data points < 1× 10−3.
the compressed filters improve monotonically as the number
of samples is increased (compression reduced). We note that
Gaussian compression matrices typically out-perform SBH
matrices, except in terms of transient performance in the case
of low compression levels (M = 2457). We investigate the
performance difference between compression with Gaussian
and SBH matrices further in the next two studies.
2) Filter Performance versus Local Detectability: We now
conduct a slightly more extensive study on the basis of ten
sequences, each 500 frames long of a Cessna 172 approaching
a ground-based camera (the above illustrative sequence is one
of these sequences).
We characterised the target tracking difficultly of each
sequence according to the average local detectability (or local
SNR) of the raw image frames prior to morphological process-
ing (using target box size of 13, see [14] for more details).
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Fig. 5. Illustrative Example: Mean transient L1 differences between the
compressed and uncompressed HMM conditional mean filter estimates (full
measurement is 16384 pixels). Standard error on data points < 1× 10−3.
Based on the local detectability, we categorised the sequences
into three groups (6 sequences had hard local detectability
between −1.05 dB to 3.10 dB, 3 sequences had medium
detectability between 6.96 dB and 7.90 dB, and 1 sequence
had easy detectability of 10.63dB). We note that the above
illustrative example was categorised as hard detectability, and
in fact was the most difficult of sequences we examined with
a local detectability of −1.05 dB.
We next characterised the performance of our compressed
HMM filter by filtering each of our 500 frame sequences
with both our uncompressed and compressed HMM filters
with M ∈ {2457, 4915, 7372, 9830, 12288, 14745}. Again, the
first 200 frames were used to assess transient response of the
filters, and the last 300 frames used to assess the steady state
characteristics of the filters. In our results, we describe the
standard errors achieved in our experimental analysis, which
are only valid for experiments conducted, and should not be
generalised to other experimental conditions.
Steady State Performance: Tables II and III describe the
steady state L2 image position and L1 state errors, respectively,
of the compressed HMM filters in this application under a
variety of signal quality and compression levels. Interestingly,
except for high compression in hard detectability, the mean
steady state L2 position error was less than one pixel, and
hence the impact of compression might perhaps be considered
as minimal from the perspective of steady state performance.
Together these tables suggest that the performance of the
compressed HMM filters approaches the performance of the
uncompressed HMM both as the local detectability improves
(i.e. aircraft become more visually distinct), and the number
of samples increases (i.e. less compression). Moreover, the
change in filter performance is mild and graceful with respect
to these factors. Finally, we note that Gaussian matrices pro-
vided superior L1 steady state performance in most situations,
but the SBH matrices exhibited superior L2 position error
performance in situations of hard detectability. The perfor-
mance of SBH matrices is encouraging given their useful
implementation properties.
TABLE II. STEADY STATE MEAN L2 POSITION ERROR (IN PIXELS) BETWEEN UNCOMPRESSED AND
COMPRESSED HMM FILTER WITH GAUSSIAN AND SBH COMPRESSION MATRICES (FULL MEASUREMENT IS 16384
PIXELS). (ALL STANDARD ERRORS ≤ 1× 10−2 EXCEPT THOSE SHOWN)
Detectability Number of Samples, M2457 4915 7372 9830 12288 14745
Gaussian
Easy 0.27 0.15 0.10 0.09 0.08 0.08
Medium 0.61 ± 0.01 0.25 0.18 0.15 0.13 0.13
Hard 20.25 ± 0.55 5.45 ± 0.26 1.13 ± 0.04 0.51 ± 0.01 0.39 0.29
SBH
Easy 0.23 0.16 0.13 0.13 0.10 0.10
Medium 0.35 0.26 0.20 0.17 0.16 0.15
Hard 1.67 ± 0.07 0.56 0.46 0.43 0.35 0.30
TABLE IV. TRANSIENT MEAN L2 POSITION ERROR (IN PIXELS) BETWEEN UNCOMPRESSED AND COMPRESSED HMM FILTER
WITH GAUSSIAN AND SBH COMPRESSION MATRICES (FULL MEASUREMENT IS 16384 PIXELS)(ALL STANDARD ERRORS SHOWN)
Detectability Number of Samples, M2457 4915 7372 9830 12288 14745
Gaussian
Easy 3.47 ± 0.53 1.09 ± 0.26 0.59 ± 0.14 0.34 ± 0.08 0.20 ± 0.04 0.22 ± 0.05
Medium 6.34 ± 0.39 2.69 ± 0.27 1.47 ± 0.18 0.96 ± 0.12 0.86 ± 0.12 0.51 ±0.07
Hard 29.22 ± 0.47 16.13 ± 0.50 9.54 ± 0.40 3.51 ± 0.19 4.43 ± 0.28 1.44 ± 0.10
SBH
Easy 0.51 ± 0.08 0.24 ± 0.02 0.27 ± 0.05 0.27 ± 0.05 0.33 ± 0.07 0.24 ± 0.05
Medium 1.05 ± 0.12 0.51 ± 0.05 0.42 ± 0.03 0.29 ± 0.02 0.39 ± 0.04 0.49 ± 0.06
Hard 5.13 ± 0.26 2.34 ± 0.17 1.17 ± 0.07 1.40 ± 0.10 1.15 ± 0.08 1.05 ± 0.08
TABLE V. TRANSIENT MEAN L1 ERROR BETWEEN UNCOMPRESSED AND COMPRESSED HMM
FILTER WITH GAUSSIAN AND SBH COMPRESSION MATRICES (FULL MEASUREMENT IS 16384 PIXELS).
(ALL STANDARD ERRORS ≤ 1× 10−2 EXCEPT THOSE SHOWN)
Detectability Number of Samples, M2457 4915 7372 9830 12288 14745
Gaussian
Easy 0.73 ± 0.03 0.42 ± 0.02 0.32 0.28 0.25 0.23
Medium 1.06 ± 0.02 0.65 ± 0.01 0.49 0.42 0.38 0.34
Hard 1.59 ± 0.01 1.12 ± 0.01 0.85 ± 0.01 0.62 0.58 0.48
SBH
Easy 0.66 ± 0.01 0.51 ± 0.01 0.42 0.38 0.35 0.32
Medium 0.85 0.69 0.59 0.52 0.47 0.44
Hard 1.19 0.97 0.83 0.75 0.68 0.64
TABLE III. STEADY STATE MEAN L1 ERROR BETWEEN
UNCOMPRESSED AND COMPRESSED HMM FILTER FOR GAUSSIAN AND
SBH COMPRESSION MATRICES (FULL MEASUREMENT IS 16384 PIXELS).
(ALL STANDARD ERRORS ≤ 1× 10−2)
Detectability Number of Samples, M2457 4915 7372 9830 12288 14745
Gaussian
Easy 0.47 0.30 0.25 0.21 0.19 0.18
Medium 0.78 0.48 0.39 0.34 0.31 0.29
Hard 1.39 0.88 0.64 0.52 0.47 0.43
SBH
Easy 0.56 0.42 0.35 0.31 0.28 0.25
Medium 0.74 0.60 0.51 0.45 0.40 0.37
Hard 1.11 0.89 0.77 0.69 0.62 0.58
3) Transient Study: Tables IV and V describe the mean
transient L2 position error and mean transient L1 differences,
respectively, of the compressed HMM filtering in this applica-
tion under a variety of signal quality and compression levels.
Perhaps not surprisingly, the mean transient L1 differences
between the compressed and uncompressed HMM filter es-
timates are generally larger in the transient region than the
steady-state region. Analogous to the steady-state performance,
the transient performance of our compressed filter approaches
that of the uncompressed HMM filter as the number of samples
increases, and our compressed filter estimate is closer (in
the L1 sense) to the uncompressed HMM filter estimate as
the local detectability increases. We note that SBH matrices
appear to provide better transient filter performance compared
to Gaussian matrices under higher compression (smaller M ).
Again, the transient performance of SBH matrices is encour-
aging given their potential implementation benefits.
D. Observations from experiments
These experimental studies highlighted a number of inter-
esting aspects:
1) The sub-pixel L2 position error observed in the
steady state study might be roughly interpreted as
the stochastic analog of the existing exact recovery
results for the deterministically bound error sparse
signal problem described in [4], [5].
2) The moderate or minor reduction in HMM estimation
performance observed here suggests that HMM mea-
surement compression should be considered a serious
option in any HMM estimation problem suffering
communication bandwidth difficulties.
3) Temporal aspects have not yet been systematically
incorporated in sparse signal recovery problems (e.g.
time could be considered an extra dimension, with
temporal related sparsity being introduced because
the state is measured at multiple time instances; and
observation that suggest compression design could
be considered on a higher dimensional space). Initial
efforts (such as in [9], [10]) have not proceeded far.
Admittedly, this observation simply replicates what
is already know about video compression (or has
been recently illustrated in the context of robotic
place recognition [3]), but does highlight there are
fundamental concepts underlying the issues here.
4) The most significant barrier to routine use of HMM
compression relates to storage of large compression
matrices. Our experimental results suggest that deter-
ministic matrices may offer effective solutions.
V. CONCLUSIONS
This paper has proposed and investigated compressed mea-
surement HMMs as a framework to extend recent deterministic
sparse signal exact recover results into a situation involving
both dynamic and stochastic aspects. The optimal conditional
mean estimator and maximum likelihood filtering solution
were presented. An important vision based aircraft tracking
example was used to illustrate that in a stochastic dynamic
estimation setting the interplay between sparsity and estimation
performance is more subtle than the single frame deterministic
bounded error case.
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