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A Bayesian regression approach to assess uncertainty in pollutant wash-off modelling 
 
Abstract:  
Due to knowledge gaps in relation to urban stormwater quality processes, an in-depth 
understanding of model uncertainty can enhance decision making. Uncertainty in stormwater 
quality models can originate from a range of sources such as the complexity of urban rainfall-
runoff-stormwater pollutant processes and the paucity of observed data. Unfortunately, 
studies relating to epistemic uncertainty, which arises from the simplification of reality are 
limited and often deemed mostly unquantifiable. This paper presents a statistical modelling 
framework for ascertaining epistemic uncertainty associated with pollutant wash-off under a 
regression modelling paradigm using Ordinary Least Squares Regression (OLSR) and 
Weighted Least Squares Regression (WLSR) methods with a Bayesian/Gibbs sampling 
statistical approach. The study results confirmed that WLSR assuming probability distributed 
data provides more realistic uncertainty estimates of the observed and predicted wash-off 
values compared to OLSR modelling. It was also noted that the Bayesian/Gibbs sampling 
approach is superior compared to the most commonly adopted classical statistical and 
deterministic approaches commonly used in water quality modelling. The study outcomes 
confirmed that the predication error associated with wash-off replication is relatively higher 
due to limited data availability. The uncertainty analysis also highlighted the variability of the 
wash-off modelling coefficient k as a function of complex physical processes, which is 
primarily influenced by surface characteristics and rainfall intensity.  
 
Keywords:  model uncertainty; stormwater quality; pollutant wash-off; Bayesian analysis; 
Monte Carlo simulation; stormwater pollutant processes 
 
1. Introduction 
Stormwater quality modelling is based on the mathematical replication of fundamental 
stormwater pollutant processes, namely, pollutant build-up and wash-off. The mathematical 
replication of these processes involves simplification of reality dictated by the limitations of 
the knowledge base. This results in uncertainty in the overall modelling approach and 
consequently, the outcomes derived. Typically, the sources of uncertainty in relation to 
computer models can be categorised as structural, epistemic, parametric and experimental. 
The structural and epistemic uncertainties arise from the lack of knowledge of underlying 
physical processes and simplification of known scientific knowledge in modelling practices, 
respectively. These are mostly associated with conceptual model development and 
mathematical replication. Parametric uncertainties arise from the use of unknown or lumped 
parameters to represent reality while experimental uncertainty is associated with the use of 
measured data in modelling approaches including uncertainty associated with sampling 
procedure (Merz and Thieken, 2005; Oberkampf et al., 2002). Both, parametric and 
experimental uncertainties arise during simulations and the generation of numerical solutions 
(Dotto et al., 2014).  
 
Knowledge of model uncertainty is an essential element in informed decision making 
(Bertrand-Krajewski et al., 2002). In particular, an understanding of uncertainty in 
stormwater quality modelling outcomes is important for effective stormwater treatment 
system design, receiving water impact assessment and for evaluating model reliability (Freni 
et al., 2009). A range of studies have focused on assessing uncertainty in stormwater quality 
modelling approaches. For example, Bertrand-Krajewski et al. (2007), Liu et al. (2012a, b) 
and Sohrabi et al. (2003) have focused on parametric and/or experimental uncertainties 
associated with stormwater quality modelling while Dotto et al. (2012), Freni et al. (2008) 
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and Kanso et al. (2005) have focused on assessing the overall uncertainty of stormwater 
quality models. There have been limited studies undertaken on assessing the structural and 
epistemic uncertainties associated with the processes embedded in stormwater quality 
models, which are commonly deemed as being unquantifiable.  
 
Providing essential insight into structural and epistemic uncertainties of stormwater quality 
models is important. In estimating these uncertainties, regression-based techniques are often 
adopted, e.g. Ordinary Least Squares Regression (OLSR) (e.g. Driver and Tasker, 1988; 
Zoppou, 2001; Rahman et al., 2002; Haddad et al., 2013) , Weighted Least Squares 
Regression (WLSR) (Stedinger and Tasker, 1985; Haddad et al., 2010) and Generalised Least 
Squares Regression (GLSR) (Reis et al., 2005; Haddad and Rahman, 2012; Haddad et al., 
2012; Micevski et al., 2014). In this context, this paper discusses a statistical modelling 
framework for determining structural and epistemic uncertainties associated with the 
replication of pollutant wash-off from urban roof surfaces using regression-based techniques. 
Previously, Haddad et al. (2013) investigated uncertainties associated with the replication of 
the pollutant build-up process using Bayesian OLSR and WLSR. The statistical framework 
adopted for the study discussed in this paper entailed a significant extension of the Haddad et 
al. (2013) study. The reasons being, the involvement of different and complex physical 
processes in pollutant wash-off compared to build-up and the range of parameters influencing 
the wash-off process and consequently, the resulting data set created. This led to the use of an 
enhanced Bayesian methodology for the intended statistical framework development. 
Bayesian based frameworks were selected for this study due to its superiority in assessing the 
wash-off process with coefficients expressing behavioural parameters (Dotto et al. 2012; 
Freni and Mannina, 2010). 
 
Investigations by Egodawatta et al. (2009) have confirmed that the pollutant wash-off process 
for road and roof surfaces, which are the primary impervious surfaces in an urban catchment 
are mathematically similar despite the differences in surface and pollutant load 
characteristics. They have noted that these differences can be accounted by utilising different 
sets of coefficients for the same exponential equation for roads and roofs. Therefore, the 
application of uncertainty analysis to roof surfaces is easily extendable to road surfaces. 
Furthermore, as noted by Egodawatta et al. (2012), in an urban catchment, the total roof area 
can be 2 – 3 times greater than the total road area with the clear potential to contribute 
relatively high pollutant loads compared to road surfaces.  
 
2. Materials and methods 
This research study used roof wash-off data collected at a number of study sites located in 
South East Queensland, Australia. Wash-off samples were collected from model roofs used 
as test plots (3 m2). This approach eliminated the possible heterogeneity in pollutant 
distribution and the practical difficulties in collecting pollutant wash-off samples from actual 
roof surfaces. The model roofs were mounted on a scissor lift arrangement as shown in Fig. 
1. The roofs were raised to the typical roofing height to enable pollutant accumulation under 
a typical urban-setting and then lowered to ground level for wash-off sample collection using 
a rainfall simulator as discussed below. Two roofing products, corrugated steel and concrete 
tiles were used for cladding since these products are the most widely used roofing materials 
in the study region. The roofing angle used was 200. The model roofs were placed in an area 
which is mostly residential with a few major roads in the vicinity. Further details on the 
wash-off sampling, including the solid loads initially available on roofs, fraction wash-off for 
different rainfall durations and particle size distribution in the wash-off are available in 
Egodawatta et al. (2009). 
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2.1 Rainfall simulation 
Simulated rainfall was used for the pollutant wash-off investigation on the model roof 
surfaces. This approach was adopted to eliminate the dependency on naturally occurring 
rainfall events due to their inherent variability and provided better control over influential 
variables such as rainfall intensity and duration. A specially designed rainfall simulator was 
used to simulate the rainfall events. The simulator was designed to replicate natural rainfall 
events as closely as possible based on two key rainfall characteristics, namely, drop size 
distribution and kinetic energy of rain drops (Hudson, 1963; Rosewell, 1986). Details on the 
design and operation of the rainfall simulator can be found in Herngren et al. (2005). 
 
2.2 Sample collection 
Sample collection was undertaken in two phases. Firstly, half of each roof surface was used 
to collect build-up samples by washing the surface with deionised water and a soft brush, 
which was considered to be representative of the total available pollutants prior to a wash-off 
event. Then the pre-determined rainfall intensity was simulated on the model roof surfaces. 
These investigations were conducted on a weekly basis, where only the rainfall intensity was 
changed. Egodawatta et al. (2013) have shown that an appreciable amount of pollutant build-
up will occur on a roof surface after a 7 day antecedent dry period. Rainfall intensities of 20, 
40, 86 and 115 mm/h were simulated on the roof surfaces. For each simulation, runoff 
samples were collected for a range of different durations to match design storms of specific 
Average Recurrence Intervals (ARI). The resulting data matrix comprised of 8 datasets with 
fraction wash-off as a function of time for four rainfall intensities simulated on two roofing 
products.  
 
2.3 Laboratory analysis 
Samples collected were transported to the laboratory for testing, with sample handling and 
preservation undertaken according to AS/NZS (1998). Samples were tested for total 
suspended solids (TSS) as this is commonly considered as the indicator pollutant in 
stormwater quality modelling. Testing for TSS was undertaken according to Test Method No. 
2540D (APHA, 2005).  
 
2.4 Analytical tools 
An exponential function is commonly used to replicate pollutant wash-off. Egodawatta et al. 
(2012) recommended refinements to this exponential function. The uncertainty associated 
with using this equation has been assessed in this study using two different parameter 
estimation techniques, namely, Ordinary Least Squares Regression (OLSR) and Weighted 
Least Squares Regression (WLSR) in a Bayesian/Gibbs sampling framework. The errors 
arising in the dependant variable data was taken into consideration by assuming that the data 
can be described by an appropriate probability distribution i.e. they are stochastic in nature, 
which allows consideration of inherent temporal and spatial variability of the wash-off 
process. This is unlike previous studies which commonly assume both, the dependent and 
independent variables are fixed and deterministic in nature. 
 
2.4.1 Ordinary Least Squares Regression (OLSR) 
Simple linear regression under an OLSR framework has been used in the past to develop 
empirical relationships between predictors and relevant explanatory variables (for example, 
Driver and Tasker, 1988; Zoppou, 2001; Rahman et al., 2002). A number of theoretical 
assumptions need to be satisfied for the successful application of the OLSR method. The 
main assumptions are independence, homoscedasticity and normality of errors (Draper and 
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Smith, 1981) in the dependent variable data. Urban water quality data is generally 
characterized by limited record length and measurement errors, which has the potential to 
introduce a large degree of uncertainty to both, the dependent and independent variables data 
and modelling outcomes. As such, assumptions often used in simple regression are violated. 
Therefore, the use of statistical techniques such as OLSR is likely to be limited in practical 
applications because the strict theoretical assumptions associated with these techniques 
cannot be adequately satisfied for wash off data.  
 
2.4.2 Weighted Least Squares Regression (WLSR) 
WLSR is one way to overcome the problems associated with OLSR. When faced with small 
datasets plagued by sampling error which is often the case in water quality prediction 
modelling, WLSR is an efficient and useful method to be adopted in most cases. In this 
paper, the use of both OLSR and WLSR in a Bayesian/Gibbs sampling framework is 
proposed. Here, the Bayesian/Gibbs sampling framework provides the posterior distribution 
of an estimate and can be useful when assessing the uncertainties (credible limits/prediction 
limits) associated with the estimation of regression coefficients (Geweke, 1992; Raferty et al., 
1997 and Chib, 2001). Further details on WLSR, issues associated with using the WSLR 
method for pollutant wash-off analysis and uncertainty analysis and the Bayesian/Gibbs 
sampling framework are provided in the Supplementary Information. 
 
2.4.3 Assumptions in regression in relation to water quality modelling 
Conventionally, the use of regression based procedures implies that the dependant variable 
(such as pollutant-wash off) does represent all the possible values in the process and that 
these values are error free. This is a point of concern in that the available data can be subject 
to spatial scales that vary greatly and the fact that these datasets span only a relatively short 
time scale and hence do not capture the full data domain (Kanso et al., 2005). As such, the 
resulting regression relationship, which is considered to represent the ‘true’ values of the 
coefficients of the regression model, in principle is not fully satisfied. Further details on the 
assumptions and limitations associated with using traditional regression approaches are 
provided in the Supplementary Information. 
 
2.4.4 Statistical modelling framework 
For the purpose of this study, the dependant variable (pollutant wash-off), was assumed to 
have a relatively low to medium error associated with it. Here, a normal distribution with the 
observation i was chosen as the mean of the distribution. An arbitrary percentage of the mean 
was then used to describe the standard deviation such that pollutant wash-offi ~ N (pollutant 
wash-offi, % pollutant wash-offi). A value of 20% of the mean for the standard deviation for 
this analysis was assumed. For each pollutant wash-offi 3,000 (or more) possible values based 
on the assumed distribution were simulated using the Bayesian/Gibbs sampling framework. 
Further details regarding the Bayesian/Gibbs sampling analysis are given in the 
Supplementary Information. 
 
The following steps summarise the analytical procedure used for each dataset: 
1. Analysis was undertaken using OLSR in a Bayesian/Gibbs sampling framework to 
estimate the regression coefficients for pollutant wash-off as a function of time and to 
assess the associated uncertainty. OLSR was applied for comparison with WLSR.  
2. Using the Iteratively Reweighted Least Squares (IRWLS) algorithm, weights for each 
observation i (see Supplementary Information) were estimated. 
3. Keeping the pollutant wash-off as a fixed value/variable, the regression coefficients 
using the Bayesian/Gibbs sampling framework using WLSR were estimated. 
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Accordingly, 3,000 values of the posterior coefficients (β0 and β1) were estimated and 
the first 1,000 simulated values were used as “burn-in” (i.e. discarded). The remaining 
2,000 values were used to assess the uncertainty in the prediction model developed 
and to estimate the uncertainty relating to the behaviour of the wash-off coefficient k. 
4. Assuming pollutant wash-off as a random normal variable (see Section 2.4.4), 3,000 
values for each pollutant wash-offi  were simulated. The regression coefficients using 
WLSR were estimated. Accordingly, 3,000 values of the posterior coefficients (β0 and 
β1) were estimated and the first 1,000 simulated values were used as “burn-in”. The 
remaining 2,000 values were used to assess the uncertainty in the prediction model 
developed and to determine the uncertainty related to the behaviour of the wash-off 
coefficient k. 
 
2.5 Development of the wash-off model 
In stormwater quality models, pollutant wash-off is typically replicated using an exponential 
form of equation. The equation originally proposed by Sartor and Boyd (1972) has been 
improved over time by other researchers such as Egodawatta et al. (2007; 2012). The 
exponential wash-off equation proposed by Egodawatta et al. (2007; 2012) given as Eq. (1) 
below is used as a case study to illustrate the approach for uncertainty analysis proposed in 
this paper. Eq. (1) defines the terms, ‘fraction wash-off’ (Fw), which is the ratio of the wash-
off load to the initially available particulate load and capacity factor (CF) which signifies the 
ability of a specific rainfall intensity to mobilise particulates.  
 
)1( kItF
o
eC
W
WFw −−==                                                                                                                (1) 
 
Where: CF = capacity factor; Fw = fraction wash-off; I = rainfall intensity; k = wash-off 
coefficient; t = time in minutes; W = weight of material mobilised after time t; and WO = 
initial weight of the material on the surface. 
 
Egodawatta et al. (2012) noted that the applicability of the wash-off equation is primarily 
dependant on the successful estimation of k and CF. Values for k and CF assuming similar 
wash-off behaviour for both steel and concrete surface types were presented by Egodawatta 
et al. (2012).  
 
3.0 Results and Discussion 
Egodawatta et al. (2012) have noted that the wash-off coefficient k primarily varies with 
surface type and rainfall intensity. They have observed no significant change in coefficient k 
for two different cladding materials while observing a significant difference in k values for 
roof surfaces and road surfaces in general. Based on this, a uniform k value was 
recommended for common cladding materials. In this study, the decision to use the same k 
value for the two roof surface wash-off behaviour was re-assessed by investigating the 
stochastic nature of the coefficient k. However, Eq. 1 in its current form does not allow for 
easy stochastic treatment to examine the stochastic behaviour of coefficient k.   
 
Wash-off as a function of time can be best replicated by an exponential equation (Sartor and 
Boyd, 1972). It has been found that the observed behaviour of fraction wash-off (Fw) on roof 
and road surfaces can be closely replicated by using a power equation, which was ascertained 
by examining a range of equation forms during the initial exploratory data analysis on all the 
8 datasets (i.e. fraction wash-off as a function of time for rainfall intensities of 20, 40, 86 and 
115 mm/h for the two material types: (i) corrugated steel and (ii) concrete tiles). The results 
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of this initial exploratory data analysis are not given here. The power equation developed is 
presented as Eq. (2).  
 
1
0
ββ tFw =                                                                                                                        (2) 
 
Where: oβ , 1β  = empirical coefficients which are estimated by the Bayesian/Gibbs sampling 
framework using both the OLSR and WLSR.  
 
To assess the stochastic nature of k, Eq. 1 was re-arranged making the wash-off coefficient k 
the subject. The estimated values of Fw from the Bayesian/Gibbs sampling simulation (using 
OLSR and WLSR – 3,000 replicates with 1,000 as burn-in) and substituting back into Eq. 1, 
along with the rainfall intensity (I) and fixing the CF values (see Egodawatta et al., 2012) to 
the maximum range was used for a particular rainfall intensity and roofing material. This 
allowed the full distribution of k values to be analysed for each material and the rainfall 
intensity range adopted in this study. 
  
3.1 Uncertainty estimation 
The results presented in this section are primarily based on Eq. 1 and 2. The parameter 
estimation techniques (i.e. OLSR and WLSR) were applied to eight datasets (steel and 
concrete tiles and 20, 40, 86 and 115 mm/h rainfall intensities). Tables 1 and 2 provide a 
summary of the posterior mean coefficients of the regression model (for steel and concrete 
tiles, respectively) along with their 95% credible limits. 
 
From Tables 1 and 2, it can be seen that the estimated OLSR coefficients are modestly 
different to the coefficients from the WLSR approach over the different rainfall intensity 
ranges and roof surface material types considered. More notable differences can be observed 
in the 95% credible prediction limits for OLSR and WLSR and surface material types. Given 
that the Bayesian approach provides uncertainty estimation (considers the regression model 
not to be perfect) in both estimation techniques (OLSR and WLSR), it is important to note 
that OLSR gives credible prediction limits that are wider than those of WLSR. This is visible 
for both surface material types. Here particularly WLSR compensates for the influence of 
each observation and thus is expected to provide more efficient estimates of uncertainty. 
Considering the sample sizes used in the regression analysis (n = 5, 6 and 7) and that OLSR 
takes no consideration of the data error, it can be understood why OLSR provides the larger 
credible limits. Fig. 2 (steel, rainfall intensity 86 mm/h) illustrates an example of how OLSR 
may provide a unrealistic measure of uncertainty. WLSR provides a relatively better measure 
of uncertainty in this case. 
 
Comparing the coefficients of the regression models based on rainfall intensity and material 
type (Tables 1 and 2), it can be seen that it is possible to use one wash-off coefficient (k) for 
the different rainfall intensity ranges for each material type, as the regression coefficients are 
similar. However, when the two different material types are compared directly, it is quite 
evident that there are significant differences between the regression coefficients. This does 
suggest that the wash-off coefficient (k) may vary with surface material type. To assess this 
hypothesis, the k values were estimated for both material types using Eq.1 based on the 
simulated values (i.e. from Bayesian/Gibbs sampling approach) of fraction wash-off (Fw) for 
both the OLSR and WLSR methods. Tables 1 and 2 show the expected k values along with its 
standard deviation and 95% credible limit. With each surface material type and intensity, it 
can be seen from Table 1 and Table 2 that there are some differences in the expected k 
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values. This variability is also supported by the different standard deviation in k. In terms of 
differences between the OLSR and WLSR methods, Tables 1 and 2 shows that uncertainty 
(spread of k values i.e. 95% confidence limits) is narrower for the WLSR approach. 
 
When the k values of the two different material types are compared directly, it can be seen 
that the expected k values between the material types and rainfall intensities differ 
significantly. The difference between the two material types is clearly illustrated in the 
variability in the results as evident in the standard deviation and uncertainty limits in k and as 
the example illustrated in Fig. 3 in terms of the histogram of k values (WLSR results). As 
shown in Fig. 3, the k values follow an approximate normal distribution for both materials, 
suggesting a stochastic nature for k. The applicability of the wash-off equation is primarily 
dependent on the successful estimation of k. Therefore, knowledge of the sampling 
distribution of k can provide a more realistic measure of k. In any case, the k values presented 
here are based on a maximum range capacity factor (CF) for a particular rainfall intensity, 
which in fact if changed will produce a larger variability in k. Therefore, the variation in k is 
possibly a function of more complex physical processes which can play a pivotal role in 
pollutant wash-off modelling.  
 
Illustrated in Fig. 2 are the uncertainty bands (i.e. 95% confidence limits) for the OLSR, 
WLSR and WLSR + error in Fw models for fraction wash-off. The uncertainty bands for 
OLSR and WLSR do not include the error associated with Fw (see Section 2.4.4). It is 
evident from the overall results that the uncertainty bands provided by WLSR are an 
appreciable improvement over the OLSR method. The posterior mean and 95% credible 
limits for the β coefficients are shown in Tables 1 and 2 for the WLSR + error in Fw method. 
Here it can be seen that the β  coefficients of WLSR + error in Fw (for steel) are very similar 
to that of WLSR. However, minor differences can be noted in the 95% credible limits.  
 
It is important to note that WLSR + error in Fw is contributing slightly more uncertainty than 
WLSR as shown in Fig. 2. This result is expected and suggests that the underlying errors 
should not be ignored in the dependent variables as this can underestimate the overall 
uncertainty in wash-off modelling. As shown in Fig. 2, by assuming the dependent variable to 
be probability distributed, a more realistic measure of uncertainty can be estimated. The 
posterior distributions of oβ  and 1β  are shown in Fig. 4 for the concrete tiles surface (2,000 
simulations shown). What is noteworthy from Fig. 4 is the fact that WLSR + error in Fw 
gives notably more scatter than the OLSR and WLSR methods. Both, OLSR and WLSR 
recognise the regression models as uncertain, whereas the WLSR + error in Fw recognises 
the regression model and the Fw values to be uncertain thus giving the higher scatter which 
relates to the slightly larger uncertainty in WLSR + error in Fw  as compared to WLSR as 
shown in Fig. 2. The influence of the estimated Fw values using the WLSR + error in Fw 
method on the wash-off coefficient (k) was also investigated. As evident from the data given 
in Tables 1 and 2, it is generally found that the uncertainty in k increases slightly compared to 
the WLSR approach. 
 
Based on the outcomes of the analysis undertaken, it is evident that the Bayesian/Gibbs 
sampling approach which is based on actual data (see sections 2.4.4 and Supplementary 
Information) is advantageous as it allows the assessment of candidate regression models 
(posterior distribution) in a better way compared to the application of classical statistical 
analysis (i.e. point estimates only). The approach adopted here provided better insights into 
the stochastic nature of fraction wash-off and k.   
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In the case of limited data, the underlying errors in the dependent variable should not be 
ignored. The simulation of a  larger dataset by allowing for the probability distributed 
variables and allowing for uncertainty in the regression model has helped towards a more 
comprehensive statistical analysis. Overall, realistic measures of uncertainty for the fraction 
wash-off and the wash-off coefficient were found as demonstrated in Fig. 3 and 4.  
 
3.2 Validation 
With the development of any empirical models for pollutant wash-off (Eq. 1), the issue of 
uncertainty directly influences the prediction performance (i.e. over or under estimation). 
Accordingly, a validation exercise was carried out using Eq. 1 where it was used to predict 
the fraction wash-off based on both roof surface types and all the rainfall intensities using the 
methodology proposed by Egodawatta et al. (2012) (point estimate of k) and the stochastic 
nature of k as shown in this study. An example of the results of this validation is presented in 
Fig. 5 for the steel roof surface and rainfall intensity of 40 mm/h. 
 
It can be seen from Fig. 5 that the estimation of fraction wash-off based on the point 
estimation of the wash-off coefficient can substantially underestimate the observed values. In 
contrast, the estimation of fraction wash-off based on the stochastic nature of the wash-off 
coefficient provides a better fit to the observed data values.   
 
The results from this analysis suggest that the prediction error associated with pollutant wash-
off equation developed based on a limited data set is appreciably high. This is a possible 
reason for under estimation of the wash-off load. Such under estimation could potentially 
undermine the effectiveness of stormwater quality management strategies.  
 
Clearly one of the approaches to enhance the accuracy of prediction from any urban 
stormwater quality model is to have a larger observed data set. A scientifically robust 
statistical modelling approach which can assess the uncertainty associated with the use of 
water quality data with small sample size provides a practical solution to counteract the 
limitations which are otherwise imposed on water quality modelling. This study has 
demonstrated that the probability distributed data in a proper regression framework can 
provide more realistic outcomes (i.e. fraction-wash-off/wash-off coefficient) and error 
estimation.  
 
Given the inability to develop a mathematical model that can exactly replicate nature, a more 
robust approach is needed to estimate uncertainty as presented in this study. Because of the 
randomness of the statistical modelling framework used here and the different results 
provided each time it is run makes it a useful alternative to deterministic algorithms for use in 
water quality modelling. 
 
4.0 Conclusions 
The study presented in this paper outlines a statistical modelling framework to quantify 
epistemic uncertainty associated with pollutant wash-off process replication using Ordinary 
Least Squares Regression (OLSR) and Weighted Least Squares Regression (WLSR) 
approaches based on a Bayesian/Gibbs sampling procedure. The analysis revealed that the 
WLSR method with probability distributed variable data can provide more realistic 
uncertainty estimates of the observed and predicted values compared to OLSR, which is 
likely to provide misleading measures of uncertainty. It is also noteworthy that the 
Bayesian/Gibbs sampling procedure presented in this study was proven to be a robust 
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approach as compared to many of the classical statistical and deterministic methods often 
used in stormwater quality modelling.  
 
The outcomes from this study suggest that the prediction error associated with the wash-off 
replication equation is relatively higher and could underestimate the actual values. This is 
postulated to be due to the relatively limited observed data set. Therefore, this highlights the 
importance of having a larger data set for model development and validation to assess model 
uncertainty in a more robust manner in urban stormwater quality modelling. The analytical 
framework developed in this study demonstrates that more realistic results and error 
estimations can be derived using larger data sets.  
 
The uncertainty analysis confirmed the use of constant wash-off coefficient (k) in a practical 
context. However, the results also highlighted the fact that the variation of k as a function of 
complex physical processes is significantly influenced by surface characteristics and to a 
lesser extent by the rainfall intensity.  
 
Supplementary Information 
Further details on the assumptions and limitations associated with using Ordinary Least 
Squares Regression (OLSR), Weighted Least Squares Regression (WLSR), issues associated 
with using the WSLR method for pollutant wash-off analysis and uncertainty analysis and the 
Bayesian/Gibbs sampling framework are provided in the Supplementary Information. 
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Fig. 1 Model roof surfaces: (a) Model roofs with the scissor lift arrangement; (b) Pollutant 
wash-off investigation using the rainfall simulator 
 
 
 
 
Fig. 2 Observed fraction wash-off and estimated uncertainty in fraction wash-off for the steel 
roof (CL 95% - Upper and lower confidence limits associated with OLSR and WLSR and Fw 
is fraction wash-off 
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Fig. 3 Histogram of wash-off coefficient (k) for concrete tiles and steel roof surface materials 
for rainfall intensity 115 mm/h (WLSR results) 
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Fig. 4 Estimated β coefficients from Monte Carlo simulation for the concrete tiles and rainfall 
intensity (for 115 mm/h rainfall intensity) 
 
 
   
Fig. 5 Outcomes of model validation for the different methods (OLSR, WLSR, WLSR + 
error in Fw) 
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Table 1 - Summary of results associated with the regression coefficients for steel roof surface 
using the methods – OLSR, WLSR and WLSR + error in Fw, E(k) expected k value. (St.dev 
is standard deviation of k values)  
 
 
 
 
Table 2 - Summary of results associated with the regression coefficients for concrete tiles 
surface using the different methods – OLSR, WLSR and WLSR + error in Fw, E(k) expected 
k value (St. dev is standard deviation of k values) 
 
  
Steel Regression Coefficients - OLSR k 
I (mm/h) βo β1 βo - LL βo - UL β1 - LL β1 - UL E(k) St Dev LL UL 
20 0.268 0.353 0.242 0.297 0.303 0.405 0.0068 0.00022 0.00643 0.00716 
40 0.401 0.421 0.373 0.430 0.366 0.473 0.0113 0.00067 0.01042 0.01258 
86 0.479 0.296 0.453 0.505 0.260 0.332 0.0044 0.00018 0.00414 0.00474 
115 0.614 0.286 0.579 0.650 0.247 0.325 0.0065 0.00039 0.00591 0.00714 
 Regression Coefficients - WLSR k 
I (mm/h) βo β1 βo - LL βo - UL β1 - LL β1 - UL E(k) St Dev LL UL 
20 0.256 0.376 0.244 0.270 0.346 0.405 0.0068 0.00015 0.00653 0.00702 
40 0.389 0.447 0.373 0.406 0.408 0.485 0.0113 0.00062 0.01054 0.01253 
86 0.463 0.324 0.448 0.478 0.297 0.351 0.0045 0.00022 0.00419 0.00490 
115 0.592 0.314 0.564 0.621 0.275 0.347 0.0064 0.00038 0.00582 0.00698 
 Regression Coefficients – WLSR + error in Fw k 
I (mm/h) βo β1 βo - LL βo - UL β1 - LL β1 - UL E(k) St Dev LL UL 
20 0.256 0.377 0.240 0.273 0.339 0.415 0.00678 0.00019 0.00647 0.00710 
40 0.389 0.447 0.367 0.412 0.395 0.490 0.0114 0.00083 0.01038 0.01294 
86 0.463 0.325 0.443 0.473 0.287 0.360 0.0045 0.00031 0.00413 0.00514 
115 0.593 0.313 0.563 0.625 0.272 0.354 0.0064 0.00040 0.00575 0.00702 
Concrete 
tiles 
Regression Coefficients - OLSR k 
I (mm/h) βo β1 βo - LL βo - UL β1 - LL β1 - UL E(k) St Dev LL UL 
20 0.183 0.547 0.164 0.205 0.487 0.604 0.0230 0.00273 0.01966 0.02806 
40 0.323 0.582 0.301 0.347 0.531 0.631 0.0268 0.00211 0.02361 0.03054 
86 0.424 0.448 0.401 0.448 0.403 0.491 0.01520 0.00129 0.01337 0.01741 
115 0.640 0.304 0.611 0.669 0.270 0.339 0.00771 0.00057 0.00695 0.00871 
                              Regression Coefficients - WLSR k 
I (mm/h) βo β1 βo - LL βo - UL β1 - LL β1 - UL E(k) St Dev LL UL 
20 0.167 0.596 0.160 0.175 0.566 0.626 0.02242 0.00183 0.02008 0.02553 
40 0.314 0.605 0.303 0.325 0.572 0.639 0.02540 0.00095 0.02388 0.02700 
86 0.412 0.477 0.400 0.424 0.445 0.508 0.01430 0.00060 0.01341 0.01531 
115 0.617 0.334 0.593 0.642 0.298 0.369 0.00748 0.00056 0.00675 0.00853 
                            Regression Coefficients - WLSR + error in Fw k 
I (mm/h) βo β1 βo - LL βo - UL β1 - LL β1 - UL E(k) St Dev LL UL 
20 0.167 0.596 0.157 0.178 0.555 0.635 0.02221 0.00231 0.01918 0.02627 
40 0.314 0.603 0.302 0.327 0.566 0.641 0.02544 0.00104 0.02377 0.02719 
86 0.413 0.477 0.396 0.430 0.433 0.512 0.0144 0.00084 0.01317 0.01591 
115 0.631 0.311 0.599 0.665 0.262 0.360 0.00746 0.00062 0.00659 0.00858 
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Assumptions in Regression 
Aside from a loss of efficiency in regression coefficients, the fact that the dependent variable 
is estimated does not necessarily present any difficulties for regression analysis. Errors of 
measurement are often included in discussions of regression residuals analysis. However, if 
the sampling uncertainty in the dependent variable is not constant across observations, the 
regression errors will be heteroscedastic and this will introduce further inefficiency and can 
produce inconsistent standard error of estimate undermining subsequent uncertainty analysis. 
 
Therefore, in this analysis the dependant variable, pollutant wash-off (as represented by 
fraction wash-off for a steel or concrete tiles surface for different rainfall intensities) was 
assumed to have an inherent uncertainty associated with its measurement (observation). 
Secondly, there also remains the issue of sampling variability as a major source of concern 
(i.e. n = 5, 6 and 7 for some cases). Understanding the underlying physical process helps in 
selecting distributions to describe the pollutant wash-off for the Bayesian/Gibbs sampling 
Monte Carlo framework. 
 
Ordinary Least Squares Regression (OLSR) and Weighted Least Squares Regression 
(WLSR) 
 
The OLSR and WLSR models assume that the quantity of interest yi (or observation i) can be 
described by a linear or nonlinear function of predictor variables (or a transformation there 
of) with an additive error. In matrix notation, the model is represented by: 
εXβy +=                                                                                                                     (1) 
 
where X is a (n × k) matrix of predictor augmented by a column of ones, β is a (k × 1) vector 
of regression coefficients that must be estimated and ε is the vector containing the random 
errors for each of the n observations used in the regression which are assumed to be normally 
distributed with zero mean and the covariance matrix of the form:  
 
Ω)E( 2σεε =T                                                                                                                  (2) 
 
wherein σ2 is the model error variance and Ω is a positive definite symmetric matrix. The 
OLSR can be applied to estimate the regression model coefficients, if Ω is equal to the 
identity matrix I. Uncorrelated errors with different variances at different observational 
stations can be described using a Ω matrix with different variances of the diagonal and zero 
off the diagonal. In this case, the model in Equation (2) reduces to WLSR and Ω may be 
replaced with W. 
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The OLSR estimator of β is given by: 
 
yXXX TT 1)(ˆ −=OLSRβ                                                                                              (3) 
  
The WLSR estimator of β is given by: 
 
yWXXWX 1TT −−−= 11 )(ˆWLSRβ                                                                                     (4) 
 
Advantages of the WLSR procedure are that it provides nearly unbiased and minimum 
variance estimators of the model coefficients β. Moreover, it provides a less biased estimate 
of the model error (residual error) and a relatively more accurate estimate of the variance of 
the coefficient estimates. 
 
WLSR may provide a simple and flexible framework for water quality prediction models 
when only limited water quality data is available. However, WLSR alone may not provide the 
adequate estimator of uncertainty needed for the estimated coefficients (β) of water quality 
prediction models. To this end, Bayesian analysis is a natural framework to fill the 
inadequacy as it provides the full posterior distribution of the coefficients (β) of the water 
quality prediction model (Reis et al., 2005; Avellaneda et al., 2011). 
 
Bayesian WLSR 
In a Bayesian framework, the parameters (coefficients) of the model (Equation 3) are 
considered to be random variables, whose probability density function (PDF) should be 
estimated. The Bayesian approach combines any data with prior information (if available) 
about the parameters being estimated. This information is usually established from other 
relevant data sets, previous studies or specific knowledge about the behavior of the system 
being analysed. Parameter estimation is made through the posterior distribution which is 
developed using Bayes’ rule (see Zellner, 1991). 
 
Providing a full posterior distribution of the parameters is an advantage in the Bayesian 
approach over classical methods, which usually give a point estimate of the parameters and 
makes use of asymptotic normality assumptions to evaluate the uncertainties (Congdon, 
2001). 
 
With the Bayesian approach, it was assumed that there is no prior information on any of the β 
coefficients. Thus, a multivariate normal distribution with mean zero and a large variance 
(e.g. greater than 100) was used as a prior for the regression coefficients as suggested by Reis 
et al. (2005). This prior was considered to be almost non-informative, which produced a PDF 
that is generally flat in the region of interest. The likelihood function for the data as suggested 
by Reis et al. (2005) was considered to be a multivariate normal distribution (Haddad et al., 
2012, Haddad and Rahman, 2012). 
 
Gibbs Sampler 
The Gibbs Sampler is an example of Markov Chain Monte Carlo method. The Gibbs Sampler 
is one of the most powerful methods of Bayesian posterior simulation. The strategy was to 
split the joint posterior into conditional posteriors. Sampling was then carried out sequentially 
and repeatedly from the conditional posteriors. After a sufficient number of draws, 
conditional draws converged to the desired joint posterior densities for any parameter 
required (i.e. regression coefficients in this case),  
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Assuming the quantity vector of interest is given byΘ , this has a posterior density of
)|()()|( ΘΘ∝Θ yy ppp . Further Θ  was split into two vectors such that 1Θ and 2Θ  were 
generated. For the analysis carried out in this paper, it was considered that β=Θ1 and 22 σ=Θ . 
The key point here is that the analytical form of the resulting full conditional posterior 
distributions was known, i.e., 
 
),|(),|( 1221 ΘΘΘΘ yy pandp                                                                                                       (4) 
 
To apply the Gibbs Sampler, the following steps were undertaken: 
1. An initial estimated value of 2Θ was needed which was expressed by 02Θ . In this 
analysis the OLSR result for 02Θ  was used.  
2. Further, it was assumed that this value comes directly from the marginal distribution
)|( 2 yΘp . 
3. Next 1Θ  was drawn conditional on 02Θ  from ),|( 021 ΘΘ yp .This draw was expressed as
1
1Θ .  
4. Another draw was undertaken from 2Θ  conditional on 11Θ  from ),|( 112 ΘΘ yp . This draw 
was referred to as 21Θ  
5. This procedure was repeated N times. N in this study was taken as 3,000.  
 
To ensure the effect of the starting value has disappeared, it was accepted that the first q1 
draws of the sequence should be discarded. For this study, the remaining q2 = N- q1 were 
kept. Here q1 =1000. The discarded draws are referred to as “burn-ins”. 
 
Estimation of the weights – Iteratively Reweighted Least Squares 
The singular disadvantage of WLSR is the fact that the theory behind this method is based on 
the assumption that the weights are exactly known (Carroll and Rupert, 1988). The exact 
weights are almost never known in real applications such as water quality modelling. 
Therefore, estimated weights must be used instead. When the weights are estimated from 
small numbers of replicated observations, the results of an analysis can be unpredictably 
affected. Hence, to apply the Bayesian regression in a WLSR framework, weights can be 
assigned to each observation using a simple Iteratively Reweighted Least Squares (IRWLS) 
approach. 
 
With IRWLS, weights are derived from the data. An OLSR is first computed where all 
weights are initially set equal to one. Points nearest to the OLSR line are then given weights 
near one, while points further away have lesser weight. A WLSR is computed, and the 
process repeated. After about two iterations, the weights are stabilised and the final iteratively 
weighted least squares line is generated. 
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