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Abstract. In recent years, methods to estimate the memory parameter using wavelet
analysis have gained popularity in many areas of science. Despite its widespread use, a
rigorous semi-parametric asymptotic theory, comparable to the one developed for Fourier
methods, is still missing. In this contribution, we adapt to the wavelet setting the classical
semi-parametric framework introduced by Robinson and his co-authors for estimating the
memory parameter of a (possibly) non-stationary process. Our results apply to a class of
wavelets with bounded supports, which include but are not limited to Daubechies wavelets.
We derive an explicit expression of the spectral density of the wavelet coefficients and show
that it can be approximated, at large scales, by the spectral density of the continuous-time
wavelet coefficients of fractional Brownian motion. We derive an explicit bound for the
difference between the spectral densities. As an application, we obtain minimax upper
bounds for the log-scale regression estimator of the memory parameter for a Gaussian
process and we derive an explicit expression of its asymptotic variance.
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2 E. MOULINES, F. ROUEFF, AND M.S. TAQQU
1. Introduction
Let X
def
= {Xk}k∈Z be a real-valued process, not necessarily stationary and let ∆KX
denote its K-th order difference. The first order difference is [∆X ]k
def
= Xk − Xk−1 and
∆K is defined recursively. The process X is said to have memory parameter d, d ∈ R (in
short, is an M(d) process) if for any integer K > d−1/2, the K-th order difference process
∆KX is weakly stationary with spectral density function
f∆KX(λ)
def
= |1− e−iλ|2(K−d) f ∗(λ) λ ∈ (−π, π), (1)
where f ∗ is a non-negative symmetric function which is bounded on (−π, π) and is bounded
away from zero in a neighborhood of the origin. M(d) processes encompass both stationary
and non-stationary processes, depending on the value of the memory parameter d. When
d < 1/2, the process X is covariance stationary and its spectral density is given by
f(λ) = |1− e−iλ|−2df ∗(λ) . (2)
The process X is said to have long-memory if 0 < d < 1/2, short-memory if d = 0 and
negative memory if d < 0; the process is not invertible if d < −1/2. When d > 1/2, the
process is non stationary. In this case, the f in (2) is not integrable on [−π, π] and is
therefore not a spectral density. In the terminology of Yaglom (1958), this f is called a
generalized spectral density. It corresponds to a process X whose increments of sufficiently
high order are covariance stationary.
The memory parameter d plays a central role in the definition of M(d) processes and
is often the focus of empirical interest. In the parametric case one can use approximate
MLE methods (Fox and Taqqu (1986)) or MLE (Dahlhaus (1989)). In the semi-parametric
case (2) where only a class of functions f ∗ is specified, two types of methods have emerged
to estimate the memory parameter d : Fourier and Wavelet methods. Frequency-domain
techniques are now well documented and understood (see for instance Hurvich and Ray
(1995), Velasco (1999), Velasco and Robinson (2000) and Hurvich et al. (2002)).
In this paper, we focus on wavelet methods and consider the regression estimator in-
troduced in Abry and Veitch (1998), which involves estimating d using the slope of the
regression of the logarithm of the scale spectrum on the scale index. This estimator is now
widely used in many different fields (see e.g. Veitch and Abry (1999) for applications to
network traffic; Percival and Walden (2000) and Papanicolaou and Sølna (2003) for appli-
cations in physical sciences; see e.g. Genc¸ay et al. (2002) and Bayraktar et al. (2004) for
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applications in finance). The regression estimator is well-suited to process large data sets,
since it has low computational complexity due to the pyramidal algorithm for computing
the details coefficients. Also, it is robust with respect to additive polynomial trends (see
for instance Veitch and Abry (1999) and Craigmile et al. (2005)). In Moulines, Roueff and
Taqqu (2005), we study another estimator of d obtained by adapting the local Whittle
estimator to the wavelet context.
Despite its widespread use, a rigorous semi-parametric asymptotic theory of the regres-
sion estimator, comparable to the one developed for corresponding estimators based on
the periodogram, is still missing (the concluding remarks in Velasco (1999) about “the lack
of rigorous asymptotic theory (...) if the spectral density is not proportional to λ−2d for
all frequencies” for wavelet-based estimates are still valid). There are results in a related
parametric framework (see Bardet (2002) and Bayraktar et al. (2004)). To the best of our
knowledge, the only attempt in a semi-parametric setting is due to Bardet et al. (2000).
The process, however, is supposed to be observed in continuous-time – discretization issues
were not discussed – and the results do not directly translate to discrete-time observations
in a semi-parametric framework. The main objective of this paper is to fill this gap.
The paper is organized as follows. Examples ofM(d) processes are given in Section 2. In
Section 3, we introduce wavelets and wavelet transforms for time-series. We do not assume
that the wavelets are orthonormal nor that they result from a multiresolution analysis. In
Section 4, we derive an explicit expression for the covariance and spectral density of the
wavelet coefficients of an M(d) process at a given scale. We extend this result to pairs of
scales by grouping, in an appropriate way, the wavelet coefficients. The results apply to
a general class of wavelets with bounded supports, which include but are not limited to
Daubechies wavelets. If f ∗ belongs to a class of smooth functions H(β, L) with smoothness
exponent β defined in (22), we show that the spectral density of the wavelet coefficients
of an M(d) process can be approximated, at large scales, by the spectral density of the
wavelet coefficients of fractional Brownian motion (FBM) and derive an explicit bound for
the difference between these two quantities. Our result holds not only for d ∈ (1/2, 3/2),
which corresponds to the standard range for the Hurst index, H = d − 1/2 ∈ (0, 1), but
for all d ∈ R by interpreting the corresponding FBM as a generalized process with spectral
density |λ|−2d, λ ∈ R. We show that the relative L∞ error between the spectral densities
of the wavelet coefficients decreases exponentially fast to zero with a rate given by the
smoothness exponent β of f ∗. In Section 5, we consider (possibly non-stationary) Gaussian
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processes and obtain an explicit expression for the limiting variance of the estimator of d
based on the regression of the log-scale spectrum. We show that this estimator is rate
optimal in the minimax sense. Sections 6 and 7 contain proofs. Appendix A involves
approximations of wavelet filter transfer functions. We derive in Appendix B an inequality
for the mean and the covariance of the logarithm of quadratic forms of Gaussian variables.
2. Examples
Stationarity of the increments is commonly assumed in time-series analysis. In ARIMA
models, for example, (1) holds with d = K integer and with f ∗ equal to the spectral density
of an autoregressive moving average short-memory process. If d ∈ R and f ∗ ≡ σ2 in (2),
one gets the so-called fractionally integrated white noise process, ARFIMA(0,d,0). The
choice d ∈ R and
f ∗ARMA(λ) = σ
2
∣∣1−∑qk=1 θke−iλk∣∣2
|1−∑pk=1 φke−iλk|2 , λ ∈ (−π, π) , (3)
with 1 −∑pk=1 φkzk 6= 0 for |z| = 1 and 1 −∑pk=1 θk 6= 0 (so that f ∗ARMA(0) 6= 0) leads to
the class of ARFIMA(p, d, q) processes.
Another example is {BH(k)}k∈Z, a discrete-time version of fractional Brownian motion
(FBM) {BH(t), t ∈ R} with Hurst index H ∈ (0, 1). The latter is a centered Gaussian
process with covariance
RH(t, s)
def
= E[BH(t)BH(s)] =
1
2
{|t|2H + |s|2H − |t− s|2H} .
The process {BH(k)}k∈Z is increment stationary (K = 1) and its generalized spectral
density is given up to a multiplicative constant (see Samorodnitsky and Taqqu (1994)) by
fFBM(λ)
def
=
∞∑
k=−∞
|λ+ 2kπ|−2H−1 , λ ∈ (−π, π) .
We can express it in the form (2),
fFBM(λ) = |1− e−iλ|−2d f ∗FBM(λ) , (4)
by setting d = H + 1/2 ∈ (1/2, 3/2) and
f ∗FBM(λ) =
∣∣∣∣2 sin(λ/2)λ
∣∣∣∣2H+1 + |2 sin(λ/2)|2H+1∑
k 6=0
|λ+ 2kπ|−2H−1 . (5)
Observe that f ∗FBM(0) = 1 and that it is bounded on (−π, π).
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The process GH =∆BH is fractional Gaussian noise (FGN). It is a stationary Gaussian
process with spectral density proportional to (4), but with d = H − 1/2 ∈ (−1/2, 1/2).
By convention, throughout the paper, while d may take values in R, H will be always
restricted to take values in (0, 1).
3. Discrete Wavelet Transform
In this section, we introduce the main concepts required to define a discrete wavelet
transform. Denote by L2(R) the set of square integrable functions with respect to the
Lebesgue measure. Let φ ∈ L2(R) and ψ ∈ L2(R) be two functions and define their Fourier
transforms as
φ̂(ξ)
def
=
∫ ∞
−∞
φ(t)e−iξt dt and ψ̂(ξ)
def
=
∫ ∞
−∞
ψ(t)e−iξt dt.
Consider the following assumptions:
(W-1) φ and ψ are compactly-supported, integrable, and φ̂(0) =
∫∞
−∞
φ(t) dt = 1 and∫∞
−∞
ψ2(t) dt = 1.
(W-2) There exists α > 1 such that supξ∈R |ψ̂(ξ)| (1 + |ξ|)α <∞.
(W-3) The function ψ has M vanishing moments, i.e.
∫∞
−∞
tmψ(t) dt = 0 for all m =
0, . . . ,M − 1
(W-4) The function
∑
k∈Z k
mφ(·−k) is a polynomial of degreem for allm = 0, . . . ,M−1.
Assumption (W-1) implies that φ̂ and ψ̂ are everywhere infinitely differentiable. The
exponent α in (W-2) is related to the rate of decrease of the Fourier transform ψ̂ of the
wavelet ψ and hence to the regularity of ψ. Under (W-1), (W-3) is equivalent to asserting
that the first M − 1 derivatives of ψ̂ vanish at the origin. This implies, using a Taylor
expansion, that
|ψ̂(ξ)| = O(|ξ|M) as ξ → 0 . (6)
By (Cohen, 2003, Theorem 2.8.1, Page 90), under (W-1), (W-4) is equivalent to
sup
k 6=0
|φ̂(ξ + 2kπ)| = O(|ξ|M) as ξ → 0 . (7)
Adopting the engineering convention that large values of the scale index j correspond to
coarse scales (low frequencies), we define the family {ψj,k, j ∈ Z, k ∈ Z} of translated and
dilated functions
ψj,k(t) = 2
−j/2 ψ(2−jt− k) . (8)
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Many authors suppose that the ψj,k are orthogonal and even that they are generated by
a multiresolution analysis (MRA). Assumptions (W-1)-(W-4) are indeed quite standard in
the context of a multiresolution analysis (in which case, φ is the scaling function and ψ is
the associated wavelet), see for instance Cohen (2003). In this paper, we do not assume
that wavelets are orthonormal nor that they are associated to a multiresolution analysis.
We may therefore work with other convenient choices for φ and ψ as long as (W-1)-(W-4)
are satisfied. A simple example is to set, for some positive integer N ,
φ(x)
def
= 1⊗N[0,1](x) and ψ(x)
def
=
dN
dxN
1
⊗2N
[0,1] (x),
where 1A is the indicator function of the set A and for a non negative function f , f
⊗N
denotes the N -th self-convolution of f . It follows that
|φ̂(ξ)| = |2 sin(ξ/2)/ξ|N and ψ̂(ξ) = |ξ|N |2 sin(ξ/2)/ξ|2N .
Using (6) and (7), one easily checks that (W-1)-(W-4) are satisfied with M and α equal
to N . Of course the family of functions {ψj,k} are not orthonormal for this choice of the
wavelet function ψ (and the function φ is not associated to a MRA). Nevertheless, to ease
references to previously reported works, with a slight abuse in the terminology, we still call
φ and ψ the scaling and the wavelet functions.
Having defined the functions φ and ψ, we now define what we call the Discrete Wavelet
Transform in discrete time. Start with a real-valued sequence {xk, k ∈ Z}. Using the
scaling function φ, we first associate to the sequence {xk, k ∈ Z} the continuous-time
functions
xn(t)
def
=
n∑
k=1
xk φ(t− k) and x(t) def=
∑
k∈Z
xk φ(t− k), t ∈ R . (9)
The wavelet coefficients involve {x(t), t ∈ R} and are defined as
W xj,k
def
=
∫ ∞
−∞
x(t)ψj,k(t) dt j ≥ 0, k ∈ Z. (10)
Without loss of generality we may suppose that the support of the scaling function φ is
included in (−T, 0) for some integer T ≥ 1. Then xn(t) = x(t) for all t ∈ (0, n−T+1). We
may also suppose that the support of the wavelet function ψ is included in (0,T). Then,
the support of ψj,k is included in the interval (2
jk, 2j(k + T)). Hence
W xj,k =W
xn
j,k =
∫ ∞
−∞
xn(t)ψj,k(t) dt, (11)
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when (2jk, 2j(k + T)) ⊆ (0, n− T+ 1), that is, for all (j, k) ∈ In, where
In def= {(j, k) : j ≥ 0, 0 ≤ k ≤ 2−j(n− T+ 1)− T} . (12)
For any j, the wavelet coefficients {W xj,k}k∈Z are obtained by discrete convolution and
downsampling. More precisely, under (W-1), for all j ≥ 0, k ∈ Z, (9) and (10) imply
W xj,k =
∑
l∈Z
xl hj,2jk−l = (hj,· ⋆ x)2jk = (↓j [hj,· ⋆ x])k, (13)
where ⋆ denotes the convolution of discrete sequences,
hj,l
def
= 2−j/2
∫ ∞
−∞
φ(t+ l)ψ(2−jt) dt ,
and, for any sequence {ck}k∈Z and any integer l, ↓j is the downsampling operator defined
as (↓j c)k = c2jk. Define, for all j ≥ 0, the discrete Fourier transform of {hj,l}l∈Z as
Hj(λ)
def
=
∑
l∈Z
hj,le
−iλl = 2−j/2
∫ ∞
−∞
∑
l∈Z
φ(t+ l)e−iλlψ(2−jt) dt. (14)
Since φ and ψ have compact support, the sum in (14) has a finite number of non-vanishing
terms and Hj is a trigonometric polynomial.
Remark 1. By Corollary 10, there exists an integer j0 only depending on φ and ψ such
that, for all j ≥ j0, the trigonometric polynomial Hj(λ) is not identically zero. In the case
of a multiresolution analysis, the father and mother wavelets are defined in such a way that
j0 = 0. In the general case, by dilating ψ appropriately, or, in other words, by changing
the reference scale, one can impose j0 = 0, which is assumed in the sequel.
Under assumption (W-4), t 7→ ∑l∈Z φ(t + l)lm is a polynomial of degree m and (W-3)
therefore implies that, for all j ≥ 0 and all m = 0, . . . ,M − 1,∑
l∈Z
hj,l l
m = 2−j/2
∫ ∞
−∞
ψ(2−jt)
∑
l∈Z
φ(t+ l)lmdt = 0 . (15)
Now consider Pj(x) =
∑
l∈Z hj,l x
l and observe that (15) implies Pj(1) = 0, P
′
j(1) = 0, ...,
P
(M−1)
j (1) = 0, and hence Hj(λ) = Pj(e
−iλ) factors as
Hj(λ) = (1− e−iλ)M H˜j(λ) , (16)
where H˜j(λ) is also a trigonometric polynomial. The wavelet coefficient (13) may therefore
be computed as
W xj,k = (↓j [h˜j,· ⋆∆Mx])k (17)
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where {h˜j,l}l∈Z are the coefficients of the trigonometric polynomial H˜j and ∆Mx is the
M-th order difference of the sequence x. In other words, the use of a wavelet and a scaling
function satisfying (W-4) and (W-3) implicitly perform a M-th order differentiation of the
time-series. Therefore, we may work with a K-th order integrated processes X without
specific preprocessing, provided that M ≥ K. This is in sharp contrast with Fourier
methods, where the time series must be explicitly differentiated at least K times and a
data taper must be applied on the differenced series to avoid frequency-domain leakage
(see, for instance, Hurvich et al. (2002)).
4. Spectral Density of the Wavelet Coefficients
Because the wavelet coefficients at a given scale are obtained by applying time-invariant
linear filters, computing the covariance of the wavelet coefficients of K-th order stationary
processes is an easy exercise. The following proposition provides an integral expression for
the covariance between two wavelet coefficients on possibly different scales, expressed in
terms of the transfer function Hj of the wavelet filters and the generalized spectral density
of the process X . This proposition extends Theorem 2 in Masry (1993) on the spectral
measure of the DWT coefficients of increment stationary continuous-time processes to the
discrete-time setting and Lemma 1 in Craigmile and Percival (2005) to functions ψ and φ
that do not necessarily define a multiresolution analysis.
Proposition 1. Let X be a K-th order integrated process with generalized spectral density
f . Assume (W-1)-(W-4) with M ≥ K. Then, for all j, j′ ≥ 0 and k, k′ ∈ Z,
Cov(WXj,k,W
X
j′,k′) =
∫ π
−π
eiλ(k2
j−k′2j
′
) f(λ)Hj(λ)Hj′(λ) dλ, (18)
where the wavelet coefficient WXj,k is defined in (10).
The proof follows from elementary results on time-invariant linear filtering of covariance
stationary processes, using (16), (17), applied to ∆MX , which is covariance stationary
with spectral density |1− eiλ|2Mf(λ).
By (17), for a given scale j, the process {WXj,k}k∈Z is covariance stationary. The situ-
ation is more complicated when considering two different scales j 6= j′, because the two-
dimensional sequence {[WXj,k, WXj′,k]T}k∈Z, with T denoting the transpose, is not stationary
for j 6= j′. This is a consequence of the pyramidal wavelet scheme, where at scale j, the
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wavelet coefficients are downsampled by a factor 2j which depends on j since ψj,k in (8)
can be expressed as
ψj,k(t) = 2
−j/2ψ(2−j(t− 2jk)) .
Thus, to obtain a stationary sequence, one should consider the process {[WXj,k, WXj′,2j−j′k]T}k∈Z
for j > j′, which involves a downsampled subsequence of the coefficients at the finer scale
j′. One can also consider the process {[WXj,k, WXj′,2j−j′k+v]T}k∈Z for j > j′, which includes
a translation of the location index of the second component by v. It turns out that the
most convenient is to merge the processes corresponding to v = 0, . . . , 2j−j
′ − 1 and hence
to consider the between-scale process
{[WXj,k, WXj,k(j − j′)T ]T}k∈Z , (19)
where for any u = 0, 1, . . . , j,
WXj,k(u)
def
=
[
WXj−u,2uk, W
X
j−u,2uk+1, . . . ,W
X
j−u,2uk+2u−1
]T
(20)
is a 2u-dimensional vector of wavelet coefficients at scale j′ = j − u. The vector WXj,k(u)
involves all possible translations of the position index 2uk by v = 0, 1, . . . , 2u − 1. The
index u in (20) denotes the scale difference j − j′ ≥ 0 between the finest scale j′ and the
coarsest scale j. Observe that WXj,k(0) (u = 0) is the scalar W
X
j,k.
One should view the between-scale process (19) as a pair made up of the scalar process
{WXj,k}k∈Z and the vector process {WXj,k(j − j′)}k∈Z. We shall now express their cross
spectral density in terms of the generalized spectral density of X and the transfer function
of the wavelet filters folded on the interval [−π, π]. By setting j′ = j or equivalently u = 0
we obtain the spectral density of the “within scale” process {WXj,k}k∈Z.
Corollary 2. Define for all 0 ≤ u ≤ j and λ ∈ (−π, π),
Dj,u(λ; f, φ, ψ)
def
=
2j−1∑
l=0
eu(λ+ 2lπ) f(2
−j(λ+ 2lπ)) 2−j/2Hj(2
−j(λ+ 2lπ)) 2−(j−u)/2Hj−u(2−j(λ+ 2lπ)) , (21)
where for all ξ ∈ R,
eu(ξ)
def
= 2−u/2 [1, e−i2
−uξ, . . . , e−i(2
u−1)2−uξ]T .
Then
Covf (W
X
j,k,W
X
j,k′(u)) =
∫ π
−π
eiλ(k−k
′)Dj,u(λ; f, φ, ψ) dλ .
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In other words,
• for all j ≥ 0, the within-scale process {WXj,k}k∈Z is covariance stationary with spec-
tral density Dj,0(·; f, φ, ψ),
• for all j ≥ u > 0, the between-scale process {[WXj,k, WXj,k(u)T ]T}k∈Z is covariance
stationary with cross spectral density Dj,u(·; f, φ, ψ).
Note that Dj,u is a 2
u-dimensional vector and, in particular, Dj,0 is a scalar. The 2
u-
dimensional vector eu(ξ) has Euclidean norm |eu(ξ)| = 1.
Proof. Let j ≥ u ≥ 0. By (18), we have, for all k, k′ ∈ Z and v = 0, . . . , 2u − 1,
Covf (W
X
j,k,W
X
j−u,k′2u+v) =
∫ 2π
0
eiλ(k2
j−(k′2u+v)2j−u) f(λ)Hj(λ)Hj−u(λ) dλ.
The exponential can be factorized as ei2
jλ(k−k′) e−iv2
−u2jλ. Hence
Covf (W
X
j,k,W
X
j,k′(u)) =
∫ 2π
0
eiλ2
j(k−k′) eu(2
jλ) f(λ)Hj(λ)2
u/2Hj−u(λ) dλ
=
∫ 2j+1π
0
eiλ(k−k
′) eu(λ) f(2
−jλ) 2−j/2Hj(2
−jλ) 2−(j−u)/2Hj−u(2−jλ) dλ.
The result is obtained by folding and shifting the previous integral as follows, setting
g(λ) = eu(λ) f(2
−jλ) 2−j/2Hj(2
−jλ) 2−(j−u)/2Hj−u(2−jλ),
∫ 2j+1π
0
eiλ(k−k
′) g(λ) dλ =
2j−1∑
l=0
∫ 2(l+1)π
2lπ
eiλ(k−k
′) g(λ) dλ
=
2j−1∑
l=0
∫ 2π
0
eiλ(k−k
′) g(λ+ 2lπ) dλ =
∫ 2π
0
eiλ(k−k
′)
2j−1∑
l=0
g(λ+ 2lπ)
 dλ .
The function in parentheses is (2π)-periodic because
∑2j−1
l=0 g(λ+2(l+1)π) =
∑2j−1
l=1 g(λ+
2lπ) + g(λ + 2j(2π)) =
∑2j−1
l=0 g(λ + 2lπ) since g is 2
j(2π)-periodic. Hence
∫ 2π
0
can be
replaced by
∫ π
−π
, which gives the result. 
We now apply the preceding results to the class of processes with memory parameter
d ∈ R (see (1)). To obtain error bounds on the variance and the spectral density of the
wavelet coefficients, some additional assumptions are required on the smoothness of f ∗ at
zero frequency.
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Definition 1. For 0 < β ≤ 2 and L > 0, define the function class H(β, L) as the set of
even non-negative functions g on [−π, π] such that, for all λ ∈ [−π, π],
|g(λ)− g(0)| ≤ Lg(0) |λ|β . (22)
This type of assumption is typical in the semi-parametric estimation setting (see for
instance Robinson (1995) and Moulines and Soulier (2002)). The larger the value of β, the
smoother the function at the origin. For g even – as assumed – and infinitely differentiable,
g′(0) = 0 and hence, by a Taylor expansion, (22) holds with β = 2.
Since, for instance, f ∗ARMA in (3) is infinitely differentiable, it belongs to H(2, L) for some
L. As for FBM and FGN, consider f ∗FBM in (5). The first term in the RHS is 1 + O(λ
2)
and the second is O(|λ|2H+1). Hence, for some positive constant L, |f ∗FBM(λ)− f ∗FBM(0)| ≤
Lf ∗FBM(0) |λ|(2H+1)∧2, where a ∧ b = min(a, b); hence
f ∗FBM ∈ H((2H + 1) ∧ 2, L) . (23)
The expressions of the within- and between-scale wavelet coefficient spectral densities
Dj,u(·; f, φ, ψ) given in Corollary 2 depend both on d and on the function f ∗ and will
therefore be denoted by Dj,u(·; d, f ∗, φ, ψ) in the sequel. We are going to show, however,
that these quantities may be approximated by quantities which depend only on the memory
parameter d and f ∗(0). Let X have a generalized spectral density f(λ) = |1− eiλ|−2df ∗(λ)
and define
σ2j (d, f
∗)
def
= Var[WXj,0] =
∫ π
−π
|1− e−iλ|−2df ∗(λ)|Hj(λ)|2dλ , (24)
the variance of the wavelet coefficient of the process X at scale j.
Theorem 3. LetM ≥ 1 be an integer and α, L, β be constants such that α > 1, 0 < L <∞
and β ∈ (0, 2]. Assume that (W-1)-(W-4) hold with M and α.
(a) Let dmin and dmax be two constants such that
[dmin, dmax] ⊂ ((1 + β)/2− α,M + 1/2) . (25)
Then, there exists a constant C > 0 (only depending on the constants β, dmin, dmax
and the functions φ and ψ) such that, for all j ≥ 0, d ∈ [dmin, dmax] and f ∗ ∈ H(β, L),
∣∣σ2j (d, f ∗)− f ∗(0)K(d, ψ) 22jd∣∣ ≤ C f ∗(0)L 2(2d−β)j (26)
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where K(d, ψ) is given by
K(d, ψ)
def
=
∫ ∞
−∞
|ξ|−2d |ψ̂(ξ)|2 dξ . (27)
(b) Let dmin and dmax be two constants such that
[dmin, dmax] ⊂ ((1 + β)/2− α,M ] . (28)
Then, for all u ≥ 0, there exists C > 0 (only depending on u and on the constants
β, dmin, dmax and the functions φ and ψ) such that, for all λ ∈ (−π, π), j ≥ u,
d ∈ [dmin, dmax] and f ∗ ∈ H(β, L),∣∣Dj,u(λ; d, f ∗, φ, ψ)− f ∗(0)D∞,u(λ; d, ψ) 22jd∣∣ ≤ C f ∗(0)L 2(2d−β)j (29)
where | · | denotes the Euclidean norm in any dimension and, for all u ≥ 0,
D∞,u(λ; d, ψ)
def
=
∑
l∈Z
|λ+ 2lπ|−2d eu(λ+ 2lπ) ψ̂(λ+ 2lπ)ψ̂(2−u(λ+ 2lπ)). (30)
The function (λ, d) 7→ D∞,u(λ; d, ψ) is (2π)-periodic in λ and jointly continuous on
R× [dmin, dmax]. When u = 0, D∞,0 is a scalar and∫ π
−π
D∞,0(λ; d, ψ) dλ = K(d, ψ) 6= 0 . (31)
The proof, based on approximating the wavelet filter transfer function, can be found in
Section 6. In order to shed light on Theorem 3, we conclude this section with a number of
remarks.
Remark 2. Theorem 3 states that f ∗(0)K(d, ψ) 22jd is a good approximation for Var[WXj,0]
and that for any u ≥ 0, f ∗(0)D∞,u(λ; d, ψ)22jd is a good L∞(−π, π) approximation to the
spectral density Dj,u(λ; d, f
∗, φ, ψ).
Remark 3. Relation (29) with u = 0 implies (26) since
∣∣∣∫ π−π g1(λ)dλ− ∫ π−π g2(λ)dλ∣∣∣ ≤
2π‖g1 − g2‖∞. Observe, however, that (26) is valid under Condition (25), which is weaker
than (28).
Remark 4. Under Condition (28), for all p > 0,
‖D∞,d(·; d, ψ)‖p def=
(∫ π
−π
|D∞,d(λ; d, ψ)|p dλ
)1/p
(32)
is positive, finite and continuous in d ∈ [dmin, dmax]. This follows from joint continuity
and (31).
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Remark 5. The spectral density f ∗(0)D∞,u(λ; d, ψ) 2
2jd, λ ∈ (−π, π), is in fact the spectral
density of the wavelet coefficient of the generalized fractional Brownian motion B(d), where
d ∈ R. The process B(d) is parameterized by a family Θ(d) of smooth “test” functions θ(t),
t ∈ R and is defined as follows: {B(d)(θ), θ ∈ Θ(d)} is a mean zero Gaussian process with
covariance
Cov
(
B(d)(θ1), B(d)(θ2)
)
=
∫
R
|λ|−2d θ̂1(λ) θ̂2(λ) dλ . (33)
The finiteness of the integral
∫
R
|λ|−2d |θ̂(λ)|2 dλ provides a constraint on the family Θ(d).
For instance, when d > 1/2, this condition requires that θ̂(λ) decays sufficiently quickly at
the origin and, when d < 0, it requires that θ̂(λ) decreases sufficiently rapidly at infinity.
Hence θ can be a wavelet ψ if d ∈ (1/2 − α,M + 1/2), which corresponds to (25) with
β = 0. The discrete wavelet transform of B(d) is defined as
W
(d)
j,k
def
= B(d)(ψj,k), j ∈ Z, k ∈ Z . (34)
The spectral density f ∗(0)D∞,u(λ; d, ψ)2
2jd in (29) which serves as an approximation to
Dj,u(λ; d, f
∗, φ, ψ) is in fact, up to the multiplicative constant f ∗(0), the cross spectral den-
sity between the wavelet coefficients W
(d)
j,k and the vector of wavelet coefficientsW
(d)
j,k(u)
def
=[
W
(d)
j−u,2uk, . . . ,W
(d)
j−u,2uk+2u−1
]
. Indeed, using (33), (34) and ψ̂j,k(λ) = 2
j/2ψ̂(2jλ)e−ikλ2
j
,
one has
Cov
(
W
(d)
j,k , W
(d)
j,k′(u)
)
= 2j
∫
R
|λ|−2d eu(−2jλ) ψ̂(2jλ)ψ̂(2j−uλ) eiλ2j(k′−k) dλ
= 22dj
∫ π
−π
D∞,u(λ; d, ψ) e
iλ(k−k′) dλ , (35)
where the last equality is obtained by the change of variable −2jλ→ λ and by folding the
integral on (−π, π).
The within- and between-scale spectral densitiesDj,u(λ; d, f
∗, φ, ψ) of the process X with
memory parameter d may thus be approximated by the DWT of the generalized FBM B(d)
(viewed as a generalized process), with an L∞ error bounded by the RHS in (29).
Remark 6. When d belongs to (1/2, 3/2), B(d) is related to BH(t), t ∈ R, by setting
H = d− 1/2 ∈ (0, 1) and, up to a multiplicative constant,
B(d)(θ) =
∫
R
BH(t) θ(t) dt ,
14 E. MOULINES, F. ROUEFF, AND M.S. TAQQU
where the equality holds in the sense of finite-dimensional distributions and hence {W (d)j,k , j, k ∈
Z} has same distribution as {∫∞
−∞
BH(s)ψj,k(s) ds, j, k ∈ Z}. It follows from the previous
remark that, for such d and H , the spectral density of the wavelet coefficients of X can be
approximated by that of continuous-time fractional Brownian motion.
Remark 7. Once normalized by 22jd, which is the order of the variance of the wavelet
coefficients at scale j (see (26)), the difference of the spectral densities in (29) is bounded
by a constant times 2−βj , a factor which tends to zero exponentially fast as j → ∞. The
rate of the decrease is determined by the smoothness exponent β of f ∗.
Remark 8. If d = 0 and {ψj,k, k ∈ Z, j ∈ Z} is an orthonormal system, then (33) and (34)
imply
Cov(W
(0)
j,k ,W
(0)
j′,k′) =
∫
R
ψ̂j,k(λ) ψ̂j′,k′(λ) dλ = 2π
∫
R
ψj,k(t)ψj′,k′(t) dt
which vanishes if j 6= j′ or k 6= k′. Hence, when the memory parameter d = 0 and the
wavelets are orthonormal, the wavelet coefficients {WXj,k, k ∈ Z} are then asymptotically
uncorrelated as j →∞ and their asymptotic variance is 2π. Using (35), the corresponding
cross spectral density is given by
D∞,u(λ; 0, ψ) = 0 if u > 0 and D∞,0(λ; 0, ψ) = 1, λ ∈ (−π, π) . (36)
Remark 9. To understand the presence of the asymptotic form f ∗(0)22jdD∞,u(λ; d, ψ)
in (29), start with Dj,u(λ; f, φ, ψ) in (21), use the 2
j(2π)-periodicity to replace
∑2j−1
l=0
by
∑2j−1
l=−2j−1+1, and as j → ∞, approximate f by the spectral density f ∗(0)|λ|−2d of√
f ∗(0)B(d), Hj(λ) by its asymptotic approximation 2
j/2φ̂(λ)ψ̂(2jλ) in (76) and Hj−u(λ)
by 2(j−u)/2φ̂(λ)ψ̂(2j−uλ), approximate φ̂(2−j(λ + 2lπ)) by φ̂(0) = 1 and approximate∑2j−1
l=−2j−1+1 by
∑∞
l=−∞.
Remark 10. Let us examine how Theorem 3 applies when X(k) = BH(k), k ∈ Z, that is,
X is a discrete-time version of FBM with Hurst index H ∈ (0, 1). From (4), (5) and (23),
we have d = H + 1/2 ∈ (1/2, 3/2) and f ∗ ∈ H((2H + 1) ∧ 2, L) for some constant L. The
condition on M is then M > H in case (a) and M ≥ H + 1/2 in case (b). The condition
on α is α > β/2−H = (1−H) ∧ 1/2 in both cases, which is satisfied because α > 1 and
H ∈ (0, 1). Theorem 3 can therefore be applied irrespectively of the value of H when ψ is
a Daubechies wavelet with at least M = 2 vanishing moments.
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Remark 11. In case of FGN, d = H − 1/2 ∈ (−1/2, 1/2) and hence, compared to the
previous case, M decreases by 1 and α increases by 1. Thus the conditions are M > H−1
in case (a) andM ≥ H−1/2 in case (b), that isM = 1 works in either case. The condition
on α becomes α > (2 −H) ∧ 3/2, that is α > 3/2 will work for all H ∈ (0, 1). Since the
Daubechies wavelet withM = 2 has an α = 1.3390 (as given by Formula (7.1.23), Page 225
in Daubechies (1992)2), the condition on α is satisfied only for H > 0.67. How should one
proceed in a situation where H ∈ (0, 1) is unknown? There are three alternatives: 1)
Use M ≥ 3 since the condition is satisfied for the Daubechies wavelet with M ≥ 3 (for
which α > 1.63). 2) Sum the FGN to get a discrete-time version of FBM as above and use
M ≥ 2. 3) Use M = 2 and apply Theorem 3 with a smoothness index β ′ < β instead of β,
worsening the bound in (29).
Remark 12. When d < 0, it is not M but α which should influence the choice of the
wavelet. The more negative the value of d, the higher the required value of α. Recall that
a high value of α corresponds to a fast decrease of ψ̂(ξ) as |ξ| → ∞.
5. Analysis of the memory parameter estimator based on the regression
of the wavelet variance
In this section, we consider a Gaussian process X with memory parameter d and gen-
eralized spectral density f(λ) = |1 − e−iλ|−2df ∗(λ). Then, for any K > (d − 1/2), the
distribution of the K-th order increment process ∆KX only depends on d and f ∗. We
apply Theorem 3 to study the wavelet estimator of the memory parameter d, based on
the regression of the scale spectrum σ2j (d, f
∗) with respect to the scale index j. This is
reasonable because, for large scale j, log σ2j (d, f
∗) is approximately an affine function of j
with slope (2 log 2) d (see (26) in Theorem 3). Given n observations X1, . . . , Xn, σ
2
j (d, f
∗)
can be estimated by the empirical variance
σ̂2j
def
= n−1j
nj−1∑
k=0
(
WXj,k
)2
, (37)
where for any j, nj denotes the number of available wavelet coefficients at scale index j,
namely, from (12),
nj = [2
−j(n− T+ 1)− T+ 1] , (38)
2The α in the table on Page 226 is our α minus 1.
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where n is the size of the time series and [x] denotes the integer part of x. An estimator
of the memory parameter d is then obtained by regressing the logarithm of the empirical
variance log(σ̂2i ) for a finite number of scale indices j ∈ {J0, . . . , J0 + ℓ} where J0 is the
lower scale and 1+ ℓ ≥ 2 is the number of scales in the regression. For a sample size equal
to n, this estimator is well defined for J0 and ℓ such that ℓ ≥ 1 and J0 + ℓ ≤ J(n) where
J(n)
def
= [log2(n− T + 1)− log2(T)] (39)
is the maximal index j such that nj ≥ 1. The regression estimator can be expressed
formally as
d̂n(J0,w)
def
=
J0+ℓ∑
j=J0
wj−J0 log
(
σ̂2j
)
, (40)
where the vector w
def
= [w0, . . . , wℓ]
T satisfies
ℓ∑
i=0
wi = 0 and 2 log(2)
ℓ∑
i=0
iwi = 1 . (41)
One may choose, for example, w corresponding to the weighted least-squares regression
vector, defined by
w = DB(BTDB)−1b ,
where B
def
=
[
1 1 . . . 1
0 1 . . . ℓ
]T
is the so-called design matrix, D is a definite positive matrix
and
b
def
= [0 (2 log(2))−1]T . (42)
Ordinary least square regression corresponds to the case where D is the identity matrix.
We now compute a bound of the mean square error and an asymptotic equivalent of the
variance of d̂n(J0,w) in the usual semi-parametric framework adopted by Robinson and his
co-authors for studying Fourier estimators. For the wavelet estimator defined above, these
quantities depend primarily on n and on the scale index J0, while in the Fourier case, the
bounds are generally expressed as functions of n and a bandwidth parameter m, equal to
the number of discrete Fourier frequencies used. To ease comparison, we will express our
results with respect to n and m, where m is the number of wavelet coefficients appearing
in d̂n(J0,w), namely,
m
def
=
J0+ℓ∑
j=J0
nj .
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Since
∑J0+ℓ
j=J0
2−j = 2−J0(2−2−ℓ), one gets immediately from (38) that |m−n2−J0(2−2−ℓ)| ≤
2(ℓ + 1)(T − 1). Thus m → ∞ is equivalent to having n2−J0 → ∞, and, when these
conditions hold, we have
m(n) ∼ n2−J0(n)(2− 2−ℓ) . (43)
The next result provides a bound to the bias E
[
d̂n(J0,w)
]
− d and to the variance
Var
[
d̂n(J0,w)
]
.
Theorem 4. Assume that (W-1)-(W-4) hold with M ≥ 1, α > 1 and that X is Gaussian.
Let w be a vector satisfying (41) for some ℓ ≥ 1. Let dmin, dmax be two scalars such that
dmin < dmax and [dmin, dmax] ⊂ ((1 + β)/2 − α,M ], where β ∈ (0, 2]. Then, there exists
a finite constant C (depending only on w, β, L, dmin, dmax, φ and ψ) such that for all
J0 ∈ {0, . . . , J(n)− ℓ}, d ∈ [dmin, dmax], and f ∗ ∈ H(β, L) with f ∗(0) > 0∣∣∣E [d̂n(J0,w)]− d∣∣∣ ≤ C {(m
n
)β
+m−1
}
, (44)
Var
[
d̂n(J0,w)
]
≤ C
{
m−1 + 1
(m
n
≥ C−1
)}
. (45)
Remark 13. While the bias term bound contains (m/n)β , the variance bound has an indi-
cator function which is zero for sufficiently small values of m/n, hence is o((m/n)2β). This
indicator function cannot be dispensed with. Indeed if we start our estimation at the finest
scale J0 = 0, corresponding roughly to m = n, all we can say is that Var(d̂n) ≤ C. If,
however, we start our estimation at a coarse enough scale J0, corresponding to m/n < C
−1,
then Var(d̂n) is bounded by Cm
−1, which tends to zero as m→∞.
By combining (44) and (45) it is possible to obtain a bound on the mean square error of
d̂n(J0,w). More precisely, there exists a constant C (depending only on M , α, β, L, dmin
and dmax) such that, for any f
∗ ∈ H(β, L), d ∈ [dmin, dmax] and J0 ∈ {0, . . . , J(n)− ℓ},
E
[{
d̂n(J0,w)− d
}2]
≤ C
{(m
n
)2β
+m−1
}
. (46)
This shows in particular that, for any non-decreasing sequence {J0(n), n ≥ 0} such that
m−1 + m/n → 0, d̂n(w) def= d̂n(J0(n),w) is a consistent estimator of d. If the regularity
exponent β is known, it is possible to choose J0(n) to balance these two terms, that is, set
(m/n)2β ≍ m−1 or equivalently 2J0(n) ≍ n1/(1+2β) as n→ ∞. If we choose J0(n) in such a
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way, (43) and (46) imply
lim sup
n→∞
sup
d∈[dmin,dmax]
sup
f∗∈H(β,L)
n2β/(1+2β)E
[{
d̂n(w)− d
}2]
<∞ .
As shown in Giraitis et al. (1997), n−2β/(1+2β) is the minimax rate of convergence for the
memory parameter d in this semi-parametric setting. Therefore,
Corollary 5. The wavelet estimator is rate optimal in the minimax sense.
We shall now obtain the asymptotic behavior of Var
[
d̂n(w)
]
as n→∞.
Theorem 6. Assume that (W-1)-(W-4) hold with M ≥ 1, α > 1 and that X is Gaussian.
Let w be a vector satisfying (41) for some ℓ ≥ 1. Let {J0(n), n ∈ N} be a sequence such that
m→∞ as n→∞. For any f ∗ ∈ H(β, L), where β ∈ (0, 2], and d ∈ ((1 + β)/2− α,M ],
lim
n→∞
mVar
[
d̂n(w)
]
= (2− 2−ℓ)wTV(d, ψ)w , (47)
where V(d, ψ) is the (1 + ℓ)× (1 + ℓ) matrix defined as
Vi,j(d, ψ)
def
=
4π22d|i−j|2i∧j
K(d, ψ)2
∫ π
−π
∣∣D∞,|i−j|(λ; d, ψ)∣∣2 dλ 0 ≤ i, j ≤ ℓ . (48)
Remark 14. The asymptotic expression of the variance (47) is a quadratic form ofw defined
by the matrix V(d, ψ), which depends only on d and ψ (see (48)). The standard theory of
linear regression shows that, for any ℓ ≥ 1, the optimal regression vector of length ℓ+ 1 is
wopt(d, ψ)
def
= V−1(d, ψ)B(BTV−1(d, ψ)B)−1b
and the associated limiting variance is (2 − 2−ℓ)bT (BTV−1(d, ψ)B)−1b. This optimal
regression vector cannot be used directly since it depends on d which is unknown, but one
may apply a two-step procedure using a preliminary estimate of d as in Bardet (2002) in
a similar context.
Remark 15. When computing confidence intervals in practice, one sometimes uses asymp-
totic variances in (47) withV−1(0, ψ) instead ofV−1(d, ψ), see e.g. Abry and Veitch (1998).
The expression V−1(0, ψ) can be easily obtained if the wavelets are orthonormal. In this
case, by (36) and (48), for i 6= j, Vi,j(0) = 0 and Vj,j(0) = 8π2 2j/K(0)2 = 2j+1 since
by (27), K(0) =
∫
R
|ψ̂(ξ)|2 dξ = 2π ∫
R
|ψ(t)|2 dt = 2π. Then (47) becomes
lim
n→∞
mVar
[
d̂n(w)
]
= (2− 2−ℓ) 2
ℓ∑
j=0
w2j 2
j .
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One can reformulate this in terms of nJ0 ∼ n2−J0 instead of m. In view of (38) and (43),
one gets the following simple expression of the asymptotic variance when d = 0:
lim
n→∞
nJ0(n)Var
[
d̂n(w)
]
= 2
ℓ∑
j=0
w2j 2
j .
If we choose m(n) (or J0(n)) such that the bias in (44) is asymptotically negligible, then
we can obtain the asymptotic behavior of the mean square error E
(
d̂n(w)− d
)2
. In view
of (44) and (47), we need m→∞ and {(m/n)β +m−1}2 << m−1, or equivalently
n2−J0(n)(1+2β) + n−12J0(n) → 0, n→∞ . (49)
Corollary 7. If (49) holds, then for f ∗ ∈ H(β, L) and d ∈ ((1 + β)/2− α,M ],
lim
n→∞
n2−J0(n)E
(
d̂n(w)− d
)2
= wTV(d, ψ)w .
This result of course hints at the existence of a central limit theorem for the estimator
d̂n(w). Such a result can be obtained by using a central limit theorem for quadratic forms
of Gaussian variables which is established in a companion paper Moulines, Roueff and
Taqqu (2005).
6. Proof of Theorem 3
From now on, we denote by C constants possibly depending on u, dmin, dmax, β, φ and
ψ, which may change from line to line and we omit the dependence on φ and ψ in the
notations. We assume, without loss of generality that f ∗(0) = 1.
Proof of (a). In the expression (24) of σ2j (d, f
∗), j ≥ 0, we will approximate |Hj(λ)|2
using (79). Thus define
Aj
def
= 2j
∫ π
−π
|1− e−iλ|−2d f ∗(λ) |φ̂(λ)ψ̂(2jλ)|2 dλ and Rj def= σ2j (d, f ∗)−Aj .
By (79), we have
|Rj | ≤ C 2j(1+M−α)
∫ π
−π
|1− e−iλ|−2d f ∗(λ) |λ|2M (1 + 2j |λ|)−α−M dλ . (50)
We consider Aj and Rj separately starting with Aj.
Express Aj as
Aj = 2
j
∫ π
−π
g(λ)|λ|−2d |ψ̂(2jλ)|2 dλ , (51)
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where
g(λ)
def
= f ∗(λ)|φ̂(λ)|2 ∣∣λ/(1− eiλ)∣∣2d , λ ∈ (−π, π) . (52)
Since φ̂ is infinitely differentiable by (W-1), λ 7→ |φ̂(λ)|2 ∣∣λ/(1− eiλ)∣∣2d is infinitely differ-
entiable on [−π, π]. Because f ∗ ∈ H(β, L) and f ∗(0) = 1, there exists a constant C such
that for all λ ∈ (−π, π),
|g(λ)− g(0)| ≤ C L |λ|β , (53)
where g(0) = 1 because φ̂(0) = 1 by Condition (W-1). Moreover, Aj is finite by (6) since
g is bounded and M > d − 1/2. We shall now replace the function g(λ) by the constant
g(0) = 1 and extend the interval of integration from [−π, π] to the whole real line in (51).
Eqs. (51) and (53) imply∣∣∣∣Aj − 2j ∫ π
−π
g(0) |λ|−2d |ψ̂(2jλ)|2 dλ
∣∣∣∣ ≤ C L 2j ∫ π
−π
|λ|β−2d |ψ̂(2jλ)|2 dλ .
First observe that, after a change of variable,
2j
∫ π
−π
|λ|β−2d |ψ̂(2jλ)|2 dλ ≤ 2j(2d−β)
∫ ∞
−∞
{|λ|β−2dmin ∨ |λ|β−2dmax} |ψ̂(λ)|2 dλ
In the RHS of this inequality, using the behavior of |ψ̂(λ)| at infinity and at the origin
implied by (W-2) and (W-3) respectively, and because dmax < M + 1/2 and dmin > (1 +
β)/2 − α, the integral is a finite constant. We further observe that, by (W-2), since
dmin > 1/2− α, we may write
2j
∫
|λ|>π
|λ|−2d |ψ̂(2jλ)|2 dλ ≤ C 2j(1−2α)
∫
|λ|>π
|λ|−2(α+dmin) dλ
which is integrable. Since, by (25), 1− 2α < 2d− β, there exists a constant C such that∣∣Aj − K(d) 22jd∣∣ ≤ C L 2(2d−β)j , (54)
where K(d) is given by (27).
We now compute a bound for Rj using (50). Note that there exists a constant C such
that, for all λ ∈ (−π, π),
f(λ) = f ∗(λ)
∣∣∣∣ λ1− eiλ
∣∣∣∣2d |λ|−2d ≤ C L|λ|−2d. (55)
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Plugging this into (50) and then separating λ < 1 and λ ≥ 1, we obtain
Rj ≤ CL22jd2−j(M+α)
∫ 2jπ
0
{
λ2(M−dmin) ∨ λ2(M−dmax)} (1 + λ)−α−M dλ
≤ CL2j(2d−β)2−j(M+α−β)
{∫ 1
0
λ2(M−dmax)dλ+
∫ 2jπ
1
λM−2dmin−αdλ
}
.
Since 2(M − dmax) > −1, the first integral is a finite constant. Depending on whether
M − 2dmin − α is less than, equal to or larger than −1 the second integral is bounded
by a finite constant, log π + j log 2 or C2j(1+M−2dmin−α). In the two first cases, we simply
observe that M ≥ 1, α > 1 and β ≤ 2 imply M + α − β > 0, and in the last case that
−(M + α− β) + 1+M − 2dmin− α = 1− 2dmin− 2α+ β ≤ 0 by (25) so that, in all cases,
Rj ≤ C L 2(2d−β)j . This condition, with (54), implies
|σ2j (d, f ∗)−K(d)22jd| = |Aj +Rj −K(d)22jd| ≤ C L 2(2d−β)j
which proves (26).
Proof of (b). For ease of notation, we only consider the case u = 0 so that eu(ξ) = 1.
It is also enough to suppose j ≥ 1. In (21), the summands are 2j(2π)-periodic; hence,
omitting the summands,
∑2j−1
l=0 =
∑2j−1−1
l=0 +
∑2j−1
j=2j−1 =
∑2j−1−1
l=0 +
∑−1
l=−2j−1 =
∑2j−1−1
l=−2j−1 .
Note that, for l ∈ {−2j−1, . . . , 2j−1 − 1} and λ ∈ (0, π), we have 2−j(λ + 2lπ) ∈ (−π, π)
so that (79) applies. Hence, Dj,0(λ; d, f
∗) in (21) is expressed as the sum of two functions
Aj(λ) +Rj(λ), defined for all λ ∈ (0, π) by
Aj(λ)
def
=
2j−1−1∑
l=−2j−1
|2−j(λ+ 2lπ)|−2d g(2−j(λ+ 2lπ)) |ψ̂(λ+ 2lπ)|2 (56)
where g is defined in (52) and where by (79),
Rj(λ) ≤ C L 2j(2d−M−α)
2j−1∑
l=−2j−1
|λ+ 2lπ|2(M−d) (1 + |λ+ 2lπ|)−α−M . (57)
From (53), we get, for all λ ∈ (0, π),∣∣∣∣∣∣Aj(λ)− 22dj g(0)
2j−1−1∑
l=−2j−1
|λ+ 2lπ|−2d |ψ̂(λ+ 2lπ)|2
∣∣∣∣∣∣ ≤ C L 2(2d−β)j Bj(λ), (58)
22 E. MOULINES, F. ROUEFF, AND M.S. TAQQU
where, by (6) and (W-2), for all λ ∈ (0, π),
Bj(λ)
def
=
2j−1−1∑
l=−2j−1
|λ+ 2lπ|β−2d |ψ̂(λ+ 2lπ)|2
≤ C
(
|λ|β+2(M−d) + 2
∑
l≥1
|λ+ 2lπ|β−2d−2α
)
≤ C
(
1 + 2
∑
l≥1
(2l − 1)β−2dmin−2α
)
<∞ (59)
since |λ+ 2lπ| ≥ π(2l − 1), β > 0 and, by (28), one has M ≥ d and β − 2dmin − 2α < −1.
By the same arguments, for all λ ∈ (0, π),∑
|l|≥2j−1−1
|λ+ 2lπ|−2d |ψ̂(λ+ 2lπ)|2 ≤ C2j(1−2(dmin+α))
is bounded since the exponent is negative. Eqs. (30) with u = 0, (58), g(0) = 1 and the
above inequalities yield that, for all λ ∈ (0, π),∣∣Aj(λ)− D∞,0(λ; d) 22dj∣∣ ≤ C L 2(2d−β)j .
We now turn to bounding Rj(λ) using (57). For all λ ∈ (0, π), using |λ−2lπ| ≥ π(2l−1)
and (28),
Rj(λ) ≤ C L 2j(2d−β)2−j(M+α−β)
1 + 2j∑
l=1
l−2dmin+M−α

which can be bounded as in the proof of (a), by considering the cases M − 2dmin−α <, =
or > −1.
The joint continuity of (λ, d) 7→ D∞,0(λ; d, ψ) on R × [dmin, dmax] follows from (59) and
dominated convergence.
7. Proofs of Theorem 4 and Theorem 6
From now on, we denote by Jmin, nmin, C and C
′ some positive constants whose values
may change upon each occurrence and which depend at most on w, β, L, dmin, dmax, φ,
and ψ. We will repeatedly use that, by (38), (39) and (43), for J0(n) ∈ {0, . . . , J(n)− ℓ},
nJ0(n) ≍ nJ0(n)+ℓ ≍ n2−J0(n) ≍ m(n), (60)
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where a ≍ b means that there is a constant C ≥ 1 such that a/C ≤ b ≤ C a. Fi-
nally, for any measurable vector-valued function ϕ on [−π,+π] and any p > 0, ‖ϕ‖p =(∫ π
−π
|ϕ(λ)|pdλ
)1/p
.
Proposition 8. Let σ̂2j be defined as in (37) andD∞,u(λ; d, ψ), u ≥ 0, be defined as in (30).
Under the assumptions of Theorem 4, one has, as j →∞ and nj →∞,
2−4dj nj−uCov
(
σ̂2j , σ̂
2
j−u
)→ (f ∗(0))2 4π ‖D∞,u(·; d, ψ)‖22 ,
uniformly on d ∈ [dmin, dmax] and f ∗ ∈ H(β, L).
Proof. We set f ∗(0) = 1 without loss of generality. Using (37) and (20), we write
Cov
[
σ̂2j , σ̂
2
j−u
]
=
1
njnj−u
nj−1∑
k,l=0
2u−1∑
v=0
Cov
[
W 2j,k,W
2
j−u,l2u+v
]
=
2
njnj−u
nj−1∑
k,l=0
|Cov [Wj,k,Wj,l(u)]|2 (61)
=
2
nj−u
∑
τ∈Z
(
1− |τ |
nj
)
+
|Cov [Wj,0,Wj,τ(u)]|2 , (62)
where, in (61), we used the fact that if the scalar X and the vector Y = [Y1 . . . Yp]
T are
jointly Gaussian,
p∑
k=1
Cov
(
X2, Y 2k
)
= 2
p∑
k=1
Cov2(X, Yk) = 2 |Cov(X,Y)|2 .
Using the notation Mn defined in (81), we have(∑
τ∈Z
(
1− |τ |
nj
)
+
|Cov (Wj,0,Wj,τ(u))|2
)1/2
=Mnj (Dj,u(·; d, f ∗)) , (63)
since, by Corollary 2,Dj,u(·; d, f ∗) is the cross-spectral density of the vector [Wj,0, Wj,τ(u)].
Applying Lemma 11–(82), the relation ‖ · ‖2 ≤
√
2π‖ · ‖∞ and Theorem 3–(29), there is a
constant C such that∣∣Mnj (Dj,u(·; d, f ∗))− 22jdMnj (D∞,u(·; d))∣∣ ≤ C 2(2d−β)j . (64)
On the other hand, by Lemma 11–(83), we have, as nj →∞,
|Mnj (D∞,u(·; d))|2 → 2π ‖D∞,u(·; d)‖22 . (65)
24 E. MOULINES, F. ROUEFF, AND M.S. TAQQU
The convergence in (65) holds uniformly on d ∈ [dmin, dmax] because of the joint continuity
of (λ, d) 7→ D∞,u(λ; d) stated in Theorem 3.
The result follows from (62)–(65). 
Proof of Theorem 4. Again, we set f ∗(0) = 1 without loss of generality. The bias E[d̂n(J0,w)]−
d can be decomposed into two terms as follows
J0+ℓ∑
j=J0
wj−J0E
[
log(σ̂2j )
]− d = J0+ℓ∑
j=J0
wj−J0 log
[
σ2j (d, f
∗)
]− d+
J0+ℓ∑
j=J0
wj−J0
{
E
[
log(σ̂2j )
]− log [E[σ̂2j ]]} , (66)
where σ̂2j is the wavelet coefficient empirical variance (37) and E[σ̂
2
j ] = σ
2
j (d, f
∗).
Using (41), the first term on the RHS of (66) may be rewritten as
J0+ℓ∑
j=J0
wj−J0 log
[
σ2j (d, f
∗)
]− d = J0+ℓ∑
j=J0
wj−J0 log
(
1 +
σ2j (d, f
∗)−K(d) 22jd
K(d) 22jd
)
(67)
By Theorem 3-(26) and using that infd∈[dmin,dmax]K(d) > 0, there exists a constant C such
that
|σ2j (d, f ∗)−K(d) 22jd|
K(d) 22jd
≤ C2−βj.
Using that | log(1 + x)| ≤ 2|x| for x ∈ (−1/2,∞), there is a Jmin such that, for j ≥ Jmin,
the logarithm in the RHS of (67) is bounded by C 2−βj, and by (60), for all J0 ≥ Jmin,∣∣∣∣∣
J0+ℓ∑
j=J0
wj−J0 log[σ
2
j (d, f
∗)]− d
∣∣∣∣∣ ≤ C
ℓ∑
j=0
|wj|2−(J0+j)β ≤ C
(m
n
)β
. (68)
This bound is in fact valid for all J0 ≥ 0 because σ2j (d, f ∗) is bounded away from zero and
infinity independently of d and f ∗. Indeed, by (24) and since f ∗ ∈ H(β, L) with f ∗(0) = 1,
there is a small enough ǫ > 0 only depending on dmin, dmax, β and L such that
C
∫ 2ǫ
ǫ
|Hj(λ)|2 dλ ≤
∫ π
−π
|1− e−iλ|−2d(1− L|λ|β)+|Hj(λ)|2 dλ ≤ σ2j (d, f ∗)
≤
∫ π
−π
|1− e−iλ|−2d(1 + L|λ|β)+|Hj(λ)|2 dλ ≤ C ′
∫ π
−π
|λ|−2dmax|Hj(λ)|2 dλ . (69)
Observe that the lower bound in the previous display does not vanish since, as stated in
Remark 1, Hj(λ) is a non-zero trigonometric polynomial for all j ≥ 0 and that the upper
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bound is finite since, by (16), Hj(λ) = O(|λ|M). Hence there is a positive constant C such
that, for all j = {0, . . . , Jmin}, C−1 ≤ σ2j (d, f ∗) ≤ C.
We now consider the second term in the RHS of the display (66). The empirical vari-
ance (37) is a quadratic form in the wavelet coefficients at [Wj,0, . . . ,Wj,nj−1]. By Corol-
lary 2, these have spectral density Dj,0(·; d, f ∗), given in (21). By Lemma 12, the spectral
radius of the covariance matrix Γj(d, f
∗) of the random vector [Wj,0, . . . ,Wj,nj−1] is bounded
by the supremum of the spectral density,
ρ [Γj(d, f
∗)] ≤ 2π ‖Dj,0(·; d, f ∗)‖∞ . (70)
Applying Proposition 13-(84) with A = n−1j Inj and Γ = Γj(d, f
∗) and using (70), we get
∣∣E [log(σ̂2j )]− log [E (σ̂2j ) ]∣∣ ≤ 4π2C (1 ∧ n−1j ‖Dj,0(·; d, f ∗)‖2∞nj Var[σ̂2j ]
)
, (71)
where C is a universal constant. Now, by Theorem 3–(29) and by joint continuity of
D∞,0(λ; d),
2−2dj‖Dj,0(·; d, f ∗)‖∞ ≤ C (1 + ‖D∞,0(·; d)‖∞) ≤ C .
It follows from Proposition 8 that for j ≥ Jmin and nj ≥ nmin,
2−4dj nj Var
(
σ̂2j
) ≥ 2π inf
d∈[dmin,dmax]
‖D∞,0(·; d)‖22
which is positive by Remark 4. The last two displayed equations imply that for j ≥ Jmin
and nj ≥ nmin,
‖Dj,0(·; d, f ∗)‖2∞
nj Var[σ̂
2
j ]
≤ C . (72)
Inserting (72) into (71) and using (60), we get that for J0 ≥ Jmin and nJ0+ℓ ≥ nmin, and
j = J0, . . . , J0 + ℓ,∣∣E [log(σ̂2j )]− log (E [σ̂2j ] )∣∣ ≤ C n−1j ≤ C n−1J0+ℓ ≤ C m−1 ≤ C (m−1 + (m/n)β) . (73)
This last bound holds in fact without the preceding restrictions on J0 and nJ0+ℓ. To see this,
use (71) (with the “bound 1”) and observe that, by (60), J0 ≤ Jmin implies 2−J0 ≥ 2−Jmin,
that is, m/n ≥ C, and nJ0+ℓ ≤ nmin implies m−1 ≥ C. The bounds (68) and (73), inserted
in (66), yield the bound (44) on the bias.
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We now compute the variance of the estimator d̂n(J0,w). By Proposition 13–(86) and
using (70) and (72) as in (71),∣∣∣∣∣Var(d̂n(J0,w))−
J0+ℓ∑
i,j=J0
wi−J0wj−J0
Cov(σ̂2i , σ̂
2
j )
E [σ̂2i ] E
[
σ̂2j
]∣∣∣∣∣
≤
J0+ℓ∑
i,j=J0
|wi−J0wj−J0|
∣∣∣∣∣Cov (log(σ̂2i ), log(σ̂2j ))− Cov(σ̂2i , σ̂2j )E [σ̂2i ]E [σ̂2j ]
∣∣∣∣∣
≤ C
J0+ℓ∑
i,j=J0
|wi−J0wj−J0|
{
n−3i ‖Di,0(·; d, f ∗)‖3∞
Var3/2(σ̂2i )
∨ n
−3
j ‖Dj,0(·; d, f ∗)‖3∞
Var3/2(σ̂2j )
}
≤ Cn−3/2J0+ℓ ≤ Cm−3/2 = o(m−1) . (74)
On the other hand, by Proposition 8 and Theorem 3–(26), we have, for any u ≥ 0, as
j0 →∞ and nj0 →∞,
nj0−u Cov(σ̂
2
j0
, σ̂2j0−u)
E
[
σ̂2j0
]
E
[
σ̂2j0−u
] = nj0−u Cov(σ̂2j0 , σ̂2j0−u)
σ2j0(d, f
∗)σ2j0−u(d, f
∗)
→ 4π ‖D∞,u(·; d)‖
2
2
2−2du (K(d))2
(75)
uniformly in d ∈ [dmin, dmax] and f ∗ ∈ H(β, L). Applying (75) with j0 = i∨j and u = |i−j|
so that j0−u = i∧ j, and since infd∈[dmin,dmax]K(d) > 0, for all J0 ≥ Jmin and nJ0+ℓ ≥ nmin,∣∣∣∣∣
J0+ℓ∑
i,j=J0
wi−J0wj−J0
Cov[σ̂2i , σ̂
2
j ]
σ2i (d, f
∗)σ2j (d, f
∗)
∣∣∣∣∣ ≤ C n−1J0+ℓ ≤ C m−1 .
This bound with (74) yields (45) for J0 ≥ Jmin and nJ0+ℓ ≥ nmin. When J0 ≤ Jmin or
nJ0+ℓ ≤ nmin, the RHS of (45) is larger than a positive constant and it suffices to use that,
by the Minkowski inequality,
Var1/2(d̂n(J0,w)) ≤
J0+ℓ∑
j=J0
|wj−J0|Var1/2
(
log(σ̂2j )
) ≤ C ,
where we applied Proposition 13–(85) and that, by (69), E[σ̂2j ] = σ
2
j (d, f
∗) does not vanish.

Proof of Theorem 6. By (38) and (43), for i, j = J0, . . . , J0 + ℓ,
n−1i∧j ∼ (n2−(i∧j))−1 ∼ m−1(2− 2−l) 2(i−J0)∧(j−J0).
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Hence, by (74) and (75),
lim
m→∞
mVar(d̂n(J0,w)) = (2− 2ℓ)
J0+ℓ∑
i,j=J0
wi−J0wj−J0
4π22d|i−j|
(K(d))2
2(i−J0)∧(j−J0) ‖D∞,|i−j|(·; d)‖22 ,
which gives (47) after a change of variables. 
Appendix A. Approximation of wavelet filter transfer functions
Proposition 9. Under (W-1)-(W-4), there exist positive constants Ci, i = 1, . . . , 4 only
depending on φ and ψ, such that, for all j ≥ 0 and λ ∈ (−π, π),
|Hj(λ)− 2j/2φ̂(λ)ψ̂(2jλ)| ≤ C1 2j(1/2−α) |λ|M , (76)
|φ̂(λ)ψ̂(2jλ)| ≤ C2 |2jλ|M (1 + 2j|λ|)−α−M , (77)
|Hj(λ)| ≤ C3 2j/2 |2jλ|M (1 + 2j|λ|)−α−M , (78)∣∣∣|Hj(λ)|2 − 2j |φ̂(λ)ψ̂(2jλ)|2∣∣∣ ≤ C4 2j(1+M−α) |λ|2M (1 + 2j|λ|)−α−M . (79)
Proof. Under (W-1) and (W-2), we have that, for all t ∈ R, ∑k∈Z φ̂(λ+2kπ) eit(λ+2kπ) is a
2π-periodic function, integrable on (−π, π) and whose l-th Fourier coefficients is∫ π
−π
∑
k∈Z
φ̂(λ+ 2kπ) eit(λ+2kπ) e−iλl dλ =
∫ ∞
−∞
φ̂(λ) eitλ e−iλl dλ = 2π φ(t− l).
It follows that, for all λ and t in R,∑
l∈Z
φ(t− l) eiλl =
∑
k∈Z
φ̂(λ+ 2kπ) eit(λ+2kπ),
which is a form of the Poisson summation formula. Inserting this in (14) gives
Hj(λ) = 2
−j/2
∫ ∞
−∞
(∑
k∈Z
φ̂(λ+ 2kπ) eit(λ+2kπ)
)
ψ(2−jt) dt
= 2−j/2
∑
k∈Z
φ̂(λ+ 2kπ)
∫ ∞
−∞
eit(λ+2kπ)ψ(2−jt) dt
= 2j/2
∑
k∈Z
φ̂(λ+ 2kπ)ψ̂(2j(λ+ 2kπ)).
From this expression of Hj, we get, for all j ≥ 0 and λ ∈ (−π, π),
|Hj(λ)− 2j/2φ̂(λ)ψ̂(2jλ)| = 2j/2
∣∣∣∣∣∣
∑
|k|≥1
φ̂(λ+ 2kπ)ψ̂(2j(λ+ 2kπ))
∣∣∣∣∣∣ . (80)
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Now using successively (7) and (W-2), there is a constant C such that, for all non-zero
integer k and all λ ∈ (−π, π), |φ̂(λ+ 2kπ)| ≤ C|λ|M and
|ψ̂(2j(λ+ 2kπ))| ≤ C (2j|λ+ 2kπ|)−α ≤ C 2−αj (2|k|π − |λ|)−α ≤ C 2
−αj
πα(2|k| − 1)α .
Inserting these bounds into (80) gives (76).
The bound (77) follows from (W-1) (|φ̂(ξ)| ≤ ∫∞
−∞
|φ(t)|dt < ∞), (W-2) (|ψ̂(ξ)| ≤
C(1 + |ξ|)−α) and (6).
The two last bounds (78) and (79) follow from the two first (76) and (77). Indeed, let
H
(0)
j (λ)
def
= 2j/2 φ̂(λ)ψ̂(2jλ). For (78) we write
|Hj(λ)| ≤ |Hj(λ)−H(0)j (λ)|+ |H(0)j (λ)|.
Applying (76) and (77), the RHS of this equation is bounded by
C1 2
j(1/2−α) |λ|M + C2 2j/2|2jλ|M (1 + 2j|λ|)−α−M ≤
2j/2|2jλ|M (1 + 2j|λ|)−α−M (C1 2−j(α+M) (1 + 2j |λ|)α+M + C2).
By observing that, for all j ≥ 0 and λ ∈ (−π, π), the last term in parentheses is bounded
by C1 2
−j(α+M) (21+jπ)α+M + C2 ≤ C1 (2π)α+M + C2, we get (78). For (79), we write∣∣∣|Hj(λ)|2 − |H(0)j (λ)|2∣∣∣ ≤ ∣∣∣Hj(λ)−H(0)j (λ)∣∣∣ (|H(0)j (λ)|+ |Hj(λ)|)
and apply (76), (77) and (78). 
Corollary 10. Under (W-1)-(W-4), there exists j0 ≥ 0 such that, for all j ≥ j0, Hj is not
identically zero.
Proof. By (W-1), there exist sufficiently small positive constants ǫ and η such that |φ̂(λ)| ≥
1/2 for all |λ| ≤ ǫ and inf |λ|≤ǫ−1 |ψ̂(λ)| ≥ η. Hence for all j such that 2jǫ ≥ ǫ−1, using (76),
inf
|λ|≤ǫ
2−j/2|Hj(λ)| ≥ inf
|λ|≤ǫ
|φ̂(λ)ψ̂(2jλ)| − C12−jα sup
|λ|≤ǫ
|λ|M ≥ η/2− C12−jαǫM ,
which is positive for j large enough. 
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Appendix B. Some useful inequalities
Lemma 11. Let p be a positive integer. For all Cp-valued function g ∈ L2(−π, π) and
n ≥ 1, define
Mn(g)
def
=
{∑
k∈Z
(
1− |k|
n
)
+
|ck|2
}1/2
, (81)
where | · | denotes the Euclidean norm in any dimension and ck =
∫ π
−π
g(λ) eikλ dλ. Then,
for all g1 and g2 in L
2(−π, π),
|Mn(g1)−Mn(g2)| ≤
√
2π
(∫ π
−π
|g1(λ)− g2(λ)|2 dλ
)1/2
. (82)
Moreover, for all g in L2(−π, π), as n→∞,
Mn(g)→
√
2π
(∫ π
−π
|g(λ)|2 dλ
)1/2
. (83)
Proof. Suppose p = 1 (the proof for p > 1 is identical). Observe that the RHS in (81)
is a norm on (ck)k∈Z ∈ l2(Z) which is bounded by the l2 norm
(∑
k∈Z |ck|2
)1/2
. Thus,
by Parseval Theorem, Mn(g) is a norm on g ∈ L2(−π, π) which is bounded by
√
2π‖g‖2.
Hence |Mn(g1) −Mn(g2)| ≤ Mn(g1 − g2) ≤
√
2π ‖g1 − g2‖2. Finally, (83) is obtained by
dominated convergence. 
Denote by Tr(A) and ρ(A) the trace and the spectral radius of a matrix A. Recall that
ρ(A) is the maximum of the modulus of the eigenvalues of A.
Lemma 12. Let {ξℓ, ℓ ∈ Z} be a stationary process with spectral density g and let Γn be
the covariance matrix of [ξ1, . . . , ξn]. Then, ρ(Γn) ≤ 2π ‖g‖∞.
Proof. Since Γn is a non-negative definite matrix, ρ(Γn) = supx∈Rn,|x|≤1 x
TΓnx, where |x|
is the Euclidean norm of x. For all x ∈ Rn, we may write
xTΓnx =
∫ π
−π
g(λ)
∣∣∣∣∣
n∑
ℓ=1
xℓ e
−iℓλ
∣∣∣∣∣
2
dλ ≤ ‖g‖∞
∫ π
−π
∣∣∣∣∣
n∑
ℓ=1
xℓ e
−iℓλ
∣∣∣∣∣
2
dλ = 2π ‖g‖∞ |x|2 .

Proposition 13. Let ξ is a zero-mean n × 1 Gaussian vector with covariance Γ. Then
there exists a universal constant C independent of n such that for any n× n non-negative
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symmetric matrices A satisfying Tr(AΓ) > 0,∣∣E (log[ξTAξ])− log (E [ξTAξ])∣∣ ≤ C (1 ∧ ρ2(A)ρ2(Γ)
Var(ξTAξ)
)
; (84)
Var
(
log[ξTAξ]
) ≤ C . (85)
Let [ξT , ξ˜T ]T be a zero-mean (n + n˜) × 1 Gaussian vector such that Cov(ξ) = Γ and
Cov(ξ˜) = Γ˜. Then there exists a universal constant C independent of n and n˜ such that
for any n× n and n˜× n˜ non-negative symmetric matrices A and A˜ satisfying Tr(AΓ) > 0
and Tr(A˜Γ˜) > 0,∣∣∣∣∣∣Cov
(
log[ξTAξ], log[ξ˜T A˜ξ˜]
)
− Cov(ξ
TAξ, ξ˜T A˜ξ˜)
E [ξTAξ]E
[
ξ˜T A˜ξ˜
]
∣∣∣∣∣∣ ≤
C
{
ρ3(A)ρ3(Γ)
Var3/2(ξTAξ)
∨ ρ
3(A˜)ρ3(Γ˜)
Var3/2(ξ˜T A˜ξ˜)
}
. (86)
Proof. Let k be the rank of Γ and Q be n × k full rank matrix such that QQT = Γ. Let
ζ ∼ N (0, Ik), where Ik is the identity matrix of size k × k. For any unitary matrix U ,
Uζ ∼ N (0, Ik) and hence QUζ has same distribution as ξ. Moreover, since A is symmetric,
so is QTAQ. We may choose an unitary matrix U such that Λ
def
= UT (QTAQ)U is a diagonal
matrix with non-negative entries. Furthermore,
ζTΛζ = (QUζ)TA(QUζ)
d
= ξTAξ , (87)
where
d
= denotes the equality of distributions. Since Λ is diagonal with non-negative
diagonal entries (λi)i=1,...,k, ζ
TΛζ is a sum of independent r.v.’s of the form
∑k
i=1 λiζ
2
i .
Since Eζ2i = 1 and Var(ζ
2
i ) = 2, we get from (87) that
∑k
i=1 λi = E
[
ζTΛζ
]
= E
[
ξTAξ
]
=
Tr(AΓ) > 0 and Var
[
ξTAξ
]
= Var
[
ζTΛζ
]
= 2
∑k
i=1 λ
2
i . Now set
S
def
=
ξTAξ
E[ξTAξ]
d
=
k∑
i=1
diζ
2
i with di
def
=
λi∑k
j=1 λj
, (88)
so that
E[S] = 1 and Var(S) = 2 ‖d‖2 , (89)
where ‖d‖2 def= ∑ki=1 d2i . The quantities of interest in (84) and (85) become
E
(
log
[
ξTAξ
])− log [E (ξTAξ)] = E (log[S]) (90)
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and
Var(log
[
ξTAξ
]
) = Var (log[S]) . (91)
Since
∑k
i=1 λi ≥
∑k
i=1 λ
2
i /max1≤i≤k λi and ρ(Λ) = max1≤i≤k λi, we get
‖d‖2 =
∑k
i=1 λ
2
i(∑k
i=1 λi
)2 ≤ ρ2(Λ)∑k
i=1 λ
2
i
=
2ρ2(Λ)
Var(ξTAξ)
≤ 2ρ
2(A) ρ2(Γ)
Var(ξTAξ)
. (92)
This is the quantity which appears in (84), and we will therefore express bounds in terms
of ‖d‖.
Denote by F the distribution function of S, that is F (x) = P(S ≤ x). Observe that
F (0) = 0 since S is a non-negative weighted sum of independent central chi-squares and
that all the weights do not vanish. To obtain exponential bounds on F , observe that, by
standard computations on the chi-square distribution, one has, for t > −(2max1≤i≤k di)−1,
E
[
e−tS
]
=
k∏
i=1
E
[
e−tdiζ
2
i
]
=
k∏
i=1
(1 + 2dit)
−1/2 . (93)
Therefore, for any t > 0 and x > 0,
log [F (x)] ≤ log [extE(e−tS)] = xt− (1/2) k∑
i=1
log(1 + 2dit) . (94)
Using (94), we derive two bounds for F (x) by choosing t adequately. One bound, which will
not depend on ‖d‖ is for x around 0, the other one, which will improve as ‖d‖ decreases,
is for x in (0, 1/2).
To get the first bound, observe that, for t ≥ 0, ∏ki=1(1 + 2dit) ≥ 1+ 2t∑ki=1 di = 1+ 2t,∑k
i=1 log(1 + 2dit) ≥ log(1 + 2t). Plugging this inequality in (94) and setting t = 1/(2x)
yields
F (x) ≤ e1/2
(
x
1 + x
)1/2
≤ √e x, x > 0 . (95)
Let p ≥ 1 and α ∈ R. Since limx→0+ | log(x)|pF (x) = 0, integration by parts and (95) give
that, ∫ 1
0
| log(x)|pdF (x) = p
∫ 1
0
| log(x)|p−1x−1F (x)dx ≤ e1/2
∫ 1
0
| log(x)|p−1x−1/2dx ,
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which is a finite constant. Since supx≥1(| log(x)|p/x) is finite and ES = 1, we get that∫∞
1
| log(x)|pdF (x) is bounded by a constant only depending on p and thus
E[| logS|p] =
∫ 1
0
| log(x)|pdF (x) +
∫ ∞
1
| log(x)|pdF (x) ≤ Kp , (96)
where Kp is constant only depending on p. This bound proves the left part of the ∧ sign
in (84).
We now derive a second bound on F (x) which will yield the right part of the ∧ sign in
(84). Since the second derivative of log(1 + u) has absolute value at most 1 for all u ≥ 0,
we have, by Taylor’s formula, that, for any t ≥ 0, log (1 + 2dit) ≥ 2dit − 2d2i t2. Applying
this to (94) and using
∑k
i=1 di = 1, we get
log[F (x)] ≤ (x− 1) t + t2‖d‖2, x > 0 .
Setting this time t = ‖d‖−1, we obtain the following exponential bound:
F (x) ≤ exp [−(1− x)‖d‖−1 + 1] ≤ exp [−‖d‖−1/2 + 1] , x ∈ (0, 1/2) . (97)
Using the relation a ∧ b ≤ √ab, a, b ≥ 0, we can combine (95) and (97) to get
F (x) ≤ x1/4 exp(−‖d‖−1/4 + 3/4), x ∈ (0, 1/2) .
With this last bound of F at hand, we can improve the bound established in (96) as follows.
Let p ≥ 1. Since | log(x)|px1/4 is bounded on x ∈ (0, 1/2) and | log(x)|p−1x−3/4 is integrable
on x ∈ (0, 1/2), we have, by integration by parts,
E (| log(S)|p1{S ≤ 1/2}) ≤ [| log(x)|p F (x)]1/20 + p
∫ 1/2
0
| log(x)|p−1x−1 F (x) dx
≤ Cp exp(−‖d‖−1/4) ≤ Cp,α ‖d‖α , (98)
where Cp and Cp,α are constants only depending on p and (p, α). For x ∈ (0, 1), we have
| log(x)− (x−1)| ≤ | log(x)|, and for x ≥ 1/2, a Taylor expansion gives | log(x)− (x−1)| ≤
2(x − 1)2, since the second derivative of log(x) has absolute value at most (1/2)−2 = 4.
Hence, for any x > 0,
| log(x)− (x− 1)| ≤ | log(x)|1[0,1/2](x) + 2 (x− 1)21[1/2,∞)(x) . (99)
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Since E[S − 1] = 0 and E[(S − 1)2] = Var(S) = ‖d‖2Var(ζ21) = 2‖d‖2, using (99) and (98)
with p = 1 and α = 2, we get
|E [log(S)]| = |E [log(S)− (S − 1)]| ≤ E [|log(S)|1{|S| ≤ 1/2}] + 2E[(S − 1)2]
≤ C1,2‖d‖2 + 4‖d‖2 .
Applying (90) and (92), we get the inequality (84) with the right part of the ∧ sign.
The bound (85) is obtained by applying (96) since, by (91), Var
(
log[ξTAξ]
)
= Var (log(S)) ≤
E log2 S.
We now prove (86). Define k˜, d˜i and S˜ as we did k, di and S. The LHS in (86) then
reads
E
[
log(S) log(S˜)
]
− E
[
(S − 1)(S˜ − 1)
]
= E
[
(S − 1)(log(S˜)− (S˜ − 1))
]
+ E
[
(S˜ − 1)(log(S)− (S − 1))
]
+ E
[
(log(S)− (S − 1)) (log(S˜)− (S˜ − 1))
]
.
We will provide a bound for the first term of the RHS of this display, the other terms being
treated similarly. By using (99) and the Cauchy-Schwarz inequality,∣∣∣E [(S − 1)(log(S˜)− (S˜ − 1))]∣∣∣
≤ E
[
(S − 1)| log(S˜)|1[0,1/2](S˜)
]
+ 2E
[
(S − 1)(S˜ − 1)2
]
≤
(
E|S − 1|2E
[
| log(S˜)|21[0,1/2](S˜)
])1/2
+ 2
(
E|S − 1|2 E|S˜ − 1|4
)1/2
.
In view of (92), it remains to show that the two last terms are O(‖d‖3∨‖d˜‖3). By definition,
S˜ − 1 =∑k˜i=1 d˜i(ζ2i − 1), where {ζi}1≤k≤k˜ are i.i.d. standard normal. Therefore,
E|S˜ − 1|4 =
k˜∑
i=1
d˜4i cum4(ζ
2
1 ) + 3
(
k∑
i=1
d˜2i
)2
Var2(ζ21),
where cum4(Z) is the fourth-order cumulant of the random variable Z. Since
∑k˜
i=1 d˜
4
i ≤(∑k˜
i=1 d˜
2
i
)2
, we obtain that E|S˜ − 1|4 ≤ C‖d˜‖4 for some constant C. Therefore,(
E|S − 1|2)1/2 (E|S˜ − 1|4)1/2 ≤ C‖d‖‖d˜‖2 ≤ C(‖d‖3 ∨ ‖d˜‖3) .
Applying (98) with p = 2 and α = 4, we have(
E|S − 1|2)1/2 (E [| log(S˜)|21[0,1/2](S˜)])1/2 ≤ (√2‖d‖) (C2,4 ‖d˜‖2) ≤ √2C2,4 (‖d‖3∨‖d˜‖3) ,
for some constant C ′, which concludes the proof. 
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