ABSTRACT. We investigate the asymptotic solutions of the planar dynamic systems and the second order equations on a time scale by using a new version of Levinson's asymptotic theorem. In this version the error estimate is given in terms of the characteristic (Riccati) functions which are constructed from the phase functions of an asymptotic solution. It means that the improvement of the approximation depends essentially on the asymptotic behavior of the Riccati functions. We describe many different approximations using the flexibility of this approach. As an application we derive the analogue of D'Alembert's formula for the one dimensional wave equation in a discrete time.
Introduction. Consider the planar dynamic system (1.1) φ ∆ (t) = A(t)φ(t), A(t) =
( a 11 (t) a 11 (t) a 11 (t) a 11 (t) ) , t > t 0 on a time scale T (an arbitrary nonempty closed subset of the real numbers). Here φ ∆ (t) is the delta derivative on a time scale ( [3, 17] ).
The theory of asymptotic integration of systems of differential equations was developed in [10, 12, 16, 23, 26]. In 1948, Levinson ([23] ) discovered a powerful and simple method of finding asymptotic solutions. This method is based on splitting matrix A(t) into a sum of diagonal and perturbation matrices. Levinson proved that, if the L 1 -norm of perturbation matrix is bounded, then the diagonal matrix gives the asymptotic solution of the system. Levinson In [18, 20] , generalizing Levinson's method, the author suggested splitting the matrix A(t) into two matrices: A(t) = S(t) + P (t), where S(t) = Φ ∆ (t)Φ −1 (t) is the solvable matrix (Φ(t) is an unknown approximate fundamental matrix that is constructed from some phase functions θ 1 , θ 2 ), and P (t) is a perturbation matrix. The key new formula (see (5.8) below) in our approach is that the perturbation P (t) could be written in terms of the characteristic (Riccati) functions (see (2.1) below). Using this formula, we show that the error of the approximation is small if the weighted L 1 -norm of the Riccati functions is bounded (see [18, 20] or Theorem 2.2 below). This estimate shows that the improvement of the approximation depends essentially on the behavior of the Riccati functions. The advantage of our approach in comparison to Levinson' s theorem is that we obtain asymptotic representations not only for the solutions (position functions in physics applications), but for the derivatives (velocities) as well, and we don't use the diagonal structure of the fundamental matrix Φ(t) or diagonalization at all. Since the formulas for the n-dimensional non-autonomous systems are complicated, we consider only the planar dynamic system, which includes important second order non-autonomous discrete and continuous dynamic equation. Consideration of more involved n-dimensional non-autonomous systems may be a topic for future study. Note that it could be shown (see [21] ) that the error of asymptotic solutions of three dimensional non-autonomous systems depends on characteristic (Weierstrass) functions, which are very hard to study since they are highly non-linear.
In [18, 19, 20 ] the Riccati function approach was used for the study of stability. In [22], we applied this method to study asymptotic solutions of non-autonomous Dirac system. Note that the Riccati function approach is essential in oscillation theory as well (see 
3) u 1 (x) = f (x), u 2 (x) = u 1 (x), for x ∈ R x , where ∆∆ is the second forward difference operator by the time variable t = n, R x is the set of real numbers, u nx (x) is the first derivative of u n (x) by x variable, u nxx (x) is the second derivative by x, a is a positive number (speed of the wave), b n , c n are given sequences, f (x) is a tempered distribution, that is, f (x) ∈ S ′ (R x ) and S(R x ) is Schwartz's space.
Using Fourier transformation by x,
we get from (1.2) the difference dynamic equation
It is known that Fourier transformation and its inverse map
, and we are assuming
then solutions of (1.5) have asymptotic representations
(see Theorem 3.3 below). Here C 1,2 ∈ S ′ (R x ) are arbitrary functions, sin aξ (n) and cos aξ (n) are trigonometric functions (see [7] ) on a discrete time scale Z.
Using inverse Fourier transformation, one can derive from (1.7) the discrete time analogue of D'Alembert's formula:
Similar asymptotic representations may be written for the multidimensional wave equation. The usefulness of such asymptotic representations for the study of the behavior of solutions of dynamic equations of mathematical physics ( [22] ) is well known, but there are no results for non-autonomous multidimensional difference-differential equations.
If condition (1.6) fails, then asymptotic behavior of solutions of (1.2) may be totally different, which is why in this paper we discuss many different asymptotic solutions.
This example shows that, using the error estimate described here, one can obtain an asymptotic representation for solutions of multidimensional equations of mathematical physics for discrete or continuous time.
In this paper we will show how to find different asymptotic representations of solutions of (1.1) by using the Riccati function approach. Note that some asymptotic approximations described here are new even for differential equations (see, for example, Theorem 2.4 and Theorem 3.5 below).
Recall some basic definitions from the theory of time scales [7, 17] .
If the time scale T has a left-scattered minimum m, then T k = T − {m}; otherwise, T k = T. Here we consider the time scales with t ≥ t 0 , and sup T = ∞.
For t ∈ T, we define the forward jump operator
The forward graininess function µ :
If σ(t) > t, we say that t is right-scattered. If t < ∞ and σ(t) = t, then t is called right-dense.
For f : T → R and t ∈ T k define the delta (see [2] ) derivative f ∆ (t) to be the number (provided it exists) with the property that, for given any ϵ > 0, there exist a δ > 0 and a neighborhood U = (t − δ, t + δ) ∩ T of t such that
The set of rd-continuous functions in
rd be a set of delta differentiable functions in T 0 such that their delta derivatives are C rd functions. We assume that A(t) is 2 × 2 matrix function from C 1 rd . We say that a function f :
2. Asymptotic solutions of the dynamic systems in terms of the phase functions. Introduce characteristic (Riccati) function of system (1.1)
and auxiliary function
where we suppressed the time variable t, and σ = σ(t) is the forward jump operator,
Asymptotic behavior of solutions of system (1.1) could be described in terms of phase and characteristic functions by using representation of the fundamental matrix Φ(t)
where (2.8)
are exponential functions on a time scale ( [7, 17] ). Phase functions θ j , j = 1, 2, . . ., may be found as asymptotic solutions of characteristic equations CA j (t) = CA(θ j ) = 0.
Note that the diagonal fundamental matrix (
is used in Levinson's asymptotic theorem.
We introduce the 2 × 2 matrix function (2.9)
with Euclidean norm 
∥K(s)∥∆s
) .
Using the structure of fundamental matrix (2.7), one can prove the following theorem. 
and (2.14)
where
Then every solution of (1.1) may be represented in the form (2.7), (2.11), where
To apply Theorem 2.2, one needs to find out the asymptotic fundamental matrix Φ, with phase functions θ 1,2 . To show how to do that consider the simple second order equation:
To find phase functions, one can solve approximately the characteristic equation (see (3.5) below) of equation (2.17) : 
2. Trigonometric function approximation: when t → ∞, Q(t) → m 2 , m is a positive number,
4. Eigenvalue first approximation: θ
5. Eigenvalue second (JWKB) approximation:
6. Eigenvalue third (Hartman-Wintner) approximation:
By using Bernoulli's approximation phase functions:
from Theorem 2.2, we deduce the following theorem.
rd , phase functions θ 1,2 given by (2.18) are regressive, conditions (2.13) and (2.14) are satisfied, where
Then every solution of (1. 
then solutions of dynamic equation (2.17) may be written in the form
For the discrete case (T = Z), from the same theorem it follows that if
then solutions of the forward second difference equation
Note that condition (2.23) is stronger than the well-known condition (see [9]) (2.30)
of asymptotic representation of solutions of (2.17) in the form
but under condition (2.23) we get asymptotic representation for the first derivatives as well.
By using the linear equation approximation phase functions
, from Theorem 2.2 we deduce the following theorem.
rd , the phase functions θ 1,2 given by (2.31) are regressive, and conditions
(2.14) are satisfied, where
.
Then every solution of (1.1) may be represented in the form (2.7), (2.11) (2.31), with the error estimate (2.16).
Example 2.2. For equation (2.17) with
condition (2.14) is satisfied, and Theorem 2.4 is applicable, but Theorem 2.3 is not, since (2.23) fails.
Remark 2.1. If, for a given function P (t), we define (2.36)
3. Asymptotic solutions of the second order dynamic equations. Consider the second order equation on a time scale
with complex valued coefficients P 1 (t) and Q(t). Denote
Note that, in continuous time scale T = R, the function R(t) is invariant of the transformation ψ(t) → u(t)w(t).
The functions u j (t) are called asymptotic solutions of (3.1) if the solutions ψ(t) of (3.1) may be represented in the form
Define the characteristic functions CL j (t) = CL(θ j ), j = 1, 2, . . ., of equation (3.1), and the auxiliary function HL(t) 
are satisfied with
Then every solution of equation (3.1) may be represented in form (3.3), (3.4) , where
and error estimate (2.16) is true with the function M (s) given by (3.8).
Using Bernoulli's approximation, we deduce from Theorem 3.1 the following theorem.
−P 1 (t) are regressive, and conditions (3.6) and (3.7) are satisfied with
,
and R(t) is defined in (3.2) . Then every solution of the equation (3.1) may be represented in the form (3.3), (3.9), (3.10), and error estimate (2.16) is satisfied with the function M (s) given by (3.11).
Using the trigonometric function approximation, we deduce from Theorem 3.1 the following theorem.
is regressive, and conditions (3.6) and (3.7) are satisfied, where
Then every solution of (3.1) may be represented in the form (3.3), (3.9), (3.12), and error estimate (2.16) is true with the function M (t) given by (3.13).
Using the eigenvalue first approximation, we deduce from Theorem 3.1 the following theorem.
rd , conditions (3.6) and (3.7) are satisfied, where
, Using linear equation approximation, we deduce from Theorem 3.1 the following theorem. Theorem 3.5. Assume P 1 ∈ C 1 rd , Q ∈ C rd , and conditions (3.6), (3.7) are satisfied, where
, (3.18) and functions θ 1 and θ 2 are regressive. Then every solution of (3.1) may be represented in the form (3.3), (3.9), (3.16) , and the error estimate (2.16) is true with the function M (s) given by (3.17) .
Using the Hartman-Wintner approximation, we deduce from Theorem 3.1 the following theorem.
rd , conditions (3.6) and (3.7) are satisfied, where 
and expressions
are bounded for t → ∞. Then every solution of ψ ′′ (t) + Qψ(t) = 0 could be written in the form (3.3), (3.4) with
Note that, in our version of this theorem, condition (3.23) is included in condition (3.7), and we have the additional error estimate (2.16) as well.
4. Asymptotic solutions of the self-adjoint second order equations. Consider the selfadjoint second order equation
with complex valued coefficients a(t), b(t). This equation could be deduced from (3.1) by letting
Introducing auxiliary exponential functions 
are satisfied with (4.8)
Then every solution of the equation (4.1) may be represented in the form (3.3) where ,
, from Theorem 4.1 we deduce following theorem.
Theorem 4.2.
Assume that real functions a, b ∈ C rd (T, ∞) satisfy the following conditions 
Proofs.
Proof of Theorem 2.1. The substitution φ(t) = Φ(t)u(t) transforms (1.1) into
where K(t) is defined in (2.9). By integration, we get
∥K(s)∥ · ∥u(s)∥∆s.
Applying Gronwall's lemma, we have
where from the definition of an exponential function on a time scale we have
From (2.11) and (5.2), we get the following representation 
∥K(s)∥e ∥K(s)∥ ∥(b, s)∆s, ∥ε(t)∥ ≤ ∥C∥[−1 + e ∥K(s)∥ (b, t)], or (2.12).
Proof of Theorem 2.2. Invertibility of Φ σ is followed, from (2.13):
By direct calculations,
From condition M ∈ C rd , we have ∥K∥ ∈ C rd . From Theorem 2.1, it follows that (2.12) is satisfied and, in view of (5.10), (2.16) is satisfied as well if
To prove (5.11), we will show that, by the differentiation system, (1.1) could be transformed to the second order equation (3.1).
Indeed, from system (1. ) ∆ . 
From (3.5), we get
or, in view of (2.1), and
we get (5.11):
From (2.2), (3.5) and (5.18)

HA(t) = HL(t)
we get (2.3):
Proof of Remark 2.1. To prove (2.36), consider equation (2.37):
Solving this first order linear equation for P 1 , we get (2.36).
Indeed, it is known ( [7] ) that the solutions of the linear equation
are given by the formula
, s)f (s)∆s 1 + µ(s)p(s) .
Lemma 5.1. If θ ∈ C 1 rd and
Remark 5.1. By substitution,
one can simplify formulas (3.5) for characteristic function CL k (t) and function HL:
Indeed, formulas (5.23) and (5.24) turn into
. 
Further, from
Proof of Lemma 5.1. From (2.37) and (5.20), assuming µ ̸ = 0, we have
Solving HA = 0, (HL)/µθ σ = 0 or (5.38)
for θ 1 , we get (5.23) in the case µ ̸ = 0. The case µ ≡ 0 is obvious.
Further, again from (5.20), we have
and, using the formula
we get equation
From (3.5), we may consider the characteristic function formally as an eigenvalue of an operator L:
Proof of Theorem 2.3. By choosing ξ 1 = 0, we deduce Theorem 2.3 from Theorem 2.2. From (5.29), Λ = 0, and since 1 − P 1 µ ̸ = 0, from (5.29), we get
Using the Kronecker symbol
we can rewrite
From Lemma 5.1 and (5.26), we get 
Using the circle product and Euler exponent rules [7]
we get
From (2.15), we obtain (2.20):
Proof of Theorem 2.4. Choosing linear equation approximation
we have by using formula (5.29):
where Λ is as in (5.29), and we have HL ≡ 0 from Lemma 5.1.
Further,
Proof of Theorem 3.1. Theorem 3.1 is a direct consequence of Theorem 2.2 applied to the system:
) with a 12 ≡ 1, a 11 ≡ 0, a 21 ≡ −Q(t), a 22 ≡ −P 1 (t) − P σ 1 (t), and fundamental matrix (2.7) with U j (t) = θ j (t). Note that representation (2.11) becomes (3.3).
Proof of Theorem 3.2. Theorem 3.2 follows from Theorem 3.1 by choosing phase functions (3.10):
From (3.8), (5.47) and (5.52), we get (3.11):
Proof of Theorem 3.3. We deduce Theorem 3.3 from Theorem 3.1 by choosing
and, from (5.27),
From (3.8), (5.58)
Proof of Theorem 3.4. We deduce Theorem 3.4 from Theorem 3.1 by choosing
We have, from (5.30),
Proof of Theorem 3.5. We deduce Theorem 3.5 from Theorem 3.1. Choosing
, we get from (5.25) and (5.29)
, from Lemma 5.1 we get HL = 0 and CL 1 = CL 2 .
From (5.26), we get
Proof of Theorem 3.6. We deduce Theorem 3.6 from Theorem 3.1 by choosing Hartman-Wintner approximations of (3.1), that is,
In the case µ ̸ = 0, we have (5.72)
Choosing A for the solutions of a quadratic equation,
Thus, we have
or (3.20):
In the case µ = 0, by similar calculations, we have
and formulas (5.81)-(5.83) are true for the case µ = 0 as well.
In the case (compare with Theorem 3.7)
we have
Condition (3.23) means that
and, under this condition, the expression for M (t) will be simpler.
Proof of Example 2.1. For equation (2.17), we have
Choosing phase functions as in (3.10)
and, taking t 0 > 0, we get
and condition (3.6) is satisfied.
From (3.11), we get
Lemma 5.2. If
Proof of Lemma 5.2. Indeed,
rd and (5.87)
Proof of Lemma 5.3. Denoting η 12 = η 1 −η 2 , in view of η 2 = η 1 −2η, we get
In the case µ ≡ 0, from (5.87), we get HF ≡ 0.
Assume µ > 0. To solve equation HF = 0 for η 1 , from
with a solution (5.87).
Further, in view of 1/η
and HF = 0 is satisfied if
Proof of Theorem 4.1. We deduce Theorem 4.1 from Theorem 2.2 applied to the system (
which is equivalent to equation (4.1), with a characteristic function (4.4). Since
we get from (2.13) condition (4.6), and from formula (2.15) we have Further, from initial conditions (assuming ε j (t 0 , ξ) = 0), we get Assuming that |aξµ(t)| ≤ 1/2 from the Taylor series aξ Log (1 + iaµξ) aµξ = aξ
