Abstract. Tensor methods for unconstrained optimization were rst introduced by Schnabel and Chow SIAM J. Optimization, 1 (1991), pp. 293-315], who describe these methods for small to moderate-size problems. The major contribution of this paper is the extension of these methods to large, sparse unconstrained optimization problems. This extension requires an entirely new way of solving the tensor model that makes the methods suitable for solving large, sparse optimization problems e ciently. We present test results for sets of problems where the Hessian at the minimizer is nonsingular and where it is singular. These results show that tensor methods are signi cantly more e cient and more reliable than standard methods based on Newton's method.
Introduction
In this paper we describe tensor methods for solving the unconstrained optimization problem given f : < n ! <; nd x 2 < n such that f(x ) f(x) for all x 2 D; (1:1) where D is some open set containing x , and f is convex on D. We assume that f is at least twice continuously di erentiable, and n is large.
Tensor methods for unconstrained optimization are general-purpose methods primarily intended to improve upon the performance of standard methods, especially on problems where r 2 f(x ) has a small rank de ciency. They are also intended to be at least as e cient as standard methods on problems where r f(x c ) are the rst and second analytic derivatives of f at x c , or nite di erence approximations to them, and the tensor terms at x c , T c 2 < n n n and V c 2 < n n n n , are symmetric. De nition 1.1. Let T 2 < n n n . Then for u; v; w 2 < n ; T uvw 2 <; T vw 2 < n , with T uvw = De nition 1.2. Let V 2 < n n n n . Then for r; u; v; w 2 < n ; V ruvw 2 <; V uvw 2 < n with V ruvw = The tensor terms are selected so that the model interpolates a small number of function and gradient values from previous iterations. This results in T c and V c being low-rank tensors, which is crucial for the e ciency of the tensor method. The tensor method requires no more function or derivative evaluations per iteration and hardly more storage or arithmetic operations than does a standard method based on Newton's method.
Standard methods for solving unconstrained optimization problems are widely described in the literature; general references on this topic include Dennis and Schnabel 9], Fletcher 12] , and Gill, Murray, and Wright 14] . In this paper, we propose extensions to standard methods that use analytic or nite-di erence gradients and Hessians.
The Methods based on (1.2) have been shown to be more reliable and more e cient than standard methods on small to moderate-size problems 19] . In the test results obtained for both nonsingular and singular problems, the improvement by the tensor method over Newton's method is substantial, ranging from 30% to 50% in iterations and in function and derivative evaluations. Furthermore, the tensor method solves several problems that Newton's method fails to solve.
The tensor algorithms described in 19] are QR-based algorithms involving orthogonal transformations of the variable space. These algorithms are very e ective for minimizing the tensor model when the Hessian is dense because they are very stable numerically, especially when the Hessian is singular. They are not e cient for sparse problems, however, because they destroy the sparsity of the Hessian due to the orthogonal transformation of the variable space. To preserve the sparsity of the Hessian, we have developed an entirely new way of solving the tensor model that employs a sparse variant of the Cholesky decomposition. This makes our new algorithms very well suited for sparse problems.
The remainder of this paper is organized as follows. In x2 we brie y review the techniques introduced by Schnabel and Chow 19] to form the tensor model. In x3 we describe e cient algorithms for minimizing the tensor model when the Hessian is sparse. In xx4 and 5 we discuss the globally convergent modi cations for tensor methods for large, sparse unconstrained optimization. These consist of line search backtracking and model trust region techniques. A high-level implementation of the tensor method is given in x6. In x7 we describe comparative testing for an implementation based on the tensor method versus an implementation based on Newton's method, and we present summary statistics of the test results. Finally, in x8, we give a summary of our work and a discussion of future research.
Forming the Tensor Model
In this section, we brie y review the techniques that were introduced in 19] for forming the tensor model for unconstrained optimization.
As was stated in the preceding section, the tensor method for unconstrained optimization bases each iteration upon the fourth-order model of the nonlinear function f(x) given by (1.2). where the tensor V c = s s s s 2 < n n n n is called a fourth-order rank-one tensor for which V c (i; j; k; l) = s(i)s(j)s(k)s(l); 1 i; j; k; l n. ( We use the notation to be consistent with 19] .) The solution to (2.9) is T c = b s s + s b s + s s b; (2:10) where the notation T = u v w; u; v; w 2 < n , T 2 < n n n , is called a third-order rank-one tensor for which T(i; j; k) = u(i)v(j)w(k Therefore, we obtain a system of two cubic equations in the two unknowns and , which we can solve analytically. Since f(x )) = n ? 1. Tensor methods for nonlinear equations problems have been shown to have 3-step Q-order 1.5 convergence on problems where the Jacobian has rank n ? 1 at the solution 11], whereas Newton's method is linearly convergent with constant 1/2 on such problems. However, no attempt has been made yet to prove the convergence rate of tensor methods for unconstrained optimization problems where the Hessian at the solution has rank n ? 1. On problems where rank(r 2 f(x )) < n ? 2, tensor methods do not have enough information to prove faster-than-linear convergence rate, since it usually uses p = 1.
Consequently, when rank(r 2 f(x )) < n ? 2 we simply use the modi ed Newton step (see x6) as the step direction for the current iteration.
Line Search Backtracking Techniques
The line search global strategy we use in conjunction with our tensor method for large, sparse unconstrained optimization is similar to the one used for nonlinear equations 4, 6] . This strategy has shown to be very successful for large, sparse systems of nonlinear equations. We also found that it is superior to the approach used by Schnabel and Chow 19] . The main di erence between the two approaches is that ours always tries the full tensor step rst. If this provides enough decrease in the objective function, then we terminate; otherwise we nd acceptable next iterates in both the Newton and tensor directions and select the one with the lower function value as the next iterate. Schnabel and Chow, on the other hand, always nd acceptable next iterates in both the Newton and tensor directions and choose the one with the lower function value as the next iterate. In practice, our approach almost always requires fewer function evaluations while retaining the same e ciency in iteration numbers. The global framework for line search methods for unconstrained minimization is given in Algorithm 4.1. extend to the tensor model, which is a fourth-order model that may not be convex. Furthermore, the analogous curve to d( c ) is more expensive to compute. For these reasons, we consider a di erent trust region approach for our tensor methods. The trust region approach that is discussed in this section is a two-dimensional trust region step over the subspace spanned by the steepest descent direction and the tensor (or standard) step. The main reasons that lead us to adopt this approach are that it is easy to construct, closely related to dogleg type algorithms over the same subspace. This step may be close to optimal trust region step algorithms in practice. Byrd, Schnabel, and Shultz 7] have shown that for unconstrained optimization using a standard quadratic model, the analogous two-dimensional minimization approach produces nearly as much decrease in the quadratic model as the optimal trust region step in almost all cases. to an unconstrained minimization problem. The methods used for adjusting the trust radius during and between steps are given in Algorithm A6.4.5 9, p.338]. The initial trust radius can be supplied by the user; if not, it is set to the length of the initial Cauchy step.
A High-Level Algorithm for the Tensor Method
In this section, we present the overall algorithm for the tensor method for large, sparse unconstrained optimization. Algorithm 6.1 is a high-level description of an iteration of the tensor method that was described in xx 3|5. A summary of the test results for this implementation is presented in x7. 6. x c = x + , f(x c ) = f(x + ), go to step 1.
In step 1, the gradient is either computed analytically or approximated by the algorithm A5.6.3 given in Dennis and Schnabel 9] . In step 2, the Hessian matrix is either calculated analytically or approximated by a graph coloring algorithm described in 8]. Note that it is crucial to supply an analytic gradient if the nite di erence Hessian matrix requires many gradient evaluations. Otherwise, the methods described in this paper may not be practical, and inexact type of methods may be preferable. The procedures for calculating T c and V c in step 3 were discussed in x2. In step 4, the Hessian matrix is factored using MA27 10], a sparse Cholesky decomposition package. If the Hessian matrix is nonsingular, then the tensor step d t is calculated as described in x3.1. Otherwise, if the Hessian matrix is singular with rank n ? 1, then d t is computed as outlined in x3.2. (We comment on the implementation issues related to this case in the next paragraph.) If the rank of the Hessian matrix is less than n ? 1, then the Newton step, d n , is computed as a by-product of the minimization of the tensor model, and used as the step direction for the current iteration. This Newton step d n is the modi ed Newton Another implementation issue that deserves some attention is how to solve linear systems of the formĤx = b, whereĤ = H + css T , H 2 < n n is sparse and rank de cient, and s 2 < n is full, (see x3.2). Such systems can be e ciently solved using the augmented matrix de ned in The (n + 1) (n + 1) matrix in (6.1) is sparse and can be factored e ciently as long as the last row and column are not pivoted until the last few iterations. In fact, we can combine the nonsingular and singular cases by factoring H, but we shift to a factorization of the augmented matrix if H is discovered to be singular with rank n ? 1. However, we use a Schur complement method to obtain the solution of the augmented matrix by updating the solution from the system Hx = b. This choice was motivated by the fact that the Schur complement method is simpler and more convenient to use than the factorization of the augmented matrix in (6.1). Note that if the Schur complement method shows that the augmented matrix in (6.1) is rank de cient (a case that is very rare in practice), the modi ed Newton step described above is used as the step direction for the current iteration.
The Schur complement method requires that H must have full rank. Thus, some modi cations are necessary in order for this method to work. We have modi ed the factorization phase of MA27 to be able to detect the row and column indices of the rst pivot whose absolute value is less or equal than some given tolerance tol. This stability test is clearly not optimal but appears to work in practice. We also modi ed the solve phase of MA27 such that whenever a pivot fails the stability criterion above, the corresponding solution component is set to zero.
This way the solution of Hx = b is the same as the solution of H e y = b (where H e is the matrix H minus the row and column at which singularity occurred. Since y has n ? 1 components, the remaining one, which is also the component corresponding to the pivot failing the stability test, is set to 0). Afterwards, we obtain the solution of an augmented system using a Schur complement method, where the coe cient matrix is the matrix H augmented by two rows and columns; that is, the (n + 1)-st row and column are the ones at which singularity was detected, and the (n+2)-nd row and column are cs T and cs, respectively. The Schur complement method is implemented by rst invoking MA39AD 1] to form the Schur complement S = D ? CH ?1 B of H in the extended matrix, where D is the 2 by 2 lower right submatrix, C is the lower left 2 by n submatrix, and B is the upper right n by 2 submatrix, of the augmented matrix. The Schur complement is then factored into its QR factors. Next, MA39BD 1] solves the extended system (6.1) using the following well-known scheme:
1. Solve Hu = b, for u. 
Test Results
We tested our tensor and Newton algorithms on a variety of nonsingular and singular test problems. In the following we present and discuss summary statistics of the test results. All our computations were performed on a Sun Sparc 10 Model 40 machine using doubleprecision arithmetic.
First, we tested our program on the set of unconstrained optimization problems from the CUTE 
we know that r 2f (x ) has rank n ? k. By using (7.2) and (7. For all our test problems we used a standard line search backtracking strategy. All the test problems with the exception of rank n ? 1 and rank n ? 2 problems were run with analytic gradients and Hessians provided by the CUTE and MINPACK-2 collections. For rank n ? 1 and n ? 2 test problems, we have modi ed the analytic gradients provided by the CUTE collection to take into account the modi cation (7.2). On the other hand, we used the graph coloring algorithm 8] to evaluate the nite di erence approximation of the Hessian matrix.
A summary for the test problems whose Hessians at the solution have ranks n, n ? 1, and n ? 2 is presented in Table 1 . The descriptions of the test problems and the detailed results are given in the Appendix. In Table 1 columns \better" and \worse" represent the number of times the tensor method was better and worse, respectively, than Newton's method by more than one gradient evaluation. The \tie" column represents the number of times the tensor and standard methods required within one gradient evaluation of each other. For each set of problems, we summarize the comparative costs of the tensor and standard methods using average ratios of three measures: gradient evaluations, function evaluations, and execution times. The average gradient evaluation ratio (geval) is the total number of gradients evaluations required by the tensor method, divided by the total number of gradients evaluations required by the standard method on these problems. The same measure is used for the average function evaluation (feval) and execution time (time) ratios. These average ratios include only problems that were successfully solved by both methods. We have excluded all cases where the tensor and standard methods converged to a di erent minimizer. However, the statistics for the \better," \worse," and \tie" columns include the cases where only one of the two methods converges, and exclude the cases where both methods do not converge. We also excluded problems requiring a number of gradient evaluations less or equal than 3 by both methods. Finally, columns \t/s" and \s/t" show the number of problems solved by the tensor method but not by the standard method and the number of problems solved by the standard method but not by the tensor method, respectively.
The improvement by the tensor method over the standard method on problems with rank n?1 is dramatic, averaging 48% in function evaluations, 52% in gradient evaluations, and 59% in execution times. This is due in part to the rate of convergence of the tensor method being faster than that of Newton's method, which is known to be only linearly convergent with constant 2 3 . On problems with rank n ? 2, the improvement by the tensor method over the standard method is also substantial, averaging 30% in function evaluations, 37% in gradient evaluations, and 34% in execution times. In the test results obtained for the nonsingular problems, the tensor method is 9% worse than the standard method in function evaluations, but 31% and 33% better in gradient evaluations and in execution times, respectively. The main reason for the tensor method requiring on the average more function evaluations than the standard method is because on some problems, the full tensor step does not provide su cient decrease in the objective function, and therefore the tensor method has to perform a line search in both the Newton and tensor directions, which causes the number of function evaluations required by the tensor method to be in ated. As a result, we intend to investigate other possible global frameworks for line search methods that could potentially reduce the number of functions evaluations for the tensor method.
To obtain an experimental indication of the local convergence behavior of the tensor and Newton methods on problems where rank(r 2 f(x )) = n?1, we examined the sequence of ratios jj x k ? x jj jj x k?1 ? x jj (7:4) produced by the Newton and tensor methods on such problems. These ratios for a typical problem are given in Table 2 . In almost all cases the standard method exhibits local linear convergence with constant near 2 3 , which is consistent with the theoretical analysis. The local convergence rate of the tensor method is faster, with a typical nal ratio of around 0.01. Whether this is a superlinear convergence remains to be determined. We have done similar experiments for problems with rank(r 2 f(x )) = n ? 2, and the tensor method did not show a faster-than-linear convergence rate, because it did not have enough information since p = 1.
The tensor method solved a total of four nonsingular problems, ve rank n?1 problems, and 7 rank n ?2 problems that Newton's method failed to solve. The reverse never occurred. These results clearly indicate that the tensor method is most likely to be more robust than Newton's method.
The overall results show that having some extra information about the function and gradient in the past step direction is quite useful in achieving the advantages of tensor methods.
Summary and Future Research
In this paper we presented new algorithms for solving large, sparse unconstrained optimization using tensor methods. Implementations using these tensor methods have been shown to be considerably more e cient especially on problems where the Hessian matrix has a small rank de ciency at the solution. Typical gains over standard Newton methods range from 40% to 50% in function and gradient evaluations and in computer time. The size and consistency of the e ciency gains indicate that the tensor method may be preferable to Newton's method for solving large, sparse unconstrained optimization problems where analytic gradients and/or Hessians are available. To rmly establish such a conclusion, additional testing is required, including test problems of very large size.
On sparse problems where the function or the gradient is expensive to evaluate, the nite di erence approximation of the Hessian matrix by the graph coloring algorithm 8] may be very costly. Hence, quasi-Newton methods may be preferable to use in this case. These methods involve low-rank corrections to a current approximate Hessian matrix. We are currently attempting to extend our tensor methods to quasi-Newton methods for large, sparse unconstrained minimization problems. f(x )) = n?1, as modi ed by (7.2), n = 5000, started from x 0 . The ratios in second and third columns are de ned by (7.4 We also considered solving large, sparse, structured unconstrained optimization problems using tensor methods. In this variant, we explored the possibility of using exact third-and fourth-order derivative information. The calculation of these derivatives is simpli ed using the concept of partial separability, a structure that has already proven to be useful when building quadratic models for large-scale nonlinear problems 16]. The calculation of the minimizer of this exact tensor model is more problematic, however, because we need to solve a sparse system of nonlinear equations. An obvious approach to solve these equations is to use a Newton-like method. Such a method is characterized by the approximation of the Jacobian used in the Newton process. A simple idea is to use a xed Jacobian at each step. This has the advantage that the Jacobian will have already been obtained in the current tensor iteration. However, potential slow convergence of such a scheme may make the cost of a tensor iteration prohibitive. We are currently investigating other possible approaches, such as a modi ed Newton's method in which the approximated Jacobian matrix will incorporate more useful information, or an iterative method such as a nonlinear GMRES. This work, a cooperation with Nick Gould 5], will be reported in the near future.
We are almost done with the implementation and testing of the two-dimensional trust region global strategy described in x5. This work will be reported in a forthcoming paper.
We are also implementing the algorithms discussed in this paper in a software package. This package uses one past point in the formation of the tensor terms, which makes the additional cost and storage of the tensor method over the standard method very small. The package will be available soon.
Appendix: Test Problems and Detailed Experimental Results
The columns in Tables A-3|A-6 IL, NC stand for iteration limit exceeded and convergence to a nonminimizer, respectively. The iteration limit is 300 for the MINPACK-2 collection and 200 for the CUTE collection. All starting points were provided by the MINPACK-2 and CUTE collections. 
