A multi-block high-order finite-difference direct numerical simulation (DNS) code has been developed for studying turbulent flows over complex geometries. A global mapping technique is adopted and applied to a multiblock domain arrangement, in which each block is consisted of a structured mesh and the adjacent blocks are overlapped and matched with each other along the common interfaces. The physical bounds of interfaces are determined through a pre-processing, and a pre-compiler is developed to reduce the computational cost of expensive Jacobian calculations. The multiblock DNS code has been validated for benchmark test cases, including a freestream preservation on three-dimensional wavy grids and a pulse signal traveling through an interface with different grid density. The parallel efficiency has been evaluated on various HPC platforms with very good scalability achieved up to 1000+ processors. Further code application has been carried out for a square jet flow interacting with a fully developed turbulent cross-flow. The conditions are the Reynolds number Re ∞ = 1000, based on the freestream quantities and the jet exit width, and a jet to a cross-flow velocity ratio of R = 0.5, 1.5, respectively. A counter-rotating vortex pair has been captured downstream of the jet exit and it was also found that the streamwise and the spanwise mean velocity profiles are in reasonable good agreements with available experimental measurements at Re ∞ = 4700. However, some discrepancies are observed in other flow statistics such as the normal mean velocity and the kinetic energy distributions, and they are probably due to the low Reynolds number effect of the simulation. 
INTRODUCTION
Simulation of turbulent flows over complex geometries represents a challenge for a computational fluid dynamics (CFD) code relying on a single-block approach. The main problem for this kind of code is the difficulty to handle geometry shapes in some specific areas, such as corners, curvatures, sharp angles, etc. and it is not always possible to apply a single-block structured mesh topology for general complex geometry flow problems. When these situations occur, an irregular mesh, commonly known as an unstructured mesh, is often adopted, along with a structured mesh embedded in the near wall for viscous terms calculations. While the unstructured mesh has been successfully used in the Reynolds-averaged Navier-Stokes (RANS) and further extended to the large-eddy simulation (LES) applications most recently, this type of mesh is still not suitable for direct numerical simulation (DNS), in which high-order numerical scheme is essential in order to capture small-scale turbulent flow motions, particularly in the near wall region. Recent studies have shown some novel high-order schemes and their implementations on unstructured grids, such as the spectral volume method, but they are still under development stage and are not yet ready for DNS applications. At present, majority DNS codes are still based on traditional spectral method or high-order finite-differences and the code described in this paper will be based on the latter approach.
In finite-difference approach, a body-fitted curvilinear coordinate system (x, y, z) is commonly used for the entire physical domain, where a single-block structured mesh can be produced. By conformal mapping to the computational domain where a Cartesian coordinate system is applied, the domain can be represented by a simple parallelepiped block where the mesh points are evenly distributed in all three coordinate directions (ξ, η, ζ). In general, the parallelepiped block can be adapted to match a continuous physical domain, while it does not contain any internal straight or sharp angles between the coordinates, e.g. a hill shape on a flat plate (Fig. 1) . However, in the presence of straight or sharp angles, such as a jet in a cross-flow case (Fig. 2) , a multiblock arrangement is required to produce structured meshes over the entire domain. Moreover, while a high-order finite-difference is employed, the spatial derivatives along each coordinate have to be continuous, ideally up to the same order of the numerical scheme. This requirement is not trivial, but often neglected in the multi-block interface treatments. To resolve these issues, various approaches have been proposed, e.g. the immersed boundary (IB) method [1] and the Chimera (or composite) grid [2] . The IB approach consists across the domain interfaces, the generation of spurious oscillations is inevitable in most occasions, which can lead to numerical instability, especially when a high-order scheme is used. In this paper we present a general approach to build a robust and an efficient multi-block solver for simulating turbulent flows over complex geometries. The code uses a 3-D curvilinear coordinate system with a multi-block concept that is based on a global mapping of the physical coordinates to construct a structured mesh within each single-block. Using high-order mapping functions will naturally ensure the continuity property at the interfaces between adjacent blocks. A pre-processing programme is also developed to generate the mesh within each block and in the meantime, to define the interfaces between the adjacent blocks. For an orthogonal mesh, most Jacobian terms have constant value of 1 or 0. A pre-compiler is thus used to simplify the expensive inviscid and viscous flux calculations in the governing equations that consume majority of computing time and memory. The code validation has been performed on several benchmark cases including free-stream preservation on threedimensional wavy grids for a single-block arrangement and for the multi-block application, a square jet in a turbulent cross-flow is adopted. Simulation considers the Reynolds number of Re ∞ = 1000 (based on the free-stream quantities and the width of jet exit) and a jet to cross-flow velocity ratio R = V jet /V freestream = 0.5, 1.5, respectively. Simulation results will be compared quantitatively with available high-Re (Re ∞ = 4700) experimental measurements by Ajersch et al. [3] and qualitatively with a low-Re (Re ∞ = 225) numerical study of Sau et al. [4] . Further comparisons will be made on the mean flow properties and as well as the instantaneous flow field.
MATHEMATICAL MODELS
In the following, we will give some details of the governing equations and the key numerical features adopted in the code. A separate subsection is dedicated to a pre-compiler program that is used to simplify the Jacobian calculations when a Cartesian orthogonal mesh is pre-dominant.
Governing Equations in Cartesian Coordinate System
The three-dimensional (3-D) compressible Navier-Stokes equations in a nondimensional form can be written as:
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where i, j = 1, 2, 3 are the coordinate indices, u i are velocity components, p is static pressure, T is static temperature. The Re, Pr, and M are the Reynolds number, the Prandtl number and the Mach number, respectively, and E tot is the total energy. γ is the specific heat ratio and µ is the molecular viscosity of a fluid. An ideal gas law is used and for the air, γ = 1.4 and Pr = 0.72. The Newtonian fluid assumption is taken and this determines the correlation between the shear stress tensor τ ij and the mean velocity field, i.e. 
Governing Equations in Curvilinear Coordinate System
While a body-fitted coordinate system (ξ, η, ζ) is applied, the above governing equations can be re-written in the following compact hyperbolic vector form: (5) where:
(8) 
where J is the Jacobian determinant of the grid transformation function.
Treatment of Non-cancelation Errors
During a 3-D curvilinear Jacobian transformation process, the above forms can introduce some unexpected numerical errors when a central finite-difference 
Multi-block High-order DNS Code Development for Jet in Turbulent Cross-flow Simulation scheme is applied [5] . The source of the numerical errors is mainly due to the non-cancelation of following terms:
A few methods have been proposed in order to make sure the validity of equations (15)- (17) [5] [6] . Here, we are proposing to consider the equation (15)- (17), while expanding the equation (5) as:
During these computations, we set the I 1 − I 3 terms to be zero, thus implicitly guaranteed the conditions of equations (15) (16) (17) . Later, a free-stream preservation test will be used for demonstration, confirming the validity of this approach. Note that in the test, the entropy splitting option has been switched off to ensure the conservation of the equations. However, for turbulent flow simulation, it is necessary to turn on the entropy splitting option, in order to improve simulation stability over longer period of run time.
DNS CODE DEVELOPMENT 3.1. The SBLI DNS Code and Numerical Features
A single-block DNS code (named SBLI thereafter) was developed previously that uses a 4th-order central difference scheme for evaluating the spatial (14)
0.
derivatives at interior points and a stable 3rd-order scheme, based on the summation by parts (SBP) approach [7] , for derivative calculations at boundary points. For the time integration, a 3rd-order explicit multi-stage Runge-Kutta algorithm is applied. In addition, an entropy splitting concept is used to enhance the numerical stability [8] , and it is important for a DNS code that normally requires an extremely longer run time to reach statistically converged results. The code parallelization uses the MPI library and the scalability and portability have been tested on various high-performance computing platforms with very good linear performance. Although the SBLI code was initially developed for numerical simulation of transonic flow over a bump geometry [9] and then used to simulate a similar problem of an oblique impinging shock interacting with a spatially-developing boundary-layer flow [10] , the code has proved to be remarkably adaptable and its variants (including a quasi-three-dimensional curvilinear multi-block version) have been successfully used for simulations of a broad range of transitional and turbulent flows, including supersonic turbulent channel flow, plane jet aero-acoustics, shock wave and turbulent spot interactions, transitional heat transfer, transonic cavity flow, trailing-edge noise calculations, and most recently separation bubbles on an airfoil at incidence.
General 3-D Curvilinear Multi-block Implementation
In general, a multi-block solver requires the definition and the treatment of interfaces between the adjacent blocks. While considering possible patterns of dislocations of blocks in the domain and any possible combinations of them, the information exchange between the processors can not be trivial.
Taking the aforementioned jet in a cross-flow case as an example, Figure 3 gives a simple two-block configuration. It shows that the block 1 and the block 2 share a common interface at y = 0 in a horizontal x − z plane. Clearly, it is necessary to define the starting and the finishing locations of the interface in the physical domain and its correspondent in the computational domain. This process can be done manually when the number of interfaces is small, typically less than 4, however, this can be very difficult when more interfaces occur. Moreover, even for the same physical flow problem, the prescribed partitions and grid resolutions will lead to the differences across the physical bounds and interfaces. To deal with these issues efficiently and accurately, a pre-processing program is developed, where the interfaces between the adjacent blocks are automatically defined. Once the partition and the grid resolution being given, the absolute physical coordinates for all blocks can be checked and confirmed. To illustrate this, considering the jet in a cross-flow case as an example, the physical coordinates x, y, z of each halo point of the block 2 (marked with open circles in black) has to match exactly the physical coordinates of corresponding points of block 1 (marked with filled circles in red).
When an interface is present, the pre-processing programme will define a new boundary condition type (called "interface-") over the range of overlapped halo points between the adjacent blocks. In the example described above, the boundary conditions are defined as that seen in Fig. 4 , assuming one processor used for each block. Here, the "interface-mix" means that only part of boundary points are the halo points and link to the adjacent block (i.e. block 2); while the "interface-full" means that all boundary points are the halo points and link to the adjacent block (i.e. block 1). This is necessary for the derivative calculations in the interface region. For a large-scale flow simulation, the pre-processing program will require a large amount of memory and computational time, thus a parallelization of this programme may be necessary in future. 
Pre-compiler for Computational Cost Reduction
It was noted that for same number of grid points, a full 3-D curvilinear version of the code takes almost twice as much as CPU time per iteration compared to a quasi-3D variant. Further analysis indicates that most of time was actually used for the right-hand-side (RHS) calculations. To retain computational efficiency for simulations that do not require this level of complexity, a pre-compiler treatment is developed that allows the user to simplify the RHS routine based on the Jacobian values of the mesh. The process starts with an existing mesh by calculating Jacobian terms and their variants. Two specific tags are then assigned for 'zero' and 'unity' values (at a tolerance of 1 × 10 −12 ). For each of these terms, a 'string'-based searching and detecting of all lines in the RHS routine have been carried out, and once the 'zero' and 'unity' tags are found, the relevant computation in the routine will be identified and simplified. Finally, a simplified RHS routine is produced.
To verify this pre-compiler, a laminar channel flow problem is considered, with four different mesh arrangements as: I) a mesh with orthogonality in all three directions; II) a mesh with curvilinear in the x-direction and orthogonal in y − z directions; III) a mesh with curvilinear in the y-direction and orthogonal in x − z directions; and IV) a mesh with curvilinear in the z-direction and orthogonal in x − y directions. Table 1 presents the test results. In case of a full orthogonal grid used, i.e. case I, the computational time can be shortened by a factor of 4 for the right-hand-side (RHS) subroutine calculations (i.e. the most expensive routines of the code) and about a factor of 2 for the overall 602
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CODE VALIDATIONS AND PARALLEL PERFORMANCE
In the following, the code validations are presented with some selected test cases including a free-stream preservation on three-dimensional wavy grids, a laminar channel flow on a skewed grids, and stationary vortex development on a wavy grid. The code parallel performance is also shown on HPC platform using 1000+ processors.
Free-Stream Preservation on a Wavy Grid
A free-stream preservation test on a 3-D curvilinear wavy grid has been chosen. This case was originally proposed by Visbal and Gaitonde [11] and it tests the preservation of a uniform free-stream flow on a deformed wavy grid. In theory, conservation of mass, momentum and energy should be absolutely satisfied. Hence, any potential "drift" from the initial quantities, i.e. uniform velocity components, indicates the incorrectness in the implementation of numerical scheme on a fully 3-D curvilinear coordinates, e.g. the non-cancelation error and its treatment as discussed in previous section 2.3. Similar to that by Visbal and Gaitonde [11] , a 3-D wavy grid is defined as:
where x − , y − , z − are the uniform mesh coordinates, e.g. x − = (i − 1) ∆x --, where i is the grid index and ∆x --is the grid spacing in the x-direction. A i and w i are the amplitude and the frequency of the sinusoidal wave function, respectively.
The free-stream preservation test uses the following computational parameters:
and w x = w y = w z =1/4 with a grid of N x = N y = N z = 21 points in three directions, respectively. Figure 5 illustrates the meshes on three adjacent faces. The flow conditions are Re = 500, M = 1 with a uniform flow in the x-direction, i.e. u = 1, v = w = 0. After a total of 100 iterations at a fixed time step of ∆t = 10 −4 , the maximum residual of the flow field is found to be less than 10 −16 (due to machine round-off error), conforming the flow preservation on a deformed mesh.
Laminar Channel Flow on a Skewed Grid
A laminar channel flow is simulated on a highly skewed grid in the streamwise (x) and the wall normal (y) directions, while the spanwise (z) direction with a nonskewed stretched grid. The mesh was generated in a similar as above, but only introducing the wavy feature in the x and y directions. As a result, a skewed grid with a minimal internal grid angle of around 65 degrees (Note that a grid with a minimum internal angle of 42 degrees were also produced to test the limit of a skewed mesh). Figure 6 illustrates a cross-plane mesh (Note that the odd number of mesh lines have been skipped in this graph) in the x and y directions. A laminar channel flow of M = 0.1, Re = 20, based on half a channel height and the friction velocity was simulated with a fixed time step of ∆t = 1.0 × 10 −4 and the computation converged after the non-dimensional time unit of T = 6. It was found that the streamwise u-velocity profile is in good agreement with the theoretical profile, while the maximum value of v and w velocity components along the skewed directions are of an order of 0.5 × 10 −3 , primarily due to the grid skew effects [12] .
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Stationary Vortex on a Skewed Mesh
A stationary vortex on a 3-D wavy grid, as seen in [11] is simulated. The domain is 12 × 12 × 4 in the x, y, and z directions, respectively with a grid of 31 × 31 × 21. The wavy mesh is similar to that of Figure 5 for free-stream preservation study. The flow conditions are M = 0.1, Re = 10 5 with a fixed time step ∆t = 0.01 and runs up to a dimensionless time unit of T = 2.5. Figure 7 gives a background mesh superimposed with swirl velocity contours. Figure 8 
Parallel Scalability Performance
The parallel scalability is a key factor to measure the HPC performance of the code. The original single-block SBLI code has been used extensively for scalability tests on four major HPC platforms, including the IBM BlueGene/L, IBM POWER5, Cray XT3, and Cray XT4 with up to 12288 processors [13] . These tests concluded that good scalability can be achieved on both the IBM POWER5 (up to 1280, but performance dips markedly at 1536, also see Sunderland et al. [13] ) and Cray XT4 (up to 4096 PEs, then degraded after that). Based on our current access to the HPCx supercomputer which has max 2500 processors, we have tested four cases, namely channel flow, cavity flow, boundary-layer flow, and hill flow, with number of processors ranging from 16 -1024. Figure 9 depicts the results of scalability tests. It can be seen that linear parallel performance has been reserved for all test cases up to max 1024 processors. Note that some differences of the slope exist due to different simplifications of the code, e.g. a quasi-3D curvilinear version of the code used for channel flow and cavity flow tests, a full 3-D version of the code for boundary layer tests and a pre-complied and simplified version for hill flow problems (up to about 50 million grid points). 
APPLICATION TO JET IN A TURBULENT CROSS-FLOW
The jet in cross-flow (JICF) problem to be studied thereafter is one commonly encountered flow phenomenon, which containing several distinct vortical structures of different origins accompanied by some complex interaction processes. Although the physical mechanisms behind these flow interactions are comprehensive and still not well understood, the process itself is closely related to many important engineering and industrial applications; for example, mixing and pollutant dispersion from chimney stacks, film cooling of turbine blades, V/STOL aircraft and various biological systems. Because of these reasons, the JICF problem has been extensively studied by many researchers, both experimentally and numerically, over the last few decades. A comprehensive review of these studies was given by Margason [14] , covering fifty years of the research activities up to 1993. Earlier experimental study by Fric and Roshko [15] used the smoke-wire visualization techniques. The complex vortex system associated with JICF has been identified and described with four major vortical flow structures, namely the horseshoe vortices, the jet shear layer vortices, the wake vortices, and the counter-rotating vortex pairs (CRVP) jet itself, constitutes a dominant flow structure of the whole vortex system. These observations were later confirmed by other researchers (e.g., Smith et al. [16] , Lozano et al. [17] , Eiff et al. [18] and Smith and Mungal, [19] ). While the experiments have revealed some large-scale structures in the JICF configuration, certain flow details still remain unclear, primarily due the dynamic process of the flow that limits the measurement level. On this aspect, numerical simulations could provide more complete information on the complex flow structures and their interactions. Recent advancement in direct numerical simulations (DNS) methodology makes it feasible to obtain high quality database, which is often difficult or sometime even impossible to have at the laboratory conditions. As an example, DNS of a round turbulent jet in cross-flow by Muppidi and Mahesh [20] [21] has shown good agreement with experiments with additional flow quantities, not available from the experiments, being revealed in details. Maidi and Yao [22] also carried out DNS study of multiple square jets interacting with a laminar cross-flow, illustrating complex vortex flow structures. For a jet in a turbulent cross-flow problem, it has been investigated previously by some researchers, experimentally and numerically. Due to limited experimental data at low to medium Reynolds number range, the present computation references to the experiment of Ajersch et al. [3] and the numerical investigation of Sau et al. [4] , respectively. In the experimental work of Ajersch et al., different velocity ratios of 0.5-1.5 were examined at a Reynolds number of 4700. The DNS work of Sau et al. [4] studied a square jet in a laminar cross-flow at a low Reynolds number of 225 (based on the jet width and the average cross-flow inlet velocity), primarily focussing on vortical flow structures in the vicinity of the jet exit. The results from present simulation will be compared with test data of Ajersch et al. quantitatively, and also with Sau et al. [4] simulation qualitatively. Figure 2 presented in the section "Introduction" illustrates a two-block arrangement of a jet domain and a cross-flow domain. Simulation considers a Reynolds number Re δ* = 1000, based on the inlet boundary layer displacement thickness δ * in = 1 (i.e. equal to the jet exit width D) and the free-stream propriety of the cross-flow. Two jet to cross-flow velocity ratios (0.5 and 1.5) are considered. Table 2 gives the dimensions of computational domain, the number of grid points and the grid resolutions used in the simulations.
Problem Set-up
For the cross-flow domain (i.e. block 1), a precursor turbulent boundary layer simulation at same Reynolds number has been carried out and time sequence of instantaneous flow field provides the inflow velocity profile for the cross flow, with pressure field obtained by extrapolation to allow outgoing waves. Further details to be discussed latter. The characteristic non-reflecting boundary conditions are applied at the upper surface and the outlet plane. The periodic conditions are used for two side walls in the spanwise direction, thus simulation represents an array of jets in that direction. For the jet flow domain (i.e. block 2), two types of velocity profiles have been considered: (a) a constant profile; and (b) a fully developed laminar pipe flow velocity profile as described in ( [23] ), following the work of Sau et al. [4] : (22) (23) (24) where h is the height of cross flow domain, and ξ(i) = πi/2d with d is the diameter of the jet domain.
Provided the jet pipe length is sufficient long, differences from two jet inlet profiles are small [12] and results presented thereafter are merely from the method (b) of applying velocity profile of a fully developed pipe flow.
Mesh Generation and Mapping Functions
Due to the presence of a jet domain, a non-uniform mesh has to be applied in all three directions. For the cross-flow domain (i.e. block 1), a cubic function is used in the streamwise direction in both the upstream and the downstream of the jet exit, while a fifth-order polynomial function is used for the jet domain and adjacent region of the cross-flow domain (Fig. 10a ). This will ensure the continuity of both the first and the second derivatives across the whole flow domain. Similar functions are used in the spanwise direction, with spacial cares being taken at two side walls where periodic conditions are applied. In the wall normal direction of the jet and the cross-flow domains, a cubic stretching function is applied (Fig. 10b) .
Simulation Procedure and Data Acquisition
As stated earlier, the inflow conditions for the cross-flow domain were provided by running a separate precursor turbulent boundary layer and the instantaneous flow field at a plane near the exit has been stored. The data in time sequence will be used as prescribed inflow conditions for the main simulations. In case of non-matching grid points, interpolation is needed, For inlet pressure field, it can be obtained by extrapolation from internal values that will let the pressure wave propagating out of the domain. There are different inflow generation methods, and perhaps the most common approach is the rescaling/recycling technique proposed by Lund et al. [24] . Alternative techniques are often referred to synthetic turbulence approaches. One of them was developed by Sandham et al. [9] . In this approach, the inflow conditions are prescribed analytically via the introduction of several modes for inner-and outer-layers, and aimed at mimicking the key 610
Multi-block High-order DNS Code Development for Jet in Turbulent Cross-flow Simulation features of the turbulent flows such as the inner-layer near-wall streaks and their 'lift-up' and the outer-layer wavy pattern. As with any synthetic turbulence approach, it suffers from the level of approximation introduced at the inflow by producing a long transient during which the flow slowly recovers the modelling errors. Other synthetic approaches such as the digital-filter (DF) approach [25] are designed to match the ad-hoc first-order and second-order statistical moments and spectra. In that case, the lack of proper phase information is responsible for the observed inflow transient. Following the work of Touber and Sandham [26] , a filter procedure is then used to retain the appropriate flow field values to reproduce the desirable turbulence correlations for given conditions. Details on the digital filter parameters can be found in references [12, 26] .
Once the precursor simulation of a turbulent boundary layer over a flat plate has been carried out, the instantaneous flow variables at a cross-plane near the exit plane can be saved in a time sequence manner. This data sequence can then be fed into the main JICF simulation as inflow boundary conditions at the cross-flow domain inlet. In practice, both temporal and spatial interpolations may be needed, due to the differences of the precursor and the main simulations. Figure 11 illustrates the interface between two simulations. from measurements [3] ), respectively. In general, reasonable good agreements are seen for the 'mean' velocity distributions in the streamwise and the spanwise directions. However, the normal velocity has exhibited some incongruence behaviour, especially in the vicinity of the jet exit. Some discrepancies are also found in the turbulence kinetic energy and the shear stress distributions. The possible reasons for these discrepancies are probably due to the Reynolds number effect as well as stronger flow interactions between the jet stream and the cross-flow stream. Downstream in far wake region, comparisons between the CFD predictions and the experiments are general good.
Instantaneous Flow Structures
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CONCLUSIONS
A multi-block high-order DNS code for simulation turbulent flow over complex geometries has been developed. The code applies a global mapping based on physical coordinates that generates a structured mesh in each single-block domain.
A pre-processing program is used to define the interfaces between adjacent blocks and a pre-compiler is developed to simplify the convective and viscous terms calculations that lead to a large reduction of computing time. An overall performance speed-up of a factor 2 on a Cartesian mesh has been achieved. The solver is validated on some standard benchmark test cases including free-stream preservation, pulse signal through an interface of different grid density, and laminar channel flow on a skewed grid with good agreement with published data. The parallel efficiency has been evaluated on 1000+ processors with good scalability performance achieved. The code application for a jet in a turbulent cross-flow problem at a Reynolds number of 1000 and two jet to cross-flow velocity ratio of 0.5 and 1.5 have been carried out. Comparisons with available measurements at high-Re of Re ∞ = 4700 and another numerical study at low-Re of Re ∞ = 225 have been made, and some reasonable good agreements have been found in terms of turbulence statistics and vortical flow structures.
