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ПРОГРАМНИЙ КОМПЛЕКС ДЛЯ РОЗВ’ЯЗАННЯ 
ЗАДАЧ ІНДУКТИВНОГО МОДЕЛЮВАННЯ НА ОСНОВІ 
КОМБІНАТОРНО-ГЕНЕТИЧНОГО МЕТОДУ
Розроблено комп’ютерний комплекс індуктивного моделювання на основі гібридного алгоритму КОМБІ-ГА для 
моделювання складних систем з можливістю розв’язання дослідницьких та прикладних задач.
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Вступ
Комбінаторно-генетичний метод КОМБІ-ГА 
[1] є ефективним самоорганізовним засобом 
індуктивного моделювання складних лінійних 
та нелінійних об’єктів, систем, процесів і явищ 
різної природи. На основі цього методу розро-
блено програмний комплекс засобами мови 
програмування MATLAB [2], призначений як 
для розв’язання практичних задач моделюван-
ня за даними спостережень в умовах неповно-
ти інформації про об’єкт, так і для дослідження 
можливостей КОМБІ-ГА, зокрема, в задачах 
великої розмірності. 
При побудові комплексу ставилися такі 
основні вимоги:
 наявність архітектури, яка передбачає роз-
ширення його функціональних можливостей;
 зручний інтерфейс для роботи користувача 
з тестовими або реальними даними;
 можливість побудови моделі різної склад-
ності та структури із застосуванням навчальної 
та перевірної вибірок;
 здійснення графічного та змістовного ана-
лізу кращих побудованих моделей;
 збереження кращих моделей в базі даних 
разом з проміжними розрахунками та резуль-
татами експериментів.
Далі розглянуто структуру, інтерфейс та 
функціональні можливості цього програмного 
комплексу.
Задача 
індуктивного моделювання 
Метою задачі індуктивного моделювання 
складних об’єктів (систем, процесів тощо)
є виявлення неявних причинно-наслідкових 
зв’язків і закономірностей, прихованих у да-
них, і подання їх в явній формі математичних 
моделей[3]. При цьому в багатьох випадках ця 
задача розв’язується за умов істотної неповно-
ти та невизначеності даних.
Для постановки задачі індуктивного моде-
лювання вводяться такі позначення:
Z = [z
ij
, i = 1,…, n; j = 1,…, r]  — задана матри-
ця початкових даних, де r — кількість вхідних 
змінних, n — кількість спостережень;
y = (y
1
,…, y
n
)T— заданий вектор вихідної 
змін ної; 
22 ISSN 0130-5395, Control systems and computers, 2018, № 4
О.Г. Мороз
X= [x
ij
, i = 1,…, n; j =1,…, m] — матриця пере-
творених початкових даних, де т — кількість 
еквівалентних вхідних аргументів.
Наприклад, якщо p
i
 = (p
i1
, p
i2
,…, p
ir
) — век-
тор степенів усіх r змінних і-го члена повного 
полінома, де p
ij
∈{0,1,…p}, і 
1
r
ij
j
p
=
≤∑p  (p — мак-
симальний степінь повного полінома), то та-
кий поліном можна записати так:
1 1 2 2( , )f m my f X x x xθ θ θ θ= = + +…+ ,
де fθ  — вектор невідомих параметрів, роз-
міру s
f  
× 1, s
f
 — складність моделі f (число 
оцінюваних параметрів). При цьому всі уза-
гальнені «лінійні» аргументи х
i 
утворюють 
базисний набір функцій, які є нелінійними 
функціями початкових даних: 
( ) ( )1
1
, , 1,2, , .ij
r
p
i i r j
j
x x z z z i m
=
= … = = …∏
Тоді задача індуктивного моделювання скла-
дається з таких етапів [3]:
1. Оцінювання параметрів fθ  для кожної 
функції ( , )ff X θ ∈Φ,що є розв’язком задачі не-
перервної оптимізації:
,
де QR(⋅) — критерій параметричної ідентифікації кож-
ної окремої моделі; ( ){ }Ф , , 1,kk ff X k kθ= =  — 
множина структур моделей в заданому класі.
2. Пошук на множині Φ оптимальної мо-
делі як розв’язку задачі дискретної оптимі-
зації за умови мінімуму зовнішнього крите-
рію селекції СR(.): 
* arg min  CR( , f( , ))f
f
f y X θ
∈Φ
= .
При використанні комбінаторного алгоритму 
КОМБІ [4] виконується перебір усіх можливих 
моделей, лінійних за параметрами, з вибором 
найкращої з них за критерієм селекції. За неве-
ликої кількості аргументів можна виконати по-
вний перебір, при цьому загальна кількість P
m
 
усіх можливих моделей, які містять від одиниці 
до m аргументів, дорівнює P
m
=2m—1. Це показ-
никова функція, і повний перебір моделей на 
сучасних однопроцесорних комп’ютерах є прак-
тично можливим, коли кількість аргументів m не 
більше 30, що обмежує можливості прикладного 
застосування КОМБІ.
Гібридний алгоритм КОМБІ-ГА
Алгоритм КОМБІ-ГА поетапно формує мно-
жину найбільш перспективних структур час-
тинних моделей і знаходить оптимальну з них, 
використовуючи генетичні оператори селекції, 
кросинговеру та мутації, які визначають само-
організовний механізм їх перебору. 
Формально цей алгоритм можна описати 
так [1]: 
КОМБІ-ГА = {Z, y, f, X, D, CR, P
0
, H, M, G, k, F},
де Z [n×r] — матриця вимірювань вектора вхід-
них аргументів модельованого об’єкта, r — 
кількість вхідних аргументів, n — кількість то-
чок вимірювань;
y [n×1] — вектор вимірювань вихідної змін-
ної модельованого об’єкту; 
f [m×1] — вектор m базисних (опорних) 
функцій від вхідних аргументів; 
X [n×m] —матриця вимірювань базисного 
набору аргументів;
D — задане правило розбиття матриці ви-
мірювань X [n×m] опорного набору аргументів 
(елементів вектора базисних функцій) і векто-
ра y [n×1] на навчальну, перевірну та екзамена-
ційну підвибірки. 
CR — зовнішній критерій селекції (цільова 
функція або функція придатності ГА), на осно-
ві позначеного вище розбиття вибірки (X, y); 
P
0 
— початкова популяція ГА структур моде-
лей у вигляді двійкових хромосом (закодова-
них структур частинних моделей); 
Н — розмір початкової популяції структур 
моделей, H << R
m
;
M — розмір поточної популяції; 
G — множина генетичних операторів;
k — критерій зупинки ГА;
F — кількість кращих частинних моделей 
(свобода вибору), 1 ≤ F ≤ M.
Робота алгоритму КОМБІ-ГА складається з 
таких основних кроків:
1.Перетворення вхідних даних згідно з обра-
ною системою базисних функцій.
2. Створення вхідної популяції КОМБІ-ГА 
заданого розміру M як випадкового набору 
частинних моделей. 
ˆ arg min  QR( , , )
f
f
f
R
θ y X
θ
θ
∈
=
s
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3. Обчислення коефіцієнтів кожної частин-
ної моделі з використанням методу наймен-
ших квадратів (МНК).
4. Розрахунок значень зовнішнього крите-
рію (функції придатності ГA) для кожної мо-
делі, наприклад, критерію регулярності, типо-
вого для МГУА.
5. Поточний відбір кращих частинних мо-
делей. Формування нової популяції того ж 
розміру M.
6. Перевірка критерію зупинки — досягнен-
ня заданої точності або кількості ітерацій. За-
вершення алгоритму, якщо критерій виконано, 
інакше — перехід до наступного кроку.
7. Використання генетичних операторів (кро-
синговеру і мутації) з заданою ймовірністю 
для відібраних особин з популяції. Перехід до 
кроку 3.
Згідно з [5],цей алгоритм належить до класу 
перебірних алгоритмів МГУА з елементами ви-
падкового пошуку.
Архітектура 
програмного комплексу
Загальну структуру програмного комплексу на 
основі алгоритму КОМБІ-ГА для розв’язан-
ня задач індуктивного моделювання показа-
но на рис. 1. 
Блок зберігання даних. Цей блок реалізовано 
у вигляді трьох баз даних: проміжних розра-
хунків, які характеризують роботу алгоритму; 
початкових даних, які можуть бути сформовані 
у два способи: генерацією тестових даних або 
імпорту файлу Блокнот, або Excel; результатів 
моделювання, де зберігаються результати ро-
боти алгоритму, які можна завантажити на ПК 
або роздрукувати. При цьому згенеровані по-
чаткові дані також зберігаються у вигляді фай-
лу Excel або Блокнот.
Завантаження початкових даних. Програм-
ний комплекс дозволяє працювати зі заздале-
гідь підготовленим користувачем файлом з та-
блицею даних у форматах txt (роздільник між 
даними — пробіл) та xlsx. При цьому кожний 
стовпець таблиці, крім останнього, — це век-
тор спостережень для кожного аргумента, а в 
останньому правому стовпці задаються зна-
чення вихідної величини. Дані в Excel мають 
задаватись у вигляді табл. 1.
Дані в Блокнот мають задаватися у вигляді, 
представленому на рис. 2.
Блок генерації даних взаємодіє з блоком фор-
мування вибірки, в якому згенеровані дані фор-
мують вхідну вибірку,та блоком зберігання 
даних, що надає користувачу можливість збе-
регти згенеровані дані у вигляді файлу в Базі 
початкових даних. 
Рис.1. Загальна структурна схема програмного комп-
лексу
Таблиця 1. Формат представлення даних 
в табличному редакторі Excel
2,93,93 6,77 2,23 4,71 ... 6,43 5,81
7,03 0,86 0,65 9,93 ... 2,12 8,13
4,88 2,38 6,64 4,17 ... 2,74 4,05
... ... ... ... ... ... ...
3,41 7,15 5,51 7,52 ... 2,21 3,34
5,31 5,13 2,17 2,42 ... 8,39 4,31
*.txt
Проміжні 
розрахунки
Результати 
моделювання
Початкові 
дані
Блок баз даних
Блок формування 
вибірки
Блок герерації 
даних *.xls
Генетичний 
генератор 
структур
Метод 
оцінювання 
параметрів
Клас 
моделей
Критерій  
якості
Блок формування задачі
Процес пошуку моделі
Представлення результатів
Блок розв’язання задачі моделювання
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Блок формування вибірки. В цьому бло-
ці з файлу початкових даних, отриманих від 
«Блоку генерації даних» або «Блоку зберіган-
ня даних» у форматі xlsx або txt, відбувається 
зчитування даних у початкову матрицю Z та 
вихідний вектор y із заздалегідь створеного 
користувачем файлу. 
Блок формування задачі. У цьому блоці спер-
шу обирається клас поліномів, у якому здій-
снюватиметься пошук оптимальної моделі. 
Далі відбувається перетворення початкових 
даних на вхідні, з якими працюватиме алго-
ритм. Тобто формується вхідна розширена ма-
триця X та вихідний вектор y. Після цього зада-
ються характеристики КОМБІ та генетичного 
генератора структур моделей, в якому генеру-
ється початкова популяція структур моделей і 
з якої генетичними операторами генеруються 
інші структури моделей. Для кожної структури 
моделі обчислюються значення параметрів на 
навчальній підвибірці. Далі на перевірній під-
вибірці для кожної моделі обчислюється зна-
чення критерію якості моделей. 
Блок розв’язання задачі моделювання. У цьо-
му блоці на основі даних попередніх блоків 
здійснюється пошук заданої кількості кращих 
моделей. Загальна блок-схема генетичного 
пошуку оптимальної моделі представлена на 
рис. 3. Надамо коротке пояснення до неї. 
Двійкові структурні вектори генеруються в 
Блоці 1 рис. 3, вони є закодованими структура-
ми частинних моделей. 
Цільовою функцією, що обчислюється у 
Блоці 3, є, наприклад, критерій регуляр ності. 
У Блоці 4 формується початкова батьківська 
популяція структурних векторів розмірності М, 
частина з яких утворить певну кількість випад-
кових пар-кандидатів для створення нащадків.
У Блоці 5 кожна з пар-кандидатів під впли-
вом операторів кросинговеру та мутації з пев-
ною імовірністю дає двох нащадків. 
Загальна кількість структур-нащадків Q — 
випадкове парне число, не більше 22 MC . У Бло-
ці 8 із батьків та їх нащадків формується нова 
(поточна) батьківська популяція структурних 
векторів розміру M. 
Всі результати записуються в базу даних.
Рис. 2. Представлення даних у текстовому редакторі 
Блокнот
Рис.3. Генетичний пошук оптимальної моделі
Генерація H двійкових структурних 
векторів заданого  розміру m1
Оцінка параметрів частинних 
моделей відповідної структури2
Обчислення цільової фукції  для 
кожної частинної моделі
Відбір M моделей з кращим 
значенням цільової функції (M≤Η)
Критерій зупинки 
виконано?
3
4
Ні
Taк
Завершення пошуку 
оптимальної моделі
Обчислення цільової фукції  для 
кожної моделі-нащадка
Відбір M векторів з кращим значенням 
цільової функції нащадків та їх батьків 
7
8
Створення за допомогою генетичних 
операторів Q структур-нащадків5
Оцінка параметрів утворених 
структурних векторів6
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Інтерфейс 
користувача GUI в MATLAB
Одним з найважливіших чинників, які впли-
вають на ефективність використання про-
грамного забезпечення, є зручність інтерфейсу 
користувача, який є сукупністю програмних 
засобів, що забезпечують взаємодію користу-
вача з комп’ютером і відповідають за введення 
даних і своєчасне реагування на команди ко-
ристувача. 
Відомі різні способи організації інтерфейсу, зо-
крема, із застосуванням автоматичних, діалого-
вих та інших засобів підтримки дій користувача.
Автоматичний інтерфейс дає змогу запустити 
завдання на виконання, зв’язати з ним конкретні 
дані та виконати деякі процедури обслуговування;
Діалоговий інтерфейс — це регламентова-
ний обмін інформацією між користувачем і 
комп’ютером, що здійснюється в реальному 
масштабі часу і спрямований на спільне ви-
рішення конкретного завдання. Кожен діалог 
складається з окремих процесів введення-
виведення, які фізично забезпечують зв’язок 
між користувачем і комп’ютером. 
Наразі одним з важливих атрибутів при-
кладної програми є графічний інтерфейс 
користувача (Graphics User Interface — GUI). 
Розробка графічного інтерфейсу є досить тру-
домісткою. 
Однак для спрощення процедури створен-
ня GUI в MATLAB існують спеціальні інстру-
ментальні засоби для візуально-орієнтованого 
програмування і проектування додатків з GUI, 
найважливішим з яких є конструктор графіч-
ного інтерфейсу GUIDE (GUI Designer). 
При роботі з інструментом GUIDE можна 
створювати вікна GUI шляхом вибору мишею 
потрібних елементів управління і переміщення 
їх у вікно GUI. 
Так можна створювати практично всі типо-
ві елементи інтерфейсу — кнопки, випадаючі 
списки, лінійки прокрутки тощо. При цьому 
з кожним елементом інтерфейсу пов’язаний 
свій фрагмент програми обробки подій, яка 
генерується автоматично і може коригуватися 
користувачем. 
Інтерфейс користувача 
програмного комплексу в 
середовищі MATLAB
В розробленому програмному комплексі про-
цес моделювання може відбуватися у двох режи-
мах: автоматичному або діалоговому (рис. 4). В 
автоматичному режимі користувач завантажує 
в програмний комплекс лише початкові дані, 
після чого алгоритм автоматично запускається 
на виконання, використовуючи всі параметри 
КОМБІ-ГА, задані за замовчуванням.
У діалоговому режимі користувач може са-
мостійно налаштовувати параметри у вікнах 
інтерфейсу, використовуючи за потреби Довід-
ник, на сторінки якого можна потрапити після 
натискання на кнопку «Допомога».
Довідник містить всю інформацію, необхід-
ну для заповнення всіх полів, які містить вікно, 
а також інструкцію з коректності введення па-
раметрів. У разі введення некоректних даних 
система видає повідомлення про помилку та 
необхідність повторного введення даних. 
Далі описано структуру вікон інтерфейсу та 
їх можливості. 
Формування вибірки. У вікні «Формування 
вибірки» (рис. 5) початкових даних для корис-
тувача передбачено можливість завантажити 
власний підготовлений файл, натиснувши 
кнопку «Вибрати файл» з тестовими або ре-
Рис. 4. Використовувані режими моделювання
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альними даними або згенерувати тестові дані 
безпосередньо у вікні, натиснувши кнопку 
«Генерувати».
При генеруванні даних для тестової задачі 
потрібно вибрати інтервал мінімальних і мак-
симальних значень, у якому генеруватимуться 
елементи початкової матриці аргументів, і зада-
ти кількості вхідних аргументів, спостережень 
та істинних аргументів у моделі. 
Потрібно також вказати інтервал, в якому 
будуть згенеровані коефіцієнти при істинних 
аргументах тестової моделі та задати рівень 
шуму у відсотках (за замовчуванням нуль). 
Сформовану тестову вибірку початкових да-
них можна зберегти у файл, натиснувши кнопку 
«Зберегти». У цьому ж вікні вибирається також 
режим роботи програмного комплексу — авто-
матичний або діалоговий.
При виборі режиму моделювання відкрива-
ється наступне вікно «Формування задачі/Па-
раметри робочої вибірки» (рис. 6).
У поле «Степінь полінома» цього вікна 
вводиться натуральне число, що задає клас 
поліномів, серед яких шукається оптималь-
на модель. В інші поля задаються: критерій 
селекції, за яким відбиратимуться кращі мо-
делі (за замовчуванням — це критерій регу-
лярності); метод оцінювання параметрів (за 
замовчуванням використовується МНК); 
значення свободи вибору (за замовчуван-
ням п’ять), а також поділ вибірки на три 
частини(у відсотках): навчальну, перевірну 
та екзаменаційну. 
Навчальна підвибірка потрібна для оціню-
вання коефіцієнтів структур моделі, переві-
рна —для вибору кращих моделей за вказаним 
критерієм селекції, екзаменаційна — для пере-
вірки точності моделі на нових даних, які не 
брали участі в її побудові.
У разі, коли у відповідних полях нічого не 
вказувати,за замовчуванням вибірка буде по-
ділена у пропорції 50 : 30 : 20 відповідно. 
Після того, як всі поля на вкладці «Фор-
мування задачі/Параметри робочої вибірки» 
будуть заповненні і натиснута кнопка «Далі», 
відбувається перехід у вікно «Формуван-
ня задачі/Параметри генетичного пошуку» 
Рис. 5. Вікно«Формування вибірки»
Рис. 6. Вікно «Формування задачі/Параметри робочої 
вибірки»
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(рис. 7), де користувачу необхідно задати від-
повідні значення.
Розмір початкової популяції. Задається кіль-
кість випадково згенерованих структур моде-
лей (послідовностей заданої довжини із оди-
ниць та нулів, двійкових хромосом), серед яких 
почнеться пошук оптимальної моделі.
Розподіл генерації структур моделей. У цьо-
му полі з випадаючого меню із множини ви-
бирається функція розподілу, яку слід вико-
ристовувати при генерації початкової попу-
ляції. 
Розмір проміжної популяції. Задається роз-
мір проміжної популяції, яка складається з 
особин (структур моделей) з кращими зна-
ченнями цільової функції, які будуть вико-
ристані для формування нащадків. Якісний 
склад цієї популяції визначається операто-
ром селекції. 
Кількість пар для кросинговеру. Цей показ-
ник визначає кількість пар хромосом з про-
міжної популяції,на які може діяти оператор 
кросинговеру.
Оператор кросинговеру. У цьому полі з ви-
падаючого меню «Оператор кросинговеру» ко-
ристувач має можливість обрати один з варіан-
тів схрещування: одноточковий, двоточковий, 
рівномірний.
Імовірність кросинговеру. У цьому полі за-
дається число р
с
∈(0,5, 1) — імовірність, з 
якою до кожної пари хромосом застосовуєть-
ся оператор кросинговеру. За замовчуванням 
р
с
 = 0,9.
Оператор мутації. У цьому полі з випадаю-
чого меню «Оператор мутації» користувач може 
обрати один із таких операторів мутації: побіто-
вої, нуль-бітової, однобітової. 
Імовірність мутації. У цьому полі задаєть-
ся число р
m
∈ (0, 0.2] — імовірність, з якою до 
будь-якої хромосоми застосовується оператор 
мутації. За замовчуванням р
m
 = 0,1.
Кількість запусків. Задається кількість за-
пусків алгоритму, необхідних для усереднення 
різних характеристик його роботи.
Критерій зупинки ГА: користувач може обра-
ти один з трьох варіантів критерію зупинки ГА. 
При виборі критерію Приріст алгоритм при-
пинить роботу, коли різниця між значеннями 
зовнішнього критерію селекції кращих моде-
лей на двох сусідніх ітераціях стане менше вве-
деного в поле числа. 
Рис.7. Вікно «Формування задачі/Параметри генетич-
ного пошуку»
Рис. 8. Вікно «Результати моделювання»
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При виборі критерію Точність алгоритм 
припинить роботу, коли значення зовнішнього 
критерію селекції досягне вказаної точності.
 При виборі критерію Кількість ітерацій ал-
горитм припиняє роботу після здійснення за-
даної кількості ітерацій.
Після того, як задача сформульована, тре-
ба натиснути кнопку «Моделювати» для по-
будови моделі з заданими характеристиками 
алгоритму. Після того, як процес моделювання 
завершено, з’являється вікно «Результати мо-
делювання» (рис. 8).
В цьому вікні спочатку показано оптималь-
ну модель та її основні характеристики — зна-
чення зовнішнього критерію селекції та се-
редній час пошуку оптимальної моделі (при 
проведенні серії запусків), які дають уявлення 
про якість знайденої моделі. 
При натисканні на кнопку «Усереднений 
графік збіжності» відкривається вікно (рис. 9), 
в якому зображується усереднений графік збіж-
ності. Користувач за бажанням може зберегти 
графік у звіт та завантажити його, натиснувши 
на кнопку «Додати у звіт». 
При натисканні на кнопку «Графік апрок-
симації вихідної змінної» (див. рис. 8) відкри-
вається аналогічне вікно (рис. 10), в якому є 
цей графік і помилки на підвибірках А, В та 
С. Користувач за бажання може додати його у 
звіт,натиснувши кнопку «Додати у звіт».
Кнопка «Решта кращих моделей та їх харак-
теристики» (див. рис.8) активує вікно, в якому 
представлено характеристики решти кращих 
моделей (рис. 11).
При натисканні на кнопку «Повторне мо-
делювання» (див. рис. 8) здійснюється пере-
хід знову на вікно «Формування вибірки», і 
користувач за бажання може змінити нала-
штування параметрів для досягнення кращо-
го результату.
Натиснувши на кнопку «Зберегти звіт», (див. 
рис. 8) обрані результати зберігаються у файл 
звіту, який за замовчуванням має назву «Report» 
у форматі docx. На початку звіту автоматично 
виводяться всі значення введених параметрів 
для пошуку моделі, а далі — оптимальна модель 
та значення критерію якості. 
Рис. 9. Вікно «Усереднений графік збіжності»
Рис. 10. «Апроксимація вихідної змінної»
Рис. 11. Вікно решти кращих моделей
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Функціональні можливості 
розробленої технології
Розроблена комп’ютерна технологія на основі 
методу КОМБІ-ГА надає користувачу можли-
вість розв’язувати задачі індуктивного моделю-
вання процесів різної природи, а також дослі-
джувати властивості гібридного алгоритму. 
При моделюванні користувач може обрати 
зручний спосіб задання початкових даних, за-
вантажуючи власний файл в одному з назва-
них раніше форматів або генеруючи тестові 
дані безпосередньо засобами інтерфейсу. Крім 
того, застосувавши отриману модель доданих 
екзаменаційної вибірки, можна імітувати по-
ведінку модельованого об’єкта, процесу або 
системи.
Дослідження властивостей алгоритму охо-
плює такі можливості:
 налаштування характеристик алгоритму 
КОМБІ-ГА для максимального урахування спе-
цифіки задачі;
 побудова графіка збіжності алгоритму та 
отримання відповідного значення мінімуму зо-
внішнього критерію, що характеризують якість 
роботи алгоритму;
 побудова усередненого графіка збіжності 
алгоритму після серії запусків ГА, що точніше 
характеризує роботу алгоритму;
 порівняння результату роботи КОМБІ-ГА, 
зокрема побудованої оптимальної моделі та часу 
її пошуку, з перебірними алгоритмами КОМБІ 
[4], MULTI [6] та LASSO[7] для додаткової пере-
вірки коректності роботи алгоритму;
 побудова спільного графіка кривих збіж-
ності впродовж серії запусків ГА для візуаліза-
ції розкиду цих кривих, тобто визначення ста-
більності роботи алгоритму.
Тестова перевірка 
роботи комплексу
Для демонстрації коректності роботи КОМБІ-
ГА розглянемо тестовий приклад з 20 вхідними 
аргументами, 10 з яких — істинні,та порівняє-
мо результати з алгоритмами КОМБІ, MULTI та 
LASSO, що містять оптимальну модель, а також 
час, необхідний для її пошуку. Комбінаторний 
алгоритм здійснює перебір усіх моделей і га-
рантує пошук оптимального результату. 
Алгоритм MULTI [6] (багатоетапний ком-
бі на тор но-селекційний алгоритм) здійснює 
спря мо ваний скорочений перебір для визна-
чення оптимальної моделі, тобто результату 
повного перебору, та реалізує процедуру по-
етапного формування структур і оцінювання 
параметрів моделей з послідовним збільшен-
ням складності частинних моделей тільки на 
один аргумент. 
Метод LASSO [7] призначений для оціню-
вання коефіцієнтів лінійної регресійної моде-
лі й полягає у введенні обмеження на норму 
вектора коефіцієнтів моделі, що веде до пе-
ретворення в нуль деяких коефіцієнтів моде-
лі, зменшуючи розмірність. Метод дозволяє 
отримати інтерпретовані моделі, відбираючи 
ознаки, які мають найбільший вплив на вихід-
ний вектор.
Оптимальні моделі, побудовані всіма чо-
тирма порівнюваними алгоритмами, мають 
однакову структуру і коефіцієнти. Згідно з 
табл. 2, оптимальну модель найшвидше зна-
ходить гібридний комбінаторно-генетичний 
алгоритм КОМБІ-ГА.
Отримані результати показують високу ефек-
тивність і коректність роботи алгоритму КОМБІ-
ГА та розробленого програмного комплексу.
Висновки
Програмний комплекс,розроблений на осно-
ві комбінаторно-генетичного методу МГУА 
засобами системи MATLAB, призначений для 
автоматизованого супроводу дій користувача 
при розв’язанні дослідницьких і реальних за-
дач індуктивного моделювання засобами ві-
конного інтерфейсу.
Таблиця 2. Порівняння часу пошуку 
оптимальної моделі — алгоритмами КОМБІ, 
MULTI, LASSO та КОМБІ-ГА
Час пошуку оптимальної моделі, c.
КОМБІ MULTI LASSO КОМБІ-ГА
84,9 0,48 0,53 0,08
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Цей програмний комплекс надає користу-
вачу широких можливостей, зокрема,дозволяє 
розв’язувати реальні та тестові задачі моделюван-
ня, порівнювати результати моделювання, дослі-
джувати характер збіжності, точність та стійкість 
алгоритму залежно від введених параметрів для 
урахування особливостей конкретної задачі. По 
завершенні роботи програмного комплексу ре-
зультати моделювання можна зберегти у файл 
звіту для подальшого аналізу та використання. 
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SOFTWARE PACKAGE FOR INDUCTIVE MODELING 
BASED ON COMBINATORIAL-GENETIC METHOD
Introduction. The combinatorial-genetic method COMBI-GA is an effective self-organizing means of inductive modeling of 
complex linear and nonlinear objects, systems, and processes of various nature. A software package based on COMBI-GA 
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Програмний комплекс для розв’язання задач індуктивного моделювання на основі комбінаторно-генетичного методу
is developed using the programming language MATLAB. It is intended both for solving practical modeling problems from 
observational data under incomplete information about an object and for investigating the capabilities of COMBI-GA, in 
particular, for the problems of large dimensionality.
The purpose is to describe the structure, interface and functionality of the software package for the inductive construction 
of the optimal model objects based on the combinatorial-genetic method.
Results. The paper presents a formal description and main steps of the hybrid algorithm COMBI-GA. The characteristics 
and capabilities of the software package based on this algorithm are considered in detail, particularly the general structure, 
working mechanism, automatic and dialog modes of the modeling process, user interface, qualitative and quantitative in-
dicators of the simulation results etc. The analysis of the COMBI-GA effectiveness in the sense of the restoration accuracy 
of a given test model and the time to find it was carried out in comparison with the LASSO algorithm as well as with the 
sorting-out algorithms COMBI and MULTI. It is shown that all algorithms find the correct model but COMBI-GA does it 
much faster.
Conclusions. The developed software package provides the user with the wide opportuni-ties, in particular, it allows solv-
ing real and testing simulation problems, comparing simulation results, investigating the convergence pattern, accuracy and 
stability of the algorithm depending on the entered parameters to take into account the features of a specific task.
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ПРОГРАММНЫЙ КОМПЛЕКС ДЛЯ ИНДУКТИВНОГО МОДЕЛИРОВАНИЯ 
НА ОСНОВЕ КОМБИНАТОРНО-ГЕНЕТИЧЕСКОГО МЕТОДА
Введение. Комбинаторно-генетический метод КОМБИ-ГА является эффективным самоорганизующимся 
средством индуктивного моделирования сложных линейных и нелинейных объектов, систем, процессов и явлений 
различной природы. На его основе, средствами языка программирования MATLAB, разработан программный 
комплекс, предназначенный как для решения практических задач моделирования по данным наблюдений в 
условиях неполноты информации об объекте, так и для исследования возможностей КОМБИ-ГА, в частности, в 
задачах большой размерности.
Цель статьи — дать описание структуры, интерфейса и функциональных возможностей программного 
комплекса для индуктивного построения оптимальной модели сложных объектов на основе комбинаторно-
генетического метода.
Результаты. Приведены формальное описание и основные шаги работы гибридного алгоритма КОМБИ-ГА. 
Рассмотрены характеристики и возможности программного комплекса, построенного на основе этого 
алгоритма: общая структура, механизм работы, автоматический и диалоговый режимы процесса моделирования, 
пользовательский интерфейс, качественные и количественные показатели результатов моделирования и пр.
Проведен анализ эффективности работы КОМБИ-ГА в смысле точности восстановления заданной тестовой 
модели и времени ее поиска в сравнении с алгоритмом LASSO, а также переборными алгоритмами КOMБИ и 
MULTI. Показано, что все алгоритмы находят правильную модель, однако КОМБИ-ГА выполняет это значительно 
быстрее.
Выводы. Разработанный программный комплекс предоставляет пользователю широкие возможности, в 
частности, позволяет решать реальные и тестовые задачи моделирования, сравнивать  эти результаты, исследовать 
характер сходимости, точность и устойчивость алгоритма в зависимости от введенных параметров для учета 
особенностей конкретной задачи. 
Ключевые слова: МГУА, алгоритм КОМБИ, генетический алгоритм, гибридный алгоритм КОМБИ-ГА, программный 
комплекс.
