Abstract. Let Ω be a domain in C n , F a nonnegative and G a positive function on Ω such that 1/G is locally bounded, A 2 α the space of all holomorphic functions on Ω square-integrable with respect to the measure F α G dλ, where dλ is the 2n-dimensional Lebesgue measure, and Kα(x, y) the reproducing kernel for A 2 α . It has been known for a long time that in some special situations (such as on bounded symmetric domains Ω with G = 1 and F = the Bergman kernel function) the formula lim α→+∞
Introduction and results
Let Ω be a domain in C n and F, G nonnegative measurable functions on Ω such that G > 0 and 1/G is locally bounded. The weighted Bergman space appearing in the title is A 2 α = {f holomorphic on Ω :
Here dλ stands for the Lebesgue measure and α is a real number. The reproducing kernel for A 2 α is the function K α (x, y) of two variables x, y ∈ Ω, holomorphic in x and anti-holomorphic in y, such that K α ( · , y) ∈ A 2 α for each y and
Under suitable hypothesis on F (for instance, when F > 0 and 1/F is locally bounded) and the stated hypothesis on G, it is known that the reproducing kernel exists and is unique ( [6] , [15] ) and the value K α (x, x) coincides with the square e α (x) of the norm of the evaluation functional at x on A 2 α : K α (x, x) = e α (x) ≡ sup{|f (x)| 2 ; f ∈ A 2 α , f α ≤ 1}. Our main concern here will be the limit
There is a priori no reason for this limit even to exist. However, in many important situations the limit does exist, and, moreover, is equal to
Instances of this situation include the following:
1. Ω = D, the unit disc in C; G = 1 (the constant one), F (z) = 1 − |z| 2 . (Folklore; known, at least, already to Poincaré.) 2. The Segal-Bargmann (or Fock) spaces: Ω = C n , G = 1,
, [5] , [17] , [1] ). 3. (a generalization of 1.) Ω = the unit ball of C n , G = 1, F = 1 − z 2 [22] . 4 . Ω = a bounded symmetric domain, G = 1, F = the Bergman kernel function ( [3] , [16] , [20] , [12] , [13] ). 5 . Ω a domain in C of hyperbolic type, G = 1, F (φ(z)) = (1 − |z| 2 ) · |φ (z)| where φ : D → Ω is any uniformization map (that is, ds 2 = F (z) |dz| 2 is the Poincaré metric on Ω) ( [19] , [9] ). 6. Some pseudoconvex domains in C 2 equipped with a Kähler metric g ij dz i dz j , with g ij = (∂ 2 Ψ/∂z i ∂z j ), F = e −Ψ , G = det(g ij ), where Ψ is a real-valued strictly plurisubharmonic function (the Kähler potential) [11] . In this note we will show that the following general result holds. exists and is equal to 1/F (x).
The limits above are of central importance in some approaches to quantization on Ω. See [3] , [10] , [11] , [8] , [26] , [25] .
A more detailed description involves the auxiliary functions
(In other words, for F lower semicontinuous, − log F # is the greatest plurisubharmonic function majorized by − log F .) The condition that e αg ∈ A can be equivalently stated as |e g | 2 F ∈ L α (Ω, G dλ) for some α > 0; if the measure G dλ is finite, this condition can even be omitted completely, and F * = F * * . In general, we only have F * ≥ F * * ≥ F * * * ≥ F and F * * * ≥ F # ≥ F lsc , where F lsc denotes the lower-semicontinuous regularization of F . Theorem B. Let F ≥ 0 and G > 0 be measurable functions on Ω such that 1/G is locally bounded. Then
We also have a sharper lower bound for lim sup α→+∞ e 1/α α :
Theorem B . Let F ≥ 0 and G > 0 be measurable functions on Ω such that 1/G is locally bounded and 1 ∈ A 2 α0 for some α 0 > 0. Then
If F is also positive and 1/F locally bounded (so that the reproducing kernels K α (x, y) -not only e α (x) -are defined), we can also consider the convergence of K α (x, y) 1/α on Ω × Ω, provided the α-th root makes sense. This will reveal the following surprising connection between the zeroes of K α (x, y) and the smoothness of F . 
for all α ∈ A and x, y ∈ U .
Corollary. Assume that F, G > 0, 1/F and 1/G are locally bounded and the limit ρ(x) exists and equals 1/F . Suppose further that F is not real analytic at some point z 0 ∈ Ω. Then for any sequence α k → ∞ there exist a subsequence α kj and points x j , y j ∈ Ω such that both {x j } and {y j } converge to z 0 and K α k j (x j , y j ) = 0 for each j. Throughout the text, the letters dµ stand for the measure dµ(x) = G(x) dλ(x), and dµ α denotes the measure dµ α = F α dµ. If a function u taking values in the interval [−∞, +∞) is locally bounded from above, we will denote by u usc its uppersemicontinuous regularization 1/α , respectively; and PSH stands for "plurisubharmonic".
2. The limit of e α (x)
Proof of Theorem B. Let r > 0 be such that the closed polydisc D = D(x, r) lies wholly in Ω. By the mean value theorem for holomorphic functions,
for any holomorphic function f on Ω. By the Schwarz inequality,
It follows that
Taking roots gives
Note that the last supremum is finite by hypothesis. Letting α tend to infinity, we therefore obtain
This holds for all sufficiently small positive r. Letting r → 0 yields
On the other hand, by the definition of e α ,
Recall now the following well-known facts from the theory of plurisubharmonic functions:
(a) If u k is a decreasing sequence of PSH functions, then u = lim k→∞ u k is also plurisubharmonic.
(b) If {u ι } ι∈I is a family of PSH functions such that its supremum u = sup ι∈I u ι is locally bounded from above, then the upper-semicontinuous regularization u usc of u is also plurisubharmonic. (c) Let u be a function locally bounded from above and u r (x) := sup D(x,r) u (so u usc = lim r 0 u r ). Then lim r 0 (u r ) usc = u usc .
[For proofs of (a) and (b) see e.g. [18] , Theorem 2.9.14. For (c), observe first that (u r ) usc ≤ u (1+δ)r for any δ > 0, by the triangle inequality; combining this with the trivial fact that (u r ) usc ≥ u r and letting r tend to zero gives the result.] For brevity, let us temporarily denote
Then U k log ρ as k → ∞ and, in view of (2),
so the functions U k are locally bounded from above. Moreover,
The left-hand side is independent of r; letting r → 0 yields, by (c) above,
In view of (b), and since log |f | is plurisubharmonic for any holomorphic function f , each (U k ) usc is a PSH function. The sequence U k being decreasing, (a) implies that lim k→∞ (U k ) usc is also plurisubharmonic. Since the greatest PSH function majorized by (− log F ) usc is − log F # by definition, we see that
As u ≤ u usc for any function u and U k log ρ, we therefore have
and the first half of Theorem B follows.
To prove the other half, consider an arbitrary holomorphic function f on Ω which does not vanish identically. Then
Indeed, for f ∈ A 2 α , this is just the definition of e α (x), and for f / ∈ A 2 α , the righthand side is zero by the usual convention 1/ + ∞ = 0. Taking in particular f = e αg , we see that
for any holomorphic function g. Thus
Taking the limit gives
where · * ,dµ is defined as
Assume further that |e g | 2 ≤ 1/F and e αg ∈ A 2 α for some α > 0. In other words,
Summing up, we see that
for some α 0 , we instead take f = e (α−α0)g in (4). Proceeding as above, we see that
which is what we wanted to prove.
Proof of Theorem A. Any convex function on R 2n is the supremum of the affine functions lying below it. (An affine function is a sum of a real-linear function and a constant.) Thus, if − log F is convex, we have
so F * * = F , and an application of Theorem B completes the proof.
Remark. The assumption that α > 0 in Theorem A can in fact be relaxed to
0 , i.e. if the measure µ is finite, then -as was already noted in the Introduction -we have F * = F * * . On the other hand, the preceding paragraph shows that F * * = F . It only remains to apply Theorem B.
Proof of Theorem B . Let f be a holomorphic function on Ω, not identically zero, such that |f | 2/γ ≤ 1/F for some γ > 0. Let us take in (4) f = f k and α = α 0 + kγ, where k is an arbitrary positive integer. We obtain
Passing to the limit superior as k → ∞, we get
Again, the finiteness of dµ α0 implies that
and we conclude that
for all holomorphic functions f and γ > 0 such that |f | 2/γ ≤ 1/F . By definition (replacing 2/γ by κ), this means that ρ ≥ 1/F * * * , which completes the proof.
It would be of interest to know in general for which functions F and G one has F * * = F , or F * = F . A closely related question is that of characterizing the functions φ of the form φ = sup{ψ : ψ ≤ φ, ψ harmonic }, i.e. the suprema of harmonic functions; the class of all functions of this form which are locally bounded from above is sometimes denoted H sup (Ω) in the literature. Clearly on a simply connected planar domain, F = F * * is equivalent to − log F ∈ H sup (Ω). Also, any upper semicontinuous function in H sup is necessarily plurisubharmonic, since the upper-semicontinuous regularization of a supremum of pluri(sub)harmonic functions is again a plurisubharmonic function. The converse is false: if φ is defined on the unit disc as φ(z) = max(A, log |z|) for some constant A < 0, then φ is subharmonic and any harmonic function ψ ≤ φ must satisfy
by the Harnack inequality; however, the right-hand side is < φ(z) as soon as |A| is sufficiently large. (The author is indebted to Ivan Netuka [21] for this counterexample.) The class H sup has recently been studied by Vondracek [27] , [28] . More generally, let H(Ω) and P SH(Ω) stand for harmonic and plurisubharmonic functions on Ω, respectively; denote
LBA(Ω) = functions on Ω which are locally bounded from above, and, in addition to
(the suprema of harmonic functions) defined above, introduce the function classes
and for a function φ locally bounded from above on Ω, define
In particular, for φ = − log F these definitions turn into
Clearly we have the containments
The first inclusion is immediate, and is strict because of the example in the preceding paragraph. The second inclusion is strict because for Ω = D \ {0}, the function Gathering up the information from our theorems and combining it with (7), we see that our findings so far can be summarized as
and
where φ := − log F and we assume that 1 ∈ A 2 α0 for some α 0 > 0. Here the third inequality in (9) is a consequence of log ρ ∈ G sup , which in turn follows from (3); the second inequality is the content of Theorem B . Also, as observed above,
etc. It would be particularly interesting to know when one has φ G = φ G , or at least φ G = φ P SH . Note that, even though no investigations of the specific situation encountered here are known to the author, the study of various "envelopes" of the form (6) is a standard topic in the literature, in particular in the context of abstract (=Choquet, Shilov, etc.) boundaries; see e.g. the excellent paper on Korovkin theorems by Bauer [2] .
The limit of
Proof of Theorem C. By the reproducing property of K α and the Schwarz inequality, we have
Owing to (2) and the hypothesis of local boundedness of 1/F , it follows that |K α (x, y)| 1/α is locally bounded on Ω × Ω, and uniformly so when α ranges through [1, +∞). Now let α 1 < α 2 < . . . be a sequence of numbers from A which tend to infinity. Since K αj (x, y) = 0 on U ×U, it follows from the simple connectivity of U that there exists a single-valued holomorphic branch of log K αj (x, y), x, y ∈ U ; we can choose this branch to be real on the diagonal x = y. Define
By the preceding observation, f j (x, y) is a locally uniformly bounded family of sesqui-holomorphic (i.e. holomorphic in x and anti-holomorphic in y) functions on U × U . A standard normal family argument shows that there exists a subsequence f j k which converges to a sesqui-holomorphic function f uniformly on compact subsets of U × U . For x = y, we must have f(x, x) = ρ(x) = 1/F (x) by hypothesis. Since each f j is zero-free, it follows from the Hurwitz theorem ( [24] , Theorem 3.4.5) -which is easily adapted to the case of several complex variables -that f is either zero-free or identically zero; the latter possibility is, however, ruled out since 1/F = 0. Finally, setting α = α j k and taking the limit as k → ∞, we see from (10) that
Thus, the function F (x, y) = 1/f (x, y) has all the properties required by the theorem.
Some examples
Example 1. Let F, G be such that A 2 α = {0} for all α; e.g. Ω = C, G = 1, F = 1. Then e α (x) = 0, hence lim α→+∞ e α (x) 1/α ≡ ρ = 0. This trivial example shows that some additional hypothesis is required to ensure that ρ(x) = 1/F (x). Moreover, F * * = F * * * = F # = F = 1 in this case, so we also see that the hypothesis that 1 ∈ A 2 α for some α > 0 in Theorem B cannot be omitted. In the remaining examples (except the very last one), we consider the case when Ω is the unit disc D or the complex plane C, and F (z) and G(z) are radial functions, i.e. functions depending only on the modulus |z|:
It is then easily verified by passing to polar coordinates (cf. [23] , Theorem 0.8, or [11] , Proposition 3.11) that
where f n are the Taylor coefficients of f and B = 1 or +∞ for Ω = D and C, respectively; moreover, the reproducing kernels are given by
with the convention that 1/ + ∞ = 0.
Note that the last series converges for
Indeed, the radius of convergence for a series ∞ 0 z n /c n is equal to lim inf c 1/n n , and by the familiar result from abstract measure theory (already alluded to in Section 2), valid for any measure space,
where h p is the L p norm of a function h. 
It is immediate from (11) that e α (x) = K α (x, x) is a non-decreasing function of |x| 2 . Hence, the same is true for e α (x) 1/α and for the limit ρ(x). Thus
On the other hand, Φ ≤ 1 implies that
so lim inf α→+∞ e α (x) 1/α ≥ 1. Thus the limit ρ(x) exists and
regardless of the choice of Φ. This shows that the map F → ρ (defined for those F for which the limit ρ exists) is not injective.
Note that F * = F * * = 1 by the maximum principle. So in this case, ρ(x) exists and is equal to 1/F * < 1/F :
In general, for any Φ continuous on [0, 1] it follows from (11) that ρ(x), if it exists, must be a non-decreasing function of |x|; thus a necessary condition for ρ = 1/F is that Φ be non-increasing. As we shall shortly see, even this condition is far from sufficient; still, observe that it implies that (granted 1 ∈ A 2 α for some α) lim
i.e. one has at least ρ(0) = 1/F (0). If Φ is C ∞ on [0, 1) and has a strict maximum at the origin, much more precise information about the asymptotic behaviour of K α (0, 0) 1/α can be extracted from (11) by means of the familiar Laplace method (see e.g. [14] , § II.1).
, where
A being a positive constant. The integrals in (11) are equal to
Computation gives
from which it follows that
and I n,α = +∞ otherwise. Now on the one hand
and, for any t ≥ 0,
On the other hand, for 0 ≤ n < α − 2 we have
Thus we conclude that
and we see that ρ(x) = 1/F (x) for 0 ≤ |x|
It can be shown that F * = F * * ≡ A in this case. (Use the Borel-Carathéodory theorem (see § 5.5 in [24] ), or just plain Cauchy estimates.) Also, taking κ = 2 and f(z) = z/ √ A + 1 shows that F * * * = 1/ρ. Note also that the function − log F is not convex (so this example does not contradict Theorem A). In fact, it is not even subharmonic, and we finish by showing that its greatest subharmonic minorant − log F # is also equal to log ρ, so that we have
We already know that log ρ is subharmonic, so assume that ψ is a subharmonic function satisfying log ρ ≤ ψ ≤ φ := − log F . Then ψ ≡ − log A on the disc |z| 2 ≤ R := 1 + 1/A, so it suffices to deal with the region |z| 2 > R. Let
Since the inversion x → √ R/x preserves (sub)harmonicity and log |x| 2 is harmonic on the punctured disc, we see that χ is a subharmonic function on D \ {0} which satisfies
A standard maximum principle argument implies that
, so ψ = log ρ and the assertion follows.
Proceeding as in the preceding example, we get
As before, it is easy to obtain the estimates
It follows that the limit ρ(x) exists and equals
On the other hand, if e g ≡ f satisfies |f | 2 ≤ 1/F , then f is an entire function satisfying
In view of the Cauchy estimates, this implies that the Taylor coefficients f n of f vanish for n > 1. Thus f (z) = f 1 z + f 0 , and as f = e g is necessarily zero-free, we must have f (z) = f 0 ≡ const. It follows that F * * = F * = 1 = F . Also, putting κ = 2 and f(z) = z in the definition shows that F * * * = F , so, summarizing,
This time, we see that ρ = 1/F , even though F * = F and − log F is not convex. Observe, however, that the function − log F is, at least, subharmonic in this case.
The next two examples are concerned with the convergence of K α (x, y) on all of Ω × Ω (i.e. not only on the diagonal x = y).
We claim that − log F is a convex function. Indeed, in general, it is well-known that a real-valued, twice continuously differentiable function f (z) defined on a region in the plane is convex if and only if the 2 × 2 hermitian matrix 
is positive semidefinite. The latter condition can also be written as
If, in particular, f (z) = φ(|z| 2 ) is a radial function, this reads (tφ ) ≥ |tφ | or φ ≥ 0 and φ + 2tφ ≥ 0.
In our case φ(t) = − log(1 − √ t), so
and the claim follows. By Theorem A, the limit ρ(x) exists and equals 1/F (x). On the other hand, the function F (x) clearly cannot be extended to a function F (x, y) such that F (x) = F (x, x) and F (x, y) is holomorphic on D × D. The only possible candidate is F (x, y) = 1− √ xy, which is not well defined on D×D; however, a single-valued branch exists on U × U for any simply-connected subregion U of D not containing the origin. By Theorem C, we conclude that for all sufficiently large α, K α (x, y) must have a zero at some point and, moreover, these zeroes accumulate at the origin.
In a simple case like this we can verify the last claim directly. Using again the formula (11), a computation shows that (cf. [11] , Example 3.31)
(Note that this is a single-valued holomorphic function of xy, even though √ xy itself is not!) It follows that for any integer k and 
since Φ > 0 and Φ < 0 on this interval (cf. [11] , Example 3.25); and
As in the preceding example, it follows that − log F is a convex function, and as Φ is bounded, Theorem A applies. By Theorem C, if there existed a sequence α j → ∞ such that each K αj (x, y) were zero-free on D × D, then
where F (x, y) would be a sesqui-holomorphic extension of F (x) to D × D. The only possible such extension is given by (cf. [7] , Theorem II.7)
F (x, y) = (xy − 1)(xy + ). However, taking x = −y = √ 3/2 gives F (x, y) = 0, so F (x, y) is not zero-free, and 0 = |F (x, y)| 2 < F (x, x)F (y, y) = 9 16 so the "reverse Schwarz" inequality is likewise violated. It follows that for all sufficiently large α, K α (x, y) must have a zero. lim n→∞ f n L 2 n (dµ) .
We claim that the limit in the denominator equals one. To see this, observe first of all that f n+1 = |b n+1 | 2 −n f n , so by the standard property of the Blaschke products Owing to the finiteness of dµ, it therefore follows that f n L 2 n (dµ) ≥ f ∞ L 2 n (dµ) → f ∞ ∞ ≥ f ∞ (0) = min e φ(0)
, 1 = 1.
On the other hand, since the convergence of the sum (8) is locally uniform as long as we stay away from the points j and 1/j (j = 2, 3, . . . ), the functions φ, f n and f ∞ extend continuously to the boundary of the unit disc, and f n = f ∞ = 1 there. By Dini's theorem, f n f ∞ therefore implies f n ∞ → f ∞ ∞ , and, further, the
