Abstract. Exponential timestepping algorithms are efficient for exit-time problems because a boundary test can be performed at the end of each timestep, giving high-order convergence in numerical evaluation of mean exit times. Successive time increments are independent random variables with an exponential distribution. We show how to perform exact timestepping for Brownian motion in more than one dimension and consider hitting times of curved surfaces. Taking as examples the exit times from a circle, from a ball, from an ellipse, and from the region bounded by the two lines of a hyperbola, we report the results of numerical experiments performed with the algorithms developed in this work.
Introduction.
One numerical realization of a stochastic process is a series of values generated successively. Under standard algorithms [1] , the values correspond to times separated by a fixed, or at least deterministic, duration Δt. Under exponential timestepping [2] , the times corresponding to numerical values are instead separated by independent realizations of a random variable δt, where
P[δt > t] = exp(−λt) (1.1)
and λ is a constant. Thus δt = λ −1 , where angled brackets denote mean over realizations. Random variables are set in boldface.
The increment of Brownian motion in one dimension with diffusivity D over a fixed time interval Δt is a Gaussian random variable with mean zero and variance 2DΔt. Thus exact numerical updates require realizations of Gaussian random variables. If the time interval is not fixed but distributed according to (1.1) , the increment of Brownian motion has a symmetric exponential distribution [2] . Exact updates under exponential timestepping therefore require realizations of random variables with an exponential distribution, which are easily generated as − log u, where u is distributed uniformly on (0, 1). In this work, we construct the exact update for Brownian motion in n dimensions by separating the increment into a modulus and an angle.
The particular numerical problem we focus on in this paper is the measurement of exit or passage times, where the quantity of interest is the first time that a stochastic process attains a given value or exits a region [3, 4, 5, 6, 7, 8] . A numerical scheme for such a task has three components. The first component is an algorithm for updating the stochastic process so that realizations can be generated. The second is a criterion for deciding when the path hits the boundary, bringing the realization to an end. The third is a relationship between the mean number of numerical timesteps per realization and the mean exit time.
The simplest criterion for bringing a realization to an end is that the process be outside the region at the end of a timestep. Numerical schemes using this criterion overestimate the mean exit time because of the strictly positive probability that an excursion is made outside the region during a timestep that starts and ends inside the region [2, 9, 10, 11, 12, 13, 14, 15] . To counteract this systematic error, a boundary test can be performed after each timestep, in which with probability p i the realization is brought to an end, where p i is an estimate for the conditional probability, given the starting and ending positions of a timestep, that an excursion out of the region has been made during the timestep [2, 10, 11, 12, 13, 14, 15] . Such tests have been shown to reduce the systematic error in mean exit times from being proportional to Δt 1/2 to being proportional to Δt when Δt is fixed [13] . Under exponential timestepping, the corresponding improvement is from an error proportional to δt 1/2 , i.e., to the square root of the mean duration of a timestep, to an error proportional to δt [2] . Alternatively, under the walk-on-spheres method, a path is constructed as a sequence of jumps from ball centers to ball surfaces and an absorption layer is defined close to the boundary [16, 17] . Realizations are brought to an end when they enter the layer.
The advantage of exponential timestepping is that expressions for the density of increments and for the conditional hitting probabilities required to devise boundary tests have a simple form. They are the Laplace transform of the corresponding quantities under fixed-duration timesteps and can be derived intuitively using the equivalence between the end of an exponential timestep and a mark on the path made by an independent Poisson point process with constant rate. In this work, we devise boundary tests under exponential timestepping in more than one dimension. Flat boundaries are equivalent to the one-dimensional case and thus can be dealt with exactly. Approximate boundary tests for smooth boundaries are derived and are valid when the radius of curvature is much larger than typical displacements in one timestep.
Armed with a criterion for bringing realizations to a stop, we generate large numbers of them and estimate the mean exit time from the mean number of timesteps per realization. In the case of timesteps of fixed duration Δt, the elapsed time until the end of the timestep at which the boundary was deemed hit is known exactly. The time during the last timestep at which the boundary is hit is not known and must be estimated to obtain a mean exit time accurate to better than Δt [18] . In the case of exponential timestepping, the duration of any one timestep is not generated or known. Despite this apparent complication, evaluation of the mean exit time is straightforward under exponential timestepping because an update can be thought of as a jump to the next mark on the Brownian path made by an independent Poisson point process with rate λ (Figure 1.1 ). If N is the mean number of marks before a random time H that is independent of the marking process, then
whatever the distribution of H. Suppose there are M realizations and the boundary is deemed to have been hit during the n j th timestep of realization j. The numerical estimate of the mean exit time is M −1 M j=1 (n j − 1). Section 2 is a summary of basic results in one dimension and multiple dimensions. In section 3, we consider hitting times of curved boundaries. Exponential timestepping methods in n dimensions are described in section 4. Section 5 contains the results of numerical experiments with the new algorithms described here and with the Euler algorithm.
Basic results and notation.
An n-dimensional Brownian motion B with diffusivity D has Cartesian components that are independent Brownian motions with diffusivity D. B 0 = 0 and the probability density function of B t for any fixed t > 0 is
. Consider an exponential timestep, started at 0, with mean duration λ −1 . The density of B δt is [23] 
where K m is the modified Bessel function of the second kind of order m and
The probability that H b < δt is given by
If the value at the end of the timestep is known, we have the following conditional probability:
wherez is the closer of 0 and z to b. The one-dimensional results (2.5) and (2.6) hold for flat surfaces in any number of dimensions. For curved surfaces it remains true that the probability of hitting a surface during a timestep is significant when the starting or ending value is within a layer of width ν −1 of the surface.
Hitting circles and spheres.
Exact results are also known for exit times from n-dimensional balls. Let
the first time t > 0 that |B t | = R, starting from |B 0 | = r. Then [8, 19] 8) where I m is the modified Bessel function of the second kind of order m. Now consider the density of increments of the modulus of Brownian motion in n dimensions. Define
An advantage of the exponential duration of a timestep is that many conditional probabilities factorize. In particular, using (2.8) and (2.10) gives
It is illuminating to compare these results to (2.5) and (2.6). Taking the limit of (2.8) as νR → ∞ with S = ν(R − r) fixed gives In (2.11), let r be the closer of r 0 and r 1 to R. In the same limit,
(2.13)
Curved boundaries. Consider a timestep started at a point x in a concave domain in R R R
n with boundary ∂D (Figure 3 .1). We place O, the origin of coordinates in R R R n , at the point on ∂D nearest to x; define the x n direction to be along the line xO; and let s denote the distance from x to O. Let P be the (n − 1)-dimensional surface tangent to ∂D at O. Let H (n) P (x) be the first hitting time of P ,
We denote the value of B at the time H (n) P (x) byx and writex = (x ⊥ , 0) wherẽ
Independent of n, we have
Consider the subset of paths for which H (n)
Let q P (x ⊥ ) be the density of arrival positions on the surface P , i.e.,
The density of arrival times on P , conditioned on being earlier than δt, is
Using (2.4), we find that
An expression for q P (x ⊥ ) is obtained by integrating u ν (t) over the density of an (n − 1)-dimensional Brownian motion. Explicitly,
Timesteps during which the boundary is hit typically have νs = O (1) . Thus the typical spread of hitting points on P is such thatx i = O(ν −1 ). Now we consider the probability of hitting the curved boundary ∂D. Similarly to (3.1), let
For the geometry chosen for Figure 3 
We invoke the following "memoryless" property of exponential timesteps: the conditional probability of hitting ∂D before the end of a timestep, given that a pointx ∈ P is hit during the timestep, is equal to the probability of hitting ∂D during a timestep started atx. Thus
When the boundary is flat, the integral in (3.11) is unity and we regain (3.2). As ν → ∞ with νs fixed, a smooth surface appears almost flat on the scale of typical displacements in one timestep and there is a small correction to (3.2) .
Given a point y on ∂D, let y = (y ⊥ , y n ), where y ⊥ = (y 1 , y 2 , . . . , y n−1 ). The directions of the axes are chosen so that the surface ∂D is parametrized as y n = y n (y ⊥ ), where y n (y ⊥ ) has the Taylor series [21] y n (y
Let κ = max i κ i . The statement that ν is sufficiently large so that the maximum radius of curvature of ∂D is smaller than typical displacements in one timestep is equivalent to taking κ/ν 1. The probability (3.2) is the lowest-order estimate of P[H ∂D (x) < δt] in (3.11) is approximated by the probability of hitting the tangent plane through the point on ∂D closest tox [22] . That is,
where h(x ⊥ ) is the distance fromx = (x ⊥ , 0) to ∂D. Taking νs = O(1) and using (3.9), we can expand the exponential as follows:
Thus, as κ/ν → 0 with νs fixed,
A similar argument can be used to show that (3.15) holds when κ i < 0.
For the boundary test, we need conditional hitting probabilities, given the end point of a timestep. Let
Because of the exponential distribution of δt, any one path can be considered as starting afresh at the boundary and the conditional probability can be written as the product
where p
and q ∂D (y ⊥ ) is the density of arrival positions on ∂D, defined in the same way as (3.4). In one dimension, p * ν (x, x ) is the density at x after an exponential timestep started at the boundary and is independent of x. In more than one dimension, p * ν (x, x ) is the density at x resulting from the ensemble of realizations with initial conditions distributed according to the density of arrival positions on ∂D, which depends on x. Analysis of the conditional hitting probability (3.17) is the basis for boundary tests of arbitrary accuracy.
Exponential timestepping.
In this section, we describe the update algorithm and alternative boundary test criteria that we have implemented for exponential timestepping in n dimensions. The Cartesian components of the increment of an ndimensional Brownian motion over a time interval of fixed length are independent Gaussian random variables. Under exponential timestepping, the Cartesian coordinates of the increment are no longer independent. However, the fact that the distance traveled is independent of the direction traveled permits a simple algorithm to be developed.
Multidimensional increments.
The density of the distance traveled after an exponentially distributed time is obtained from (2.9) by letting r 0 → 0, which gives
To carry out an exact update for Brownian motion in n dimensions, we generate an increment whose modulus is ν −1 a (n) , where
We construct realizations of the random variable a (n) as
where h 1 , h 2 , and g 1 , g 2 , . . ., g n are independent Gaussian random variables with zero mean and unit variance [24] . The factor (h
1/2 is conveniently generated as (−2 log u) 1/2 , where u is distributed uniformly on (0, 1) [25] . The direction of the increment is independent of the modulus and uniformly distributed on the surface of the unit n-dimensional ball. Let v 1 [26] . A uniform distribution on the unit sphere is produced by choosing z uniformly in (−1, 1) ; then x and y uniformly on a circle with radius 1 − z 2 1/2 . In dimension n > 3, two possible methods are as follows. First, a vector whose n components are independent mean-zero Gaussian random variables with equal variance has density that depends only on its magnitude. Normalizing to unit magnitude produces a uniform distribution on the n-dimensional sphere. Alternatively, for n not much above 3, one may sample from a uniform distribution in the n-cube that contains the unit ball, reject those outside the ball, then renormalize to unit magnitude.
Boundary tests.
A boundary test is performed after each update of the process to take account of the probability that the boundary has been hit during the timestep. The boundary is deemed to have been hit the first time that
where C num (s, s ) is the approximation of (4.7) used in the numerical method and v is drawn, independently at each timestep, from a uniform distribution on (0, 1).
The full information available for the boundary test is the value of the process at the start of the timestep, x, and the value at the end, x (Figure 4.1) . However, the conditional probability,
is exact for the flat surface P , even though it makes no use of the information contained in the directions parallel to P . It can be obtained from (3.17) by integrating over x ⊥ and (x ) ⊥ . We call a boundary test using (4.5) the simple boundary test. For numerical timesteps of fixed length Δt, the flat boundary approximation has been called a "half-space" approximation in [15] . The corresponding Euler boundary test is
We seek corrections to (4.5) by analyzing the conditional hitting probability in the formc
This is a simplification of (3.16) because the conditional hitting probability is analyzed as a function of s ∈ R R R and s ∈ R R R, rather than as a function of x ∈ R R R n and x ∈ R R R n . We also need only the properties of the surface at its point nearest x. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Assuming that the surface ∂D can be parametrized as in (3.12), (4.7) is
Note that, if all κ i in (3.12) are zero, then y n (y ⊥ ) = 0 and (4.8) reduces to (4.5). The first factor in (4.8) was evaluated in (3.15). Now, similarly to (3.14),
where y i = O(ν −1 ). With (3.12) we find
Using (3.15) and (4.10) in (4.8) we find the curvature-corrected boundary test, with errors proportional to (κ/ν) 2 :
We also implement a symmetric boundary test, invariant under interchange of the start and end points of the timestep,
An extra complication arises when measuring the exit time from a nonconcave domain. In that case ∂D may be reached before P . If x is between ∂D and P , then the boundary is deemed hit; the conditional hitting probability (4.4) needed for the boundary test is that restricted to those paths with x inside the domain. Consider the conditional hitting probability as a function of s for a given s. As s → ∞, we regain (4.11). On the other hand, as s → 0, the curvature is not seen by the subset of paths that remain inside the domain, and so the limit is (4.5). In our numerical experiments with exit from domains such that κ i < 0 for some i, we use the curvature-corrected convex boundary test given by
Numerical experiments.
We restrict ourselves to Brownian motion, where the update is exact under both Euler and exponential timestepping, but a systematic error in the numerical mean exit time may arise from the numerical decision as to when the boundary is deemed to have been hit. Simple use of a boundary test gives an error in the mean exit time proportional to λ −1 , the mean duration of a timestep [2] . In this work we are able to obtain high-order convergence of the mean exit time under exponential timestepping.
We begin with exits from circles and spheres, where the problem can be transformed into a one-dimensional problem (although the transformed process is no longer driftless). In the case of an exit from a circle of radius R, the exact conditional hitting probability involves special functions that can be expanded in powers of (νR) −1 in a form convenient for numerical implementation. The more terms that are included in the expansion, the higher is the order of the numerical method. In the case of exit from a sphere, the special functions reduce to a simple form that can be used to produce numerical estimates of the mean exit time with no systematic error.
We also study exit from the interior of an ellipse and from the region bounded by the two lines of a hyperbola. These examples illustrate the two cases of locally convex and locally concave domains with smooth boundaries that could be found in applications, and have the advantage that exact analytical results are available for comparison with numerics.
Numerical results are plotted as a function of the parameter λ −1 , the mean duration of a timestep. The same horizontal axis is used to display results obtained using the Euler method, where the duration of a timestep, Δt, is fixed and equal to λ −1 . We choose D = The programs used in the numerical experiments reported in this section are available at http://randomideas.org.
Exits from circles and spheres.
We consider the problem of the numerical estimation of the mean exit time from an n-dimensional ball. The mean exit time with initial condition x ∈ R R R n is denoted by h (n) R (x) and given by Figure 5 .1 was obtained using the naive method of evaluating a mean exit time; i.e., each realization is continued without a boundary test until the first time that a value is generated at a distance greater than R from the origin. The difference between the mean time recorded and (5.1) is proportional to δt 1/2 . In Figure 5 .2, we show the error in the mean exit time from a circle using various boundary tests and timestepping methods. The results labeled "Euler" are obtained using the Euler update and the boundary test (4.6). The results labeled "simple" and "corrected" are obtained using exponential timestepping and boundary tests based on (2.13). When only the leading term in (2.13) is used, we obtain errors proportional Exit to δt 3/2 . When the next term in (2.13) is included, we find errors proportional to δt 2 . The size of the statistical errors is independent of λ, but on a logarithmic scale they appear large when the systematic error is small.
Exit from circle
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. Measuring the mean exit time without a boundary test. Exit from a circle (left) and sphere (right) with unit radius, starting from the origin. Although the updates of the process are exact, the mean exit time is overestimated by an amount proportional to the square root of the mean duration of a timestep. The horizontal axis is the mean duration of a timestep in the case of exponential timestepping and the (fixed) length
When n = 3, we find the convenient exact form
where r is the closer of r 0 and r 1 to R. The mean exit time from a sphere is obtained without systematic error for any value of λ under exponential timestepping. In Figure  5 .3 the mean exit time is plotted against λ −1 . Results obtained using exponential timestepping with (5.2) are shown as small filled circles and results obtained using the Euler method with (4.6) as crosses.
Exit from an ellipse.
As an example of a convex domain, we consider the interior of an ellipse, i.e., the set of points (
where a and b are positive constants. Let H a,b (x 1 , x 2 ) be the first time that a Brownian motion, started at (x 1 , x 2 ), exits the interior of the ellipse. Then H a,b (x 1 , x 2 ) = T (x 1 , x 2 ), where 1 2 The solution of (5.4) is
In our numerical experiments, the update is the same as that used for studying exits from circles. The boundary is deemed hit if the end point of a timestep is outside the ellipse or if the boundary test is satisfied. To evaluate the conditional probabilities for the boundary test, the closest point on the ellipse to the starting point of each timestep is found by Newton iteration.
In Figure 5 .4, we display results obtained using five different methods: the standard Euler method with no boundary test and with the boundary test (4.6), and exponential timestepping with the boundary tests (4.5), (4.13), and (4.12). With (4.5) we find a systematic error in the mean exit time proportional to δt 1 ; with (4.13) we find a systematic error proportional to δt 2 . Using (4.12) produces an error that passes through 0 at a finite value of λ (inset). 
5.3.
Exit from a region bounded by the two lines of a hyperbola. Consider a hyperbola, defined as the set of points (x 1 , x 2 ) ∈ R R R 2 satisfying
where a < 0 and b > 0. The mean exit time from the concave region between the two lines of the hyperbola, depicted in Figure 5 .5, is also given by (5.5).
The numerical runs whose results are displayed in Figure 5 .6 were performed using the symmetric boundary test (4.12) and the curvature-corrected boundary test (4.11). Statistical errors are large because many paths make long excursions before reaching a boundary. Both boundary tests used produce a systematic error proportional to δt 2 . The symmetric boundary test is the most efficient for this concave region; the phenomenon of change of sign of the error at a finite value of λ, seen in the ellipsoidal region studied in section 5.2, is not found.
6.
Conclusion. An exact numerical procedure has been described for the update of Brownian motion in n dimensions under exponential timestepping. The modulus of an increment is generated as a combination of simple random variables and the angle is uniformly distributed on the surface of the n-dimensional ball.
To evaluate a mean exit time, numerous numerical realizations are generated, each proceeding by updating the process, then performing a test for the possibility of a boundary having been reached in the time interval. A realization is brought to an end when the boundary is deemed hit. Under exponential timestepping, numerical orders of convergence greater than 1 are attainable because of the simple relationship that holds between the mean number of timesteps per realization and the mean exit time. Numerical evidence is presented for convergence proportional to the square of the mean duration of a timestep. An analytical demonstration that this is indeed the case will be the subject of future research.
Taking as examples the exit times from circles, spheres, ellipses, and regions bounded by the two lines of a hyperbola, we report the results of numerical experiments performed with the algorithms developed in this work. The mean exit time from a circle of radius R can be evaluated to arbitrary accuracy by expanding the conditional hitting probability in powers of (νR) −1 . The mean exit time from a sphere is evaluated without systematic error.
The simple boundary test for general smooth surfaces under exponential timestepping uses the minimum of the distance from the starting point and the ending point to the tangent plane through the point on the boundary closest to the starting point. We were able to obtain second-order convergence, i.e., an error proportional to the square of the mean duration of a timestep, using a boundary test that includes a term proportional to κ/ν, where κ is the curvature of the boundary measured at the point on the boundary closest to the starting point. Still higher orders of convergence are attainable if boundary tests including further terms in (3.12) can be derived.
We have considered concave and convex smooth boundaries. Analysis of hitting times of hyperbolae may prove useful in devising algorithms to deal with regions with corners because a suitable choice of parameters gives a geometry approximating that found near a corner with an acute angle. Exponential timestepping has been implemented for processes other than Brownian motion in one dimension [14] . The best way to generalize to multiple dimensions may be to use an approximation by mixing two processes with constant drifts at each timestep. Other areas for future development are algorithms capable of dealing with several close boundaries simultaneously, and boundary tests in three-dimensional regions that take as their starting point the simple exact solution for the conditional hitting probability of a sphere.
