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Abstract
In this paper we construct a parsimonious causal model that addresses multiple issues
researchers face when trying to use aggregate time-series shocks for policy evaluation: (a)
potential unobserved aggregate confounders, (b) availability of various unit-level charac-
teristics, (c) time and unit-level heterogeneity in treatment effects. We develop a new
estimation algorithm that uses insights from treatment effects, panel, and time-series lit-
erature. We construct a variance estimator that is robust to arbitrary clustering pattern
across geographical units. We achieve this by considering a finite population framework,
where potential outcomes are treated as fixed, and all randomness comes from the exoge-
nous shocks. Finally, we illustrate our approach using data from a study on the causal
relationship between foreign aid and conflict conducted in Nunn and Qian [2014].
Keywords: Continuous Difference in Differences, Causal Effects, Treatment Effects, Unob-
served Heterogeneity.
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1 Introduction
Changes in aggregate variables are commonly used to evaluate economic policies. The most
straightforward design of this type is an “event study” where an aggregate time-series shock,
e.g., a new law, affects only a subpopulation of units which we observe over time. To evaluate
this change, researchers commonly use either diff-in-diff or, more recently, synthetic control
type of algorithms (e.g., Card and Krueger [1993], Abadie and Gardeazabal [2003], Abadie et al.
[2010]). In a more general design, researchers use aggregate time-series variation to estimate
causal links between unit-specific policy and outcome variables. A standard application of this
type has geographic locations for which we observe outcomes and treatments over time (e.g.,
Nunn and Qian [2014], Dube and Vargas [2013]). To address a potential endogeneity problem,
researchers use aggregate time-series shocks as instruments. A standard tool that is commonly
used in this setup is two-stage least squares (TSLS) regression with unit and time fixed effects
(e.g., Arellano [2003]).
One common feature that all the algorithms mentioned above have in common is that they
use either linear estimators or their ratios. In particular, if Yit is the outcome variable and Wit
is an endogenous regressor, then the basic TSLS estimator with fixed effects can be written in
the following way:
τˆTSLS :=
∑
it ω
TSLS
i λ
TSLS
t Yit∑
it ω
TSLS
i λ
TSLS
t Wit
(1.1)
where ωTSLSi and λ
TSLS
t are unit and time weights, respectively.
1 These weights are determined
by the algorithm (TSLS with fixed effects), while the interpretation of τˆTSLS depends on the
underlying causal model for Yit and Wit. In particular, there is no reason to expect that τˆTSLS
represents a meaningful causal quantity if the regression is misspecified.
In this paper, we propose a parsimonious causal model that addresses this and other related
issues. Our model allows for (a) potential unobserved aggregate confounders, (b) availability
of various unit-level characteristics, (c) time and unit-level heterogeneity in treatment effects.
We develop a new estimation algorithm that uses insights from treatment effects, panel, and
time-series literature. We construct a variance estimator that is robust to arbitrary clustering
1 This representation is valid if the panel model includes characteristics that can vary either across units or
across time, as well as their products. Most specifications used in the literature have this structure.
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patterns across geographical units. We achieve this by considering a finite population framework,
where potential outcomes are treated as fixed, and all randomness comes from the exogenous
shocks. This approach goes back to Neyman [1923] and Fisher [1937] and has recently attracted
considerable attention in econometrics and statistics literature (e.g., Abadie et al. [2014, 2016],
Ada˜o et al. [2018]).
Our estimator has the same structure as (1.1), but the weights ωi and λt that we use are
in general not equal to ωTSLSi , λ
TSLS
t . We treat unit weights and time weights differently. We
use unit weights to deal with unobserved aggregate shocks in such a way that the resulting
estimator has a meaningful causal interpretation. We use time weights to address potential
non-stationarity in the exogenous aggregate shock. As a by-product, our approach delivers a
simple graphical summary of the data that can be used to describe and validate the underlying
identification argument. We demonstrate the usefulness of this representation by applying it to
Nunn and Qian [2014]. Graphical evidence suggests that the results should be interpreted with
caution due to potentially severe heterogeneity over time. Further statistical analysis supports
this intuition.
Our model is related to shift-share designs (or Bartik instruments after Bartik [1991]), but
this relationship is more formal than conceptual. Standard application with the shift-share
design has an outcome and an endogenous treatment that are measured on a location level and
instruments that are measured on an industry level. Using industry-specific weights, researchers
transform endogenous variables to industry levels and then use IV for estimation. See, e.g., Ada˜o
et al. [2018], Borusyak et al. [2018], Goldsmith-Pinkham et al. [2018] for relevant discussion and
details. In our model, the outcome and treatment for every unit, as well as the aggregate
shock, are observed over time. As a result, researchers do not need to transform the outcomes
to construct a standard IV estimator. The motivation for aggregating the data is different –
researchers are worried about potential unobserved aggregate shocks that are correlated with
the instrument.
The paper proceeds in the following way: in Section 2, we start by constructing a model
where researchers are interested in the effect of the aggregate shock itself. We discuss various
weighting strategies one can use in this model and analyze the performance of a novel estimator.
Next, in Section 3, we construct a more general model, where the aggregate shock is used as
an instrument. Section 4 provides an empirical illustration of our approach. Section 5 shows
generalizations, such as doubly robust estimators, randomization inference, and other weighting
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schemes.
2 Causal Model with Exogenous Aggregate Policy
2.1 Model
We observe n units (i being a generic one) over T periods (t is a generic period). For each unit
we observe an outcome Yit and a time-invariant vector of characteristics (Xi, Di) ∈ Rp+1; we
also observe an aggregate policy shock Wt ∈ R. Our goal is to estimate a causal relationship
between Wt and Yit.
To formalize what we mean by causality we start with a model of potential outcomes. Let wt
be a potential value of the policy shock we are interested in. We introduce ht ∈ R – an unobserved
aggregate shock which causally affects the outcome of interest. Define wt := (. . . , w1, . . . , wt)
and ht := (. . . , h1, . . . , ht), and make the following assumption:
Assumption 2.1. (Potential outcomes)
Potential outcomes are generated in the following way:
Yit(w
t, ht) := τitwt + θitht + αit (2.1)
where αit describes evolution of outcomes in absence of any interventions. As a result, observed
outcomes follow the process:
Yit = τitWt + θitHt + αit (2.2)
This assumption imposes multiple restrictions: (a) there are no dynamic effects, only current
values of shocks matter; (b) the model is linear in wt and ht with no interaction terms. Linearity
and absence of dynamics can be relaxed. We do not believe that in applications T is large enough
to allow for a flexible nonlinear model with dynamic treatment effects, so we do not address this
issue in the paper.
Our first identification assumption describes the relation between aggregate shocks and po-
tential outcomes:
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Assumption 2.2. (Exogeneity)
Aggregate shocks are independent of potential outcomes and observed unit characteristics:
{Wt, Ht}Tt=1 ⊥ {τit, αit, θit, Di, Xi} (2.3)
The importance of this assumption depends on the type of application we are considering.
In standard event studies, Wt = {t ≥ T0} and typically it does not make a lot of sense to
think about randomness in Wt. In this case, Assumption 2.2 trivially holds if we assume that
the support of {Wt}Tt=1 is a singleton. A notable exception is a model of staggered adoption
considered in Athey and Imbens [2018] with unit-specific Wt.
In other applications Wt and Ht are exogenous shocks that are determined on a macro level
and might be considered independent of {τit, αit, θit, Xi, Di}i,t in a time-series sense. This puts
restrictions on (Xi, Di) – it should be a vector of attributes, not something that can be causally
related to aggregate shocks. Typically this can be justified if (Xi, Di) is measured before we
start observing Wt. The model in this paper is designed for these applications, not event studies,
although some insights apply there as well.
Assumptions 2.1, 2.2 make it clear that the main problem that makes causal inference hard
in the current model is unobserved Ht. Indeed, if Ht were known then one could have estimated
treatment effects (τit, θit)
T
t=1 separately for each unit i. It is natural to assume that we cannot
control for all possible aggregate shocks that affect the outcome of interest. For example, in
the application that we are considering in Section 4, Yit is the amount of food aid from the US
that a country i receives and Wt is the amount of wheat produced in the US in the previous
year. Here Ht can represent another US-specific shock that a researcher does not include in the
model, e.g., a political cycle. Since Ht is not observed, we need to assume that they can be
dealt with using a cross-sectional dimension of the data.
Our next assumption restricts cross-sectional heterogeneity in θit:
Assumption 2.3. (Cross-sectional heterogeneity)
Treatment effects of the unobserved aggregate shocks have the following structure:
θit = λ
>
t ψ(Xi) (2.4)
where ψ(·) is a known, vector-valued function.
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This assumption is useful in combination with the following restriction:
Assumption 2.4. (Existence of weights)
Define a set of weights W ∈ Rn \ {0} such that for any (ω1, . . . , ωn) ∈W we have
1
n
n∑
i=1
ωiψ(Xi) = 0 (2.5)
Assume that W 6= ∅.
This assumption effectively restricts the dimension of ψ(Xi). It can always be verified given
a particular choice of ψ(·). We summarize Assumptions 2.1,2.2,2.3,2.4 in the following way:
ω ∈W
ω ⊥ {Wt}Tt=1
{τt(ω), αt(ω)}Tt=1 ⊥ {Wt}Tt=1
Yt(ω) = τt(ω)Wt + αt(ω)
(2.6)
Here we put an additional restriction on ω – the weights should be independent of aggregate
shocks. In Section 2.2 we discuss algorithms that guarantee this under Assumption 2.2. The
weights ω play three different roles in (2.6): (a) they make sure that Ht are balanced away; (b)
they affect the “size” of αt(ω); and (c) they change the interpretation of τt(ω). In Section 2.2
we discuss different types of weights that can be used in applications and motivation for them.
2.2 Weights
In this section, we discuss the role of the weights ω. We consider two different weighting schemes
that are motivated by restricting cross-sectional heterogeneity in τit. Their usefulness depends
on the application at hand. The first restriction that we consider is very common in the applied
literature.
Assumption 2.5. (Proportionality) Individual treatment effects satisfy the following re-
striction:
τit = τtDi (2.7)
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This assumption is commonly made in applications (typically τt is further restricted to be
equal to τ). It suggests that we should search for the weights that satisfy the following restriction:
1
n
∑
i=1
ωiDi = 1
ω ∈W
(2.8)
Since generically there are infinitely many weights that satisfy this restriction it is natural to
look at those with a small norm, to reduce the “size” of αt(ω). This leads to the following
formulation:
min ‖ω‖22
subject to:
1
n
∑
i=1
ωiDi = 1,
ω ∈W
(2.9)
We denote the solution to this problem by ωpr. It is easy to see that ωpri is simply a rescaled
residual after projecting Di on ψ(Xi).
An alternative assumption applies to settings where we know that certain units are not
affected by Wt:
Assumption 2.6. (Control Group) Individual treatment effects satisfy the following re-
striction:
τit = τit{Di > 0} (2.10)
With this assumption we suggest computing the weights using the following algorithm:
min ‖ω‖22
subject to:
1
n
∑
i=1
ωif(Di){Di > 0} = 1
ωi{Di > 0} ≥ 0,
ω ∈W
(2.11)
6
where f(·) is a user-specified function that satisfies f(Di){Di > 0} > 0. We denote these weights
by ωpos. Observe that we have the following:
τt(ω
pos) =
1
n
n∑
i=1
ωposi τit =
1
n
n∑
i=1
ωposi {Di > 0}τit =
1
n
n∑
i=1
ωposi f(Di){Di > 0}
τit
f(Di)
=
1
n
n∑
i=1
ω˜posi τ˜it (2.12)
where ω˜posi := ω
pos
i f(Di){Di > 0} and τ˜it := τitf(Di) . By construction we have that ω˜
pos
i are
non-negative and average to 1. Thus τt(ω
pos) is a convex combination of rescaled treatment
effects τ˜it. Given a particular application we can select different scales, i.e., different functions
f(Di). The simplest one – f(Di) = 1 – simply measures a weighted average effect for units with
Di > 0. Note that ω
pos
i is not a rescaled residual in projection of f(Di){Di > 0} on ψ(Xi) (as
one typically has in diff-in-diff type of panel regressions). The difference arises because of the
non-negativity constraint that we impose for interpretability.
2.3 Estimation and Inference
In this section we propose an estimator for an average effect that is of primary interest for us,
and we describe its statistical properties. We also address estimation of the variance of the
proposed estimator.
2.3.1 Sources of Uncertainty
Before we discuss estimation and inference, we need to clarify what kind of uncertainty we
are considering, in other words, what is treated as random in our setup. First, in a typical
application, i is a location, and thus it does not make much sense to think about random (or
stratified) sampling, because we observe every unit in population. For this reason we treat
{αit, τit, θit, Di, Xi}i,t as a random tuple, without imposing independence over i.
Under Assumption 2.2 {Wt, Ht}Tt=1 is independent of {αit, τit, θit, Di, Xi}i,t and we can con-
sider three broad settings: (a) we can condition on {Wt, Ht}Tt=1, (b) we can condition on
{αit, τit, θit, Di, Xi}i,t, or (c) we can make unconditional statements. Each approach has its
merits. In the first case we condition on {Wt, Ht}, but because Ht is balanced away this is
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equivalent to conditioning on {Wt}Tt=1 – something that we observe. In the second case we
treat {αit, τit, θit, Di, Xi}i,t as fixed, and thus our inference is targeting the actual population we
are interested in. Finally, the third one makes sense if we want to make statements about our
procedure applied to a generic data set.
Ultimately the type of inference we want to conduct depends on the application and re-
searcher’s goals. In this paper we consider the second scenario and treat {αit, τit, θit, Di, Xi}i,t
as fixed quantities. As a result, all the expectations that are computed are conditional on
{αit, τit, θit, Di, Xi}i,t. For brevity we do not write this explicitly, but this should be always
understood.
To recap, for the remainder of Section 2, we redefine:
E[·|·] := E[·|·, {αit, τit, θit, Di, Xi}i,t]
and
V[·|·] := V[·|·, {αit, τit, θit, Di, Xi}i,t]
2.3.2 Formal Results
The representation 2.6 suggests that one can estimate a weighted combination of τt(ω) by running
a simple OLS regression of the following form:
(τˆ(ω), αˆ(ω)) := arg min
α,τ
{
(Yt(ω)− α− τWt)2
}
(2.13)
In fact, if ω = ωpr this would be equivalent to estimating the following model by OLS with unit
fixed effects:
Yit = αi + λ
>
t ψ(Xi) + τDiWt + εit (2.14)
which is often done in applications.
The problem with this approach is that E[Wt] might not be constant over time. Thus even
though Wt ⊥ αt(ω), an OLS estimator of τ can be inconsistent. It is a manifestation of the
spurious regression – if two variables share common trends, then one can find a correlation
between them even if they are independent. This implies that in general, we need to transform
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the process Wt.
We start by defining two additional processes:
∆t := |Wt −Wt−1|
St := sign(Wt −Wt−1)
(2.15)
It is clear that {Wt}Tt=1 can be equivalently represented as (W1, {∆t, St}Tt=2). Define the following
weights:
µt =
1
2
( {St = 1}
E[{St = 1}|∆t, It−1] +
{St = −1}
E[{St = −1}|∆t, It−1]
)
(2.16)
where It−1 includes all past information about the process Wt. The weights µt make (Wt−Wt−1)
orthogonal to past information:
E[(Wt −Wt−1)µt|It−1] = 0 (2.17)
Given any ω that belongs to W and independent of {Wt}Tt=1 we introduce the following
estimator:
τˆinf (ω) :=
∑T
t=2(Yt(ω)− Yt−1(ω))∆tStµt∑T1
t=2 ∆
2
tµt
(2.18)
Note that τˆinf (ω) is just a coefficient in the following weighted regression:
τˆinf (ω) = arg min
τ
{
T∑
t=2
µt (Yt(ω)− Yt−1(ω)− τ(Wt −Wt−1))2
}
(2.19)
Without µt this regression can be seen as a variation on the standard OLS procedure.
Under Assumptions 2.1,2.2,2.3,2.4 we have the following expansion:
τˆinf (ω) =
∑T
t=2 τt(ω)∆
2
tµt∑T
t=2 ∆
2
tµt
+
∑T
t=2(τt(ω)− τt−1(ω))Wt−1∆tStµt∑T
t=2 ∆
2
tµt
+
∑T
t=2(αt(ω)− αt−1(ω))∆tStµt∑T
t=2 ∆
2
tµt
(2.20)
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This representation allows us to define a target parameter that we can estimate as well as the
error term:
τ(ω) :=
∑T
t=2 τt(ω)∆
2
tµt∑T
t=2 ∆
2
tµt
εt(ω) := (τt(ω)− τt−1(ω))Wt−1 + αt(ω)− αt−1(ω)
(2.21)
By construction τ(ω) is a convex combination of τt(ω) with the weights that depend on the
magnitude of exogenous shocks (note that E[µt|It−1] = 1). Assumption 2.2 imply that we have
a moment restriction:
E[εt(ω)(Wt −Wt−1)µt|It−1] = 0 (2.22)
We can rewrite the expansion above:
τˆinf (ω)− τ(ω) =
∑T
t=2 εt(ω)(Wt −Wt−1)µt∑T
t=2 ∆
2
tµt
(2.23)
In order to derive statistical properties of this estimator we need to introduce a technical as-
sumption:
Assumption 2.7.
1
T − 1
T∑
t=2
ε2t (ω)∆
2
tµ
2
t = σ
2
1 + op(1)
1
T − 1
T∑
t=2
∆2tµt = σ
2
2 + op(1)
max
t
|εt(ω)∆tµt| = op
(√
T
)
∆4tµ
2
t = Op(T )
(2.24)
We have the following result:
Proposition 1. Suppose Assumptions 2.1,2.2,2.3,2.4, and 2.7 hold, and ω does not depend on
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{Wt}Tt=1; then we have the following:
√
T (τˆinf (ω)− τ(ω))→ N (0, σ2inf ) (2.25)
where σ2inf :=
σ21
(σ22)
2
As a next step we consider estimation of the variance. First we define the residuals:
εˆt,inf = (Yt(ω)− Yt−1(ω))− τˆinf (ω)(Wt −Wt−1) (2.26)
We estimate the variances in the following way:
σˆ21,inf :=
1
T − 1
T∑
t=2
εˆ2t (ω)∆
2
tµ
2
t
σˆ22,inf :=
1
T − 1
T∑
t=2
∆2tµt
σˆ2inf :=
σˆ21
(σˆ22)
2
(2.27)
Properties of this estimator are summarized in the following proposition:
Proposition 2. Suppose the conditions of Proposition 1 hold, and additionally assume that
τt(ω) = τ(ω); then we have the following:
σˆ21,inf →p σ21
σˆ22,inf →p σ22
σˆ2inf →p σ2inf
(2.28)
This proposition says that the variance estimator is consistent if there is no heterogeneity in
treatment effects. Next proposition describes the limit in case there is heterogeneity.
Proposition 3. Suppose the conditions of Proposition 1 hold; then we have the following:
σˆ21,inf =
1
T − 1
T∑
t=2
(εt(ω) + ξt(ω))
2∆2tµ
2
t + op(1) (2.29)
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where ξt(ω) := (τt(ω)− τ(ω))(Wt −Wt−1). Define an alternative estimator:
σˆ21,inf,alt :=
1
T − 1
T∑
t=2
εˆ2t (ω)∆
2
tE[µ2t |∆t, It−1]µt (2.30)
For this estimator we have the following:
σˆ21,inf,alt =
1
T − 1
T∑
t=2
(
ε2t (ω) + ξ
2
t (ω)
)
∆2tE[µ2t |∆t, It−1]µt + op(1) (2.31)
This proposition shows that in general σˆ2inf does not converge to the correct asymptotic
variance. Its limit (if it exists) in general can be greater or smaller than σ21. A slightly different
estimator σˆ21,inf,alt also does not converge to σ
2
1, but can be used as a conservative estimator –
its limit is always greater than σ21.
The results so far are not completely satisfactory because they rely on knowledge of µt. In
practice µt is estimated; let µˆt be a particular estimator. We have the following proposition:
Proposition 4. Assume that supt |µˆt − µt| = op(1); suppose the conditions of Proposition 1
hold; then we have the following:
τˆ(ω)− τˆinf (ω) = op(1)
σˆ2 − σˆ2inf = op(1)
(2.32)
where τˆ(ω) and σˆ2 are the same as τˆinf (ω), σˆ
2
inf , but with µˆt instead of µt.
This proposition shows that the distance between plug-in estimators and estimators with
correct µt becomes small as T increases. This result implies consistency of τˆ(ω), but does
not imply asymptotic normality. A standard way to guarantee that estimation of µˆt does not
affect the asymptotic distribution of the estimator is to use robust moment conditions, e.g.,
Chernozhukov et al. [2018]. It is unclear whether this can be done in the current setup and we
leave this question for future research.2
2The main difference between the current setup and the standard semiparametric GMM problem is that we
consider a finite population framework.
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2.3.3 Algorithm
Below we describe an algorithm that a researcher can use to estimate τ(ω) and assess its quality.
1. Choose ω ∈ W using any algorithm that does not have {Wt}Tt=1 as an input, e.g., those
described in Section 2.2. Construct Yt(ω) :=
1
n
∑n
i=1 ωiYit.
2. Estimate µt using a flexible algorithm, for example the following one:
{µˆt}Tt=2 := arg min
{µt}Tt=2∈F
{
1
(T − 1)2
T∑
t=k
µ2t
}
(2.33)
where F is defined in the following way:
1
T − 1
T∑
t=2
µt = 1
1
T − 1
T∑
t=2
µt∆tSt = 0
1
T − 1
T∑
t=2
µtWt−1 = 0
(2.34)
3. Estimate τ(ω) using a weighted OLS procedure:
(τˆ(ω), αˆ(ω)) := arg min
(τ,α)
{
µˆt (Yt(ω)− Yt−1(ω)− α− τ(Wt −Wt−1))2
}
(2.35)
4. Estimate the variance using the following procedure:
εˆt(ω) := Yt(ω)− Yt−1(ω)− αˆ(ω)− τˆ(ω)(Wt −Wt−1)
σˆ21 :=
1
T − 1
T∑
t=2
εˆ2t (ω)∆
2
t µˆ
2
t
σˆ22 :=
1
T − 1
T∑
t=2
∆2t µˆ
2
t
σˆ2 :=
σˆ21
(σˆ22)
2
(2.36)
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Some formal properties of this algorithm follow from Propositions 1,2,3,4.
3 Causal Model with Aggregate Instruments
3.1 Model
We assume that we have the following data: there is an outcome Yit, a policy variable Wit and
an aggregate shock Zt; additionally we observe (Xi, Di) ∈ Rp+1. Our goal is to understand a
causal relationship between Yit and Wit. We start with a model of potential outcomes:
Assumption 3.1. (Potential outcomes IV) Potential outcomes are generated in the fol-
lowing way:
Yit(h
t, wt) := τitwt + θ
T
itht + αit
Wit(h
t, zt) := δitzt + η
T
itht + piit
(3.1)
With this model observed data have the following structure:
Yit = Yit(Ht,Wit)
Wit = Wit(Ht, Zt)
(3.2)
This model is similar to one that we considered before and thus has similar limitations that
were discussed in Section 2.1. The main conceptual difference is that zt is only present in the
second equation, which makes it an instrument. Exogeneity assumption is exactly the same one
as before but now for two equations:
Assumption 3.2. (Exogeneity IV) Aggregate shocks are independent of potential outcomes:
{Zt, Ht}Tt=1 ⊥ {τit, αit, θit, δit, ηit, piit, Di, Xi}it (3.3)
This assumption clarifies the role of the instrument in this model – we do not assume that
{τit, αit, θit} and {δit, ηit, piit} are independent and thus Wit is correlated with {τit, αit, θit}.
Our next assumption restricts cross-sectional heterogeneity:
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Assumption 3.3. (Heterogeneity IV) We assume that for some known function ψ(Xi) the
following restrictions hold:
θit = λ
>
t ψ(Xi)
ηit = λ˜
>
t ψ(Xi)
τit = τt
(3.4)
The main difference between this assumption and Assumption 2.3 is that we additonally
restrict heterogeneity in τit. We maintain Assumption 2.4; for any ω ∈W we have the following:
ω ∈W
ω ⊥ {Zt}Tt=1
Yt(ω) = τtδt(ω)Zt + α˜t(ω)
Wt(ω) = δt(ω)Zt + pit(ω)
(3.5)
where α˜t(ω) := αt(ω) + τtpit(ω).
3.2 Interpretability
Our estimation will follow the standard IV practice – we estimate the reduced form, the first
stage and take the ratio. For the resulting estimator to be meaningful we need to guarantee that
δt(ω) all have the same sign. Without loss of generality we assume that Zt has a non-negative
affect on Wit. Similar to what we had before we consider two alternative situations:
Assumption 3.4. The first-stage effects satisfy the following restriction:
δit = δtDi
δt ≥ 0
(3.6)
If this assumption holds then we can use ωpr for aggregation; it follows that δ(ωpr) ≥ 0.
Alternatively we can assume the following:
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Assumption 3.5.
δit = δit{Di > 0}
δit ≥ 0
(3.7)
In this case we can use ωpos for aggregation. It follows from the discussion in Section 2.2
that δt(ω
pos) ≥ 0.
In the IV model the weights in the first stage play a different role – we do not care that
much for their interpretability, instead we only care that aggregation preserves the monotonicity
constraint (δit ≥ 0). In principle, any weights that satisfy δt(ω) ≥ 0 can be used.
3.3 Estimation and Inference
Our approach to estimation is exactly the same as in Section 2.3. Zt now plays the same role
as Wt played before. For brevity we do not restate the assumptions, they are identical with Wt
being switched with Zt. Define:
∆IVt := |Zt − Zt−1|
SIVt := sign (Zt − Zt−1)
µIVt :=
1
2
( {SIVt = 1}
E[{SIVt = 1}|∆IVt , It−1]
+
{SIVt = −1}
E[{SIVt = −1}|∆IVt , It−1]
) (3.8)
We start with infeasible estimators:
τˆ inffs (ω) := arg minτ
{
µIVt (Wt(ω)−Wt−1(ω)− τ(Zt − Zt−1))2
}
τˆ infrf (ω) := arg minτ
{
µIVt (Yt(ω)− Yt−1(ω)− τ(Zt − Zt−1))2
}
τˆ infIV (ω) :=
τˆrf (ω)
τˆfs(ω)
(3.9)
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and define the corresponding targets:
τfs(ω) :=
∑T
t=2 δt(ω)
(
∆IVt
)2
µIVt∑T
t=2 (∆
IV
t )
2
µIVt
τrf (ω) :=
∑T
t=2 τtδt(ω)
(
∆IVt
)2
µIVt∑T
t=2 (∆
IV
t )
2
µIVt
τIV (ω) :=
∑T
t=2 τtδt(ω)
(
∆IVt
)2
µIVt∑T
t=2 δt(ω) (∆
IV
t )
2
µIVt
(3.10)
Assumptions 3.4, 3.5 guarantee that δt(ω) is nonnegative and that τIV (ω) is a convex combination
of treatment effects τt.
Proposition 5. Under Assumptions analogous to those of Proposition 1 we have the following:
√
T
τˆ infrf (ω)− τrf (ω)
τˆ inffs (ω)− τfs(ω)
→ N
0,
 σ2rf ρσrfσfs
ρσrfσfs σ
2
fs
 (3.11)
This proposition can be used to conduct inference about τˆ infIV (ω) using delta-method. Feasible
estimators can be constructing by using µˆt instead of µt.
4 Empirical Illustration
In this section we use an influential work of Nunn and Qian [2014] as an empirical example to
illustrate our algorithm. We replicate their initial results and then compare those results to
the results based on our methodology. Nunn and Qian [2014] study how USA food aid affects
conflict in recipient non-OECD countries. The main motivation is a long-lasting debate among
the aid workers on whether food aid provides relief for populations in poverty or whether it
promotes conflict. In Nunn and Qian [2014] setting, a generic cross-sectional observation i is
a country, while t is a year. Yit are various conflict-related outcomes: incidence, duration, and
onset of both interstate and civil conflicts. For a purpose of this section, we concentrate on the
definition of conflict as an indicator that equals one if there is conflict in country i at year t,
similar to the baseline specification of Nunn and Qian [2014].
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Figure 1: Aggregated time series Yt(ω) and Wt(ω), along with the instrument Zt.
Next, denote Wit – the quantity of wheat aid shipped from the US to recipient country i
in a year t. The main instrument in the original paper, which we denote Zt is the amount of
US wheat production in the previous year, which only varies over time. What the authors call
“instrument” instead is however a construct that varies both by time and in a cross-section:
Zt−1× D¯i, where D¯i = (1/36)
∑2006
t=1971Dit,. That is, D¯i is the fraction of years in which country
received US food aid.
As a first exercise we plot Yt(ω),Wt(ω) and Zt as time-series, using ω
pr as weights, where
we project Di on region-level fixed effects, similar to the baseline specification in the paper.
Results are presented in Figure 1. This figure is highly suggestive of substantial heterogeneity
in the treatment effects δt(ω). Interestingly enough, this heterogeneity is not translated into
the reduced form which suggests that the instrument might not satisfy the exclusion restriction.
One can see it by noticing that while the paths of Yt(ω) and Zt are closely aligned, there appears
to be a structural breaking in the paths of Wt(ω) and Zt.
In Table 1 we report five different estimators of τfs(ω) along with the baseline first-stage
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estimate from Nunn and Qian [2014]:
τˆfs,1(ω) := arg min
(τ,α)
{
T∑
t=1
(Wt(ω)− α− τZt)2
}
τˆfs,2(ω) := arg min
(τ)
{
T∑
t=1
(Wt(ω)−Wt−1(ω)− τ(Zt − Zt−1))2
}
τˆfs,3(ω) := arg min
(τ)
{
T∑
t=1
µˆIVt (Wt(ω)−Wt−1(ω)− τ(Zt − Zt−1))2
}
τˆfs,4(ω) := arg min
(τ,α)
{
T∑
t=1
(Wt(ω)−Wt−1(ω)α− τ(Zt − Zt−1))2
}
τˆfs,5(ω) := arg min
(τ,α)
{
T∑
t=1
µˆIVt (Wt(ω)−Wt−1(ω)− α− τ(Zt − Zt−1))2
}
(4.1)
Note that the first estimator is equivalent to a standard OLS with two-way fixed effects.
The second and the third estimators differ in weighting µˆt, however both of them are essentially
generalized method of moments estimators.3 Finally τˆfs,4 and τˆfs,5 are estimators where we add
a constant to the GMM estimators from τˆfs,2 and τˆfs,3. All but the baseline estimate (τNQ) in
Table 1 are not significant on a 5% level, and also they vary drastically in magnitude. These
results show that the first stage is estimated quite poorly, also in line with Figure 1.
If our model is correctly specified, then there are two natural reasons behind the findings
of Table 1 1. The first one is that in the original estimators the potential non-stationarity is
ignored. This reason also explains the difference between coefficients for τˆfs,1(ω) − τˆfs,5(ω) in
our Table. The second reason, is that the variance is underestimated. We conclude, that taking
into account both non-stationarity and weighting is crucial in this type of applications.
3With a moment E[(Yt − Yt−1)(Wt −Wt−1)µt|It−1] = 0 and a constraint E[µt(Wt −Wt−1)|It−1] = 0.
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5 Extensions
5.1 General Estimators, and Double Robustness
Given weights ω the estimator for the model in Section 2 has the following form:
τˆ(ω) := arg min
τ
{
µˆt (Yt(ω)− Yt−1(ω)− τ(Wt −Wt−1))2
}
(5.1)
One can consider a natural generalization:
τˆgen(ω) := arg min
τ
{
µˆt (Yt(ω)− Yt−1(ω)− ψ(t, β)− τ(Wt −Wt−1))2
}
(5.2)
where ψ(t, β) is some parametric function of time, the simplest one being a constant, ψ(t, β) = β.
By construction we have the following:
E[ψ(β, t)(Wt −Wt−1)µt|It−1] = 0 (5.3)
and thus on average (Wt−Wt−1)µt is orthogonal to ψ(β, t), which suggests that there is no need
to include ψ(β, t) in the regression. The situation here is analogous to one in randomized control
trials with covariates where the difference in means is an unbiased estimator. In practice, there
are two caveats to this: (a) we know that in randomized control trials we can improve efficiency
of the estimator by using covariates (e.g., Lin et al. [2013], Wager et al. [2016]) and (b) µt is not
known and µˆt can be misspecified and thus including ψ(β, t) makes the resulting estimator more
robust. This intuition has been formalized for cross-sectional studies, but we are not aware of
similar results in a time-series context. We leave a formal analysis of such procedures for future
research.
5.2 Randomization Inference
Our framework allows us to conduct a standard Fisher randomization exercise (e.g., Imbens and
Rubin [2015]). In particular, we can consider testing a sharp null hypothesis:
τit = 0 (5.4)
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This hypothesis can be interesting both in the standard model where Wt is the treatment or
in the model where Zt is an instrument. This test can then be inverted and used to construct
robust confidence intervals following the logic of Imbens and Rosenbaum [2005]. To implement
this we need to have a model that can be used to generate Wt, or alternatively (W1, {St,∆t}Tt=2).
There are multiple ways to proceed, we suggest a particular simple implementation. We assume
the following:
St ⊥ {∆l}Tl=2|{Sl}t−1l=2,W1 (5.5)
This implies that signs St are independent of magnitudes ∆t and thus we can generate new
processes W b := {W bt }Tt=1 conditional on
(
W1, {∆t}Tt=2
)
by simply generating signs Sbt . A flexible
dynamic model can be used for this exercise. Given a set of simulated processes {W b}Bb=1 one can
plot a distribution of any statistic T ({Yt(ω),W bt }Tt=1) and compute the corresponding quantile
of T ({Yt(ω),Wt}Tt=1).
5.3 Revisiting the Unit Weights
5.3.1 Unobserved heterogeneity
Besides, interpretability weights can play other roles that were not discussed so far. We do not
address these issues in the estimation, but we want to mention them to establish a connection
with some of the approaches that are used in the literature. Assumption 2.3 is restrictive,
because it does not allow for any unobserved cross-section heterogeneity in θit. Perhaps a more
natural one has the following form:
θit = λ
>
t ψ(Xi) + νit
E[νit|Xi] = 0
(5.6)
This defines λ>t ψ(Xi) as a conditional mean of θit. For any ω ∈W we have:
1
n
n∑
i=1
ωiθit =
1
n
n∑
i=1
ωiνit := νt(ω) (5.7)
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which implies that after the aggregation we have the following structure:
Yt(ω) = τt(ω)Wt + ν
T
t (ω)Ht + αt(ω) (5.8)
Since Ht is correlated with Wt and is not observed this implies that Wt is no longer exogenous.
The extent of this problem clearly depends on νt(ω) and thus on weights ω. In particular, if ωi
is uncorrelated with νit then νt(ω) has zero mean (as a stochastic process over t). Such weights
exist if Di satisfies a conditional independence restriction:
Di ⊥ θit|Xi (5.9)
One candidate for ωi in this case is the following:
ωexpi :=
Di − E[Di|Xi]
E[(Di − E[Di|Xi])Di] (5.10)
These weights cannot be computed, but can be estimated. Note that ωexp 6∈W and we have the
following:
1
n
n∑
i=1
ωexpi θit = Λt
(
1
n
n∑
i=1
ωexpi ψ(Xi)
)
+ νt(ω
exp) := ξt(ω
exp) + νt(ω
exp) (5.11)
In terms of aggregate model:
Yt(ω
exp) = τt(ω
exp)Wt +
(
νTt (ω
exp) + ξt(ω
exp)
)
Ht + αt(ω
exp) (5.12)
so Ht is still present (and thus Wt is endogenous), but it is multiplied by a process with a zero
mean. This discussion shows that the weights can play a separate role, besides being crucial for
interpretability. This second role is essential for both estimation and inference, but we do not
address it in the current version of the paper.
5.3.2 Time-dependent unit weights
In Sections 2, 3 we focused on time-invariant weights ω. This is consistent with the model
of Section 2: if different weights are applied in each period, then the resulting estimator τˆ
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is a combination of treatment effects for different groups. This makes its interpretation more
challenging.
In the IV model of Section 3 the situation is different. There we assume that τt does not
vary with i, while δit does. Here the main requirement for weights ω is to preserve monotonicity
– this guarantees that the resulting estimator is a convex combination of τt. As a result, one
can use time-specific weights ωt for aggregation. In practice, we would like to use time-specific
unit weights to balance observable time-dependent unit-level characteristics.
6 Discussion
In this paper, we propose a new framework to analyze data with aggregate time-series shocks
and to use such shocks for policy evaluation. We stress that ignoring non-stationarity issues
and clustering will lead to estimators that are inconsistent and underestimate the variance. We
illustrate it both in theory and in an empirical exercise and discuss implications and extensions
of our approach. We are planning to apply it to other empirical examples to show that our
concerns are crucial for relevant empirical settings.
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7 Appendix
7.1 Tables
Table 1: Baseline Coefficient and Five Linear Models
(1) (2) (3) (4) (5) (6)
τˆNQ τˆfs,1(ω) τˆfs,2(ω) τˆfs,3(ω) τˆfs,4(ω) τˆfs,5(ω)
OLS No µˆt µˆt No µˆt µˆt
Zt 22.62
∗∗∗ 20.64
(8.09) (10.63)
Zt − Zt−1 3.96 8.67 4.10 8.67
(7.33) (7.38) (7.45) (7.49)
With Constant No Constant With Constant
Constant 207.82∗∗∗ −111.04 −15.99 −6.48
(116.26) (632.40) (62.27) (60.46)
Num. time periods 36 36 35 35 35 35
Num. countries 125 114 114 114 114 114
Notes: ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05 The first column is a replication for the first-stage from Nunn and Qian [2014] paper,
Column (1) of Table 2, Panel D on page 1644. The second column is equivalent to an OLS with two-way fixed effects, but dropping
the countries with missing data, projecting Di on region-level fixed effects. The third and the fourth columns use estimators without
a constant (intercept) α. The fifth and the sixth columns add a constant. The difference between (3), (5) and (4), (6) comes from
the weighting in the minimization problem – in odd columns we do not use weights, while in even columns we use optimal weights
µˆt.
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7.2 Proofs
Proof of Proposition 1:
Proof. For all t ∈ {2, . . . , T} and all T ≥ 2 define:
ξt,T :=
εt(Wt −Wt−1)µt√
T − 1 (7.1)
and observe that {ξt,T}t,T is a martingale difference triangular array. By Assumption 2.7 it
follows that
∑T
t=2 ξ
2
t,T = σ
2
1 + op(1); by the same assumption we have maxt |ξt,T | = op(1). It
follows that
∑T
t=2 ξt,T converges to N (0, σ21) by Martingale CLT. By Assumption 2.7 it follows
that 1
T−1
∑T
t=2 δ
2
t µt = σ
2
2 + op(1) and thus the result follows by Slutsky’s theorem.
Proof of Proposition 2:
Proof. Conditions imply:
εt(ω) = αt(ω)− αt−1(ω)
εˆt(ω) = εt(ω) + (τ(ω)− τˆinf (ω))(Wt −Wt−1)
(7.2)
It follows:
1
T − 1
T∑
t=2
εˆ2t∆
2
tµ
2
t =
1
T − 1
T∑
t=2
ε2t∆
2
tµ
2
t+
(τ(ω)− τˆinf (ω))2
∑T
t=2 ∆
4
tµ
2
t
T − 1 + 2(τ(ω)− τˆinf (ω))
∑T
t=2 εt∆
3
tStµ
2
t
T − 1 (7.3)
The first part of the sum converges to σ21, while the second and the third are op(1). The result
then follows by continuous mapping theorem.
Proof of Proposition 3:
Proof. In this case we have:
εt(ω) = αt(ω)− αt−1(ω) +Wt−1(τt(ω)− τt−1(ω)) (7.4)
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and εˆt(ω) has the following decomposition:
εˆt(ω) = εt(ω) + (τt(ω)− τ(ω))(Wt −Wt−1) + (τ(ω)− τˆinf (ω))(Wt −Wt−1) (7.5)
Define ξt(ω) := (τt(ω) − τ(ω))(Wt − Wt−1). The same logic as in the proof of Proposition 2
implies the following:
σˆ21,inf −
1
T − 1
T∑
t=2
(εt(ω) + ξt(ω))
2∆2tµ
2
t = op(1) (7.6)
Note that one can construct an alternative estimator:
σˆ21,inf,alt :=
1
T − 1
T∑
t=2
εˆ2t (ω)∆
2
tE[µ2t |∆2t , It−1]µt (7.7)
It is easy to show that in this case we have the following:
σˆ21,inf,alt −
1
T − 1
T∑
t=2
(
ε2t (ω) + ξ
2
t (ω)
)
∆2tE[µ2t |∆2t , It−1]µt = op(1) (7.8)
It follows that σˆ21,inf,alt is a conservative estimator of the variance.
Proof of Proposition 4:
Proof. For the esitmator we have the following:
τˆ(ω)− τ(ω) =
∑T
t=2 εt(ω)∆tStµˆt∑T
t=2 ∆
2
t µˆt
(7.9)
For the denominator we have the following:
T∑
t=2
∆2t µˆt =
T∑
t=2
∆2tµt +
T∑
t=2
∆2t (µˆt − µt) (7.10)
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By CS we have:
T∑
t=2
∆2t (µˆt − µt) ≤
√√√√ T∑
t=2
∆4t
√√√√ T∑
t=2
(µˆt − µt)2 (7.11)
This implies that once we divide by T − 1 we have the following:
∑T
t=2 ∆
2
t µˆt
T − 1 =
∑T
t=2 ∆
2
tµt
T − 1 + op(1) (7.12)
By the same logic we have the following for the numerator:
∑T
t=2 εt(ω)∆tStµˆt
T − 1 =
∑T
t=2 εt(ω)∆tStµt
T − 1 + op(1) (7.13)
and thus the result follows by continuous mapping theorem. For the variance we have the
following decomposition:
σˆ21 =
1
T − 1
T∑
t=2
εˆ2t (ω)∆
2
t µˆ
2
t =
1
T − 1
T∑
t=2
εˆ2t (ω)∆
2
tµ
2
t +
1
T − 1
T∑
t=2
εˆ2t (ω)∆
2
t (µ
2
t − µˆ2t ) (7.14)
Examination of the proof of Proposition 3, 2 shows that there we used only the fact that τˆω
converges to τ(ω). As a result the first term converges to the same limit as before, the second
term can be bounded by CS. The results follows.
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