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A VANISHING VISCOSITY APPROACH TO QUASISTATIC
EVOLUTION IN PLASTICITY WITH SOFTENING
G. DAL MASO, A. DESIMONE, M.G. MORA, AND M. MORINI
Abstract. We deal with quasistatic evolution problems in plasticity with softening, in
the framework of small strain associative elastoplasticity. The presence of a nonconvex
term due to the softening phenomenon requires a nontrivial extension of the variational
framework for rate-independent problems to the case of a nonconvex energy functional.
We argue that, in this case, the use of global minimizers in the corresponding incremental
problems is not justified from the mechanical point of view. Thus, we analize a different
selection criterion for the solutions of the quasistatic evolution problem, based on a vis-
cous approximation. This leads to a generalized formulation in terms of Young measures,
developed in the first part of the paper. In the second part we apply our approach to
some concrete examples.
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1. Introduction
In plasticity theory the term softening refers to the reduction of the yield stress as plastic
deformation proceeds. Classically this is described by a family of yield surfaces depending
on a parameter ζ . The evolution laws are formulated in such a way that the yield surface
shrinks when the time derivative of the plastic deformation is not zero (see [14], [15], [17],
and [19]).
We deal with this problem in the quasistatic case, in the framework of small strain asso-
ciative elastoplasticity in a bounded and Lipschitz domain Ω ⊂ Rd , d ≥ 2. For simplicity
we consider only the case of no applied forces and of prescribed boundary displacements on a
closed subset Γ0 of the boundary ∂Ω with positive (d− 1)-dimensional measure. The lin-
earized strain Eu , defined as the symmetric part of the spatial gradient of the displacement
u , is decomposed as the sum Eu = e+ p , where e and p are the elastic and plastic strains.
The stress σ is determined only by e , through the formula σ = Ce , where C is the elasticity
tensor. We assume that, for every value of the parameter ζ , the elastic domain – the set of
admissible stresses enclosed by the yield surface – has the form {σ ∈ Md×dsym : σD ∈ K(ζ)} ,
where Md×dsym is the space of symmetric d×d matrices, σD denotes the deviatoric part of σ ,
and K(ζ) is a subset of the subspace Md×dD of trace-free symmetric matrices. To simplify
the mathematics of the problem, we assume that the set
K := {(σ, ζ) ∈ Md×dD ×R : σ ∈ K(ζ)}
is a compact convex neighbourhood of (0, 0) in Md×dD ×R .
To express the evolution laws, it is convenient to introduce an internal variable z , related
to ζ by the equation ζ = −V ′(z), where V : R → R is a given function of class C2 with
bounded second derivatives, called the softening potential .
The strong formulation of the quasistatic evolution problem consists in finding functions
u(t, x), e(t, x), p(t, x), σ(t, x), z(t, x), and ζ(t, x) satisfying the following conditions for
every t ∈ [0,+∞) and every x ∈ Ω:
(sf1) additive decomposition: Eu(t, x) = e(t, x) + p(t, x),
(sf2) constitutive equations: σ(t, x) = Ce(t, x) and ζ(t, x) = −V ′(z(t, x)),
(sf3) equilibrium: divσ(t, x) = 0,
(sf4) stress constraint: σ(t, x)D ∈ K(ζ(t, x)),
(sf5) associative flow rule: (p˙(t, x), z˙(t, x)) ∈ NK(σ(t, x)D , ζ(t, x)),
where dots denote time derivatives and NK(σ, ζ) is the normal cone to K at (σ, ζ) in
M
d×d
D ×R . The evolution is driven by a prescribed time-dependent boundary condition
u(t, x) = w(t, x) for every t ∈ [0,+∞) and every x ∈ Γ0 .
It is supplemented by initial conditions at t = 0 and by the traction-free boundary condition
σ(t, x)n(x) = 0 for every t ∈ [0,+∞) and every x ∈ Γ1 ,
where n(x) is the normal to ∂Ω at x and Γ1 =: ∂Ω \ Γ0 .
Introducing the support function
H(ξ, θ) := sup
(σ,ζ)∈K
(ξ :σ + θ ζ) ,
where the colon denotes the scalar product between matrices, the flow rule (sf5) can be
written in the equivalent form
(sf5′) dissipation pseudo-potential formulation: (σ(t, x)D, ζ(t, x)) ∈ ∂H(p˙(t, x), z˙(t, x)),
where ∂H(ξ, θ) denotes the subdifferential of H at (ξ, θ).
If V is strictly convex, this model describes plasticity with hardening, where the yield
surface expands when the time derivative of the plastic strain is not zero. In this case it
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is possible to give a variational formulation of the problem, which does not assume the
existence of time derivatives, and is based on the energies
Q(e) := 12
∫
Ω
Ce(x) : e(x) dx , H(p, z) :=
∫
Ω
H(p(x), z(x)) dx ,
V(z) :=
∫
Ω
V (z(x)) dx .
The term H(p, z) is used to introduce the notion of dissipation of a function t 7→ (p(t), z(t))
on an interval [a, b] ⊂ [0,+∞), defined by
DH(p, z; a, b) := sup
k∑
j=1
H(p(tj)− p(tj−1), z(tj)− z(tj−1)) ,
where the supremum is taken over all finite sequences (tj) such that a = t0 < t1 < · · · <
tk−1 < tk = b .
According to the energetic approach to rate-independent processes developed in [24],
[18], [23], the variational formulation of the quasistatic evolution problem consists in finding
functions u(t, x), e(t, x), p(t, x), and z(t, x) satisfying the following conditions:
(vf1) global stability: for every t ∈ [0,+∞) we have Eu(t) = e(t) + p(t) on Ω, u(t) =
w(t) on Γ0 , and
Q(e(t)) + V(z(t)) ≤ Q(eˆ) +H(pˆ− p(t), zˆ − z(t)) + V(zˆ)
for every uˆ , eˆ , pˆ , zˆ such that Euˆ = eˆ+ pˆ on Ω, uˆ = w(t) on Γ0 ;
(vf2) energy inequality: for every T ∈ [0,+∞) we have
Q(e(T )) +DH(p, z; 0, T ) + V(z(T )) ≤ Q(e(0)) + V(z(0)) +
∫ T
0
〈σ(t), Ew˙(t)〉 dt .
In the convex case, thanks to the Euler conditions, (vf1) is equivalent to the following
property:
(vf1′) stability: for every t ∈ [0,+∞) we have Eu(t) = e(t) + p(t) on Ω, u(t) = w(t) on
Γ0 , and
divσ(t, x) = 0 for x ∈ Ω , σ(t, x)n(x) = 0 for x ∈ Γ1 ,
(σ(t, x)D , ζ(t, x)) ∈ K for x ∈ Ω ,
where σ and ζ are defined by (sf2).
There is a vast literature on variational methods in the study of evolution problems in
elasto-plasticity. Among the papers which are closest in spirit to our approach we quote
[25], [26], [21], and [22].
In this paper we assume that V is concave, which reflects the fact that the yield surface
shrinks as p˙(t, x) 6= 0. To simplify the mathematics of the problem, we also assume that the
image of −V ′ is contained in the interior of the projection of K onto the ζ -axis. By lack of
convexity, condition (vf1′) is no longer equivalent to (vf1), and we have only (vf1) =⇒ (vf1′).
In this case the selection criterion provided by global minimality is not justified from the
mechanical point of view. Indeed, as we shall show in [7], global minimality leads to missing
the softening phenomenon altogether.
We explore a different selection criterion, based on the approximation by solutions of some
regularized evolution problems, depending on a small “viscosity” parameter ε > 0. In its
strong formulation this regularized problem consists in finding functions uε(t, x), eε(t, x),
pε(t, x), σε(t, x), zε(t, x), and ζε(t, x) satisfying (sf1), (sf2), (sf3), and
(sf4)ε regularized flow rule: (p˙ε(t, x), z˙ε(t, x)) = N
ε
K(σε(t, x)D, ζε(t, x)),
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where
NεK(σ, ζ) :=
1
ε
(
(σ, ζ) − PK(σ, ζ)
)
,
PK being the projection onto K . If z and ζ were not present, this condition would
coincide with the flow rule of Perzyna viscoplasticity. We observe that condition (sf4)ε is
closely related to (sf5). It also acts as a penalization which leads to the stress constraint
(sf4) as ε→ 0.
The existence of a solution to the ε -regularized evolution problem is proved by a vari-
ational method based on time discretization and on the solution of suitable incremental
minimum problems (see Theorem 4.4). Some parts of the proof are inspired by [29]. The
uniqueness is based on Gronwall’s lemma. In Theorem 4.3 we also prove that this solution
is characterized by the following conditions:
(re1)ε equilibrium condition: for every t ∈ [0,+∞) we have Euε(t) = eε(t) + pε(t) in Ω,
uε(t) = w(t) on Γ0 , and
divσε(t, x) = 0 for x ∈ Ω , σε(t, x)n(x) = 0 for x ∈ Γ1 ,
(σε(t, x)D − εp˙ε(t, x), ζε(t, x) − εz˙ε(t, x)) ∈ K for x ∈ Ω ,
where σε and ζε are defined by σε(t, x) := Ceε(t, x) and ζε(t, x) := −V ′(zε(t, x));
(re2)ε energy equality: for every T ∈ [0,+∞) we have
Q(eε(T )) +DH(pε, zε; 0, T ) + V(zε(T )) + ε
∫ T
0
‖p˙ε(t)‖22 dt+ ε
∫ T
0
‖z˙ε(t)‖22 dt =
= Q(eε(0)) + V(zε(0)) +
∫ T
0
〈σε(t), Ew˙(t)〉 dt .
By accepting only those solutions of (vf1′) and (vf2) which can be approximated by solu-
tions of (sf1), (sf2), (sf3), (sf4)ε (or, equivalently, by solutions of (re1)ε and (re2)ε ), we regard
quasistatic evolution as the limiting case of a viscosity-driven dynamics (Definition 5.1). A
similar approach in finite dimension was used in [9]. Other rate-independent problems with
nonconvex energy have been studied in [3],[16], and [12]. The last paper considers a different
regularizing term based on the space gradient of the internal variable.
The main difficulty in our approach is due to the fact that, by the nonconvexity of the
energy, the components pε and zε of the solutions of the ε -regularized problem may develop
stronger and stronger space oscillations as ε→ 0. As a consequence of this fact, their weak
limits do not satisfy, in general, (vf1′) and (vf2) (see Section 8). To overcome this difficulty,
we propose a weaker formulation in terms of Young measures.
Since the functionals H and V have linear growth, the classical notion of Young measure
is not enough. To take into account possible concentrations at infinity, we use the notion of
generalized Young measure introduced in [8], [1], and [11], following the presentation of [6].
In addition, to write the Young measure version of (vf2) we need to introduce a notion of
dissipation for a time-dependent family of generalized Young measures. A natural definition
can be given by taking the limit of the dissipations of suitable time-dependent generating
functions. Unfortunately, this limit does not depend only on the values of the generalized
Young measures at each time, but it also involves the mutual correlations between oscillations
at different times. We solve this problem by using the notion of system of generalized Young
measures introduced in [6]. This allows us to write a Young measure formulation of problem
(vf1′), (vf2) (Theorem 5.4) and to prove an existence result (Theorem 5.6).
The second part of the paper is devoted to some examples. The first example, developed
in Section 7, deals with a spatially homogeneous case, where the ε -regularized evolution
is described by a system of ordinary differential equations, and the study of the limit as
ε → 0 reduces to the analysis of a singular perturbation problem for ordinary differential
equations. In this example the stress σ(t) converges, as t→∞ , to a constant matrix σ∞ ,
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which coincides with the yield stress that would be obtained in the perfectly plastic case
with elastic domain
K∞ :=
⋂
ζ
K(ζ) .
In other words, as time tends to infinity, the material behaves in the weakest way permitted
by its internal variable. Moreover, after a critical time, |σ(t)| is decreasing with respect to
t , reflecting the fact that the material softens as plastic deformation proceeds (see Figure 1).
Finally, for some values of the parameters, this example exhibits a jump discontinuity at a
certain time (see Figures 2 and 3). This leads to a strict inequality in the energy balance
(vf2), which shows that an instantaneous dissipation occurs at the discontinuity time.
A second group of examples, developed in Section 8, shows that strain localization, in
the form of a shear band, may occur in this model even if the initial and boundary data
are sufficiently regular. One of the examples exhibits also a strong oscillation of the internal
variable zε localized near the shear band. As ε → 0, this leads to a Young measure
solution of the quasistatic evolution problem. In this example the usual weak∗ limit of zε
(always given by the barycentre of the Young measure solution) still satisfies the equilibrium
condition (vf1′), but does not satisfy the energy inequality (vf2). This shows that, because
of the lack of convexity, some important terms generated by the space oscillations of the
approximate solutions can be captured only by the Young measure formulation.
2. Notation and preliminary results
2.1. Mathematical preliminaries. We begin with a quick presentation of the mathemat-
ical tools used in the paper.
Measures. The Lebesgue measure on Rd , d ≥ 1, is denoted by Ld , and the k -dimensional
Hausdorff measure by Hk . Given a Borel set B ⊂ Rd and a finite dimensional Hilbert
space Ξ, Mb(B; Ξ) denotes the space of bounded Borel measures on B with values in Ξ,
endowed with the norm ‖µ‖1 := |µ|(B), where |µ| ∈ Mb(B) := Mb(B;R) is the variation
of the measure µ . The space of nonnegative bounded Borel measures on B is denoted by
M+b (B). For every µ ∈ Mb(B; Ξ) we consider the Lebesgue decomposition µ = µa + µs ,
where µa is absolutely continuous and µs is singular with respect to Lebesgue measure Ld .
If µs = 0, we always identify µ with its density with respect to Lebesgue measure Ld .
In this way L1(B; Ξ) is regarded as a subspace of Mb(B; Ξ), with the induced norm. In
particular µa ∈ L1(B; Ξ) for every µ ∈Mb(B; Ξ). The Lr norm, 1 ≤ r ≤ ∞ , is denoted by
‖ · ‖r . The brackets 〈·, ·〉 denote the duality product between conjugate Lr spaces, as well
as between other pairs of spaces, according to the context. The symbols ∨ and ∧ denote
the maximum and minimum of two numbers or functions, while the symbol (·)+ denotes
the positive part.
If B is locally compact (in the relative topology), by the Riesz representation theorem
(see, e.g., [28, Theorem 6.19]) Mb(B; Ξ) can be identified with the dual of C0(B; Ξ), the
space of continuous functions ϕ : B → Ξ such that {|ϕ| ≥ ε} is compact for every ε > 0.
The weak∗ topology of Mb(B; Ξ) is defined using this duality.
Matrices. The space of symmetric d×d matrices is denoted by Md×dsym ; it is endowed
with the euclidean scalar product ξ : ζ := tr(ξζ) =
∑
ij ξijζij and with the corresponding
euclidean norm |ξ| := (ξ : ξ)1/2 . The symmetrized tensor product a⊙ b of two vectors
a , b ∈ Rd is the symmetric matrix with entries (aibj + ajbi)/2. It is easy to see that
tr(a⊙ b) = a · b , the scalar product of a and b .
When d ≥ 2 we define Md×dD as the space of all matrices of Md×dsym with trace zero. It
turns out that Md×dD is the orthogonal complement of the subspace RI spanned by the
identity matrix I . For every ξ ∈ Md×dsym the orthogonal projection of ξ on RI is 1dtr(ξ)I ,
while the orthogonal projection on Md×dD is the deviator ξD of ξ , so that we have the
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orthogonal decomposition
ξ = ξD +
1
d(tr ξ)I .
The case d = 1 is special: we have M1×1sym = R and we do not need any orthogonal decompo-
sition of the space. For the purposes of this paper (see Section 6) it is convenient to define
M
1×1
D := R and ξD := ξ for every ξ ∈ R , although this does not agree with the definition
given for d ≥ 2.
Functions with bounded deformation. Let U be an open set in Rd , d ≥ 1. For every
u ∈ L1(U ;Rd) let Eu be the Md×dsym -valued distribution on U , whose components are defined
by Eiju = (Djui +Diuj)/2. The space BD(U) of functions with bounded deformation is
the space of all u ∈ L1(U ;Rd) such that Eu ∈Mb(U ;Md×dsym). It is easy to see that BD(U)
is a Banach space with the norm
‖u‖1 + ‖Eu‖1 .
It is possible to prove that BD(U) is the dual of a normed space (see [20] and [31]). The
weak∗ topology of BD(U) is defined using this duality. A sequence uk converges to u
weakly∗ in BD(U) if and only if uk ⇀ u weakly in L1(U ;Rd) and Euk ⇀ Eu weakly∗ in
Mb(U ;M
d×d
sym). Every bounded sequence in BD(U) has a weakly
∗ convergent subsequence.
Moreover, if U is bounded and has Lipschitz boundary, every bounded sequence in BD(U)
has a subsequence which converges weakly in Ld/(d−1)(U ;Rd) and strongly in Lr(U ;Rd) for
every r < d/(d− 1). For the general properties of BD(U) we refer to [30].
In our problem u ∈ BD(U) represents the displacement of an elasto-plastic body and
Eu is the corresponding linearized strain.
Generalized Young measures. As mentioned in the introduction, the results of this paper
are based on the notion of systems of generalized Young measures developed in [6]. For the
reader’s convenience we collect here the main definitions and our notational conventions,
while we refer to [6] for the motivations behind them and for the main properties.
Let U be a bounded open set in Rd , d ≥ 1. We shall apply the notions introduced in [6]
with X := U and λ = Ld . To define the space of generalized Young measures we introduce
the space Chom(U×Ξ) of all f ∈ C(U×Ξ) such that f(x, ·) is positively homogeneous of
degree one on Ξ for every x ∈ U . This space is endowed with the norm
‖f‖hom := max{|f(x, ξ)| : x ∈ U, ξ ∈ ΣΞ} ,
where ΣΞ := {ξ ∈ Ξ : |ξ| = 1} . The dual of the Banach space Chom(U×Ξ) is denoted by
M∗(U×Ξ), and the corresponding dual norm by ‖ · ‖∗ ; the weak∗ topology of M∗(U×Ξ)
is defined by using this duality. As in the case of Mb(U×Ξ), it is sometimes convenient to
write the dummy variables explicitly also for this duality product and to use the notation
〈f(x, ξ), µ(x, ξ)〉 instead of 〈f, µ〉 .
The space Ξ×R is endowed with the product Hilbert structure. The corresponding spaces
Chom(U×(Ξ×R)) and M∗(U×(Ξ×R)) are denoted by Chom(U×Ξ×R) and M∗(U×Ξ×R).
The space GY (U ; Ξ) of generalized Young measures on U with values in Ξ is defined as
the set of all µ ∈M∗(U×Ξ×R) satisfying the following properties:
(a) positivity property:
〈f, µ〉 ≥ 0 for every f ∈ Chom(U×Ξ×R) with f ≥ 0 ; (2.1)
(b) support property:
〈f, µ〉 = 0 for every f ∈ Chom(U×Ξ×R) vanishing on U×Ξ×[0,+∞) ;
(c) projection property:
〈ϕ(x)η, µ(x, ξ, η)〉 =
∫
U
ϕ(x) dx for every ϕ ∈ C(U) . (2.2)
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It is easy to see that for every µ ∈ GY (U ; Ξ) we have
‖µ‖∗ = 〈
√
|ξ|2 + |η|2, µ(x, ξ, η)〉 . (2.3)
We recall that for any µ ∈ GY (U ; Ξ) the barycentre of µ , denoted by bar(µ), is defined
as the element of Mb(U ; Ξ) such that
〈ϕ, bar(µ)〉 = 〈ϕ(x) · ξ, µ(x, ξ, η)〉 (2.4)
for every ϕ ∈ C(U ; Ξ). If µk ⇀ µ weakly∗ in GY (U ; Ξ), then
bar(µk)⇀ bar(µ) weakly
∗ in Mb(U ; Ξ) . (2.5)
Given a measure p ∈ Mb(U ; Ξ), the generalized Young measure associated with p is the
element δp of GY (U ; Ξ) defined for every f ∈ Chom(U×Ξ×R) by
〈f, δp〉 :=
∫
U
f(x, dpdλ(x),
dLd
dλ (x)) dλ(x) , (2.6)
where λ ∈M+b (U) is an arbitrary measure such that Ld << λ and p << λ (the homogene-
ity of f implies that the integral does not depend on λ).
Given another finite dimensional Hilbert space Ξ′ , let ψ : U×Ξ×R → U×Ξ′×R be a
continuous map of the form ψ(x, ξ, η) = (x, φ(x, ξ, η), η), with φ(x, ξ, η) positively one-
homogeneous in (ξ, η). The image ψ(µ) of any µ ∈ GY (U ; Ξ) is defined as the element of
GY (U ; Ξ′) such that
〈f, ψ(µ)〉 := 〈f ◦ ψ, µ〉 = 〈f(x, φ(x, ξ, η), η), µ(x, ξ, η)〉 (2.7)
for every f ∈ Chom(U×Ξ′×R). In [6] it is proved that formula (2.7) makes sense also if φ is
a Borel map, positively one-homogeneous in (ξ, η), and satisfying |φ(x, ξ, η)| ≤ a|ξ|+b(x)|η|
with a ∈ R and b ∈ L1(U).
For additional properties of the space GY (U ; Ξ) we refer to [6].
Systems of generalized Young measures. Let U be a bounded open set in Rn , n ≥ 1,
and let Ξ be a finite dimensional Hilbert space. If {s1, s2, . . . , sn} ⊂ {t1, t2, . . . , tm} ⊂ R ,
with s1 < s2 < · · · < sn and t1 < t2 < · · · < tm , the projection πt1...tms1...sn : U×Ξm×R →
U×Ξn×R is defined by
πt1...tms1...sn (x, ξt1 , . . . , ξtm , η) = (x, ξs1 , . . . , ξsn , η) .
A compatible system of generalized Young measures on U with values in Ξ with time set
Θ ⊂ R is a family µ = (µt1...tm) of generalized Young measures µt1...tm ∈ GY (U ; Ξm),
with t1, . . . , tm running over all finite sequences of elements of Θ with t1 < t2 < · · · < tm ,
such that the following compatibility condition holds:
µs1...sn = π
t1...tm
s1...sn (µt1...tm) whenever {s1, s2, . . . , sn} ⊂ {t1, t2, . . . , tm} . (2.8)
The space of all such systems is denoted by SGY (Θ, U ; Ξ).
Given a function p : Θ→Mb(U ; Ξ), the compatible system of generalized Young measures
δp associated with p is the element of SGY (Θ, U ; Ξ) defined by
(δp)t1...tm := δ(p(t1),...,p(tm)) , (2.9)
where the right-hand side is defined by (2.6).
Finally, we recall that the variation of µ ∈ SGY (Θ, U ; Ξ) on a time interval [a, b] , with
a, b ∈ Θ, is defined as
Var(µ; a, b) := sup
k∑
i=1
〈|ξi − ξi−1|,µt0t1...tk(x, ξ0, . . . , ξk, η)〉 , (2.10)
8 G. DAL MASO, A. DESIMONE, M.G. MORA, AND M. MORINI
where the supremum is taken over all finite families t0, t1, . . . , tk in Θ such that a = t0 <
t1 < · · · < tk = b . If µ = δp for some p : Θ→Mb(U ; Ξ), then Var(µ; a, b) coincides with
Var(p; a, b) := sup
k∑
i=1
‖p(ti)− p(ti−1)‖1 , (2.11)
where the supremum is taken over all finite families t0, t1, . . . , tk in Θ such that a = t0 <
t1 < · · · < tk = b .
For the main properties of the space SGY (Θ, U ; Ξ) we refer to [6, Section 7].
2.2. Mechanical preliminaries. We now introduce the mechanical notions used in the
paper.
The reference configuration. Throughout the paper the reference configuration Ω is a
bounded connected open set in Rd , d ≥ 1, with Lipschitz boundary ∂Ω = Γ0 ∪ Γ1 . We
assume that Γ0 is closed, Hd−1(Γ0) > 0, and Γ0 ∩ Γ1 = Ø.
On Γ0 we will prescribe a Dirichlet boundary condition. This will be done by assigning a
sufficiently regular function w : Γ0 → Rd , or, equivalently, a function w ∈ H1(Ω;Rd), whose
trace on Γ0 (also denoted by w ) is the prescribed boundary value.
Every function u ∈ BD(Ω) has a trace on ∂Ω, still denoted by u , which belongs to
L1(∂Ω;Rd). Moreover, there exists a constant C > 0, depending on Ω and Γ0 , such that
‖u‖1,Ω ≤ C ‖u‖1,Γ0 + C ‖Eu‖1,Ω (2.12)
(see [30, Proposition 2.4 and Remark 2.5]).
We will study two alternative situations.
(DN) Dirichlet-Neumann. In this case we will consider traction-free boundary conditions
on Γ1 .
(DP) Dirichlet-Periodic. In this case Ω is the cube Q := (− 12 , 12 )d , d ≥ 2, and
Γ0 := {x ∈ ∂Q : |x1| = 12} , Γ1 := {x ∈ ∂Q : |x1| < 12} , (2.13)
where x = (x1, x), x = (x2, . . . , xd), and we consider only functions u which are
x-periodic, in the sense that u(x + ei) = u(x) for every x ∈ Rd and every element
ei of the canonical basis of R
d , with i = 2, . . . , d .
Admissible stresses and dissipation. Let K be a closed convex set in Md×dD ×R , which
will play the role of a constraint on the deviatoric part of the stress and on the internal
variable ζ . For every ζ ∈ R the set
K(ζ) := {σ ∈ Md×dD : (σ, ζ) ∈ K} (2.14)
is interpreted as the elastic domain and its boundary as the yield surface corresponding
to ζ . We assume that there exist two constants A and B , with 0 < A ≤ B <∞ , such that
{(σ, ζ) ∈Md×dD ×R : |σ|2 + |ζ|2 ≤ A2} ⊂ K ⊂ {(σ, ζ) ∈Md×dD ×R : |σ|2 + |ζ|2 ≤ B2} . (2.15)
We assume in addition that
(σ, ζ) ∈ K =⇒ (0, ζ) ∈ K . (2.16)
Let πR : M
d×d
D ×R → R be the projection onto R . The hypotheses on K imply that there
exist two constants aK > 0 and bK > 0 such that
πR(K) = [−aK , bK ] . (2.17)
The support function H : Md×dD ×R→ [0,+∞) of K , defined by
H(ξ, θ) := sup
(σ,ζ)∈K
{σ : ξ + ζ θ} , (2.18)
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will play the role of the dissipation density. It turns out that H is convex and positively
homogeneous of degree one on Md×dD ×R . In particular it satisfies the triangle inequality
H(ξ1 + ξ2, θ1 + θ2) ≤ H(ξ1, θ1) +H(ξ2, θ2) .
From (2.15) it follows that
A
√
|ξ|2 + θ2 ≤ H(ξ, θ) ≤ B
√
|ξ|2 + θ2 , (2.19)
for every (ξ, θ) ∈Md×dD ×R , and from (2.16) we obtain
H(ξ, θ) ≥ H(0, θ) =
{
−aKθ if θ ≤ 0 ,
bKθ if θ ≥ 0
(2.20)
for every (ξ, θ) ∈Md×dD ×R .
Using the theory of convex functions of measures developed in [13], we introduce the
functional H : Mb(Ω;Md×dD )×Mb(Ω)→ R defined by
H(p, z) :=
∫
Ω
H( dpdλ(x),
dz
dλ(x)) dλ(x) ,
where λ ∈ M+b (Ω) is any measure such that p << λ and z << λ (the homogeneity of H
implies that the integral does not depend on λ). Using [13, Theorem 4] and [30, Chapter II,
Lemma 5.2] we can see that H(p, z) coincides with the integral over Ω of the measure studied
in [30, Chapter II, Section 4], hence H is lower semicontinuous on Mb(Ω;Md×dD )×Mb(Ω)
with respect to weak∗ convergence of measures. It follows from the properties of H that H
satisfies the triangle inequality, i.e.,
H(p1 + p2, z1 + z2) ≤ H(p1, z1) +H(p2, z2) (2.21)
for every p1, p2 ∈Mb(Ω;Md×dD ) and every z1, z2 ∈Mb(Ω).
For every ε > 0 we introduce the function Hε : M
d×d
D ×R→ R defined as
Hε(ξ, θ) := H(ξ, θ) +
ε
2 |ξ|2 + ε2 |θ|2 , (2.22)
and the corresponding integral functional Hε : L2(Ω;Md×dD )×L2(Ω)→ R defined by
Hε(p, z) :=
∫
Ω
Hε(p(x), z(x)) dx .
The convex conjugate H∗ε : M
d×d
D ×R→ R of Hε is defined by
H∗ε (σ, ζ) := sup
(ξ,θ)∈Md×d
D
×R
{σ : ξ + ζ θ −Hε(ξ, θ)} .
Since the convex conjugate H∗ of H satisfies H∗(σ, ζ) = 0 for (σ, ζ) ∈ K and H∗(σ, ζ) =
+∞ for (σ, ζ) 6∈ K (see [27, Theorem 13.2]), using [27, Theorem 16.4] one can prove that
H∗ε (σ, ζ) =
1
2ε |(σ, ζ) − PK(σ, ζ)|2 , (2.23)
where PK : M
d×d
D ×R→ K is the projection onto K . This implies that H∗ε is differentiable,
and that its gradient is given by
NεK(σ, ζ) :=
1
ε
(
(σ, ζ) − PK(σ, ζ)
)
. (2.24)
Note that NεK is Lipschitz continuous.
Let H∗ε : L2(Ω;Md×dD )×L2(Ω)→ R be the convex conjugate of Hε . By a general property
of integral functionals (see, e.g., [10, Proposition IX.2.1]) we have
H∗ε(σ, ζ) =
∫
Ω
H∗ε (σ(x), ζ(x)) dx ,
so that, by the Dominated Convergence Theorem, its gradient ∂H∗ε is given by
∂H∗ε(σ, ζ)(x) = NεK(σ(x), ζ(x)) , for a.e. x ∈ Ω . (2.25)
10 G. DAL MASO, A. DESIMONE, M.G. MORA, AND M. MORINI
Therefore ∂H∗ε is Lipschitz continuous.
The elasticity tensor. Let C be the elasticity tensor , considered as a symmetric positive
definite linear operator C : Md×dsym →Md×dsym . We assume that the orthogonal subspaces Md×dD
and RI are invariant under C . This is equivalent to saying that there exist a symmetric
positive definite linear operator CD : M
d×d
D →Md×dD and a constant κ > 0 such that
Cξ := CDξD + κ(tr ξ)I (2.26)
for every ξ ∈Md×dsym . Note that when C is isotropic, we have
Cξ = 2µξD + κ(trξ)I , (2.27)
where µ > 0 is the shear modulus and κ > 0 is the modulus of compression, so that our
assumptions are satisfied.
Let Q : Md×dsym → [0,+∞) be the quadratic form associated with C , defined by
Q(ξ) := 12Cξ : ξ =
1
2CDξD : ξD +
κ
2 (tr ξ)
2 . (2.28)
It turns out that there exist two constants αC and βC , with 0 < αC ≤ βC < +∞ , such that
αC|ξ|2 ≤ Q(ξ) ≤ βC|ξ|2 (2.29)
for every ξ ∈Md×dsym . These inequalities imply
|Cξ| ≤ 2βC|ξ| . (2.30)
The softening potential. Let V : R→ R be a function of class C2 , which will control the
evolution of the internal variable ζ , and consequently of the set K(ζ) of admissible stresses.
We assume that there exists a constant M ≥ 0 such that
−M ≤ V ′′(θ) ≤ 0 for every θ , (2.31)
−bK < V ′(+∞) ≤ V ′(−∞) < aK , (2.32)
where V ′(±∞) denote the limits of V ′(θ) as θ → ±∞ , while aK and bK are the constants
in (2.17). We denote the recession function of V by V∞ ; it is defined as
V∞(θ) := lim
t→+∞
V (tθ)
t
=
{
V ′(−∞)θ if θ ≤ 0 ,
V ′(+∞)θ if θ ≥ 0 . (2.33)
Let us fix ε ∈ (0, 1) such that
V ′(−∞) < (1− ε)aK and V ′(+∞) > −(1− ε)bK . (2.34)
Then, by (2.20),
H(ξ2 − ξ1, θ2 − θ1) + V (θ2)− V (θ1) ≥
≥ εH(ξ2 − ξ1, θ2 − θ1) + (1 − ε)H(0, θ2 − θ1) + V ′(θ3)(θ2 − θ1)
for a suitable θ3 . By (2.20) and (2.34), using the monotonicity of V
′ , we obtain (1 −
ε)H(0, θ2 − θ1) + V ′(θ3)(θ2 − θ1) ≥ 0, hence
H(ξ2 − ξ1, θ2 − θ1) + V (θ2)− V (θ1) ≥ εH(ξ2 − ξ1, θ2 − θ1) .
Therefore (2.19) implies that there exists a constant CKV > 0 such that
H(ξ2 − ξ1, θ2 − θ1) + V (θ2)− V (θ1) ≥ CKV |ξ2 − ξ1|+ CKV |θ2 − θ1| (2.35)
for every ξ1, ξ2 ∈Md×dD and every θ1, θ2 ∈ R .
It is convenient to introduce the function V : L1(Ω)→ R defined by
V(z) :=
∫
Ω
V (z(x)) dx
for every z ∈ L1(Ω).
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The prescribed boundary displacements. For every t ∈ [0,+∞) we prescribe a bound-
ary displacement w(t) in the space H1(Ω;Rd). This choice is motivated by the fact that we
do not want to impose “discontinuous” boundary data, so that, if the displacement develops
sharp discontinuities, this is due to energy minimization.
We assume also that w ∈ H1loc([0,+∞);H1(Ω;Rd)), which means, by definition, that
w ∈ H1([0, T ];H1(Ω;Rd)) for every T > 0, so that the time derivative w˙ belongs to
L2([0, T ];H1(Ω;Rd)) and its strain Ew˙ belongs to L2([0, T ];L2(Ω;Md×dsym)). In the Dirichlet-
Periodic case (DP) we assume also that w(t) is (the restriction to Q of) an x -periodic
function. For the main properties of Sobolev functions with values in reflexive Banach
spaces we refer to [2, Appendix].
Elastic and plastic strains. Given a displacement u ∈ BD(Ω) and a boundary datum
w ∈ H1(Ω;Rd), the elastic strain e ∈ L2(Ω;Md×dsym) and the plastic strain p ∈Mb(Ω;Md×dD )
satisfy the weak kinematic admissibility conditions
Eu = e+ p in Ω , (2.36)
p = (w − u)⊙nHd−1 on Γ0 , (2.37)
where n denotes the outward unit normal. The condition on Γ0 shows, in particular, that
the prescribed boundary condition w is not attained on Γ0 whenever a plastic slip occurs at
the boundary. It follows from (2.36) and (2.37) that e = Eau− pa a.e. in Ω and ps = Esu
in Ω. Since tr p = 0, it follows from (2.36) that div u = tr e ∈ L2(Ω) and from (2.37) that
(w − u) ·n = 0 Hd−1 -a.e. on Γ0 . This shows that, if u ∈ H1(Ω;Rd) and p ∈ L2(Ω;Md×dD ),
a stronger kinematic admissibility condition is satisfied.
Definition 2.1. Given w ∈ H1(Ω;Rd), the set A(w) of admissible displacements and
strains for the boundary datum w on Γ0 is defined as the set of all triples (u, e, p), with u ∈
H1(Ω;Rd), e ∈ L2(Ω;Md×dsym), p ∈ L2(Ω;Md×dD ), which satisfy the kinematic admissibility
conditions
Eu = e+ p a.e. in Ω , (2.38)
u = w Hd−1-a.e. on Γ0 . (2.39)
In the Dirichlet-Periodic case (DP) we always assume that w is the restriction to Q of an
x -periodic function belonging to H1loc(R
d;Rd) and we add the requirement that the same
property holds for u .
The stress. The stress σ ∈ L2(Ω;Md×dsym) is given by
σ := Ce = CDeD + κ tr e , (2.40)
and the stored elastic energy by
Q(e) =
∫
Ω
Q(e(x)) dx = 12 〈σ, e〉 . (2.41)
It is well known that Q is lower semicontinuous on L2(Ω;Md×dsym) with respect to weak
convergence.
Let Q∗ : L2(Ω;Md×dsym)→ [0,+∞) be the convex conjugate of Q . It is well known that
Q∗(σ) =
∫
Ω
Q∗(σ(x)) dx ,
where Q∗ : Md×dsym → R is the convex conjugate of Q given by
Q∗(σ) = 12σ :C
−1σ . (2.42)
If σ ∈ L2(Ω;Md×dsym) and div σ ∈ L2(Ω;Rd), then the trace of the normal component of
σ on ∂Ω, denoted by [σn] , is defined as the distribution on ∂Ω such that
〈[σn], ψ〉∂Ω := 〈div σ, ψ〉 + 〈σ,Eψ〉 (2.43)
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for every ψ ∈ H1(Ω;Rd). It turns out that [σn] ∈ H−1/2(∂Ω;Rd) (see, e.g., [30, Theo-
rem 1.2, Chapter I]). We say that [σn] = 0 on Γ1 if 〈[σn], ψ〉∂Ω = 0 for every ψ ∈ H1(Ω;Rd)
with ψ = 0 Hd−1 -a.e. on Γ0 .
3. The minimum problem
In this section we study in detail the incremental minimum problems used in the discrete-
time formulation of the regularized evolution. The data are the current values p0 ∈
L2(Ω;Md×dD ) and z0 ∈ L2(Ω) of the plastic strain and of the internal variable and the
updated value w1 ∈ H1(Ω;Rd) of the boundary displacement. By solving the minimum
problem
min{Q(e) +H(p− p0, z − z0) + V(z) + ε2τ ‖p− p0‖22 + ε2τ ‖z − z0‖22} (3.1)
over the set of all (u, e, p) ∈ A(w1) and all z ∈ L2(Ω), we get the updated values u , e , p ,
and z of displacement, elastic strain, plastic strain, and internal variable. In (3.1) ε > 0 is
a prescribed “viscosity” parameter, while τ > 0 will play the role of the time discretization
step.
We are now in a position to prove the existence of a solution to (3.1), provided τ < ε/M ,
where M is the constant appearing in (2.31).
Theorem 3.1. Let ε > 0 , τ ∈ (0, ε/M) , w1 ∈ H1(Ω;Rd) , p0 ∈ L2(Ω;Md×dD ) , and z0 ∈
L2(Ω) . Then the minimum problem (3.1) has a unique solution.
Proof. Let (uk, ek, pk, zk) be a minimizing sequence. By (2.35) we have
H(pk − p0, zk − z0) + V(zk) ≥ CKV ‖pk − p0‖1 + CKV ‖zk − z0‖1 + V(z0) ;
therefore, (3.1) implies that Q(ek)+ ε2τ ‖pk−p0‖22+ ε2τ ‖zk−z0‖22 is bounded. Consequently,
the sequences pk and zk are bounded in L
2(Ω;Md×dD ) and in L
2(Ω), respectively, and Q(ek)
is bounded. Using (2.29) we deduce that the sequence ek is bounded in L
2(Ω;Md×dsym).
Since Euk = ek + pk a.e. in Ω, it follows that Euk is bounded in L
2(Ω;Md×dsym). Since
uk = w1 Hd−1 -a.e on Γ0 , uk is bounded in H1(Ω;Rd) by the Korn-Poincare´ inequality
(see e.g. [4, Theorem 6.3-4]). Since τ < ε/M , the functional in (3.1) is convex, hence weakly
lower semicontinuous. The existence of a minimizer follows now from the direct methods
of the calculus of variations. The uniqueness is a consequence of the strict convexity of the
functional. 
We now derive the Euler conditions for a minimizer of (3.1). In what follows, the symbol
∂ denotes the subdifferential of convex analysis ( see, e.g., [10, Definition I.5.1]).
Theorem 3.2. Let ε > 0 , τ ∈ (0, ε/M) , p0 ∈ L2(Ω;Md×dD ) , ζ0 ∈ L2(Ω) , w1 ∈ H1(Ω;Rd) ,
(u1, e1, p1) ∈ A(w1) , z1 ∈ L2(Ω) , σ1 := Ce1 ∈ L2(Ω;Md×dsym) , and ζ1 := −V ′(z1) ∈ L∞(Ω) .
If (u1, e1, p1, z1) is the solution of (3.1), then
H(p˜+ p1 − p0, z˜ + z1 − z0)−H(p1 − p0, z1 − z0) ≥
≥ −〈σ1, e˜〉+ 〈ζ1, z˜〉 − ετ 〈p1 − p0, p˜〉 − ετ 〈z1 − z0, z˜〉
(3.2)
for every (u˜, e˜, p˜) ∈ A(0) and every z˜ ∈ L2(Ω) . Condition (3.2) implies that
div σ1 = 0 in Ω , [σ1n] = 0 on Γ1 , (3.3)
((σ1)D − ετ (p1 − p0), ζ1 − ετ (z1 − z0)) ∈ ∂H(p1 − p0, z1 − z0) . (3.4)
In the Dirichlet-Periodic case (DP) the condition [σn] = 0 on Γ1 is replaced by the re-
quirement that σ is the restriction to Q of an x-periodic function satisfying div σ = 0
in Rd .
Conversely, conditions (3.3) and (3.4) imply that (u1, e1, p1, z1) is a solution of (3.1).
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Proof. To prove (3.2) we fix (u˜, e˜, p˜) ∈ A(0) and z˜ ∈ L2(Ω). For every s > 0 the triple
(u1 + su˜, e1 + se˜, p1 + sp˜) belongs to A(w1), and hence by minimality,
Q(e1 + se˜) +H(sp˜+ p1 − p0, sz˜ + z1 − z0) + V(z1 + sz˜) +
+ ε2τ ‖sp˜+ p1 − p0‖22 + ε2τ ‖sz˜ + z1 − z0‖22 ≥
≥ Q(e1) +H(p1 − p0, z1 − z0) + V(z1) + ε2τ ‖p1 − p0‖22 + ε2τ ‖z1 − z0‖22 .
Using the convexity of H we obtain
s{H(p˜+ p1 − p0, z˜ + z1 − z0)−H(p1 − p0, z1 − z0)} ≥
≥ −Q(e1 + se˜) +Q(e1)− V(z1 + sz˜) + V(z1)−
− ε2τ ‖p1 + sp˜− p0‖22 + ε2τ ‖p1 − p0‖22 − ε2τ ‖z1 + sz˜ − z0‖22 + ε2τ ‖z1 − z0‖22
for every s > 0. Taking the derivative with respect to s at s = 0, we obtain (3.2).
Taking e˜ = Eu˜ , p˜ = 0, and z˜ = 0 in (3.2) we deduce that 〈σ1, Eu˜〉 = 0 for every
u˜ ∈ H1(Ω) with u˜ = 0 Hd−1 -a.e on Γ0 , which gives (3.3) thanks to (2.43). The changes in
the Dirichlet-Periodic case are obvious.
Taking u˜ = 0 and e˜ = −p˜ , we obtain from (3.2)
H(p˜+ p1 − p0, z˜ + z1 − z0)−H(p1 − p0, z1 − z0) ≥
≥ 〈σ1, p˜〉+ 〈ζ1, z˜〉 − ετ 〈p1 − p0, p˜〉 − ετ 〈z1 − z0, z˜〉 =
= 〈(σ1)D, p˜〉+ 〈ζ1, z˜〉 − ετ 〈p1 − p0, p˜〉 − ετ 〈z1 − z0, z˜〉
for every p˜ ∈ L2(Ω;Md×dD ) and every z˜ ∈ L2(Ω), which implies (3.4).
The fact that (3.3) and (3.4) imply minimality follows from the strict convexity of the
functional. 
The following theorem provides a dual formulation of problem (3.1).
Theorem 3.3. Let ε > 0 , τ ∈ (0, ε/M) , w0 ∈ H1(Ω;Rd) , (u0, e0, p0) ∈ A(w0) , z0 ∈
L2(Ω) , σ0 := Ce0 , and ζ0 := −V ′(z0) . Let w1 ∈ H1(Ω;Rd) , let (u1, e1, p1, z1) be the
solution of (3.1), and let σ1 := Ce1 and ζ1 := −V ′(z1) . Then(
1
τ (p1 − p0), 1τ (z1 − z0)
)
= ∂H∗ε((σ1)D, ζ1) . (3.5)
Moreover (σ1, ζ1) is a solution to
min{ 1τQ∗(σ − σ0) +H∗ε(σD, ζ)− 1τ 〈ζ, z1 − z0〉 − 1τ 〈σ,Ew1 − Ew0〉} (3.6)
over the set of all (σ, ζ) ∈ L2(Ω;Md×dsym)×L2(Ω) with div σ = 0 in Ω and [σn] = 0 on
Γ1 . In the Dirichlet-Periodic case (DP) the condition [σn] = 0 on Γ1 is replaced by the
requirement that σ is the restriction to Q of an x-periodic function satisfying div σ = 0
in Rd .
Proof. As ∂H is positively homogeneous of degree 0, formula (3.4) can be written as(
(σ1)D − ετ (p1 − p0), ζ1 − ετ (z1 − z0)
) ∈ ∂H( 1τ (p1 − p0), 1τ (z1 − z0)) ,
which is equivalent to
((σ1)D, ζ1) ∈ ∂Hε
(
1
τ (p1 − p0), 1τ (z1 − z0)
)
.
By a general duality formula (see, e.g., [10, Corollary I.5.2]) this is equivalent to (3.5).
Using (2.42), we obtain
1
τQ∗(σ − σ0) ≥ 1τQ∗(σ1 − σ0) + 1τ 〈σ − σ1, e1 − e0〉 (3.7)
for every σ ∈ L2(Ω;Md×dsym). By (3.5) we have
H∗ε(σD, ζ) ≥ H∗ε((σ1)D, ζ1) + 1τ 〈σD − (σ1)D, p1 − p0〉+ 1τ 〈ζ − ζ1, z1 − z0〉 =
= H∗ε((σ1)D, ζ1) + 1τ 〈σ − σ1, p1 − p0〉+ 1τ 〈ζ − ζ1, z1 − z0〉 .
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Since p0 = Eu0 − e0 and p1 = Eu1 − e1 , we obtain
H∗ε(σD, ζ) ≥ H∗ε((σ1)D, ζ1) + 1τ 〈σ − σ1, Eu1 − Eu0〉 −
− 1τ 〈σ − σ1, e1 − e0〉+ 1τ 〈ζ − ζ1, z1 − z0〉
(3.8)
for every (σ, ζ) ∈ L2(Ω;Md×dsym)×L2(Ω). Adding (3.7) and (3.8) we deduce
1
τQ∗(σ − σ0) +H∗ε(σD, ζ) − 1τ 〈ζ, z1 − z0〉 − 1τ 〈σ,Eu1 − Eu0〉 ≥
≥ 1τQ∗(σ1 − σ0) +H∗ε((σ1)D, ζ1)− 1τ 〈ζ1, z1 − z0〉 − 1τ 〈σ1, Eu1 − Eu0〉 .
(3.9)
If div σ = 0 in Ω and [σn] = 0 on Γ1 , integrating by parts and using the equality u1−u0 =
w1 − w0 Hd−1 -a.e. on Γ0 , we obtain 〈Eu1 − Eu0, σ〉 = 〈Ew1 − Ew0, σ〉 . Together with
(3.9), this proves that (σ1, ζ1) is a solution to (3.6). 
4. Regularized evolution
In this section we study the notion of regularized evolution.
4.1. Definition and properties. We begin with the definition.
Definition 4.1. Let w ∈ H1loc([0,+∞);H1(Ω;Rd)), u0 ∈ H1(Ω;Rd), e0 ∈ L2(Ω;Md×dsym),
p0 ∈ L2(Ω;Md×dD ), z0 ∈ L2(Ω), and let ε > 0. A solution of the ε-regularized evolu-
tion problem with boundary datum w and initial condition (u0, e0, p0, z0) is a function
(uε, eε,pε, zε), with
uε ∈ H1loc([0,+∞);H1(Ω;Rd)) , eε ∈ H1loc([0,+∞);L2(Ω;Md×dsym)) ,
pε ∈ H1loc([0,+∞);L2(Ω;Md×dD )) , zε ∈ H1loc([0,+∞);L2(Ω)) ,
(4.1)
such that, setting
σε(t) := Ceε(t) , ζε(t) := −V ′(zε(t)) ,
the following conditions are satisfied:
(ev0)ε initial condition: (uε(0), eε(0),pε(0), zε(0)) = (u0, e0, p0, z0);
(ev1)ε kinematic admissibility: for every t ∈ (0,+∞)
Euε(t) = eε(t) + pε(t) a.e. in Ω ,
uε(t) = w(t) Hd−1-a.e. in Γ0 ;
(ev2)ε equilibrium condition: for every t ∈ (0,+∞)
divσε(t) = 0 in Ω , [σε(t)n] = 0 on Γ1 ;
(ev3ˆ)ε regularized flow rule: for a.e. t ∈ (0,+∞)
(p˙ε(t), z˙ε(t)) = N
ε
K(σε(t)D, ζε(t)) a.e. in Ω ,
where NεK is defined by (2.24).
In the Dirichlet-Periodic case (DP) we assume that for every t ∈ [0,+∞) the functions
w(t), u0 , and uε(t) are restrictions to Q of x -periodic functions of class H
1
loc(R
d;Rd),
and in the equilibrium condition (ev2)ε the equality [σε(t)n] = 0 on Γ1 is replaced by the
requirement that σε(t) is the restriction of an x-periodic function with divσε(t) = 0 in R
d .
Remark 4.2. Let us fix t > 0 such that the derivatives p˙ε(t) and z˙ε(t) exist. Then the
following conditions are equivalent:
(p˙ε(t), z˙ε(t)) = N
ε
K(σε(t)D, ζε(t)) a.e. in Ω , (4.2)
(σε(t)D, ζε(t)) ∈ ∂Hε(p˙ε(t), z˙ε(t)) a.e. in Ω , (4.3)
(σε(t)D − εp˙ε(t), ζε(t)− εz˙ε(t)) ∈ ∂H(p˙ε(t), z˙ε(t)) a.e. in Ω . (4.4)
Indeed, by (2.25) we have ∂H∗ε(σε(t), ζ|e(t)) = NεK(σε(t), ζε(t)), so that (4.2) and (4.3) are
equivalent by a standard property of conjugate functions (see, e.g., [10, Corollary I.5.2]).
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The equivalence between (4.3) and (4.4) follows immediately from the definition of Hε
(see (2.22)).
The following theorem shows that the modified flow rule (ev3ˆ)ε can be replaced by a suit-
able stress constraint and an energy equality. To formulate these conditions it is convenient
to introduce the convex set
K(Ω) := {(σ, ζ) ∈ L2(Ω;Md×dD )×L∞(Ω) : (σ(x), ζ(x)) ∈ K for a.e. x ∈ Ω} . (4.5)
Theorem 4.3. Let w , u0 , e0 , p0 , z0 , and ε be as in Definition 4.1, and let (uε, eε,pε, zε)
be a function satisfying (4.1). Then (uε, eε,pε, zε) is a solution of the ε-regularized evo-
lution problem with boundary datum w and initial condition (u0, e0, p0, z0) if and only if
it satisfies the initial condition (ev0)ε , the kinematical admissibility (ev1)ε , the equilibrium
condition (ev2)ε , and the following properties:
(ev3)ε modified stress constraint: for a.e. t ∈ (0,+∞)
(σε(t)D − εp˙ε(t), ζε(t)− εz˙ε(t)) ∈ K(Ω) ;
(ev4)ε energy equality: for every T > 0 we have
Q(eε(T )) +
∫ T
0
H(p˙ε(t), z˙ε(t)) dt + V(zε(T )) + ε
∫ T
0
‖p˙ε(t)‖22 dt+ ε
∫ T
0
‖z˙ε(t)‖22 dt =
= Q(e0) + V(z0) +
∫ T
0
〈σε(t), Ew˙(t)〉 dt .
Proof. Suppose that (uε, eε,pε, zε) satisfies (ev1)ε , (ev2)ε , and (ev3ˆ)ε . As H is positively
homogeneous of degree one and ∂H(0, 0) = K (see, e.g., [27, Corollary 23.5.3]), by a general
property of integral functionals (see, e.g., [10, Proposition IX.2.1]), we have
∂H(p˙ε(t), z˙ε(t)) ⊂ ∂H(0, 0) = K(Ω) .
Therefore (4.4) implies (ev3)ε .
Since H is positively homogeneous of degree one, the Euler relation gives 〈σ, p〉+ 〈ζ, z〉 =
H(p, z) whenever (σ, ζ) ∈ ∂H(p, z). Therefore, (4.4) implies
H(p˙ε(t), z˙ε(t)) = 〈σε(t)D − εp˙ε(t), p˙ε(t)〉+ 〈ζε(t)− εz˙ε(t), z˙ε(t)〉 , (4.6)
which is equivalent to
H(p˙ε(t), z˙ε(t)) + 〈V ′(zε(t)), z˙ε(t)〉+ ε‖p˙ε(t)‖22 + ε‖z˙ε(t)‖22 = 〈σε(t), p˙ε(t)〉 . (4.7)
By (ev1)ε we have
〈σε(t), p˙ε(t)〉 = 〈σε(t), Eu˙ε(t)〉 − 〈σε(t), e˙ε(t)〉 . (4.8)
Integrating by parts and using (ev2)ε , we obtain
〈σε(t), Eu˙ε(t)〉 = 〈σε(t), Ew˙(t)〉 . (4.9)
Combining (4.7), (4.8), and (4.9), we deduce that
〈σε(t), e˙ε(t)〉 +H(p˙ε(t), z˙ε(t)) + 〈V ′(zε(t)), z˙ε(t)〉+
+ ε‖p˙ε(t)‖22 + ε‖z˙ε(t)‖22 = 〈σε(t), Ew˙(t)〉 .
(4.10)
The energy equality (ev4)ε can be obtained from (4.10) by integration.
Conversely, assume that (uε, eε,pε, zε) satisfies conditions (ev1)ε , (ev2)ε , (ev3)ε , and
(ev4)ε . By differentiating (ev4)ε we obtain (4.10). Thanks to (4.8) and (4.9), from (4.10)
we deduce (4.7), which is equivalent to (4.6). By (ev3)ε for a.e. t ∈ (0,+∞) we have
(σε(t)D − εp˙ε(t), ζε(t)− εz˙ε(t)) ∈ K(Ω) = ∂H(0, 0) . (4.11)
Using the homogeneity of H , condition (4.4) follows easily from (4.6) and (4.11). 
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Theorem 4.4. Let w , u0 , e0 , p0 , z0 , and ε be as in Definition 4.1, and let σ0 := Ce0 .
Suppose that the following conditions are satisfied:
(ev1)0 kinematic admissibility:
Eu0 = e0 + p0 a.e. in Ω ,
u0 = w(0) Hd−1-a.e. in Γ0 .
(ev2)0 equilibrium condition:
div σ0 = 0 in Ω , [σ0n] = 0 on Γ1 .
Then there exists a unique solution of the ε-regularized evolution problem with boundary
datum w and initial condition (u0, e0, p0, z0) .
The proof is postponed to the next subsection.
Let Md×d be the space of all d×d-matrices. The uniqueness result of the previous theo-
rem allows to simplify the problem in the spatially homogeneous case, when the boundary
condition has the form
w(t, x) := ξ(t)x , Γ0 := ∂Ω , (4.12)
with
ξ ∈ H1loc([0,+∞);Md×d) , (4.13)
while the initial condition has the form
u0(x) := ξ0x , e0(x) := ξ
e
0 , p0(x) := ξ
p
0 , z0(x) := θ0 , (4.14)
with
ξ0 ∈ Md×d , ξe0 ∈Md×dsym , ξp0 ∈Md×dD , θ0 ∈ R . (4.15)
We assume the following compatibility condition
ξs0 = ξ
e
0 + ξ
p
0 , ξ(0) = ξ0 , (4.16)
where ξs0 denotes the symmetric part of ξ0 .
Proposition 4.5. Assume that w , Γ0 , u0 , e0 , p0 , z0 satisfy (4.12)–(4.16), and let ε > 0 .
Then (uε, eε,pε, zε) is the solution of the ε-regularized evolution problem with boundary
datum w and initial condition (u0, e0, p0, z0) if and only if
uε(t, x) = ξ(t)x , eε(t, x) = ξ
e
ε(t) , pε(t, x) = ξ
p
ε (t) , zε(t, x) = θε(t) , (4.17)
with
ξpε (t) := ξ
s(t)− ξeε(t) , (4.18)
where ξs(t) denotes the symmetric part of ξ(t) and (ξeε , θε) is the unique solution in
H1loc([0,+∞);Md×dsym)×H1loc([0,+∞)) of the Cauchy problem
(ξ˙s(t)− ξ˙eε(t), θ˙ε(t)) = NεK(CDξeε(t)D,−V ′(θε(t))) , (4.19)
ξeε(0) = ξ
e
0 , θε(0) = θ0 . (4.20)
Proof. Let (ξeε , θε) be the solution of the Cauchy problem (4.19), (4.20), whose existence
follows from the Lipschitz-continuity of NεK and V
′ . By the definition of NεK (see (2.24))
it follows that ξ˙s(t) − ξ˙eε(t) ∈ Md×dD for a.e. t ∈ [0,+∞). Moreover, by (4.15), (4.16),
and (4.20) we have also ξs(0) − ξeε(0) ∈ Md×dD . It follows that ξs(t) − ξeε(t) ∈ Md×dD for
every t ∈ [0,+∞), hence ξpε (t) ∈ Md×dD by (4.18). It is then easy to see that the function
(uε, eε,pε, zε) defined by (4.17) satisfies all conditions of Definition 4.1. 
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4.2. Proof of the existence theorem. To prove Theorem 4.4 it is useful to introduce
the notion of H -dissipation of a possibly discontinuous pair of functions p : [0,+∞) →
Mb(Ω;M
d×d
D ) and z : [0,+∞) → Mb(Ω). For every pair of times a , b ∈ [0,+∞), with
a < b , the H -dissipation of (p, z) on the interval [a, b] is defined by
DH(p, z; a, b) := sup
k∑
j=1
H(p(tj)− p(tj−1), z(tj)− z(tj−1)) , (4.21)
where the supremum is taken over all finite families t0, t1, . . . , tk with a = t0 < t1 < · · · <
tk = b . For every p ∈ H1,1loc ([0,+∞);L2(Ω;Md×dD )) and every z ∈ H1,1loc ([0,+∞);L2(Ω)) we
have
DH(p, z; a, b) =
∫ b
a
H(p˙(t), z˙(t)) dt (4.22)
(see, e.g., [5, Theorem 7.1]).
Proof of Theorem 4.4. We prove the existence of a solution to the ε -regularized evolution
problem by time discretization, using an implicit Euler scheme, which leads to an incremental
minimization problem. The use of the dual formulation of the problem is inspired by [29].
The proof is divided into several steps.
Step 1. The incremental problems. Let us fix a sequence of subdivisions (tik)i≥0 of the
half-line [0,+∞), with
0 = t0k < t
1
k < · · · < ti−1k < tik → +∞ , (4.23)
τk := sup
i
(tik − ti−1k )→ 0 as k→∞ . (4.24)
It is not restrictive to assume also that τk < ε/M for every k , where M is the constant
introduced in (2.31).
For every i we set wik := w(t
i
k). We define u
i
k , e
i
k , p
i
k , and z
i
k by induction on i . We
set (u0k, e
0
k, p
0
k, z
0
k) := (u0, e0, p0, z0), and for i ≥ 1 we define (uik, eik, pik, zik) as the solution
to the incremental problem
min{Q(e) +H(p− pi−1k , z − zi−1k ) + V(z) + ε2τ i
k
‖p− pi−1k ‖22 + ε2τ i
k
‖z − zi−1k ‖22} , (4.25)
where τ ik := t
i
k − ti−1k and the minimum is taken under the conditions (u, e, p) ∈ A(wik)
and z ∈ L2(Ω). The existence and uniqueness of the solution to this problem is proved in
Theorem 3.1.
For every i ≥ 0 we set σik := Ceik and ζik := −V ′(zik). We consider the piecewise constant
interpolations defined by
uk(t) := u
i
k , ek(t) := e
i
k , pk(t) := p
i
k , zk(t) := z
i
k ,
σk(t) := σ
i
k , ζk(t) := ζ
i
k , wk(t) := w
i
k , [t]k := t
i
k
(4.26)
for t ∈ [tik, ti+1k ). By definition
(uk(t), ek(t),pk(t)) ∈ A(wk(t)) (4.27)
and
uk(0) = u0 , ek(0) = e0 , pk(0) = p0 , zk(0) = z0 . (4.28)
A solution of the ε -regularized evolution problem will be obtained by taking the limit, as
k →∞ , of these piecewise constant interpolations. We will also consider the piecewise affine
interpolations
u△k (t) := u
i
k + (t− tik)(ui+1k − uik)/τ i+1k ,
e△k (t) := e
i
k + (t− tik)(ei+1k − eik)/τ i+1k ,
p△k (t) := p
i
k + (t− tik)(pi+1k − pik)/τ i+1k ,
z△k (t) := z
i
k + (t− tik)(zi+1k − zik)/τ i+1k ,
σ△k (t) := σ
i
k + (t− tik)(σi+1k − σik)/τ i+1k ,
(4.29)
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for every t ∈ [tik, ti+1k ).
We derive now an energy estimate for the solutions of the incremental problems.
Lemma 4.6. For every T > 0 there exists a sequence ωTk → 0+ such that
Q(ek(t2)) +DH(pk, zk; t1, t2) + V(zk(t2)) +
+
ε
2
∫ [t2]k
[t1]k
‖p˙△k (t)‖22 dt+
ε
2
∫ [t2]k
[t1]k
‖z˙△k (t)‖22 dt ≤
≤ Q(ek(t1)) + V(zk(t1)) +
∫ [t2]k
[t1]k
〈σk(t), Ew˙(t)〉 dt+ ωTk .
(4.30)
for every k and every t1, t2 ∈ [0, T ] with t1 ≤ t2 .
Proof. Let us fix T > 0. Since (pk, zk) is piecewise constant on [0, T ] , it is easy to see that
DH(pk, zk; t1, t2) =
j∑
r=i+1
H(prk − pr−1k , zrk − zr−1k ) , (4.31)
where i and j are such that tik = [t1]k and t
j
k = [t2]k . Therefore, we have to prove that
there exists a sequence ωTk → 0+ such that
Q(ejk) +
j∑
r=i+1
H(prk − pr−1k , zrk − zr−1k ) + V(zjk) +
+
ε
2
∫ tj
k
ti
k
‖p˙△k (t)‖22 dt+
ε
2
∫ tj
k
ti
k
‖z˙△k (t)‖22 dt ≤
≤ Q(eik) + V(zik) +
∫ tj
k
ti
k
〈σk(t), Ew˙(t)〉 dt + ωTk .
(4.32)
for every i, j, k with 0 ≤ i ≤ j and tjk ≤ T .
Let us fix an integer r with i < r ≤ j and let uˆ := ur−1k − wr−1k + wrk and eˆ :=
er−1k − Ewr−1k + Ewrk ; then, (uˆ, eˆ, pr−1k ) ∈ A(wrk). Testing with (uˆ, eˆ, pr−1k , zr−1k ), by the
minimality condition (4.25) we have
Q(erk) +H(prk − pr−1k , zrk − zr−1k ) + V(zrk) +
+ ε2τr
k
‖prk − pr−1k ‖22 + ε2τr
k
‖zrk − zr−1k ‖22 ≤
≤ Q(er−1k + Ewrk − Ewr−1k ) + V(zr−1k ) ,
(4.33)
where the quadratic form in the right-hand side can be developed as
Q(er−1k + Ewrk − Ewr−1k ) = Q(er−1k ) + 〈σr−1k , Ewrk − Ewr−1k 〉+Q(Ewrk − Ewr−1k ) . (4.34)
From the absolute continuity of w with respect to t we obtain
wrk − wr−1k =
∫ trk
tr−1
k
w˙(t) dt ,
where the right-hand side is a Bochner integral of a function with values in H1(Ω;Rd). This
implies that
Ewrk − Ewr−1k =
∫ trk
tr−1
k
Ew˙(t) dt , (4.35)
where the right-hand side is a Bochner integral of a function with values in L2(Ω;Md×dsym).
By (2.29) and (4.35) we get
Q(Ewrk − Ewr−1k ) ≤ βC
(∫ trk
tr−1
k
‖Ew˙(t)‖2 dt
)2
. (4.36)
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Note that we can also write
‖prk − pr−1k ‖22 = (trk − tr−1k )
∫ trk
tr−1
k
‖p˙△k (t)‖22 dt ,
‖zrk − zr−1k ‖22 = (trk − tr−1k )
∫ trk
tr−1
k
‖z˙△k (t)‖22 dt .
(4.37)
By (4.33)–(4.37) we obtain
Q(erk) +H(prk − pr−1k , zrk − zr−1k ) + V(zrk) +
ε
2
∫ trk
tr−1
k
(‖p˙△k (t)‖22 + ‖z˙△k (t)‖22) dt ≤
≤ Q(er−1k ) + V(zr−1k ) +
∫ trk
tr−1
k
〈σr−1k , Ew˙(t)〉 dt+ βC
( ∫ trk
tr−1
k
‖Ew˙(t)‖2 dt
)2
≤
≤ Q(er−1k ) + V(zr−1k ) +
∫ trk
tr−1
k
〈σr−1k , Ew˙(t)〉 dt + ρTk
∫ trk
tr−1
k
‖Ew˙(t)‖2 dt ,
(4.38)
where
ρTk := max
tr
k
≤T
βC
∫ trk
tr−1
k
‖Ew˙(t)‖2 dt → 0
by the absolute continuity of the integral. Iterating now inequality (4.38) for i+1 ≤ r ≤ j ,
we get (4.32) with ωTk := ρ
T
k
∫ T
0 ‖Ew˙(t)‖2 dt . 
We now prove a dual energy estimate, where αC and M are the constants introduced in
(2.29) and (2.31).
Lemma 4.7. We have
αC
∫ [t2]k
[t1]k
‖e˙△k (t)‖22 dt+H∗ε(σk(t2)D, ζk(t2))−H∗ε(σk(t1)D, ζk(t1)) ≤
≤M
∫ [t2]k
[t1]k
‖z˙△k (t)‖22 dt+
∫ [t2]k
[t1]k
〈σ˙△k (t), Ew˙(t)〉 dt ,
(4.39)
for every k and every t1, t2 ∈ [0,+∞) with t1 < t2 .
Proof. We have to prove that
αC
∫ tj
k
ti
k
‖e˙△k (t)‖22 dt+H∗ε((σjk)D, ζjk)−H∗ε((σik)D, ζik)) ≤
≤M
∫ tj
k
ti
k
‖z˙△k (t)‖22 dt+
∫ tj
k
ti
k
〈σ˙△k (t), Ew˙(t)〉 dt ,
(4.40)
for every k and every 0 ≤ i ≤ j . Let us fix an integer r with i < r ≤ j . We observe that
div σr−1k = 0 in Ω and [σ
r−1
k n] = 0 on Γ1 . This follows from (3.3) if r > 1, and from the
equilibrium condition (ev2)0 if r = 1. By Theorem 3.3 we have
1
τr
k
Q∗(σrk − σr−1k ) +H∗ε((σrk)D, ζrk)−H∗ε((σr−1k )D, ζr−1k ) ≤
≤ 1τr
k
〈ζrk − ζr−1k , zrk − zr−1k 〉+ 1τr
k
〈σrk − σr−1k , Ewrk − Ewr−1k 〉 .
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Since αC‖erk−er−1k ‖22 ≤ Q∗(σrk−σr−1k ) by (2.29) and 〈ζrk−ζr−1k , zrk−zr−1k 〉 ≤M‖zrk−zr−1k ‖22
by (2.31), we obtain
αC
∫ trk
tr−1
k
‖e˙△k (t)‖22 dt+H∗ε((σrk)D, ζrk)−H∗ε((σr−1k )D, ζr−1k ) ≤
≤M
∫ trk
tr−1
k
‖z˙△k (t)‖22 dt+
∫ trk
tr−1
k
〈σ˙△k (t), Ew˙(t)〉 dt .
Summing over r we obtain (4.40). 
Proof of Theorem 4.4. Step 2. Proof of the bounds. Let us prove now that for every T > 0
there exists a constant CT , independent of k and ε , such that
sup
t∈[0,T ]
‖ek(t)‖2 ≤ CT , DH(pk, zk; 0, T ) ≤ CT , (4.41)
∫ T
0
‖e˙△k (t)‖22 dt ≤
CT
ε ∧ 1 ,
∫ T
0
‖p˙△k (t)‖22 dt ≤
CT
ε
,
∫ T
0
‖z˙△k (t)‖22 dt ≤
CT
ε
. (4.42)
By (2.35) and (4.21) for every t ∈ [0,+∞) we have
DH(pk, zk; 0, t) + V(zk(t)) ≥ H(pk(t)− p0, zk(t)− z0) + V(zk(t)) ≥
≥ CKV ‖pk(t)− p0‖1 + CKV ‖zk(t)− z0‖1 + V(z0) .
(4.43)
Let us fix T > 0. Using the discrete energy inequality (4.30) with t1 = 0 and t2 = t ≤ T
and inequalities (2.29), (2.30), and (4.43), we deduce that
αC‖ek(t)‖22 ≤ βC‖e0‖22 + 2βC sup
t∈[0,T ]
‖ek(t)‖2
∫ T
0
‖Ew˙(t)‖2 dt+ ωTk
for every k and every t ∈ [0, T ] . The first estimate in (4.41) can be obtained now by using
the Cauchy inequality.
By (4.30) and the first inequality in (4.41) we have that
DH(pk, zk; 0, t) + V(zk(t)) ≤ C (4.44)
with C independent of k and t . By (4.43) this implies the boundedness of ‖pk(t)‖1 and
‖zk(t)‖1 , and in turn, the boundedness of V(zk(t)). Now we can use (4.44) to obtain the
second estimate in (4.41). The last two inequalities in (4.42) follow immediately from (4.30)
and (4.43). The first inequality in (4.42) can be obtained from (4.39) with t1 = 0 and
t2 = T thanks to (2.23) and (4.28).
To continue the proof of Theorem 4.4 we need the following lemma, based on Gronwall’s
inequality.
Lemma 4.8. For every T > 0 the sequences ek and zk satisfy the Cauchy condition in
L∞([0, T ];L2(Ω;Md×dsym)) and L
∞([0, T ];L2(Ω)) , respectively.
Proof. By (2.25) and (3.5) for every i and k we have
(pik, z
i
k)− (pi−1k , zi−1k ) = τ ikNεK((σik)D,−V ′(zik)) .
Since Euik = e
i
k + p
i
k and Eu
i−1
k = e
i−1
k + p
i−1
k a.e. in Ω, we obtain
(−eik, zik)− (−ei−1k , zi−1k ) = τ ikNεK((σik)D,−V ′(zik))− (Euik, 0) + (Eui−1k , 0) .
Summing for 1 ≤ i ≤ j we obtain
(−ejk, zjk)− (−e0, z0) =
j∑
i=1
τ ikN
ε
K((σ
i
k)D,−V ′(zik))− (Eujk, 0) + (Eu0, 0) .
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Since NεK is 1/ε -Lipschitz and V
′ is M -Lipschitz, we have
(−ejk, zjk)− (−e0, z0) =
j∑
i=1
τ ikN
ε
K((σ
i−1
k )D,−V ′(zi−1k )) +Rjk − (Eujk, 0) + (Eu0, 0) , (4.45)
where the rest Rjk ∈ L2(Ω;Md×dD )×L2(Ω) can be estimated by
‖Rjk‖2 ≤
1
ε
j∑
i=1
τ ik(‖σik − σi−1k ‖2 +M ‖zik − zi−1k ‖2) ≤
≤ τk
ε
∫ tj
k
0
(2βC‖e˙△k (t)‖2 +M‖z˙△k (t)‖2) dt ,
thanks to (2.30). Using (4.42) we can prove that for every T > 0 there exists a constant
AT , depending on ε , but independent of j and k , such that
‖Rjk‖2 ≤ AT τk (4.46)
for every j and k with tjk ≤ T .
If t ∈ [0, T ] , for every k there exists a unique j such that tjk ≤ t < tj+1k . From (4.45) we
obtain
(−ek(t), zk(t))− (−e0, z0) =
∫ t
0
NεK(σk(s)D,−V ′(zk(s))) ds+
+Rk(t)− (Euk(t), 0) + (Eu0, 0) ,
(4.47)
where
Rk(t) = R
j
k −
∫ t
tj
k
NεK(σk(s)D,−V ′(zk(s))) ds .
In these formulas we are using Bochner integrals of functions with values in L2(Ω;Md×dD )×
L2(Ω). It follows from (2.32), (2.24), (4.41), and (4.46) that for every T > 0 there exists a
constant BT , depending on ε , but independent of t and k , such that
‖Rk(t)‖2 ≤ BT τk (4.48)
for every t ∈ [0, T ] and every k .
We now consider two indices h and k . Subtracting term by term the equations corre-
sponding to (4.47) we obtain
(−ek(t), zk(t)) − (−eh(t), zh(t)) = Ihk(t) +Rk(t)−Rh(t) +
+ (Ewk(t)− Euk(t), 0)− (Ewh(t)− Euh(t), 0)− (Ewk(t)− Ewh(t), 0) , (4.49)
where
Ihk(t) :=
∫ t
0
{NεK(σk(s)D,−V ′(zk(s)))−NεK(σh(s)D,−V ′(zh(s)))} ds .
Since NεK is 1/ε -Lipschitz and V
′ is M -Lipschitz, using (2.30) we obtain that there exists
a constant L , depending on ε , but independent of t , h , k , and T , such that
‖Ihk(t)‖2 ≤ L
∫ t
0
ϕhk(s) ds (4.50)
where
ϕhk(t) := {‖ek(t)− eh(t)‖22 + ‖zk(t)− zh(t)‖22}1/2 . (4.51)
Since w ∈ H1([0, T ];H1(Ω;Rd)), there exists a constant CT , independent of t and k , such
that ‖Ew(t)− Ew(s)‖2 ≤ CT |t− s|1/2 for every s, t ∈ [0, T ] . It follows that
‖Ewk(t)− Ewh(t)‖2 ≤ CT (τ1/2h + τ1/2k ) (4.52)
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for every t ∈ [0, T ] and for every h and k .
Since div(σk(t) − σh(t)) = 0 in Ω and [(σk(t) − σh(t))n] = 0 on Γ1 by (3.3), while
wk(t)− uk(t) = wh(t)− uh(t) = 0 on Γ0 , integrating by parts we obtain
〈σk(t)− σh(t), Ewk(t)− Euk(t)〉 = 〈σk(t)− σh(t), Ewh(t)− Euh(t)〉 = 0 .
Therefore, taking the scalar product of both sides of (4.49) with
(−σk(t), zk(t))− (−σh(t), zh(t))
and using (4.48), (4.50), and (4.52) we obtain
〈σk(t)− σh(t), ek(t)− eh(t)〉 + ‖zk(t)− zh(t)‖22 ≤
≤ ψhk(t){L
∫ t
0
ϕhk(s) ds+BT (τh + τk) + C
T (τ
1/2
h + τ
1/2
k )} ,
(4.53)
where
ψhk(t) := {‖σk(t)− σh(t)‖22 + ‖zk(t)− zh(t)‖22}1/2 .
By (2.29) and (2.30) we obtain ψhk(t) ≤ β ϕhk(t) and
αϕhk(t)
2 ≤ 〈σk(t)− σh(t), ek(t)− eh(t)〉+ ‖zk(t)− zh(t)‖22 ,
where α := min{1, αC} and β := max{1, 2βC} . Therefore (4.53) gives
αϕhk(t) ≤ β L
∫ t
0
ϕhk(s) ds+ β B
T (τh + τk) + β C
T (τ
1/2
h + τ
1/2
k ) .
Using Gronwall’s inequality we deduce that
αϕhk(t) ≤ β{BT (τh + τk) + CT (τ1/2h + τ1/2k )} exp(βLt/α)
for every t ∈ [0, T ] and every h and k . As τk → 0 by (4.24), recalling (4.51) we obtain that
ek and zk satisfy the Cauchy condition in L
∞([0, T ];L2(Ω;Md×dsym)) and L
∞([0, T ];L2(Ω)),
respectively. 
Proof of Theorem 4.4. Step 3. Convergence of the interpolations. By Lemma 4.8 there exist
two functions e ∈ L∞loc([0,+∞);L2(Ω;Md×dsym)) and z ∈ L∞loc([0,+∞);L2(Ω)) such that for
every T > 0
sup
0≤t≤T
‖ek(t)− e(t)‖2 → 0 , (4.54)
sup
0≤t≤T
‖zk(t)− z(t)‖2 → 0 . (4.55)
Let σ(t) := Ce(t) and ζ(t) := −V ′(z(t)). By (2.32) we have also
sup
0≤t≤T
‖σk(t)− σ(t)‖2 → 0 , (4.56)
sup
0≤t≤T
‖ζk(t)− ζ(t)‖2 → 0 , (4.57)
for every T > 0.
By (4.28) and (4.42) for every T > 0 the sequences e△k and z
△
k are bounded in
H1([0, T ];L2(Ω;Md×dsym)) and H
1([0, T ];L2(Ω)), respectively. Hence, up to subsequences,
we may assume
e△k ⇀ eˆ weakly in H
1([0, T ];L2(Ω;Md×dsym)) , (4.58)
z△k ⇀ zˆ weakly in H
1([0, T ];L2(Ω)) . (4.59)
Moreover, using (4.42) and the identity
e△k (t) = ek(t) +
∫ t
[t]k
e˙△k (s) ds ,
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which holds for every t ∈ [0, T ] , we obtain
‖e△k (t)− ek(t)‖2 ≤ C1/2T ε−1/2τ1/2k .
Together with (4.54) and (4.58) this implies eˆ(t) = e(t) for every t ∈ [0, T ] and that
sup
0≤t≤T
‖e△k (t)− e(t)‖2 → 0 . (4.60)
In the same way we deduce that zˆ(t) = z(t) for every t ∈ [0, T ] and that
sup
0≤t≤T
‖z△k (t)− z(t)‖2 → 0 . (4.61)
This implies that, without extracting any subsequence,
e△k ⇀ e weakly in H
1([0, T ];L2(Ω;Md×dsym)) , (4.62)
z△k ⇀ z weakly in H
1([0, T ];L2(Ω)) , (4.63)
and that e ∈ H1([0, T ];L2(Ω;Md×dsym)) and z ∈ H1([0, T ];L2(Ω)).
Since divσk(t) = 0 in Ω and [σk(t)n] = 0 on Γ1 by (3.3), the strong convergence of
σk(t) to σ(t) in L
2(Ω;Md×dsym) yields (ev2)ε , taking (2.43) into account.
By (2.25) and (3.5) we have
(p˙△k (t), z˙
△
k (t)) = N
ε
K(σk(t)D + (σ
i
k)D − (σi−1k )D, ζk(t) + ζik − ζi−1k ) a.e. in Ω
for ti−1k ≤ t < tik . Using (4.42) and the Lipschitz continuity of NεK we obtain
(p˙△k (t), z˙
△
k (t)) = N
ε
K(σk(t)D, ζk(t)) + Rˆk(t) a.e. in Ω , (4.64)
with ‖Rˆk(t)‖2 ≤ CˆT τ1/2k , where CˆT is a constant, depending on ε , but independent of t
and k . By (4.56) and (4.57) this implies that
sup
0≤t≤T
‖(p˙△k (t), z˙△k (t))−NεK(σ(t)D, ζ(t))‖2 → 0 (4.65)
for every T > 0. This shows, in particular, that z˙△k converges strongly in L
∞([0, T ];L2(Ω))
to a limit that, by (4.61), must coincide with z˙ . Therefore
sup
0≤t≤T
‖z˙△k (t)− z˙(t)‖2 → 0 (4.66)
for every T > 0. Moreover, since p△k (0) = p0 , (4.65) implies also that there exists p ∈
H1loc([0,+∞);L2(Ω;Md×dD )) such that
sup
0≤t≤T
‖p△k (t)− p(t)‖2 → 0 , sup
0≤t≤T
‖p˙△k (t)− p˙(t)‖2 → 0 (4.67)
for every T > 0, and
(p˙(t), z˙(t)) = NεK(σ(t)D, ζ(t)) a.e. in Ω
for a.e. t ∈ [0,+∞). This proves (ev3ˆ)ε .
As we did for e△k and ek , using (4.42) we can prove that
‖p△k (t)− pk(t)‖2 ≤ C1/2T ε−1/2τ1/2k .
Therefore (4.67) implies
sup
0≤t≤T
‖pk(t)− p(t)‖2 → 0 (4.68)
for every T > 0.
For every t ∈ [0, T ] and every k we have
Euk(t) = ek(t) + pk(t) a.e. in Ω ,
uk(t) = wk(t) Hd−1-a.e. in Γ0 .
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As wk(t) → w(t) strongly in H1(Ω;Rd), using the Korn-Poincare´ inequality, we deduce
from (4.42), (4.54), and (4.68) that there exists u ∈ H1loc([0,+∞);H1(Ω;Rd)) satisfying
(ev1)ε such that
sup
0≤t≤T
‖uk(t)− u(t)‖2 → 0 , sup
0≤t≤T
‖Euk(t)− Eu(t)‖2 → 0 , (4.69)
sup
0≤t≤T
‖u△k (t)− u(t)‖2 → 0 , sup
0≤t≤T
‖Eu△k (t)− Eu(t)‖2 → 0 , (4.70)
u△k ⇀ u weakly in H
1([0, T ];H1(Ω;Rd)) , (4.71)
for every T > 0 .
Step 4. Uniqueness of the solution. Suppose that (u1ε, e
1
ε,p
1
ε, z
1
ε) and (u
2
ε, e
2
ε,p
2
ε, z
2
ε) are
two solutions of the ε -regularized evolution problem with boundary datum w and initial
condition (u0, e0, p0, z0). Let σ
1
ε(t) := Ce
1
ε(t), σ
2
ε(t) := Ce
2
ε(t), ζ
1
ε(t) := −V ′(z1ε(t)), and
ζ2ε(t) := −V ′(z2ε(t)). By (ev3ˆ)ε for a.e. t ∈ [0,+∞) we have
(p˙1ε(t), z˙
1
ε(t)) = N
ε
K(σ
1
ε(t)D, ζ
1
ε(t)) a.e. in Ω , (4.72)
(p˙2ε(t), z˙
2
ε(t)) = N
ε
K(σ
2
ε(t)D, ζ
2
ε(t)) a.e. in Ω . (4.73)
Using (ev1)ε we get
(−e˙1ε(t), z˙1ε(t)) = NεK(σ1ε(t)D, ζ1ε(t)) − (Eu˙1ε(t), 0) a.e. in Ω ,
(−e˙2ε(t), z˙2ε(t)) = NεK(σ2ε(t)D, ζ2ε(t)) − (Eu˙2ε(t), 0) a.e. in Ω .
Subtracting term by term we obtain
(−e˙1ε(t) + e˙2ε(t), z˙1ε(t)− z˙2ε(t)) =
= NεK(σ
1
ε(t)D, ζ
1
ε(t)) −NεK(σ2ε(t)D, ζ2ε(t))− (Eu˙1ε(t)− Eu˙2ε(t), 0)
(4.74)
a.e. in Ω. Since NεK is 1/ε -Lipschitz and V
′ is M -Lipschitz, there exists a contant Lε ,
independent of t , such that
‖NεK(σ1ε(t)D, ζ1ε(t))−NεK(σ2ε(t)D, ζ2ε(t))‖2 ≤ Lε{‖e1ε(t)−e2ε(t)‖2+‖z1ε(t)−z2ε(t)‖2} . (4.75)
Integrating by parts and using the equilibrium condition (ev2)ε and the boundary condition
u˙1ε(t) = u˙
2
ε(t) = w˙(t) Hd−1 -a.e. on Γ0 , we obtain
〈Eu˙1ε(t)− Eu˙2ε(t),σ1ε(t)− σ2ε(t)〉 = 0 .
Therefore, taking the scalar product of both sides of (4.74) with
(−σ1ε(t) + σ2ε(t), z1ε(t)− z2ε(t))
we obtain, using (4.75),
〈σ1ε(t)− σ2ε(t), e˙1ε(t)− e˙2ε(t)〉+ 〈z1ε(t)− z2ε(t), z˙1ε(t)− z˙2ε(t)〉 ≤
≤ Lε{‖e1ε(t)− e2ε(t)‖2 + ‖z1ε(t)− z2ε(t)‖2}2 ,
which gives, thanks to (2.29),
d
dt{Q(e1ε(t)− e2ε(t)) + 12‖z1ε(t)− z2ε(t)‖2} ≤ Lˆε{Q(e1ε(t)− e2ε(t)) + 12‖z1ε(t)− z2ε(t)‖22} ,
for a suitable constant Lˆε independent of t .
Since Q(e1ε(0) − e2ε(0)) = 0 and ‖z1ε(0) − z2ε(0)‖22 = 0, from Gronwall’s inequality we
obtain Q(e1ε(t)− e2ε(t)) = 0 and ‖z1ε(t)− z2ε(t)‖22 = 0 for every t ∈ [0,+∞), hence e1ε(t) =
e2ε(t), z
1
ε(t) = z
2
ε(t), σ
1
ε(t) = σ
2
ε(t), and ζ
1
ε(t) = ζ
2
ε(t) for every t ∈ [0,+∞). From (4.72)
and (4.73) we deduce that p˙1ε(t) = p˙
2
ε(t) for a.e. t ∈ [0,+∞). As p1ε(0) = p2ε(0), this
implies p1ε(t) = p
2
ε(t) for every t ∈ [0,+∞). The equality u1ε(t) = u2ε(t) follows now from
the kinematic admissibility condition (ev1)ε . 
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Remark 4.9. As the solution of the ε -regularized evolution problem is unique, the proof
of Theorem 4.4 shows that it can be approximated by the sequences (uk, ek,pk, zk) and
(u△k , e
△
k ,p
△
k , z
△
k ) obtained by interpolating the solutions to the incremental problems. The
precise convergence properties are given by (4.54)–(4.57), (4.60)–(4.63), and (4.66)–(4.71) .
Remark 4.10. When d = 1 one can express the conditions of Definition 4.1 in a simpler
way.
We begin by observing that condition (ev2)ε is equivalent to the fact that for every
t ∈ (0,+∞) the functions eε(t) and σε(t) are constant on [− 12 , 12 ] .
Let us write NεK : R×R → R×R componentwise, setting NεK = (Nε,1K , Nε,2K ). We select
an arbitrary representative in the equivalence class of z0 . For every y ∈ [− 12 , 12 ] we can
consider the solution ψ(·, y) of the ordinary differential equation
∂tψ(t, y) = N
ε,2
K (σε(t),−V ′(ψ(t, y))) , ψ(0, y) = z0(y) .
As σε(t) and V
′(ψ(t, y)) are bounded uniformly with respect to t and y , the same property
holds for ∂tψ(t, y). By the dominated convergence theorem we have
ψ(t+ h, ·)− ψ(t, ·)
h
→ ∂tψ(t, ·)
strongly in L2([− 12 , 12 ]) , so that t 7→ ψ(t, ·) is a C1 solution of the Cauchy problem in
L2([− 12 , 12 ])
ψ˙(t) = Nε,2K (σε(t), V
′(ψ(t))) , ψ(0) = z0 .
By condition (ev3ˆ)ε the function zε is a solution of the same Cauchy problem. Since
the function ψ 7→ Nε,2K (σε(t), ψ) is a Lipschitz continuous function from L2([− 12 , 12 ]) into
L2([− 12 , 12 ]) , by uniqueness we conclude that for every t ≥ 0 we have zε(t, y) = ψ(t, y) for
a.e. y ∈ [− 12 , 12 ] .
This shows that for every t ≥ 0 we can choose representatives of zε(t) and z˙ε(t) in their
equivalence classes such that z˙ε(t, y) = ∂tzε(t, y) for every y ∈ [− 12 , 12 ] . Using (ev1)ε , for
these representatives condition (ev3ˆ)ε is equivalent to
e˙ε(t) = −
∫ 1
2
− 1
2
Nε,1K (σε(t), ζε(t, y)) dy + w˙(t,
1
2 )− w˙(t,− 12 ) , (4.76)
z˙ε(t, y) = N
ε,2
K (σε(t), ζε(t, y)) for every y ∈ (− 12 , 12 ) . (4.77)
If, in addition, z0 ∈ C([− 12 , 12 ]) , then zε ∈ C([0,+∞);C([− 12 , 12 ])), since σε is continuous
and zε(·, y) is a solution of an ordinary differential equation with initial condition z0(y)
depending continuously on y .
5. Approximable quasistatic evolution
In this section we state and prove the main results of the paper on approximable qua-
sistatic evolutions.
5.1. Definition and properties. We recall that a function v from [0,+∞) into the dual
Y of a Banach space is weakly∗ left-continuous if
v(s)⇀ v(t) weakly∗ in Y
as s→ t , with s ≤ t . We recall that a system µ ∈ SGY ([0,+∞),Ω;Md×dD ×R) is said to be
weakly∗ left-continuous if for every finite sequence t1, . . . , tm in [0,+∞) with t1 < · · · < tm
the following continuity property holds:
µs1...sm ⇀ µt1...tm weakly
∗ in GY (Ω; (Md×dD ×R)m) (5.1)
as si → ti , with si ∈ [0,+∞) and si ≤ ti .
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The notion of approximable quasistatic evolution is made precise by the following defini-
tion.
Definition 5.1. Let w ∈ H1loc([0,+∞);H1(Ω;Rd)), u0 ∈ H1(Ω), e0 ∈ L2(Ω;Md×dsym),
p0 ∈ L2(Ω;Md×dD ), and z0 ∈ L2(Ω). Suppose that the kinematic admissibility condition
(ev1)0 and the equilibrium condition (ev2)0 of Theorem 4.4 are satisfied. An approximable
quasistatic evolution with boundary datum w and initial condition (u0, e0, p0, z0) is a triple
(u, e,µ), with
u ∈ L∞loc([0,+∞);BD(Ω)) , e ∈ L∞loc([0,+∞);L2(Ω;Md×dsym)) ,
µ ∈ SGY ([0,+∞),Ω;Md×dD ×R) ,
and u , e , µ weakly∗ left-continuous, for which there exist a positive sequence εk → 0 and
a set Θ ⊂ [0,+∞), containing 0 and with L1([0,+∞) \ Θ) = 0, such that the solutions
(uεk , eεk ,pεk , zεk) of the εk -regularized evolution problems with boundary datum w and
initial condition (u0, e0, p0, z0) satisfy
uεk(t)⇀ u(t) weakly
∗ in BD(Ω) , (5.2)
eεk(t)⇀ e(t) weakly in L
2(Ω;Md×dsym) (5.3)
for every t ∈ Θ, and(
δ(pεk ,zεk )
)
t1...tm
⇀ µt1...tm weakly
∗ in GY (Ω; (Md×dD ×R)m) (5.4)
for every finite sequence t1, . . . , tm in Θ with t1 < · · · < tm .
If, in addition, µ = δ(p,z) for some functions p ∈ L∞loc([0,+∞);Mb(Ω;Md×dD )) and z ∈
L∞loc([0,+∞);L1(Ω)), we say that (u, e,p, z) is a spatially regular approximable quasistatic
evolution.
The first estimates for approximable quasistatic evolutions are proved in the next lemma.
Lemma 5.2. Let w , u0 , e0 , p0 , z0 , (u, e,µ) , εk , and (uεk , eεk ,pεk , zεk) be as in Defi-
nition 5.1. Then for every T > 0 there exists a constant CT < +∞ such that
sup
t∈[0,T ]
‖eεk(t)‖2 ≤ CT , DH(pεk , zεk ; 0, T ) ≤ CT , (5.5)
εk
∫ T
0
‖p˙εk(t)‖22 dt ≤ CT , and εk
∫ T
0
‖z˙εk(t)‖22 dt ≤ CT . (5.6)
Proof. By the energy equality (ev4)ε and by (4.22) for every T > 0 we have
Q(eεk(T )) +DH(pεk , zεk ; 0, T ) + V(zεk(T ))
+εk
∫ T
0
‖p˙εk(t)‖22 dt+ εk
∫ T
0
‖z˙εk(t)‖22 dt = (5.7)
= Q(e0) + V(z0) +
∫ T
0
〈σεk(t), Ew˙(t)〉 dt ,
where σεk(t) := Ceεk(t).
The proof can now be concluded as in Step 2 of the proof of Theorem 4.4. 
To study the properties of approximable quasistatic evolutions we need to introduce some
definitions. Given µ ∈ SGY ([0,+∞),Ω;Md×dD ×R), its dissipation DH(µ; a, b) on the time
interval [a, b] ⊂ [0,+∞) is defined as
sup
k∑
i=1
〈H(ξi − ξi−1, θi − θi−1),µt0t1...tk(x, ξ0, θ0, . . . , ξk, θk, η)〉 , (5.8)
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where the supremum is taken over all finite families t0, t1, . . . , tk such that a = t0 < t1 <
· · · < tk = b . As in the case of the variation, we have
DH(µ; a, b) = sup
k∑
i=1
〈H(ξi − ξi−1, θi − θi−1),µti−1ti(x, ξi−1, θi−1, ξi, θi, η)〉 , (5.9)
where the supremum is taken over all finite families t0, t1, . . . , tk such that a = t0 < t1 <
· · · < tk = b .
If µ = δ(p,z) for some p : [0,+∞)→Mb(Ω;Md×dD ) and z : [0,+∞)→Mb(Ω), we have
DH(µ; a, b) = DH(p, z; a, b) , (5.10)
where DH(p, z; a, b) is defined in (4.21).
We also introduce the homogeneous functions {V } : R×R → R and {V ′} : R×R → R
defined by
{V }(θ, η) :=
{
η V (θ/η) if η > 0 ,
V∞(θ) if η ≤ 0 ,
and
{V ′}(θ, η) :=
{
η V ′(θ/η) if η > 0 ,
0 if η ≤ 0 .
According to [6, Definition 2.15], for every µ ∈ GY (Ω;Md×dD ×R) we can define the
measure πΩ({V ′}µ) ∈Mb(Ω) as
〈ϕ, πΩ({V ′}µ)〉 = 〈ϕ(x){V ′}(θ, η), µ(x, ξ, θ, η)〉 (5.11)
for every ϕ ∈ C(Ω).
Lemma 5.3. For every µ ∈ GY (Ω;Md×dD ×R) we have πΩ({V ′}µ) ∈ L∞(Ω) and, moreover,
‖πΩ({V ′}µ)‖∞ ≤ ‖V ′‖∞ .
Proof. By (2.1) we have
|〈ϕ(x){V ′}(θ, η), µ(x, ξ, θ, η)〉| ≤ ‖V ′‖∞〈|ϕ(x)|η, µ(x, ξ, θ, η)〉 = ‖V ′‖∞‖ϕ‖1
for every ϕ ∈ C(Ω). The conclusion follows. 
The main properties of approximable quasistatic evolutions are proved in the following
theorem, where K(Ω) is the convex set defined in (4.5).
Theorem 5.4. Let w , u0 , e0 , p0 , and z0 be as in Definition 5.1. Let (u, e,µ) be an
approximable quasistatic evolution with boundary datum w and initial condition (u0, e0, µ0) ,
and let
(p(t), z(t)) = bar(µt) , σ(t) := Ce(t) , ζ(t) := −πΩ({V ′}µt) . (5.12)
Then the following conditions are satisfied:
(ev1) weak kinematic admissibility: for every t ∈ (0,+∞)
Eu(t) = e(t) + p(t) in Ω ,
p(t) = (w(t)− u(t))⊙ nHd−1 on Γ0 ;
(ev2) equilibrium condition: for every t ∈ (0,+∞)
divσ(t) = 0 in Ω , [σ(t)n] = 0 on Γ1 ;
(ev3) stress constraint: for every t ∈ (0,+∞)
(σD(t), ζ(t)) ∈ K(Ω) ;
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(ev4) energy inequality: for every T ∈ (0,+∞)
Q(e(T )) +DH(µ; 0, T ) + 〈{V }(θ, η),µT (x, ξ, θ, η)〉 ≤
≤ Q(e0) + V(z0) +
∫ T
0
〈σ(t), Ew˙(t)〉 dt .
Remark 5.5. If (u, e,p, z) is a spatially regular approximable quasistatic evolution, then
ζ(t) = −V ′(z(t)) by (2.6), (5.11), and (5.12). Therefore the energy inequality (ev4) reduces
to
Q(e(T )) +DH(p, z; 0, T ) + V(z(T )) ≤
≤ Q(e0) + V(z0) +
∫ T
0
〈σ(t), Ew˙(t)〉 dt (5.13)
thanks to (5.10).
Proof of Theorem 5.4. Let Θ, εk , and (uεk , eεk ,pεk , zεk) be as in Definition 5.1. By (2.5)
and (5.2)–(5.4) we have
uεk(t)⇀ u(t) weakly
∗ in BD(Ω) ,
eεk(t)⇀ e(t) weakly in L
2(Ω;Md×dsym) ,
pεk(t)⇀ p(t) weakly
∗ in Mb(Ω;Md×dD )
for every t ∈ Θ. By applying [5, Lemma 2.1] we prove that (ev1)ε imples (ev1) for every
t ∈ Θ. These equalities are then extended to every t ∈ (0,+∞) by left-continuity.
For every t ∈ Θ the equilibrium condition (ev2) follows from the equilibrium condition
(ev2)ε satisfied by σεk(t) and from (2.43). The same result can be obtained for every
t ∈ (0,+∞) by left-continuity.
By the modified stress constraint (ev3)ε , for every k and a.e. t ∈ (0,+∞) we have that
(σεk(t)D − εkp˙εk(t), ζεk(t)− εkz˙εk(t)) ∈ K(Ω) . (5.14)
For every t ∈ Θ we have that δ(pεk(t),zεk(t)) ⇀ µt weakly
∗ in GY (Ω;Md×dD ×R), which, by
(2.5) and Lemma 5.3, implies that ζεk(t)⇀ ζ(t) weakly
∗ in L∞(Ω). By (5.6) the sequences
εk‖p˙εk(·)‖2 and εk‖z˙εk(·)‖2 converge to 0 strongly in L2loc([0,+∞)), hence there exists a
sequence kj → ∞ such that εkj p˙εkj(t) → 0 in L
2(Ω;Md×dD ) and εkj z˙εkj(t) → 0 in L2(Ω)
for a.e. t ∈ [0,+∞). This implies
(σ(t), ζ(t)) ∈ K(Ω) (5.15)
for a.e. t ∈ (0,+∞).
The left continuity of µ , together with Lemma 5.3, implies that the function ζ is weakly∗
left-continuous in L∞(Ω). As σ is left-continuous too, by approximation (5.15) holds for
every t ∈ (0,+∞). This concludes the proof of (ev3).
It remains to prove the energy inequality (ev4). By (5.3) and by the lower semicontinuity
of Q , for every T ∈ Θ we have
Q(e(T )) ≤ lim inf
k→∞
Q(eεk(T )) , (5.16)
and, by left-continuity, for every T ∈ [0,+∞) we have
Q(e(T )) ≤ lim inf
S→T
S≤T
Q(e(S)) . (5.17)
As the dissipation is lower semicontinuous (see [6, Theorem 8.11]), using (5.4) and the
left-continuity, and taking into account (5.10), one can check that for every T ∈ Θ
DH(µ; 0, T ) ≤ lim inf
k→∞
DH(pεk , zεk ; 0, T ) , (5.18)
QUASISTATIC EVOLUTION IN PLASTICITY WITH SOFTENING 29
and for every T ∈ (0,+∞)
DH(µ; 0, T ) ≤ lim inf
S→T
S≤T
DH(µ; 0, S) . (5.19)
Moreover, for every T ∈ Θ we have
V(zεk(T ))→ 〈{V }(θ, η),µT (x, ξ, η, θ)〉 (5.20)
as k →∞ , and for every T ∈ (0,+∞)
〈{V }(θ, η),µS(x, ξ, η, θ)〉 → 〈{V }(θ, η),µT (x, ξ, η, θ)〉 (5.21)
as S → T , with S ≤ T .
Finally, by (5.3) we obtain
〈σεk(t), Ew˙(t)〉 → 〈σ(t), Ew˙(t)〉
for a.e. t ∈ [0,+∞). Thanks to (5.5) we can apply the dominated convergence theorem and
we obtain ∫ T
0
〈σεk(t), Ew˙(t)〉 dt→
∫ T
0
〈σ(t), Ew˙(t)〉 dt . (5.22)
Combining (5.16), (5.18), (5.20), and (5.22), we can pass to the limit in the energy equality
(ev4)ε satisfied by (uεk , eεk ,pεk , zεk) and we obtain the energy inequality (ev4) for every
T ∈ Θ. The result for every T ∈ [0,+∞) can be obtained by left-continuity thanks to
(5.17), (5.19), and (5.21). 
5.2. The existence result. We now prove the main existence result of the paper.
Theorem 5.6. Let w ∈ H1loc([0,+∞);H1(Ω;Rd)) , u0 ∈ H1(Ω) , e0 ∈ L2(Ω;Md×dsym) ,
p0 ∈ L2(Ω;Md×dD ) , and z0 ∈ L2(Ω) . Suppose that the kinematic admissibility condition
(ev1)0 and the equilibrium condition (ev2)0 of Theorem 4.4 are satisfied. Then, there ex-
ists an approximable quasistatic evolution with boundary datum w and initial condition
(u0, e0, p0, z0) .
Proof. Let us fix a positive sequence εk → 0. For every k let (uεk , eεk ,pεk , zεk) be the
solution of the εk -regularized evolution problem with boundary datum w and initial con-
dition (u0, e0, p0, z0), and let σεk(t) := Ceεk(t). From the energy equality (ev4)ε for every
T > 0 we obtain
Q(eεk(T )) +DH(pεk , zεk ; 0, T ) + V(zεk) ≤ Q(e0) + V(z0) +
∫ T
0
〈σεk(t), Ew˙(t)〉 dt .
By (2.11) and (2.35) we have
DH(pεk , zεk ; 0, T ) + V(zεk)− V(z0) ≥
≥ CKV Var(pεk , zεk ; 0, T ) = CKV Var(δ(pεk ,zεk ); 0, T ) .
(5.23)
Therefore,
Q(eεk(T )) ≤ Q(e0) +
∫ T
0
〈σεk(s), Ew˙(s)〉 ds .
Arguing as in the proof of (4.41) and (4.42), we obtain that there exists a constant CT ,
depending on T but independent of t and k , such that
‖eεk(t)‖2 ≤ CT , ‖σεk(t)‖2 ≤ CT , (5.24)
Var(δ(pεk ,zεk )
; 0, T ) = Var(pεk , zεk ; 0, T ) ≤ CT , (5.25)
for every t ∈ [0, T ] and for every k . Inequality (5.25), together with the initial conditions,
implies that ‖pεk(t)‖1 ≤ ‖p0‖1+ ‖z0‖1+CT and ‖zεk(t)‖1 ≤ ‖p0‖1+ ‖z0‖1+CT for every
t ∈ [0, T ] .
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Using (2.12) and the kinematic admissibility condition (ev1)ε of Definition 4.1, from the
estimate of ‖pεk(t)‖1 and from (5.24) we deduce that for every T > 0 the sequence uεk(t)
is bounded in BD(Ω) uniformly with respect to t ∈ [0, T ] and k .
By applying Helly’s theorem for systems of generalized Young measures (see [5, Theo-
rem 8.10], together with a standard diagonal argument, we construct a subsequence, still
denoted εk , a set Θ ⊂ [0,+∞), containing 0 and with [0, T ] \Θ at most countable, and a
left continuous µ ∈ SGY ([0,+∞),Ω;Md×dD ×R), with
Var(µ; 0, T ) ≤ CT , (5.26)
‖µt‖∗ ≤ ‖p0‖1 + ‖z0‖1 + CT for every t ∈ [0, T ] , (5.27)
such that
(δ(pεk ,zεk )
)t1...tm ⇀ µt1...tm weakly
∗ in GY (Ω; (Md×dD ×R)m) (5.28)
for every finite sequence t1, . . . , tm in Θ with t1 < · · · < tm . For every t ∈ [0,+∞) we set
(p(t), z(t)) := bar(µt).
Let us fix t ∈ Θ. Since uεk(t) and eεk(t) are bounded in BD(Ω) and L2(Ω;Md×dsym), there
exist an increasing sequence kj (possibly depending on t) and two functions u(t) ∈ BD(Ω)
and e(t) ∈ L2(Ω;Md×dsym) such that uεkj(t) ⇀ u(t) weakly∗ in BD(Ω) and eεkj(t) ⇀ e(t)
weakly in L2(Ω;Md×dsym). As in the proof of Theorem 5.4 we can show that u(t), e(t), p(t),
and w(t) satisfy the weak kinematic admissibility condition (ev1).
By the equilibrium condition (ev2)ε we have
divσεk(t) = 0 in Ω and [σεk(t)n] = 0 on Γ1 .
Using the weak definition of divergence and normal trace (2.43), we can pass to the limit
and we obtain
divσ(t) = 0 in Ω and [σ(t)n] = 0 on Γ1 . (5.29)
For every ϕ ∈ H1(Ω;Rd) with ϕ = 0 Hd−1 -a.e. on Γ0 we have
Q(e(t) + Eϕ)−Q(e(t)) = 〈σ(t), Eϕ〉 +Q(Eϕ) = Q(Eϕ) ,
where the last equality follows from (2.43) and (5.29). Therefore
Q(e(t)) ≤ Q(e(t) + Eϕ) . (5.30)
If kˆj is another sequence such that uε
kˆj
(t) ⇀ uˆ(t) weakly∗ in BD(Ω) and eε
kˆj
(t) ⇀
eˆ(t) weakly in L2(Ω;Md×dsym), then uˆ(t), eˆ(t), p(t), and w(t) satisfy the weak kinematic
admissibility condition (ev1) and
Q(eˆ(t)) ≤ Q(eˆ(t)− Eϕ) (5.31)
for every ϕ ∈ H1(Ω;Rd) with ϕ = 0 Hd−1 -a.e. on Γ0 .
From the weak kinematic admissibility condition (ev1) it follows that uˆ(t) − u(t) = 0
Hd−1 -a.e. on Γ0 , and eˆ(t)−e(t) = Euˆ(t)−Eu(t) a.e. on Ω, hence uˆ(t)−u(t) ∈ H1(Ω;Rd).
If we take ϕ = 12 (uˆ(t)− u(t)) in (5.30) and (5.31), by adding the inequalities we obtain
Q(e(t)) +Q(eˆ(t)) ≤ 2Q(12 (e(t) + eˆ(t))) ,
which implies that eˆ(t) = e(t) a.e. on Ω by the strict convexity of Q . Therefore uˆ(t) = u(t)
a.e. on Ω, since Euˆ(t) = Eu(t) a.e. on Ω and uˆ(t) = u(t) Hd−1 -a.e. on Γ0 . As these limits
do not depend on the subsequences, the convergence results hold for the whole sequences.
This proves (5.2) and (5.3). Moreover, (5.24) and the uniform estimate on uεk(t) in BD(Ω)
give
sup
t∈Θ∩[0,T ]
‖e(t)‖2 < +∞ and sup
t∈Θ∩[0,T ]
‖Eu(t)‖1 < +∞ (5.32)
for every T > 0
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We now show that for every t ∈ Θ we have
e(s)⇀ e(t) weakly in L2(Ω;Md×dsym) ,
u(s)⇀ u(t) weakly∗ in BD(Ω) ,
(5.33)
as s → t , with s ∈ Θ and s ≤ t . By (5.32), for every t ∈ Θ there exist eˆ ∈ L2(Ω;Md×dsym),
uˆ ∈ BD(Ω), and a sequence sj ∈ Θ, with sj → t and sj ≤ t , such that e(sj) ⇀ eˆ weakly
in L2(Ω;Md×dsym) and u(sj)⇀ uˆ weakly
∗ in BD(Ω). As each e(sj) satisfies the minimality
property (5.30), we deduce
Q(eˆ) ≤ Q(eˆ− Eϕ) (5.34)
for every ϕ ∈ H1(Ω;Rd) with ϕ = 0 Hd−1 -a.e. on Γ0 . Moreover by left-continuity we have
p(sj) ⇀ p(t) weakly
∗ in Mb(Ω;Md×dD ), which implies that uˆ , eˆ , p(t), and w(t) satisfy
the weak kinematic admissibility condition (ev1) of Theorem 5.4. As before we can take
ϕ := 12 (uˆ− u(t)) as a test function in (5.30) and (5.31) to deduce from the strict convexity
of Q that eˆ = e(t) and, in turn, uˆ = u(t). Since the limit is independent of the sequence
sj , we have proved (5.33).
The same argument shows that for every t ∈ [0, T ] we can define in a unique way e(t) ∈
L2(Ω;Md×dsym) and u(t) ∈ BD(Ω) such that (5.33) holds as s → t , with s ∈ [0, T ] and
s ≤ t . 
Remark 5.7. Assume that w , Γ0 , u0 , e0 , p0 , z0 satisfy (4.12)–(4.16). Then by Proposi-
tion 4.5 the solutions of the ε -regularized evolution problems are spatially regular. There-
fore every approximable quasistatic evolution with boundary datum w and initial condition
(u0, e0, p0, z0) is spatially regular and has the special form
u(t, x) = ξ(t)x , e(t, x) = ξe(t) , p(t, x) = ξp(t) , z(t, x) = θ(t) , (5.35)
with ξe : [0,+∞)→ Md×dsym , ξp : [0,+∞)→Md×dD , θ : [0,+∞)→ R left-continuous and
ξe(t) + ξp(t) = ξs(t) (5.36)
for every t ∈ [0,+∞), where ξs(t) is the symmetric part of ξ(t).
6. The case of simple shear
We analyze in this section the case of simple shear in the Dirichlet-Periodic case (DP) for
an isotropic material in dimension d ≥ 2 with shear modulus µ (see (2.27)). We consider
x -periodic solutions with boundary data of the form
w(t, x1, x) :=
√
2wR(t, x1)e2 (6.1)
and initial conditions of the form
u0(0, x1, x) :=
√
2 uR0 (x1)e2 , e0(0, x1, x) :=M(e
R
0 ) ,
p0(0, x1, x) :=M(p
R
0 (x1)) , z0(0, x1, x) := z
R
0 (x1) ,
(6.2)
where wR ∈ H1loc([0,+∞);H1([− 12 , 12 ])), uR0 ∈ H1([− 12 , 12 ]) , eR0 ∈ R , pR0 , zR0 ∈ L2([− 12 , 12 ]) ,
e2 is the second element of the canonical basis of R
d , and M : R → Md×dD is the linear
isometry defined by
M(α) :=


0 α√
2
· · · 0
α√
2
0 · · · 0
...
...
. . .
...
0 0 · · · 0

 , (6.3)
which connects the amount of a pure shear with its strain.
We assume that the elastic domain K depends on the stress σ only through its euclidean
norm |σ| . More precisely, we assume that there exisits a closed convex set KR ⊂ R×R such
that
K = {(σ, ζ) ∈ Md×dD ×R : (|σ|, ζ) ∈ KR} ; (6.4)
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it is not restrictive to assume that
(α, ζ) ∈ KR ⇐⇒ (−α, ζ) ∈ KR . (6.5)
Theorem 6.1. Assume (6.1), (6.2), (6.4), and (6.5). Then (uε, eε,pε, zε) is the solu-
tion of the ε-regularized evolution problem with boundary datum w and initial condition
(u0, e0, p0, z0) if and only if
uε(t, x1, x) =
√
2uRε (t, x1)e2 , eε(t, x1, x) =M(e
R
ε (t)) , (6.6)
pε(t, x1, x) =M(p
R
ε (t, x1)) , zε(t, x1, x) = z
R
ε (t, x1) , (6.7)
where (uRε , e
R
ε ,p
R
ε , z
R
ε ) is the solution of the ε-regularized evolution problem in dimen-
sion d = 1 , corresponding to Cξ = 2µξ , with boundary datum wR and initial condition
(uR0 , e
R
0 , p
R
0 , z
R
0 ) .
Proof. Let us first prove that for every (α, ζ) ∈ R×R we have
PK(M(α), ζ) = (M(αˆ), ζˆ) ⇐⇒ PKR(α, ζ) = (αˆ, ζˆ) . (6.8)
Indeed on the one hand, if (αˆ, ζˆ) := PKR(α, ζ), then the distance between (M(α), ζ) and
(M(α˜), ζ˜) is larger than the distance between (M(α), ζ) and (M(αˆ), ζˆ). This is an easy
consequence of the fact that M is a linear isometry. On the other hand, if (σˇ, ζˇ) :=
PK(M(α), ζ), it follows from (6.4) that σˇ is the projection of M(α) onto the ball {σ ∈
M
d×d
D : |σ| ≤ |σˇ|} , which implies that σˇ =M(αˇ) for some αˇ ∈ R . These two facts together
allow to establish (6.8).
Using the linearity of M we can prove that (6.8) implies
(M(αˆ), ζˆ) = NεK(M(α), ζ) ⇐⇒ (αˆ, ζˆ) = NεKR(α, ζ) (6.9)
for every α , ζ , αˆ , ζˆ in R .
By (6.2) the kinematic admissibility condition (ev1)0 (Theorem 4.4) for (u0, e0, p0, z0)
is equivalent to (ev1)0 in dimension d = 1 for (u
R
0 , e
R
0 , p
R
0 , z
R
0 ), while the equilibrium
condition (ev2)0 is always satisfied, since e0 and e
R
0 are constant. Assuming (ev1)0 , let
(uRε , e
R
ε ,p
R
ε , z
R
ε ) be the solution of the one dimensional ε -regularized evolution problem
with boundary datum wR and initial condition (uR0 , e
R
0 , p
R
0 , z
R
0 ), and let (uε, eε,pε, zε) be
defined by (6.6) and (6.7). It is easy to check that (uε, eε,pε, zε) satisfies the initial condi-
tions (ev0)ε of Definition 4.1. Moreover, the kinematic admissibility (ev1)ε follows from the
fact that E(uε(t)) = M(Du
R
ε (t)), and from the kinematic admissibility in dimension one
(D denotes the distributional derivative with respect to the space variable). Equilibrium
condition (ev2)ε follows from the fact that σ
R
ε (t) is constant on (− 12 , 12 ) by Remark 4.10.
Finally the regularized flow rule (ev3ˆ)ε follows from the condition in dimension one and
from (6.9). 
Remark 6.2. The one-dimensional problem has also different interpretations, for example
in the study of uniaxial loading of cylindrical bodies. In this case, the symmetry condition
(6.5) is no longer a natural assumption since one may envisage a different behaviour in
tension and compression. Theorem 4.4 holds true also in this general case, since the only
hypotheses on K are (2.15) and (2.16).
In order to prove the equivalence between the approximable quasistatic evolutions for
simple shears and the solutions to the corresponding reduced one-dimesional problems, for
every m we consider the linear operator ψm : (R×R)m → (Md×dD ×R)m defined by
ψm((β1, θ1), . . . , (βm, θm)) = ((M(β1), θ1), . . . , (M(βm), θm)) .
In the following theorem we shall prove that the system of Young measures µ in the ap-
proximable quasistatic evolution is related to the system Young measure µR of the reduced
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problem by the formula
〈f,µt1...tm〉 =
∫
(− 1
2
, 1
2
)d−1
〈f((x1, x), ψm(ξ), η),µRt1...tm(x1, ξ, η)〉 dx (6.10)
for every f ∈ Chom(Q×(R×Md×dD )m×R) and every finite sequence t1, . . . , tm in [0,+∞)
with t1 < · · · < tm .
Theorem 6.3. Assume (6.1), (6.2), (6.4), and (6.5). Then (u, e,µ) is an approximable
quasistatic evolution with boundary datum w and initial conditions (u0, e0, p0, z0) if and
only if (6.6) and (6.10) hold and (uR, eR,µR) is an approximable quasistatic evolution for
the problem in dimension d = 1 , corresponding to Cξ = 2µξ , with boundary datum wR and
initial condition (uR0 , e
R
0 , p
R
0 , z
R
0 ) .
Proof. By Theorem 6.1, the solution (uε, eε,pε, zε) of the ε -regularized evolution problem
with boundary datum w and initial condition (u0, e0, p0, z0) satisfies (6.7). Therefore, if
(uRε , e
R
ε ,p
R
ε , z
R
ε ) is the solution of the reduced ε -regularized evolution problem with bound-
ary datum wR and initial condition (uR0 , e
R
0 , p
R
0 , z
R
0 ), then (6.10) holds with µ replaced by
δ(pε,zε) and µ
R replaced by δ(pRε ,zRε ) . The conclusion follows. 
7. A spatially homogeneous example
In this section we assume that d ≥ 2 and C is isotropic, which implies that
Cξ = 2µξD + κ(tr ξ)I
for some constants µ > 0 and κ > 0. We also assume that
K := {(ξ, θ) ∈ Md×dD ×R : |ξ|2 + θ2 ≤ 1} , (7.1)
V (θ) := 12 − 12
√
1 + θ2 , Γ0 := ∂Ω , Γ1 := Ø .
Let us fix a constant θ0 > 0 and a d×d matrix ξ0 with tr ξ0 = 0. We assume that the
symmetric part ξs0 of ξ0 is different from 0. We will examine the approximable quasistatic
evolution corresponding to the boundary datum
w(t, x) := tξ0x ,
and to the initial conditions
u0(x) = 0 , e0(x) = 0 , p0(x) = 0 , z0(x) = θ0 .
7.1. The special form of the solution. The following theorem shows that, in this case,
any approximable quasistatic evolution is spatially regular and satisfies u(t) = w(t) for
every t ∈ [0,+∞), while e(t), p(t), and z(t) do not depend on x . Moreover, e(t) and p(t)
are proportional to the symmetric part ξs0 of ξ0 .
Theorem 7.1. Let C , K , V , Γ0 , Γ1 , θ0 , ξ0 , ξ
s
0 , w , u0 , e0 , p0 , and z0 satisfy the
assumptions considered at the beginning of this section. Then any approximable quasistatic
evolution with boundary datum w and initial condition (u0, e0, p0, z0) is spatially regular
and has the special form
u(t, x) := tξ0x , e(t, x) := (t− ψ(t))ξs0 , p(t, x) := ψ(t)ξs0 , z(t, x) = θ(t) , (7.2)
where ψ : [0,+∞)→ [0,+∞) and θ : [0,+∞)→ [0,+∞) are functions depending on µ and
θ0 . We have ψ(t) = 0 and θ(t) = θ0 for 0 ≤ t ≤ t0 , where
t0 :=
1
2µ|ξs0|
√
1− V ′(θ0)2 ,
while
ψ(t) = t− 1
2µ|ξs0|
√
1− V ′(θ(t))2 (7.3)
for t > t0 .
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Proof. By Proposition 4.5 the solution (uε, eε,pε, zε) of the ε -regularized evolution problem
with boundary datum w and initial condition (u0, e0, p0, z0) has the form
uε(t, x) = w(t, x) , eε(t, x) := (t− ψε(t))ξs0 , pε(t, x) := ψε(t)ξs0 , zε(t, x) := θε(t) ,
where ψε , θε ∈ H1loc([0,+∞)) is the unique solution of the Cauchy problem
(ψ˙ε(t)ξ
s
0 , θ˙ε(t)) ∈ NεK(2µ(t− ψε(t))ξs0 ,−V ′(θε(t))) (7.4)
ψε(0) = 0 , θε(0) = θ0 . (7.5)
According to (2.24) and (7.1) we have
NεK(σ, ζ) =
1
ε
(σ, ζ)√
|σ|2 + ζ2 (
√
|σ|2 + ζ2 − 1)+ . (7.6)
As NεK is Lipschitz continuous we have ψε , θε ∈ C1([0,+∞)). It is easy to see that in the
interval [0, t0] the pair (ψε(t), θε(t)) := (0, θ0) is a solution to (7.4) and (7.5).
By Remark 4.2 we have
(2µ(t− ψε(t))ξs0 − εψ˙ε(t)ξs0 ,−V ′(θε(t))− εθ˙ε(t)) ∈ ∂H(ψ˙ε(t)ξs0 , θ˙ε(t)) (7.7)
for every t ∈ [0,+∞). Let us prove that
t− ψε(t) > 0 (7.8)
for every t ≥ t0 . We argue by contradiction. If (7.8) is not true, let
t1 := inf{t > t0 : t− ψ(t) ≤ 0} .
Since ψε(t0) = 0, by continuity we have t1 > t0 , t1 − ψε(t1) = 0, and t − ψε(t) > 0 for
t ∈ [t0, t1). It follows that 1 − ψ˙ε(t1) ≤ 0. On the other hand, (7.4) and (7.6) imply that
ψ˙ε(t1) = 0, which contradicts the previous inequality. This concludes the proof of (7.8).
We now show that for every t ≥ t0 we have
(2µ(t− ψε(t))ξs0 − εψ˙ε(t)ξs0 ,−V ′(θε(t))− εθ˙ε(t)) ∈ ∂K , (7.9)
which is equivalent to
|ξs0|2[2µ(t− ψε(t))− εψ˙ε(t)]2 + [V ′(θε(t)) + εθ˙ε(t)]2 = 1 . (7.10)
Arguing by contradiction, let us consider a maximal open interval (τ1, τ2) in which (7.9)
does not hold. Since ∂H(ξ, θ) ⊂ ∂K for every (ξ, θ) 6= (0, 0), we deduce from (7.7) that
ψ˙ε(t) = θ˙ε(t) = 0 for every t ∈ (τ1, τ2). Therefore there exist two constants c1 and c2 such
that ψε(t) = c1 and θε(t) = c2 for every t ∈ (τ1, τ2). It follows that
(2µ(t− ψε(t))ξs0 − εψ˙ε(t)ξs0 ,−V ′(θε(t)) − εθ˙ε(t)) = (2µ(t− c1)ξs0 ,−V ′(c2)) ,
which by (7.7) gives √
4µ2(t− c1)2|ξs0|2 + V ′(c2)2 ≤ 1 (7.11)
By the maximality of (τ1, τ2) we have (2µ(τ1 − c1)ξs0 ,−V ′(c2)) ∈ ∂K and hence√
4µ2(τ1 − c1)2|ξs0 |2 + V ′(c2)2 = 1 .
On the other hand, on the interval (τ1, τ2) we have t− c1 > 0 by (7.8). This implies that√
4µ2(t− c1)2|ξs0|2 + V ′(c2)2 > 1
for every t ∈ (τ1, τ2) which contradicts (7.11) and concludes the proof of (7.9).
Using Definition 5.1 and the special form of the function (uε, eε,pε, zε), it is easy to
prove that there exist two left-continuous functions ψ : [0,+∞) → R and θ : [0,+∞) → R
such that
ψεk(t)→ ψ(t) , θεk(t)→ θ(t)
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for a.e. t ∈ [0,+∞). This property, together with the weak∗ left-continuity of e , p , and
z , implies that (7.2) holds for every t ≥ 0. Using (5.6) we obtain also εkψ˙εk(t) → 0 and
εkθ˙εk(t)→ 0 for a.e. t ≥ 0.
Passing to the limit in (7.10) and using again left-continuity, we get
4µ2|ξs0 |2(t− ψ(t))2 + V ′(θ(t))2 = 1
for every t ≥ 0. Since t− ψ(t) ≥ 0 by (7.8), we obtain (7.3). 
7.2. A second order equation for the regularized evolution. Thanks to (7.2) and
(7.3) the behaviour of an approximable quasistatic evolution is completely determined by a
function θ , which is the limit of a sequence of funtions θε related to the ε -regularized evo-
lution problem. The following lemma provides a careful analysis of a second order equation
satisfied by the functions θε . The special properties of the different terms appearing in this
equation will be important in the proof of the asymptotic behaviour of θε as ε → 0, and
consequently in the description of the limit function θ .
Lemma 7.2. Let ε > 0 and let θε be the function introduced in the proof of Theorem 7.1.
Then θε is the solution of the Cauchy problem
εθ¨ε = Fε(θε, θ˙ε) on [t0,+∞) , θε(t0) = 0 , θ˙ε(t0) = 0 , (7.12)
where
Fε(θ, θ˙) := A(θ, εθ˙) +B(θ, εθ˙)θ˙ , (7.13)
A(θ, v) := A0(θ)−A1(θ, v)v +A2(θ, v)v2 , (7.14)
A0(θ) := −2µ|ξs0|V ′(θ)
√
1− V ′(θ)2 , (7.15)
A1(θ, v) := 4µ|ξs0|
√
1− (V ′(θ) + v)2 +
+ 2µ|ξs0 |V ′(θ)
√
1− (V ′(θ) + v)2 −
√
1− V ′(θ)2
v
, (7.16)
A2(θ, v) := −2µ|ξ
s
0|
V ′(θ)
√
1− (V ′(θ) + v)2 , (7.17)
B(θ, v) := −B0(θ) +B1(θ)v +B2(θ)v2 −B3(θ)v3 , (7.18)
B0(θ) := 2µ(1− V ′(θ)2) + V ′(θ)2V ′′(θ) , (7.19)
B1(θ) := − (2µ− V
′′(θ))(1 − 3V ′(θ)2)
V ′(θ)
, (7.20)
B2(θ) := 3(2µ− V ′′(θ)) , (7.21)
B3(θ) := −2µ− V
′′(θ)
V ′(θ)
. (7.22)
Moreover, θ˙ε(t) > 0 for every t > t0 and θε(t)→ +∞ as t→ +∞ .
Remark 7.3. We observe that for every θ ≥ θ0 and every v ∈ [0,−V ′(θ)] all functions
A0, A1, A2, B1, B2, B3 are positive, except B0 . In particular, in this range the following
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inequalities hold:
−
√
3µ|ξs0 |V ′(θ0) ≤ A0(θ) ≤ µ|ξs0| , (7.23)
2µ|ξs0 | ≤ A1(θ, v) ≤ 4µ|ξs0| , (7.24)
2
√
3µ|ξs0 | ≤ A2(θ, v) ≤ −
2µ|ξs0|
V ′(θ0)
, (7.25)
3
2
µ− 1
8
≤ B0(θ) ≤ 2µ , (7.26)
µ ≤ B1(θ) ≤ − 1
V ′(θ0)
(2µ+
1
2
) , (7.27)
6µ ≤ B2(θ) ≤ 6µ+ 3
2
, (7.28)
4µ ≤ B3(θ) ≤ − 1
V ′(θ0)
(2µ+
1
2
) . (7.29)
Proof of Lemma 7.2. Let ψε be defined as in the proof of Theorem 7.1. We observe that
(7.4), (7.6), and (7.8) imply that ψ˙ε(t) ≥ 0 for every t ≥ t0 . Let us prove that also
θ˙ε(t) ≥ 0 for every t ≥ t0 . (7.30)
If not, we can define t2 = inf E , where E := {t > t0 : θ˙ε(t) < 0} . By (7.4) and (7.6) we
have −V ′(θε(t)) < 0 for every t ∈ E . By continuity,
−V ′(θε(t2)) ≤ 0 . (7.31)
On the other hand θ˙ε(t) ≥ 0 for every t ∈ [t0, t2] . Hence 0 < θ0 = θε(t0) ≤ θε(t2). As
−V ′ is increasing, we dedude that 0 < −V ′(θ0) ≤ V ′(θε(t2)), which contradicts (7.31) and
concludes the proof of (7.30).
By (7.9), the flow rule (7.7) is equivalent to saying that for every t ≥ t0 there exists
λ(t) ≥ 0 such that
λ(t)(2µ(t− ψε(t))− εψ˙ε(t)) = ψ˙ε(t) , (7.32)
λ(t)(−V ′(θε(t))− εθ˙ε(t)) = θ˙ε(t) . (7.33)
To simplify the notation it is convenient to introduce the function Wε : R×R → R defined
by
Wε(θ, y) := V
′(θ) + εy.
We shall frequently use the inequalities
−1
2
< Wε(θ, y) < 0
for every θ > 0 and y ∈ [0,−V ′(θ)/ε). Let us prove that
2µ(t− ψε(t))− εψ˙ε(t) > 0 , Wε(θε(t), θ˙ε(t)) < 0 (7.34)
for every t ≥ t0 . If ψ˙ε(t) > 0, the first inequality in (7.34) follows from (7.32). If ψ˙ε(t) = 0,
the same inequality follows from (7.8). If θ˙ε(t) > 0, the second inequality in (7.34) follows
from (7.33). Finally, as θε is nondecreasing by (7.30), we have 0 < −V ′(θ0) ≤ −V ′(θε(t))
for every t ≥ t0 . This implies the second inequality in (7.34) when θ˙ε(t) = 0.
From (7.33) and (7.34) we obtain
λ(t) = − θ˙ε(t)
Wε(θε(t), θ˙ε(t))
.
Substituting λ(t) in (7.32), we have
−2µθ˙ε(t)(t− ψε(t))
Wε(θε(t), θ˙ε(t))
= ψ˙ε(t)
(
1− εθ˙ε(t)
Wε(θε(t), θ˙ε(t))
)
= ψ˙ε(t)
V ′(θε(t))
Wε(θε(t), θ˙ε(t))
. (7.35)
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By (7.10), (7.34), and (7.35) we obtain
ψ˙ε(t) = − 1|ξs0 |
√
1−W 2ε (θε(t), θ˙ε(t))
Wε(θε(t), θ˙ε(t))
θ˙ε(t) . (7.36)
From (7.35) it follows that
2µ(t− ψε(t))θ˙ε(t) = V
′(θε(t))
|ξs0 |
√
1−W 2ε (θε(t), θ˙ε(t))
Wε(θε(t), θ˙ε(t))
θ˙ε(t) .
On the set where θ˙ε(t) 6= 0 we obtain
2µ(t− ψε(t)) = V
′(θε(t))
|ξs0 |
√
1−W 2ε (θε(t), θ˙ε(t))
Wε(θε(t), θ˙ε(t))
. (7.37)
On the set where θ˙ε = 0 (7.37) reduces to
2µ(t− ψε(t)) =
√
1−W 2ε (θε(t), θ˙ε(t))
|ξs0 |
.
which is a consequence of (7.10) and (7.34), taking into account that ψ˙ε(t) = 0 where
θ˙ε(t) = 0 (this can be easily deduced from (7.32), (7.33), and (7.34)).
By differentiating (7.37) and using (7.36) we finally obtain that θε satisfies the equation
in (7.12).
Since θε is of class C
1 on [0,+∞) and θε(t) = 0 for t ∈ [0, t0), we deduce that θε(t0) = 0
and θ˙ε(t0) = 0.
Let us prove that
θ˙ε(t) > 0 for every t > t0 . (7.38)
First we observe that the equation gives θ¨ε(t0) > 0, so θ˙ε(t) > 0 in a right neighbourhood
of t0 . If this inequality is not satisfied for every t > t0 , let τ be the first time greater than
t0 such that θ˙ε(τ) = 0. From the equation we get θ¨ε(τ) = Fε(θε(τ), 0) = A0(θε(τ)) > 0,
which leads to a contradiction with the definition of τ , and concludes the proof of (7.38).
Let
θ¯ := lim
t→+∞
θε(t) .
We want to prove that θ¯ = +∞ . If not, by (7.34) and by the monotonicity of θε , we have
that
0 ≤ εθ˙ε(t) ≤ −V ′(θε(t)) ≤ −V ′(θ¯) , θ0 ≤ θε(t) ≤ θ¯ .
This implies that the pair (θε(t), θ˙ε(t)) is bounded on [t0,+∞). It follows from equation
(7.12) that θ˙ε is globally Lipschitz continuous on [t0,+∞) with some constant L > 0.
Let us prove that
lim
t→+∞
θ˙ε(t) = 0 . (7.39)
If not there exist a sequence tk → +∞ and a constant c > 0 such that θ˙ε(tk) ≥ c for every
k . It follows from the Lipschitz continuity of θ˙ε that
θ˙ε(t) ≥ c
2
on the intervals (tk− c2L , tk+ c2L ). This obviously contradicts the assumption that θ¯ < +∞
and concludes the proof of (7.39).
Let us consider a sequence τk → +∞ such that θ¨ε(τk) → 0. It follows from (7.12) that
Fε(θε(τk), θ˙ε(τk)) → 0. Passing to the limit we deduce Fε(θ¯, 0) = 0, which is impossible
since Fε(θ¯, 0) = A0(θ¯) > 0. This shows that θ¯ = +∞ and concludes the proof of the
lemma. 
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7.3. Fast dynamics. In the rest of the section we shall prove that the function θ(t) given
in Theorem 7.1, which determines the internal variable in the quasistatic evolution, has at
most a jump time τ ∈ [t0,+∞). We shall show that the sequence θε(t) converges to θ(t)
uniformly on the compact sets of [t0, τ) ∪ (τ,+∞) and that on each of the two intervals
[t0, τ) and (τ,+∞) θ(t) is a solution of the equation of the slow dynamics
B0(θ(t))θ˙(t) = A0(θ(t)) .
Moreover B0(θ(t)) > 0 for every t ∈ (t0, τ) ∪ (τ,+∞). More precisely we shall prove that
if B0(θ) ≥ 0 for every θ ∈ [θ0,+∞), then there is no jump point and therefore θ(t) is the
unique solution to the Cauchy problem
B0(θ(t)) θ˙(t) = A0(θ(t)) , θ(t0) = θ0 .
We shall prove (see Lemma 7.4) that for some values of µ we have B0(θ) ≥ 0 for every
θ ≥ 0. For other values of µ the function B0 has exactly two zeros α and β and B0(θ) > 0
for θ ∈ (0, α), B0(θ) < 0 for θ ∈ (α, β), and B0(θ) > 0 for θ ∈ (β,+∞). In this case there
is a jump time τ only when θ0 < β . More precisely if θ0 ∈ [α, β), then τ = t0 , while τ > t0
when θ0 ∈ (0, α). In both cases the jump of θ can be determined from the relation
θ(τ+) = Φ(θ(τ−)) ,
where the transition function Φ is defined, through the equation of the fast dynamics
w′(θ) = B(θ, w(θ)) . (7.40)
More precisely for every γ ∈ [α, β) Φ(γ) is defined as the first zero greater than γ of the
solution to the Cauchy problem
w′γ(θ) = B(θ, wγ(θ)) , wγ(γ) = 0 . (7.41)
Note that θ(τ−) = θ0 if θ0 ∈ [α, β) and hence τ = t0 , while θ(τ−) = α if θ0 ∈ (0, α).
The following lemma is concerned with the changes in sign of the function B0 .
Lemma 7.4. Let
µ0 :=
79
√
19− 344
108
√
7 + 2
√
19 = 0.0129 . . . and α0 :=
√
2
3
√√
19− 1 = 0.8639 . . . .
The following properties hold:
(a) if µ > µ0 , then B0(θ) > 0 for every θ > 0 ;
(b) if µ = µ0 , then B0(θ) > 0 for every θ 6= α0 ;
(c) if µ < µ0 , then there exist α and β , with 0 < α < α0 < β < +∞ , such that
B0(θ) > 0 for every θ ∈ (0, α) ∪ (β,+∞) and B0(θ) < 0 for every θ ∈ (α, β) ;
moreover we have B′0(α) < 0 and B
′
0(β) > 0 .
Proof. The results follow from the fact that the function
V ′(θ)2V ′′(θ)
V ′(θ)2 − 1 =
1
2
θ2
(4 + 3θ2)(1 + θ2)3/2
has a positive derivative in (0, α0), negative derivative in (α0,+∞), tends to 0 for θ → 0
and θ → +∞ , and takes the value 2µ0 at θ = α0 . 
The following lemma provides some properties of the solutions of the equation of the fast
dynamics (7.40).
Lemma 7.5. Assume µ < µ0 . For every γ ∈ [α, β) there exists a point Φ(γ) > β such that
the solution wγ to the Cauchy problem (7.41) satisfies wγ(θ) > 0 for every θ ∈ (γ,Φ(γ)) ,
wγ(Φ(γ)) = 0 , and w
′
γ(Φ(γ)) < 0 . Moreover the function Φ: [α, β)→ (β,Φ(α)] is continu-
ous, decreasing, and Φ(γ)→ β as γ → β .
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Proof. By direct computations we find that
B(θ,−V ′(θ)) = −V ′′(θ) > 0 , (7.42)
which implies that w(θ) := −V ′(θ) is a solution of the equation. By uniqueness we have
that wγ(θ) ≤ V ′(θ).
For v = 0 we have that
B(θ, 0) = −B0(θ) > 0 for θ ∈ (α, β) ,
B(θ, 0) = −B0(θ) < 0 for θ ∈ (β,+∞) . (7.43)
Since B(θ, v) is a polynomial of the third degree in v , the sign of its coefficients implies
that for every θ > 0 there exists a unique point v∗(θ) such that v 7→ B(θ, v) is increasing
on [0, v∗(θ)] and decreasing on [v∗(θ),+∞). It follows from (7.43) and (7.42) that
B(θ, v) > 0 for θ ∈ (α, β) and v ∈ [0,−V ′(θ)] . (7.44)
Using the definitions (7.18)–(7.22), we can prove that
lim
θ→+∞
B(θ, v) = µ(− 32 + v + 6v2 − 4v3) (7.45)
lim
θ→+∞
∂vB(θ, v) = µ(1 + 12v − 12v2) (7.46)
uniformly for every v ∈ [0, 12 ] . It follows that there exists θ¯ > β such that
∂vB(θ, v) ≥ 12µ (7.47)
for every θ ≥ θ¯ and every v ∈ [0, 12 ] .
For every v ∈ (0,−V ′(α)) let w(θ, v) be the solution of the Cauchy problem
w′(θ, v) = B(θ, w(θ, v)) , w(α, v) = v ,
where prime denotes derivative with respect to θ . We want to prove that for every v ∈
(0,−V ′(α)) there exists θˆ > α such that w(θˆ, v) = 0.
If not, there exists v0 ∈ (0,−V ′(α)) such that w(θ, v0) > 0 for every θ > α . By
comparison we have also that 0 < w(θ, v) < −V ′(θ) for every θ > α and every v ∈
[v0,−V ′(α)). Note that this inequality ensures that θ 7→ w(θ, v) is defined on [α,+∞).
Taking the partial derivative with respect to v , we obtain
(∂vw)
′(θ, v) = ∂vB(θ, w(θ, v))∂vw(θ, v) , ∂vw(α, v) = 1 .
By (7.47) we have
∂vw(θ, v) ≥ ∂vw(θ¯, v)e 12µ(θ−θ¯)
for θ ≥ θ¯ . Integrating this inequality with respect to v between v0 and −V ′(α), we obtain
−V ′(θ)− w(θ, v0) = w(θ,−V ′(α))− w(θ, v0) ≥
≥ (w(θ¯,−V ′(α)) − w(θ¯, v0))e 12µ(θ−θ¯) = (−V ′(θ¯)− w(θ¯, v0))e 12µ(θ−θ¯) .
As −V ′(θ¯)− w(θ¯, v0) > 0 by uniqueness and −V ′(θ) → 1/2, we conclude that w(θ, v0) →
−∞ as θ → +∞ , which contradicts our assumption.
By (7.44) we have wγ(θ) ≥ 0 for θ ∈ (γ, β] whenever γ ∈ (α, β). The same conclusion
can be obtained also when γ = α , using the fact that w′α(α) = B(α, 0) = −B0(α) = 0
and w′′α(α) = ∂θB(α, 0) = −B′0(α) > 0 (this can be easily deduced from equation (7.41)
and from Lemma 7.4). On the other hand by comparison we have wγ(θ) ≤ w(θ, v) for
every v ∈ (0,−V ′(α)). Since the function w(·, v) vanishes at some point we conclude
that wγ vanishes too. Then we define Φ(γ) as the smallest θ > γ for which wγ(θ) = 0.
From the previous discussion it follows that Φ(γ) > β , hence w′γ(Φ(γ)) < 0 by (7.43).
This fact, together with the continuous dependence on the initial data, implies that Φ is
continuous. It follows from a comparison argument that α ≤ θ1 < θ2 < β implies that
β < Φ(θ2) < Φ(θ1) ≤ α . Arguing as before, we can prove that the solution wβ of the
Cauchy problem (7.41) for γ = β satisfies w′β(β) = 0 and w
′′
β(β) < 0, hence wβ(θ) < 0 for
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θ in a right neighbourhood of β . By the continuous dependence on the data this implies
that Φ(γ)→ β as γ → β . 
7.4. Complete description of the quasistatic evolution. We are now ready to prove
the main result of this section. Let µ0 , α , and β be as in Lemma 7.4.
Theorem 7.6. Under the hypotheses of Theorem 7.1 there exists a unique approximable
quasistatic evolution with boundary datum w and initial condition (u0, e0, p0, z0) . It is
spatially regular and satisfies (7.2) and (7.3).
(a) If µ ≥ µ0 or if µ < µ0 and θ0 ≥ β , then in the interval (t0,+∞) the function θ(t)
coincides with the unique absolutely continuous solution of the Cauchy problem
B0(θ(t)) θ˙(t) = A0(θ(t)) , θ(t0) = θ0 . (7.48)
(b) If µ < µ0 and α ≤ θ0 < β , then in the interval (t0,+∞) the function θ(t) coincides
with the unique absolutely continuous solution of the Cauchy problem
B0(θ(t)) θ˙(t) = A0(θ(t)) , θ(t0) = Φ(θ0) . (7.49)
(c) if µ < µ0 and 0 < θ0 < α , then there exists a unique τ > t0 with θ(τ) = α ,
such that on the interval (t0, τ ] θ(t) coincides with the unique absolutely continuous
solution of the Cauchy problem
B0(θ(t)) θ˙(t) = A0(θ(t)) , θ(t0) = θ0 , (7.50)
while on the interval (τ,+∞) the function θ(t) coincides with the unique absolutely
continuous solution of the Cauchy problem
B0(θ(t)) θ˙(t) = A0(θ(t)) , θ(τ) = Φ(α) . (7.51)
Remark 7.7. In all cases
θ(t)→ +∞ and t− ψ(t)→
√
3
4
1
µ|ξs0 |
as t→ +∞ . By (7.2) we have
σ(t)→
√
3
4
ξs0
|ξs0|
as t→ +∞ . As θ(t) is increasing we deduce from (7.2) and (7.3) that |σ(t)| is decreasing
for t ≥ t0 , reflecting the fact that the material softens as plastic deformation proceeds. The
asymptotic value of the stress coincides with the value that can be obtained in the perfectly
plastic case with elastic domain
K∞ :=
⋂
θ∈R
K(−V ′(θ)) ,
where K(ζ) is defined by (2.14). This reflects the fact that, with this loading program,
the material behaves in the weakest way permitted by its internal variable as time tends to
infinity.
In case (a) the functions e , p , and z are continuous with respect to t . In case (b) they
are discontinuous only at t = t0 while in case (c) they are discontinuous only at a point
τ > t0 (see Figures 1, 2, 3).
In case (a) the energy inequality (5.13) of Remark 5.5 holds with equality. In cases (b)
and (c) the inequality is strict when T is larger than the discontinuity time. In other words,
an instantaneous dissipation occurs at the discontinuity time.
Proof of Theorem 7.6. We begin by studying case (c). Let ϕ : (0, α) ∪ (β,+∞) → (0,+∞)
be the C∞ function defined by
ϕ(θ) :=
A0(θ)
B0(θ)
. (7.52)
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Ew
σ
Figure 1. Stress vs. imposed strain in case (a).
Ew
σ
Figure 2. Stress vs. imposed strain in case (b).
Ew
σ
Figure 3. Stress vs. imposed strain in case (c).
By direct computations we see that
lim
θ→+∞
ϕ(θ) =
1√
3
|ξs0 | , (7.53)
inf
θ≥θ0
ϕ(θ) ≥ ϕ0 := −
√
3
2
|ξs0 |V ′(θ0) > 0 , (7.54)
lim
θ→+∞
ϕ′(θ) = 0 . (7.55)
42 G. DAL MASO, A. DESIMONE, M.G. MORA, AND M. MORINI
For every ε > 0 it is useful to introduce the ε -scaled version of the velocity, considered
as a function of θ , and denoted by vε(θ). It is characterized by the equality
vε(θε(t)) := εθ˙ε(t) , (7.56)
and satisfies the condition
v′ε(θε(t)) = ε
θ¨ε(t)
θ˙ε(t)
= ε2
θ¨ε(t)
vε(θε(t))
, (7.57)
where prime denotes the derivative with respect to θ . From (7.12)–(7.22) it follows that
v′ε(θ) = ε
A0(θ)
vε(θ)
+Bε(θ, vε(θ)) , (7.58)
where
Bε(θ, v) := B(θ, v) − εA1(θ, v) + εA2(θ, v)v . (7.59)
By (7.34) and (7.38) we have
0 ≤ vε(θ) < −V ′(θ) for every θ ≥ θ0 . (7.60)
The proof will be split into several steps which describe the behaviour of θε(t) in different
intervals. Since we are considering case (c), we have µ < µ0 and 0 < θ0 < α .
Step (c)1 . Behaviour near θ0 . Let us fix θ1 > θ0 such that B0(θ) > 0 for θ ∈ [θ0, θ1] .
Let 0 < η1 < min{ϕ0, θ1 − θ0, 1} , and let ε1 ∈ (0, 1). For every η ∈ (0, η1) and every
ε ∈ (0, ε1) let θ1ε,η be the the largest element of (θ0, θ1] such that vε(θ) ≤ ε(ϕ(θ) − η) for
every θ ∈ [θ0, θ1ε,η] .
In the interval (θ0, θ
1
ε,η] it is convenient to write equation (7.58) in the form
v′ε(θ) = ε
A0(θ)
vε(θ)
−B0(θ) +Rε(θ, vε(θ)) , (7.61)
where, by (7.18) and (7.59),
Rε(θ, v) := −εA1(θ, v) + εA2(θ, v)v +B1(θ)v +B2(θ)v2 −B3(θ)v3 . (7.62)
By (7.24)–(7.29) and (7.60) there exists a constant r0 , independent of ε and η , such that
the rest Rε(θ, vε(θ)) can be estimated by
|Rε(θ, vε(θ))| ≤ r0ε (7.63)
for all θ ∈ [θ0, θ1ε,η] . Since
ε
vε(θ)
≥ 1
ϕ(θ)− η
for every θ ∈ (θ0, θ1ε,η] , recalling (7.52) we obtain
v′ε(θ) ≥
η
ϕ(θ) − ηB0(θ) +Rε(θ, vε(θ))
in the same interval. By (7.54) and (7.63) for every θ ∈ (θ0, θ1ε,η] we have
v′ε(θ) ≥
b0
ϕ0
η − r0ε ,
where b0 > 0 is the minimum of B0(θ) on the interval [θ0, θ1] . This implies
vε(θ) ≥ b0η
2ϕ0
(θ − θ0) .
whenever 0 < ε < b0η/(2r0ϕ0).
Let ϕ1 be the maximum of ϕ(θ) on the interval [θ0, θ1] . As vε(θ
1
ε,η) ≤ εϕ(θ1ε,η) ≤ εϕ1 ,
we obtain
θ1ε,η − θ0 ≤
ε
η
2ϕ0ϕ1
b0
< θ1 − θ0 , (7.64)
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whenever 0 < ε < ε1(η) := min{ηb0/(2r0ϕ0), η(θ1 − θ0)b0/(2ϕ0ϕ1), ε1} . This implies that
vε(θ
1
ε,η) = ε(ϕ(θ
1
ε,η)− η) . (7.65)
Let t1ε,η be the time such that θε(t
1
ε,η) = θ
1
ε,η . From (7.23), (7.26), (7.61), and (7.63) we
obtain
ε
vε(θ)
a0 ≤ v′ε(θ) + 2µ+ r0ε in (θ0, θ1ε,η] ,
where a0 := −
√
3|ξs0 |V ′(θ0) > 0. This implies
t1ε,η − t0 = ε
∫ θ1ε,η
θ0
dθ
vε(θ)
≤ 1
a0
∫ θ1ε,η
θ0
v′ε(θ) dθ +
2µ
a0
(θ1ε,η − θ0) +
r0
a0
ε(θ1ε,η − θ0) ≤
≤ ε
a0
ϕ(θ1ε,η) +
ε
η
4µϕ0ϕ1
a0b0
+
ε2
η
2r0ϕ0ϕ1
a0b0
.
Hence there exists a constant c1 such that
t1ε,η − t0 ≤ c1
ε
η
(7.66)
for 0 < η < η1 and 0 < ε < ε1(η).
Step (c)2 . Behaviour between θ0 and α . We want to prove that for every η ∈ (0, η1) there
exists ε2(η) ∈ (0, ε1(η)) such that ∣∣∣vε(θ)
ε
− ϕ(θ)
∣∣∣ ≤ η (7.67)
for every ε ∈ (0, ε2(η)) and every θ ∈ [θ1ε,η, α − η] . Since this inequality is satisfied for
θ = θ1ε,η by (7.65), considering the equation satisfied by vε/ε , it is enough to prove that
A0(θ)
ϕ(θ) + η
−B0(θ) +Rε(θ, ε(ϕ(θ) + η)) < εϕ′(θ) < A0(θ)
ϕ(θ)− η −B0(θ) +Rε(θ, ε(ϕ(θ) − η)) .
Arguing as in the previous step, we can show that Rε(θ, ε(ϕ(θ) ± η)) → 0 as ε → 0,
uniformly on [θ0, α − η] . The conclusion follows from the fact that εϕ′(θ) → 0 uniformly
on the same interval and that
A0(θ)
ϕ(θ) + η
−B0(θ) = − η
ϕ(θ) + η
B0(θ) < 0 ,
A0(θ)
ϕ(θ) − η −B0(θ) =
η
ϕ(θ) − ηB0(θ) > 0
on [θ0, α− η] . This concludes the proof of (7.67).
Let t2ε,η be the time such that θε(t
2
ε,η) = α− η . By (7.67) we have
|θ˙ε(t)− ϕ(θε(t))| ≤ η (7.68)
for every t ∈ [t1ε,η, t2ε,η] . From (7.55) it follows that for every t ∈ [t1ε,η, t2ε,η]
0 < ϕ0 − η ≤ θ˙ε(t) ≤ ϕˆη0 (7.69)
where ϕˆη0 is the maximum of ϕ(θ) + η on the interval [θ0, α− η] . This implies that
α− η − θ1ε,η
ϕˆη0
≤ t2ε,η − t1ε,η ≤
α− η − θ1ε,η
ϕ0 − η .
By (7.66) for every η ∈ (0, η1) we have t1ε,η → t0 as ε → 0. By compactness we can
assume that there exist t2η > t0 such that t
2
ε,η → t2η as ε → 0 along a suitable sequence.
As t2ε,η < t
2
ε,δ for δ < η , we have t
2
η < t
2
δ for δ < η . This implies that there exists
τ ∈ (t0,+∞) such that t2η → τ as η → 0. By (7.69), using a diagonal argument, we can
find a subsequence, still denoted θε , and a locally Lipschitz function θ∗ : (t0, τ) → R such
that for every 0 < η < η1 and every t0 < tˆ1 < tˆ2 < t
2
η we have
θε → θ∗ uniformly in [tˆ1, tˆ2] , (7.70)
θ˙ε ⇀ θ˙∗ weakly∗ in L∞([tˆ1, tˆ2]) . (7.71)
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Passing to the limit in (7.68), we deduce that |θ˙∗(t) − ϕ(θ∗(t))| ≤ η almost everywhere in
(t0, t
2
η). By the arbitrariness of η > 0 we get that θ∗ is a C
1 solution of the equation
θ˙∗(t) = ϕ(θ∗(t)) (7.72)
for t ∈ (t0, τ).
Let us fix η ∈ (0, η1). By (7.66) for every t ∈ (t0, t2η) we have that t ∈ (t1ε,η, t2ε,η) for ε
small enough, which gives, thanks to (7.69),
|θε(t)− θ1ε,η| ≤ (t− t1ε,η)ϕˆη0 ≤ (t− t0)ϕˆη0 .
Passing to the limit as ε→ 0, and using (7.64), we deduce that
|θ∗(t)− θ0| ≤ (t− t0)ϕˆη0 .
This shows that θ∗ satisfies θ∗(t0) = θ0 . By uniqueness of the solution of the Cauchy
problem (7.50) we deduce that θ∗(t) = θ(t) for every t ∈ (t0, τ). This implies that the full
sequence θε tends to θ , as ε→ 0, uniformly on compact subsets of (t0, τ).
As t2ε,η → t2η ∈ (t0, τ) and θε(t2ε,η) = α − η , we deduce that θ(t2η) = α − η , and hence
θ(τ) = α .
Step (c)3 . Behaviour near α . Assume η ∈ (0, η1) and 0 < ε < min{η/(ϕ(α−η)+η), ε2(η)} .
Remark that (7.67) implies vε(α− η) < η . We want to find η3 ∈ (0, η1) such that for every
η ∈ (0, η3) there exists ε3(η) ∈ (0, ε2(η)) for which
vε(θ) ≤ η (7.73)
for every ε ∈ (0, ε3(η)) and every θ ∈ [α− η, α] . Let θˆ be the largest element of [α− η, α]
such that (7.73) is true for every θ ∈ [α− η, θˆ] . By (7.62) the rest of equation (7.61) can be
estimated for ε < η < η1 and θ ∈ [α− η, θˆ] by
|Rε(θ, vε(θ))| ≤ r1η (7.74)
for a suitable constant r1 independent of η and ε . Since B0(θ) > 0 for θ ∈ [α − η, θˆ] , by
(7.23) and (7.61) we have
v′ε(θ) ≤ ε
aˆ0
vε(θ)
+ r1η ,
where aˆ0 := µ|ξs0 | .
Let wε be the solution of the Cauchy problem
w′ε(θ) = ε
aˆ0
wε(θ)
+ r1η , w(α− η) = aˆ0
√
ε .
By (7.67) for ε small enough we have vε(α− η) < ε(ϕ(α− η) + η) < aˆ0
√
ε , which implies,
by a comparison argument, that
vε(θ) ≤ wε(θ) (7.75)
for every θ ∈ [α− η, θˆ] . Since wε is increasing, we have w′ε(θ) ≤
√
ε+ r1η , which gives
wε(θ) ≤ aˆ0
√
ε+ (
√
ε+ r1η)(θ − α+ η) .
If η < η3 := min{1/r1, η1} and ε < ε3(η) := min{(1 − η1)2η2/(aˆ0 + η)2, η/(ϕ(α− η) + η),
ε2(η)} , by (7.75) we have vε(θ) < η for every θ ∈ [α− η, θˆ] , which implies that θˆ = α and
concludes the proof of (7.73).
Let t3ε be the time such that θε(t
3
ε) = α . Let us prove that t
3
ε − t2ε,η is uniformly small.
To this aim, we observe that (7.23), (7.61), and (7.74) give
v′ε(θ) ≥ ε
a0
vε(θ)
−B0(θ)− r1η for every θ ∈ (α− η, α) ,
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where a0 := −
√
3µ|ξs0 |V ′(θ0) > 0. Using (7.26), (7.73), and the inequality r1η < 1, we
obtain for 0 < η < η3 and 0 < ε < ε3(η)
t3ε − t2ε,η =
∫ α
α−η
ε
vε(θ)
dθ ≤ 1
a0
∫ α
α−η
(
v′ε(θ) +B0(θ) + r1η
)
dθ ≤ 2µ+ 2
a0
η . (7.76)
Let us prove that
lim
ε→0
t3ε = τ . (7.77)
For 0 < η < η3 and 0 < ε < ε3(η) we have
|t3ε − τ | ≤ |t3ε − t2ε,η|+ |t2ε,η − t2η|+ |t2η − τ | .
Using (7.76), we deduce that
lim sup
ε→0
|t3ε − τ | ≤
2µ+ 2
a0
η + |t2η − τ | .
Passing to the limit as η → 0, we obtain (7.77).
Step (c)4 . Behaviour between α and Φ(α) . Let wα be the solution of the Cauchy problem
(7.41) with γ = α . We want to find η4 ∈ (0, η3) such that for every η ∈ (0, η4) there exist
ε4(η) ∈ (0, ε3(η)) for which
wα(θ) − η ≤ vε(θ) ≤ wα(θ) + η (7.78)
for every ε ∈ (0, ε4(η)) and every θ ∈ [α,Φ(α) − η] . This will be done by comparing the
equations (7.41) and (7.58) satisfied by wα and vε , respectively.
By (7.24), (7.25), and (7.59) we have
B(θ, v) − a1ε ≤ Bε(θ, v) ≤ B(θ, v) + a2ε (7.79)
for θ ≥ θ0 and v ∈ [0,−V ′(θ)] , were a1 := 4µ|ξs0| and a2 := −µ|ξs0|/V ′(θ0). For every
ρ ∈ R let zρ be the solution of the the Cauchy problem
z′ρ(θ) = ρ+B(θ, zρ(θ)) , zρ(α) = ρ (7.80)
By comparing (7.58) with this equation, we obtain that, if 0 < ε < −ρ/a1 , then vε(θ) ≥
zρ(θ) for θ ≥ α . By the continuous dependence on initial data zρ → wα uniformly on
[α,Φ(α)] as ρ → 0. Therefore, for every η ∈ (0, η3) there exists ρ1(η) > 0 such that
zρ(θ) > wα(θ) − η for every ρ ∈ [−ρ1(η), 0] and every θ ∈ [α,Φ(α)] . It follows that, if
η ∈ (0, η3) and ε < ε14(η) := ρ1(η)/a1 , then the first inequality in (7.78) is satisfied for every
θ ∈ [α,Φ(α)] .
In the previous step we have proved that vε(α) ≤ η for η < η3 and ε < ε3(η). Let us
fix η ∈ (0, η3), ρ ∈ (0, 1), and ε ∈ (0, ε3(η)) with ε < ρη . If vε(α) ≥ ε/ρ , we set θ4ε,ρ := α .
If vε(α) < ε/ρ , let θ
4
ε,ρ be the greatest element of [α, β] such that vε(θ) ≤ ε/ρ for every
θ ∈ [α, θ4ε,ρ] . From (7.44) and (7.79) it follows that Bε(θ, v) ≥ −a1ε for θ ∈ [α, β] and
v ∈ [0,−V ′(θ)] . Using (7.23), (7.58), and (7.60) we deduce that v′ε(θ) ≥ ε(a0/vε(θ)) − a1ε ,
with a0 := −
√
3|ξs0|V ′(θ0) > 0, hence vε(θ)v′ε(θ) ≥ a0ε − a1ε2/ρ for every θ ∈ [α, θ4ε,ρ] .
If ε < ε24(η, ρ) := min{ρa0/(2a1), ρ η, ε14(η)} we obtain vε(θ)v′ε(θ) ≥ εa0/2 for every θ ∈
[α, θ4ε,ρ] , hence, by integrating,
vε(θ)
2 ≥ a0ε(θ − α) for every θ ∈ [α, θ4ε,ρ] . (7.81)
It follows that
0 ≤ θ4ε,ρ − α ≤
ε
a0ρ2
. (7.82)
In particular, if vε(α) < ε/ρ and ε < ε
3
4(η, ρ) := min{(β−α)a0ρ2, ε24(η, ρ)} , we have θ4ε,ρ < β
and
vε(θ
4
ε,ρ) =
ε
ρ
(7.83)
46 G. DAL MASO, A. DESIMONE, M.G. MORA, AND M. MORINI
and
vε(θ) ≤ η for every θ ∈ [α, θ4ε,ρ] . (7.84)
Let τ4ε,ρ be the time for which θε(τ
4
ε,ρ) = θ
4
ε,ρ . Using (7.81) and (7.82) we deduce that
τ4ε,ρ − t3ε = ε
∫ θ4ε,ρ
α
dθ
vε(θ)
≤
√
ε√
a0
∫ θ4ε,ρ
α
dθ√
θ − α =
2
√
ε√
a0
√
θ4ε,ρ − α ≤
2ε
a0ρ
≤ 2
a0
η . (7.85)
Suppose that η < η14 := min{a0/(3a1), wα(β)/3, η3} , ρ ∈ (0, 1), and ε < ε44(η, ρ) :=
min{ρη14 , ε34(η, ρ)} . Let θ4ε be the greatest element of [α, β] such that
vε(θ) ≤ 2η14 for every θ ∈ [α, θ4ε ] . (7.86)
By (7.84) we have θ4ε,ρ < θ
4
ε . By the first inequality in (7.78) we have vε(β) > wα(β)− η ≥
2η14 , hence θ
4
ε < β and
vε(θ
4
ε) = 2η
1
4 . (7.87)
We want to prove that θ4ε −α is larger than a positive constant, independent of ε . Using
(7.23), (7.58), (7.79), and (7.60) we deduce that v′ε(θ) ≥ ε(a0/vε(θ))− εa1 ≥ ε((a0/(2η14))−
a1) > 0 for every θ ∈ [α, θ4ε ] . This implies that vε is increasing on [α, θ4ε ] , therefore
vε(θ) ≥ ε
ρ
for every θ ∈ [θ4ε,ρ, θ4ε ] . (7.88)
As vε(α) ≤ η < η14 and vε(θ4ε) = 2η14 , there exists a unique point θˆ4ε in (α, θ4ε) such that
vε(θˆ
4
ε) = η
1
4 . It follows that vε(θ) ≥ η14 for every θ ∈ [θˆ4ε , θ4ε ] . By (7.23)–(7.29) there
exists a constant b1 > 0 such that Bε(θ, v) ≤ b1 for every ε ∈ (0, 1), θ ∈ [θ0,+∞), and
v ∈ [0,−V ′(θ)] . Let aˆ0 := µ|ξs0 | . Using (7.23), (7.58), and (7.60) we obtain
v′ε(θ) ≤
εaˆ0
vε(θ)
+ b1 ≤ ε aˆ0
η14
+ b1 ≤ 2b1
for every θ ∈ [θˆ4ε , θ4ε ] and every ε < ε54(η, ρ) := min{η14b1/aˆ0, ε44(η, ρ)} . Therefore (7.87)
gives
η14 = vε(θ
4
ε)− vε(θˆ4ε) =
∫ θ4ε
θˆ4ε
v′ε(θ) dθ ≤ 2b1(θ4ε − θˆ4ε) ,
which implies
θ4ε − α ≥ θ4ε − θˆ4ε ≥
η14
2b1
. (7.89)
For every η < η24 := min{β − α,Φ(α) − β, η14/(2b1), η14} we define
mη := min{wα(θ) : α+ η ≤ θ ≤ Φ(α)− η} > 0 .
Since mη → 0 as η → 0, there exists η4 ∈ (0, η24) such that mη < η3 < 1 for every η < η4 .
Using (7.89) and the first inequality in (7.78) (with η replaced by mη/2) we obtain that
vε(θ) ≥ mη
2
≥ ε
ρ
for θ ∈ [θ4ε ,Φ(α)− η]
provided that η < η4 , ρ < 1, and ε < ε
6
4(η, ρ) := min{ε14(mη/2), ρmη/2, ε54(η, ρ)} . Using
also (7.88) we obtain
vε(θ) ≥ ε
ρ
for every θ ∈ [θ4ε,ρ,Φ(α) − η] . (7.90)
Let t4ε,η be the time for which θε(t
4
ε,η) = Φ(α) − η . From the previous estimate we have
t4ε,η − τ4ε,ρ = ε
∫ Φ(α)−η
θ4ε,ρ
dθ
vε(θ)
≤ ρ(Φ(α)− α) < η(Φ(α) − α) , (7.91)
if we have also ρ < η .
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By (7.23), (7.58), (7.79), (7.60), and (7.90) we obtain
v′ε(θ) ≤ (aˆ0 + a2)ρ+B(θ, vε(θ)) for every θ ∈ [θ4ε,ρ,Φ(α)− η] ,
whenever 0 < η < η4 , 0 < ρ < η , and 0 < ε < ε
6
4(η, ρ) (recall that ε
6
4(η, ρ) < ρ). Replacing
ρ by ρ/(aˆ0 + a2) we obtain
v′ε(θ) ≤ ρ+B(θ, vε(θ)) for every θ ∈ [θ4ε,ρ,Φ(α)− η] ,
whenever 0 < η < η4 , 0 < ρ < ρ2(η) := min{η, η(aˆ0 + a2)} , and 0 < ε < ε74(η, ρ) :=
min{ε64(η, ρ), ε64(η, ρ/(aˆ0 + a2))} .
If 0 < ε < ε84(η, ρ) := min{ε34(ρ, ρ), ε74(η, ρ)} , by (7.84) we have vε(θ4ε,ρ) ≤ ρ . By (7.44)
the solution zρ of (7.80) is increasing on [α, β] , hence zρ(θ
4
ε,ρ) ≥ ρ . By comparison we have
vε(θ) ≤ zρ(θ) for every θ ∈ [θ4ε,ρ,Φ(α) − η] . (7.92)
On the other hand by the continuous dependence on the data zρ → wα uniformly on
[α,Φ(α)] as ρ → 0. Therefore, for every η < η4 there exists ρ4(η) ∈ (0, ρ3(η)) such
that zρ(θ) ≤ wα(θ) + η for every ρ ∈ (0, ρ3(η)) and every θ ∈ [α,Φ(α)] . By (7.92)
we have vε(θ) ≤ wα(θ) + η for every θ ∈ [θ4ε,ρ4(η),Φ(α) − η] when η < η4 and ε <
ε4(η) := min{ε84(η, ρ4(η)), η2} , which proves the second inequality in (7.78) on the interval
[θ4ε,ρ4(η),Φ(α) − η] . The same upper bound on the interval [α, θ4ε,ρ4(η)] follows from (7.84).
Step (c)5 . Behaviour near Φ(α) . By (7.78) we obtain in particular
wα(Φ(α)− η2)− η3 ≤ vε(Φ(α)− η2) ≤ wα(Φ(α)− η2) + η3
for every η ∈ (0, η4) and every ε ∈ (0, ε4(η3)). As w′α(Φ(α)) = −B0(Φ(α)) < 0, there exist
two constants c2, c3 > 0 and a constant η
1
5 ∈ (0, η4) such that
c2η
2 ≤ vε(Φ(α)− η2) ≤ c3η2 (7.93)
for η ∈ (0, η15). Note that for ε < ε15(η) := min{c2η2/(ϕ(Φ(α)− η2) + η), ε4(η2), ε4(η3)} we
have
ε(ϕ(Φ(α) − η2) + η) < vε(Φ(α) − η2) .
For any η < η15 and ε < ε
1
5(η) let θ
5
ε,η be the largest element of [Φ(α) − η2,Φ(α) + 1]
such that
ε(ϕ(θ) + η) ≤ vε(θ) ≤ c3η2
for all θ ∈ [Φ(α) − η2, θ5ε,η] . Using (7.16)–(7.29) the rest Rε in equation (7.61) can be
estimated by
|Rε(θ, vε(θ))| ≤ r2(ε+ η) , (7.94)
for every θ ∈ [Φ(α) − η2, θ5ε,η] , where r2 is a constant independent of η and ε . Since
ε
vε(θ)
≤ 1
ϕ(θ) + η
for every θ ∈ [Φ(α) − η2, θ5ε,η] , recalling (7.52) we obtain from (7.61)
v′ε(θ) ≤ −
η
ϕ(θ) + η
B0(θ) +Rε(θ, vε(θ))
in the same interval. Let bˆ0 > 0 be the infimum of B0(θ) for θ ≥ (Φ(α) + β)/2, and let
ϕˆ0 be the supremum of ϕ(θ) + 1 on the same half-line. By (7.54) and (7.94) in the interval
[Φ(α)− η2, θ5ε,η] we have the estimate
v′ε(θ) ≤ −
bˆ0
ϕˆ0
η + 2r2η ≤ − bˆ0
2ϕˆ0
η ,
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provided that η < η25 := min{bˆ0/(4r2ϕˆ0), η15} and 0 < ε < ε25 := min{η, ε15(η)} . As
vε(θ) > 0 by Lemma 7.2 and by (7.56), we obtain
bˆ0η
2ϕˆ0
(
θ5ε,η − Φ(α) + η2
) ≤ vε(Φ(α)− η2)− vε(θ5ε,η) ≤ c3η2 ,
where the last inequality follows from (7.93). Therefore there exists η5 ∈ (0, η25) and for
every η ∈ (0, η5) there exists ε5(η) ∈ (0, ε4(η)) such that
0 < θ5ε,η − Φ(α) + η2 ≤
2c3ϕˆ0
bˆ0
η < 1 (7.95)
for every ε ∈ (0, ε5(η)). As v′ε(θ) < 0 on [Φ(α) − η2, θ5ε,η] , from the maximality of θ5ε,η we
deduce that
vε(θ
5
ε,η) = ε(ϕ(θ
5
ε,η) + η) . (7.96)
Let t5ε,η be the time for which θε(t
5
ε,η) = θ
5
ε,η . Since vε(θ) ≥ ε(ϕ(θ) + η) for every
θ ∈ [Φ(α)− η2, θ5ε,η] , using (7.54) we obtain that
t5ε,η − t4ε,η2 = ε
∫ θ5ε,η
Φ(α)−η2
dθ
vε(θ)
≤
∫ θ5ε,η
Φ(α)−η2
dθ
ϕ(θ) + η
≤ 1
ϕ0
(θ5ε,η − Φ(α) + η2) ,
which, by (7.95), implies
t5ε,η − t4ε,η2 ≤
2c3ϕˆ0
bˆ0ϕ0
η (7.97)
for every η ∈ (0, η5) and for every ε ∈ (0, ε5(η)).
Step (c)6 . Behaviour between Φ(α) and +∞ . Using (7.96) and arguing as in Step (c)2 we
can prove that for every η ∈ (0, η5) there exists ε6(η) ∈ (0, ε5(η)) such that∣∣∣vε(θ)
ε
− ϕ(θ)
∣∣∣ < η
for every ε ∈ (0, ε6(η)) and every θ ∈ (θ5ε,η,+∞).
From (7.95) it follows that, passing to a subsequence, we have
θ5ε,η → θ5η as ε→ 0 and θ5η → Φ(α) as η → 0 .
Using (7.85), (7.91), and (7.97) we get
t5ε,η − t3ε = (t5ε,η − t4ε,η2) + (t4ε,η2 − τ4ε,ρ3(η2)) + (τ4ε,ρ3(η2) − t3ε) ≤
≤ 2
a0
η2 + (Φ(α) − α)η2 + 2c3ϕˆ0
bˆ0ϕ0
η
for every η ∈ (0, η5) and for every ε ∈ (0, ε5(η)) (recall that this implies ε < ε4(η2), hence
ε < ε44(η
2, ρ3(η
2)) and ε < ε64(η
2, ρ3(η
2))). Passing to a subsequence we obtain
t5ε,η → t5η as ε→ 0 and t5η → τ as η → 0 .
Arguing as in Step (c)2 , we deduce that θε(t) converges to the solution θ(t) to the Cauchy
problem (7.51) uniformly on compact subsets of (τ,+∞). This concludes the proof of
case (c).
In case (b) the proof is divided into three steps.
Step (b)1 . Behaviour between θ0 and Φ(θ0) . It is enough to repeat the proof of Step (c)4
with α replaced by θ0 .
Step (b)2 . Behaviour near Φ(θ0) . It is enough to repeat the proof of Step (c)5 with α
replaced by θ0 .
Step (b)3 . Behaviour between Φ(θ0) and +∞ . It is enough to repeat the proof of Step (c)6
with α replaced by θ0 .
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In case (a) we first assume that B0(θ) > 0 for θ ≥ θ0 . This happens when µ > µ0 , or
when µ = µ0 and θ0 > α0 , or when µ < µ0 and θ0 > β . In all these cases the proof is
divided into two steps.
Step (a)1 . Behaviour near θ0 . This is identical to Step (c)1 .
Step (a)2 . Behaviour between θ0 and +∞ . It is enough to repeat the proof of Step (c)6
with Φ(α) replaced by θ0 .
In the case µ < µ0 and θ0 = β , or µ = µ0 and θ0 = α0 , we have only to modify the
proof of Step (a)1 . First of all we find η1 ∈ (0, 1) such that for every η ∈ (0, η1) there exists
ε1(η) ∈ (0, η) for which
vε(θ) ≤ η
for every ε ∈ (0, ε1(η)) and every θ ∈ [β, β + η] (with β = α0 for µ = µ0 ). This can be
proved as in Step (c)3 , replacing α− η by β .
If vε(β+ η) > ε(ϕ(β+ η)+ η), we define θ
∗
ε,η as the largest element of [β+ η, β+1] such
that
ε(ϕ(θ) + η) ≤ vε(θ) ≤ η
for all θ ∈ [β + η, θ∗ε,η] . As in Step (c)5 , we can prove that θ∗ε,η → β + η as ε→ 0.
If vε(β+ η) < ε(ϕ(β+ η)− η), we define θ∗ε,η as the largest element of [β+ η, β+1] such
that
vε(θ) ≤ ε(ϕ(θ) − η)
for all θ ∈ [β + η, θ∗ε,η] . As in Step (c)1 , we can prove that θ∗ε,η → β + η as ε→ 0.
If ε(ϕ(β + η)− η) ≤ vε(β + η) ≤ ε(ϕ(β + η) + η), we define θ∗ε,η := β + η .
This concludes Step (a)1 in the case µ < µ0 and θ0 = β .
It remains to study the case µ = µ0 and θ0 < α0 . The proof is split into four steps.
Step (a′)1 . Behaviour near θ0 . This is identical to Step (c)1 .
Step (a′)2 . Behaviour between θ0 and α0 . This is identical to Step (c)2 .
Step (a′)3 . Behaviour near α0 . The behaviour in the interval [α0 − η, α0] can be studied
as in Step (c)3 , while the behaviour in a right neighbourhood of α0 can be studied as in
Step (a)1 for the case µ < µ0 and θ0 = β .
Step (a′)4 . Behaviour between α0 and +∞ . It is enough to repeat the proof of Step (c)6
with β replaced by α0 . 
8. Examples with concentrations and oscillations
In this section we consider solutions of the reduced problem in dimension d = 1 considered
in Section 6 and corresponding to simple shears. To simplify the exposition we take
µ = 12 and K
R := {(α, ζ) ∈ R×R : |α|+ |ζ| ≤ 2} , (8.1)
so that
σR(t) = eR(t) and HR(ξ, θ) = 2(|ξ| ∨ |θ|) . (8.2)
About the softening potential V we assume that
V (θ) = V (−θ) for every θ ∈ R (8.3)
and
V ′(θ) = −1 if and only if θ ≥ 1 . (8.4)
Together with the general assumptions (2.31) and (2.32), these conditions imply that −1 ≤
V ′(θ) ≤ 1 for every θ ∈ R and
−1 < V ′(θ) ≤ 0 for 0 ≤ θ < 1 . (8.5)
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We will consider the boundary datum
wR(t, y) := ty (8.6)
and the initial condition (uR0 , e
R
0 , p
R
0 , z
R
0 ), where
uR0 = 0 , e
R
0 = 0 , p
R
0 = 0 on [− 12 , 12 ] , (8.7)
and zR0 : [− 12 , 12 ]→ R is a suitable piecewise continuous function.
8.1. Strain localization. The following theorem describes an example where the strain
has a singular component supported by a lower dimensional manifold.
Theorem 8.1. Besides (8.1)–(8.7), assume that zR0 is continuous and z
R
0 (0) = 1 > z
R
0 (y) ≥
0 for every y 6= 0 . Let (uR, eR,µR) be a solution of the reduced problem for the approx-
imable quasistatic evolution with boundary datum wR and initial condition (uR0 , e
R
0 , p
R
0 , z
R
0 ) .
Then for every t ∈ [0,+∞) we have
uR(t, y) =


ty if t ∈ [0, 1] , y ∈ [− 12 , 12 ] ,
y + t− 1 if t ∈ (1,+∞) , y ∈ (0, 12 ] ,
y − t+ 1 if t ∈ (1,+∞) , y ∈ [− 12 , 0) ,
(8.8)
eR(t) = t ∧ 1 , µRt = δ(pR(t),zR(t)) , (8.9)
where
pR(t) := (t− 1)+δ0 , zR(t) := zR0 + (t− 1)+δ0 , (8.10)
δ0 being the unit Dirac mass concentrated at 0 . Moreover, for every T > 0 we have
DHR(µR; 0, T ) = 2(T − 1)+ , (8.11)
and the energy inequality (ev4) of Theorem 5.4 holds with equality.
Remark 8.2. In this example we see the phenomenon of strain localization at y = 0 even
if the boundary and initial data are smooth. If the reduced one-dimensional problem is used
to describe the evolution of simple shears, this example exhibits the formation of a shear
band on the plane x1 = 0 for every time t > 1.
Proof of Theorem 8.1. By Remark 4.10 for every ε > 0 the solution (uRε , e
R
ε ,p
R
ε , z
R
ε ) of the
reduced ε -regularized evolution problem with boundary datum wR and initial condition
(uR0 , e
R
0 , p
R
0 , z
R
0 ) satisfies (4.76) and (4.77). Moreover z
R
ε (t, y) is continuous with respect to
(t, y). We observe that
NεKR(α, ζ) =
1
2ε
(
(α+ ζ − 2)+, (α+ ζ − 2)+) (8.12)
for every ε > 0 and every (α, ζ) ∈ R×R with α ≥ 0 and −2 ≤ ζ − α ≤ 2.
Let tε be the largest element of [0,+∞] such that
−2 ≤ −V ′(zRε (t, y))− σRε (t) ≤ 2 (8.13)
for every t ∈ [0, tε) and every y ∈ [− 12 , 12 ] . By (4.76), (4.77), and (8.12) we have
e˙Rε (t) = 1−
1
2ε
∫ 1
2
− 1
2
(eRε (t)− V ′(zRε (t, y))− 2)+ dy , (8.14)
z˙Rε (t, y) =
1
2ε
(eRε (t)− V ′(zRε (t, y))− 2)+ for every y ∈ [− 12 , 12 ] (8.15)
for every t ∈ [0, tε).
For t ∈ [0, 1] the functions
eRε (t) = t and z
R
ε (t, y) = z0(y) (8.16)
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solve (8.14) and (8.15) and satisfy the initial conditions eRε (0) = 0 and z
R
ε (0, y) = z
R
0 (y).
Moreover they satisfy (8.13) with strict inequalities. Therefore tε > 1 and (8.16) gives the
solution of the reduced ε -regularized evolution problem for t ∈ [0, 1].
We observe that
zRε (t, y) ≥ zR0 (y) (8.17)
for every t ∈ [0, tε) and every y ∈ [− 12 , 12 ] . This follows easily from (8.15) and from the
initial condition zRε (0, y) = z
R
0 (y).
Let us prove that
eRε (t) > 1 (8.18)
for every t ∈ (1, tε). Indeed, this is true for t near 1, since eRε (1) = 1 and e˙Rε (1) = 1.
If (8.18) is not satisfied for every t ∈ (1, tε), we can consider the first point τε > 1 where
eRε (τε) = 1. It is clear that e˙
R
ε (τε) ≤ 0, but from (8.14) we obtain e˙Rε (τε) = 1. This
contradiction proves (8.18).
Let us prove that
lim
ε→0
sup
1<t<tε
eRε (t) = 1 . (8.19)
Since the function x 7→ V ′(zR0 (x)) is continuous and zR0 (0) = 1, for every η > 0 there
exists δ > 0 such that
−V ′(zR0 (y)) ≥ −V ′(1)− η = 1− η ,
whenever |y| ≤ δ . Together with (8.17) this implies that
−V ′(zRε (t, y)) ≥ 1− η ,
for 1 < t < tε and |x| ≤ δ . Therefore, (8.14) implies
e˙Rε (t) ≤ 1−
1
2ε
∫ δ
−δ
(eRε (t)− V ′(zRε (t, y))− 2)+ dy ≤ 1−
δ
2ε
(
eRε (t)− 1− η
)+
.
As eRε (1) = 1, by a comparison argument we obtain
sup
1<t<tε
eRε (t) ≤ 1 + η +
2ε
δ
.
This implies
lim sup
ε→0
sup
1<t<tε
eRε (t) ≤ 1 + η ,
which, together with (8.18), gives (8.19) by the arbitrariness of η .
We deduce from (8.16), (8.18), and (8.19) that
eRε (t)→ t ∧ 1 (8.20)
uniformly with respect to t ≥ 0. It follows from Definition 5.1 that the first equality in (8.9)
is satisfied for every t ∈ Θ, and hence for every t ∈ [0,+∞) by left-continuity.
As zR0 (y) ≥ 0, by (8.5) and (8.17) we have −V ′(zRε (t, y)) ≥ 0. Therefore, by (8.19)
there exists ε0 > 0 such that −3/2 ≤ −V ′(zRε (t, y)) − σRε (t) ≤ 1 for every ε ∈ (0, ε0),
t ∈ [0, tε), and y ∈ [− 12 , 12 ] . By continuity and by (8.13) this implies that tε = +∞ for
every ε ∈ (0, ε0).
For every ε ∈ (0, ε0) and every t > 1 we define
aε(t) := sup{|y| : zRε (t, y) > zR0 (y)} . (8.21)
Since zRε (t, y) is increasing with respect to t by (8.15), we have that aε(t) is increasing
with respect to t . Let
aε(+∞) := lim
t→+∞
aε(t) . (8.22)
Let us prove that
lim
ε→0
aε(+∞) = 0 . (8.23)
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Let us fix η > 0. As zR0 (y) < 1 for |y| ≥ η , by (8.5)
max
|y|≥η
−V ′(zR0 (y)) = 1− δη (8.24)
for some δη > 0. By (8.19) there exists εη ∈ (0, ε0) such that eRε (t) ≤ 1 + δη for every
ε < εη and every t ≥ 1. Therefore, if |y| ≥ η , by (8.24) we obtain
(eRε (t)− V ′(zR0 (y))− 2)+ = 0
for every ε < εη and every t ≥ 1. This implies zRε (t, y) = zR0 (y) by the uniqueness of the
solution of (8.15) with the initial condition zR0 (y). We deduce that aε(t) ≤ η for every
ε < εη and every t ≥ 1, which gives (8.23).
To continue the proof of the theorem we need the following lemma about concentrations
of positive functions or measures.
Lemma 8.3. Let U be a bounded open set in Rd , d ≥ 1 , and let pk be a sequence in
M+b (U) which converges to p weakly
∗ in Mb(U) . Assume that p is singular with respect to
the Lebesgue measure. Then δpk ⇀ δp weakly
∗ in GY (U ;R) .
Proof. Passing to a subsequence we may assume that δpk ⇀ µ weakly
∗ in GY (U ;R). Then
p = bar(µ) by (2.5). As supp δpk ⊂ U×[0,+∞)×[0,+∞), we have also
suppµ ⊂ U×[0,+∞)×[0,+∞) . (8.25)
Let us consider the representation of µ given by [6, Theorem 4.3 and Remark 4.5]:
〈f, µ〉 =
∫
U×R
f(x, ξ, 1) dµY (x, ξ) +
∫
U×ΣR
f(x, ξ, 0) dµ∞(x, ξ) =
=
∫
U
(∫
R
f(x, ξ, 1) dµx,Y (ξ)
)
dx +
∫
U
( ∫
ΣR
f(x, ξ, 0) dµx,∞(ξ)
)
dλ∞(x) ,
(8.26)
where µx,Y and µx,∞ are probability measures and λ∞ := πU (µ
∞). By (8.25) we have
suppµx,Y ⊂ [0,+∞) and suppµx,∞ = {1} , hence µx,∞ = δ1 , the unit Dirac mass at 1.
Let
uY (x) :=
∫ +∞
0
ξ dµx,Y (ξ) , u∞(x) :=
∫
ΣR
ξ dµx,Y (ξ) = 1 .
By [6, Remark 6.3] we have
p = bar(µ) = uY + u∞λ∞ = uY + λ∞ .
Since p is singular, this implies uY = 0 a.e. on U and λ∞ = p . As µx,Y is a probability
measure, it follows from the definition of uY that µx,Y = δ0 . Therefore, (8.26) yields
〈f, µ〉 =
∫
U
f(x, 0, 1) dx+
∫
U
f(x, 1, 0) dp(x) ,
which, by (2.6), is equivalent to µ = δp . 
Proof of Theorem 8.1 (Continuation) By (4.2) and (8.12) for ε < ε0 we have z˙
R
ε (t, y) =
p˙Rε (t, y), so that the initial conditions (8.7) give
zRε (t, y) = p
R
ε (t, y) + z
R
0 (y) (8.27)
for every t ≥ 0 and every y ∈ [− 12 , 12 ] . In particular (8.17) implies that
pRε (t, y) ≥ 0 for every y ∈ [− 12 , 12 ] , (8.28)
while (8.21) and (8.22) yield pRε (t, y) = 0 for |y| ≥ aε(+∞). We deduce that for every
t ≥ 0 there exist a sequence εj → 0 and a constant ϕ(t) ≥ 0 such that pRεj (t) ⇀ ϕ(t)δ0
weakly∗ in Mb([− 12 , 12 ]) . Since eRεj (t) → t ∧ 1 = eR(t) and (uRεj (t), eRεj (t),pRεj (t)) satisfies
condition (ev1)ε of Definition 4.1, arguing as in the proof of Theorem 5.4 we obtain that
uRεj (t) converges weakly
∗ in BV ([− 12 , 12 ]) to a function u∗(t) ∈ BV ([− 12 , 12 ]) such that
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(u∗(t), eR(t), ϕ(t)δ0) satisfies condition (ev1)R of Theorem 5.4. Using this property and
(8.6) we deduce that u∗(t) coincides with the right-hand side of (8.8) and ϕ(t) = (t− 1)+ .
As the limits do not depend on the sequence εj , we obtain that
uRε (t)⇀ u
∗(t) weakly∗ in BV ([− 12 , 12 ]) , (8.29)
pRε (t)⇀ p
R(t) weakly∗ in Mb([− 12 , 12 ]) , (8.30)
zRε (t)⇀ z
R(t) weakly∗ in Mb([− 12 , 12 ]) , (8.31)
where pR(t) and zR(t) are defined by (8.10). It follows from Definition 5.1 that (8.8) is
satisfied for every t ∈ Θ, and hence for every t ∈ [0,+∞) by left-continuity.
Let ψ : [− 12 , 12 ]×R×R→ [− 12 , 12 ]×R×R×R be defined by ψ(y, β, η) := (y, β, β+ηzR0 (y), η).
It follows from (8.27) that
δ(pRε (t),zRε (t)) = ψ(δpRε (t)) , δ(pR(t),zR(t)) = ψ(δpR(t)) . (8.32)
By (8.28) and (8.30) we obtain that δpRε (t) ⇀ δpR(t) weakly
∗ in GY ([− 12 , 12 ];R) thanks to
Lemma 8.3. By (8.32) we conclude that
δ(pRε (t),zRε (t)) ⇀ δ(pR(t),zR(t)) (8.33)
weakly∗ in GY ([− 12 , 12 ];R×R). It follows from Definition 5.1 that the second equality in
(8.9) is satisfied for every t ∈ Θ, and hence for every t ∈ [0,+∞) by left-continuity.
To prove (8.11) it is enough to show that that for every t1 and t2 , with 0 ≤ t1 < t2 ,
〈HR(β2 − β1, θ2 − θ1),µRt1t2(y, β1, θ1, β2, θ2, η)〉 = 2
(
(t2 − 1)+ − (t1 − 1)+
)
.
Taking into account (8.2) and the left continuity, we have to prove that
〈|β2 − β1| ∨ |θ2 − θ1|,µRt1t2(y, β1, θ1, β2, θ2, η)〉 = (t2 − 1)+ − (t1 − 1)+ (8.34)
for every t1 , t2 ∈ Θ, with 0 ≤ t1 < t2 . We know that for every t1 , t2 ∈ Θ, with 0 ≤ t1 < t2 ,
there exists a sequence εj → 0 such that
δ((pRεj (t1),z
R
εj
(t1)),(pRεj
(t2),zRεj
(t2))) ⇀ µ
R
t1t2 ,
hence
〈|β2 − β1| ∨ |θ2 − θ1|,µRt1t2(y, β1, θ1, β2, θ2, η)〉 =
= lim
j→∞
∫ 1
2
− 1
2
|pRεj (t2, y)− pRεj (t1, y)| ∨ |zRεj (t2, y)− zRεj (t1, y)| dy =
= lim
j→∞
∫ 1
2
− 1
2
(
pRεj (t2, y)− pRεj (t1, y)
)
dy ,
where in the last equality we used (8.15) and (8.27). Therefore (8.30), together with the
definition of pR(t) given in (8.10), yields (8.34).
The equality in (ev4) of Theorem 5.4 follows now from (8.9), (8.10), and (8.11). 
8.2. Oscillation of the internal variable. The following theorem describes an example
where strain localization occurs together with a strong oscillation of the internal variable.
Theorem 8.4. Besides (8.1)–(8.7), assume that the function zR0 is odd on [− 12 , 12 ] , con-
tinuous on [− 12 , 0) ∪ (0, 12 ] , and satisfies zR0 (0+) = 1 > zR0 (y) ≥ 0 for every y 6= 0 . Let
(uR, eR,µR) be a solution of the reduced problem for the approximable quasistatic evolution
with boundary datum wR and initial condition (uR0 , e
R
0 , p
R
0 , z
R
0 ) . Then for every t ∈ [0,+∞)
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we have
uR(t, y) =


ty if t ∈ [0, 1] , y ∈ [− 12 , 12 ] ,
y + t− 1 if t ∈ (1,+∞) , y ∈ (0, 12 ] ,
y − t+ 1 if t ∈ (1,+∞) , y ∈ [− 12 , 0) ,
(8.35)
eR(t) = t ∧ 1 , µRt = 12δ(pR(t),zR0 +pR(t)) + 12δ(pR(t),zR0 −pR(t)) , (8.36)
where
pR(t) := (t− 1)+δ0 , (8.37)
δ0 being the unit Dirac mass concentrated at 0 . Moreover, for every T > 0 we have
DHR(µR; 0, T ) = 2(T − 1)+ , (8.38)
and the energy inequality (ev4) of Theorem 5.4 holds with equality.
Remark 8.5. Let zR , ζR : [0,+∞)→ L2([− 12 , 12 ]) be the functions defined by zR(t) := zR0
and ζR(t) := −V ′(zR0 ) for every t ≥ 0. It follows from (8.36) and (8.38) that
ζR(t) = −πΩ({V ′}µRt ) and (pR(t), zR(t)) = bar(µRt )
for every t ≥ 0, so that in this case the stress constraint (ev3) of Theorem 5.4 depends on
the Young measure µRt only through its barycentre. However, the barycentres p
R and zR
do not satisfy the energy inequality (5.13). Indeed, if T > 1, by (8.37) we have
µ‖eR(T )‖22 = 12 , DHR(pR, zR; 0, T ) = 2(T − 1) ,
V(zR(0)) = V(zR(T )) = V(zR0 ) , 〈σR(t), Dw˙R(t)〉 = t ∧ 1 ,
which contradicts (5.13). Note that by (8.36), (8.37), and (8.38) we have
DHR(µR; 0, T ) = 2(T − 1) ,
〈{V }(θ, η),µRT (y, b, θ, η)〉 = V(zR0 )− (T − 1) ,
so that the energy inequality (ev4) of Theorem 5.4 holds with equality.
This example shows that, if we consider just the barycentres, which coincide with the
weak∗ limits of the solutions (uRε , e
R
ε ,p
R
ε , z
R
ε ) of the reduced ε -regularized evolution prob-
lems, the energy inequality cannot be obtained because, by the lack of convexity, we neglect
some important terms generated by the space oscillations of the approximate solutions, that
are captured only by the Young measure formulation.
As in Theorem 8.1, in Theorem 8.4 we see the phenomenon of strain localization at y = 0,
even if the boundary and initial data are smooth. In the latter we see also, for every time
t ≥ 1, a strong oscillation of the inner variable zε concentrated near the point where the
plastic strain is localized.
Proof of Theorem 8.4. Let z¯R0 : [− 12 , 12 ]→ R be the function defined by
z¯R0 (y) = z
R
0 (y) for y ∈ (0, 12 ] ,
z¯R0 (0) = z
R
0 (0+) ,
z¯R0 (y) = −zR0 (y) for y ∈ [− 12 , 0) .
(8.39)
It turns out that z¯R0 is even and continuous, and satisfies z¯
R
0 (0) = 1 > z¯
R
0 (y) for every
y 6= 0. Let (uRε , eRε ,pRε , zRε ) be the solution of the reduced ε -regularized evolution problem
with boundary datum wR and initial condition (uR0 , e
R
0 , p
R
0 , z
R
0 ) and let (u¯
R
ε , e¯
R
ε , p¯
R
ε , z¯
R
ε )
be the solution of the reduced ε -regularized evolution problem with boundary datum wR
and initial condition (uR0 , e
R
0 , p
R
0 , z¯
R
0 ). By the symmetries of the problem we can prove that
for every t ≥ 0 and every y ∈ [− 12 , 12 ] we have
uRε (t, y) = u¯
R
ε (t, y) = −u¯Rε (t,−y), eRε (t) = e¯Rε (t) ,
pRε (t, y) = p¯
R
ε (t, y) = p¯
R
ε (t,−y) ,
(8.40)
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and
zRε (t, y) = z¯
R
ε (t, y) = z¯
R
ε (t,−y) for y ∈ (0, 12 ] ,
zRε (t, y) = −z¯Rε (t, y) = −z¯Rε (t,−y) for y ∈ [− 12 , 0) .
(8.41)
Since z¯R0 satisfies the hypothesis of Theorem 8.1, we deduce from (8.20), (8.29), (8.33) ,
and (8.40) that
uRε (t)⇀ u
∗(t) weakly∗ in BV ([− 12 , 12 ]) , (8.42)
eRε (t)→ t ∧ 1 , (8.43)
δ(p¯Rε (t),z¯Rε (t)) ⇀ δ(pR(t),z¯R0 +pR(t)) weakly
∗ in GY ([− 12 , 12 ];R×R), (8.44)
where u∗(t) is defined as the right-hand side of (8.35) and pR(t) is defined in (8.37).
Let us prove that for every t ≥ 0
δ(pRε (t),zRε (t)) ⇀
1
2δ(pR(t),zR0 +pR(t)) +
1
2δ(pR(t),zR0 −pR(t)) . (8.45)
To this aim, we fix f ∈ Chom([− 12 , 12 ]×R×R×R) and observe that, by (8.40) and (8.41), we
have
〈f, δ(pRε (t),zRε (t))〉 =
∫ 1
2
− 1
2
f(y,pRε (t, y), z
R
ε (t, y), 1) dy =
=
1
2
∫ 1
2
− 1
2
f1(y, p¯
R
ε (t, y), z¯
R
ε (t, y), 1) dy +
1
2
∫ 1
2
− 1
2
f2(y, p¯
R
ε (t, y), z¯
R
ε (t, y), 1) dy ,
where
f1(y, β, θ, η) =
{
f(y, β, θ, η) if y ≥ 0 ,
f(−y, β, θ, η) if y < 0 , (8.46)
f2(y, β, θ, η) =
{
f(−y, β,−θ, η) if y ≥ 0 ,
f(y, β,−θ, η) if y < 0 . (8.47)
Using (8.44) we get
lim
ε→0
〈f, δ(pRε (t),zRε (t))〉 = 12 〈f1, δ(pR(t),z¯R0 +pR(t))〉+
1
2 〈f2, δ(pR(t),z¯R0 +pR(t))〉 .
Since pR(t) = (t− 1)+δ0 , using (2.6), (8.46), and (8.47) we obtain
1
2 〈f1, δ(pR(t),z¯R0 +pR(t))〉+
1
2 〈f2, δ(pR(t),z¯R0 +pR(t))〉 =
= 12 〈f, δ(pR(t),zR0 +pR(t))〉+ 12 〈f, δ(pR(t),zR0 −pR(t))〉 ,
which concludes the proof of (8.45).
It follows from (8.42), (8.43), (8.45), and from Definition 5.1 that (8.35) and (8.36) are
satisfied for every t ∈ Θ, and hence for every t ∈ [0,+∞) by left-continuity.
Equality (8.38) is proved as in Theorem 8.1, as well as the equality in (ev4). 
Remark 8.6. Using Remark 4.10 we deduce from the symmetry of KR that the solutions of
the reduced ε -regularized evolution problems with zR0 (y) ≥ 0 for every y ∈ [− 12 , 12 ] satisfy
the inequality zRε (t, y) ≥ 0 for every t ≥ 0 and every y ∈ [− 12 , 12 ] . Therefore any solution
of the reduced problem for the approximable quasistatic evolution satisfies zR(t, y) ≥ 0 for
every t ≥ 0 and every y ∈ [− 12 , 12 ] . In view of this property the hypotheses on zR0 in
Theorem 8.4 may seem artificial. This is not the case if, for instance, KR is replaced by the
hexagon
Khex := {(α, ζ) ∈ R×R : |α+ ζ| ≤ 2 , |α− ζ| ≤ 2 , |5α− ζ| ≤ 7} ,
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with vertices (32 ,
1
2 ), (0, 2), (− 54 , 34 ), (− 32 ,− 12 ), (0,−2), (54 ,− 34 ). Indeed, let wT (t, y) =
ϕT (t)y for every t ≥ 0 and every y ∈ [− 12 , 12 ] , where
PϕT (t) :=
{
t if 0 ≤ t ≤ T ,
2T − t if t ≥ T .
Let (uT , eT ,pT , zT ) be an approximable quasistatic evolution for the problem in dimension
d = 1 corresponding to Cξ = ξ and K = Khex , with boundary datum wT and initial
condition (u0, e0, p0, z0). We assume u0 = 0, e0 = 0, p0 = 0, and z0(y) = θ0 for every
y ∈ [− 12 , 12 ] , where ζ0 := −V ′(θ0) ∈ (− 12 , 12 ). By Remark 5.7 the functions eT (t), pT (t),
zT (t) do not depend on y . We can study the evolution of the corresponding functions σT (t)
and ζT (t) as in Theorem 7.1 and plot them as paths of (σT (t), ζT (t)) in the plane (σ, ζ)
(see Figure 4). Since V ′(θ) = −1 for θ ≤ −1, it is possible to prove that there exists T > 0
A
P
Q
σ
ζ
Figure 4. A path (σT (t), ζT (t)) from A := (0, ζ0) to P := (0, 1) corre-
sponding to an input ϕT (t), together with a path from A to Q := (0,−1)
corresponding to a different input.
such that (σT (T ), ζT (T )) = (−1, 1). It is then easy to see that (σT (t), ζT (t)) = (t−T−1, 1)
for T ≤ t ≤ T + 2 and (σT (t), ζT (t)) = (1, 1) for t ≥ T + 2. Therefore any point at height
ζ = 1 can be reached from any point (0, ζ0) with ζ0 ∈ (− 12 , 12 ) through an appropriate
loading-unloading path (see AP in Figure 4). Similarly, replacing ϕT by −ϕT , we can
show that any point at height ζ = −1 can be reached by another loading-unloading path
(see AQ in Figure 4).
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Note that, under the assumptions on z0 considered in Theorem 8.4, the same oscillation
phenomenon near y = 0 occurs when K is replaced by Khex .
Since Khex does not satisfy (6.5), the corresponding one-dimensional problem cannot be
used to study evolutions of simple shears in elasto-plastic materials. However, they may
be used in the study of uniaxial loading of cylindrical bodies, when the material exhibits a
different behaviour in tension and compression (see Remark 6.2).
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