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Whaia te iti kahurangi ki te tuohu koe me he maunga teitei 
 
Aim for the highest cloud so that if you miss it, 
 you will hit a lofty mountain 
 
Maori Proverb 
 
  
 Abstract 
 
 
 
Geological and geophysical data from the Southern Lakes region, South Island, New Zealand, 
are utilised in this thesis to examine active and Cenozoic deformation between the Australian 
and Pacific plates. Using published seismic and gravity data, the volume of the crustal root 
beneath the Southern Alps is estimated and combined with constraints on Cenozoic 
exhumation to form a simple 2D model of crustal shortening. This approach shows that the 
volume of crust (plus eroded material) requires up to three times the Cenozoic plate 
boundary orthogonal motion as constrained by plate reconstructions. Crustal thickening in 
the Southern Alps must therefore be contributed to by a significant amount of along-strike 
motion. It is proposed that this motion is accommodated by a low-angle mid-crustal 
detachment between an underthrust Australian plate hyper-extended rift margin and the 
overlying Pacific plate.  
Quantification of Cenozoic deformation is approached using apatite and zircon fission-track 
thermochronology. Previous fission-track studies in the Southern Lakes have been hindered 
by extremely low uranium concentrations (<1 ppm) in apatite, leading to underestimates of 
cooling ages and overestimates of exhumation. To overcome this problem, a new maximum 
likelihood fission-track age calculation method is developed for low uranium samples. These 
new, more reliable age estimates indicate that a zone of fully reset apatite ages (<5 Ma) is 
restricted to within 30 km southeast of the southern Alpine Fault, a value consistent with 
geological estimates of exhumation and observations along the plate boundary farther north. 
Fission-track ages are used to develop the first thermo-kinematic models for the Southern 
Lakes to examine the sub-surface geometry of the plate boundary zone. Modelling results 
indicate that the observed cooling age pattern can be reproduced by a listric reverse fault 
geometry beneath the Southern Lakes, which shallows to a low-angle detachment in the mid-
crust. This detachment may surface offshore to the south of Jackson’s Bay. This detachment 
corresponds with a mid-crustal low attenuation zone and P-wave velocity inversion, and 
provides support for the proposed along-strike tectonic model. The model also provides an 
explanation for the reversal in throw (upthrown to the northwest) across the southern Alpine 
Fault, by considering the fault as a weakened secondary structure, approximating an 
antithetic pro-shear zone above the overlying detachment. 
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Modes of active deformation are examined through the deployment of the Central Otago 
Seismic Array (COSA) in June 2012, a network of eight broadband seismographs. The 
longest (15 month) focused microseismic catalogue in the region to date is presented and 
interpreted. Precise hypocenter locations reveal microseismicity is not associated with known 
active fault traces and is diffuse throughout the crust. A deepening of the seismogenic zone is 
observed to the southeast of the Alpine Fault, increasing from c. 10 km within 20 km of the 
southern Alpine Fault, to c. 20 km >40 km from the fault. This deepening of seismicity 
approximates the mid-crustal detachment constrained by thermo-kinematic modelling.  
Focal mechanisms for 154 events (0.1<ML<5.2) are generated and interpreted in the context 
of a uniform stress field to produce an estimate of SHmax=114°. This orientation is 
inconsistent with the principal contraction direction derived from GPS (095°) and 
gravitational based calculations. Instead, the dip directions of all nodal planes indicate that 
slip may be occurring subparallel to the plate convergence direction (c. 070°) on a limited set 
of linked fractures, organised into strike-slip and thrust segments. This same segmentation is 
observed along the central Alpine Fault trace, which is partitioned into strike-slip and thrust 
segments at a 1—10 km scale. Earthquake slip directions may therefore be kinematically 
controlled, accommodating the plate convergence, and SHmax may be biased by this 
relationship, simply approximating the P-axis of the dominant faulting style.  
By considering the 4th May 2015 ML6.0 Wanaka earthquake, it is shown that the same 
kinematic process also controls large magnitude events. The mainshock and 99 aftershock 
waveforms are used as template events to perform matched-filter cross-correlation detection 
of further aftershocks. This method detects 2544 aftershocks over 26 days, 27 times more 
than recorded by the national network. By generating lagged single channel cross-correlation 
derived phase picks, precise double-difference locations of these detected aftershocks are 
computed. Hypocentres highlight a steeply northwest dipping (c. 70°) fault striking at c. 
250°, which aligns well with the dextral plane of the mainshock focal mechanism and the 
plate convergence direction. Analysis of aftershock slip vectors reveals secondary slip 
occurred on synthetic Riedel shears oriented c. 20° from the principal slip plane.  
This thesis contributes a new fission-track age calculation method, 41 new fission-track ages, 
thermo-kinematic models and two detailed microseismic catalogues for an important 
transitional section of the Australian-Pacific plate boundary zone. These data are interpreted 
in the context of a new tectonic model for the region, involving a large component of dextral 
unthrusting to explain the crustal and lithospheric roots.  
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 Chapter 1 
Introduction 
 
 
1.1: Motivation and Objectives 
Plate tectonic theory ascribes a finite number of rigid plates across the Earth’s surface, the 
relative motions of which are outlined by a series of rotations around Euler poles (McKenzie 
and Parker, 1967). This theory is most appropriate for describing deformation within oceanic 
lithosphere (Parsons and Sclater, 1977; Crosby et al., 2006). In this instance, seismicity, a 
proxy for deformation, is limited to narrow boundaries only a few tens of kilometers wide 
with little deformation occurring in the plate interiors; a single fault can define transform 
and convergent plate boundaries (Molnar et al., 1999). The case for continental deformation 
is different. Shallow seismicity within the continents occurs over a wide area on the scale of 
the plate thickness. Subdivision of tectonic plates to account for this deformation occurring 
on micro-plate boundaries eventually approaches a continuum (Thatcher, 2009). In these 
instances, the theory of plate tectonics no longer provides a useful description or prediction of 
deformation and alternate processes are required. Seismicity and satellite-based geodesy 
provide information regarding continental deformation over short (decadal) timescales 
(McKenzie and Jackson, 1983; Lamb and Smith, 2013). However, these snapshots of active 
deformation must be combined with longer-scale geologic and geomorphic observations to 
gain a full picture of the tectonic processes at work in active continental plate boundary 
zones on timescales longer than the seismic cycle.  
New Zealand’s South Island straddles the boundary between the Pacific and Australian 
plates and offers a unique insight into continental deformation at a young, obliquely 
convergent plate boundary zone (Walcott, 1978). In South Island, the plate boundary zone is 
well exposed on land and convergence is largely accommodated by the dextral transpressional 
Alpine Fault (Norris and Cooper, 2001). Uplift of the hanging wall of the Alpine Fault has 
resulted in the formation of the Southern Alps (Wellman, 1979), which form the spine of 
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South Island reaching a maximum altitude of 3724 m at Mount Cook. Seismic and gravity 
studies show the crustal root beneath the Southern Alps extends to depths of 48±4 km 
(Bourguignon et al., 2007; Scherwath et al., 2006). This depth is comparable to crustal 
thicknesses in the Andean Altiplano (Beck and Zandt, 2002) despite the Southern Alps 
having considerably lower average topography (c. 1000 m). Active faulting in the Southern 
Alps is also characterised by strike-slip deformation rather than low-angle thrust faulting, 
which dominates many other crustal-thickening orogenies (e.g. Himalayas, European Alps; 
Mattauer, 1986; Fitzsimons and Veit, 2001). The thickest portion of the crust beneath Lake 
Wanaka also corresponds to the region of lowest orthogonal plate boundary zone motion.  
The question therefore arises: how can such large crustal and lithospheric thicknesses have 
formed beneath the Southern Alps and how are these structures maintained and balanced by 
forces in the lithosphere and mantle? This project aims to understand the nature and likely 
processes governing formation of large amounts of Cenozoic crustal thickening associated 
with the formation of the Southern Alps. The study addresses the following questions:  
1. Can the large crustal and lithospheric roots be solely explained by plate boundary 
orthogonal shortening and thickening as constrained by plate reconstructions?  
2. If not, what other processes may be contributing to continental deformation?  
I approach these study questions in this thesis by considering a simple 2D model for 
continental collision and crustal thickening (Figure 1.1). This model outlines three 
parameters that require quantification in relation to crustal shortening in New Zealand’s 
South Island (letters refer to Figure 1.1): 
1. Volume (and cross-sectional area) of the crustal and lithospheric roots (R). 
2. Total shortening perpendicular to the Alpine Fault (L0 – L). 
3. Volume (and cross-sectional area) of crustal material lost through exhumation since 
convergence initiated (E). 
The quantification of these parameters will be approached via three study objectives, which 
are summarised as follows: 
1. To constrain the lithospheric structure beneath the Southern Lakes region where the 
orogenic root is deepest. 
2. To quantify long-term crustal deformation in the Southern Lakes region. 
3. To constrain modes of active deformation in the Southern Lakes region.  
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Figure 1.1: a) Schematic cartoon to illustrate simple 2D crustal shortening and thickening 
with preservation of cross-sectional area (motion only in plane of view). Time T0 represents 
the pre-deformed crust. In reality removal of crustal material (E) occurs throughout the 
thickening process as uplift (U) occurs. However the two processes are separated here for ease 
of illustration. If the relationship A = L0 x t0 = E + R does not hold true, shortening cannot 
be considered in a simple 2D framework and motion perpendicular to the plane of view must 
be occurring.  b) Application of schematic definitions to New Zealand’s Southern Alps. The 
remaining crustal cross-sectional area, R, is defined as the region where the crustal thickness 
exceeds the original thickness, t0 (i.e. where tC is positive). Total shortening is calculated over 
the width of this region, L. Crustal structure is modified from Davey et al. (2007), after 
Scherwath et al. (2003).  
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Figure 1.2: Overview of project objectives, approaches and outcomes. 
 
 
 
 
Objective           Approach                    Outcome 
1. Constrain crustal 
and lithospheric 
structures 
Compile previous 
geophysical data in 
a 3D crustal model 
The volume of the crustal and 
lithospheric roots beneath the central 
South Island. 
2. Quantify long-term 
lithospheric 
deformation 
Consider plate 
reconstructions to 
constrain Alpine 
Fault orthogonal 
motion 
Amount of crustal shortening 
predicted from geological 
observations.  
Does this shortening produce 
comparable amounts of crustal 
thickening to that observed from 
crustal models?   
Thermochronology 
(fission-track 
analysis) 
Amount of crustal material removed 
through erosion. 
What can the exhumation pattern tell 
us about active faulting and erosional 
processes? 
3. Constrain modes 
of active deformation 
Catalogue seismicity 
using the Central 
Otago Seismic Array 
(COSA) 
Stress and strain fields of active 
deformation. Further constraints on 
crustal structures.  
Do observations of seismicity match 
previous 3D models of crustal 
structure?  
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1.2: Thesis Structure and Publications 
This thesis is written in the first person singular throughout to illustrate my independent 
research. All work has been conducted by myself unless otherwise stated. The specific 
contributions of other colleagues, alongside manuscript titles and author lists are outlined at 
the start of each chapter. The structure of this thesis is based on the three objectives 
outlined in Figure 1.2. This introduction chapter focuses on describing the broader scale 
tectonic setting of New Zealand before considering the regional context of the study area by 
outlining the regional geological, geomorphological, and seismological characteristics.  
Chapter 2 considers a two-dimensional model of crustal structures beneath the central South 
Island based on Figure 1.1. I conduct a review of previous studies that offer constraints on 
parameters relating to crustal volume, shortening and erosion. This chapter focuses the 
question that drives the project: does the volume and geometry of the crustal root differ from 
that expected from simple convergent plate tectonics? Possible models for explaining 
discrepancies are hypothesised and will be tested in subsequent chapters by examining both 
long-term and active deformation in the central South Island.  
Chapter 3 examines long-term crustal deformation in the central South Island from apatite 
and zircon fission-track analysis. This chapter is accompanied by Appendix A, which outlines 
the theory and methods behind calculating fission-track ages, and pays particular attention 
to limitations of the standard central age method of age calculation for low uranium samples. 
This theoretical section highlights the need for the development of a new statistical approach 
to fission-track age calculations in order to accurately interpret low uranium sample ages 
both in earlier work and in this study. I develop a new maximum likelihood method for age 
calculation alongside Euan Smith (VUW) to overcome this problem. I compare new ages 
with previous studies and discuss the tectonic implications considering the new data. I 
present the results of forward and inverse modelling techniques using PECUBE (Braun, 
2003) allowing interpretation of the thermochronological data in relation to exhumation on 
the Alpine Fault. 
Chapters 4, 5 and 6 relate to the third objective, considering active deformation occurring in 
the Southern Lakes region highlighted by microseismicity. Chapter 4 outlines the theoretical 
considerations and methods used in this thesis to study microseismicity, from the deployment 
of a broadband seismic network, through to data processing and generating a microseismic 
catalogue. 
Chapter 5 outlines the results of the methods used in Chapter 4 and presents the longest 
focused microseismicity catalogue for the Southern Lakes between June 2012 and October 
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2013. I discuss the seismicity in relation to an assumed uniform stress field and consider 
possible kinematic controls. Chapter 6 focuses on a ML6.0 strike-slip earthquake that 
occurred on the 4th May 2015 near Wanaka, where no active faults are mapped. A detailed 
catalogue of aftershocks is produced using matched-filter cross-correlation. These aftershocks 
highlight a structure responsible for the rupture, which aligns well with the mainshock focal 
mechanism, and I discuss this in the context of the regional seismicity.  
Chapter 7 interprets and synthesises the deformation in the central South Island using new 
observations of long-term and active deformation described in this thesis. The crustal balance 
model outlined in Chapter 2 is reconsidered in light of this new research, and I discuss 
hypotheses regarding the formation of the deep crustal and lithospheric roots and their 
compatibility with the observations and conclusions herein. Chapter 7 also includes 
recommendations for future work.  
At the time of writing, this thesis is anticipated to lead to four major publications published 
in leading international journals. One paper (based on thermochronology work in Chapter 3) 
has been submitted to AGU journal Geochemistry, Geophysics and Geosystems and is 
currently under review. The other manuscripts are in various stages of preparation, and the 
titles listed here are provisional only, but give an overview of the anticipated publications 
and in particular author lists to highlight the contributions of other colleagues.  
Paper 1: Including thermochronology and thermo-kinematic modelling work from Chapter 3 
Warren-Smith, E., Lamb, S., Seward, D., Smith, E., Herman, F. and Stern, T.A. 
Thermochronological evidence of a low-angle, mid-crustal detachment plane beneath 
the central South Island, New Zealand, Geochemistry, Geophysics and Geosystems (in 
review).  
Paper 2: Including seismic catalogue development methods from Chapter 4, catalogue 
results from Chapter 5 (excluding Section 5.2) and regional seismicity in Section 5.3. 
Warren-Smith, E., Lamb, S., Stern, T.A. and Smith, E. A continuous microseismic 
catalogue for the Southern Lakes region, South Island New Zealand 
Paper 3: The Wanaka earthquake and aftershock sequence (Chapter 6) 
Warren-Smith, E., Chamberlain, C. and Lamb, S. Building a high-precision 
aftershock catalogue using matched-filter detection: a case study from the 4th May 
2015 ML6.0 Wanaka earthquake, New Zealand. 
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Paper 4: Fault kinematics and stress based on Section 5.2 
Warren-Smith, E., Lamb, S, Stern, T.A.  Fault kinematics and stress in a zone of 
continental transpression, South Island, New Zealand. 
1.3: New Zealand Geological and Tectonic Setting 
1.3.1: Geological History 
New Zealand’s basement rocks consist of a number of terranes (Figure 1.3), which record the 
region’s (commonly referred to as the Zealandia continent, Mortimer and Campbell, 2014) 
geological and tectonic history since the Paleozoic. Late Cretaceous oceanic fracture zones 
adjacent to Zealandia restored the continent to a position southeast of Tasmania as part of 
the Gondwana supercontinent (Sutherland, 1999a; Mortimer, 2004). During the Paleozoic 
and Mesozoic (360—80 Ma), Zealandia was on the edge of the eastern convergent margin of 
Gondwana (the period of the Rangitata orogeny), which underwent continental growth until 
the Late Jurassic (150 Ma). It is along this convergent margin that lithic and feldspathic 
dominated rocks of the eastern basement terranes (Brook Street, Murihiku, Matai, Caples, 
Bay of Islands, Rakaia, and Pahau terranes) were deposited and accreted onto Gondwana 
(Mortimer, 1994) c. 135 Ma by faults such as the Livingston Fault (Little et al., 1999). 
Permo-Triassic trench, trench-slope and trench-floor deposits of the Caples terrane were 
amalgamated onto the Gondwana margin with extensive turbidite greywacke sediments of 
the Rakaia terrane during the Jurassic (Coombs et al., 1976; Mortimer, 1994).  
During the Late Cretaceous, rifting began resulting in the break-up of Gondwana (Laird and 
Bradshaw, 2004). Sea floor spreading anomalies date the separation of Zealandia from 
Australia to between 83—79 Ma. This separation was accompanied by basin formation and 
marine transgression across much of Zealandia at around 80 Ma. Erosion surfaces, such as 
the Waipounamu Erosion Surface (WES), were formed that are still preserved in the 
landscape today (LeMasurier and Landis, 1996; Section 1.3.3). Sea floor spreading ceased at 
52 Ma in the Tasman Sea (Cox and Sutherland, 2007) yet continued along the Pacific Ridge.  
The Eocene (56—34 Ma) brought substantial changes in plate motion in the Western Pacific. 
New Zealand became divided by a rifted margin and passive margins formed along the 
boundaries of Zealandia (King, 2000a,b). Deformation was focused towards sea floor 
spreading in the south. The eastern margin of this rifting is observable along the western 
edge of the Campbell Plateau (Figure 1.4). In the Late Oligocene the rotation pole moved to 
the southeast, resulting in increased strike-slip rates of motion along the Australia-Pacific 
plate boundary zone through New Zealand, such that transpressional deformation dominated. 
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Figure 1.3: a) New Zealand basement terranes and current tectonic setting. Modified from 
Turnbull (2000). MFS=Marlborough Fault System. b) South Island geography with major 
regions referred to in this study labelled.  
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The western edge of the Eocene rift margin became subducted beneath the South Island by 
the Puysegur subduction zone (Cox and Sutherland, 2007). This transpressional setting 
continued until the present day with southwest migration of the rotation pole (Wood and 
Stagpole, 2007). Neogene transpression associated with the most recent (Kaikoura) orogeny 
uplifted basement rocks and deformed Cretaceous erosion surfaces through folding and 
faulting (Stirling, 1990; Jackson et al., 1996).  
Present day New Zealand straddles the boundary between the Pacific and Australian plates, 
the oblique collision of which is characterised by a southwest trending relative plate vector of 
38 mmyr-1 (DeMets et al., 2010). On land, the plate boundary takes the form of the Alpine 
Fault, an oblique dextral reverse fault that splits northwards by slip-partitioning into the 
Marlborough Fault Zone (Sutherland et al., 2000). The Marlborough Fault Zone is comprised 
of four major faults (Wairau, Awatere, Clarence and Hope Faults) which young from the 
early Miocene Wairau Fault in the north to the Pleistocene Hope Fault in the south (Little 
and Jones, 1998). Together, these onshore faults link two opposite polarity subduction zones 
to the north and south (Berryman et al., 1992). Along the east coast of New Zealand’s North 
Island, the Pacific Plate subducts westwards underneath Australian oceanic lithosphere along 
the Hikurangi Trench, the southern extension of the Tonga-Kermadec trench system. In 
Fiordland, and to the south of New Zealand, subduction polarity reverses and is 
characterised by eastwards subduction of Australian lithosphere beneath Pacific continental 
lithosphere along the Puysegur oblique subduction zone. Deformation associated with 
ongoing oblique compression is distributed throughout a wide zone across the South Island 
(Moore et al., 2002).  
1.3.2: Regional Geology 
The Haast Schist of South Island is composed of the Marlborough, Alpine and Otago Schist; 
the latter two being separated by the biotite-2 isograd (Mortimer, 2000). The Otago Schist, 
largely examined in this study, represents the deepest exhumed parts of the late Paleozoic-
Mesozoic accretionary prism that formed along the south Gondwana margin facing the paleo-
Pacific ocean (Mortimer, 2003). Permian and Late-Triassic greywackes of the Caples and 
Rakaia Terranes reached peak metamorphic conditions at c. 170—180 Ma (Little et al., 1999) 
and were largely recrystallised under prehnite-pumpellyite and greenschist conditions. Gray 
and Foster (2004) used Ar-Ar dates from white mica to argue for a younger age of peak 
metamorphism (150—140 Ma). In the Mount Aspiring region (Figure 1.5) the Otago schist is 
characterised by four distinct, but interbedded (a few centimetre to 100 m scale), lithologies 
(Craw, 1984): three types of almost entirely recrystallised greyschist (pellitic, porphyroblastic 
and psammitic) and metavolcanic greenschist. In addition to being mapped according to 
metamorphic grade and lithologic associations, the Otago Schist is commonly grouped  
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Figure 1.4: Paleogeographic reconstructions of New Zealand from the Late Cretaceous to the 
present day (after King (2000a,b), modified from Wood and Stagpoole (2007) (their Figures 3 
and 4 combined)). Yellow = area of erosion, green = area of onshore deposition, dark grey = 
major fragments of the present-day New Zealand landmass, dashed lines = development of 
the plate margin though New Zealand, red star = finite pole of rotation of the Australian 
plate relative to the Pacific plate.  
according to textural zones (Figure 1.5). Such textural zones are separated by gradational 
boundaries and are classified according to foliation development and increasing size of 
metamorphic quartz and mica (Hutton and Turner, 1936; Turnbull et al., 2001). The Otago 
Schist is also cut by several gold-bearing quartz veins and shear zones (Craw and Norris, 
1991).  
The basement schist is deformed into a series of major fold axes (Figure 1.5). These include 
post metamorphic Neogene fold axes aligned with blind reverse faults in Central Otago 
(Jackson et al., 1996; Markley and Norris, 1999; Bennett et al., 2005). Larger syn-
metamorphic fold axes include the Taieri-Wakatipu Synform, which may have developed 
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through differential movement of material towards the rear part of the accretionary wedge 
(Mortimer and Johnston, 1990; Turnbull, 2000; Mortimer, 2003).  
The Dun Mountain-Maitai terrane to the west of the Livingstone Fault (Section 1.3.4) is a 
significant marker across New Zealand (Figure 1.3). It has been dextrally offset by the Alpine 
Fault and appears in the footwall near the north of South Island, a total offset of 480 km 
(Coombs et al., 1976). This dextral shear is apparent in the curvature of the terrane as it 
approaches the plate boundary zone. The Dun Mountain ophiolite group contains sheared 
and serpentinised gabbro and pyroxenites, which are largely unfolded and are thought to 
post-date the Rangitata orogeny (Lauder, 1965). The group is associated with the Junction 
Magnetic anomaly (Hunt, 1978), the short wavelength of which suggests the faulted 
boundaries of the terrane are steeply dipping to mid-crustal depths with minimal strike-slip 
offset from bounding terranes (Sutherland, 1999a). The Livingstone volcanics group forms 
the upper part of the Dun Mountain ophiolite and is subdivided into hornblende gabbros, 
sheeted dyke complexes, pillow lavas and inclusions of deep oceanic sediments (Sinton, 1975, 
1980; Kimbrough et al., 1992).  
The Alpine dyke swarm (Adams and Cooper, 1996) consists of generally alkali intrusions of 
carbonitite and camptonite. These intrusions have been used to impose a date of formation 
on the Alpine Fault (Cooper et al., 1987), as they are emplaced in fractures and Riedel 
shears associated with transtension in the Late Oligocene to Early Miocene. Highly altered 
diatremes and breccias (schist, lherzolite, harzburgite and gabbronorite clasts) with abundant 
carbonate intrude the Otago Schists to the west of Lake Wanaka (Adams and Cooper, 1996). 
These intrusions are related to either a transtensional tectonic regime during the formation of 
the Alpine Fault or to the passing of the Campbell Plateau over a narrow melting zone 
(Adams and Cooper, 1996). Such diatremes form within 2—3 km of the surface (Dawson, 
1980; Clement and Reid, 1986; Craw, 1995) and so impose constraints on surface erosion 
since emplacement.  Outcrops of both lamprophyres and dyke swarms are only found to the 
east of the Moonlight Fault Zone (Figure 1.5). 
In the fold and thrust region of Central Otago, basins are filled with sediments dating from 
the Miocene to the Quaternary. The Early Miocene quartz conglomerates of the Manuherikia 
Group sediments are schist derived, and rare glauconite and ilmenite are indicative of a 
possible marine sequence (Youngson and Craw, 1996) or more likely deltaic or lake-margin 
facies including reef building stromatolites (Lindqvist and Craw, 1992). The Manuherikia 
Group is unconformably overlain by the Late Miocene—Pliocene Hawkdun group (including 
the Maniototo Conglomerate and Schoolhouse Fanglomerate) (Youngson et al., 1998). 
Quaternary deposits are dominantly glacial in origin, reflecting the significant glacial erosion 
east of the Alpine Fault (Suggate, 1990). Moraines and tills from glaciers in the Lake  
14                                  Chapter 1: Introduction 
 
 
 
Figure 1.5: Map of the study area showing key geographical and geological features referred 
to in this introduction. Major active and non-active faults are marked in red and black 
respectively.  Abbreviated fold axes: TWS = Taieri-Wakatipu Synform, OA = Otago 
Antiform. Abbreviated sedimentary basins: CB = Cardrona Basin, CTB = Cromwell-Tarras 
Basin, LNB = Lower Nevis Basin, UNB = Upper Nevis Basin, BC = Bob’s Cove. Basemap 
is from http://data.gns.cri.nz/geology/  
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Wanaka, Lake Wakatipu and Lake Hawea basins record ice limits associated with a number 
of glacial advances (Figure 1.6).  
1.3.3: Regional Geomorphology  
A number of regional-scale erosion surfaces exist across New Zealand (Cotton, 1917) and 
provide important information on periods of tectonic stability and eustatic sea level change. 
LeMasurier and Landis (1996) group two previously separately referenced Cretaceous Otago 
erosion surfaces as a single time-transgressive surface of fluvial and marine erosion; the 
Waipounamu Erosion Surface. Despite the short time-scale between these two erosion planes, 
the differences in their formation need distinguishing and are highlighted by Landis et al.  
(2008).  The older unconformity overlies sediments of Late Coniacian (89.9—86.3 Ma) age, 
whilst the younger overlies Early Santonian (86.3—83.6 Ma) sediments (Crampton et al., 
2000), In  this  study,  a  distinction  is  made  from  the  onset  between  a non-marine 
peneplain and a marine transgressive erosion surface. Erosion surfaces are referred to here by 
the names outlined by Landis et al. (2008) to avoid confusion regarding formational 
mechanism. A peneplain, literally ‘almost-plane’, is defined as a low relief, terrestrially 
eroded surface of regional extent that is graded to sea-level and represents the extreme end 
product of subaerial weathering, mass wasting and long continued fluvial processes (Davey, 
1899). Any erosion surface formed by marine planation is therefore not a true peneplain. The 
older Central Otago Peneplain is characterised by friable Late Cretaceous sands, gravels and 
coal measures resting on indurated and deformed Paleo-Mesozoic igneous, sedimentary and 
metamorphic basement rocks. The non-marine nature of the surface however is debated. 
Fluvial features are present in overlying sediments yet terrestrial sediments found are not 
those expected of very low gradient rivers associated with the end of the erosional cycle 
(Davis 1899). The Central Otago Peneplain was formed through erosion whilst the landmass 
was still part of Gondwana and continued after separation 85 Ma (Landis et al. 2008).  
The dominant erosion surface in the study area is the Waipounamu Erosion Surface. This 
feature is younger than the Central Otago Peneplain and postdates the formation of 
Zealandia, forming during marine planation of a gradually submerging tectonically stable 
continent. The Waipounamu Erosion Surface is a diachronous surface at the base of 
Cretaceous—Early Miocene transgressive marine sequences and is also extensively developed 
onto the Paleo-Mesozoic basement. Outcrops of the Waipounamu Erosion Surface in the 
study area are limited to range tops (e.g. Pisa and Dunstan mountains) that are 
characterised by low relief summits with limited fluvial incision (Figure 1.6a). Schist tors are 
the only prominent features to outcrop along these flat ridge-tops, the surface of which is 
heavily weathered. The distinctive smooth topography associated with the Waipounamu 
Erosion Surface is observed across the ranges of Central Otago, where it has been folded and   
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Figure 1.6: a) i – iv:  Examples of the Waipounamu Erosion Surface (WES) geomorphology 
from the study area. Peaks referred to are labelled in b). b) Ice advance extents in major 
catchments in relation to WES preservation. Ice limit stages refer to approximate oxygen 
isotope stages prefixed with a Q: Q2 = 15 100 (± 200) yrs (McKellar, 1960), Q4 = 83 (-
20/+50) kyrs (Turnbull, 2000), Q6 = c. 191—123 kyrs (Lisiecki and Raymo (2005), Q8—10 
= 300—374 kyrs, Q12 = c.413 kyrs (McSaveney et al. 1988), Q16 = 620—660 kyrs 
(McSaveney et al. 1988). Abbreviated active faults: NCFS = Nevis Cardrona Fault System, 
PF = Pisa Fault, DF = Dunstan Fault. Modified from Figures 5 and 31 from Turnbull 
(2000) and Figure 4 from Forsyth (2001). Underlying satellite imagery is from Google Earth 
(2014).  
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uplifted by Neogene north-east and south-west striking thrust faults (Section 1.3.4). 
Considering the Waipounamu Erosion Surface as a stratigraphic marker in the otherwise 
structurally homogenous Haast schist can therefore provide constraints on regional 
shortening as accommodated by faulting. The Waipounamu Erosion Surface is lost from the 
landscape to the west of the Nevis Cardrona Fault System where deep valleys have been 
incised by Quaternary glaciation (Figure 1.6b). 
1.3.4: Regional Faulting 
The Alpine Fault forms the major through-going structure of the plate boundary zone 
onshore in South Island, and accommodates c. 70% of the current plate motion (Berryman et 
al., 1992; Sutherland and Norris, 1995; Beavan et al., 1999). Sutherland (1999) cite the 460 
km of dextral Cenozoic offset of the Matai terrane along its length indicates the Alpine Fault 
has accommodated nearly 55% of the plate motion since 45 Ma. Lamb et al. (2016) argue the 
total dextral offset along the structure is actually >700 km since 25 Ma, reversing >225 km 
of sinistral motion in addition to the 460 km of dextral motion reported by Sutherland 
(1999). The exact age of inception of the Alpine Fault is contested, although a change from 
oblique extension to dextral strike-slip during the late Oligocene to Early Miocene is cited as 
the fault’s first appearance through New Zealand (Cooper et al., 1987; Sutherland and 
Norris, 1995). Sutherland (2000) favours an Eocene age for inception as the fault reactivated 
pre-existing fractures related to Eocene sea-floor spreading. An increase in oblique 
compression between the Pacific and Australian Plates in the late Miocene—early Pliocene 
initiated a shortening regime in South Island and the uplift of the Southern Alps to the east 
of the Alpine Fault (Sutherland, 1996; Walcott, 1978, 1984, 1998).  
No rupture along the Alpine Fault has been observed since the beginning of European 
settlement in 1840 (Wells et al., 1999; Evision, 1971; Anderson and Webb, 1994). Numerous 
geological studies indicate that the fault ruptures in large to great (MW>7—8) earthquakes 
(Evison, 1971; Okaya et al., 2007). The last known large event is thought to have occurred in 
1717 AD in a MW8.1 event, which ruptured at least 380 km of onshore fault trace (Wells et 
al., 1999; DePascale and Langridge, 2012). Paleoseismic studies using radiocarbon dating 
constrain ages of surface ruptures over the past 8000 years (Berryman et al., 2012). They 
indicate remarkably regular ruptures with a mean recurrence interval of 329±68 years, 
suggesting that the fault ruptures in response to a specific amount of strain accumulation.  
The Alpine Fault exhibits major along-strike changes in its geometry and slip sense (Evison, 
1971; Berryman et al., 1992; Barnes, 2005; Sutherland et al., 2006; Barth et al., 2013). 
Jackson’s Bay marks a major transitional zone between two distinct portions of the Alpine 
Fault, which correspond to the change between Australian continental and oceanic crust at  
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Figure 1.7: Field photographs taken from the Criffel Range (left) and Pisa Range summits 
(right) showing the contrast in geomorphology across the Nevis Cardrona Fault System 
(NCFS). Early Pleistocene river deposits in the Cardrona Valley are dissected by dendritic 
drainage patterns in the footwall of the western fault branch. To the east of the fault system, 
the Waipounamu Erosion Surface (WES) is preserved on the range tops, interspersed with 
prominent schist tors, up to several metres high.  
the edge of the Challenger Plateau (Figure 1.5). The central Alpine Fault to the northeast 
strikes at 052—060° and dips at c. 45° to the southeast at shallow crustal depths before 
flattening to a mid-crustal detachment surface (Norris and Toy (2014) and references 
therein). Motion on the central Alpine Fault is dominantly dextral transpressional. In 
contrast, the southern Alpine Fault, to the southwest of Jackson’s Bay is increasingly dextral 
strike-slip in nature, and characterised by a near-vertical fault plane striking at an average 
azimuth of 052° with the upthrown side switching to the northwestern side of the fault trace. 
The geometry and shortening estimates of the central and southern Alpine Fault are 
discussed in detail in Section 2.3 to which the reader is referred for further information 
regarding the structure’s role in plate motion accommodation.  
Deformation in South Island occurs over a wide region (up to 150 km away from the plate 
boundary zone) as highlighted by diffuse seismicity and active faulting (Figure 1.8; Section 
1.3.5). In the Southern Lakes and Central Otago, GPS measurements show the region is 
currently undergoing a contraction rate of 1.5 mm/yr (Norris and Nicolls, 2004). In part, this 
contraction is accommodated by active Neogene and Quaternary north-east and north-west 
striking reverse faults (e.g. Pisa, Dunstan, Nevis Cardrona and Grandview Fault systems) in 
the fold and thrust region of Central Otago (see Section 2.3 for further discussion of the role 
of these faults in accommodating shortening).  
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The longest of the active faults in the field area is the Nevis Cardrona Fault System, which 
extends for 120 km from south of Lake Wakatipu to Lake Hawea where the system merges 
with the Grandview Fault (Figure 1.5). The major reverse faults in the system strike to the 
north-east and are linked by north to north-west trending faults and folds which rotated to 
their current orientation during the Pleistocene (Beanland and Barrow-Hurlbert, 1988). The 
Nevis Cardrona Fault System marks a distinct geomorphic boundary between the deeply 
incised glacial valleys to the northwest and the smoother basin and range topography of 
Central Otago to the south and east (Figure 1.7). The system is also a structural boundary 
between longer-lived plate boundary deformation of a predominantly strike-slip nature close 
to the Alpine Fault, and more recent, reverse motion dominated, distributed deformation in 
Central Otago (Beanland and Barrow-Hurlbert, 1988). Recurrence intervals for large 
earthquakes on the system based on trench studies are 3600—6000 years in the Upper Nevis 
Basin, 4000—9000 years for the Cardrona Basin and <10,000 years in the Lower Nevis Basin 
(Beanland and Barrow-Hurlbert, 1988; basins labelled in Figure 1.5).  
Inactive faults are dominantly north to north east striking and their strike rotates clockwise 
as they approach the plate boundary zone. The Moonlight Fault Zone consists of a number 
of right-lateral northeast trending faults that represent a major zone of extension and 
subsidence during the early and middle Oligocene (Norris et al., 1978). A switch to oblique 
reverse faulting occurred in the late Oligocene and since then the fault system has rotated 
15° clockwise (White, 2002). Along the fault zone, slivers of strongly tilted and folded 
Oligocene sediments are found (Turnbull et al., 1975), the best example of which is at Bob’s 
Cove on the northern shore of Lake Wakatipu (Figure 1.5). These sediments form the 
overlying sequence to the WES and are used to date its formation. The Moonlight Fault 
Zone marks a significant landscape boundary across the Mount Aspiring region. To the west 
of the fault zone, erosion resistant greenschist peak heights are typically higher by c. 200 m 
than to the east where greenschist is widespread yet does not form distinct peaks. Diatremes 
and dykes are also not present to the west of the fault zone, but are prevalent to the east 
indicating increased differential uplift to the northwest of the fault system (Craw, 1984). 
North of the Wilkin valley the Moonlight Fault Zone changes character and orientation to 
become parallel to the schist foliation. This orientation change hinders accurate 
determination of the sense of motion across the fault, however the relative peak height 
difference across the fault, as observed further south (Craw, 1984), decreases to the north, 
suggesting a smaller reverse component in this area. Further north the Moonlight Fault Zone 
transitions into the contemporaneous mid-Cenozoic Siberia Fault Zone and these faults 
together comprise the Moonlight Tectonic Zone (Norris et al., 1978; White, 2002). The 
Siberia Fault is a 40 km long dextral fault system, offsetting biotite and garnet metamorphic 
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isograds within the Haast Schist by up to 7.5 km of net dip-slip and strike-slip motion 
(White, 2002).  
1.3.5: Seismicity in Central and Southern South Island 
The first microearthquake study across the plate boundary zone in central and southern 
South Island was undertaken in 1972 by Scholz et al. (1973). Ten seismometers were moved 
as a 50 km wide network from south to north along the Alpine Fault between Lewis Pass 
and Lake Manapouri over a ten week period. Microseismicity was observed along the central 
Alpine Fault between depths of 2—20 km. South of Haast, rates of seismicity were higher 
than in the central Southern Alps and increasingly distributed to the east of the surface fault 
trace and offshore. They observed events close to the north striking Moonlight Fault Zone 
north of Lake Wakatipu, which exhibited strike-slip faulting not aligned with any regional 
faults (Section 6.3.3). Seismicity in Fiordland was observed to be high and distributed to 
large depths (up to 140 km, with a decrease in events between 15—50 km) associated with 
the Wadati-Benioff zone of the Puysegur subduction zone. Again, shallow events in the 
region show little correlation with surface faults. Composite focal mechanisms indicate almost 
pure thrust faulting with focal planes striking northeast.  
Eight portable high-gain seismographs were installed by Caldwell and Frohlich (1975) over a 
60 km wide area around the Haast River in 1973. These sensors recorded 122 events over 32 
days, concentrated at shallow depths (4—14 km), but few were attributable to the Alpine 
Fault and were instead distributed in a zone 20 km wide, 10 km to the south east.  
Reyners (1983) observed 23 microseismic events during a 16 day period in the Upper Clutha 
Valley (Lake Wanaka and immediate surrounds) in 1981 using five high gain seismometers 
spaced 15—20 km apart. Composite focal mechanisms for these events indicated dominantly 
strike-slip motion, inferred to be sinistral along fault planes oriented at 008°. This inference 
is discussed further in Section 6.2.  
Installation of the Lake Pukaki microearthquake network in 1975 was designed to monitor 
changes in seismicity associated with the damming of the lake for hydroelectric power 
generation. Over eight and a half years of operation, the network recorded 2825 earthquakes 
of magnitude ML≥0.8 (Reyners, 1988) 98% of which were shallower than 15 km. 
Microseismicity was shown to be diffuse, and not limited to surface expressions of mapped 
Quaternary active faults, although some events located close to the Ostler Fault System 
(Section 6.3.2). Induced seismicity associated with the raised water level in the lake was 
observed over an area 80 times larger than the lake itself.  
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Figure 1.8:  Passive seismic networks and seismicity in southern and central South Island. 
GeoNet events between 2000 and 2014 are shown as circles coloured by depth in map view, 
and as grey circles in cross-section view. Black circles show events of magnitude >5. Blue 
crosses show events recorded by the SAPSE network (blue triangles) between November 
1995—April 1996 (Leitner et al., 2001). Purple crosses show events recoded by SAMBA 
(purple triangles) between November 2008—December 2009 (Boese et al., 2012). Pink crosses 
are from the Lake Pukaki Network in 1975 (Reyners, 1988). 
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The installation of the New Zealand National Seismic Network in 1990 (currently operated 
by GeoNet1) marked the start of the longest running seismic network across South Island. 
This long-term record reveals the broad scale pattern in seismicity across the region (Figure 
1.8). Microseismicity in South Island covers a large area in relation to the plate thickness, 
extending over a wide region (150 km) to the southeast. This seismicity is dominantly 
shallow (0—15 km), diffuse and not restricted to mapped active faults. However, depth  
constraints for shallow events recorded by GeoNet are limited by the sparse network spacing 
(c. 100 km), and consequently crustal events are commonly assigned default depths which 
cluster at the velocity model boundaries of 5, 10 and 35 km (Figure 1.8). A relatively high 
magnitude of completeness in South Island (c. M3) is also a limiting feature of the dataset.  
Eberhart-Phillips (1995) relocated 122 events from this GeoNet catalogue using a 1D velocity 
model inversion for the central Alpine Fault. Depth uncertainties for all events were still 
considerable owing to only two stations in the central Southern Alps at that time, but they 
observed an increase in depth of the seismogenic layer from 10 km to 20 km with increased 
distance from the Alpine Fault.  
The Southern Alps Passive Seismic Experiment (SAPSE) was deployed for six months in 
1995—1996 to monitor seismicity across the Southern Alps (Anderson et al., 1997). The 
network consisted of 26 broadband and 14-short period sensors spaced between 30—50 km 
apart and recorded 5491 earthquakes between 2<ML<4.2. Leitner et al. (2001) analysed a 
subset of 195 events from this SAPSE data along with events from the GeoNet and Lake 
Pukaki network that occurred close to the Alpine Fault. Although an improvement on the 
national network of sensors, depth constraints for events were still limited by relatively 
coarse station spacing. Leitner et al. (2001) observed a seismogenic zone down to 12 km 
adjacent to the central Alpine Fault. They independently determined focal mechanisms 
calculated using a moment tensor inversion method, which highlighted a dominantly oblique 
strike-slip regime with few reverse mechanisms. They inverted for a uniform stress field 
across four regions between Milford Sound and Arthur’s Pass and calculated a uniformly 
oriented SHmax directions aligned at 120° (60° to the Alpine Fault) (Figure 6.15). South of 
Jackson’s Bay, seismicity characteristics change to reflect the tectonic transition to 
subduction of the Australian Plate in the Puysegur Subduction Zone. Events become 
distributed across both sides of the southern Alpine Fault as the reverse component of the 
fault decreases. This is in contrast to the two-sided orogeny model applicable to continental 
collision farther north (Koons, 1990) where deformation is focused towards the outbound 
                                         
1 http://info.geonet.org.nz/display/equip/Networks+and+Equipment 
Chapter 1: Introduction                             23 
region. The estimated uniform stress field by Leitner et al. (2001) is assumed to be based on 
a randomly oriented set of fractures, which results from this study (discussed in Section 6.2) 
indicate may not be the case.  
In the central Southern Alps, recent microseismic studies using dense networks have greatly 
improved depth constraints. O’Keefe (2008) deployed eight surface seismometers between 
September 2006 and March 2007 along the central Alpine Fault between Hari Hari and Fox 
Glacier. This network recorded over 400 events as small as ML1.6 in a seismogenic zone 
extending to a depth of 15 km. Whilst few events could be associated with the Alpine Fault 
itself, the study supported a ‘horseshoe’ pattern of seismicity with a distinct gap in 
microseismicity (referred to as a low seismicity zone by Leitner et al. (2001)) occurring 
between the Whataroa and Wanganui river valleys.  
Boese et al. (2012) installed the Southern Alps Microearthquake Borehole Array (SAMBA) 
network in November 2008—June 2009. SAMBA originally consisted of 11 short-period 
sensors installed at depths between 0—98 m between the Copland Valley and Whataroa but 
has since been extended southwards (C. Chamberlain, pers. comm. 2015) to the Solution 
Ranges. SAMBA station spacing averages 8 km in the central Southern Alps and events as 
small as ML-0.3 are recorded (magnitude of completeness MC1.4, Boese et al., (2012)). The 
seismogenic layer is well constrained by over 1700 events to 10±2 km beneath the surface 
trace of the Alpine Fault, 8±2 within 20 km of the fault, and 15±2 at distances larger than 
20 km. This seismogenic depth distribution is restricted to the shape of a region of high-
resistivity (Wannamaker et al., 2002). Events typically cluster at regions of high resistivity 
contrast and are interpreted to occur through fluid flow into cracks in rocks with low degree 
of saturation (Boese et al., 2012), a phenomenon also observed on the San Andreas Fault 
(Bedrosian et al., 2004). Boese et al. (2012) also observe a seismicity gap between the 
Whataroa and Wanganui river valleys, and attribute the feature to a strong unfractured 
block surrounded by higher attenuating fractures zones.  
Analysis of temporary network data by Bourguignon et al. (2015) in the central Southern 
Alps (north of the region examined by Boese et al. (2012)) produced a catalogue with a 
magnitude of completeness MC1.5 and small depth errors of <0.6 km. Low seismicity rates, 
limited to depths of 4—11 km are observed within 9 km southeast of the central Alpine 
Fault. At greater distances (9—10 km) southeast of the fault, higher rates of seismicity are 
observed (typically shallower than 7 km), and hypocentres align with mapped Main Divide 
Fault Zone faults (Cox and Findlay, 1995) and regions of high horizontal strain rates 
(Beavan and Haines, 2001; Lamb and Smith, 2013), suggesting these structures are active.  
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Earthquake swarms (sequences with no conspicuous largest event) occur within the central 
Southern Alps at shallow depths and where the crust is most highly fractured (Boese, 2012). 
Boese et al. (2014) report increased rates in microseismicity swarms (-0.5≤ML≤2.8) after large 
regional earthquakes (e.g. MW7.8 2009 Dusky Sound earthquake, and MW7.1 2011 Darfield 
earthquake). They attribute these rate increases to delayed dynamic waveform triggering by 
surface waves from events producing 0.09 MPa stress drops. No such triggering was observed 
after the MW6.2 2012 Christchurch earthquake, which produced peak dynamic stresses of 0.03 
MPa.  
Tectonic tremor is characterised by persistent, low-frequency seismic energy, and has been 
observed at major plate boundary zones worldwide (Obara, 2002; Rogers and Dragert, 2003; 
Nadeau and Dolenc, 2005). Wech et al. (2012, 2013) observed such seismic signals occurring 
south of Mount Cook and attributed the phenomenon to deep slow slip on the Alpine Fault. 
Difficulties with locating such emergent signals however, meant tremor might equally have 
been occurring on the northern extent of the subducted Australian Plate. Chamberlain et al. 
(2014) identified low frequency earthquakes (LFEs, emergent, small magnitude seismic 
signals) occurring within known tremor periods. They stacked multiple LFE events to 14 well 
constrained families of LFEs occurring within 10 km of the inferred subsurface Alpine Fault 
trace in a region of high P-wave attenuation, low P-wave speeds and high seismic reflectivity 
(Figure 2.10). Increased rates of LFE activity were also observed following large regional 
earthquakes with periods of quiescence in-between.  
In addition to shallow seismicity, intermediate depth earthquakes have been observed 
adjacent to the Alpine Fault. Subcrustal, mantle lithosphere seismicity is generally associated 
with high strain rates and depressed geotherms resulting in a deepening of the brittle regime, 
which in turn allows for increased seismicity at greater depths (Chen and Molnar, 1983; Allis 
and Shi, 1995). Such events are most common in subduction zones where the cooler 
subducting slab is associated with a Wadati-Benioff zone of seismicity. In central South 
Island such intermediate depth (hypocenter depths between 30—80 km) earthquakes are 
sporadic and less frequent than shallow seismicity. The Lake Pukaki network (Haines, 1979; 
Reyners, 1988) recorded 15 events at depths >33 km between 1975 and 1983. Similarly, 
GeoNet detected only 16 events with hypocentral depths >30 km between 1990 and 2000 
(Kohler and Eberhart-Phillips, 2003). The spatial distribution of these events shows 
subcrustal seismicity is more common at the southern end of the Southern Alps where there 
is more crustal thickening than at the northern end.  
Excluding the c. 50 km deep, MW5.9 Lake Hawea event in May 1943 (Reyners, 2005), 
analysis by Kohler and Eberhart-Philips (2003) and the Lake Pukaki network show that 
magnitudes of subcrustal earthquakes are generally small to moderate (ML≤4.0). The 
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magnitude of completeness for the GeoNet catalogue in South Island is ML3.0, meaning many 
additional smaller subcrustal events may be missing from the catalogue. The coarse spacing 
of the national network (100 km) means that focal mechanism generation for these events is 
not generally possible. Reyners (1987) inferred predominantly strike-slip composite focal 
mechanisms for the intermediate depth events detected by the smaller-spaced Lake Pukaki 
network with a compressional axis approximately parallel to the plate motion.   
Reyners (1987, 2005) conclude that sub-crustal earthquakes occur in the subducting Pacific 
lithosphere beneath central South Island. Boese et al. (2013) analyse 20 subcrustal 
earthquakes between August 2008 and February 2012 to produce robust hypocentral 
locations, local magnitudes and focal mechanisms. They favour the interpretation that 
subcrustal events between 30—50 km occur within the Pacific plate, and that only deeper 
events may be attributable to the distributed shortening of the passive margin of the 
Australian lithosphere, which underlies the south west of South Island (Sutherland et al., 
2000). A zone of seismicity between 50—80 km depths beneath northern Lake Wakatipu is 
distinct from, but related to, the subcrustal earthquakes of the Puysegur Subduction zone 
(‘Dart cluster’, Section 6.3). These events are less well constrained compared to those 
occurring beneath the central Southern Alps, as they fall outside the SAMBA network.  
The deployment of new temporary seismic stations in this study will constrain focal 
mechanisms for subcrustal events occurring in this ‘Dart cluster’, which marks the transition 
from dominantly shallow continental collision to continental-oceanic subduction to the 
southwest in Fiordland. New stations installed in the Southern Lakes in this study will also 
halve the average station spacing currently available from the GeoNet stations and produce 
superior depth constraints for the shallow crustal microseismicity. Improved azimuthal 
coverage will also enable focal mechanisms for seismicity to be constrained in the Southern 
Lakes and identify structures responsible. The use of broadband stations also allows for 
possible future receiver function and noise tomography work, which fall outside the scope of 
this project.  
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Looking south from De La Beche ridge along the Tasman Glacier, Aoraki Mount Cook National Park. 
Peak on the right is Mount Cook (3724 m), the highest point in New Zealand 
 
 
 
  
  
 
 
 
 
 
 
 
 
 Chapter 2 
Constraints on Lithospheric 
Deformation in Central South Island 
 
 
 
This chapter presents a detailed review into previous studies of lithospheric structures in 
central South Island with the aim of synthesising our current knowledge of quantifiable 
parameters outlined in Figure 1.1. Section 2.1 constrains the crustal and lithospheric roots 
beneath the Southern Alps, to determine how much thickening needs to be accounted for by 
any tectonic models. Sections 2.2 and 2.3 examine geological and thermochronological 
evidence to assess the current state of knowledge regarding how long-term plate deformation 
in central South Island has been accommodated. In particular, how much Cenozoic crustal 
shortening and erosion has occurred in the Pacific plate? Section 2.4 summarises all available 
geophysical and geological evidence for the nature of the plate boundary zone through central 
South Island, highlighting gaps in our current knowledge for how the central Alpine Fault 
transitions into subduction in Fiordland. Major unexplained observations from the Southern 
Alps are summarised in Section 2.5 alongside how I aim to address a number of these 
questions in this thesis.  
 
Some components of this chapter have been published as the following journal article: 
 
Lamb, S., Smith, E., Stern, T. A., Warren-Smith, E., (2015), Continent-scale strike-slip on a 
low-angle fault beneath New Zealand’s Southern Alps: implications for crustal thickening in 
oblique collision zones. Geochem. Geophys. Geosyst., 16, doi: 10.1002/2015GC005990 
 
This chapter builds on this publication by considering where the holes are in our present 
knowledge, and what further evidence is required to constrain the tectonic models applicable 
to the Southern Alps. Specifically, the gravity/crustal thickness relationship constrained 
herein differs from that used by Lamb et al. (2015), leading to different shortening estimates 
in Chapter 7.   
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2.1: Central South Island Crustal Thickness 
Isostasy requires that in order to produce a vertical gravitational equilibrium, topography 
must be supported at depth by lower density material, be that either though variation in 
crustal thickness, or crustal or mantle density (Airy, 1855; Pratt, 1855; Watts, 2001). In 
orogenic settings, high topography is therefore often associated with a large crustal root, 
commonly formed through crustal shortening and thickening by low-angle thrust faults 
(Burke and Dewey, 1973; Mattauer, 1983; Lamb and Watts, 2010). Assuming constant 
typical crustal and mantle densities of 2750 kg/m3 and 3300 kg/m3 respectively, average 
excess topography of 2000 m should be compensated by a crustal root of 10 km, compared to 
crust at sea level, to be in isostatic equilibrium (Airy, 1855). In the Southern Alps, average 
topography is closer to 1000 m, yet the mountains are underlain by nearly 18 km of excess 
crust and >150 km of excess lithosphere compared to adjacent regions close to sea level 
(Bourguignon et al., 2007). The mountain range is overcompensated in an isostatic sense, and 
is associated with a large negative Bouguer gravity anomaly (up to -90 mgals), which is 
oblique to the strike of the plate boundary zone by 10—15° (Scherwath et al., 2006; Figure 
2.1).  
Numerous geophysical transects in the last fifteen years have contributed to constraining 
lithospheric structures beneath South Island (Figure 2.1a). These include the active South 
Island GeopHysical Transect (SIGHT) lines, T1 and T2 (Scherwath et al., 2003, Van 
Avendonk et al., 2004), two lines parallel to the east and west coasts, T3W and T4E 
(Godfrey et al., 2002, Melhuish et al., 2005) and the passive Wanaka-Cheviot line (WCL, 
Bourguignon et al., 2007). These studies have constrained the crustal thickness and 
structures well in the vicinity of the central Alpine Fault; beneath Mount Cook the crustal 
thickness is c. 42 km (Scherwath et al., 2003). The crustal root thickness increases to the 
southwest to a maximum thickness of 48±4 km beneath Lake Wanaka (Bourguignon et al., 
2007).  
A high velocity mantle body at 90—150 km depths is thought to maintain the excess crustal 
root in central South Island by pulling topography down (Stern et al., 2000). The presence of 
this mantle root is inferred from P-wave residuals along both SIGHT transects (Stern et al., 
2000), tomography data (Kohler and Eberhart-Phillips, 2002) and gravity modeling (Stern et 
al., 2000; Scherwath et al., 2006; Bourguignon et al., 2007), forming a ‘blob’ of mantle 
lithosphere directly beneath the excess crustal root with a slight asymmetry such that it dips 
c. 15° from vertical to the west (Scherwath et al., 2006). The root may be attributable to 
delamination by convective removal of deeper lithosphere below thickened crust as the  
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Figure 2.1: a) Map of previous geophysical transects across South Island. T1—T4 indicate 
SIGHT lines 1—4. WCL is the Wanaka Cheviot line of Bourguignon et al. (2007). b) Cross 
section line X—Y adapted from Bourguignon et al. (2007) showing location of the high 
velocity mantle body centered at 90—100 km deep beneath the maximum crustal root.  
mantle lithosphere is shortened horizontally in concert with the overlying crust (Houseman et 
al., 1981; England and Houseman, 1989; Molnar et al., 1993). Alternatively, the mantle root 
could form by detachment from the overlying crust during intracontinental underthrusting 
adjacent to the maximum crustal thickness by a northwest dipping fault (Allis, 1981; Stern 
et al., 2000; Lamb et al., 2015).  
To the south of Lake Wanaka, little data exist to constrain the southern extent of the crustal 
and lithospheric root. Receiver function analysis by Spasojevic and Clayton (2008) indicates 
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20—23 km thick crust beneath eastern Otago, but thickness estimates for Southland and 
Fiordland are of poor quality (Figure 2.2b). Tomography models from regional seismicity 
(Eberhart-Phillips et al., 2010) rely on a sparse national network of seismometers (>100 km 
spacing) and provide constraints on the relative structures and geometry, yet provide 
restricted resolution for estimates of absolute thicknesses. Gravity measurements therefore 
remain the most numerous and spatially distributed dataset related to crustal structure in 
the southern South Island (Figure 2.2a) with several thousand individual measurements 
(Reilly, 1972). I compare Bouguer gravity anomaly values from locations with reliable crustal 
thickness estimates to examine if a relationship exists between the two variables with the aim 
of calculating crustal thicknesses according to gravity.  
A linear relationship (R2 = 0.813, n=50) is observed between the Bouguer gravity anomaly 
and crustal thickness in the central South Island (Figure 2.2c) indicating that the dominant 
control on the Bouguer gravity field is the crustal thickness. However, this simple 
relationship is not applicable to points south of Lake Wanaka, because a clear positive 
Bouguer gravity anomaly is associated with the high-density mafic rocks of the Dun 
Mountain and Murihiku terranes (Figure 1.5, 2.2a). Also, different deformational processes 
may occur in the south, as the crustal root may not be pulled down here by a mantle body 
(Scherwath et al., 2006). In a 2D shortening model, mantle thickening is assumed to be 
related to crustal thickening, and the short wavelength gravity signal is dominated by 
changes in crustal thickness, rather than lithospheric thickness. 
By considering rocks of the Caples and Rakaia terranes (northeast of Lake Wakatipu) only, I 
use a linear least squares regression to calculate the relationship between crustal thickness, 
Tc, and Bouguer anomaly, g!, as: 
                                g! = !−4.47! ±0.008 !T! !+ 117.1! ±17.82                                            (2.1) 
where errors represent 2σ. For rocks in the southern South Island, the following relationship 
is calculated (R2=0.721, n=5): 
                                g! = !−6.25! ±0.6 !T! !+ 255.3! ±32.8                                                   (2.2) 
However this trend is poorly constrained by a few points (as reflected by the larger errors 
than in Equation 2.1) and shows that the crustal thickness in southern South Island cannot 
be well constrained by gravity. To address this, I calculate the calibrated crustal thicknesses 
across South Island using three possible models (cross-section lines are defined in Figure 2.3): 
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Figure 2.2: Calibration of Bouguer gravity anomaly against measured crustal thickness. a) 
Contoured Bouguer gravity anomaly constrained by black points (Reilly, 1972). b) 
Contoured crustal thickness based on known measurements at white points. Sparse 
distribution of points means crustal structure cannot be well constrained everywhere. c) 
Crustal thickness and Bouguer gravity value show linear correlation for white node points. 
This relationship can be used to interpolate between sparse crustal thickness measurements 
to better constrain the crustal structure. Plots are contoured using the GMT Surface 
algorithm (http://gmt.soest.hawaii.edu/doc/5.1.0/surface.html) 
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• Model 1 (Figure 2.3a). The linear relationship in Equation 2.1 is used to calculate 
crustal thickness at all constrained gravity nodes for the whole study region. This 
model fails to account for crustal thickness measurements in southern South Island 
where the Bouguer anomaly is high and underestimates true crustal thicknesses.  
• Model 2 (Figure 2.3b). As model 1, but accounting for high Bouguer anomalies in the 
southern South Island. The gravity profile along A—B exhibits the same basic shape 
as that along CD, and same linear gradient between Tc and g! but is approximately 
80 mGal higher. This is accounted for by calculating the crustal thickness along line 
A-B using Equation 2.2. Crustal thicknesses to the north east of line C—D are 
calculated as in Model 1 using Equation 2.1. Crustal thicknesses in the region 
between lines AB and CD are interpolated between the two cross-sections.  
• Model 3 (Figure 2.3c). Only crustal thickness to the north east of line C—D is 
calculated according to Equation 2.1. Crustal thicknesses to the south of this line are 
constrained using only the sparse direct crustal measurements.  
These three crustal models may be considered as end member representations of crustal 
thicknesses in southern South Island. Gravity is in general not suitable for constraining 
crustal thickness south of Lake Wanaka, because of complicated crustal and lithospheric 
structures such as the Puysegur subduction zone. However, thicknesses for the three 
models are identical northeast of Lake Wanaka (line C—D) and correspond well with the 
shape of the VP=7.5 km/s iso-velocity surface from the tomography model of Eberhart-
Phillips et al. (2010) (Figure 2.4). The crustal models show it is not appropriate to 
simply consider this iso-velocity surface as the base of the crust (Wood and Stagpole, 
2007) because this underestimates the root thickness by c. 3 km in the vicinity of 
Wanaka where the crustal thickness is well constrained (Bourguignon et al., 2007) and 
overestimates it by c. 10 km beneath Te Anau (Figure 2.4c). Large variations in the three 
crustal models exist to the southwest around Lake Wakatipu and Southland. Model 1 
underestimates the crustal thickness in the far south by c. 15 km, whilst model 3 more 
closely resembles the tomography structure along line X—Y, but does not resolve fine 
detail. Model 2 is a maximum estimate of crustal thickness and does not resolve the 
crustal root in section AB. Model 3 is the preferred model, as it underestimates crustal 
thickness only in the far south, where different tectonic processes are likely to be 
occurring and crustal thickness is influenced by subduction in Fiordland.  
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Figure 2.3: a)—c): Crustal thickness maps estimated for models 1—3 using gravity 
constraints outlined in the text. Cross section lines are plotted in Figure 2.4. d) Points 1—6 
along the Alpine Fault used for shortening estimated in Figure 2.7.  
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Figure 2.4: Comparison of crustal models calculated in this study with the P-wave 
tomography model from Eberhart-Phillips et al. (2010). Cross-section lines are outlined in 
Figure 2.3. All models are identical to the northeast of Lake Wanaka and correspond well 
with the 7.5 km/s P-wave velocity contour representative of the transition from crustal to 
upper mantle material. Point numbers indicate those constrained in Figure 2.3d. Differences 
between models only occur for points 1 and 2.  
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2.2: Quantifying Erosion 
For a full crustal balance model, the net eroded crustal volume must be considered in 
addition to the remaining crustal root. Exhumation and erosion are coeval in the Southern 
Lakes, where high uplift rates (Wellman, 1979) are more or less balanced by high erosion 
rates (Adams, 1980; Jamieson and Beaumont, 1988; Batt and Braun, 1999; Willett and 
Brandon, 2002; Spotila, 2005). Some of this eroded material has been deposited in large 
Cenozoic sedimentary basins on the west and east coasts of South Island (Wood and 
Stagpole, 2007). Cenozoic sediments in Central Otago associated with the Waipounamu 
Erosion Surface, indicate that most or all of South Island was marine in the early Oligocene 
and/or early Miocene (Landis et al., 2008). Maximum transgression occurred at c. 23 Ma 
(Kamp, 1986), which therefore marks the maximum age of the current phase of crustal 
shortening and uplift (Kaikoura orogeny) (Lamb et al., 2015).  This maximum age is reduced 
when other geological evidence is considered; the intrusion of lamprophyre dykes occurred 
during a period of extension (Figure 2.7a) 20—25 Ma (Section 1.3.2). Fission-track 
thermochronology (see Section 3.1) and geobarometry (Toy et al., 2010) show that a total of 
2—25 km of unroofing has occurred across the orogen in the Pacific plate since the early 
Neogene, mostly in the last 10 Myr. 
Tippett and Kamp (1993a,b) calculate total rock uplift from fission-track ages (see Section 
3.1) using the following relationship (modified from Brown, 1991): 
                                              !! = !!!!!! + !!! − !!" + ∆!!"#                               (2.3) 
where !! is amount of rock uplift (km), !! is pre-uplift paleotemperature (°C), !! is pre-uplift 
surface temperature (10°C), ! is pre-uplift geothermal gradient (27.5±2.5 °C), !! is present 
sample elevation above mean sea level (km), !!" is initial mean elevation of land surface 
(assume 0 km) and ∆!!"# is difference between pre-uplift mean sea level and present-day 
mean sea level (0 km). Their results show that rock uplift is greatest in a high exhumation 
zone in the Pacific plate with >5 km of material being eroded 30—50 km southeast of the 
Alpine Fault. In the south of the Southern Alps, this high exhumation zone becomes more 
complex, and appears to swing around so only 8 km of rock uplift (compared to >12 km 
adjacent to the central Alpine Fault) is observed adjacent to the southern Alpine Fault 
(Figure 2.5). Batt et al. (2000) and Batt (2001) complement fission-track ages with K-Ar 
ages from the Haast Pass to suggest that the maximum exhumation occurs within 25 km of 
the southern Alpine Fault, and the southern Southern Alps have not yet reached steady-state 
exhumational conditions (Section 3.1).  
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Figure 2.5: Constraints on Late Cenozoic rock uplift in South Island. Map view shows total 
Late Cenozoic rock uplift (km) from fission track thermochronology data (Tippett and 
Kamp, 1993a). A zone of high (>5 km) exhumation exists within 50 km of the central Alpine 
Fault and widens in the vicinity of Lake Wanaka. Cross section is modified from Craw, 
(1995) and shows the discrepancy between thermochronological estimates of erosion and 
geological estimates in the Mount Aspiring region. ZFT = zircon fission-track, AFT = 
apatite fission-track.  
Although the data from Tippett and Kamp (1993a) remains the most comprehensive regional 
fission-track study in the Southern Alps (see Section 3.1), their interpretation of rock uplift 
has been contested by some authors (see Batt et al., (2000) for discussion). Walcott (1998) 
drew attention to the largely one-dimensional nature of the rock uplift calculation, and 
argued that lateral motion is equally important in an oblique orogeny such as the Southern 
Alps (Koons, 1989; Batt and Braun, 1997, 1999). In such cases, rock uplift estimates from 
Equation 2.3 constrain only the depth from which a sample has been exhumed, not the total 
volume of material eroded from a point (Batt et al., 2000). The estimate of the pre-uplift 
geothermal gradient (!=27.5 °C/km in Equation 2.3) is also likely underestimated, therefore 
net erosion will be overestimated by c. 20% (Walcott, 1998; Batt et al., 2000; Lamb et al., 
2015). However, this overestimate is counterbalanced since contours shown in Figure 2.5 do 
not include eroded Pacific crust that would lie to the northwest of the Alpine Fault as a 
result of thrusting, estimated to increase erosion estimates by c. 20% assuming a fault dip of 
45° (Lamb et al., 2015). 
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It appears current fission-track age patterns are not sufficiently constrained in the Southern 
Lakes to estimate Cenozoic exhumation, and how this uplift is accommodated given the 
dominantly strike-slip nature of the plate boundary zone in the south of the orogen (Section 
2.5). In particular, the lack of fission-track ages from southwest of Lake Wanaka mean the 
eroded volume is largely unconstrained where the crustal root is thickest. Additionally, many 
apatite fission-track ages in the Southern Lakes are influenced by extremely low uranium 
concentrations (Section 3.2 and Appendix A), meaning they are artificially young and 
overestimate Cenozoic exhumation (Figure 2.5). Errors associated with fission-track ages 
from this region are discussed in detail in Chapter 3 and Appendix A and the volume of 
eroded material is recalculated using new fission-track ages and thermo-kinematic modeling 
in Chapter 7.  
2.3: Cenozoic Plate Motions  
Having constrained the existing and eroded crustal volume, it is necessary to understand the 
tectonic processes contributing to crustal thickening and shortening by examining past plate 
motions. New Zealand Cenozoic plate reconstructions are determined from magnetic 
anomalies and sea-floor fracture zones between the Antarctica, Australian and Pacific plates 
(e.g. Sutherland, 1995; Sutherland et al., 2000; Cande and Stock, 2004; Keller, 2004; Croon et 
al., 2008; Barker et al., 2009; Sandwell et al., 2014). Lamb et al. (2015) and Lamb and Smith 
(manuscript in prep) interpolate the finite rotation poles of Cande and Stock (2004), Croon 
et al. (2008) and Keller (2004) to calculate one million year interval instantaneous locations 
of the pole over the time period 0—47 Ma. By considering a near-linear Alpine Fault surface 
trace, the cumulative plate boundary orthogonal and parallel convergence since each 1 Myr 
time step is then calculated (i.e. how much orthogonal convergence has occurred since 20 Ma, 
Figure 2.7) for a series of six points along the Alpine Fault (Figure 2.3d). This improved 
temporal resolution allows for more precise estimates of changes in relative plate motion, 
providing better detail regarding along-strike variation in the time of onset of convergence. 
These reconstructions show that although little along strike variation in fault parallel 
convergence occurs through time (all points show c. 710 km of dextral offset since 23 Ma, 
Figure 2.7c), differences in fault orthogonal motion occur between the north and south of the 
orogen (Figure 2.7b). A point along the central Alpine Fault close to Mount Cook (point 5) 
experienced extension until c. 14 Ma, since which time 44±3.4 km of orthogonal convergence 
has been accommodated. Farther south, adjacent to the southern Alpine Fault near Lake 
Wanaka, point 3 experienced a faster rate of extension (steeper negative gradient in Figure 
2.7b) than to the north, and significant convergence did not begin until c. 9 Ma, since which  
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Figure 2.7: a) Zealandia plate reconstructions with Eocene spreading centre highlighted. 
Modified from Wood and Stagpole (2007) and Lamb et al. (2015). As convergence begins in 
the Miocene, new oceanic crust is subducted beneath South Island. b) Cumulative orthogonal 
plate convergence in kilometers with 95% confidence limits through time for the six points 
shown in Figure 2.3d. Modified from Figure 5a of Lamb et al. (2015). Cumulative 
convergence at a given point in time represents total orthogonal convergence since that time. 
A positive gradient therefore indicates compression, as convergence is accumulated further 
back in time, whilst a negative gradient indicates extension, as cumulative convergence 
diminishes further back in time. Orthogonal convergence begins later in the south than the 
north (c. 7 Ma for point 1, c. 18 Ma for point 6). Intrusion of lamprophyre dykes 20—15 Ma 
(Cooper et al., 1987; Adams and Cooper, 1996) occurred during an extensional period, in 
agreement with plate motions calculated here. c) Cumulative Alpine Fault parallel motion 
calculated using the same method. All motion is dextral and minimal along-strike variation is 
observed; all points show c. 710 km of dextral offset since 23 Ma and c, 380 km offset since 
11 Ma at c. 35 mm/yr.  
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time 27±3.4 km of Alpine Fault orthogonal convergence has occurred. 
The extensional phase of deformation during the Eocene and Oligocene relates to extension 
orthogonal to a north-south striking rift to the south of Zealandia (Barker et al., 2008; Cande 
and Stock, 2004; Figures 1.4 and 2.7a). The eastern side of this rift margin is preserved in 
the western edge of the Campbell Plateau, and exhibits an abrupt change in seafloor depth, 
indicative of a steep margin characterised by a few normal faults (Lamb et al., 2015). In 
contrast, the western side of the rift is likely hyper-extended and thinned by many more 
normal faults, with an estimated β-value of 1.5—2 (Lamb et al., 2015). Plate reconstructions 
(Sutherland, 2000) indicate that since the Miocene, this hyper-extended rift margin has been 
subducted beneath present day South Island (see Section 2.5).  
Present day plate motion rates vary depending on the rotation pole used. Based on the 
NUVEL-1A rotation pole of DeMets et al. (1994), a relative plate motion of 36.8 mm/yr at 
an azimuth of 251° is estimated at Mount Cook, 36.6 mm/yr at 248.5° along the southern 
Alpine Fault at Jackson’s Bay and 35.1 mm/yr at 248.3° at Lake Wanaka. These rates vary 
by up to 1.5 mm/yr and 003° when calculated using the ITRF2008 Euler pole (Altamimi et 
al., 2011, Table 2.1). In the central Southern Alps, c. 70% of this plate motion is 
accommodated by the Alpine Fault (striking 232—240°) as 27—29 (-5/+6) mm/yr of dextral 
strike-slip motion (Wellman, 1953; Norris and Cooper 2001; Barth et al., 2012) and 6—10  
mm/yr of dip slip motion (Simpson et al., 1994; Norris and Cooper, 2001). The remaining 
component of the plate motion is accommodated mostly within the Pacific plate by 
distributed shear and thickening (Molnar et al., 1999; Moore et al., 2002) as evident in 
diffuse microseismicity extending up to 150 km southeast from the Alpine Fault into the 
Pacific plate (Figure 1.8).  
In contrast, the southern Alpine Fault (see Section 2.4) accommodates 81% of plate 
boundary motion as 29.6 (-2.5/+4.5) mm/yr of strike-slip motion in a 232° direction and a 
lower 2.6 (-0.5/+0.4) mm/yr of dip slip (Barth et al., 2014) where the Australian plate 
becomes the upthrown side. The remaining component of plate motion is partly 
accommodated by reverse faulting in the plate boundary peripheries on faults such as the 
Pisa, Dunstan and Nevis Cardrona Fault zones in Central Otago (Figures 1.5, 2.8) and 
offshore thrust faults including the Fiordland subduction zone (Barnes et al., 2005; Beanland 
and Berryman, 1989; Jackson et al., 1996; Nathan et al., 1986). 
The total displacement on all major active reverse structures in Central Otago produces an 
average shortening rate of 2—3 mm/yr (Norris, 2004), which is consistent with geodetic 
derived rates of contraction (Norris and Nicholls, 2004). Slip is episodic in nature, with long 
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periods of quiescence interrupted by large displacements (1—3 m offset in single events), 
which release close to all the total accumulated strain (Norris, 2004). However, this motion is 
not uniformly distributed spatially across Central Otago, and is instead distributed 
intermittently across faults in the region. Faults do not exhibit constant rates of motion and 
single faults within the system rupture in turn with an individual return period of up to 100 
ka, a process termed ‘intermittently characteristic’ by Beanland and Berryman (1989). Ellis 
et al. (2004) show through numerical and analogue models that such out-of-sequence motion 
between a series of parallel thrust faults can result from a weak, viscous décollement in the 
mid to lower crust, overlain by an elastic layer in which faults propagate. This model has 
been discussed in the context of the Central Otago fault system by Norris (2004) who argues 
that strain is accommodated by distributed creep in the mid-crust and released by large 
events on faults within an overlying elastic-frictional seismogenic zone created through strain 
weakening. These reverse faults show some small-scale (<10 km) slip partitioning into 
dextral strike-slip segments but on a >10 km scale are oriented at a strike similar to the long 
axis of the gravity anomaly (215—220°) suggesting a possible mechanical coupling with 
ductile flow in the lower crust (Shen et al., 2001; Gerbault et al., 2002). This process is 
discussed further in Chapter 7 and in Section 5.3.1 in relation to regional microseismicity.   
Reverse motion at the plate boundary zone peripheries (3—8 mm/yr including the offshore 
thrust faults, Sutherland et al. (2006)) cannot fully explain the remaining 9—11 mm/yr of 
north-east striking oblique dextral reverse motion required to balance the relative plate 
motion in the southern South Island (Figure 2.8). Sutherland et al. (2006) propose this extra 
motion is accommodated by clockwise rotation of crustal fault blocks and oblique dextral 
reverse faults within 80 km southeast of the southern Alpine Fault.  This region is 
characterised by high topography, and no active faults are mapped 
(http://data.gns.cri.nz/af/) meaning surface fault offsets cannot be used to estimate slip 
rates and verify this proposed mechanism of deformation. However, as part of detailed 
microseismicity studies (see Section 5.1.5), focal mechanisms and magnitudes can be used to 
calculate moment tensors and quantify how much plate motion may be accommodated by 
distributed shear in this region. 
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Figure 2.8: Plate motion partitioning in the Southern Lakes, modified from Sutherland et al. 
(2006) and using updated southern Alpine Fault slip rate estimates from Barth et al. (2014). 
Oblique plate motion is partitioned by the primarily dextral strike-slip southern Alpine Fault 
(strike=052°) and dextral reverse motion on faults in Central Otago and thrust faults 
offshore from the west coast. The slip deficit is thought to be accommodated by distributed 
dextral shear in an 80 km wide region southeast of the southern Alpine Fault (Sutherland et 
al., 2006). AUS and PAC are the Australian and Pacific plates respectively.      
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2.4: The Nature of the Plate Boundary Zone in Central 
South Island 
Constraints on the nature of the plate boundary zone along the length of the Southern Alps 
are key to our understanding of how along-strike variations in shortening and crustal 
thicknesses are accommodated. The c. 600 km-long onshore Alpine Fault is the surface 
manifestation of the Australian-Pacific plate boundary zone in South Island, exhibiting a 
uniform first order (>10 km) strike of 055°, 10—15° anti-clockwise from the plate 
convergence vector (DeMets, 1994). Along-strike variations occur both in fault dip and 
amount of segmentation, leading to sub-divisions to reflect major changes (Berryman et al., 
1992; Barth et al., 2013). In this section I focus discussion on the similarities and distinctions 
between the highly segmented, oblique central Alpine Fault (northeast of Jackson’s Bay) and 
the dominantly dextral strike-slip, sub-vertical southern Alpine Fault to the southwest. 
As a reflection of the oblique nature of plate motion, the surface trace of the central Alpine 
Fault is segmented into en echelon dextral strike-slip (striking at 065—090°, sub-parallel to 
the plate vector) and reverse (striking at 020—050°) sections on a 1—10 km scale, a pattern 
described as ‘serial partitioning’ (Norris and Cooper, 1995; Barth et al., 2012). Strike-slip 
segments dominantly occur in large valleys, whilst reverse segments are predominantly 
restricted to the termination of ridges, thought to be a reflection of rotations in the stress 
field with variations in topography (Norris and Cooper, 1995; Boese, 2012)(see section 6.2 for 
further discussion). Whether this segmentation merges into a single planar through-going 
fault at depths shallower than the brittle-ductile transition (5—8 km, Koons, 1987; Holm et 
al., 1989, Toy et al., 2010) is unknown, but is postulated to be limited to the uppermost 1—2 
km as strike-slip segments represent linkage structures between tears in the basal fault 
(Barth et al., 2012). Lineations within mylonitic rocks suggest ductile creep is sub parallel to 
the plate vector (Sibson et al., 1979; Norris et al., 1987). Evidence of large magnitude 7—8 
events (Wells et al., 1999; Sutherland et al., 2007) indicates that near-surface complexities 
are insufficient to limit rupture propagation originating from a basement rooted earthquake 
(Barth et al., 2012).  
A number of models for the geometry of the central Alpine Fault as a continental transform 
within the brittle and ductile crust have been proposed (Sibson, 1983; Scholz, 1988; Hanmer, 
1988; Burgmann and Dresen, 2008). At depth, the sub-surface geometry of the central Alpine 
Fault is constrained by a number of geophysical, geological and thermochronological studies. 
Norris and Toy (2014) summarised the current widely accepted model of the plate boundary 
zone beneath the central portion of the Southern Alps. This model defines a steeply dipping 
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(45—60°) fault zone in the top 10—15 km of the crust, which becomes increasingly listric to 
the south east forming a low angle mid-crustal detachment accompanied by a near-vertical 
shear zone extending to mantle depths beneath the surface trace of the Alpine fault (Figure 
2.10). This vertical shear zone is primarily constrained using observations of tremor (Wech et 
al., 2012), however large vertical errors (up to 15 km) are associated with these locations and 
no focal mechanisms have been calculated; tremor may occur along the basal detachment and 
simply be mislocated.  
However, one major discrepancy between many of the studies focused on Alpine Fault 
geometry is which shear zone in Figure 2.10 is considered to be the plate boundary zone 
(that is, the contact between the Australian and Pacific plates). Many (Koons et al., 2003; 
Gerbault et al., 2003; Norris and Toy, 2014) consider the low angle detachment as a shear 
zone that approximates the brittle-ductile transition within the Pacific plate, extending away 
from the vertical plate boundary. In these instances, references to the detachment as the 
Alpine Fault become confusing, as the structure represents the plate boundary zone at the 
surface, but not at depth. Lamb et al., (2015) in contrast propose that the mid angle 
detachment in fact represents the plate boundary zone between the underthrust thinned 
Eocene rifted margin of the Australian Plate (see Section 2.51 for more detail). In this study 
I refer to the Alpine Fault as the surface and near-surface expression of the plate boundary 
zone only.  
In the near surface (top 100 m), the dip of the principal slip zone at a strike-slip/reverse 
segment intersection of central Alpine Fault is constrained to 30—45° by the initial phase of 
the Deep Fault Drilling Project (DFDP-1) in 2011 (Sutherland et al., 2012). Exposed fault 
rocks (cataclasites, gouges, ultramylonites, mylonites and amphibolite facies Alpine Schist) 
have been exhumed from depths of approximately 35 km (temperatures >500°C), indicating 
that a shear zone extends to close to this depth, although again these depth constraints are 
limited (Toy et al., 2008, 2010). Total integrated displacement from calculated mylonite 
shear strains (Toy et al., 2012) is comparable to total fault displacement since 5 Ma (Norris 
and Cooper, 2003), indicating these rocks were exhumed by a narrow zone of localised shear 
(Norris and Toy, 2014). Davy et al. (1995) and Stern (2007) observed strong seismic 
reflectors beneath the Southern Alps attributable to this shear zone dipping at 30—40° at 
20—27 km deep. These reflectors correspond to a zone of high conductivity (Wannamaker et 
al., 2002), suggesting high fluid pressures and fluid connectivity, but are not necessarily 
restricted to a narrow shear zone, as their width exceed that of the mylonites exposed at the 
surface (Norris and Toy, 2014).  
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The dip of this localised shear zone is thought to shallow in the mid—lower crust, forming a 
low-angle detachment surface, although which physical boundary this structure represents is 
debated. Koons et al. (2003) calculate this detachment is necessary to accommodate collision 
where thermal weakening from rapid exhumation is absent and motion is partitioned between 
a strike-slip detachment and a sub-vertical shear zone (Figure 2.10). This geometry is 
supported by kinematics of ductile fabrics within the Alpine Schist (Little et al., 2002). The 
observed pattern of apatite and zircon fission-track ages along a fault-perpendicular transect 
define a high exhumation zone attributed to rapid exhumation of mid-crustal material by a 
southeast dipping thrust fault (see Section 3.1 for more detail). This structure has been 
quantified using inverse modeling of zircon (U-Th)/He ages and zircon fission-track ages by 
Herman et al. (2009). Their model (Figure 2.10d) shows the pattern of thermochronological 
ages can be well explained by a shallow-dipping mid-crustal detachment, steepening to the 
west and exhuming mid-crustal rocks within 20—30 km of the central Alpine Fault at a fault 
orthogonal velocity of c. 9 mm/yr, comparable to surface derived dip slip rates (Table 2.1). 
Their modelled fault structure is much shallower than the proposed strike-slip detachment 
model of Koons et al. (2003), the zone of high conductivity (Wannamaker et al., 2002) and 
seismic reflectors of Stern et al. (2007). P-wave velocity inversions are observed in the mid-
crust (Scherwath et al., 2003; Eberhart-Phillips et al., 2010) with high velocities (up to 6.5 
km/s) occurring at 10—20 km depth, just above the proposed detachment ramp of Herman 
et al. (2009).  
Variation in slip on the detachment is inferred with depth and the fault zone is possibly 
segmented into locked and sliding patches. Lamb and Smith (2013) show that the shear, 
shortening and vertical components of the GPS velocity field are well explained using a 
simple ‘twist-up’ model1 with a locked patch occurring at 25—30 km (Figure 2.10). This 
locked patch corresponds well with a high magnetotelluric resistivity gap (Wannamaker et 
al., 2012) and the edge of locations of low frequency earthquakes (Chamberlain et al., 2014). 
Dense microseismicity (Boese et al., 2012) occurs just above and beneath the shallow locked 
portion of the fault.  
 
                                         
1 Terminology refers to cylindrical rotation about a concave-upwards listric fault segment 
(twist-up) as opposed to a convex-upwards fault (twist-down). This rotation minimises far-
field differential motion on opposite sides of the fault depending on the fault curvature. See 
Figure 4 of Lamb and Smith (2013) for further explanation.  
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Table 2.1: Comparison of distinguishing characteristics of the central and southern Alpine 
Fault. Modified from Table 1 of Barth et al. (2013) using references therein. 
 
Southwest of Jackson’s Bay, a transition from continental/continental transpression to 
oceanic/continental transpression occurs, and the central Alpine Fault changes nature 
becoming the southern Alpine Fault (Berryman et al., 1992; Barth et al., 2013). At the 
surface the principal slip zone of the southern Alpine Fault is near-vertical, dipping 80°—90° 
to the southeast, despite exhibiting a similar average strike to the central Alpine Fault 
(Table 2.1). The structure accommodates c. 81% of the inter-plate motion as 29.6(-2.5/+4.5) 
mm/yr of strike-slip motion and has exhibited this reasonably constant rate over the last c. 
3.5 Ma (Barth et al., 2014). Net uplift (low dip slip rates of <1 mm/yr, Kamp et al., 1992; 
Sutherland et al. 1995; Barth et al., 2014) is observed on the northwest side of the fault in 
the Australian plate (Hull and Berryman, 1986), a contrast to the significant uplift of the 
Pacific plate observed in the central Southern Alps. The surface fault trace does not exhibit 
the partitioning observed along the central Alpine Fault, and instead convergence is partly 
accommodated by distributed shear and thickening within the Pacific plate or partitioned 
onto reverse faults in Central Otago or offshore thrusts (Norris and Cooper, 2001; Sutherland 
et al., 2006). In spite of these additional peripheral faults, the southern Alpine Fault acts as 
an independent structure, which exhibits offsets comparable to the central Alpine Fault  
Feature Central Alpine Fault Southern Alpine Fault 
   
Strike-slip rate (mm/yr) 27—29 (-5/+6) 23—29.6 (-2/+2.3) 
Dip-slip rate (mm/yr) 2.25—8 (-0.5/+1) 2.6 (-0.5/+0.4) 
Regional fault strike (<10 km) 052°—060°  040°—059°  
Average fault strike/dip and dip direction 055°/45° SE 052°/82° SE 
Subsurface geometry Listric, plus vertical shear  Unknown – vertical? 
Net uplifted side SE NW 
NUVEL-1A plate vector (mm/yr, azimuth) 37.5, 251° 36.6, 247° 
ITRF2008 plate vector (mm/yr, azimuth) 38.7, 248° 38.3, 245° 
Locking depth (from GPS) 13—18 km 11—16 km 
Base of seismogenic zone  8—9 km 10—12 km 
Deepest crustal root 45 km 48 km 
Distance between maximum crustal root 
and surface fault trace 
40 km 80 km 
Distance between main divide and fault 15 km 30 km 
Width of apatite high exhumation zone c. 25 km c. 55 km 
Width of zircon high exhumation zone c. 17 km c. 25 km 
P-wave velocity inversions Yes Yes 
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Figure 2.10: Overview of central plate boundary zone structures and kinematics from 
numerous geophysical and geological studies along the cross-section line shown in Figure 2.8. 
a) best fit lines for the GPS model (with respect to a fixed Australian plate) of Lamb and 
Smith (2013). b) Fission-track ages (apatite and zircon) from Tippett and Kamp (1993a). c) 
Topography and geological cross-section from Little et al. (2005). d) Sub-surface fault 
geometry constraints (see key for references).  
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Figure 2.11:  Overview of southern Alpine Fault structures and kinematics (features as in 
Figure 2.10) as constrained by previous work. An updated version of this figure, using 
microseismic and thermochronological data produced in this thesis is offered in Figure 7.3. 
WES= Waipounamu Erosion Surface.  
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(Barth et al., 2014). The fault is therefore postulated to be mature and critically weakened as 
it exhibits little temporal slip variation, and motion must be accommodated by additional 
structures as strike-slip rates have reached their maximum values (Barth et al., 2014).  
The nature of the transition between these two segments of the Alpine Fault is largely 
unconstrained and in contrast to the central Alpine Fault, no widely accepted model exists to 
describe the sub-surface structure of the plate boundary zone in the vicinity of the southern 
Alpine Fault. This is mostly because of the lack of detailed studies in this region; no seismic 
profiles exist across the onshore section of the southern Alpine Fault, and no thermo- 
kinematic models or focused microseismicity studies have been undertaken (Figure 2.11). 
Sutherland et al. (2006) postulate the southern Alpine Fault as a single structure, sub-
vertical to mantle depths, restricting the plate boundary zone to be continuous with the 
Puysegur subduction zone at depth around Lake Wanaka. However, a deepening of 
earthquake hypocentres associated with brittle deformation in the subducted Australian slab 
only occurs southwest of Lake Wakatipu (Figure 1.7). In the model of Sutherland et al. 
(2006) crustal thickening is therefore accommodated purely by crustal shortening in the 
Pacific plate, a mechanism incompatible with plate reconstruction models as calculated in 
this study (Chapter 7). This model also does not account for how the fault steepens from the 
mid-crustal detachment inferred beneath the central South Island. 
Despite the apparent contrasts in surface geometry and slip sense of the central and southern 
Alpine Fault, a number of characteristics are common to both regions. As in the central 
Southern Alps, a high exhumation zone of fission-track ages is observed along a transect 
across the Southern Lakes (Tippett and Kamp, 1993)(Figure 2.11b) showing that high 
exhumation rates occur in the Pacific plate to the southeast of the southern Alpine Fault, 
despite the surface evidence for net uplift on the northwest side (Hull and Berryman, 1986). 
Fully reset zircon fission-track ages in the hanging wall are restricted to within 30 km of the 
fault, whilst the apatite fission-track ages define a wider high exhumation zone than in the 
central Southern Alps, extending 50 km into the Pacific plate. Many of these ‘reset’ apatite 
ages are affected by low uranium content and are likely artificial ages (see Chapter 3), 
meaning the apatite high exhumation zone is likely much narrower and comparable to that 
adjacent to the central Alpine Fault. A similar P-wave velocity inversion is observed in the 
mid-crust (Eberhart Phillips et al., 2010) as along the SIGHT2 transect (Scherwath et al., 
2003). Seismicity is mostly limited to the top 15 km, although depth constraints are poor 
(Section 5.1.2). Greater rates of seismicity are observed adjacent to the southern Alpine 
Fault than the central Alpine Fault, the latter of which is relatively quiet seismically (Boese 
et al., 2012).  
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Vertical cross-sections in Figures 2.10 and 2.11 both show thickened crustal roots, the 
maximum crustal thickness occurring beneath Lake Wanaka, where the cumulative plate 
shortening is 25 km less than in the Mount Cook region since the mid-Miocene, and 50 km 
less since the early Miocene (Figure 2.7). The maximum crustal root thickness is observed 
farther from the plate boundary zone in the southern Southern Alps than in the central 
Southern Alps by a factor of two (40 km beneath Mount Cook and 80 km beneath Mount 
Aspiring). This is reflected in the strike of the Bouguer gravity anomaly (Figure 2.1), which 
is offset from the plate boundary zone by 15°. The main divide is also farther from the 
Alpine Fault by the same factor (15 km at Mount Cook, and 30 km at Mount Aspiring).  
2.5: The Southern Alps Structural Problem  
Discussion in this chapter shows that there are a number of inconsistencies regarding 
previous crustal models for the Southern Alps. These inconsistencies are summarised here as 
an overview of the motivations behind this study. 
1. Based on current knowledge of crustal thickness and erosion, the volume of the 
crustal root underlying the Alps, plus volume of eroded material, appears to require 
much higher total convergence between the plates than there is currently surface 
evidence for. This relationship is quantified and tested further in Chapter 7 using 
improved constraints on erosion.  
2. The position of the thickest root is not underneath the highest mountains. The 
thickest crust occurs underneath Wanaka, 150 km southwest of Mount Cook.  
3. The crustal and lithospheric roots are wider in the south of the orogeny than in the 
north. 
4. The trend of the gravity low is offset from the strike of the Alpine Fault by 10—15°.  
5. Cumulative convergence between the two plates increases northwards in a scissor like 
motion. But the crustal thickening gets larger and wider further south where the 
component of orthogonal convergence is less.  
6. The southern Alpine Fault is dominantly strike-slip in nature, yet is adjacent to the 
deepest part of the crustal root.  
7. There appears to be a wider zone of recent exhumation and more rapid uplift in the 
south west of the orogen than in the northeast. 
8. Intermediate depth earthquakes increase in frequency and magnitude farther south. 
Lamb et al. (2015) propose that these observations can be explained by a 3D crustal 
thickening model, whereby the thick crustal root has formed by along-strike underthrusting 
(over 300 km) of the hyper-extended rift margin of the Australian plate since 10 Ma (Figures  
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Figure 2.12: Proposed 3D model for crustal thickening in central South Island by Lamb et al. 
(2015) (their Figure 7a and 8d). Crustal thickening occurs by underthrusting of Eocene 
oceanic crust beneath the Southern Alps.  
2.7 and 2.12). This model is consistent with the nature of the plate boundary zone beneath 
the central Southern Alps (Section 2.4), whereby crust is displaced along a low-angle mid 
crustal detachment, which represents the boundary between the overlying Pacific plate, and 
underthrust Australian stretched Eocene passive margin. The model of Lamb et al. (2015) 
predicts that this detachment surface should be continuous beneath the Southern Lakes, 
where a wider zone of Australian plate has been underthrust, northeast of Australian plate 
subduction in Fiordland. However, the presence of such a detachment surface beneath the 
Southern Lakes is largely inferred and derived from similarities between observations from 
the central Southern Alps (P-wave velocity inversions, fission-track analysis and GPS  
dislocation models); no direct evidence has constrained the geometry of this proposed 
detachment. 
Underthrusting of a large area of Australian lithosphere beneath South Island has 
implications for the seismic risk posed by the low-angle part of the Alpine Fault/plate 
boundary zone in the mid-crust (Figure 2.12). However, the seismic potential is largely 
unknown at this stage, especially how large M7—8+ earthquake on the steeply dipping 
section of the Alpine Fault may interact with the proposed low-angle seismogenic zone (if it 
is capable of producing earthquakes at all, periodic aseismic creep may release accumulated 
strain).  
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This thesis builds on and tests the model of Lamb et al. (2015) by quantifying the 
lithospheric structures beneath the southern Southern Alps using techniques previously 
applied to the central Alpine Fault. I test the 3D underthrusting model using improved 
constraints on the microseismicity (Chapters 4—6) and thermo-kinematic modelling (Chapter 
3) of the Southern Lakes, two major contributors to the mid-crustal detachment model in the 
central Southern Alps. In particular I examine microseismicity in the lower crust beneath the 
Southern Lakes, which, alongside evidence of sub-crustal earthquakes (Boese et al., 2013), 
may indicate brittle deformation within the underthrust Australian plate (Lamb et al., 2015). 
These results are discussed in detail in relation to the proposed model of Lamb et al. (2015) 
in Chapter 7.  
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 Chapter 3 
Constraints on Cenozoic Crustal 
Deformation in Central South Island 
from Fission-track Thermochronology 
 
In this chapter, I examine the Cenozoic vertical kinematics of the Otago schist, (up to 150 
km southeast of the southern Alpine Fault) through apatite fission-track (AFT) and zircon 
fission-track (ZFT) thermochronology. This chapter is accompanied by Appendix A, designed 
as a supplement to the chapter which outlines the laboratory procedures and age calculations 
methods used herein. Appendix B contains sample fission-track count data used to calculate 
cooling ages. In this chapter, Section 3.1 is an introduction to fission-track thermochronology, 
with particular focus on the processes affecting thermochronological ages in convergent 
orogenic settings, and a review of previous thermochronological studies in central South 
Island. Section 3.2 provides a summary of the sample locations and the methods used to 
calculate fission-track ages. Section 3.3 presents ages calculated in this study and discusses 
patterns in relation to regional structures. In Section 3.4 I use inverse thermo-kinematic 
modelling techniques (PECUBE, Braun, 2003) to constrain the sub-surface structures 
required to reproduce the observed surface cooling age pattern. Work from this chapter has 
been submitted to Geochemistry, Geophysics and Geosystems as the following manuscript: 
Warren-Smith, E., Lamb, S., Seward, D., 1Smith, E., 1Herman, F. and Stern, T. A. 
Thermochronological evidence of a low-angle, mid-crustal detachment plane beneath the 
central South Island, New Zealand, Geochemistry, Geophysics and Geosystems (in review).  
1Euan Smith (VUW) derived the maximum likelihood age calculation method outlined in Appendix A 
following discussion with EW-S and DS, and subsequently calculated maximum likelihood ages using 
count data and parameters provided by EW-S. Frédéric Herman (University of Lausanne) provided 
modified versions of PECUBE codes for use in Section 3.4, and provided help adjusting parameters 
and age inputs to allow for efficient inverse model runs during a visit by EW-S to Lausanne in 2014. 
60                                                             Chapter 3: Fission-track Thermochronology 
3.1: Introduction 
3.1.1: Fission-track Thermochronology 
Fission tracks are formed within crystals by nuclear fission decay of 238U. This process occurs 
spontaneously via a natural decay process (in addition to eight α (4He) and six β− emissions) 
and artificially through bombardment by neutrons and other high-energy particles (Tagami 
and O-Sullivan, 2005). Natural fission frequency is low, approximately 1 event for every 
2x106 α-particle decay events. The two massively ionising, positively charged, nuclear 
byproducts of fission create straight lines of radiation damage within the crystal lattice. 
These spontaneous fission tracks accumulate over time. However, if ambient temperatures 
are sufficiently high (greater than a mineral specific annealing temperature) these damage 
trails become shortened with time, a process governed by thermal diffusion, and are 
eventually erased (annealed) from the mineral. At temperatures less than the annealing 
temperature, fission tracks are not repaired by thermal recovery and are preserved within the 
crystal. The number of fission tracks present in a crystal is therefore dependent on the 
uranium concentration, time and thermal history of the sample. A cooling age (i.e. the age at 
which the crystal was last at the annealing temperature) can be calculated for the crystal 
based on fission track densities and uranium content (Appendix A). 
 
 
Figure 3.1: Overview of fission-track thermochronology theory. Within the partial annealing 
zone (PAZ) fission tracks shorten at a rate dependent on mineral composition and cooling 
rate.  
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Figure 3.2: Closure temperatures for several commonly used geochronological systems. 
Apatite and zircon fission-track thermochronology methods are best suited for determining 
thermal histories of upper crustal rocks (< c. 10 km) and sedimentary basin processes. Figure 
modified from http://pangea.stanford.edu/~dpollard/NSF/main.html.  
Annealing of fission tracks occurs over a range of temperatures or depths, referred to as the 
partial annealing zone (PAZ, Gleadow and Fitzgerald, 1987). Within this zone, fission tracks 
shorten in length (anneal) but do not fully disappear. The annealing rate is dependent on a 
number of factors including chemical composition, crystallographic orientation of tracks and 
in some instances pressure (Naeser and Faul, 1969; Green et al., 1986, 1988; Laslett et al., 
1987; Donelick et al., 1999; Tagami and O’Sullivan, 2005 and references therein). The 
annealing temperature range is commonly quoted as 60—110°C for apatite (Gleadow and 
Duddy, 1981). For zircon, geological studies suggest annealing temperatures of c. 200—300°C 
(Tagami, 2005). This is about 50-100°C lower than laboratory estimates (Fleischer et al., 
1965; Krishnaswami et al., 1974; Yamada et al., 1995; Rahn et al., 2004) because 
experimental samples lack the natural alpha damage obtained in geological settings, which 
can reduce the thermal stability of fission tracks (Brandon et al., 1998).  
The annealing temperature is also influenced by the rate of cooling. Dodson (1973) defined 
the effective closure temperature, Tc, for rocks travelling at a constant rate through the 
partial annealing zone. A slower cooling rate results in a lower Tc according to: 
                                      !! = !!!"# !"!!!!                               (3.1) 
where Ea is the activation energy, D0 is the diffusion coefficient at infinitely high 
temperatures, A is a geometry dependent constant, ! is the time taken for diffusivity to 
decrease, R is the gas constant and ! is the dimension of the diffusion domain. The annealing 
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temperature also varies between minerals systems (Figure 3.2), meaning fission-track ages 
from multiple minerals within the same sample can be used as a powerful tool to constrain 
the cooling history of the rock. This study focuses on apatite and zircon fission-track ages, 
which are sensitive especially to shallow crustal tectonic and topographic process (Figure 
3.2).  
3.1.2: Thermochronology in Orogenic Settings 
In active orogenic settings such as the Southern Alps, oblique plate motion moves rocks in 
both horizontal and vertical directions (England and Molnar, 1990; Teyssier et al., 1995; 
Stüwe and Barr, 1998). The horizontal component of this motion can be relatively well 
constrained. Offset geological units (e.g. Coombs, 1976; Sutherland, 1999b; Lamb et al. 2016) 
provide evidence for long-term rates of horizontal plate motion, whilst geodesy can quantify 
the short-term horizontal component (Beavan et al., 1999; Wallace et al., 2007). However, 
determining the spatial and temporal distribution of the vertical component is more 
problematic. GPS studies (e.g. Beavan et al., 2004; Norris and Nicols, 2004; Beavan et al., 
2010, Houlié and Stern, 2012) offer limited vertical resolution (over short observation periods, 
errors are typically of the same magnitude as uplift rates) and high denudation rates west of 
the main divide obscure much of the evidence for recent uplift (Griffiths and McSaveney, 
1983; Koons, 1989). Interseismic geodetic observations must therefore be combined with 
longer-term geological studies (Wellman, 1979) to constrain vertical kinematics of the plate 
boundary zone.  
The upward movement of rocks with respect to the geoid is commonly accommodated in 
orogenic settings by large thrust faults, which transport hanging wall rocks over footwall 
material (Molnar, 1987; Harrison et al., 1992). Without the influence of erosion, this uplift of 
rocks (as per the definition of England and Molnar (1990)) produces topography in the 
hanging wall, which primarily cools through lateral heat loss on the flanks (‘topographic 
cooling’, Ter Voorde et al., 2004). Topographic cooling is dominant in short-wavelength high-
amplitude topography (Braun, 2002). Conversely, the geometry of closure isotherms of 
thermochronological systems is dominantly controlled by long wavelength topography; 
relative relief changes principally control spatial distribution of cooling ages (Braun, 2002). 
Footwall rocks are also heated as they are progressively buried by overthrust material 
(Chamberlain and Karabinos, 1987; England and Thompson, 1984; Molnar and England, 
1990).  
Erosion plays an important and complex role in the thermal evolution of rocks (e.g. Stüwe, 
1994; Willett, 1999; Moore and England, 2001; Willett and Brandon, 2002). Erosional 
processes remove crustal material and result in cooling as the rocks are moved with  
Chapter 3: Fission-track Thermochronology                                                             63 
 
Figure 3.3: Simplified schematic cross-section of a thrust fault and anticipated fission-track 
age distribution as a result of hanging wall exhumation with ongoing erosion, modified from 
Metcalf et al. (2009) and Ehlers (2005). In this study, the age distribution is subdivided into 
three zones. In zone i, fission tracks are fully reset by the recent exhumation stage and single 
grain age distributions are young with a high P(χ2) > 5%. In zone ii, fission tracks are 
partially reset, and single grain age distributions are bimodal with a low P(χ2) < 5%. This 
zone represents the exhumed partial annealing zone (PAZ). Zone iii consists of ages not reset 
by the current exhumation phase. Single grain age distributions are therefore old, with a high 
P(χ2) > 5%,  representing resetting from a previous thermal event (e.g. metamorphism). 
Zones i and ii are further subdivided by Tippett and Kamp (1993a) into zones a, b and c, d 
respectively based on track length distributions. In this study, confined track lengths are not 
measured and thus zones i—iii are used. 
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respect to the earth’s surface, a process referred to as exhumation (England and Molnar, 
1990). The change in height of the earth’s surface with respect to the geoid (surface uplift) is 
therefore a complex interplay between tectonic driven uplift of rocks and associated erosion 
driven exhumation. The thermal histories of the rock are influenced by both sub-surface and 
surface processes, which must both be constrained to fully understand the dynamics of 
orogens (Herman and Braun, 2006; Herman et al., 2007).  
Parts of New Zealand’s Southern Alps may approximate an exhumationally steady state 
mountain range, where the rate of rock uplift is comparable to the erosion rate (Adams, 
1980; Batt and Braun, 1999; Willett and Brandon, 2002). Although thermochronological ages 
cannot constrain along-strike motion, vertical thermal histories can be inferred by examining 
spatial patterns of cooling ages. In such a setting, where exhumation from depths greater 
than the annealing temperature is accommodated by a thrust fault (and basal décollement), 
a characteristic pattern of fission-track ages is observed with increasing orthogonal distance 
from the fault (Figure 3.3). Fission-track ages can be broadly categorised into three zones, 
based on their thermal histories: 
i. Rocks closest to the fault have been exhumed from the greatest depths at the fastest 
rates and consequentially have been fully reset. Fission tracks in these rocks have 
accumulated since their recent exhumation through the annealing temperature, and 
hence their ages represent a minimum age of exhumation on the fault. This region is 
referred to in this study as the ‘high exhumation zone’ (HEZ).  
ii. The second region is a transition zone between the fully reset and non-reset zones, 
which represents the exhumed partial annealing zone. Rocks from this region have 
been partially reset by recent exhumation, and their track length and individual 
grain age distributions are wide or bimodal to reflect this.  
iii. Rocks distant from the fault have not been exhumed through the annealing 
temperature by the most recent phase of motion on the fault, and therefore have not 
been reset during the most recent period of uplift and erosion. Their fission-track 
ages represent the last cooling event experienced by the rocks. 
This theoretical pattern is similar to that observed in Taiwan where the north-south striking 
Luzon Arc on the Philippine Sea plate obliquely collides with the Eurasian continental 
margin (Suppe, 1980). The Taiwan mountain belt is approximately in a topographically 
steady state, where a consistent width and height is maintained (Suppe, 1981; Willet and 
Brandon, 2002). Zircon fission-track ages (Liu et al., 2001) show a systematic decrease in age 
towards the plate boundary. In the north of the orogen, plate boundary perpendicular cross-
sections indicate a high exhumation zone of reset ZFT ages (<10 Ma) exists up to 60 km 
from the plate boundary zone. Farther south, this high exhumation zone is restricted to 
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within <10 km of the plate boundary, indicative of this part of the orogeny not yet having 
reached an exhumational steady state, as the collisional age decreases to the south (Willett et 
al., 2003).  
Continental collision in the Southern Alps is also oblique, with the age since initiation of 
collision younging towards the southwest of the plate boundary zone (c. 14 Ma near Mount 
Cook and c. 9 Ma near Lake Wanaka, based on plate reconstruction results from Lamb et al. 
(2015), Figure 2.7). The oldest, zone iii ages are constrained to where the Waipounamu 
Erosion Surface (Section 1.3.3) is present at the surface. These ages, alongside the presence of 
the erosion surface itself, constrain the total Cenozoic erosion from this region (southeast of 
the Nevis Cardrona Fault System) to be <4 km, most likely <2 km given estimates of 
overlying cover sequence thicknesses (Craw, 1995). Northwest of the Nevis-Cardrona Fault 
System, closer towards the Alpine Fault, many thermochronological age systems show a 
younging trend approximately orthogonal to the plate boundary zone. In the next section I 
will outline previous work on constraining the thermal history of central South Island 
through thermochronology, illustrating the regional pattern of cooling ages in relation to the 
Alpine Fault.  
3.1.3: Thermochronology Studies in South Island, New Zealand 
Geochronology studies in the Southern Alps began in the 1960s with survey studies on a few 
sparsely distributed samples. A reconnaissance Rb-Sr study by Aronson (1965) estimated a 
Carboniferous metamorphism age for the south Westland schist and an early Cretaceous age 
for the Otago schist (120—100 Ma). Mason (1961) calculated K-Ar ages for schist-derived 
biotite from Westland as young as 4±2 Ma, considerably younger than the metamorphic age. 
Hurley et al. (1962) estimated similar ages to Mason (1961), consistent with rapid 
exhumation of shallow crustal rocks along the Alpine Fault. They estimated an exhumation 
depth of c. 3 km based on assumptions that the pre-uplift erosion surface (Waipounamu 
Erosion Surface) is constrained to the top of peaks and ridges in the Southern Alps.  
A whole rock K-Ar study by Harper and Landis (1967) focused on the ‘Wakatipu 
metamorphic belt’, comprised of rocks from the Caples, Rakaia and Matai terranes, and 
concluded that peak metamorphism occurred at c. 140—130 Ma during the Early Cretaceous. 
This timing is concurrent with the Rangitata orogeny and ages from the Matai terrane rocks 
in northeast South Island, confirming the dextral offset occurring along the Alpine Fault. 
The results of Harper and Landis (1967) showed a systematic increase in ages with increased 
distance from the Alpine Fault (100—4 Ma within 30 km of the fault) indicating increased 
major vertical movements in the most recent Cenozoic phase of collision. Wellman and 
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Cooper (1971) also noted this fault-related trend for a Cenozoic lamprophyre dyke swarm in 
the central Southern Alps.  
K-Ar ages from Haast schist-derived hornblende, plagioclase and mica near the Haast Pass 
(Adams and Gabites, 1985) reveal the youngest ages (10—40 Ma) occur within 15 km of the 
Alpine Fault. However, many ages are biased by significant excess argon in greenschist facies 
rocks, resulting in discordant whole rock ages of up to 1600 Ma and no clear fault-distance or 
metamorphic grade relationship. Adams and Gabites (1985) attribute this excess argon in 
plagioclase and hornblende to redistribution during low-grade shear heating associated with 
slip on the Alpine Fault since c. 12 Ma (Sibson, 1979; Adams, 1981).  
Subsequent thermochronology studies in the 1980s and 1990s began to focus on fission-track 
dating methods (Figure 3.4a,b). The lower closure temperature of the apatite and zircon 
fission-track systems, compared to K-Ar based systems (Figure 3.2), allows for improved 
constraints on upper crustal and topographic deformation, rather than higher temperature 
metamorphic episodes. Zircon fission-track ages north of the Whataroa Valley (White and 
Green, 1986) reveal three stages of deformation along the plate boundary zone. The first 
extensional phase corresponds to the Late Cretaceous separation of Zealandia from Australia 
and Antarctica (c. 80 Ma, Weissel et al., 1977) and correlates with the intrusion of 
Cretaceous dykes (Young, 1968). A secondary phase, prior to c. 9 Ma, involved reactivation 
of local dextral faults and a single, rapid exhumational event. Neogene zircon fission-track 
ages from the Alpine schist in the same region record significant uplift against the present 
day plate boundary zone in the last 5 Ma, which formed, at least in part, along a pre-existing 
Mesozoic mylonite zone (White and Green, 1986). 
By the late 1980s it was established that thermochronological ages show a decreasing age 
pattern towards the Alpine Fault. This resulted in successive studies focused on producing 
detailed transects perpendicular to the plate boundary zone to determine the nature of the 
exhumational profile. Kamp et al. (1989) used apatite and zircon fission-track analysis to 
constrain this profile along three transects (five samples from the Mount Cook region and  
Figure 3.4 (next page): Summary maps of all published thermochronological ages in central 
South Island from references cited in the text. Symbols are coloured by dating method and 
different minerals represented with different symbols as in Figure 3.6. Note the different time 
scales for individual systems. AFT = apatite fission track, ZFT = zircon fission track, AHe 
= apatite U-Th-Sm/He, ZHe = zircon U-Th-Sm/He, HblAr = hornblende Ar/Ar, MusAr = 
muscovite Ar/Ar, BioAr = biotite Ar/Ar, KfspAr = K-feldspar Ar/Ar. Place names 
referenced in the text are shown in h). WMB = Wakatipu metamorphic belt, LW = Lake 
Wanaka, LH = Lake Hawea, Ha = Haast, JB = Jackson’s Bay, MC = Mount Cook, WV = 
Whataroa Valley, AP = Arthur’s Pass.  
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Figure 3.5: Along-strike variation in the width of the high exhumation zone (HEZ) adjacent 
to the Alpine Fault as constrained by apatite and zircon fission-track ages from Tippett and 
Kamp (1993a). The HEZ zone is defined by young, fully reset fission-track ages with single 
grain age distributions (P(χ2)>5%) relating to the Late Cenozoic (<5 Ma) exhumation by 
the dextral transpressive Alpine Fault. In the central Southern Alps (cross-section C—C’) 
this HEZ is <20 km wide for zircons, and c. 25 km wide for apatites. Farther south, adjacent 
to the southern Alpine Fault (cross-section S—S’) the width of the HEZ increases by c. 5 km 
for zircons, and by c. 35 km for apatites.  
two 70 km long transects through Arthur’s Pass and from Haast to Lake Hawea).  They 
observed apatite fission-track ages of 11—35 Ma for sites 55—65 km southeast of the Alpine 
Fault and 0 Ma ages within 55 km of the plate boundary zone in the Haast region. Zircon 
fission-track ages showed a similar pattern, decreasing from 118 Ma 65 km from the Alpine 
Fault, to a minimum age of c. 4 Ma closest to the fault. These results constrain the base of 
an exhumed zircon fission-track partial annealing zone to be exposed c. 19 km southeast of 
the Alpine Fault, with 9.5—11 km of late Cenozoic uplift within 19 km of the plate boundary 
in the Haast region given a high partial annealing zone basal temperature of 265±25°C and a 
pre-uplift geothermal gradient of 25°C/km (Kamp et al., 1989). This uplift value increases to 
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c. 14 km within 10 km of the fault when K-Ar ages of Adams and Gabites (1985) are 
considered. Farther north, along the Arthur’s Pass transect, apatite fission-track ages range 
between 0.7—141 Ma up to 70 km from the fault, and zircon fission-track ages constrain a 
2.7±0.6 Ma minimum age on the initiation of uplift. Their ages imply a northeastwards 
decrease in the amount of uplift at the fault (by 2—5 km between Haast and Arthur’s Pass), 
possibly correlating with the collision of the leading edge of the oblique plate boundary zone 
(Allis 1981; 1986).  
Seward (1989), Seward and Nathan (1990) and Kamp et al. (1992) focused on fission-track 
analysis of the Australian plate footwall side of the collision zone in south Westland. Apatite 
fission-track ages are <5 Ma within 9 km of the Alpine Fault (Seward and Nathan, 1990) 
indicating a maximum uplift rate of 2 mm/yr, consistent with raised terrace estimates of 
uplift by Wellman (1979). AFT ages increase to >40 Ma (with a significant spread in single 
grain ages) at the northwestern edge of Jackson’s Bay (Kamp et al., 1992). In contrast, 
zircon fission-track ages show no evidence of resetting since the Cretaceous, although an 
eastwards younging trend is observed (400 Ma greater than 10 km and c. 60 Ma less than 3 
km from the Alpine Fault), related to exhumation of a zircon partial annealing zone (Kamp 
et al., 1992).  
Tippett and Kamp (1993a) undertook what remains the most comprehensive fission-track 
study of the Pacific plate in the central South Island collisional zone. They produced 139 
apatite and 131 zircon fission-track ages from 13 transects perpendicular to the Alpine Fault 
(between the Lewis Pass and Lake Wanaka) to obtain a detailed understanding of regional 
vertical kinematics, in particular focusing on sampling the base of the partial annealing zones 
for both apatite and zircon systems. Their fission-track ages show a monotonic increase south 
east of the Alpine Fault, whilst track lengths decrease initially and then increase in the same 
direction. In general the data fit the predicted age pattern anticipated from exhumation by a 
theoretical thrust fault similar to that shown in Figure 3.3, and can be segmented into 
comparable fault parallel zones. A high exhumation zone (HEZ, defined by zone i in this 
study, and by zones a and b in Tippett and Kamp, (1993a)), where fission-track ages are 
fully reset by Late Cenozoic exhumation, exists southeast of the Alpine Fault (Figure 3.5). In 
the central Southern Alps this high exhumation zone is <20 km wide for zircon fission-track 
ages, and c. 25 km wide for apatite. Farther south, adjacent to the southern Alpine Fault, 
the width of the apatite high exhumation zone increases to nearly 60 km and 0 Ma apatite 
fission-track ages are observed 100 km from the Alpine Fault. Some of these 0 Ma apatite 
fission-track ages occur at the top of the Pisa Range, where the Waipounamu Erosion 
Surface indicates little erosion has occurred since the Miocene (Craw, 1995). There is only a 
small corresponding increase in the width of the zircon high exhumation zone (c. 5 km) to  
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Figure 3.6: Along strike cross-section (location shown in inset map) of published 
thermochronological ages modified from Figure 4 of Batt et al. (2000). Symbols are coloured 
according to dating method and different minerals represented with different symbols. FT = 
fission-track, He = U-Th-Sm/He and Ar= Ar/Ar. Ages appear to show an increase in the 
minimum ‘reset’ age to the southwest of Mount Cook (for Ar/Ar ages, green) and southwest 
of Haast (for zircon fission-track ages, blue triangles). Inset map shows locations of points 
along cross-section. BB = Big Bay, JB = Jackson’s Bay, HR = Haast River, PR= Paringa 
River, MC = Mount Cook, W = Whataroa).  
the south, however the width of zircon fission-track zone ii (transitional ages between fully 
reset and ‘background’ ages) increases from <10 km in the central Southern Alps to c. 40 km 
in the southern Southern Alps. This widening of the high exhumation zone indicates 
increased uplift and erosion to the south, which is contrary to plate tectonic reconstructions, 
that require a younger collisional age for the Southern Lakes (Figure 2.7), and therefore 
should lag behind the central Southern Alps in terms of reaching a steady exhumational 
state, as is observed in the case of Taiwan (Willet and Brandon, 2002).  
Together, the apatite and zircon fission-track ages of Tippett and Kamp (1993a) were used 
to estimate the total volume of Cenozoic eroded material and uplift rates across the Southern 
Alps (Tippett and Kamp, 1993b; Figure 2.5). This pattern of exhumation exhibits an almost 
exponential increase in magnitude towards the Alpine Fault, consistent with uplift on a 
detachment with a listric geometry (Molnar, 1987; Tippett and Kamp, 1993c; Herman et al., 
2009). 
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Estimated vertical rates across major fault systems in the central South Island (e.g. 
Moonlight Fault Zone, Ostler Fault Zone and Hope Fault) are within error of each other, and 
indicate that the vertical offset across the fault systems is minor in comparison with the 
background uplift associated with the Alpine Fault (Tippett and Kamp, 1993c); Cenozoic 
vertical kinematics are primarily controlled by motion on the Alpine Fault.   
Batt et al. (2000) considered along-strike variations in exhumation. Through re-sampling K-
Ar ages from the Haast Pass (to address the problem of excess argon encountered by Adams 
and Gabites, 1985) and compiling published thermochronological ages along the Alpine Fault 
between Haast and Lewis Pass, variations in uplift regime became apparent. Results revealed 
an increase in the minimum reset age of zircon fission-track and K-Ar ages farther south 
along the plate boundary zone (Figure 3.6). The youngest reset zircon fission-track ages 
reported by Batt et al. (2000) increase from 0.2±0.2 Ma in the central Southern Alps 
(Copland Valley and Franz Josef Glacier) to 7.4±1.4 Ma at the Haast River. K-Ar ages from 
muscovite increase from c. 5 Ma in the Copland Valley to 15 Ma at Haast, and from c. 4 Ma 
to 12 Ma for biotite K-Ar ages. Furthermore, strike-perpendicular transects of high closure 
temperature K-Ar ages reveal little variation in exhumation rate. This is in contrast to the 
results of Tippett and Kamp (1993a,b), who describe a uniform increase towards the fault. 
Instead, the lack of reset K-Ar ages adjacent to the southern Alpine Fault suggests 
exhumation here is less, and the dip-slip component of the fault system is reduced, consistent 
with slip observations from the surface expression of the Fault (Barth et al., 2012). Batt et 
al. (2000) use the observation that zircon fission-track ages show a positive correlation with 
K-Ar ages, to conclude that along-strike changes are tectonically related, and not an artifact 
of excess Ar in samples, the effect of which is accounted for in their K-Ar ages.  
However, the 7.4±1.4 Ma zircon fission-track Haast sample analysed by Batt et al. (2000) 
was from >20 km southeast of the Alpine Fault; Tippett and Kamp (1993a) observed a 
younger 3.6±0.8 Ma zircon fission-track age <20 km southeast of the Alpine Fault by the 
Haast River. Batt et al. (2000) conclude that the southernmost part of the Southern Alps has 
not yet reached steady state equilibrium, similar to the case of Taiwan (Willett et al., 2003), 
because of the decrease in convergence component. Herman et al. (2007) argue that since the 
width of the high exhumation zone and metamorphic isograds are wider by c. 5 km to the 
northeast of Franz Josef, where the component of convergence is higher and the position of 
the main divide steps inland by the same distance, that along-strike changes in 
thermochronological ages are instead controlled by topography.  
Very low closure temperature (c. 30—35°C) methods, such as optically stimulated 
luminescence (OSL) dating have been applied to glacial environments in the central Southern 
Alps to enable quantification of recent erosion rates. OSL dates from the Whataroa Valley 
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(Herman et al. 2010) indicate that exhumation rates over the past glacial period (c. 18—11 
ka) correspond well with estimated rates over a 1 Ma timescale suggesting that tectonics, not 
climate, control the erosion rates in the Southern Alps.  
Development of thermal modelling in recent years has allowed for the integration of orogen 
dynamics, kinematics and thermal regimes to better understand the processes controlling 
observed thermochronological ages at the surface. Accurate models require constraints on 
geothermal gradients and processes influencing thermal regimes in the crust, such as the 
relative roles of fluids and frictional heating.  
In the case of the Southern Alps, estimates of the geothermal gradient vary by at least a 
factor of two along the orogen. The second phase of the Deep Fault Drilling Project have 
observed a very high geothermal gradient of >120°C/km (corresponding to a heat flow of c. 
250 mWm-2, Capova et al., 2015, Sutherland et al., in prep.) within 1 km of the central 
Alpine Fault. These high temperatures are consistent with shallow seismogenic depths (c. 8 
km, Boese et al., 2012) and the occurrence of hot springs within the central Southern Alps 
(Allis et al., 1979). Elevated shallow-crustal temperatures are also inferred from 
magnetotelluric studies (Ingham, 1995; Wannamaker et al., 2002). Borehole measurements of 
heat flow a few kilometers from the central Alpine Fault are lower; measurements from the 
Franz Josef region indicate a heat flow of 190+/-50 mWm-2 (Shi et al., 1996). Fluid inclusion 
estimates of mineral P-T paths from the same region also indicate high temperatures at 
shallow depths (Holm et al., 1989; Craw et al., 1997). Heatflow farther south, from a 
borehole in Haast, 6 km from the Alpine Fault is lower (90±25 mWm-2, Shi et al., 1996), and 
measurements from west of the Alpine Fault lower still (76±15 mWkm-2, Townend, 1999), 
although still higher than estimates elsewhere in New Zealand (e.g. c. 60 mWm2 in the 
Taranaki Basin, Funnel et al., 1995).  
These heat flow measurements are at the lower end of the range predicted by thermal models 
of Allis et al. (1979) and Koons (1987), who showed that near-surface temperature gradient 
could be as high as 200°C/km assuming an uplift rate of 10 mm/yr over 2 Ma and a 25 km 
base depth of uplift. Thermal modelling by Shi et al. (1996) used heat flow measurements 
from the Haast and Franz Josef boreholes together with simplistic constraints using 
Newtownian viscous deformation, to include the effect of crustal thickening, where the 
Australian plate acts as a rigid indentor. Their model indicates an upwarping of isotherms in 
the near-surface, but a downwards deflection in isotherms in the lower crust (>30 km) 
attributable to a heat sink caused by crustal thickening. Little effect on predicted fission-
track ages is observed when the effect of frictional heating on the Alpine Fault is considered 
(Shi et al., 1996). Predicted thermochronological ages from the models of Shi et al. (1996) are 
sensitive to uplift rates, with minimum zircon fission-track ages increasing southwestwards 
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along the orogeny from <0.5 Ma in the central Southern Alps (uplift rate 10mm/yr) to 2—3 
Ma at Haast (uplift rate c. 6 mm/yr).  
However, the models of Shi et al. (1996) do not include mineral specific rheological 
constraints, and the inferred brittle-ductile transition is constrained purely by the modelled 
350°C isotherm. Batt and Braun (1999) address this by considering rheology in their models, 
and show that the asymmetry of the orogen can arise from motion of hot lower crustal 
material along the Alpine Fault, which creates a prominent retro-shear zone. A zone of 
secondary pro-shear, which does not accumulate large finite strains, is caused by thermal 
weakening and aligns with observed faults of the Main Divide Fault Zone (Cox and Findlay 
1995). This modelling is consistent with doubly vergent models of a critical wedge bounded 
by two oppositely dipping structures (e.g. Norris et al., 1990; Koons, 1990; Beaumont et al., 
1996; Batt, 1997; Beavan et al., 2007; Little et al., 2007). An asymmetry of surface processes 
is also dominant across the Southern Alps (Koons, 1990; Beaumont et al., 1992), an influence 
that is mirrored in the asymmetric shape of the Alpine Fault hanging wall (Figures 2.10). In 
the Southern Lakes, this asymmetry is still apparent (Figure 2.11), but no obvious pro-shear 
zone is observed; the Siberia fault zone may be analogous, but this fault system exhibits 
primarily dextral slip sense on a steeply north-west dipping plane (White et al., 2002). 
Instead, the reverse component of plate motion is accommodated by reverse faults in Central 
Otago, such as the Nevis Cardrona Fault System, which marks a significant erosion 
boundary across the region (Figure 1.7).  
Herman et al. (2007) developed the first 3D thermo-kinematic model of the Southern Alps 
using a finite element code (PECUBE, Braun 2003, see Section 3.4) designed to include fault 
kinematics and time varying topography. The results of Herman et al. (2007) indicate that 
the pattern of cooling ages is highly sensitive to changes in convergence velocity and relief 
change. This inverse model is adapted by Herman et al. (2009), to focus on constraining 
deformation, specifically the sub-surface structure of the Alpine Fault, occurring in the pro-
side of the orogeny using fission-track ages from near-vertical transects. Their updated results 
show that observed thermochronological ages can be well fit by a listric fault geometry; a 
steely dipping fault segment (45—60°) to depths of c. 15 km, which becomes progressively 
shallower towards the southwest, flattening to a mid crustal detachment at 25 km depth, 70 
km from the central Alpine Fault surface trace (Figures 2.10, 3.5). Herman et al. (2009) 
propose that deviatoric stress is focused in the Main Divide Fault System, owing to 
geometrical changes in the fault geometry from a flat detachment to a steeply dipping fault.  
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Figure 3.7: a) Sample locations from this study (red) and Tippett and Kamp (1993a) and 
Tippett et al. (1992) (black). High elevation samples from this study over 1000 m are labeled 
in dark red. b) Example of textural zone IV pelitic schist from the summit of Roy’s Peak 
(MAT6, 1585 m). c) Example of a textural zone IV psammitic schist tor (c. 2.5 m high) at 
the summit of the Pisa Range (PISA1, 1955 m) standing prominent from the Waipounamu 
Erosion Surface. c) Example of textural zone III schist close to Lake Hawea (HUNT3). 
MFZ=Moonlight Fault Zone 
The alignment of this proposed mid crustal detachment with other geophysical observations 
(see Section 2.4 for discussion), suggests that PECUBE is a powerful tool for combining 
thermal and kinematic variables in orogenic settings. Whilst modelling to date has focused 
primarily on the central Southern Alps, this study aims to further the work of Herman et al. 
(2009), applying similar methods to the exhumation profile observed in the Southern Lakes.   
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3.2: Methods 
3.2.1: Sampling  
The comprehensive sampling strategy of Tippett and Kamp (1993a) constrained the width of 
the high exhumation and partial annealing zones for both apatite and zircon fission-track 
systems well within the central Southern Alps. However, the proposed widening of the high 
exhumation zone in the Southern Lakes, and narrower exposed partial annealing zone, 
especially for apatite, require further investigation. This is particularly important if thermo-
kinematic modelling is to accurately portray the tectonic scenario in the region. Sample 
collection (Figure 3.7) in this study was therefore designed with the following aims: 
1. Resample sites from the summit of the Pisa Range to investigate the apparently 
anomalous 0 Ma apatite fission-track ages here. Sample PISA2 was collected 1 m 
stratigraphically beneath the Miocene Manuherikia Group overlying the Waipounamu 
Erosion Surface, where Cenozoic erosion is known to be <2 km. 
2. Include high altitude samples (>1000 m) in the Matukituki Valley and Haast Pass to 
constrain the vertical projection of the Waipounamu Erosion Surface; 
3. Constrain the transition from very young apatite fission-track ages in the glacially 
eroded valleys to the north-west of Wanaka into Paleogene ages further east where 
the Waipounamu Erosion Surface is still largely preserved along the range tops (i.e. 
constrain the gradient of the partial annealing zone, especially for apatite); 
4. Extend the area previously covered by Tippett & Kamp (1993a) south-westwards to 
include the southern end of the Moonlight Fault Zone on the northern shore of Lake 
Wakatipu; 
5. Resample some sites dated by Tippett and Kamp (1993a) for control purposes.  
With these aims in mind, I collected schist samples in three field seasons between June 2012 
and March 2013. All samples were collected from public land, with the exception of samples 
within Mount Aspiring National Park. These samples were obtained using a low impact 
research permit issued by the Department of Conservation. High elevation samples from 
Mount Brewster and Mount Tyndall (HAAS2 and MAT9) were collected by Prof. Tim Stern 
(VUW). Typically samples were of the order of 10 kg each, to ensure as much apatite was 
extracted as possible. A mix of schist lithologies were sampled initially, but preference in 
subsequent field seasons was for coarse-grained material rather than fine-grained phyllitic 
green and grey schists (Craw, 1995) to generate larger quantities of apatite. One sample from 
a diatreme on Rabbit Island in Lake Wanaka (RID1), provided by Prof. Alan Cooper 
(University of Otago), is also analysed in this study. 
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Figure 3.8: The external detector method. Modified from Figure 12 of Tagami and O’Sullivan 
(2005). Spontaneous and induced track densities (!! and !!) are counted over the same area 
on the crystal and mica detector respectively.  
3.2.2: Sample Preparation and Age Calculation 
I extracted apatite and zircon crystals using standard heavy mineral separation techniques in 
laboratories at Victoria University of Wellington (Section A.1). The external detector 
method (EDM, Gleadow 1981; Hurford and Carter, 1992) was then used for fission-track age 
calculation (Section A.2). This method utilises a low-uranium mica detector, attached in 
close proximity to etched grains mounted with exposed internal surfaces (Figure 3.8). Both 
the grain mount and the mica detector undergo irradiation, to induce fission in 235U within 
the uranium bearing host mineral and record induced fission tracks on the mica detector. 
The detector is then etched to enlarge induced tracks (see Appendix A for details). Densities 
of spontaneous, !!, and induced, !!, fission tracks are counted over the same area on both 
the crystal surface and mica respectively.  
A single grain age is then calculated according to: 
                                      !! = ! !!! ! ln 1+ !!"!"! !!,!!!,!                                      (3.2) 
where subscript ! refers to the grain !, ! = total decay constant of 238U, !d = the spontaneous 
fission decay constant, ! = !-calibration factor based on EDM of fission-track age standard 
calibration, ! = geometry factor for spontaneous fission-track registration (=0.5), !! = the 
track density in the mica attached to the uranium standard.  
Routinely, for each fission track sample, at least 20 individual grain ages are calculated and 
combined to calculate a single central age, !!, (Galbraith and Laslett, 1993) for the rock.   
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                                      !! = ! !!! ! log 1+ !!! !!!!! !!!!                               (3.3) 
where ! is the weighted average of single grain variances. Homogeneity in the single grain 
age population is tested using a chi-squared (!!) test (Galbraith, 1981, Equations A.6—8). 
High P(χ2) values (>5%) indicate a single grain age population, indicative of either fully 
reset or not-reset age distributions (Figure 3.3).  
3.2.3: Uranium Concentrations in Apatite 
During fission track counting it became apparent that many apatite samples exhibited 
extremely low uranium concentrations, manifest as low numbers of both spontaneous and 
induced fission tracks (NS,i, NI,i <2). These low track counts result in two principal problems 
when the external detector method is considered (see Section A.3 for further detail). Firstly, 
relative alignment of the mica detector is difficult as no clear outlines of the apatite prints 
are present. It is therefore necessary to rely on distributed zircons within the apatite sample 
for mount alignment, quantities of which vary depending on the quality of mineral 
separation. Secondly, and most importantly, the fundamental statistics of the fission-track 
age equation break down for very low track counts. Galbraith (2010) notes that Equations 
3.2 and 3.3 are only valid for NS and NI values greater than five, otherwise central age 
estimates and errors become unreliable (Section A.3). Single grain count data (Appendix B) 
shows that the problem of NS, NI<5 applies to the majority of apatite samples in this study. 
In these instances, single grain ages are underestimated, and central age errors are not 
representative. 
Similarly-low induced track concentrations are observed by Tippett and Kamp (1993a) for 
samples in the Matukituki Valley and atop the Pisa Range (ΣNI as low as 6 across 15 
crystals). Therefore, it seems likely that the proposed 0 Ma apatite fission-track ages from 
these locations are not indicative of rapid recent exhumation, but an artifact of age 
calculation using low induced track counts. However, this problem does not apply to all 0 Ma 
apatite fission-track ages of Tippett and Kamp (1993a); samples from the Haast Pass, within 
c. 20 km of the Alpine Fault exhibit low spontaneous track counts, but higher induced track 
counts (e.g. ΣNS=7, ΣNI=2609 across 15 crystals), indicative of rapid recent exhumation, 
rather than low uranium concentrations. To fully constrain the width of the high exhumation 
zone in the Southern Lakes it is therefore necessary to distinguish between artificially low 
fission-track ages and those representative of rapid exhumation.  
To confirm the suspected low uranium concentrations of Otago schist-derived apatites, grains 
from three samples (MAT1, HUNT2, HUNT3) were analysed using LA-ICP-MS at Trinity  
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Figure 3.9: Uranium concentrations for 20 grains in sample HUNT2 from LA-ICP-MS 
undertaken at Trinity College Dublin (Dr. Dave Chew, pers. comm. 2014). The majority of 
grains exhibit extremely low uranium concentrations (<0.1 ppm), as apparent in their low 
spontaneous and induced fission track counts (Appendix B).   
College Dublin (Dr. Dave Chew, pers. comm. 2014). Twenty grains were ablated for each 
sample and results show typical 238U concentrations of <0.1 ppm (Figure 3.9). Occasional 
higher, although still very low 238U concentration grains (c. 1 ppm) corresponded to those 
grains with higher induced track counts (>10).  
Even those apatite crystals which exhibit higher induced track counts still have uranium 
concentrations up to two orders of magnitude less than Rakaia terrane greywacke derived 
apatites from the North Island axial ranges. These greywacke rocks are the protolith for the 
Otago schist, and exhibit 238U concentrations of c. 10—100 ppm (Ruohong, 2015). Typically, 
low uranium concentration apatites host micro-inclusions (maybe graphite), dislocations and 
exhibit irregular, anhedral outlines. It is therefore possible that apatites within the Otago 
schist may be metamorphic re-growths, formed during prehnite-pumpellyite to garnet-biotite-
albite zone greenschist facies metamorphism in the Jurassic—Cretaceous (Wood 1978; 
Mortimer, 1993).  
To overcome the problem of low uranium, a new statistical approach is required to cope with 
low spontaneous and induced fission track counts, one that offers improved constraints on 
the error bounds of low uranium concentration grain ages. Sections A.3.3 and A.4 approach 
this problem using a maximum likelihood method, developed with Prof. Euan Smith (VUW). 
By considering two observations (NS, NI) and two unknowns (238U concentration, fission-
track age), joint confidence regions are calculated for single grain ages and uranium 
concentration using log-likelihood ratios. Maximum likelihood single grain ages are then 
combined to a maximum likelihood sample age by finding the overall maximum log-likelihood 
age via a grid search. The derivation of this method is outlined in detail in Appendix A, but 
the key points are summarised as follows: 
U
23
8  
(p
pm
)
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0.0
2018161412108642
Grain Number
mean U238 ppm = 0.18 +/- 0.17 
HUNT2
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1. For low uranium concentration grains, if NI=0 or 1, no constraint on the age can be 
imposed. P(NI=1)>50% for samples <25 Ma (Figure A.4).  
2. The maximum likelihood method can estimate 95% errors for the case NS=0, NI>1.  
3. Grains with NS<5 can be incorporated into a sample age by correctly accounting for 
their relative uncertainties. For samples with many low uranium grains, the 
maximum likelihood age will therefore be lower than the central age, as the former 
incorporates the NS=0 grains by weighting them appropriately.  
4. For well-constrained fission-track samples (e.g. zircons, where NS,NI>>5) the 
maximum likelihood age is indistinguishable from the central age within error (Figure 
3.12).  
A further constraint on apatite fission-track age can be imposed to reduce large upper error 
bounds; the apatite fission-track age cannot be greater than the corresponding zircon fission-
track age because of the relative annealing temperatures. The conditional cumulative 
probability distribution is expressed as: 
                                        P apatite&age! ≤ ! = !Fca! !! !! < !)                              (3.4) 
for apatite ages, !, given that ! < !, where z is the sample zircon fission-track age and Fca! is 
the probability distribution function of the ‘current’ age such that Fca!(t)$=$$probability$that$current$age$≤$t$.$ However, since the zircon ages are themselves 
uncertain, the upper 95% maximum likelihood confidence limit for apatite ages with a 
corresponding zircon age must consider probability distributions of both ages. This is 
efficiently calculated by drawing two sufficiently large, equal random samples (c. 2000) from 
the distributions of ages for !  and !  specified by their mean and standard deviations, 
assuming Gaussian statistics, and then rejecting any apatite age ! which is greater than its 
paired zircon age. The resulting set of conditional random ages is then sorted and normalised 
to make !!"! !! !! < !) = 1. The 95% confidence limits for ! are therefore given by: 
                               Fca! !! !! < !) = 0.025   and   Fca! !! !! < !) = 0.975           (3.5, 3.6) 
3.3: Results 
Fission-track ages were calculated for 23 zircon and 18 apatite samples in this study using 
the methods outlined in Appendix A (Figures 3.10, 3.11a,b). All zircon ages are central ages 
(Galbraith and Laslett, 1993) with a ±2σ error, whereas apatite fission-track ages are 
calculated using both the central age and the maximum likelihood methods, with 95% 
confidence limits.  
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Figure 3.10: Apatite and zircon fission-track ages from Tippett and Kamp (1993a), Tippett 
et al. (1992) and Seward and Nathan (1990) (black circles with grey labelling) and this study 
(red circles with red labelling). Apatite ages from this study are maximum likelihood ages 
with 95% confidence limits. All zircon ages, and those ages by other authors are central ages 
with 2σ errors. Active faults from the New Zealand Active Fault Database and non-active 
faults are labeled: DF=Dunstan fault, PF=Pisa fault, NCFS=Nevis Cardrona Fault System, 
BLF=Blue Lake fault, MFZ=Moonlight Fault Zone, SFZ=Siberia Fault Zone. 
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Figure 3.11: Contoured map of a) zircon and b) apatite fission-track ages in the Southern 
Lakes in the Pacific plate, southwest of the southern Alpine Fault (generated using ages from 
this study and other published ages, see Section 3.1.3 for references). The GMT algorithm 
nearneighbor (http://gmt.soest.hawaii.edu/doc/5.1.0/nearneighbor.html) is used for gridding. 
Contours show a broad Alpine Fault subparallel trend (youngest ages adjacent to the fault). 
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3.3.1: Zircon Fission-track Ages 
Zircon fission-track ages calculated in this study range between 19±2 Ma (MAT8) and 
157±30.4 Ma (BC6). Comparison of central and maximum likelihood ages (Figure 3.12) 
shows that in general, the two ages are within 2 Ma of one another indicating the maximum 
likelihood method is the same within error as the central age method for high track counts. 
The largest differences in ages are observed for BC6 (central age=157±30.4, ML 
age=143+42/-39) and BC7 (central age=92.5±17.8, ML age=105+26/-23). Both these 
samples exhibit low induced track counts, NI<5, as a result of small count areas, rather than 
low uranium concentrations (Appendix B). Samples with the lowest uranium concentrations 
(Table 3.1) exhibit the largest 95% confidence errors on maximum likelihood ages (e.g. 
HUNT9, BC6, BC9, Figure 3.12). Together these observations highlight that the central age 
is not truly representative of the cooling age for these low count/lower uranium 
concentration samples. 
Single grain age distributions exhibit both single population distributions (P(Χ2)>70%), i.e. 
either fully reset or non-reset, and mixed population distributions (P(Χ2)<50%), i.e. partially 
reset because of complicated thermal histories or variation in grain composition. These 
bimodal distributions are dominant in valley floor samples between 60 and 100 km from the 
Alpine Fault, although the youngest samples in the region, e.g. MAT8 and MAT7 also 
exhibit P(Χ2)<1% indicating these samples also have not been completely reset.  
The inclusion of high altitude samples from this study shows that zircon fission-track ages of 
ridge-top sites within 30 km of the fault (e.g. HAAS2, ZFT=92.4±14.8 Ma at 2516 masl) 
show ages comparable to valley floor samples >60 km from the fault (e.g. MAT3, 
ZFT=87.3±11.4 Ma at 337 masl) and samples from the Pisa Range and Dunstan range 
summits (e.g. DUN2, ZFT=87.7±10.4, 1226 masl), suggesting similar thermal histories.  
 
Figure 3.12: Comparison of zircon fission-track ages calculated in this study using the central 
age method (blue) and maximum likelihood method (red). Errors are 95% confidence 
intervals.  
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Figure 3.13: Topographic profile swaths (15 km wide) through the Matukituki (top, M—M’) 
and Hunter Valley (bottom, H—H’) cross-section lines shown in Figure 3.18. Zircon fission-
track ages from Tippett and Kamp (1993a) and this study are shown as triangles and circles 
respectively. Zircon fission-track ages are contoured using the GMT gridding algorithm 
nearneighbor. Grey represents where no reliable contouring is available. Also included are 
grain age distribution plots for each sample showing the probability density (PDF) and 
kernel density functions (KDF) plotted using DensityPlotter (Vermeesch, 2012).  
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3.3.2: Apatite Fission-track Ages 
Maximum likelihood apatite ages calculated in this study range between 0(+70/-0) Ma 
(MAT3) to 48(+44/-25) Ma (BC6) whilst central ages range between 0±0 Ma to 71.9±25.4 
Ma with the same youngest and oldest samples. In most cases, the maximum likelihood 
apatite age is very similar to the central apatite age (e.g. MAT1, HUNT3, BC10, RID1) 
irrespective of uranium concentration. However, 95% errors on all maximum likelihood 
apatite ages are large in relation to their age (upper error/age >>70% in all cases). This is in 
contrast to central age estimates, where 2σ errors are much smaller compared to the central 
age (error/age <100% in most cases). As discussed in Appendix A and Section 3.2.2, this is 
an artifact of the central age calculation method when small track counts are included. 
Although maximum likelihood age estimates give rise to larger errors, they offer a more 
representative estimate of the uncertainties associated with these very low uranium samples. 
For two samples (MAT3 and MAT7) the maximum likelihood method produced age and 
error estimates where the central age method failed. Maximum likelihood ages are selected as 
the preferred apatite cooling age for interpretation in this study.  
Sample RID1 from a diatreme on Rabbit Island (in Lake Wanaka) is affected by a low 
uranium concentration and the upper age error is poorly constrained; no corresponding zircon 
fission-track age is available. However, the maximum likelihood age is 32(+135/-30) Ma. 
Within error, this is the estimated intrusion age (Late Oligocene—Early Miocene, Adams and 
Cooper, 1996). Therefore it is possible that the cooling age for RID1 represents the 
emplacement age, rather than an Alpine Fault related exhumation and cooling event.  
 
Figure 3.14: Comparison of apatite fission-track ages calculated in this study using the 
central age method (blue) and maximum likelihood method (red). Error bars are 95% 
confidence intervals. A wide upper error estimate for the maximum likelihood ages indicates 
an upper age limit based on the corresponding zircon age (see Section 3.2.2) In most cases 
this is not considerably different from the 95% upper error estimate, but does reduce the 
upper error by >200 Ma in the case of BC10.  
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Figure 3.15: Topographic profile swaths (15 km wide) through the Matukituki (top, M—M’) 
and Hunter Valley (bottom, H—H’) cross-section lines shown in Figure 3.18. Apatite fission-
track ages from Tippett and Kamp (1993a) and this study are shown as triangles and circles 
respectively. Apatite fission-track ages are contoured as in Figure 3.13. Also included are 
grain age distribution plots for each sample showing the kernel density functions (KDF) 
plotted as in Figure 3.13.  Bimodal distributions in PISA1 and RID1 arise from including 0 
Ma and >100 Ma grain ages from low uranium crystals. Sample PISA1 is not used for 
contouring as its sample age is only constrained by a single grain age.   
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Samples from the Pisa Range also suffered from extremely low uranium concentrations 
(238U<1 ppm) and have large errors associated with both the central and maximum 
likelihood age estimates (Appendix B, Figure 3.14). Many grains from samples PISA2 and 
PISA3 held too many inclusions to be reliably counted, and NS, NI counts did not exceed 1 
for any grain examined. Therefore only one sample from this region was able to yield an 
apatite age estimate (PISA1). Only one grain from this sample exhibited high track counts 
(NS=2, NI=20), producing a single grain age of c. 15 Ma. This single, relatively well 
constrained grain age offers limited constraint on a sample age, but does indicate that AFT 
ages from the Pisa Range are not very young (0 Ma) as proposed by Tippett and Kamp 
(1993a) and do not indicate rapid exhumation in this region characterised by the 
Waipounamu Erosion Surface.  
Apatite fission-track ages are in general less well constrained than zircon fission-track ages 
and as such, spatial patterns, although still present, are harder to identify. No clear partial 
annealing zone can be identified using chi-squared statistics alone; bimodality in grain ages in 
samples PISA1 and RID1 (Figure 3.15) arises from including artificially old and young single 
grain ages from low count crystals in the distribution. However, through combining cooling 
ages across two mineral systems, consistent spatial patterns can be identified.  
3.3.3: Discussion 
A dominant first order pattern is evident in both apatite and zircon fission-track ages; valley-
floor samples become older with increased distance from the Alpine Fault (Figure 3.16). For 
zircons, the nature of this age pattern remains largely unchanged from that of Tippett and 
Kamp (1993a). Young cooling ages (<5 Ma) are restricted to within 20 km of the Alpine 
Fault, defining a high exhumation zone comparable in width to that in the central Southern 
Alps (Figure 3.5).  
The apatite fission-track age pattern produced in this study is different to that originally 
proposed for the Southern Lakes by Tippett and Kamp (1993a). The improved age 
calculation method implemented here shows that the high exhumation zone is in fact 
narrower by c. 30 km, with fully reset ages restricted to within c. 30 km of the Alpine Fault, 
rather than c. 60 km. This reduction in the width of the high exhumation zone arises from 
previous underestimation of apatite central ages when low uranium samples were considered 
(Tippett and Kamp, 1993a). The narrower high exhumation zone proposed here is more 
consistent with estimates from the central Southern Alps (Figure 3.5). Previous 0 Ma apatite 
age estimates from the Pisa Range (>90 km from the plate boundary zone) are shown to be 
unreliable as they suffer from the problem of low uranium. As a consequence of a narrowing 
in the high exhumation zone, the zone of partially reset ages (zone ii) is shown to be wider in 
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Figure 3.16: Pattern of valley floor (<600 masl) zircon (top) and apatite (bottom) fission-
track ages in the Matukituki and Hunter Valley region with distance from the Alpine Fault. 
Ages near Lake Wakatipu, where the pattern is poorly defined by a few sparse samples, are 
not included. Ages from Tippett and Kamp (1993a) are shown in lighter shades, ages from 
this study in darker shades. The pattern of zircon fission-track ages remains largely 
unchanged when ages from this study are considered alongside previous work. However, 
improved age calculation methods for apatite fission-track ages used in this study reveal a 
narrower high exhumation zone (HEZ) than previously proposed by Tippett and Kamp 
(1993a). Instead, young, fully-reset ages are restricted to within c. 30 km of the Alpine Fault, 
comparable to the same zone in the zircon system. Apatite fission-track ages up to 60 and 
100 km from the plate boundary zone are shown to be underestimated and are not considered 
reliable for interpretation in this study.  
this study (up to 40 km) than the comparable zone in the central Southern Alps by c. 10 km 
(Tippett and Kamp, 1993a). Overall, the fission-track age pattern is approximately 
consistent with the predicted theoretical fault-perpendicular age relationship described in 
Figure 3.3. The nature of this fault-perpendicular exhumation profile is explored in more 
detail through thermo-kinematic modelling in Section 3.4. 
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Figure 3.17: a) Provisional Otago schist structural thickness map modified from Figure 7 of 
Mortimer (2003). Schist thickness is contoured at kilometer intervals relative to the Caples-
Rakaia terrane boundary (dashed line). The deepest exhumed levels of the schist are north of 
Lake Wanaka, whilst schist to the northeastern and southwestern edges of the Otago 
antiform shows positive thicknesses relative to the terrane boundary. b) ZFT ages from this 
study (squares) and Tippett and Kamp (1993a) (triangles) show a positive relationship with 
schist thickness. The oldest ZFT ages are from samples at Lake Hawea and Lake Wakatipu 
where the schist has positive thickness relative to the terrane boundary. MFZ=Moonlight 
Fault Zone.  
A second order pattern is imposed on the fault sub-parallel contours, especially for zircon 
fission-track ages around Lake Hawea, where contours rotate to become close to north-south 
trending (Figure 3.11a). This pattern follows provisional schist thickness estimates from 
Mortimer (2003), where schist is exhumed by the Otago Antiform and Moonlight Fault Zone, 
both of which trend close to north-south (Figure 3.17). The oldest ZFT ages (>125 Ma) are 
observed at the edges of the Otago antiform in textural zone III by eastern Lake Hawea and 
central Lake Wakatipu where the schist is thickest (Figure 3.17b) and ZFT ages correspond 
to the time of peak metamorphism (Harper and Landis, 1967; Gray and Foster, 2004). This 
positive age-structural depth relationship in the Otago schist is also observed for K-Ar and 
Ar-Ar ages (Adams and Gabites, 1985; Adams et al., 1985; Mortimer, 2003). The youngest 
ZFT ages (<30 Ma) do not fit this approximately linear trend and exhibit ages younger than 
expected given their structural position within the schist (6—7 km below the terrane 
boundary). These samples are on the western side of the Moonlight Fault Zone and closest to 
the Alpine Fault and suggest that proximity to the plate boundary zone is a dominant 
Cenozoic control over ZFT age. Mortimer (2003) concludes that this indicates some parts of 
the Otago schist were not finally exhumed until the Cenozoic, possibly with relatively 
uniform erosional stripping of the top few km of crust. 
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3.4: Thermo-kinematic Modelling 
3.4.1: Motivation 
As shown by Herman et al. (2009), the broad Alpine Fault sub-parallel age contours can be 
explained by differential uplift and exhumation (discussed in Section 3.1) formed by motion 
on a listric fault geometry, shallowing to a detachment in the mid-crust. The presence of this 
mid-crustal detachment in the central Southern Alps aligns well with other geophysical and 
geological observations (e.g. Wannamaker et al., 2002; Stern et al. 2007, Lamb et al., 2015, 
discussed in detail in Section 2.4). However, the southwest extension of this proposed 
detachment beneath the Southern Lakes is not clear. The new fission-track ages presented in 
Section 3.3 reveal that the Alpine Fault perpendicular exhumation profile for the Southern 
Lakes is similar to the central Southern Alps (Figures 3.5, 3.16). It seems sensible therefore 
to investigate this surface age pattern by applying the same methods used farther north to 
the study area. This approach is of particular importance adjacent to the southern Alpine 
Fault, where no clear model for the plate boundary zone with depth exists. In particular, this 
modelling will test the model of Lamb et al. (2015) who propose the detachment extends 
beneath a large area of the central South Island, accommodating along-strike motion between 
the underthrust Australian oceanic lithosphere and overlying Pacific plate (Section 2.5). If 
this proposed tectonic model is correct, any detachment surface should be shallower and 
wider than in the central Southern Alps.  
3.4.2: PECUBE 
PECUBE is a finite element code designed to solve the 3D heat transport equation in the 
case of an evolving surface topography (Braun, 2003; Braun et al., 2012). The basic equation 
solved takes the following form: 
                                !"!" + ! !"!" + ! !"!" + ! !"!" = ! !!" ! !"!" + !!" ! !"!" + !!" ! !"!" + !              (3.7) 
Where !, !,! are the components of a general velocity field representing the relative motion 
of the rock with respect to a fixed base in the co-ordinate system defined by !, !, !. ! is 
temperature, !  is heat production (assumed constant) and !  is thermal diffusivity. By 
constraining basic boundary conditions (surface geometry and timescale of evolution, thermal 
parameters and fault geometry), PECUBE, when run in forward model mode, produces a 
series of time-temperature paths for all points in the model, including the predicted surface 
age pattern. PECUBE can also be run in inverse mode (Braun et al., 2012) to invert for the 
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boundary conditions (within a specified range) required to produce an observed age pattern 
for a number of thermal age systems, including apatite and zircon fission-track ages. 
In inverse mode, PECUBE searches the parameter space using the Neighbourhood Algorithm 
(Sambridge, 1999a). The Neighbourhood Algorithm initially randomly samples the parameter 
space and sub-divides it into individual Voronoi cells. These Voronoi cells are then 
subsampled during subsequent iterations to converge upon the model which minimises the 
misfit, M, between the observed and model predicted ages according to: 
                                           M = (!−!)!2!!=1 2                               (3.8) 
where ! is the observed age, ! is the age as predicted by the model, ! is the error in the 
measurement and ! is the number of input ages. To incorporate the asymmetrical error 
bounds calculated using the maximum likelihood method, the standard error was taken as 
half the difference between the maximum likelihood age and the upper 95% confidence 
bound. For apatite samples with corresponding zircon ages, the standard error is half the 
difference between the maximum likelihood age and the upper 95% zircon dependent 
confidence bound.  
The behaviour of the inverse neighbourhood search process is controlled by the number of 
iterations, the number of forward models produced for each iteration, and the number of 
Voronoi cells resampled for each iteration. I ran PECUBE such that each inversion run 
consisted of 10 iterations, which in turn consisted of 100 forward models (1100 forward 
models in total). Each subsequent iteration resampled the parameter space around the ten 
forward models with the lowest misfit value from the previous iteration. This approach 
allowed for good exploration of the parameter space and reduced the possibility of converging 
towards local minima.  
3.4.3: Model Setup 
For a large study region, such as the Southern Lakes, a 3D model approach in PECUBE is 
computationally intensive and cannot account for along-strike variation in fault 
characteristics across the >100 km wide study area. Instead, I apply the inversion process to 
four transects. Reducing the model to a fault-perpendicular cross-section does not affect the 
along-strike motion, as this component cannot be constrained by thermochronological data. 
Instead, the inversion is designed to resolve the fault-perpendicular component contributing 
to the observed exhumation pattern by considering two Alpine Fault perpendicular lines 
(H—H’ and M—M’ in Figure 3.18). The third transect line considered is along transect line 
A—A’, perpendicular to the Central Otago reverse faults to examine if the exhumation 
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profile requires a component of motion oblique to the plate boundary zone. The fourth 
transect line is at the same azimuth to line A—A’, but is extended farther northwest to 
investigate the role of the offshore thrust system in accommodating exhumation (line A’’—
A’).  
The first three models were run with an imposed crustal thickness of 25 km (based on 
estimates of offshore unthickened crustal thickness, Figure 1.1), a depth resolution of 1 km 
and an initial surface area of 200 km (fault perpendicular) by 30 km (fault parallel) with a 
horizontal topographic resolution of 100 m. The temperature at the base of the model was set 
to be 550°C, resulting in a thermal gradient of 22°C/km (higher than the 20°C/km used by 
Herman et al. (2009)) and the thermal diffusivity, κ = 25 km2Ma-1. The fourth model (Model 
A2) was run using a thicker crust (40 km), with the same geothermal gradient. All inverse 
models were allowed to run over a 20 Myr time period allowing for topography to evolve in 
the last 5 Myr when an increased rate of convergence is assumed (Chamberlain et al., 1999). 
The model also accounts for flexural isostasy by considering the following bi-harmonic 
equation: 
                                  ! !!∆!!!! + ! !!∆!!!! + 2! !!∆!!!!!! = ∆!"∆!! + !!!∆!                        (3.9) 
using values for crustal density, ρc=2700 kgm-3, mantle density, ρm=3200 kgm-3, and 
acceleration due to gravity, g=9.81 kms-2. ∆! is the increment in topography and ∆! is the 
isostatic change in rock uplift over a computed time step, ∆!, which is added to the fault 
related rock uplift, and ! is the flexural rigidity:   
                                                           ! = !!!312(1−!2)                                       (3.10) 
where Young's modulus, E=1x1011 Pa, Poission's ratio, ν=0.25 and elastic plate thickness, 
TE=10 km.  
Apatite fission-track ages from Tippett and Kamp (1993a) that are deemed unreliable due to 
low uranium content (NS,I<5), were excluded from the model. To focus the inversion on the 
recent Cenozoic exhumation phase only, all ages were set to a maximum of 60±2 Ma to 
represent the youngest non-reset age in exhumation zone iii. Only three zone iii and zone i 
ages were included for each age system to encourage the inversion to converge on a minimum 
misfit for the transitional region of ages in zone ii. This restriction is necessary, else the 
calculated misfit is biased by the large number of zone i and iii ages in comparison to fewer 
zone ii ages, but does not affect the reliability of the best fit model.  
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Figure 3.18: a) Sub-surface geometry of the central Alpine Fault considered by Herman et al. 
(2009) and shown to reproduce surface thermochronological ages well along the line X—Y.  
b) Fault geometry setup for PECUBE models H1, M1 and A1 in this study. Models are 
constrained by four points (1—4) linking three linear segments of fault (a,b,c), which are 
allowed to move within specified ranges (grey regions) in the top 25 km of crust. For full 
description of parameters see text. Models also invert for convergence velocity (V) and time 
since convergence initiated (t). c) Model setup used for Model A2 along line A’’—A’. In this 
model, point 1 is constrained to the surface at the offshore thrust system, and points 4 and 5 
are constrained deeper at 30 km. Points 2 and 3 are allowed to vary horizontally and 
vertically. Inset map shows location of models considered in this study. Areas used for each 
transect extend 15 km either side of the lines.  
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The boundary conditions inverted for in this study included: sub-surface fault geometry, 
convergence velocity and time of fault motion initiation. Given the comparable age pattern 
(i.e. decreasing ages towards the Alpine Fault) between the central and southern Southern 
Alps, it seems reasonable to base the initial fault geometry on the approximately listric 
model of Herman et al. (2009) found to best fit the exhumation pattern adjacent to the 
central Alpine Fault (Figure 3.18a). If this listric fault pattern is not appropriate for the data 
in the Southern Lakes, the inversion will converge in the corner of the parameter space (i.e. 
indicating the fault needs to be considerably steeper or shallower), high misfit values will be 
calculated, and/or the model will not converge. The model is required to include a longer 
fault perpendicular cross-section than for the central Southern Alps, to ensure all ages are 
included. The model is therefore extended to 200 km southeast of the plate boundary zone.  
Specifically, the fault geometry for the first three models is constrained by three fault 
segments (a–c) and four vertices to approximate listric geometry (Figure 3.18b). Fault 
segment a is constrained by points 1 and 2 (co-ordinates of (0,0) and (W,D) respectively) 
and has dip Θ. Fault segment b is constrained by point 2 and point 3 (Y, -25) and has dip Φ. 
Fault segment c is a flat detachment ramp constrained by point 3 and point 4 (200, -25). 
Parameters W, D and Y are allowed to vary over the ranges ∆W, ∆D, and ∆Y respectively 
(grey boxes in Figure 3.18b), which produces different values of Θ and Φ and width of the 
high exhumation zone. The conversion velocity, V, is allowed to vary over the range 3—12 
mmyr-1 (based on estimates of plate convergence rates. Fault motion is allowed to initiate in 
the range t=2—20 Ma (Figure 2.7). The final fourth model (Figure 3.18c) includes an extra 
fault segment, with point 4 defined by the co-ordinates (X,-30), and point 3 allowed to vary 
in depth, defined by (Y,Z). Point 1 is constrained to the surface trace of the offshore thrust 
system, rather than the Alpine Fault, and the flat distal detachment is constrained 5 km 
deeper than in the first three models, at 30 km depth.  
The features of the models are summarised as follows: 
1. Models H1 and M1 restrict motion to be orthogonal to the southern Alpine Fault. In 
order to fit surface observations of faulting, the southern Alpine Fault must therefore 
be relatively steeply dipping (>45°). 
2. Models A1 and A2 allow for exhumation to not be two-dimensional with respect to 
the Alpine Fault. Instead, motion incorporates a part of the along-strike plate 
convergence. In the case of Model A2 only, fault geometry is unrelated to the 
southern Alpine Fault, which is treated as a secondary feature, allowing the modelled 
detachment fault geometry to become much shallower (<45°), whilst allowing for the 
steep dip of the southern Alpine Fault.  
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Table 3.3: Parameter value for the best fitting (lowest misfit) forward model found by 
PECUBE for the four inverse models in this study. ‘Best’ refers to the value of the best-fit 
model. ‘Min’ and ‘Max’ are the minimum and maximum values of each parameter within the 
top 20% of all models. Lowest misfit, M, is normalised by dividing by the total number of 
ages, n, used for the inversion. A.F. = Alpine Fault. Profile lines are shown in Figure 3.18.  
 
3.4.4: Results 
3.4.4.1: Model H1 
Model H1 (Figure 3.19) was run for sample ages in the Haast Pass and Lake Hawea region 
along transect line H—H’. The model converges within the parameter space on a listric fault 
geometry, shallowing to the southeast, with dips of Θ=19° and Φ=7° for fault sections a and 
b respectively (Table 3.3). Exhumation by this fault geometry produces an Alpine Fault 
perpendicular fission-track age pattern very similar to what is observed (Figure 3.19a).  Some 
observed apatite fission-track ages in zone ii (40—60 km from the fault) do not fit the age 
profile perfectly, but the best fit model is within their 95% confidence errors (Figure 3.19b).  
Parameter space plots coloured by forward model misfit value (Figure 3.19c) indicate the 
fault geometry parameters are stable and not affected by local minima. The largest variation 
is observed for parameter Y (low misfits observed over the range 110<Y<150), although this 
variation only has a small impact on the dip of fault plane b (Y=140 km produces a dip of 
Φ=5.3°). The comparison misfit plot for parameters D and W exhibits a diagonal streak  
Para-
meter 
Hunter Valley 
(Model H1) 
Matukituki Valley 
(Model M1) 
All Ages 
(Model A1) 
All Ages 
(Model A2) 
A.F. Perpendicular 
Profile H—H’ 
A.F. perpendicular 
Profile M—M’ 
Thrust fault 
perpendicular 
Profile A—A’ 
Thrust fault 
perpendicular 
Profile A’’—A’ 
   Min   Best   Max  Min   Best   Max Min   Best   Max Min   Best   Max 
W (km)   45.4   47.5   56.0 40.1   42.6   53.0  41.0   43.1   55.0 35.0   49.5   65.2  
D (km)   16.0   16.4   18.5 14.0   16.1   20.0 12.8   14.2   18.1 10.0   12.2  15.1 
Y (km)  110.8  118.0 155.0  100.0  128.0 133.0 113.0 141.3 147.0 122.8  150.5 166.2 
Z (km) - - - 20.5   28.3   29.6 
X (km) - - - 168.8  246.5  250.0 
Θ (°)    18.9   19.0  19.4 14.8   21.0   26.5 14.8   18.0   26.0 8.7   14.0   23.3 
Φ (°)    3.4    7.0   9.0 3.1    6.0    13.2 3.7   6.0   11.9 2.4   9.0    82.4 
V (mm/yr)     8.8   9.8  10.3 11.1   12.0   12.0 5.2   7.2   7.8 9.1   11.2   12.0 
t (Ma)     8.3   8.6  15.3 5.3    18.1   20.0  3.8   10.9  11.0 9.2   11.8   13.7 
Lowest M 
(normalised) 
0.124 (n=46) 0.49 (n=14) 0.28 (n=60) 0.128 (n=60) 
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Figure 3.19: Results for inverse Model H1. a) Predicted vs. observed Alpine Fault 
perpendicular valley floor age profile for both apatite (green) and zircon (red) fission-track 
age systems produced using the best-fit model from the inversion. Age zones from Figure 3.3 
are labeled. A good fit is observed, with the model replicating the width of zones i and ii 
well. b) Observed vs. predicted age plot for all sample sites used in the model. Young (<10 
Ma) and old (>55 Ma) ages dominate, and are reproduced well. Intermediate zone ii ages are 
fit within error. c) Scatter diagrams showing the results of the neighborhood algorithm 
inversions for Model H1. Each subplot shows the relationship between two variables that 
make up the parameter space for that model run, Y, W, D, t and V (see Figure 3.18). Each 
point in the subplot represents a forward model (1100 in total), the colour of which denotes 
the misfit of that forward model between the observed and the predicted ages (Equation 3.8). 
Yellow stars show the location of the best fitting (lowest misfit value) forward model within 
the parameter space. 
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across the parameter space, indicating the dip of fault plane a is stable, though the absolute 
values of D and W less so. 
Parameter t (time since initiation of convergence) appears to be unstable as two minima are 
observed at c. 9 Ma and c. 14 Ma. However, the lowest misfit model occurs with t=8.61 Ma, 
a time consistent with plate reconstruction models (Figure 2.7) which constrain the onset of 
Alpine Fault orthogonal convergence in the Southern Lakes to be c. 9 Ma. The convergence 
velocity, V, for the lowest misfit model is too high, however, and is estimated as 9.8 mm/yr. 
although this corresponds with the velocity used for the models in the central Southern Alps 
by Herman et al. (2007, 2009), plate reconstructions show the orthogonal convergence rate 
since 9 Ma has only been c. 2.5 mm/yr in the Southern Lakes (Figure 2.7). The best fit 
model is therefore overestimating the total amount of orthogonal shortening across the region 
by c. 60 km. Firstly, the velocity may be high because the pre-uplift geothermal gradient is 
underestimated. A higher geothermal gradient would require a slower exhumation rate to 
produce the same cooling ages over the same time period, as the partial annealing zone is 
shallower. This is tested by performing an inversion just for the geothermal gradient alone, 
constraining the fault parameters to be the best fit model estimated for model H1, and the 
plate motion as that constrained by plate reconstructions (t=9Ma, V=2.5 mm/yr). This 
inversion converges on a very high geothermal gradient of >100°C/km. Although this value 
has been observed in the near-surface adjacent to the central Alpine Fault (Section 3.1.3), it 
is unlikely this gradient is applicable across the whole study region as a pre-uplift value to 
lower crustal depths. Instead, the inability of the model to replicate the true convergence 
velocity may be an artifact of the 2D nature of the modelling, as exhumation may be 
influenced by a large component of along-strike underplating (Section 2.5). The model is also 
unable to explain the sub-vertical near surface dip of the southern Alpine Fault. 
3.4.4.2: Model M1 
Model M1 (Figure 3.20) was run for ages in the Matukituki Valley along an Alpine Fault 
perpendicular transect line M—M’. As with Model H1, the model converges and defines a 
listric fault geometry shallowing to the southeast. This fault geometry is comparable to that 
in Model H1 (Table 3.3) with dips of Θ=21° and Φ=6° for fault sections a and b respectively. 
A local minima is observed for parameter t at c. 10 Ma (Figure 3.20c), comparable to plate 
reconstruction estimates, and the best-fit model from Model H1. However, the best fit model 
occurs in the corner of the parameter space, producing t=18.1 Ma and V=12 mm/yr (the 
maximum allowed value). The total shortening across the region is therefore again 
overestimated compared to plate reconstruction estimates, this time by almost 200 km. 
Comparison of the predicted vs. modelled age profile (Figure 3.20a) for M1 shows the best fit  
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Figure 3.20: Results for inverse Model M1. See Figure 3.19 for description of subplots.  The 
best-fit model replicates the observed zircon fission-track age profile well, but cannot 
reproduce the apatite fission-track profile, as a higher velocity is required. See text for 
discussion.  
model cannot replicate the apatite age profile well, with the width of zone i overestimated by 
c. 20 km. This appears to be because the observed width of zone i for both apatite and zircon 
is more similar than for transect H—H’. Specifically, samples MAT1 (25+17.6/-21 Ma) and 
RID1 (32+135/-30 Ma) appear too old for the best fit model by c. 30 Ma, although both ages 
exhibit large errors. The age for sample RID1 is also older than the estimated Early Miocene 
emplacement age (Adams and Cooper, 1996), further suggesting it is in fact younger than its 
poorly constrained fission-track age suggests.  
Comparable apatite and zircon fission-track ages occurring spatially close to one another is 
indicative of rapid exhumation, as rocks are exhumed through both partial annealing zones 
(c. 4 km and c. 10 km depth for AFT and ZFT respectively) within a short time period. It  
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Figure 3.21: Results for inversion Model A1. This model includes all ages from both models 
H1 and M1 and is for a transect line A—A’ oblique to the southern Alpine Fault. All 
parameters converge within the parameter space and no local minima are observed.  
appears this may be the reason for Model M1 requiring high convergence rates. Too few 
apatite fission-track ages are present in the model for the partial annealing zone to be well 
constrained, and those ages present are too uncertain. Alternatively, as with Model H1, the 
strike of the profile may not be appropriate for constraining deformation. Again, the model is 
also unable to explain the sub-vertical near surface dip of the southern Alpine Fault. All ages 
are therefore combined into a single model (A1) as insufficient constrain on the apatite 
exhumation profile exists in the Matukituki region.  
3.4.4.3: Model A1 
A final model is considered (Model A1) including all ages from both previous models, and 
concerns motion occurring along a transect line A—A’ oriented perpendicular to reverse  
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faults in Central Otago (Figure 3.18). The model converges within the parameter space and 
no local minima are found (Figure 3.21c). The fault geometry parameters are comparable to 
those found for models H1 and M1 (Table 3.3), but the model is able to resolve the total 
shortening better than the Alpine Fault perpendicular models. The model converges on 
t=10.9 Ma and V=7.2 mm/yr, producing a total shortening across the region of 78.5 km. 
This value of t is consistent with estimates from plate reconstructions (Figure 2.7) and the 
convergence velocity is within the range derived from reverse fault motion across the region 
of 6—8 mm/yr (Figure 2.8; Sutherland et al., 2006). However, since the southern Alpine 
Fault is known to be dominantly strike-slip in nature, and steeply dipping, (Table 2.2, Barth 
et al., 2013), it may not be appropriate for this reverse motion to be constrained at its 
surface expression. Another structure may be accommodating the large-scale underthrusting 
in the south of the plate boundary, and the southern Alpine Fault is a secondary feature.  
3.4.4.4: Model A2 
To investigate this, a fourth model (Model A2) is run. This model is run using all ages along 
line A’’—A’ based on the model setup in Figure 3.18c, such that the fault includes an extra 
constraining apex within the crust to allow variation over the longer distance considered. 
Point 1 is constrained to the surface trace of the offshore thrust system, 35 km northwest of 
the southern Alpine Fault. Points 4 and 5 are constrained to 30 km depth, instead of 25 km 
as in the previous three models. Ages from the northwest of the Alpine Fault are not used in 
the model, as the large dextral component along the Alpine Fault mean ages on the two sides 
of the fault are not comparable in this 2D modelling approach.  
Results show that the surface cooling age pattern can still be replicated well using a different 
constraining surface point and a deeper flat detachment. The total misfit is low (normalised 
M=1.28, Table 3.3), showing the model fits the data as well as Model H1. Whilst Model A2 
exhibits more degrees of freedom (and therefore may be more capable of finding a low misfit 
model), owing to an extra variable point included in its fault (Figure 3.18c), point 4 locates 
very close to point 5 in the best fit model (X= c. 250 km) indicating this extra point is not 
required for a good fit. Instead, low misfit values occur over a wider range of parameters 
than in previous models, suggesting changes in almost all parameters can occur and still 
produce good fits for the data. This is possibly a result of no data points to constrain the 
model northwest of the Alpine Fault, or simply because large variations in horizontal and 
vertical locations of apexes are required to change the shallow fault dips. Geometrically, the 
best-fit fault is similar in shape to those from previous models (Figure 3.23). The structure is 
gently listric, shallowing to the southeast, with segment dips of Θ=14° and Φ=9° (Table 3.3).  
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Figure 3.22: Results for inverse Model A2. See Figure 3.19 for description of subplots. 
Parameters used in this model, constrained with an additional point, are illustrated in Figure 
3.18c. The best-fit model replicates the observed cooling ages well, with a low misfit, 
although the lowest-misfit model is not well defined.   
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3.4.5: Discussion 
Modelling results show that the newly constrained exhumation profile in the Southern Lakes, 
as revealed by apatite and zircon fission-track ages, can be explained by a low-angle listric 
mid-crustal detachment beneath the region. Variability in the forward modeled fault 
structures (Figure 3.23) shows the fault is not pre-constrained to be listric, and sufficient 
variability is present in the parameter space to produce steeply dipping or very shallow 
structures. Importantly, these structures do not produce a good fit for the data and instead, 
all models H1, M1 and A1 show consistent parameters W, Y and D (Table 3.3) and fault 
geometries (Figure 3.23), regardless of transect strike, suggesting this part of the model is 
relatively consistent. However, Model A2 shows the surface cooling age pattern can also be 
well replicated by a listric fault geometry constrained to the surface offshore. Comparison of 
the modelled detachments with the P-wave tomography model of Eberhart-Phillips et al. 
(2010) shows all modelled faults correspond with the base of a 6.5—7 km/s velocity inversion 
in the mid-crust c. 100 km southeast of the Alpine Fault (Figure 3.24b), thought to indicate 
stacking of crustal material (Wu et al., 2007; Lamb et al., 2015). A similar, but less 
dominant feature is also observed above the proposed detachment of Herman et al. (2009) in 
the central Southern Alps (Figure 3.24a). The correlation between the modelled detachments 
and the P-wave velocity inversion is consistent with the proposed 3D model of Lamb et al. 
(2015) whereby crustal thickening in the central South Island is accommodated by 
underthrusting of Eocene Australian oceanic crust beneath the Pacific plate (Figure 3.24c).  
However, a second P-wave velocity inversion is observed beneath the southern Alpine Fault 
(Figure 3.24b), suggesting overthrusting and crustal stacking may be occurring in this region 
also. Those models constrained to surface at the southern Alpine Fault (Models H1, M1, A1) 
cannot explain this structure, however the lowest misfit fault from Model A2 correlates well 
with this velocity inversion. Model A2 converges on t=11.8 Ma and V=11.2 mm/yr, 
constraining the total shortening along the line A’’—A’ to c. 130 km. This distance is 
consistent with the region of lower crust thought to represent the underthrust Australian 
crust (Figure 3.24e), which extends to a similar distance southeast of the offshore thrust 
system surface trace. This model also does not require an unrealistically shallow dip for the 
southern Alpine Fault.  
Overall, both Models A1 and Model A2 are considered the preferred models for explaining 
the surface fission-track age pattern across the Southern Lakes. Model A1 is most applicable 
to deformation to the northeast of Jackson’s Bay, where the Pacific plate remains relatively 
upthrown and the detachment surfaces as the Alpine Fault. To the south of Jackson’s Bay, 
Model A2 is the preferred model, as it can provide a better description of the present-day  
104                                                             Chapter 3: Fission-track Thermochronology 
 
Figure 3.23: All forward model fault geometries for each of the four transect lines considered 
in Sections 3.4.1—3.4.4. The colour of the line denotes the misfit value, where blue lines are 
poor fit models with high misfit, and red lines are good fit forward models with low misfit. 
The best-fit model geometry is shown by the dark grey line in each case. The dashed black 
line represents the range of the best fitting 220 forward modes (20% of all 1100 forward 
models). All transects converge towards a listric fault geometry, with segment dips described 
in the text.  
tectonic setting over the last 1—2 Ma. In particular, this proposed detachment model 
predicts two northwest dipping antithetic pro-shear zones above the apexes of the 
detachment (Figure 3.24d,f), which develop from the concentration of differential vertical 
stresses (Erickson and Jamison, 1995; Erickson et al., 2001). In the central Southern Alps, 
this corresponds with the Main Divide Fault Zone (Cox and Findlay, 1995; Figure 3.23a), 
but no analogous zone has previously been proposed for the Southern Lakes. Although Figure 
3.23 suggests the depth of the shallowest pro-shear zone in Model A2 is not well constrained, 
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the horizontal position (W) is well constrained. It may be important that the best-fit, 
shallowest shear-zone of Model A2 is constrained to be near-vertical and corresponds with 
the surface outcrop of the southern Alpine Fault itself (Figure 3.24f). This model therefore 
offers an explanation as to why the net upthrown side of the fault switches to the northwest 
south of Martyr River (Hull and Berryman, 1986; Barth et al. 2013). Differential vertical 
motion across the fault is predicted by modelling here to be c. 0.8 mm/yr, comparable to low 
rates of <1 mm/yr estimated by Kamp et al. (1992). It is proposed therefore that south of 
Jackson’s Bay, accommodation of convergence is re-distributed onto a secondary structure 
such as offshore thrust system (Barnes et al., 2005) c. 45 km northwest of the southern 
Alpine Fault, which has been accommodating an average convergence t of c. 11 mm/yr since 
c. 12 Ma at an azimuth of c. 130°. This transferral of deformation is consistent with the 
notion of the southern Alpine Fault as a critically weakened fault, which acts as an 
independent structure incapable of accommodating further slip (as discussed by Barth et al., 
2014). Northwest transferal of exhumational control may also explain the southwards along-
strike increase in minimum feldspar and mica Ar-Ar and zircon fission-track ages observed 
by Batt et al. (2000) (Figure 3.6), as these ages are farther from the exhuming structure. 
In reality, it is unlikely that the velocity field within each exhuming block is uniform (Figure 
3.24d,f); rocks closest to the exhuming fault may in fact take longer to travel to the surface 
than those in the maximum vertical velocity region farther southeast owing to finite strain  
Figure 3.24 (next page): Geometry of proposed mid-crustal detachment beneath the central 
South Island as constrained by thermo-kinematic modelling of fission-track ages. a) 
Detachment model for the central Southern Alps from Herman et al. (2009) imposed over P-
wave velocity model from Eberhart-Phillips et al. (2010). The ramp is located beneath a high 
in P-wave velocity at c. 15 km depth. A pro-shear zone occurs at the corner of the ramp and 
corresponds with the main divide fault zone (MDFZ, Cox and Findlay, 1995). b) Modelled 
detachment beneath the Southern Lakes from this study, showing results from all models 
(H1, M1, A1 and A2). Models H1, M1 and A1 cannot explain the high-angle southern Alpine 
Fault. The proposed detachment corresponds well with the base of a zone of inverted high P-
wave velocity in the mid-crust. NCFS=Nevis Cardrona Fault System, PF=Pisa Fault 
DF=Dunstan Fault. c) The detachment is consistent with the proposed tectonic model of 
Lamb et al. (2015) whereby crustal thickening in the central South Island is accommodated 
by underthrusting of Eocene Australian oceanic crust beneath the Pacific plate. Their model 
predicts this underthrust zone to be wider farther south, consistent with the shallower, wider 
detachment modelled in this study than that of Herman et al. (2009). d) Predicted vertical 
velocity field from motion along the detachment plane in Model A1. e) as in c), but for 
Model A2, applicable to the tectonic setting south of Jackson’s Bay. f) as in d), but for 
Model A2 south of Jackson’s Bay. Here, one vertical shear zone corresponds with the 
southern Alpine Fault. g) Crustal thermal structure based on uplift of material by the 
detachment from Model A2. The 400° isotherm is labelled.  
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localisation (e.g. Braun et al., 2010). Without improved age constraints close to the southern 
Alpine Fault, models outlined in this study cannot currently resolve such details. Existing 
Australian plate AFT ages from the northwest of the Alpine Fault (Seward, 1989; Seward 
and Nathan, 1990; Kamp et al., 1992) (Figure 3.10) indicate a few kilometers of unroofing in 
this region. The southeast younging of cooling ages suggests block tilting to the northwest, 
consistent with the predicted motion of this region constrained in Model A2, as these ages 
have been translated from the southwest by dextral motion along the Alpine Fault. 
Northwest tilting and localised deformation within this block may also explain why predicted 
vertical slip rates at the offshore thrust system (>2 mm/yr) are an order of magnitude larger 
than rates estimated from seismic profiles (Barnes et al. 2005). 
In the following chapters, I consider microseismicity occurring in the Southern Lakes to 
investigate active deformation associated with this proposed mid-crustal detachment. In 
particular considering evidence of increased seismicity associated with proposed pro-shear 
zones. The deeper, southeastern pro-shear zone (Figure 3.24d,f) occurs beneath the numerous 
reverse faults of Central Otago. Precise hypocenter locations of microseismicity above the 
proposed detachment in the Southern Lakes may indicate increased rates in the vicinity of 
the reverse faults in Central Otago, and focal mechanisms will confirm any antithetic nature 
of slip. Alternatively, these pro-shear zones may not be discrete, as the stepped detachment 
model is approximating a broadly listric structure. In this case, seismicity may be more 
widely concentrated in the region above the curved fault bend.  
The seismic potential of the detachment is itself is also unknown. Precise hypocenter 
locations will provide information on whether the detachment is actively slipping. If so, focal 
mechanisms may exhibit one shallowly dipping plane aligned with the ramp. Thirdly, lower 
crustal seismicity may be associated with underthrusting of the Australian crust. Generation 
of precise hypocenter locations may provide evidence for this process. A shallowing of the 
base of the seismogenic zone is also predicted associated with upwarping of isotherms by 
uplift along the detachment (Figure 3.24g).  
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Broadband seismograph site at Hunter Valley Station (HUVA) installed as part of the Central Otago 
Seismic Array (COSA). Photograph is taken looking south towards Lake Hawea. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
 Chapter 4 
The Central Otago Seismic Array 
(COSA) 
 
 
Previous passive seismicity studies in South Island have focused predominantly on oblique 
continental collision of the central Alpine Fault and subduction processes in Fiordland (see 
Section 1.3.5 for overview of regional seismicity). Little attention has been paid to the 
seismic characteristics at the transition between these two distinct sections of the plate 
boundary zone, despite the southern Alpine Fault exhibiting higher rates of seismicity than 
farther north of Jackson’s Bay. In this study I have been responsible for the deployment 
and maintenance of, alongside colleagues from Victoria University of Wellington (VUW), a 
new temporary network of broadband seismometers, the Central Otago Seismic Array 
(COSA). This network’s purpose is to develop the longest focused microseismicity catalogue 
for this area, allowing more accurate characterisation of the seismological attributes of this 
region than is currently possible with the sparse national network.  
This chapter focuses on the methods behind constructing this improved catalogue including 
station deployment, waveform processing, hypocentre location, magnitude scale 
development, focal mechanism computation and regional stress field inversion. Programs 
used and their acronyms are summarised in Table 4.1. Information on station noise 
characteristics, polarity tests and travel-time residual analysis can be found in Appendices 
C—E.  
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Table 4.1: Reference table for programs and their acronyms referred to in this chapter. For 
further descriptions of SEISAN subsidiary programs, refer to Havskov et al. (2012). 
Program Name 
/Acronym Description Reference 
   
CONDET 
CONtinuous DETection algorithm. Included in SEISAN. 
Detects events based on short-term/long-term averages or 
correlation of a master waveform. 
 
FOCMEC 
FOCal MEChanism Determination. Included in SEISAN. 
Produces focal mechanisms from polarity data and 
amplitude ratios. 
 
Focplt Included in SEISAN. Plots focal mechanisms produced by FOCMEC.   
GMAP 
Included in SEISAN. Creates a Google Earth .kml file 
showing location of current event selected with EEV and 
stations used to constrain hypocenter error ellipse.  
 
HYP 
Modified version of HYPOCENTRE. Included in SEISAN. 
Linear hypocentre location program based on event 
information in SEISAN s-files. 
Lienert et al., 
1986; 
Lienert, 1991 
logpeek Passcal tool. Provides overview of data continuity and quality from Reftek log files.   
MSCUT MiniSeed CUT. Included in SEISAN. Cuts miniseed files into shorter time lengths.   
MULPLT MULti PLoT. Included in SEISAN. Plots multi-channel waveforms to screen for event picking.  
NonLinLoc Non Linear hypocenter Location. Outputs location PDF.  Lomax et al., 2000 
rt2ms Reftek to miniseed. Passcal tool. Converts raw Reftek data files to miniseed format  
SEISAN 
Earthquake analysis software. Includes waveform files and 
s-files (containing event information) in database 
structure. A number of subsidiary programs included for 
data analysis. 
Havskov and 
Ottemöller, 
1999 
SEISEI Included in SEISAN. Combines data files into longer time lengths.  
STLTA 
Short-term long-term average. Algorithm used within 
CONDET to calculate the moving long-term short-term 
data average value.  
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4.1: Central Otago Seismic Array (COSA) 
4.1.1: The Network 
The Central Otago Seismic Array (COSA) is composed of eight temporary stations, 
installed in three field seasons between June 2012 and March 2013 with assistance from 
Adrian Benson, Tim Stern, Simon Lamb, Jesse-Lee Dimech and Calum Chamberlain (all 
VUW). Inter-station spacing is 30—40 km, in an arrangement designed to supplement and 
increase the density of the existing permanent GeoNet network (Figure 4.1). Site locations 
span the region characterised by the deep lithospheric root (Figure 2.2) and the transition 
from diffuse, shallow crustal seismicity around Lakes Wanaka and Hawea to intermediate 
depth and subduction zone events in northern Fiordland (Figure 1.8). It is noted that 
COSA is not strictly a passive seismic array, given the non-regular station distribution, and 
is referred to throughout this thesis as the COSA network. 
Specific station locations (Table 4.2) were chosen based on a number of requirements. 
These included: sufficient distance (a few hundred metres) from noise sources such as roads 
and waterfalls, north facing hillsides to maximise sunlight, and solid bedrock with c. 1 m of 
overlying soil. This final requirement is of primary importance because good coupling with  
Table 4.2: COSA station locations and sensor types. Depth column refers to depth below 
the ground surface, so the true elevation of the site is ‘Elevation – Depth’.  
Name Location Elevat-ion (m) 
Sensor 
Type 
Depth 
(m) 
Date 
Installed Ground 
       
TEPE Temple Peak Station, -44.79226°N 168.42045°E 463 
CMG 
40T 1.0 21/06/12 
Schist 
bedrock 
HUVA Hunter Valley Station, -44.42900°N 169.31647°E 410 
CMG 
40T 1.0 22/06/12 
Schist 
bedrock 
STBA St. Bathan’s Station, -44.85045°N 169.78175°E 591 
CMG 
3ESP 1.0 24/06/12 
Schist 
bedrock 
NOBU Northburn Station, -45.01476°N 169.24970°E 378 
CMG 
3ESP 0.7 10/10/12 
Schist 
bedrock 
ASPR Mount Aspiring Station, -44.51302°N 168.75569°E 427 
CMG 
40T 0.5 5/10/12 
Schist 
bedrock 
MORV Morven Hills Station, -44.64261°N 169.51871°E 611 
CMG 
3ESP 0.7 4/10/12 
Schist 
bedrock 
KING Lorne Peak Station, -45.40549°N 168.70284°E 381 
CMG 
3ESP 0.5 8/10/12 
Schist 
bedrock 
HAAS Haast Pass, -44.10017°N 169.35784°E 547 
CMG 
3ESP 0.2 26/03/13 
Schist 
bedrock 
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Figure 4.1: Overview map of GeoNet (purple triangles) and COSA (blue triangles) 
seismograph station distributions used in this study. Also shown are SAMBA stations in 
the central Southern Alps (Boese et al., 2012) as red triangles and GeoNet strong motion 
sensors (orange, used in Chapter 6 only). Active faults from the New Zealand Active Fault 
Database (http://data.gns.cri.nz/af/) are shown in grey. Inset map shows location of the 
study area in South Island.  
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Table 4.3: Locations and sensor information for permanent GeoNet broadband and strong 
motion sites* used in this study. Strong motion sites are used for hypocenter locations of 
the 4th May 2015 ML6.0 Wanaka earthquake aftershock sequence only (Chapter 6). 
Information from http://info.geonet.org.nz/display/equip/Networks+and+Equipment. 
 
Name Location Elevation (m) Sensor Type 
Date 
Installed Ground 
      
FOZ Fox Glacier, -43.566°N 169.689°E 54 CMG 3ESP 13/10/04 Greywacke Bedrock 
JCZ Jackson Bay, -44.07321°N 168.785473°E 1062 CMG 3ESP 15/10/04 Greywacke Bedrock 
LBZ Lake Benmore, -44.385552°N 170.184419°E 438 CMG 3ESP 04/06/04 Greywacke Bedrock 
EAZ Earnscleugh, -45.23105°N 169.308253°E 350 CMG 3ESP 01/11/04 Schist bedrock 
WKZ Wanaka, -44.82702°N 169.01756°E 558 CMG 3ESP 03/06/04 Schist bedrock 
MSZ Milford Sound, -44.673333°N 167.926399°E 55 CMG 3ESPC 19/07/05 Granite 
MLZ Mavora Lakes, -45.40549°N 168.70284°E 594 CMG 3ESPC 08/09/03 
Greywacke Bedrock 
 
WNPS* 
Wanaka National Park 
Headquarters 
-44.6945°N 169.1430°E 
287 CSI CUSP3D 02/07/02 
Concrete floor over 
moraine outwash 
gravel 
MECS* Makarora Emergency Centre -44.2304°N 169.2329°E 336 
Kinemetrics FBA-
ES-T-DECK  07/08/02 
Concrete floor over 
river gravels 
MOSS* Mossburn School -45.6678°N 168.2378°E 303 
Kinemetrics FBA-
ES-T-BASALT  14/06/02 
Concrete floor over 
glacial outwash gravel 
TAFS* Te Anau Fire station -45.41667°N 167.7191°E 221 CSI CUSP3D  13/06/02 
Concrete floor over 
sandy alluvium and 
dense moraine 
QTPS* Queenstown Police Station -45.0321°N 168.6629°E 327 
Kinemetrics FBA-
ES-T-DECK 12/06/02 
Concrete floor over 
lake beach and glacial 
outwash gravels 
NSBS* Neils Beach -43.9962°N 168.6609°E 8 
Kinemetrics FBA-
ES-T-BASALT 01/07/04 
Concrete floor over 
river flood plain  
HDWS* Haast DOC Workshop -43.8830° N 169.0041° E 20 
Kinemetrics FBA-
23-T-DECK 01/01/02 
Concrete floor over 
alluvium and swamp 
deposits 
LPLS* Lake Paringa Heritage Lodge -43.7147°N 169.4231°E 23 
Kinemetrics FBA-
ES-T-DECK 20/04/02 
Concrete floor over 
fan alluvium 
MCNS* Mount Cook Annex -43.7365°N 170.0972°E 740 
Kinemetrics FBA-
ES-T-BASALT 12/05/08 Concrete floor 
TWAS* Twizel Area School -44.2546°N 170.0983°E 476 
Kinemetrics FBA-
ES-T-BASALT 04/07/02 
Concrete floor over 
outwash gravels 
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bedrock is required for high quality seismic data (Appendix C). Overlying topsoil allows for 
damping of atmospheric effects, which are prevalent in broadband sensors. All stations were 
installed on private land to ensure security of the equipment, with the exception of HAAS, 
which is situated in Mount Aspiring National Park and is well hidden from roads and 
nearby trails. HAAS is located to also provide a link between COSA and the Southern Alps 
Microearthquake Borehole Array (SAMBA)(Boese et al., 2012).  
Each COSA station consists of a three component broadband seismometer (Guralp CMG-
40T or a CMG-3ESP) (Table 4.2) installed c. 1 m below the surface, a Reftek data logger 
(DAS, model RT130-01), a Reftek GPS receiver, and a power supply (an 80 W or 60 W 
solar panel, charge controller and two 12 V car batteries) (Figure 4.2). Sensors are encased 
in a plastic bucket and made water tight with tape and silicon sealant. Sensors rest directly 
on a concrete paving slab cemented level and are oriented with their N horizontal channel 
aligned with magnetic north (23.5° clockwise from true north). COSA sites (with the 
exception of HAAS) record at a frequency of 100 Hz (as do GeoNet sites) with unity gain 
and continuous GPS recording. HAAS (at time of writing) records at 200 Hz and high 
(32x) gain.  
Surface sensors can be affected by high ambient noise signals associated with wind, coastal 
waves, traffic and temperature variations (Bormann et al., 2002). To test the effect of 
ambient noise on COSA stations power spectral energy plots were produced for each 
station component (Appendix C). Most stations lie within the ‘high’ and ‘low’ noise models 
of Petersen (1983). HAAS exhibits the highest noise levels, particularly in the >0.1 Hz and 
>2 Hz frequency bands, reflecting its proximity to the Tasman Sea and cultural noise 
sources (e.g. state highway 6 and machinery noise) respectively. Further details on station 
performance are included in Appendix C.  
Absolute GPS timing uncertainties recorded by the Reftek data loggers were assessed using 
the Passcal program logpeek after each service. Phase errors of 1—2 μs occur frequently for 
short periods (seconds—minutes) only. For periods where GPS timing errors were larger 
than this and deemed unreliable (usually infrequent and for no more than a couple of 
hours), the relative timing of P- wave to S-wave arrival was used for event location, rather 
than the absolute time.   
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Figure 4.2: Site photographs from the eight new temporary COSA stations deployed in this 
study. Also shown is the typical site setup and equipment used.  
4.1.2: Operation Period 
In this study I have created a continuous microseismic catalogue for the Southern Lakes 
and northern Fiordland between June 2012 and October 2013. Data after this time have 
been collected and archived but are not addressed in this study. Data from March 2015 to 
June 2015 were collected after the 4th May 2015 ML6.0 Wanaka earthquake and are 
analysed separately in Chapter 6.   
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The first three COSA stations (TEPE, STBA and HUVA) were installed in a preliminary 
field season in June 2012, with the installation of the remaining stations (ASPR, KING, 
NOBU and MORV) completed in October 2012 (Figure 4.3). HAAS was installed later in 
March 2013 due to permitting restrictions associated with installation in Mount Aspiring 
National Park. All COSA sites are serviced every 6 months with a small field team from 
VUW. Six of the eight COSA stations have run continuously since their installation. No 
GPS or power issues have been encountered; all sites receive enough sunlight resulting in 
consistent charge. A Reftek configuration file error meant KING lost data between March 
and October 2013. KING also experienced an electrical issue when water entered the sensor 
cable in March 2015. This resulted in high artificial amplitudes being recorded by the data 
logger (Figure C.1), so the two 4 Gb data cards were filled up by noise within a few days of 
servicing. At the time of writing, KING is not recording and is awaiting installation of a 
new sensor cable. HAAS has suffered from extremely wet conditions close to the main 
divide; the sensor became waterlogged a few days after initial installation in March 2013, 
and only the vertical channel recorded data until October 2013. The station was reinstalled 
with a new CMG-ESP3 sensor on 23/03/14, however the same problem occurred. The 
sensor was replaced by a Marks L4 short period sensor on 12/03/15, recording at 200 Hz 
and high gain, the same format used on sites in the SAMBA network. HAAS has run 
continuously since.  
In January 2012, GeoNet implemented a change in their location system, which led to 
disruptions to the national earthquake catalogue. During this changeover period, reviewed 
event information was available for earthquakes between January and May 2012 based on 
the new system (SeisComP3). However, no reviewed earthquakes were officially available in 
the database for the 10-month period between May 2012 and March 2013 (‘The Gap’). 
Only some larger events during this period were checked, and locations were largely 
unreliable due to erroneous automatic phase picks. A limited number of preliminary 
checked events were available between May 2013 and December 2013 (Figure 4.3). At the 
time of writing, the GeoNet catalogue has been updated, and reviewed event information is 
now available until April 2013, although no reliable locations are available for the period 
May 2013—December 2013. Up to date information regarding ‘The Gap’ can be found at 
http://info.geonet.org.nz/display/appdata/The+Gap. The deployment of COSA stations 
was coincidental with this gap in the GeoNet catalogue. Although the catalogue produced 
in this study helps infill this time period, the lack of a counterpart catalogue poses some 
limits on data analysis, particularly comparison of events for magnitude inversions (Section 
4.4.3).  
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4.2: Data Processing 
Waveform processing, phase, polarity and amplitude picking and preliminary hypocentre 
locations are undertaken using the freely available earthquake analysis software, SEISAN 
(Havskov and Ottemöller, 2000). SEISAN uses a database structure for managing 
waveforms and event information and a number of inbuilt Fortran coded programs for 
cataloguing events (see Table 4.1). Individual event files are stored in a Nordic file format 
referred to as S-files.  
The Reftek data loggers record data in Reftek format that I converted to miniseed (Steim2 
compression) format using the Passcal tool rt2ms. These waveforms were cut to start and 
finish on regular 15 minute timestamps using the SEISAN program MSCUT. I then 
combined these miniseed files to multiplexed hour-long miniseed files using the SEISAN 
program SEISEI. COSA traces were named according to the PASSCAL IRIS channel 
naming conventions for SEED data (Ahern et al. 2007) (e.g. HHZ for a broadband vertical 
channel recording at 100 Hz).  
I conducted event detection from continuous hour-long waveforms using the short-term to 
long-term average routine from SEISAN’s inbuilt event detection program, CONDET. This 
detection method takes an average data amplitude over a long-term window (long-term 
average), and a corresponding shorter window length (short-term average) and calculates a 
ratio (Figure 4.4). This process is repeated at each consecutive time step (100 
samples/steps per second) to produce a time-series of short-term to long-term ratio values. 
When this ratio on a channel exceeds a set trigger threshold value, this indicates an 
increase in amplitude within the short-term window length, and this time step is marked as 
the start of a single channel detection. The detection ceases when the short-term to long-
term ratio value decreases again below a specified de-trigger ratio. Noise spikes, unrelated 
to seismic activity, in data can exceed the threshold and create false detections, so single 
channel detection times are compared across the network. Only if a trigger is observed on a 
minimum number of channels across the network within a set moveout is the trigger 
considered as a detection and output to the detection file. Window lengths and trigger 
ratios can also be analysed to minimise false detections in noisy data. Parameters used in 
the short-term/long-term detection algorithm in this study are shown in Table 4.4. 
Before I applied the short-term/long-term algorithm, the data were bandpass filtered (5—
20 Hz) to maximize the signal to noise ratio in the dominant seismic periods (Appendix C). 
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The trigger ratio value and the window lengths for short-term and long-term average 
values were found to have the largest influence on how many events were detected. Longer 
short-term average window lengths tended to detect more emergent events, whereas short 
short-term window lengths favoured detection of local impulsive events, but also tended to 
produce false triggers on short pulses of energy produced by man-made sources.  The short-
term window length therefore was chosen to exclude these false noise spikes and yet retain 
enough short, local events. The long-term window should be longer than a few periods of 
background seismic noise.  
Preliminary tests of CONDET found the majority of false triggers could be excluded by 
two means: either using a short short-term window (3 seconds) and long-term window (60 
seconds) lengths in conjunction with a high trigger ratio (7), or much longer short-term 
window (30 seconds) and long-term window (700 seconds) lengths combined with a lower 
trigger ratio (3). In this study I use the longer short-term and long-term window times as 
these tended to detect more emergent events. Given the dimensions of the network, with a 
width of c. 100 km, this long short-term window still allowed for triggers on impulsive 
events within the network, as their wave trains were of the order of a few seconds long. 
This also avoided multiple triggers for the same event between the interior and exterior 
stations in this relatively large aperture network (Figure 4.4). An increase in the minimum 
trigger duration (Table 4.4) was not suitable, as this would limit the ability to detect 
closely (temporally) spaced events on stations with small epicentral distances.  
During the picking process some events were identified that fell within a few seconds of 
another event (inside the minimum trigger window length), and were not detected by 
CONDET. These events were identified by eye during the inspection of hour-long files and 
added to the resulting detection output file. Hour long waveform files containing detected 
events were then examined manually and body P- and S-phases picked by eye at the first 
break on unfiltered data wherever possible. For many small events, traces are dominated by 
long-period noise recorded by broadband sensors. Removing this long-period noise by 
filtering the data can significantly improve the signal to noise ratio of the seismic phases, 
but distort the timing leading to inaccurate pick times. Bandpass filters (typically 0.5—4 
Hz) were used predominantly to provide an overview of which channels contained records 
of a given event, but phases were only picked when clear on unfiltered, zoomed-in traces.  
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Figure 4.4: Effect of short-term average (STA) and long-term average (LTA) window 
lengths on event detection across a wide aperture network such as that used in this study. 
Waveform and running STA/LTA ratio values for an event at the north-west boundary of 
the network as recorded at GeoNet station EAZ (epicentral distance = 126 km, 
approximately the width of the network). Top left shows the trigger routine results using 
short STA and LTA window length of 3 s and 60 s respectively. Bottom left shows the 
zoomed in trace for the same event; a double trigger is observed as the routine triggers on 
both the Pg and Sg arrivals when using short window lengths. Top right and bottom right 
figures show the same event but detected using longer STA and LTA window lengths of 30 
s and 700 s respectively. These parameters prevent double triggers by encompassing the 
entire waveform in the window length.  
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Table 4.4: Parameters used in the short-term average (STA)/long-term average (LTA) 
CONDET event detection routine in this study.   
Parameter Description Value  
   
Min trig duration 
Minimum duration the trigger level needs to be 
exceeded for 
10 seconds 
Min trig interval Only allow for one detection within this time 30 seconds 
Filter low Low cut for bandpass filter 5 Hz 
Filter high High cut for bandpass filter 20 Hz 
STA length Short term duration 30 seconds 
LTA length Long term duration 700 seconds 
Trigger ratio Ratio of STA to LTA required for trigger 3 
Detrigger ratio Ratio to detrigger 2 
Net min det 
Minimum detections required from different stations 
within time window 
3 
Net window sec Time window for network detection 10 seconds 
 
4.2.1: Velocity Models 
Tomography models for the study area (Eberhart-Philips and Bannister, 2002; Eberhart-
Phillips et al., 2010) are based on seismicity recorded by the sparse GeoNet network, and 
are not as accurate as for other regions in New Zealand where denser station spacing exists 
(e.g. Marlborough and Wellington regions). The coarse node spacing and source locations of 
these tomography models means interpolation using different sources can introduce errors 
(Eberhart-Phillips and Bannister, 2002). Also, node spacing is sparse in the top 15 km of 
crust, which includes the seismogenic zone in Central Otago. Rather than use this low-
resolution 3D model, which cannot be implemented in SEISAN, a 1D velocity model for 
hypocenter location is used in this study based on seismic P-wave velocities (Bourguignon, 
2009; Scherwath et al., 2003). This velocity model fixes the Moho at a maximum depth of 
48 km, with mantle P-wave velocities of 8 kms-1 used below this depth. I used a Vp/Vs 
ratio of 1.7 (Eberhart-Phillips and Bannister, 2002). The large variation in seismic wave 
velocities observed in the field area means this simplified 1D velocity model used for 
hypocenter location is not equally applicable to all regions. Deviations from this velocity 
model are evident in travel-time residuals of phase picks and can be accounted for in non-
linear location methods (Section 4.3.4).  
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Figure 4.5: Velocity models used or generated in previous studies to constrain the crustal 
structure of the central and southern South Island, from the central Southern Alps to 
Fiordland. In this study I used the P-wave velocity model from Bourguignon (2009) for the 
southern part of the Southern Alps around Wanaka (dark blue line). The corresponding S-
wave velocity model used in this study (based on Vp/Vs = 1.7) is also shown (dashed blue 
line). I altered this velocity model only to extend it below depths of 48 km, and included 
mantle P-wave velocities of 8 kms-1 below this depth.  
 
Table 4.5: 1D velocity model used in this study. Modified from Bourguignon (2009).  VS is 
calculated based on a VP/VS ratio of 1.7 (Eberhart-Phillips and Bannister, 2002).  
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Depth Interval (km) VP (km/s) VS (km/s) 
   
0 – 5 5.5 3.2 
5 – 38 6.0 3.5 
38 – 48 6.8 4.0 
48 + 8.1 4.8 
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4.3: Hypocentre Location 
The hypocentre describes the nucleation location of an earthquake at depth and is 
described by three co-ordinates (longitude, !! , latitude, !! , and depth, !!) so that the 
hypocentral distance, !, to a station with co-ordinates !, !, ! is: 
                                     ! = ! (! − !!)! + (! − !!)! + (! − !!)!!!                                     (4. 1) 
assuming the epicentral distances are known using P—S times. This differs from the 
epicentral distance, ∆,!which describes the location at the surface with respect to !! and !!. 
With at least three observing stations, three hypocentral distances can be triangulated to 
find the hypocentre estimate. The estimate is rarely a single point but instead provides an 
area of possible location. This area of error is affected significantly by the distribution of 
the observing stations. For example, three stations lying along an east-west striking line 
will provide good constraints on the longitude, !!, but poor constraints on the latitude, !! 
(Havskov and Ottemöller, 2010). Epicentres of events originating within a spatially well-
distributed network (such as the combined COSA and GeoNet stations used in this study) 
should therefore be well constrained as they have a large azimuthal coverage of stations. 
Epicentral errors will increase for events further outside the boundaries of the network as 
this azimuthal coverage decreases, commonly shifting towards or away from the centre of 
the network (Lomax et al., 2009).  
Depth errors are harder to constrain; unless an event is close to an observing station, little 
effect is observed on travel time with variation in depth. Observations of refracted phases 
may help to reduce the error, but these are often not present in local events. Previous 
studies (McLaren and Frohlich, 1985; Uhrhammer, 1989) show that accurate depth 
constraints are optimised when the distance from the epicenter to the closest station is less 
than the focal depth. Therefore, for the average station spacing of the GeoNet network 
alone in the study area, accurate hypocenter depths may be compromised for events 
shallower than c. 35 km. I improved these constraints using smaller station spacing, 
improving depth constraint for events up to c. 15 km depth. Event location and the effect 
of network configuration is discussed further in Section 5.1.2.  
In addition to hypocentre location, it is possible to calculate the origin time, !!,!of an event. 
A fourth observation (at least one S-phase) is required in addition to at least three P-
arrival times, since an extra unknown is introduced to the location problem when time is 
considered: 
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        !!"# = ! !!"#(!,!, !, !!,!!, !!)+ !!                                           (4. 2) 
where !!"# is the observed time of the phase at the station and !!"# is the calculated travel 
time as a function of station location and hypocentre location.  
In this study I used two hypocentre location methods. The first is a linear inversion method 
(Section 4.3.1), and the second involves non-linear methods (Section 4.3.4) to gain 
improved estimates of hypocentre location based on travel-time residual analysis of the 
hypocentres from the linear method (Section 4.3.2).  
4.3.1: Linear Location 
I preliminarily located events using the SEISAN location program HYP, a modified version 
of HYPOCENTER (Lienert et al., 1986; Lienert, 1991, Lienert and Havskov, 1995). This 
linear location method involves forward modeling of the travel time from an observation 
point to a starting node in the velocity model, and then running a linear, least-squared 
iterative inversion to find the hypocenter that minimises the combined travel-time variance, !!"#, across the network:  
     !!"# = ! 1! (!!=1 !!)2                                             (4. 3) 
where ! is the number of stations, and !! is the travel-time residual (the difference between 
the calculated and observed phase arrival times) of phase ! according to: 
                             !! = ! !!"# − !!!"#                              (4. 4) 
                = !!"# − !! − !!! ! − !! ! + ! − !! ! + ! − !! !                           (4. 5) 
This is based on Geiger’s method of event location, which expands the first order Taylor 
series of co-ordinate locations and solves in a least squares method to produce: 
                                          !! = !!!"#!" Δ!+ !!!!"#!" Δ!+ !!!"#!" Δ!+ Δ!0                              (4. 6) 
First order partial derivatives are therefore (with the inclusion of a path length term, S) 
(Thurber, 1985): 
                                                        !"!" = !!!!!"                                               (4. 7) 
                                                    !"!" = !!!!!"                                            (4. 8) 
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                                                    !"!" = !!!!"                                             (4. 9) 
HYP attempts to minimise the !!"#  value by assigning a starting depth once a good 
epicentral location is constrained and then iteratively updating the hypocentral depth. I 
assigned the starting depth for the iterative search to 10 km, a common depth for shallow 
seismicity in the study area.  
A ‘good’ hypocentral location will have a !!"# value of <0.5 s, and individual station 
travel-time residuals of a similarly low number. The travel-time residual information for an 
event is output by HYP at the time of location and can be inspected by the user more 
easily via the automatic GMAP program within SEISAN. GMAP creates a .kml file that is 
updated periodically for the current selected event and shows the estimated hypocentre 
location, the 95% confidence ellipsoid, and the stations used to constrain the location, 
coloured by the magnitude of the residual. Although a low !!"# value is preferred for an 
event, picks have not been adjusted simply to minimise this value. True travel-time 
residuals based on accurate observations can hold important information regarding seismic 
velocity structures (Section 4.3.2). RMS values for events between June 2012 and October 
2013 picked in this study have a mean value of 0.34 (Figure 4.6). This value is larger than 
that observed for other networks in central South Island (e.g. Boese et al., 2012, mean 
RMS=0.11) because of the larger station spacing and higher range of hypocentral distances 
considered in this study.  
 
 
 
 
Figure 4.6: RMS residual values for all events picked in this study between June 2012 and 
October 2013. The mean and standard deviation are shown as red and blue lines respectively.  
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4.3.2: Travel-Time Residuals  
Travel-time residuals arise from the difference between an observed (hand-picked) and 
model-predicted phase pick (based on best-estimated hypocenter location) (Figure 4.7a). 
These differences can arise from the following sources: 
1. Errors in the applied velocity model. Positive residuals indicate the calculated 
arrival times are too early compared with the observed values and on average the 
velocity model is too fast. The converse being true for negative residuals.  
2. Misidentification of phases. This is particularly apparent for S-phases, which are 
more likely to be obscured by preceding P-phases and converted phases.  
3. Emergent versus impulsive arrivals. Impulsive arrivals are sharp and the pick 
distribution associated with them is typically Gaussian (Buland, 1976). Emergent, 
less sharp arrivals are typically picked too late, and so their expected pick 
distribution is asymmetrical in time (Pavlis, 1986).  
4. Time stamp errors arising from GPS uncertainties. Even assuming continuous, 
uninterrupted satellite communication, a phase error exists on the clock time 
recorded. This time error is typically of the order of a few microseconds.  
5. Sampling limits. All stations record at 100 Hz, meaning the lower limit on pick 
accuracy is ±0.005 seconds (Frémont and Malone, 1987). 
6. Reading accuracy. Human error is a combination of some of the above factors, but 
is ultimately affected by the background noise of the data and how sharp the onset 
of the phase is. This effect can also vary with time as a user becomes accustomed to 
picking phases resulting in improved accuracy.  
When all travel-time residuals are considered for a station, and assuming no systematic 
bias in the other effects, the mean travel-time residual reflects velocity model errors (source 
1, as above). Assuming picks are randomly distributed around the mean, the variance of 
the Gaussian distribution reflects pick errors arising from sources 2—6 above (Figure 4.7b).  
One outlying residual can significantly alter the RMS value (Equation 4.3) and skew the 
hypocenter away from its true location when using linear inversion methods; These 
methods attempt to fit all the observed travel-times equally (i.e. equally weighted). One 
approach to this problem is to unequally weight observations based on their confidence so 
that Equation 4.3 becomes: 
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Figure 4.7: Simplified cartoon of the principal behind travel-time residual analysis. a) A 
positive residual (hand picked phase (red) is later than modeled phase (blue)) reflects errors 
in the velocity model used for hypocenter location; the model is too fast. When all picks for 
all events are considered for a single station, as in b), this velocity model error is reflected 
in the positive mean travel-time residual. The variance of the distribution, σ2, reflects the 
Gaussian distribution of user reading errors arising from reading accuracy, sampling limits 
and misidentification of phases.  
                                                !!"# = ! 1! (!!!!=1 !!)2                                    (4. 10) 
where !! is the weight applied to the residual. This can be done using SEISAN at the time 
of picking. However, this method is done purely by subjective means, whereby the operator 
assigns a weighting value between 0 and 4 (0 being highest quality, weighted 100%, to 4 
being low quality, weighted 0% in the location process) based on pick quality. This 
approach is inclined to error as perceptions of pick quality can change throughout long data 
analysis periods and quality may unintentionally, but unavoidably, be considered for a 
single event rather than the dataset as a whole. For these reasons I did not assign weights 
during event picking in SEISAN. Instead I investigate adopting an objective, statistical 
means of weighting picks for use in event location based on the distribution of travel time 
residuals across all events. 
4.3.3: An Objective Weighting Scheme 
Assuming that phase picks are randomly distributed around their mean value, the 
distribution can be fitted by a Gaussian curve (Figure 4.7b). The width of the distribution 
(i.e. the variance), once outliers are excluded, can therefore be used to estimate the reading 
uncertainty. The weighting scheme outlined by Jeffreys (1973), assigns a weight, !, to a 
residual, !, based on the ratio of outliers to all values, !, and the standard deviation of the 
data set without outliers, !, according to: 
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                                               !! = ! 11+!!!exp! !22!2                                                    (4. 11) 
However, this weighting scheme can only be applied to multiple stations (and phases) if the 
individual data subsets exhibit common variance. For a population with higher variance (a 
larger !!), Equation 4.11 shows that the weight applied will be larger for a given residual 
than for a population with a smaller variance (assuming a similar !). I analyse travel-time 
residuals from all recorded earthquakes to assess the suitability of Jeffreys’ weighting 
scheme for objective weighting in this study.  
I follow the modified Jeffrey’s weighting method adopted by Boese (2012) to account for 
outliers in the travel-time distributions. This approach assumes that the majority of 
earthquakes are well located, and a few outliers bias the travel-time residuals. Some 
stations show large variance caused by outlying residuals (e.g. STBA !!!=0.57 s), whilst 
others exhibit smaller variance and fewer outliers (e.g. MSZ!!!!=0.28 s) (Table 4.6) It is 
therefore not immediately obvious whether individual stations and phases without outliers 
show common variances, and whether Jeffreys’ weighting can be applied, until these 
outliers are removed. First I excluded travel time residuals that fell outside 2 standard 
deviations of the mean as outliers and recalculated the mean (!!) and standard deviation 
(!!) for the dataset excluding these outliers (iteration one). This process was repeated a 
second time (iteration two), again excluding outliers that fell outside two standard 
deviations of the mean of the dataset from iteration one. The remaining travel time 
residual distribution after two iterations had mean and standard deviations of !! and !! 
respectively. I then applied Equation 4.11 to each residual to calculate the Jeffreys’ 
weighting. The Jeffreys’ weighting populations for these iterative stages are shown in 
Figure 4.9 and outlier numbers, means and standard deviation values summarised in Table 
4.6.  
Typically positive travel-time residuals are observed at the central stations (HUVA, 
MORV, WKZ) and negative residuals are observed around the edges of the network (e.g. 
STBA, KING, TEPE, ASPR) (Figure 4.8). This is most likely an artifact of the velocity 
model used for locations. Negative residuals indicate the velocity model is too slow for the 
observations, and thus are seen in stations at the edge of the large crustal root where the 
thickness of the crust is being over-estimated in the velocity model. FOZ and MSZ oppose 
this trend and exhibit positive residuals despite being at the edge of the network. Positive 
residuals indicate the velocity model is too fast; FOZ is installed on moraine, which will 
result in slower velocities than the model, and MSZ is underlain by subducted Australian 
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Figure 4.8: Geographical representations of the mean travel time residuals and standard 
deviations for all COSA and GeoNet stations after zero, one and two iterations of a 
modified Jeffreys’ weighting scheme to down-weight outliers, as described in the text. Grey 
shaded regions in e) and f) show the position of the thickened crustal root > 40 km from 
Figure 2.3.  
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Figure 4.9: Combined Jeffreys’ weighting curves for all stations used in this study. The 
lower two plots show how the removal of outliers after the second iteration considerably 
improves the common variance of the curves, especially for the S-phases. The P-phases still 
do not show a common variance between stations FOZ, LBZ and STBA and the rest of the 
network as discussed in the text.  
crustal material, the thickness of which is underestimated in the velocity model.  
A range in variances is still observed after the first iteration, but is reduced after the 
second. P-phase weighting curves are less consistent (range in !!=0.19 s) than S-phases 
(range in !!=0.12 s) and appear to exhibit two distinct populations; stations FOZ, LBZ 
and STBA share a common variance (!!≈0.34), distinct from the other stations (!!≈0.23) 
(Figure 4.9). Standard deviations for both P- and S- waves generally increase eastwards 
with the largest values observed at FOZ, LBZ and STBA. This effect is particularly 
noticeable in the raw data (Figures 4.8a,b) but decreases considerably when outliers are 
removed (Figures 4.8e,f). The exception to this trend is MORV, which shows consistently 
much lower standard deviations than nearby stations. Together these observations suggest 
that variance (and therefore pick accuracy) may be related to distance from Fiordland. 
 
        






  









    









 




        






  









    









 




        






  









    









 




        






  









    









 


















134                                                       Chapter 4: Central Otago Seismic Array 
The stations further east may be sufficiently far to be receiving refracted Pn arrivals from 
events to the south west of the network and so experience more scatter in their pick times. 
MORV typically only registers local events (as highlighted by its more positive station 
correction term, see Section 4.4.4) and so may not be affected by these Pn arrivals from 
more regional events.  
Overall, it appears from the above travel-time analysis that application of a single objective 
weighting scheme is not appropriate for the data considered here; Figure 4.8 shows there is 
no variance common to all stations for either P- or S-phases, a criterion necessary for 
Jeffrey’s weighting to be applicable. Variance in travel-times appears to be dominantly 
controlled by hypocentral distance, as stations show a geographic pattern in travel-time 
distributions (Figure 4.9e,f). Four possible options therefore exist regarding applying 
weights to phase picks in this study: 
1. Apply a single weighting scheme based on the travel-time residuals with the 
smallest variance (e.g. WKZ). This would compromise event locations local to 
eastern stations, as their weightings are consistently underestimated, and errors 
overestimated.  
2. Apply a single weighting scheme based on the travel-time residuals with the largest 
variance (e.g. LBZ, STBA, FOZ). This would compromise event locations local to 
all other stations, as these stations are over weighted and errors underestimated.  
3. Apply no travel-time residual dependent weighting scheme and apply a single 
weighting scheme based on hypocentral distance (travel time).  
4. Apply no travel-time residual dependent weighting scheme and apply a standard 
minimum error reading. This approach would avoid the bias associated with either 
end-member weighting scheme and produce a more uniform catalogue with 
distributed errors. Errors can then be considered as minimum errors across the 
whole study region.  
Options 1 and 2 would produce uneven bias across the study region; quantifying the 
relative errors between events in the centre of the network and those in the east (i.e. the 
gradient of uncertainties) would pose a major problem for results interpretation. Instead, it 
is decided to apply no travel-time residual dependent weighting scheme to picks in this 
study.  
Option 3 can be implemented during the non-linear hypocenter location process (Section 
4.3.4). Picks are weighted as a function of travel time to allow for smaller weights at  
Chapter 4: Central Otago Seismic Array              135 
 
Figure 4.10: Travel-time residuals for all P-phase picks at sites in the east of the network, 
a) MORV, b) LBZ and c) STBA, against hypocentral distance. Sites, especially LBZ, do 
not show a consistent linear increase in travel-time residuals with distance as highlighted 
by the 10 point moving average (green line).  
farther stations using the LOCGAU2 model of Lomax et al., (2000). This method requires 
an estimate of the constant change in travel-time residual as a function of hypocentral 
distance. Travel-time residuals for P-phase picks at stations MORV, LBZ and STBA 
(easternmost stations) are plotted against hypocentral distance to estimate possible travel-
time dependent model errors (Figure 4.10). However, travel-time residuals do not show a 
uniform linear increase with distance from source. Instead, travel-time residuals are 
approximately consistent up to a threshold hypocentral distance, after which they increase 
at a faster rate. This threshold distance varies between sites, and roughly correlates with 
station distance east of the 168° longitude line (approximating the boundary between 
shallow seismicity and subcrustal Fiordland earthquakes). This supports the previous 
suggestion that stations farther east are receiving refracted Pn arrivals from subduction 
zone events, introducing more scatter in the pick times. It is therefore not possible to apply 
a distance correction weight to all data using LOCGAU2. 
Instead a standard reading error of ±0.15 s is applied to all P-picks, and ±0.2 s to S-picks 
using LOC2QUALERR in NonLinLoc. These values will underestimate the reading 
uncertainty (Figure 4.8), resulting in a smaller estimated Gaussian distribution and smaller 
posterior density functions (as calculated using non-linear methods, Section 4.3.4) than for 
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the true uncertainty. However, this approach allows for an approximately uniform error 
uncertainty across the network and all hypocenter uncertainties in this study should 
therefore be considered minimum uncertainties. 
4.3.4: Non Linear Location  
Linear location methods are fast to run and work well to minimise the misfit of the data, 
but if there are local minima in the parameter space, or the relationship between the data 
and the model can’t be represented linearly, then their applications are limited. Sharp 
contrasts in the velocity model and network geometry can produce a solution that doesn’t 
accurately represent the complete error of the location (Lomax et al., 2000). Ultimately, the 
process of earthquake location is a non-linear problem, because the hypocenter and origin 
times are not independent variables. A priori information (e.g. the distribution of travel-
time residuals and pick-uncertainty) can be used to improve hypocenter error estimates 
using Gaussian statistics implemented in non-linear methods. Non-linear hypocenter 
location methods consider the second order expansion of the Taylor series present in 
Equation 4.6. Second order derivatives for Z (Thurber, 1985) are therefore expressed as: 
                                                !!!!!! = !!" 1− (!!!!)!!!                                       (4. 10) 
                                              !!!!"!# = (!!!!)(!!!!)!!!                                            (4. 11) 
                                              !!!!"!# = (!!!!)(!!!!)!!!                                            (4. 12) 
with similar terms for X and Y. For the case when an event is close to the surface (! ≈ !!), 
Equation 4.12 is maximised, whilst the linear first order partial derivative (Equation 4.7) is 
minimised. Non-linear location methods are therefore more sensitive to differences in ! − !!, 
which reduces the likelihood of ‘airquakes’ (events locating above the surface) and stabilises 
locations for events outside the network (Thurber, 1985).  
In this study I used the probabilistic Non-Linear Location (NonLinLoc) method of Lomax 
et al. (2000). NonLinLoc, produces an estimate of the posterior density function (PDF) and 
the optimal (maximum likelihood) hypocenter using a systematic metropolis-gibbs nested 
grid search algorithm. The location method can account for the network configuration, 
Gaussian pick distribution and travel time errors by calculating the model-error covariance 
terms according to (Tarantola and Valette, 1982): 
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                                                (!!)!" = (!!)!"#$%exp − !!"22!!"##2                                    (4. 13) 
where !!!"##  is a length term related to the characteristic length scale of the velocity 
anomaly, and D is a distance terms relating to the station spacing between stations i and j.  (!!)!"#$% is the typical velocity model uncertainty, which is set to 0.1 s (representative 
value of mean travel-time residual across the network from Table 4.6). Boese et al. (2012) 
show that Lcorr has a minimal effect on uncertainty volumes, so Lcorr is set to equal the 
average station spacing (50 km), a velocity anomaly length that is expected to be resolvable 
within the network.  
4.4: Magnitudes  
Earthquake magnitudes record the size, or energy release, of an event on a logarithmic 
scale. Magnitudes are calculated based on observations of seismic wave amplitude at a 
seismic station at a given hypocentral distance. As seismic waves propagate through a 
medium, energy is redistributed through geometrical spreading and attenuation. This 
means the amplitude, !, of a phase decreases with distance from the source, ∆: 
                                                  ! ∆ = !!!!∆!!exp!(−!∆)                                         (4. 14) 
where G is instrument gain, !! is the amplitude at ∆!= 0, ! is the geometric spreading 
coefficient, and ! is the anelastic attenuation coefficient.  
Geometrical spreading describes the expansion of a wavefront in space, much like a ripple 
on a pond expanding radially. As the radius increases, the wave amplitude decreases as 
energy is redistributed to accommodate the increasing wavefront circumference (in 2D) or 
spherical surface area (in 3D). Energy is also redistributed via attenuation, a process that is 
influenced by a number of physical properties of the rock through which a seismic wave 
propagates (such as the presence of fluids, temperature, lithological variations). 
Attenuation can be anelastic or elastic. Intrinsic attenuation is anelastic and converts 
seismic energy into heat, usually along the grain boundaries (Stein and Wysession, 2003) so 
that it is absorbed by the surroundings. Anelastic attenuation is frequency dependent 
according to: 
                                                  ! ! = ! !"! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!                     (4. 15) 
where ! is frequency, ! is wave velocity and !!is a function described by: 
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                                                   ! = !!!!!!                                               (4. 16) 
where !! is the quality factor (inverse of attenuation coefficient) and ! is the frequency 
exponent. The farther the distance travelled by the wave, the more high frequencies are lost 
from the spectrum. The second type of attenuation, referred to as scattering, is elastic and 
energy is preserved within the seismic wave but is redistributed to phases such as the coda 
(Frankel, 1991). Magnitude calculation can incorporate the frequency dependence of 
attenuation by using a frequency dependent attenuation coefficient to consider a 
representative frequency for different hypocentral distances. This approach is applied to 
seismicity in the central Southern Alps by Boese et al. (2012).  
Different methods for calculating earthquake magnitude include: measurements of body 
wave amplitudes, Mb, surface wave amplitudes, MS, moment magnitude (Mw, related to the 
size of rupture) and coda duration (MC, related to the length of decay of a certain phase). 
The original definition of magnitude, and the scale used for magnitude calculation in this 
study, was outlined by Richter (1935) and is referred to as the local (or Richter) magnitude 
scale (ML). This scale is most commonly used to describe events recorded at stations less 
than 1000 km from the source. 
The local magnitude scale measures the maximum amplitude (in mm) recorded on a 
seismogram wave trace filtered to behave as a Wood-Anderson seismograph (free period 0.8 
s). The scale is normalised around a magnitude 3 event producing a 1 mm maximum 
amplitude on a Wood-Anderson seismograph 100 km from the hypocentre, and can be 
described by: 
                                           !! = log!(! ∆ )− log !! ∆ + !!                                      (4. 17) 
where ! is the measured amplitude (originally defined as maximum amplitude, but here 
used as half maximum peak to trough height), Δ is the hypocentral distance, and S is a 
site-specific station correction term. The term − log !! !is a distance correction term, which 
includes corrections for geometrical spreading, !, scattering and anelastic attenuation, !: 
                                        − log !! ∆ = ! log ∆ + !!log!(!)∆                                      (4. 20) 
The local magnitude is therefore: 
                                      !! = log! Δ + !! logΔ+ ! log(!)Δ+ !!                                   (4. 18) 
The national GeoNet network of seismometers uses the following equation for magnitude 
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calculation (Robinson, 1987):  
                                !! = log! Δ + !1.0 logΔ+ 0.0067! log e Δ+ !                               (4. 19) 
No local magnitude scale has previously been calculated for the Central Otago region. 
However, the seismicity in the central Southern Alps farther north has been inverted for a 
local magnitude scale twice before. O’Keefe (2008) estimated the scale: 
                                    !! = log! Δ + !1.0 logΔ+ 0.0169!log!(e)Δ+ !                            (4. 20) 
This scale uses a higher !  value than the nationally applied value, suggesting higher 
attenuation in the Southern Alps. The second magnitude scale for the central Southern 
Alps was developed by Boese et al. (2012) for the SAMBA network. They found that in 
order to reduce positive magnitude residuals at distances >70 km, a frequency dependent 
attenuation factor, !! , should be inverted for (where ! = !!!!). This inversion method 
produced a frequency dependent local magnitude scale of: 
                                   ! ! = log! Δ + !1.0 logΔ+ 0.0189!log!(e)Δ+ !                            (4. 21) 
for distances of <70 km (represented by a frequency of 10 Hz), and: 
                                    !! = log! Δ + !1.0 logΔ+ 0.0095!log!(e)Δ+ !                            (4. 22) 
for distances of ≥70 km (represented by a frequency of 5 Hz). The attenuation values 
calculated for these magnitude scales in the central Southern Alps vary from the GeoNet 
value by a factor of two for local events (<70 km), reflecting the highly altered nature of 
the Haast schist in the central Southern Alps. The schist is depleted of fluids and highly 
compacted, and has a quality factor of QP=800, in contrast to the Torlesse greywacke, 
which exhibits a lower QP=450 (Eberhart Phillips et al., 2008; 2015).  
4.4.1: Instrument Response  
Amplitudes for magnitude calculation were picked on seismograms which had been 
converted into Wood-Anderson traces (gain=2080±60, Uhrhammer and Collins, 1990) 
within SEISAN. This process involved filtering and removing the system response 
information (how the sensor and recording media transform ground motion into an 
electrical signal). This process is discussed in detail in Appendix C. 
All COSA sensors are broadband, but their recording accuracy is limited by the natural 
frequency of the suspended mass (!!= 0.03 Hz); their amplitude response curves tail off 
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towards zero at frequencies below !!  and have a flat response up until the Nyquist 
frequency (50 Hz) (Appendix C). A bandpass filter (2–20 Hz) was applied to the data 
before the response information was removed to account for this tail off in the response 
function and to stabilise the deconvolution. For small events, amplitudes were difficult to 
pick within this frequency range, as local earthquakes tend to include higher frequency 
energy. In these cases the bandpass range was increased to include higher frequencies (up to 
35 Hz). The responses of these pre-filters are automatically corrected for in SEISAN 
amplitude measurements. 
4.4.2. Amplitude Picking  
Amplitudes for magnitude calculation were picked manually in SEISAN using the criteria 
outlined in Chapter 6 of Havskov and Ottemöller (2010). Maximum displacements were 
measured on the vertical component only after the trace had been multiplied by a Wood 
Anderson filter. Displacements were recorded as the max peak to trough vertical offset 
divided by two rather than the maximum peak or trough vertical offset to the baseline. 
This method is seen to reduce error by accounting for varying offsets from the data mean. 
The period was automatically calculated and stored in the event S-file as twice the peak to 
trough time vertical offset.  
4.4.3: Magnitude Inversion 
Local magnitude calculation is possible within SEISAN using pre-determined values for 
geometrical spreading, attenuation and station correction terms. However, the variables 
cannot be assumed to be the same as for the GeoNet national network and need to be 
determined independently for the study area. Additionally, SEISAN magnitude calculation 
only allows for a uniform station correction term applied across all stations. This is not 
appropriate for COSA stations where amplification effects vary between sites (Section 
4.4.4). The three parameters of interest in magnitude scale inversion therefore include: the 
geometrical spreading coefficient, !, the attenutation parameter, !, and station correction 
terms, !!, for each station !. ! and ! are distance-related terms and describe how energy is 
redistributed to reduce the amplitude with distance from the source. Their contribution to 
amplitude reduction is interlinked. !!  is related to processes more locally limited to 
individual stations. 
I adopted the methods of O’Keefe (2008) and Boese et al. (2012) for local magnitude scale 
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inversion. This approach involves a least squares inversion method using LU-matrix 
factorisation to produce a magnitude scale by considering the general inverse problem: 
                                               ! = !"+ !                    (4. 23) 
where ! is a vector including the known variables (measured amplitudes, magnitudes from 
the GeoNet national database and the geometrical spreading coefficient, assumed to be α = 
1), ! is a matrix containing reference data (including hypocentral distances and which 
COSA events match timing and location of GeoNet events), ! is a list of parameters of 
interest (calculated COSA magnitudes, the attenuation parameter, !, and station correction 
terms) and ! contains the magnitude residuals.  
COSA event magnitudes must be calibrated against a reference database. Of the 2843 
COSA events located in this study between June 2012 and October 2013, on which I was 
able to pick amplitudes for at least 3 stations, 54 matched events with local magnitudes 
were found in the GeoNet database (allowing for a 10 second origin time difference and a 
0.2° latitude and longitude epicentral difference) (Figure 4.11). The calibrated GeoNet events 
range 1.9 ≤ ML ≤ 4.3 with a mean horizontal (epicentral) difference in location with the 
COSA events of 6.7 km (Figure 4.11). Events with the largest epicentral difference occur 
outside the network, in particular those offshore west of Fiordland. This is a limitation of 
using calibration events located outside the network and arises from differences in the 
velocity models used and limited azimuthal coverage. However, using events outside the 
network for calibration is unavoidable; only 19 calibrated GeoNet events occur within the 
network area during the study period. Magnitude residuals are small (most within 0.3 
magnitude units) and lie within error of GeoNet local magnitude estimates (Section 5.1.2, 
Figure 5.8b).  
I performed an inversion using the GeoNet attenuation parameter, ! = 0.0067 s/km and 
geometrical spreading coefficient, !=1, from Equation 4.19 to invert for station correction 
terms only and test the applicability of the national magnitude scale to COSA data. If 
magnitude residuals show a negative or positive bias with distance, the GeoNet magnitude 
scale is therefore not applicable to the COSA network and it may be necessary to develop a 
frequency dependent attenuation term after Boese et al. (2012). Inversion results show that 
COSA distance correction terms are fit well by the GeoNet magnitude scale over a range of 
hypocentral distances (Figure 4.13). No significant increase in period is observed with 
hypocentral distance (Figure 4.13a), suggesting a frequency dependent correction term is 
not required. A small decrease in period is observed at distances less than c. 40 km, but  
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Figure 4.11: Epicentre locations for calibration GeoNet events (purple circles) used in the 
magnitude inversion and corresponding COSA locations (blue circles).  
given this is close to the average station spacing across the network, this effect will only 
influence a small number of amplitude readings. Magnitude residuals (GeoNet magnitude – 
COSA magnitude) predominantly lie within ±0.4 magnitude units and don’t show any trend 
or bias towards positive or negative residuals at larger hypocentral distances (Figure 4.12a) 
or distance from the centre of the network (Figure 4.12d). A small bias towards positive 
residuals is observed at small hypocentral distance <20 km, indicating the attenuation in the 
upper crust is being underestimated. This effect on magnitudes is minimal, as given the large 
station spacing, only one station within the network will be affected at this small distance, 
and the effect will be reduced when magnitudes are averaged across all recording stations.  
Figure 4.12 (next page): Magnitude residuals (GeoNet magnitude – COSA magnitude) 
calculated using the GeoNet attenuation term, ! = 0.0067 s/km against a) hypocentral 
distance, b) frequency, c) calibration magnitude depth and d) distance of calibrated event 
from center of network. Magnitude residuals show no trend towards either positive or 
negative residuals with any of the parameters shown. Normal distributions are observed for 
magnitude residuals in a) and b). This indicates that the magnitude scale adapted by 
GeoNet (Equation 4.19) is applicable to the observations in this study, and no frequency 
dependent magnitude scale is required.  
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Figure 4.13: a) Period of maximum Wood-Anderson displacement amplitude with 
hypocentral distance. No significant increase in maximum amplitude period is observed with  
increased distance from the source. b) Distance correction values (! logΔ+ ! log(!)Δ ) 
calculated using the GeoNet attenuation parameter,!!=0.0067, against hypocentral distance 
for all eathquakes recorded in this study between June 2012 and October 2013. The model 
fits the data points well over a range of hypocentral distances. Distance correction terms 
calculated using the attenuation of O’Keefe (2008) (cyan) and frequency dependent 
attenuation models of Boese et al. (2012) (green and yellow) are shown for comparison.  
Residuals also do not appear to show any significant positive or negative trend with 
depth or frequency (Figure 4.12b,c). These results indicate that the GeoNet 
magnitude scale, using attenuation coefficient !  = 0.0067 s/km and geometrical 
spreading coefficient, !=1, is suitable for use in calculating COSA local magnitudes. 
No frequency dependent attenuation term is required, and the inversion is therefore 
performed solely to estimate station correction terms. 
4.4.4: Magnitude Station Correction Terms 
The station correction term is calculated as the average difference between the calibrated 
magnitude (from the GeoNet database), !!, and the uncorrected SEISAN magnitude, !! 
(Equation 4.19 without the S term included): 
                                           !! = ! !! (!!! −!!!! !!!)                                (4. 24) 
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where ! is the number of events recorded at station, !. Station correction terms represent a 
systematic deviation in the magnitude due to unmapped surface structures that produce 
site amplification or attenuation effects. The terms therefore typically reflect the substrate 
on which the sensor is installed; sensors overlying thick sediment will experience larger 
amplitudes (and therefore will have larger negative station correction terms) than those on 
bedrock since the sediment amplifies the seismic energy. The depth of the sensor can also 
be reflected in the station correction terms; deeper sensors will typically have lower station 
correction terms than those at the surface. All sensors used in this study are installed 
within 1 m of the surface, and use the same recording gain, so relative differences in 
correction terms are attributed to differences in lithology, or equipment used.  
Station correction terms for nine of fourteen sites range between -1 and -1.5 (Figure 4.14). 
However, COSA stations HUVA and TEPE exhibit the largest (most negative) correction 
terms (-1.95 and -1.85 respectively). These sites are installed with Guralp CMG-40T sensors, 
as is ASPR, which also exhibits a large negative station correction term (-1.74). This 
suggests that the sensor response specifications from Guralp are not completely correcting for 
the response functions, introducing a bias for these sensors. However this is easily corrected 
for at this stage using station correction terms. COSA station MORV exhibits a positive 
station correction term (+0.30), which indicates amplitudes here are consistently lower 
than other sites. This is reflected in the number of phases picked on MORV than at other 
stations; MORV typically only detects local and large events. MORV is located c. 8 km 
from the Lindis Fault zone, so the rock here is likely to be more foliated and fractured, 
resulting in higher attenuation and lower amplitudes. However, STBA is also located 
within 2 km of the Dunstan, St. Bathans’ and Blue Lake faults, which should also increase 
the attenuation, yet this site shows station correction term comparable to the rest of the 
network (-1.10). It may therefore be an instrumentation effect at MORV that produces the 
lower amplitudes, for example a cable with anomalously high resistance. 
4.4.5: Magnitude Frequency Distributions 
The smallest magnitude for which all events are detected is referred to as the magnitude of 
completeness, or cut-off magnitude, !!. Below this magnitude, some events may be detected, 
but the catalogue is incomplete because of limitations in the network and detection routine 
for detecting small events. The catalogue is also incomplete for large magnitude events above 
an upper magnitude of completeness. This is a time varying effect limited by the short period 
of observation in relation to the longer recurrence time of large magnitude earthquakes. 
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Figure 4.14: Station correction terms for all COSA and GeoNet used to calculate local 
magnitudes in this study using Equation 4.19. MORV exhibits a different correction term 
to other stations, for reasons discussed in the text.  
Between the upper and lower magnitude cut-offs, the magnitude frequency distribution 
follows an exponential relationship, such that the cumulative number of earthquakes (! ! ) 
for a magnitude larger than !!  is: 
                                              ! ! = !!!!!! !!!! !                                        (4.28) 
where !  is an exponential decay parameter. This can be re-arranged to produce the 
magnitude frequency relationship as defined by Gutenberg and Richter (1944): 
                                       !"#! = !!"#!! − !!!"#!! ! −!! !!                               (4.29) 
                                   !"#$! = !!!!!!!!!!! − !!!!!!!!!!!!!(! −!!)                              (4.30) 
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Figure 4.15: Scatter plot of the original SEISAN magnitudes (using a standard station 
correction term = 0 across all stations) against the new calibrated magnitudes calculated in 
this study using the GeoNet local magnitude scale with applied station correction terms. 
Points are coloured by station. COSA station MORV (dark green) has higher calibrated local 
magnitudes (after the positive station correction term has been applied) than the original 
calculated SEISAN magnitudes. Stations show two bands, one for sites with CMG-40T 
sensors, and another for CMG-3ESP sensors. CMG-40T sensors require larger (more 
negative) station correction terms than CMG-3ESP sites.  
The constant ! corresponds to the number of earthquakes at the reference magnitude 
during the observation period and varies with tectonic setting. The constant b 
describes the slope of the relationship between the cumulative number of events and 
their magnitudes in the log domain. The value of b describes the relative number of smaller 
earthquakes to large earthquakes. A !-value of 1 indicates that there are 10 times more 
earthquakes for a magnitude of M than a magnitude of M+1. Laboratory experiments and 
observations of seismicity indicate that b-values are negatively correlated with differential 
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stress (Scholz, 1968; Weimer and Wyss, 2002; Schorlemmer et al., 2005; Tormann et al., 
2015). Geothermal and volcanic settings typically exhibit high b-values attributed to high 
pore-fluid pressure (Bachmann et al., 2012). Conversely, low b-values have been observed 
prior to large earthquakes, and used to infer the presence of strong coupling between plates 
in subduction zones (Tormann et al., 2015). Accuracy of b-value calculation is dependent on 
errors in magnitude values and the accuracy of the magnitude of completeness. At least 2000 
magnitudes are required to calculate the b-value to within ±0.05 at the 98% confidence level 
(Felzer, 2006).  
4.5: Focal Mechanisms 
Focal mechanisms are used to describe the geometry of the fault rupture during an 
earthquake and are described by three main components: strike (!), dip (!) and rake (!). 
The strike angle describes the azimuth between 0° and 360°, clockwise from north, of a 
horizontal line in the fault plane. The dip angle is the maximum inclination angle (between 
0° and 90°) of the fault plane from horizontal and by convention is measured to the right 
when looking along strike. The rake angle relates to the slip vector of motion within the 
fault plane and describes the motion of the hanging-wall with respect to the footwall. Rake 
angles are measured from horizontal and can range from -180° to 180° where negative 
angles indicate downwards motion of the hanging-wall (e.g. normal faulting), and positive 
angles indicate upwards motion of the hanging-wall (e.g. reverse faulting).  
The geometry of the fault plane and the slip vector largely control the radiation pattern of 
seismic waves during an earthquake. A scalar value is also required in addition to these 
three angles to fully describe the earthquake solution, related to the amount of motion, or 
the magnitude of the event. These radiation patterns (involving three angles and a scalar) 
therefore cannot be fully described by a simple vector (two angles and a scalar) and so have 
been described using the concept of a double-couple point source (Knopoff and Gilbert, 
1959, Stein and Wysession, 2003). A double-couple is a system of forces made up of two 
opposing torques of equal moment which reduces the overall moment within the system to 
zero, preventing rotation of the system (Figure 4.16b) This double-couple of forces divides 
the surrounding area into four quadrants, two undergoing compression and two undergoing 
dilatation. The symmetry inherent to this double-couple model means that the same force 
pattern may be produced either by a single force couple in one direction (e.g. dextral strike-
slip faulting along the nodal plane X1 in Figure 4.16a) or by another force couple in the 
opposite direction (e.g. sinistral strike-slip faulting along the auxiliary plane, X3 in Figure  
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Figure 4.16: Schematic representation of source radiation patterns for a strike slip fault. a) 
Radiation pattern for first P-wave arrivals relative to a vertical right-lateral strike-slip 
nodal plane and a left-lateral auxiliary plane. Figure modified from Havskov and 
Ottemöller (2010), and Stein and Wysession (2003). First P-wave arrival is upwards in 
compressional quadrants, and downwards in dilatational quadrants. (b): double-couple of 
two opposing torques equivalent to the strike-slip rupture showing in (a). This double-
couple divides the surrounding area into four quadrants (I – IV) with compression in 
quadrants II and IV and dilatation in quadrants I and III. (c) and (d): Birds eye view 
radiation patterns of double-couple source for P- and S-waves respectively. Amplitude 
information is contained in the images on the left, whilst the direction of motion is 
illustrated by the 3D images on the right. P (pressure) and T (tensional) axes are also 
shown. Figure modified from Stein and Wysession (2003). 
4.16a). This leads to ambiguity in differentiating which plane has slipped in an earthquake 
unless additional information exists, such as the strike of the nodal plane from surface 
ruptures, or alignment of aftershocks.  
Seismic stations in quadrants of the double-couple model moving away from the point 
source (e.g. II and IV undergoing compression) will exhibit upwards P-wave first motions 
on their vertical component. Conversely stations in dilatational quadrants (e.g. I and III) 
will exhibit downwards first P-wave motions on their vertical component (Figure 4.16a). 
These first motions can be plotted on a unit sphere and then projected onto the lower 
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hemisphere to produce a fault plane solution to graphically represent the force radiation 
pattern associated with a given earthquake. The take-off angles of the ray paths from the 
source to the receivers are plotted and the distribution of first motion P-wave polarities are 
used to constrain the nodal and auxiliary planes. The first arrival P-wave is most 
commonly used, although other phases such as pP, PP and Pg may also be used where 
unambiguous. S-waves also show a polarised radiation pattern (Figure 4.16d), however 
their first motion polarities are often obscured by the preceding waveform.  
For this study, polarities were picked in SEISAN as the arrival-picks were made. Polarities 
were always picked on the unfiltered vertical component of three component seismograms. 
Typically polarities are only easily picked on impulsive P-waves, but can be recorded for 
emergent arrivals when the signal to noise ratio is sufficiently large.  
Incorrect wiring in sensors can result in polarities being reversed on the produced traces. 
To test whether any stations used in this study have suffered from reversed polarities, I 
tested the response of each station to three teleseismic events (Appendix E). For a distant 
event, the network stations will plot in a small region of the focal sphere and, assuming 
they are not close to a focal or nodal plane, will all experience the same polarity of the 
direct P-arrival. All stations were shown to have consistent polarities and so are assumed to 
have all been wired correctly. HAAS is shown to have a reversed polarity, but data from 
this site is only considered for analysis of the ML6.0 Wanaka aftershock sequence in 
Chapter 6.  
4.5.1: Fault Plane Solution Computation 
Fault plane solutions were generated initially in this study using the program FOCMEC 
available within SEISAN. FOCMEC determines and displays (using a subsidiary program, 
Focplt) focal mechanisms using input data based on impulsive wave polarities contained 
within the S-files for events. FOCMEC does not account for errors in event location or 
reversed polarities in its mechanism generation and therefore is used primarily to provide 
an overview of whether the event is likely to yield a stable focal mechanism result. If an 
event was deemed suitable for focal mechanism generation (i.e. it has at least one plane 
well constrained, with at least six polarity picks and a small azimuthal gap), the focal 
mechanism was generated more reliably using a probabilistic Bayesian approach.  
The Bayesian method of Walsh et al. (2009) includes probabilistic uncertainty estimates in 
input parameters in the solution, such as hypocentral location errors, velocity model 
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uncertainties, incorrect polarity picks and channel reversals. The first of these uncertainties 
is generated by projecting the scatter in the location of each recording station onto the 
focal sphere based on back-projection of the NonLinLoc posterior density function of the 
hypocentre location for an event. This results in probabilistic clouds of polarity constraints 
for each station rather than a single point with no error estimates. Polarity picks are only 
made on impulsive arrivals and so I set the probability of each pick being incorrect to 10% 
after Hardebeck and Shearer (2002). Fault plane solutions generated in this study by the 
methods discussed above are presented in Section 5.1.3. 
4.6: Stress Estimates 
The Earth’s stress field is described by three principal stress axes; the maximum, S1, 
intermediate, S2, and minimum, S3, compressional stress directions. Typically at the earth’s 
surface one of these three principal stress directions is subvertical and the other two lie in 
the horizontal plane. This is because the Earth’s surface acts as a ‘free surface’ that 
supports no shear stresses; acting tangential forces are negligible. The subvertical stress 
increases linearly with depth. However, a principal stress direction may be deflected off 
vertical by large vertical changes in elevation (Liu and Zoback, 1992) or close to subduction 
zones where the top of the subducting plate can create a new free surface at an angle to the 
earth’s surface (Hardebeck, 2015). In these cases, the calculated maximum horizontal 
compressive stress is not necessarily concordant with the true direction of the subhorizontal 
stress axis and can vary by up to tens of degrees (Lund and Townend, 2007).  
Anderson (1905; 1951) outlines a simple relationship between principal stress axes and 
faulting (Figure 4.17), assuming one principal stress is vertical. Pure reverse faulting results 
in crustal thickening in the vertical direction (corresponding to the direction of smallest 
compressional stress, S3) and crustal shortening in the horizontal direction of the largest 
compressional stress axis, S1. Similarly, pure normal faulting results in crustal thinning in a 
vertical direction (so S1 is vertical) and extension horizontally in the dip direction (S3 
direction). Pure strike-slip faulting has the intermediate axis, S2, vertical, as maximum 
extension and compression (corresponding to S3 and S1 respectively) occur in the horizontal 
plane. Development of sheared frictional slip along a fault plane is promoted by a minimum 
in the ratio between normal stress and shear stress, which occurs at approximately 60° from 
S3 and c. 30° from S1 (Figure 4.17b) following the Coulomb-Navier failure criterion within a 
coefficient of friction of c. 0.7. This value varies as the friction co-efficient, cohesive rock 
strength (minimum shear stress required for failure) must also be taken into consideration.  
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Figure 4.17: (a) Variations in principal stress axes and focal mechanisms for different 
faulting styles. Maximum (S1), minimum (S3) and intermediate (S2) stress axes orientations 
are shown above each faulting style after Anderson (1951). Fault plane solutions shown 
beneath each faulting style have compressional quadrants coloured in, as convention dictates. 
(b): An angle of 58° between the normal stress direction and maximum compressive stress 
(S1) is the result of a minima in the ratio between normal stress (Sn) and shear stress (Ss). 
Image adapted from (Twiss and Moores, 1992) 
For example, optimally oriented pre-existing faults will fail preferentially over the creation 
of new faults, as their cohesive rock strength is approximately zero (Sibson, 1985). Non-
optimally oriented faults can also slip if they have a low coefficient of friction or increased 
pore-fluid pressure (Townend and Zoback, 2004; Sibson, 1989).  
Since faulting style is closely related to the state of stress in the Earth’s crust, focal 
mechanisms, which provide constraints on the orientations of the nodal and focal planes of  
an earthquake, can be used to invert for stress orientations for a region. I have used the 
Bayesian method of Arnold and Townend (2007) for stress inversion. This approach allows 
for uncertainties in the fault plane ambiguity, as calculated when the focal mechanism is 
output, observational errors and prior knowledge about the state of stress in the crust.  The 
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method assumes that the earthquakes used in each cluster are a response to a uniform 
stress field and are suitably diverse to fully sample that stress field.  Inverting for the 
principal stress axis from a cluster of comparable focal mechanisms will result in the 
principal stresses axes converging on the P- and T-axes for the cluster. The effect of 
reduced diversity of focal mechanisms on stress inversion results is discussed in Section 5.2.  
4.6.1: Gridding Approach 
Stress inversion from focal mechanisms relies on the key assumption that mechanisms 
within an area represent a uniform state of stress. However, variation in the stress field 
occurs on a variety of scales depending on the tectonic setting. The focal mechanism data 
set must therefore be separated into a number of clusters, ! , each containing ! 
earthquakes. To ensure each cluster of focal mechanisms represents a homogenous stress 
field, the grid size for the cluster should be smaller than the scale over which the stress 
field is expected to vary. Prior information on the homogeneity of the stress field is 
therefore required before focal mechanisms can be gridded and inverted for stress estimates.  
Previous stress estimates for the Southern Lakes (Townend et al., 2012) have relied on 
sparse earthquake information, combining earthquakes a few hundred kilometers away from 
each other into a single cluster stress estimate for the region. This low-resolution result 
means little information is available on the likely variability of the stress field associated 
with the transition from oblique continental collision to subduction along the plate 
boundary zone, and possible rotations associated with individual fault systems.  Ideally the 
smallest grid size possible is favourable for the highest resolution, e.g. a few kilometers, or 
even smaller. However the method is ultimately limited by the requirement for a minimum 
number of earthquakes (!!"# ) in each cluster to form a reliable and representative 
inversion result. For the 154 focal mechanisms produced in this study, I chose a maximum !!value of 8 to ensure an average ! of 19 mechanisms per cluster. I adopt a distance-based 
method for gridding focal mechanisms based on the k-means algorithm of Hartigan (1975). 
This method ensures each earthquake is closer to the centroid of the cluster to which it is 
allocated than to the centroids of all the ! − 1!other clusters.  
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Servicing COSA site NOBU on the western slopes of the Dunstan Mountains. 
The summit of the Pisa Range is visible in the background. 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
  
 
 Chapter 5 
Microseismicity, Fault Kinematics and 
Stress in The Southern Lakes 
 
 
This chapter outlines the results of methods described in Chapter 4 to study seismicity in the 
Southern Lakes over the period June 2012 – October 2013. The first part of the chapter 
(Section 5.1) describes hypocenter locations, magnitudes and focal mechanism solutions for 
the COSA catalogue. Section 5.2 discusses possible controls on microseismic slip by 
interpreting focal mechanisms first in the context of a uniform stress field, and secondly via a 
kinematic approach. Section 5.3 provides a description of regional seismicity, presenting 
observations for areas with similar seismicity attributes.  
Focal mechanisms used in stress inversion and kinematic analysis are tabulated in Appendix 
F. The full COSA microseismic catalogue is included as an electronic appendix supplied with 
this thesis.  
  
158                                       Chapter 5: Microseismicity and Stress in the Southern Lakes 
5.1: Results 
5.1.1: A Continuous Earthquake Catalogue for the Southern 
Lakes 
Using the combined COSA and GeoNet networks, I have detected and located 3046 
earthquakes between June 2012 and October 2013 within the Southern Lakes region and 
northern Fiordland (see electronic appendixes). These events were classified subjectively 
according to their location as either ‘local’ or ‘regional’ events at the time of picking. Local 
events comprise 63% of the catalogue and occurred within the network, or in South 
Westland, northwest of the network. Regional events comprise the remaining 37%, and 
occurred outside the network and are mostly constrained to Fiordland, west of 168° 
longitude. Many additional regional (elsewhere in New Zealand) and teleseismic events were 
detected on the network but are not included in this catalogue as they would be poorly 
located. Some events near Dunedin (southeast of the network) were originally detected as 
earthquakes, but have since been identified as explosions associated with mining activity at 
Macraes mine, and have been removed from the catalogue (Section 5.3.7). 
The installation of COSA stations MORV, NOBU, KING and ASPR in October 2012 
resulted in an increase in the rate of detected events (from <100 events per month, to c. 250 
events per month, Figure 5.1). A negligible decrease in event rate is observed in March 2013 
when KING became non-operational for a six-month period because of a configuration file 
error. Small increases in detection rate are associated with earthquake sequences occurring 
within the study area (Figure 5.1, Section 5.3). When the full network was operational for an 
eleven month period, 250 events per month were registered on average (157 of which are 
local). A direct comparison with the GeoNet detection rate through this time period is not 
available because of the missing results in the national catalogue (‘The Gap’, Section 5.1.4). 
However, for an eleven month period in 2010 – 2011, GeoNet registered an average of 53 
events per month. Therefore, the installation of COSA stations, alongside the 
implementation of a focused microseismic detection routine (Section 5.2) has resulted in a 
three-fold increase in event detection within the Southern Lakes region compared to the 
GeoNet catalogue. This is mainly due to an improved ability to detect and locate smaller 
magnitude events (Section 5.1.3).  
5.1.2: Earthquake Hypocentres and Uncertainties 
In the horizontal plane (Figure 5.2), posterior density functions (PDFs) for earthquake 
locations within the network located using NonLinLoc are generally circular and relatively  
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Figure 5.1: Cumulative event detection with time for all (blue), local (red) and regional 
(green) events detected in this study. Increases in rate are observed when COSA stations are 
installed in October 2013, and a slight decrease when KING becomes non-operational in 
March 2013. Other positive rate increases correspond to earthquake sequences discussed in 
the text.  
well constrained (90% error <1 km). Four events to the west of Lake Wanaka show north-
south striking elongated PDF axes. These events are small (ML1.1—1.2) and although are 
well constrained by stations to the east and west (ASPR and HUVA), have limited north-
south constraints due to a low signal to noise ratio, and therefore no picks were made by 
stations along this azimuth. Events at the edge of the network (e.g. south of LBZ, and 
offshore from MSZ) show elongated axes directed towards the network, indicating decreased 
location resolution in this direction. The horizontal width of the PDF increases with 
increasing distance from the network (Figure 5.2), but remains generally circular, even for 
Fiordland events.  
The largest hypocentral uncertainties occur in the vertical plane (Figure 5.3). Depth 
uncertainties are more sensitive to station distribution than epicentral uncertainties. Event 
locations are optimised when distance from the epicenter to the closest station is less than 
the focal depth (Section 4.3). Within the network (Figure 5.3), depth errors are largest for 
events shallower than c. 15—20 km, a direct reflection of a station spacing of c. 30 km. 
Deeper events (>20 km) within the network are well constrained and their PDF scatter is 
circular in the vertical plane. With increased distance from the network, the ability to  
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Figure 5.2: Overview of earthquake hypocentres located in this study using NonLinLoc (stars 
coloured by depth) and the posterior density function (PDF) uncertainties (grey). Cross-
section lines are shown in Figures 5.3 and 5.5. 
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Figure 5.3: Cross-section along the line F—F’ (location in Figure 5.2) showing along-strike 
changes in hypocenter depth (red) and posterior density functions (PDF) uncertainties (grey) 
of all events located in this study.  
constrain depths decreases; Fiordland events are only well constrained below c. 70 km 
(Figure 5.3). 
When computing locations linearly using HYP (Section 5.3.1), hypocenters cluster at depth, 
especially within 0.5 km of the 5 km boundary, an effect that is most prevalent in local 
events (Figure 5.4). This effect is a result of discontinuities in the travel-time curves of the 
direct Pg phases as a function of depth (Havskov and Ottemoller, 2010). Non-linear location 
halved the clustering of events at the 5 km boundary, but the frequency of events locating at 
the surface or shallower increased. This effect is dominated by local events occurring outside 
the network in South Westland between MSZ and JCZ (Figure 5.2); events within the 
network are not affected. Non-linear hypocenter location minimises the likelihood of 
‘airquakes’ by considering the second order-derivatives of Geiger’s location equation (Section 
5.3.4), such that the location process is more sensitive to changes of depth. However, this 
process appears to be insufficient to fully constrain depths of events occurring outside the 
network, particularly where the velocity structure is uncertain (see Section 4.3.2 for 
discussion on velocity model restraints on hypocenter locations). One adjustment may be to 
lower the shallowest velocity model boundary to >5 km to reduce the likelihood of refracted 
arrivals for these shallow events, and minimise discontinuities in the travel time curves. 
However, given the large dimensions of the network, refracted arrivals from these shallow  


















    
 
 
 
 
     
 










162                                       Chapter 5: Microseismicity and Stress in the Southern Lakes 
 
Figure 5.4: Hypocentre depth distributions for all (blue), local (red) and regional (green) 
events before and after relocation with NonLinLoc. Also shown are velocity model 
boundaries; events show more clustering close to the 5 km boundary before relocation. Note 
the different frequency scales between the two graphs. 
events would still dominate across nearly all stations. Ultimately, accurate depth constraints 
for events near the southern Alpine Fault would be greatly improved by the existence of at 
least one station between MSZ and JCZ. 
Along-strike variations in hypocenter depths are observed across the COSA network (Figure 
5.3). The main features observed are: 
1. Within the network, shallow events (<20 km) dominate. Fault-perpendicular profiles 
(Figure 5.5) indicate a deepening of seismicity southeastwards from the Alpine fault; 
the base of the seismogenic zone increases from 10 km within 20 km of the Alpine 
Fault to 20 km depth 60 km from the Alpine Fault. This trend matches a 
southeastwards dipping high QP region (>800) beneath TEPE. The significance of 
this is discussed further in Chapter 7.  
2. A cluster of events occurs beneath TEPE between 70—100 km, referred to as the 
‘Dart cluster’ (Section 5.3.6). 
Figure 5.5 (Next page): Hypocentre locations (red stars) and posterior density function 
(PDF) uncertainties (grey) for earthquakes detected in this study along 30 km wide swaths 
along cross-sections defined in Figure 5.2. Background colours indicate QP from the 3D model 
of Eberhart-Phillips et al. (2015). The base of the Pacific crust (black line) is from Model 1 
calculated in this study using calibration against gravity measurements (Section 2.1).  
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3. Deeper events (up to 160 km depth, Figure 5.3) occur in the northern Puysegur 
Subduction Zone beneath Fiordland. These earthquakes define a steeply dipping 
Wadati-Benioff zone corresponding with a high Qp region (low attenuation) 
indicative of cold, subducting Australian crustal material (Figure 5.5d,e).  
4. Northeast of stations JCZ and HUVA, crustal earthquakes can be grouped into 
shallow crustal (<10 km) and deep crustal (20—40 km) events (Figure 5.5a). Without 
data from COSA station HAAS during the study period, depths for these events are 
less well constrained than those within the network, and so have higher depth 
uncertainty. If not an artifact of network configuration, these events may provide 
evidence of under thrusting of Australian oceanic crust beneath the Pacific plate, as 
discussed by Lamb et al. (2015) (see Section 2.5). However, hypocenter locations from 
this study show no clear relationship to either high or low QP areas in this region, 
suggesting further investigation of these events is required using data from March 
2015 onwards (when HAAS became fully operational). 
Seismicity within specific regions is presented in further detail in Section 5.3. 
5.1.3: Magnitudes 
Local magnitudes, in the range 0.1≤ML≤5.2, were calculated for 2863 events using the GeoNet 
local magnitude scale for New Zealand (Robinson, 1987, Equation 4.19) and specific station 
correction terms (Figure 4.14). The installation of COSA stations has therefore reduced the 
minimum detection magnitude by at least 1.5 magnitude units compared to GeoNet stations 
alone. The minimum detection threshold increases with increased hypocentral distance 
(Figure 5.6b). ML<1 events can only be detected by stations within a c. 150 km radius; for 
greater distances, the signal to noise ratio becomes too high. 182 events were large enough 
that they could be located using at least three stations within the network, but too small for 
amplitudes to be measured above background noise with a Wood-Anderson filter, despite 
using a higher bandpass filter to include higher frequencies in the deconvolution (Section 
4.4.2). The largest magnitude event to occur within the network between June 2012 and 
October 2013 was a ML4.3 at 16 km depth beneath Dingle Burn near Lake Hawea in 
September 2013 (Figures 5.7, 5.27 and 5.28). However, large magnitude events (e.g. the 4th 
May 2015 ML6.0 Wanaka earthquake, Chapter 6) do occur.  
Magnitude residuals (GeoNet – COSA, Figure 5.8b) show no significant correlation with 
magnitude, indicating the COSA catalogue is well calibrated. On average, COSA magnitudes 
are smaller than GeoNet magnitudes by 0.04 magnitude units. However, all but one residual 
are within the GeoNet local magnitude errors (average uncertainty ±0.26 for GeoNet events, 
Figure 5.8b). Comparison of moment magnitude, MW, and ML estimates across New Zealand  
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Figure 5.6: a) Logarithm of all amplitude reading from this study (blue) and calibration 
magnitudes (red) recorded by GeoNet against hypocentral distance. b) Local magnitude for 
amplitude picks in this study against hypocentral distance. The minimum detected 
magnitude decreases with increasing distance from source. 
(Ristau, 2009) indicate that the local magnitude scale can overestimate true magnitude by up 
to a full magnitude unit, particularly for deep events. GeoNet therefore routinely report the 
magnitude as a weighted combination of both local and moment magnitudes. For this study, 
the relative relationship between individual local magnitudes is sufficient to examine patterns 
in seismicity. However, further work on the COSA catalogue is required to more accurately 
independently determine seismic energy from moment magnitude derivation using corner 
frequencies. This approach falls outside the scope of this thesis.  
Two methods are used to estimate the b-value and magnitude of completeness, MC, for the 
COSA catalogue. The maximum curvature method (Wiemer and Wyss, 2000) estimates a b-
value of 0.682±0.01, and MC1.5. The method of Shi and Bolt (1982) estimates a higher 
magnitude of completeness, MC1.9 and a higher b-value 0.73±0.02. The COSA Gutenberg-
Richter distribution (Figure 5.8a) exhibits a steeper slope (higher b-value) for ML>2.5. Since 
the Shi and Bolt (1982) method uses a higher magnitude of completeness, the b-value is less 
sensitive to numerous smaller magnitude events ML<1.8 and increases to reflect the steeper 
slope applicable to ML>2.6. Woessner and Wiemer (2005) observe the maximum curvature 
method often underestimates MC. The aforementioned frequency distribution value of the Shi 
and Bolt (1982) method therefore should be considered representative of the COSA 
catalogue. When all events ML>4 are removed from the catalogue, the b-value estimated by 
the Shi and Bolt (1982) method is 0.79±0.02, highlighting the sensitivity of the method to 
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Figure 5.7: Map of earthquakes detected in this study between June 2012 and October 2013, 
coloured and scaled by magnitude. The largest event within the network (grey triangles) was 
a ML4.3 event beneath Dingle Burn. Events of ML>4 are most frequent in the Puysegur 
Subduction Zone and close to the southern Alpine Fault.  
the small number of large events in the catalogue. It should be noted that the COSA 
catalogue includes many larger events outside of the study region, where smaller events are 
not detectable. The b-value is therefore likely an underestimate for seismicity occurring 
within the network alone. For the GeoNet catalogue, the magnitude of completeness is 
MC3.0. Installation of COSA stations has therefore reduced this value by at least one 
magnitude unit.  
5.1.4: Focal Mechanisms 
Fault plane solutions were calculated for 154 events above ML0.3 using the Bayesian methods 
of Walsh et al. (2009) (Section 5.5.1). Events were constrained using between five and 
fourteen polarities, i.e. the number of stations used (Figure 5.9b). The focal mechanism error  
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Figure 5.8: a) Magnitude frequency distribution for 2863 events in the Southern Lakes and 
Fiordland as recorded by this study (blue) and GeoNet (red) between June 2012 and October 
2013. The b-value of 0.73 describes the slope of the Gutenberg-Richter exponential 
relationship above the magnitude of completeness, MC1.9. b) Residuals of magnitudes used 
for calibration (GeoNet – COSA). Grey bar indicates the average error limit of calibrated 
GeoNet local magnitudes.  
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Figure 5.9: a) Distribution of rake for all focal mechanisms in this study. Mechanisms mostly 
display strike-slip faulting and some reverse events with an oblique right-lateral component. 
Equal numbers of dextral and sinistral mechanisms occur, due to ambiguity in the focal 
plane. b) Histogram showing number of polarities used in focal mechanism calculation. c) 
The scalar error in the strike dip and rake.   
(standard deviation, !!) is expressed using the scalar concentration parameter, !,!from the 
scalar Matrix-Fisher distribution as: 
                                         !! = exp!(3.9155 − 0.5659 log ! )                               (5.1) 
assuming equal errors in strike, dip and rake. However, for many events, especially those 
with six or fewer polarities, usually only one plane is well constrained and the secondary 
plane is more uncertain; therefore the strike is well constrained, but the rake is less so. 
Visually, the quality of the mechanism can be assessed by the probability density contours of 
the P-and T-axes (Figure 5.11). Tighter contours indicate a better-constrained mechanism. 
For some mechanisms, the P- and T-axes contours are distinct and do not overlap. Overlap 
does occur for some mechanisms, particularly earlier events (June—October 2012) when only 
three COSA stations were in operation. It is common for one axis to be better constrained 
than the other, especially for dip-slip mechanisms.  
Focal mechanisms for events within the network have higher azimuthal coverage and smaller 
errors (!! =!24—28°) than events outside the network (Figure 5.10). Events in Fiordland 
exhibit larger errors (!! !up to 35°), but their depth means errors can be as low as 29°. 
Shallow events tend to have less well constrained rakes as their mechanisms are only 
constrained by stations with low take off angles (polarities around the edge of the 
mechanism) whereas deeper events have high take off angles and the focal plane can be 
better constrained in the center of the mechanism. Focal mechanism constraints are therefore 
more sensitive to the depth of event, especially for dip-slip events (Hardebeck and Shearer,  
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Figure 5.10: Clusters (generated using the k-means algorithm) used for stress inversion in 
this study. Cluster 8 includes deep events beneath 60 km only and so overlaps in the 
horizontal plane with shallow events in cluster 7. Top: Focal mechanisms are coloured by 
mechanism error. Bottom: Focal mechanisms are coloured by rake. All clusters include a 
range of mechanism types. All focal mechanism solutions shown are lower hemisphere 
projections, with compressional quadrants shaded.  
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Figure 5.11: Stereonets showing probability density contours of P- (orange) and T-axes 
(green) for 154 focal mechanisms calculated in this study. Numbers above and below each 
plot indicate the k-means cluster number used for stress inversion, and the number of 
polarities used to constrain the mechanism respectively.  
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2002). Fault plane orientation in relation to station configuration also influences the error of 
a mechanism, in particular the strike of shallow events. If two stations occur close to the 
strike of the focal or auxiliary plane, one on either side, the strike is better constrained than 
when no stations exist near the plane. Ultimately the accuracy of focal mechanisms is limited 
in the Southern Lakes by the sparse station distribution, despite improvements to azimuthal 
coverage by the installation of COSA stations. Focal mechanism errors would benefit 
particularly from installation of stations on the west coast between JCZ and MSZ, and near 
Lake Ohau.  
Focal mechanisms show that strike-slip faulting dominates microseismic deformation in the 
Southern Lakes (Figure 5.9a). Although it is not possible to distinguish between the focal 
and auxilliary planes (i.e. dextral or sinistral rakes) consistent patterns can be identified 
(Section 5.2). Reverse faulting (commonly oblique) is more common in clusters 7 and 8 
(Figure 5.11b). Few normal mechanisms (19 events) are observed. The ratio of strike-slip to 
reverse faulting events is approximately 2:1 (89:41). Boese et al. (2012) report a similar ratio 
of 2:1 for intermediate and large earthquakes north of the COSA network in the central 
Southern Alps. However, for microseismicity the ratio of strike-slip to reverse events in the 
central Southern Alps increases to c. 8:1. The implications of this dominantly strike-slip 
deformation for stress inversion are discussed in detail in Section 5.2.  
5.1.5: Moment Release and Strain Rates 
The sum of the seismic moments of a series of earthquakes can provide estimates on the long-
term average slip rates within a region. I use the relationship derived by Ristau (2009) for 
New Zealand earthquakes to calculate the equivalent moment magnitude, MW, according to: 
                                    !! = 0.88! ± 0.03 !! + 0.73 ± 0.20                               (5.2) 
for shallow events (33 km), and 
                                    !! = 1.09! ± 0.10 !! + 0.05 ± 0.06                               (5.3) 
for deep events (>33 km). These relationships are based on orthogonal least squares 
regression distributions for events with Mw>3.5 and their applicability to microseismicity is 
unknown. It is therefore assumed that these scales apply to smaller events. The contribution 
of individual small earthquakes to the summed moment tensor will be exponentially smaller 
than for earthquakes of one magnitude unit larger, however their effect is amplified by their 
increased abundance. Moment magnitudes are then converted into seismic moments, !! , 
according to (Hanks and Kanamori, 1979): 
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                                             !! = 2 3 (log!! − 9.0)                                         (5.4) 
where !! is measured in Nm. This relationship is again derived from intermediate and large 
earthquake scales, but observations from California suggest the scale applies to 
microseismicity also (Bakun, 1984). The Cartesian components of the moment tensor, ! are 
then calculated according to: 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !! = !−!!(sin!!cos!!sin2!! + sin2!!sin!!sin!!!)          (5.5) 
                  !!!!!!!!!!!!!!! !! = !!!(sin!!cos!!sin2!! − sin2!!sin!!cos!!!)          (5.6) 
                  !!!!!!!!!!!!!!! !! = !!!!sin2!!sin!              (5.7) 
                  !!" = !!!" = !!!(sin!!cos!!sin2!! + !! sin2!!sin!!sin2!!)          (5.8) 
                  !!" = !!!" = !−!!(cos!!cos!!cos!! + cos2!!sin!sin!!)          (5.9) 
                  !!" = !!!" = !−!!(cos!!cos!!sin!! − cos2!!sin!!cos!!)         (5.10) 
where ! = dip, ! = rake, !! = strike, !! = moment, and!!, !, ! represent the north, east and 
vertical components respectively (Aki and Richards, 2002). Since focal mechanisms cannot be 
determined for all events, I first calculate the components of the moment tensor for those 154 
events for which mechanisms are available. This approach assumes that since focal 
mechanisms can only be generated for the largest events, they will contribute most to the 
strain field. For events within the Southern Lakes region only (within the bounding box 
specified in Figure 5.12), the moment tensor equates to (where !, !, ! are the east, north and 
vertical components respectively): 
! = ! −2.0 3.2 −0.53.2 1.8 0.8−0.5 0.8 0.2  x 1015 Nm        error = 1σ =  ±0.5 ±0.4 ±0.2±0.4 ±0.5 ±0.4±0.2 ±0.4 ±0.2  x 1015 Nm      
for events with constrained focal mechanisms (n=154). The vertical term of this tensor, !!!, 
is positive, indicating overall crustal thickening in the region. This moment tensor is then 
used to calculate the average strain rate tensor components, !!", in a volume, !, for time 
period, !, according to:  
                                              !!" = !!!"# !!"!!!!!                                   (5.11) 
where!! is the shear modulus (Kostrov, 1974, Jackson and McKenzie 1988, Aki and Richards, 
2002). Since the distribution of 15 months of COSA seismicity aligns well with the long-term 
GeoNet catalogue of seismicity (Figure 1.8) it is assumed that COSA seismicity is 
representative of the decadal patterns. For an observation period of 1.25 years, !=4x1010 Pa, 
and a crustal volume of 100 km by 170 km (area outlined in Figure 5.12) multiplied by the 
average seismogenic depth (15 km), the strain rate tensor equals: 
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Figure 5.12: a) Cumulative moment release using a grid spacing of 0.05° across the study 
region over a 15 month period (June 2012—October 2013). Seismic moment release 
dominantly occurs in Fiordland and adjacent to the southern Alpine Fault. Little seismic 
moment release is associated with the reverse faults in Central Otago. b) Principal strain 
field axes calculated using moment tensor analysis for 154 events with focal mechanisms. c) 
principal strain field axes for plate boundary loading on the Alpine Fault (strike 055°). d) 
principal strain field axes for plate boundary loading on the offshore thrust system (strike 
045°). Tensors are not drawn to scale, and provide information on orientations and relative 
axes magnitudes for each strain field only. The azimuth of the principal contractional axis is 
labelled in each case. 
 ! = −0.8 1.3 −0.21.3 0.7 0.1−0.2 0.1 −0.06  x 10-10 yr-1             error = 1σ =  ±0.2 ±0.2 ±0.1±0.2 ±0.2 ±0.1±0.1 ±0.1 ±0.1  x 10-10 yr-1      
The principal components of the horizontal strain field, or Eigen vectors are then calculated, 
such that the non-diagonal components of the two-dimensional strain rate tensor become zero 
(Table 5.1). When only events with constrained focal mechanisms are considered, the 
principal contractional direction occurs at 120°(±4.7°), with a strain rate of -1.6(±0.1)x10-10 
yr-1. The square root of the 2nd invariant of the strain field (units of yr-1) is representative of 
the average strain rate within the volume (Table 5.1). If the strain tensor is assumed to have 
the same shape as that for all events, including those without focal mechanisms, the strain 
rate increases by a factor of 2. This illustrates that the strain field cannot be fully  
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Table 5.1: Components of the strain field in the Southern Lakes estimated using moment 
tensors derived from microseismicity in this study. Components are calculated considering 
only events with constrained focal mechanisms1. The strain field from plate tectonic loading 
on the Alpine fault2 and offshore thrust system3 are also listed, calculated using values listed 
in the text. Errors quoted are 1σ and reflect scalar errors in focal mechanisms.  
Events considered 
Square root of 
2nd invariant of 
strain field (yr-1) 
Extensional 
principal strain 
rate (yr-1) 
Contractional 
principal strain 
rate (yr-1) 
Azimuth of 
principal 
contractional 
axis 
     
Focal mechanisms 
constrained1 
1.5(±0.1) 
x10-10 
1.45(±0.1) 
x10-10 
-1.55(±0.1) 
x10-10 
120.0°  
(±4.7°) 
Strain rate from plate 
tectonics (AF)2 1.8x10
-7 1.4x10-7 -2.3x10-7 106.5° 
Strain rate from plate 
tectonics (thrust)3 2.0x10
-7 1.1x10-7 -2.6x10-7 101.5° 
 
constrained by considering only mechanisms with assigned focal mechanisms, as these events 
only contribute approximately half of the total microseismic strain release. 
Instead, I calculate the cumulative moment = 7.68x1016 Nm for the study area, assuming the 
slip of all events lies in the direction of the maximum resolved shear stress in the prevailing 
stress field. This is likely to be a maximum estimate of the seismic moment, as all slip 
components are summed in the same direction. However, events smaller than the magnitude 
of completeness, MC1.9, are missing from the catalogue, although it is further assumed their 
contribution is negligible. This total seismic moment is the equivalent of a single ML5.4 event 
or a single ML4.3 event when all events ML>4 are removed from the calculation. Excluding 
events in Fiordland, the total moment release within the Southern Lakes = 5.02x1015 Nm, or 
a single MW4.5 event. This moment release occurs dominantly in the region adjacent to the 
southern Alpine Fault (Figure 5.12). Using Equation 5.11, the total seismic strain release 
within the Southern Lakes (region shown in Figure 5.12) equals 1.96x10-10 yr-1. This value is 
an order of magnitude smaller than that derived for the central Southern Alps by Boese 
(2012) (1x10-9 yr-1), possibly because of the larger volume considered here which incorporates 
lower seismicity regions >50 km from the plate boundary zone.  
Comparison of this microseismically derived strain rate with geodetic and geological 
observations allows for constraints to be imposed on the contribution of microseismicity to 
total strain release.  By considering the total plate motion across an Alpine Fault parallel 
(strike 055°) zone 100 km wide (plate vector of 36.9 mm/yr at an azimuth of 248°, based on 
the ITRF 2008 GPS rotation pole of Altamimi et al. (2011)), the geologically estimated 
strain rate tensor for distributed plate shear is:  
Chapter 5: Microseismicity and Stress in the Southern Lakes         175 
! = −1.96 1.0 01.0 1.0 00 0 0.96  x 10-7 yr-1 
relative to a Cartesian co-ordinate system. The principal contractional direction for this shear 
occurs at 106.5°. If the offshore thrust system (strike 045°) is considered representative of the 
plate boundary (as discussed in Section 3.4) then the strain rate tensor for distributed plate 
shear is:  
! = −2.42 0.72 00.72 0.98 00 0 1.44  x 10-7 yr-1 
relative to a Cartesian co-ordinate system. The principal contractional direction for this shear 
occurs at 101.5°. Comparison with the strain rate tensors derived from microseismicity 
(Table 5.1), indicates that all microseismicity over the 15 month observation period is 
releasing approximately 0.1%, in an orientation 15—20° clockwise, of the total accumulated 
tectonic plate motion strain. The missing moment is anticipated to accumulate as elastic 
strain within the crust to be release in large-great earthquakes.  
5.2: Controls on Microseismic Slip in Central South 
Island  
To understand how diffuse microseismic slip occurs and is controlled, I interpret focal 
mechanisms using two approaches. The first of these is to consider focal mechanisms as a 
response of the crust to a uniform stress field. This approach does not suffer from the 
catalogue completeness issues associated with moment tensor type calculation, as inversions 
are independent of magnitude. The second approach is to consider possible kinematic 
controls on microseismic slip by examining horizontal slip vectors of faulting (strike normal 
directions). I will consider both approaches in this section by inverting for a uniform stress 
field in Section 5.2.1, before considering faulting kinematics in Section 5.2.2. The two 
approaches are compared and discussed in Section 5.2.3.  
5.2.1: A Uniform Stress Field Approach 
The total stress field within the lithosphere arises from a balance of composite forces in both 
the horizontal and vertical dimensions (Solomon et al., 1975; Forsyth and Uyeda, 1975; 
Richardson et al., 1976). On a global scale, the tectonic stress-field is closely related to the 
driving forces of plate tectonics. Components include horizontal traction forces arising from 
relative plate motions, drag at the base of the lithosphere (Schubert et al., 1978; Richardson 
et al., 1979) and variations in gravitational potential energy arising from lateral density 
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variations and dynamic topography (Jeffreys, 1959; Artyushkov 1973; Wortel et al., 1991; 
Flesch et al., 2000, 2007). Together these forces combine to impose a first-order control on 
lithospheric faulting and deformation (Zoback, 1992; Sibson, 1983; Zoback et al., 2002).  
In the context of the central South Island, the major contributing forces include:  
1. Tectonic forces, including boundary plate motions and basal drag.  
2. In situ gravitational body forces, or gravitational potential energy variations arising 
from variations in topography and density variations in the lithosphere.  
3. Flexural forces associated with rapid exhumation, though this is most likely limited to 
the surface and not pervasive through the crust. 
By considering a simple model of tectonic stress loading along the Alpine Fault by an oblique 
plate motion vector (e.g. Pearson et al., 1995; Beavan and Haines, 2001), the maximum 
horizontal stress (SHmax) is expected to bisect the angle between the plate vector azimuth and 
the fault normal direction (Teyssier et al., 1995). Assuming the large-scale along strike 
azimuth of the Alpine Fault remains constant at c. 145°), at -43° latitude (convergence 
azimuth=073°), the direction of principal contraction =110°. Considering a southwards anti-
clockwise rotating plate vector direction (based on the ITRF 2008 short-term reference 
frame), SHmax should decrease to c. 108° in the central Southern Alps (latitude -43.5°) , and 
to c. 107° in the Southern Lakes (latitude -45°). These predicted azimuths decrease further 
when the DeMets et al. (2010) Euler pole is considered. Thus, the predicted SHmax azimuth in 
South Island based on plate convergence is < 110°.  
The contraction direction of the principal time variant strain field, derived from GPS, is 
largely representative of the tectonic component of the stress field. In the central Southern 
Alps, the directions of maximum contraction lies close to 110°, whilst throughout the 
Southern Lakes this azimuth is oriented 90—110° (Figure 5.13b, Beavan et al. 2007; Wallace 
et al., 2007; Lamb, 2015). This southwards anticlockwise rotation is consistent with the 
predicted stress loading orientations resulting from a rotation in the plate vector. However 
the observed magnitude of rotation is much larger than predicted, and cannot be explained 
by the small c. 3° rotation in the plate vector alone. Any rotation in SHmax should be 
accompanied by a two-fold equivalent rotation in the plate vector or plate boundary.  
The most plausible explanation may be that south of Jackson’s Bay, the orientation of the 
offshore thrust fault system (striking at c. 045°) becomes more representative of the plate 
boundary (as suggested by thermo-kinematic modeling in Chapter 3). The estimated SHmax 
direction from this boundary azimuth is c. 101° (this value is also calculated through moment 
tensor analysis in Section 5.1.5). 
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Figure 5.13: a) Gridded strain field orientations from campaign GPS (data sourced from 
Wallace et al. (2007)) across central South Island. Vectors show the principal axes of the 
strain field. In the Southern Lakes, the maximum shortening axis is oriented at between 90—
110°. In the central Southern Alps it is closer to 110°. b) Orientations of maximum 
shortening directions derived from GPS in the Southern Lakes (orange), the central Southern 
Alps (red) and from gravitational potential energy (GPE) variation from topography in 
central South Island (Hamish Hirschberg, unpublished VUW summer project, 2015).  
The total stress field is expected to be the sum of stress loading and in situ stresses, such as 
those generated by gravity (Figure 5.13b). The latter indicate the Southern Alps should be 
under extension in a direction comparable to their strike (Hamish Hirschberg, unpublished 
VUW summer project, 2015). Thus, the expected maximum horizontal component of the 
total stress field is the sum of these contributing stress components, and would be 
anticipated to be somewhere in the range of 050—110°, and most likely closer to c. 100° in 
the Southern Lakes area. 
Since the time-varying part of the stress field drives the strain rate field, the two are 
expected to be comparable. This comparison is explicable over short time periods if strain 
release from large earthquakes is minimal (Sibson et al., 2012). However, the principal stress 
axes and components of the strain field can be distinct as they characterise deformation 
occurring on different timescales and depth ranges. In central Japan, the maximum 
horizontal compressive stress directions only align with the maximum contractional strain 
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orientation once the effects of interseismic subduction zone locking are fully accounted for  
(Townend and Zoback, 2006).  
To investigate how the uniform stress field controls microseismicity, I cluster 133 local (non 
Fiordland) focal mechanisms into seven clusters (using kmeans as described in Section 4.5.1) 
after manually separating deep Fiordland events (>60 km) into an eighth cluster (Figure 
5.10). This results in overlap between clusters 7 and 8 in the horizontal plane, but allows for 
possible variation in the stress field with depth. The number of mechanisms used in each 
cluster ranges between 9 and 36 with an average value of 19. I then use the stress inversion 
approach of Arnold and Townend (2007) (see Section 4.6 for details) to estimate the uniform 
stress field required to produce the observed focal mechanism distribution. This approach 
relies on three principal assumptions: 
1. Fractures are randomly oriented within the crust and there is no preferred slip 
direction; 
2. An equal probability of slip on either focal mechanism plane; 
3. Faults are ‘blind’ to one another and not influenced by neighbouring fault systems; 
4. The stress field is truly uniform and does not vary spatially or temporally.  
Sufficient variety within the focal mechanism types is also an important pre-requisite in 
order to fully sample the stress field. This requirement has been demonstrated through focal 
mechanism inversion in California, whereby SHmax was inferred to rotate to an intersecting 
angle of 45° within 20 km of the San Andreas Fault (Hardebeck and Hauksson, 1999). 
However, this rotation effect was shown to be an artifact of considering dominantly fault 
aligned strike-slip mechanisms in the vicinity, resulting in SHmax approximating the P-axis of 
the dominant faulting style (Townend and Zoback, 2004).  
5.2.1.1: Stress Inversion Results 
Strike-slip faulting dominates shallow deformation in the crust across the Southern Lakes 
(Figure 5.14). Stress inversion results show S2 is close to vertical in the shallow crust 
(clusters 1—7) and S1 and S3 lie in, or close to, the horizontal plane. Orientations of the 
maximum horizontal stress, SHmax, span 108.1—127° with an average value of 114°±10.5° at 
the 80% confidence level. The stress field in the subducting Australian slab (cluster 8) is 
indicative of reverse deformation, as S3 is close to vertical.  
Absolute principal stress magnitudes cannot be calculated using this inversion approach. 
However, the stress ratio (Table 5.1), ! = (!! − !!) (!! − !!), provides constraints on the 
relative magnitudes of the three principal stresses (!>0.5 indicates S2 is closer in magnitude 
to S3 than S1, and conversely!R<0.5 indicates S2 is close in magnitude to S1 than S3). No  
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Table 5.1: Principal stress orientations from inversions of focal mechanisms. N is the number 
of mechanisms used in each cluster. R is the stress ratio (S1-S2)/(S1-S3) and lies between 0 
and 1. Errors for R and SHmax are at the 90th percentile of the posterior probability density 
function.  
Cluster Lat Lon N S1 S2 S3 R SHmax 
         
1 -44.92° 168.72° 21 107.8° 172.4° 20.2° 0.67 (-0.30/+0.29) 108.1° (-16.2°/+15.8°) 
2 -44.71° 169.49° 9 117.9° 37.0° 25.0° 0.61 (-0.30/+0.29) 117.3° (-21.9°/+21.4°) 
3 -44.21° 168.46° 17 115.7° 7.6° 28.7° 0.44 (-0.28/+0.30) 117.1° (-19.3°/+18.8°) 
4 -44.04° 168.77° 13 108.6° 19.5° 20.6° 0.82 (-0.27/+0.17) 108.4° (-19.5°/+18.9°) 
5 -44.22° 169.52° 21 109.9° 106.1° 18.5° 0.32 (-0.31/+0.37) 121.2° (-14.8°/+14.2°) 
6 -44.51° 168.77° 16 129.5° 117.5° 37.3° 0.47 (-0.35/+0.36) 127.9° (±18.5°) 
7 -44.51° 168.21° 36 117.1° 69.3° 25.7° 0.48 (-0.21/+0.24) 116.4° (±13.4°) 
8 -44.71° 167.98° 21 116.6° 31.2° 12.7° 0.68 (-0.37/+0.29) 114.4° (-21.2°/+20.3°) 
 
clear spatial pattern in !!is observed in relation to Alpine Fault proximity or magnitude of 
topography. The lowest stress ratio (0.32) is observed for cluster 5, although this cluster also 
exhibits the largest 90% confidence level errors, which exceed the magnitude of ! (0.37). 
Cluster 4 exhibits the largest ! estimates (0.82) indicating S2 and S3 are close in magnitude, 
as is apparent in the confidence contours for that cluster in Figure 5.14, possibly because 
more reverse mechanisms are included in this cluster.  
SHmax estimates from this study are consistent with the results of previous focal mechanism 
inversion studies in the central South Island (Figure 5.15). Boese et al. (2012) estimate a 
consistent SHmax=114—122° for six clusters in the central Southern Alps with an average 
value of 115±10° at the 80% confidence level. Similar values are estimated by Leitner et al. 
(2001), who constrained three SHmax estimates of 110—120° across the central South Island. 
Townend et al. (2012) estimate SHmax=119±20° for a single cluster in the Southern Lakes 
based on eight regional events. These estimates are also consistent with stress constraints 
from the MW7.1 2010 Darfield earthquake in Canterbury using large-scale fault orientations 
and borehole breakouts (Gledhill et al., 2011; Quigley et al., 2012) to estimate SHmax=115±5° 
(Sibson et al., 2011). This uniform SHmax is also observed at depth, SHmax for cluster 8 using 
mostly reverse mechanisms from the subducted Australian plate (Figure 5.14) is 114.4±20°. 
Taken at face value, the consistency between SHmax estimates in Figure 5.15b, and across the 
South Island is compelling and indicates a relatively homogenous stress field is acting at a 
range of crustal depths across the region. However, two important observations must be 
noted.  
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Figure 5.14: Stereonets of principal stress axes calculated in this study using the method of 
Arnold and Townend (2007). Bold numbers are the cluster number. Italic numbers are the 
number of mechanisms used for each cluster. Cluster 8 includes deep subduction zone events 
only and overlaps in the horizontal plane with cluster 7 (shallow crustal events only).  
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Figure 5.15: a) Relative plate motion azimuths (Pacific plate relative to a fixed Australian 
plate) for each stress cluster shown in b) calculated using the NUVEL-1A rotation pole. 
Acute angles are given to emphasise relationship with SHmax. Azimuths vary by 005° between 
the central Southern Alps (c. 072°) and northern Fiordland (c. 067°). b) SHmax orientation 
estimates (with the 90th percentile error) across the central South Island based on focal 
mechanism inversions. Results from this study (red), Townend et al. (2012) (green), Boese et 
al. (2012) (blue) and Leitner et al (2001) (yellow) appear broadly consistent and range 
between 127.9—108.1° with an average of 114°. Within error, SHmax estimates are consistently 
c. 45° clockwise from the acute relative plate motion vector in a). Also shown are the gridded 
principal strain axis from campaign GPS (Wallace et al., 2007; Lamb, 2015) and fast axis of 
shear wave splitting measurements by Karalliyadda and Savage (2013).  
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Firstly, SHmax estimates from focal mechanism inversions are consistent within the method, 
and with independent observations of SHmax from borehole sites in South Island, but do not 
align with geodetic observations. Focal mechanism derived SHmax azimuths are rotated 
clockwise of the principal contraction direction of the GPS strain field across the central 
South Island by 8—24° (Figure 5.15b). In the central Southern Alps, the principal GPS 
contraction direction is close to 110°, so SHmax may fall within this range when errors are 
included. However, the strain field rotates in the Southern Lakes such that the principal 
contraction direction is oriented <090°, outside the 90% error of SHmax from this study. The 
microseismicity derived SHmax is clockwise of the predicted plate boundary loading SHmax 
orientation along the Alpine Fault by c. 5—10°. The effect of gravitational forces would 
predict an additional anticlockwise rotation in SHmax, as the Southern Alps are experiencing 
gravitational collapse perpendicular to their strike (Hirschberg, Unpublished summer project, 
VUW) and cannot explain the apparent clockwise rotation. Although these differences are 
small, the discrepancies may be significant.  
One possibility is that the uncertainties in SHmax determined from focal mechanisms may be 
larger than suggested by the inversion methodology. In this respect it may be significant that 
SHmax calculated from inversion of microseismicity is consistently oriented c. 45° clockwise 
from the relative plate motion direction (Figure 5.15a). In the central Southern Alps the 
NUVEL-1A relative plate vector (acute angle) is c. 071° (average SHmax=115°) and c. 069° in 
the Southern Lakes (average SHmax=114°). Thus, microseismic slip in the central South Island 
may be better analysed in terms of plate kinematics, rather than stress. To test this, in the 
next section I examine kinematics of focal mechanisms calculated in both this study and by 
Boese et al. (2012) in the central Southern Alps. 
5.2.2: A Kinematic Approach  
When inverting for a uniform stress field, a key assumption is made that there is no 
organisation in focal mechanisms. If insufficient variation is present within the sample of 
focal mechanisms considered, the best-fit SHmax determined from inversion of focal 
mechanisms will approximate the P-axis of the dominant faulting style with a large 
uncertainty associated with this direction (±45°, McKenzie, 1969). To test for organisation of  
microseismic slip in Southern Lakes microseismicity, I consider slip vectors (strike-normal 
vectors) of both possible planes of focal mechanisms.  
When considering all focal mechanisms calculated in this study, independent of magnitude, 
there is no clear pattern in slip vectors (Figure 5.16a). However, a strong bimodal pattern is 
observed when strike-slip mechanisms alone, which make up the majority of the mechanisms 
and also includes the largest magnitude events, are considered (Figure 5.16b). Ambiguity in  
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Figure 5.16: Rose diagrams showing slip (strike normal) vector orientations from focal 
mechanisms in this study (a—c) and from the central Southern Alps (d—f, Boese et al., 
2012). Note the different radial scales for each mechanism type. The NUVEL-1A (DeMets et 
al., 1994) relative plate vector is shown in red. Strike-slip mechanisms in both the Southern 
Lakes and central Southern Alps (b and e) are dominated by slip-vectors aligned with the 
relative plate vector (acute angle = 069—071°). Strike-slip events in the Southern Lakes also 
show alignment with the geodetic derived axis of maximum contraction (c. 095°, yellow lines 
in b).  
the focal plane of strike-slip mechanisms means slip-vector peaks are observed 90° apart from 
one another. One primary set of slip vectors is oriented at c. 070° with slip vectors of the 
corresponding auxiliary plane oriented at c. 160°. This pattern is more pronounced for strike-
slip mechanisms in the central Southern Alps (Boese et al., 2012), where slip vectors are 
strongly organised at c. 070° and 160° (Figure 5.16e) and where fewer reverse mechanisms 
occur (Figure 5.16f). This organisation of slip vectors and fault strikes suggests that the 
assumption in the stress inversion method of a diversely oriented set of fractures is not 
applicable for the Southern Lakes and the central Southern Alps. Instead, microseismicity 
appears dominated by strike-slip mechanisms with a dextral plane striking at c. 070° and a 
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second orthogonal sinistral plane striking at c. 160°. This way, the best-fit SHmax from the 
stress inversion will be midway between 070 and 160° (or c. 115°).  
Previous seismicity studies in central South Island have reported similar slip orientations to 
this study (Figure 5.17a). Reyners et al. (1983) calculated a composite focal mechanism for 
microseismicity close to Lakes Wanaka and Hawea (Figure 5.17a), which exhibits the dextral 
strike-slip plane aligned at c. 070°. Composite mechanisms from Scholz et al. (1973) show a 
similar pattern, with the exception of mechanisms close to Jackson’s Bay; strike-slip faulting 
dominates, with an anti-clockwise rotation observed towards the south-west (Figure 5.17a). 
Large regional earthquakes (M>5), including the 1984 MW6.4 Godley Valley earthquake 
(Anderson et al., 1993), an unnamed MW5.4 event in 1998 close to Haast, and the 2015 
ML6.0 Wanaka earthquake (Chapter 6) all show the same style of faulting aligned with the 
dominant microseismicity observed here. Analysis of focal mechanism strikes from the 
Canterbury earthquake sequence (Sibson et al., 2011) also showed a dominant azimuthal 
trend at 070°/160°. 
While it is not clear which slip vector azimuth is representative of the focal plane in each 
case, it is proposed that the dextral strike-slip plane is preferentially slipping. Several lines of 
evidence suggest this is the case 
1. Strikes of dextral planes in this study and previous work (Figure 5.17b) show strong 
alignment with the NUVEL-1A relative plate motion vector of c. 069—071° (DeMets 
et al., 1994; Figure 5.17b).  
2. Identification of the focal plane has been possible using precise hypocenter locations 
of the aftershock sequence of the ML6.0 4th May 2015 Wanaka earthquake (Chapter 
6). This earthquake occurred on a dextral fault striking at 252° (072+180°) and 
dipping steeply (70—80°) to the northwest.   
3. Serial partitioning along the surface trace of the central Alpine Fault produces dextral 
strike-slip segments sub-parallel the relative plate vector (Figure 5.18; Norris and 
Cooper 1995; Barth et al. 2012). This processes is likely topographically controlled, 
limited to faulting within the top 1 km, and may not be applicable to seismicity 
throughout the crust, but the relationship is worthy of note.  
4. There is no obvious structural control on the orientation of sinistral slip planes. 
Reyners et al. (1983) concluded that the approximately north-south striking sinistral 
plane is the focal plane, as this appears to align with structural basement trends. 
However, results from this study show this is not the case, and sinistral planes of 
strike-slip mechanisms are oriented c. 20—30° anticlockwise of fractures such as the 
Moonlight Fault Zone and schistosity (Figures 5.24, 5.25). 
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Figure 5.17: a) Focal mechanisms of strike-slip events from this study (black), Boese et al. 
(2012) (dark grey), composite mechanisms of Reyners et al. (1983) and Scholz et al. (1973) 
(light grey) and large regional events (mid grey). b) Strikes of focal mechanism (blue) and 
composite and large events (dark blue) shown in a). Also shown is the NUVEL-1A relative 
plate motion vector (green) across the region. Strikes of dextral planes are consistently sub-
parallel to the plate vector.  
 






















   







   











186                                       Chapter 5: Microseismicity and Stress in the Southern Lakes 
 
Figure 5.18: Active and inactive faults in the central Southern Alps coloured by the angle 
between fault strike and the NUVEL-1A relative plate vector (black arrows). Location of 
map is shown in Figure 5.15b. Yellow indicates faults that are aligned with the plate vector 
direction, faults 45° anticlockwise from the plate vector are dark blue, and those 45° 
clockwise are coloured dark red. Major strike-slip segments of the central Alpine Fault align 
with this vector, while reverse segments lie at angles close to 45° anti-clockwise. Inset shows 
central Alpine Fault segment strikes from Barth et al. (2012). SHmax estimates from Boese et 
al. (2012) are also shown, coloured according to the same colour scheme as the faults; SHmax 
is consistently close to 45° clockwise from the plate vector direction. The dextral plane of the 
1984 Mw6.1 Godley River earthquake (Anderson et al., 1993) also aligns with the plate vector 
direction.  
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This dominant dextral fault orientation is not observed in active surface fault traces in the 
Southern Lakes, where reverse faulting along c. 200° striking planes dominates. To illustrate 
the distribution of plate vector parallel faulting, I assign each fault segment of active and 
non–active faults (using the New Zealand Active Fault Database, and faults from Turnbull 
(2000)) to the nearest stress field cluster and calculate the acute angle between the surface 
fault trace strike and NUVEL-1A relative plate motion vector for that node (Figure 5.18). 
This approach highlights a subset of ‘inactive’ faults1 and fractures in the central Southern 
Alps aligned with the proposed preferred slip direction (yellow faults in Figure 5.18). Serial 
partitioning along the neotectonic surface trace of the central Alpine Fault (Norris and 
Cooper 1995; Barth et al. 2012) becomes particularly apparent, emphasising the alignment of 
the strike-slip segments with the plate motion vector.  
Preferential slip along a set of fractures has direct implications for the fundamental 
assumptions of stress field inversion. If microseismicity is dominated by slip along parallel 
fractures, then the assumption of an equal probability of slip on either focal mechanism plane 
breaks down. As discussed previously, in this instance, SHmax will approximate the 
compressional P-axis of the strike-slip faulting. For a dominant fault strike of 069° (aligned 
with the plate-vector), the P-axis will exist at 45° in a clockwise direction resulting in 
SHmax=114°. When inverting for the stress field using all 130 shallow (<60 km) focal 
mechanisms from this study in one pooled cluster across the Southern Lakes, 
SHmax=114.0±10.5° and deformation is well constrained as strike-slip (Figure 5.19a). In the 
central Southern Alps, this plate vector aligned faulting style comprised a larger proportion 
of the focal mechanism catalogue, and SHmax=115° is again 45° clockwise from the slightly 
higher NUVEL-1A relative plate vector of c. 071°. 
I test to see if these stress inversion result can be replicated using a synthetic set of focal 
mechanisms biased towards strike-slip faulting along fault planes aligned at 069°. I produce a 
Monte Carlo distribution (2σ=15°) of 100 mechanisms around a mean mechanism of 
strike/dip/rake = 069°/90°/180° and error !!=25° (Figure 5.19c). Stress inversion for this 
synthetic distribution of mechanisms estimates SHmax=114.8±10.4° (Figure 5.19b). This result 
is essentially indistinguishable from pooled mechanisms inversion results for all shallow 
mechanisms used in this study (Figure 5.19a). 
                                         
1 In this context ‘inactive’ refers to faults not included in the New Zealand Active Fault 
Database, http://data.gns.cri.nz/af/. Faults are included in this database if they show 
evidence of rupture in the last 125 kyr. However, it is likely many ‘inactive’ faults slip more 
frequently than this, as suggested by seismicity in the region.  
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Figure 5.19 a) Stereonet of stress inversion results using all shallow focal mechanisms (134) 
pooled together. b) Stereonet of stress inversion results using a Monte Carlo distribution of 
100 mechanisms around an average mechanism of strike/dip/rake=069/90/180 (shown in c). 
This synthetic test shows the same result as a). c) Average mechanism use in synthetic 
testing of a dextral strike-slip fault aligned with the plate vector. These events are abundant 
in the microseismicity and their dominance is biasing SHmax towards the P-axis. 
5.2.3: Discussion 
Microseismicity focal mechanisms in central South Island can be interpreted in two ways. 
Either, SHmax in the Southern Lakes is not oriented close to 115°, and the inversion result is 
heavily biased towards the P-axis of strike-slip faulting; or alternatively, SHmax is truly close 
to 115° and another kinematic process is controlling the principal slip direction at 45° from 
this. This section presents a discussion and comparison for both interpretations. Ultimately 
however, insufficient independent stress measurements exist in the region to make an assured 
conclusion, especially when trying to resolve small possible rotations in SHmax.  
Firstly, by considering results from the Southern Lakes and central Southern Alps in 
isolation, the apparent stress field appears to be heavily biased by plate vector aligned 
faulting (Figure 5.19). SHmax approximates the P-axis because the inversion process assumes 
certain aspects of fault behavior, which have been shown to not hold true. In particular, the 
method of Arnold and Townend (2007) combines two separate Matrix-Fisher stress 
distributions, one for each plane, into a single mechanism specific stress field. However, given 
one preferred slip orientation, the single Matrix-Fisher distribution for the dextral plane is 
most representative. In this case, as McKenzie (1969) shows, the orientation of SHmax could lie 
anywhere between 069° and 159° (i.e. simply constrained to be within the P-axis quadrant of 
the dominant focal mechanism). The uncertainties of SHmax are therefore underestimated by 
the inversion method, and errors should be closer to ±45°. SHmax therefore may be 
comparable to the maximum contractional strain rate azimuth (c. 90—100° in the Southern 
Lakes), and the preferred strike-slip faulting style well aligned in an Andersonian sense (lying 
at c. 30° from SHmax).  
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In the second possible interpretation, the inverted stress field is considered representative of 
its true state, and slip is dominated by faults non-optimally oriented in an Andersonian 
sense. This second interpretation is based on the following observations that have been 
proposed in support of a relatively constant triaxial stress field across the central South 
Island (e.g. Sibson et al. 2012):  
1. SHmax≈115° is consistent across a large portion of South Island, based on observations 
from numerous geological and geophysical methods including bore-hole breakouts and 
active fault slip directions (Nicol and Wise; 1992; Anderson et al., 1993; Pettinga and 
Wise, 1994; Balfour et al., 2005; Sibson et al., 2011, 2012; Townend et al., 2012; Holt 
et al., 2013).  
2. SHmax=114.4° for cluster 8 in this study (Figures 5.14, 5.15b). This cluster contains 
predominantly reverse mechanisms within the subducting Australian slab, yet 
exhibits the same SHmax direction as shallow, strike-slip dominated seismicity. 
3. Inverting for the stress field using a single cluster of non-plate vector aligned faulting 
only (n=70, having removed mechanisms with the dextral plane within 20° of the 
plate vector) calculates SHmax=115.8±12°. 
4. SHmax≈115° is approximately consistent with the relative plate motion being 
accommodated by a plate boundary aligned with the >10 km-scale azimuth of the 
Alpine Fault (as discussed in Section 5.2.1).  
However, a number of counter arguments also exist for the above observations (point 
numbers correspond to those in the previous list): 
1. The majority of these studies consider stress orientations north of -44° latitude, 
where, as discussed, the convergence direction exists at a higher angle to the plate 
boundary. Studies undertaken in southern South Island (Walcott, 1984; Moore et al. 
2000) estimated smaller, although poorly constrained SHmax orientations of 103±18° 
and 100—150° respectively. Estimates of SHmax from the Dunstan Fault (oriented at 
033°, and generally regarded to be pure reverse in nature (Beanland et al., 1989), 
suggest SHmax=123° (Sibson et al., 2012). However, as noted by Sibson et al. (2012), 
horizontal displacements only become geomorphically apparent when they exceed the 
vertical displacement, and, as focal mechanisms from this study indicate, oblique slip 
does occur in the vicinity of the Central Otago reverse faults (Figure 5.22). This 
highlights the large uncertainties (up to ±45°) associated with constraining stress 
orientations from fault slip data, especially when considering small (c. 10—15°) 
possible rotations in SHmax.  
2. It may not be reasonable to assume the state of stress associated with bending in the 
shortening lithosphere is comparable to that in the shallow overlying crust. 
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3. This distribution of focal mechanisms is now dominated by reverse faulting 
mechanisms, and is also insufficiently varied. Constraining the relative number of 
plate vector aligned strike-slip mechanisms to include in the inversion is difficult and 
somewhat subjective.  
4. Estimates of stress loading made by Pearson et al., (1995) and Beavan and Haines 
(2001) are based on estimates of relative plate convergence applicable to the northern 
Alpine fault at -43° latitude (convergence azimuth=073°), and actually estimate the 
direction of principal contraction is 110°. The method is also very sensitive to the 
azimuths used for the stress loading calculation. As previously discussed, SHmax 
predicted from this approach could be as low as c. 100° in the Southern Lakes.  
It appears that using the current distribution and uncertainties of stress measurements across 
South Island, it is not possible to distinguish small-scale rotations in SHmax to conclusively 
support or disregard predicted small along-strike variation in the stress field arising from 
plate vector rotation. Errors associated with focal mechanism derived stress orientations may 
be significantly underestimated by the stress inversion method in the case of an organised 
slip direction, and SHmax from focal mechanisms in the region could lie anywhere in the range 
of 069—159°. Although measurements of SHmax from other methods are consistent and within 
error of the bisecting line between the plate convergence vector and plate boundary normal, 
it is worthy of note that mean values are consistently oriented 5—20° clockwise of this, and 
rarely anticlockwise. The effects of gravitational stresses cannot explain this, as gravitational 
potential energy variations provide an anticlockwise effect, given the long wavelength 
topography of the Southern Alps (the mountains experience gravitational collapse 
perpendicular to their strike). The calculated SHmax orientation is within error of the principal 
contraction direction for microseismicity calculated in Section 5.1.5 (120°), however, neither 
orientation agrees with that predicted by plate tectonic loading. It appears therefore, that 
strain released as microseismicity is not representative of the long-term accumulated strain 
field.  
One observation is clear: slip is dominated by plate-vector aligned dextral faults along the 
length of the Southern Alps. Unless this effect is properly accounted for, or comparison with 
independent methods, such as borehole breakouts, is made, focal mechanisms alone should 
therefore not be used to confidently infer SHmax in the region. If it is assumed that SHmax is 
indeed c. 115°, then is it necessary to explain why slip is dominated by plate-vector aligned 
faults. Given typical internal friction angles in the range 0.6<!!<1 (Byerlee, 1978) these 
faults are non-optimally oriented in an Andersonian sense. As noted by Sibson et al. (2012), 
large-displacement continental strike-slip faults generally do not follow simple Andersonian 
type relationships with respect to the stress field (Anderson, 1905). The San Andreas exists 
at a high angle (up to 85°) to SHmax, with small rotations only observed within a few hundred 
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metres of the fault (Mount and Suppe, 1987; Townend and Zoback, 2004; Townend, 2006). 
This appears to also be the case of the Alpine Fault, for the northern sections at least, where 
the fault lies at c. 60° to SHmax.  
To examine controls on fault slip it is necessary to consider the Coulomb criteria for brittle 
shear failure in a fluid saturated rock mass (Ranalli, 1995): 
                                          ! = ! + !!!!! = ! + !!(!! − !!)                                 (5.12) 
where ! and !! are the shear and normal stress components on the fault plane, C is the 
cohesive rock strength, !! is the internal friction and !! is the pore fluid pressure. In this 
case, shear failure occurs on planes oriented at an angle, !, to the maximum principal stress, 
S1, given by: 
                                                     ! = 0.5 tan!! 1 !!                                      (5.13) 
An increase in !  can therefore be accommodated by a lower !! . This process has been 
proposed for the southern Alpine Fault, which exhibits a low coefficient of friction μ=0.12—
0.37 (Barth et al., 2013, 2014), comparable to gouges from the San Andreas fault and Nankai 
subduction zone (Lockner et al., 2011; Carpenter et al., 2011, 2012).  
Thus it is possible that low fault strength, arising from a low coefficient of friction, could 
explain misoriented dextral fault slip in central South Island for SHmax equal to 115°. 
Increasing pore fluid pressure to near-lithostatic values, or increasing differential stress (S1-
S3), such that S3≈ !! (Sibson, 1985) may also allow for unfavourable failure orientations, 
although critically, neither of these processes can explain why other, more favourably 
oriented planes do not slip as well. 
Another possibility is that the observed slip is accommodating the relative plate vector by 
minimising the total work done against gravity throughout the system. Slip on non-plate 
vector aligned strike-slip planes requires further slip on reverse structures; slip on just plate 
vector parallel faults is the most efficient system to accommodate the relative collision.  In 
other words, the plate boundary may be striving to be organised as a perfect transform fault, 
away from the control imposed by the inherited structure of the Alpine Fault.  
In conclusion, whilst the orientation of the triaxial stress field in central South Island appears 
to be relatively constant, measurements are currently not sufficiently precise to examine 
small-scale rotations along strike, or sufficiently dense to examine the effect of individual 
fault systems or topography. However, this study has shown that a dominant microseismic 
slip direction exists, in spite of this apparently unfavourable stress field. This slip direction 
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appears to be controlled by the plate convergence direction, although further work is required 
to fully understand this process.  
5.3: Regional Seismicity 
In this section I present the results outlined in Section 5.1 in a regional context. Regions are 
selected on their distinct seismic and tectonic characteristics (Figure 5.20). This section 
should be considered an observational summary, focusing primarily on describing notable 
distributions and styles of deformation in each region, although some limited interpretation is 
offered where necessary. Detailed interpretation of the seismicity in a regional tectonic 
context, in particular with respect to thermo-kinematic modelling presented in Chapter 3, is 
synthesised in Chapter 7. In particular this section aims to address the following questions 
concerning spatial and temporal seismicity patterns: 
1. What is the relationship between known active faulting and seismicity? Are 
known faults associated with microseismicity, and can microseismicity be used 
to infer unknown faulting?  
2. At what depth does the base of the seismogenic zone occur, and how does it 
vary across the study region? 
 
Figure 5.20: Overview map of distinct seismicity regions discussed in detail in Sections 5.3.1 
– 5.3.7. Red circles indicate seismicity recorded in this study, events are scaled by magnitude.  
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5.3.1: Central Otago Fold and Thrust Zone 
The Central Otago fold and thrust zone exhibits the lowest seismicity rates in the study 
area, despite including the longest combined length of active surface fault traces (Figure 
5.12). Events occur in the shallow to mid-crust and define a seismogenic zone extending to 
approximately 20 km deep, although all but three events occur at depths <12 km (Figure 
5.21). This depth is consistent with thickness estimates of the elastic-frictional part of the 
crust based on the spacing of thrust faults (Jackson et al. 1996).  
Seismicity does not correlate with possible down-projections of major reverse faults 
(assuming non-listric nature and dips of 45°, Figure 5.21). This disjunction between 
microseismicity and active fault traces supports the consensus that motion on the reverse 
faults in Central Otago is episodic in nature, with long periods of quiescence interrupted by 
large displacements, which release close to all the total accumulated strain (Beanland and 
Berryman, 1989). An insufficient number of events occurred over the study period to confirm 
or deny the seismic properties of the proposed mid-crustal detachment ramp (Section 3.4, 
Ellis et al., 2004; Lamb et al., 2015) underlying the region. One reverse focal mechanism is 
constrained 20 km beneath the Dunstan Mountains (Figure 5.21), however the planes appear 
too steep to match the estimated detachment dip of c. 10°. Despite the dominantly reverse 
nature of the surface faulting, strike-slip mechanisms occur with dextral planes 
approximating the relative plate vector direction as previously discussed. 
 
Figure 5.21: Cross-section showing crustal seismicity along the cross-section X—Y (Figure 
5.22) in the Central Otago fold and thrust region. Seismicity does not appear to relate to 
down-dip projections of major reverse faults and is instead distributed in the shallow-mid 
crust 5—20 km deep. All focal mechanism solutions shown are lower hemisphere projections, 
with compressional quadrants, indicating motion into the page shaded. CF=Nevis Cardrona 
Fault System, PF=Pisa Fault, DF=Dunstan Fault.  
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Figure 5.22: Overview of seismicity in the Central Otago fold and thrust region. Events from 
this study (circles) and 10 years of GeoNet events (2000—2010) are shown. Both catalogues 
indicate low levels of seismicity in the region compared to the rest of the Southern Lakes. 
The line X—Y shows the location of the cross-section in Figure 5.21.  
5.3.2: Lindis Pass and Ostler Fault Zone 
The northeast striking, reverse Longslip and Lindis Pass faults link the distributed fold and 
thrust faults of Central Otago with the McKenzie Basin in western Canterbury (Figure 5.23). 
The faults exhibit clear surface trace offsets and recurrence intervals of 3.5—5 ka (Van 
Dissen et al. 2003). No paleoseismicity studies have been undertaken on these faults, hence 
their subsurface geometry and slip rate is largely unknown. Microseismicity from this study 
indicates active deformation at mid-crustal depths (10—20 km) beneath the Lindis Pass, but 
this seismicity cannot be attributed to a known surface fault expression. 
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Figure 5.23: a) Overview of microseismicity in the Lindis Pass and Lake Ohau region. 
Symbols are the same as in Figure 5.22. b) Vertical cross-section along the line X—Y shown 
in a). The surface expression of the Ostler Fault Zone is labeled, and the known near-surface 
steeply dipping trace drawn (black). The inferred crustal projection of the Ostler Fault Zone 
down to 20 km is shown (dashed line). Focal mechanisms in cross-section are side-on 
projections, where shaded quadrants indicate motion into the page.  
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The Ostler Fault Zone is comprised of a series of discontinuous northeast striking surface 
fault traces spanning a 3 km wide deforming zone (Figure 5.23). Large, surface-rupturing 
earthquakes (>M6) associated with the Ostler Fault Zone occur approximately every 3000 
years (Van Dissen et al., 1994); no large events have been recorded since the 19th Century. 
Motion on the fault system is purely reverse (Read 1984; Davis et al., 2005) and the fault 
system accommodates between 0.8—1.7 mm/yr of convergence to the east of the Alpine 
Fault (Blick et al., 1989; Amos et al., 2007).  
Shallow reflection seismic lines show that within 300 m of the surface, the fault zone is 
characterised by a principal fault which dips north-west at 45—55° and two subsidiary faults 
dipping north-west at 23—30° (Ghisetti et al., 2007; Campbell et al., 2010). Below this depth 
the structure becomes a single c. 55° dipping fault. The geometry of the fault below 1km, 
particularly whether it shallows to become listric at depth, is unknown. The surface length of 
the fault zone indicates it ruptures at depths >5 km (Campbell et al., 2010). Restored basal 
geology sections indicate the fault may be a reactivated normal fault, which originally formed 
with the Late Cretaceous to Paleocene opening of the Tasman Sea (Ghisetti et al., 2007; 
Campbell et al., 2010). A perpendicular vertical crustal cross-section across the fault zone 
(Figure 5.23b) reveals a c. 57° northwest dipping zone of seismicity extending from the 
surface expression of the Ostler Fault Zone. Two fault plane solutions at 17—20 km depth 
exhibit reverse faulting mechanisms, one plane of which is consistent with this dipping zone 
of seismicity. Surface projections of these fault planes (allowing for errors in fault plane 
solutions) match the surface expression of the Ostler Fault Zone. It is possible that this zone 
of seismicity therefore represents the mid-crustal extension of the Ostler Fault Zone. The dip 
is consistent with surface observations, and supports the hypothesis that that fault is a 
reactivated normal fault (Ghisetti et al., 2007) as it does not appear to become listric at 
depth.  
5.3.3: The Shotover Valley 
A 20 km-wide, approximately north-south striking zone of shallow seismicity follows the 
Shotover Valley north from Queenstown to the Matukituki Valley (Figure 5.24). Minimal 
shallow seismicity occurs to the immediate east (Motutapu Valley) or west (Richardson 
Mountains). This zone of seismicity is recorded in the long-term GeoNet database and by 
Scholz et al. (1973); events are predominantly shallow and located at the 5 km velocity 
model boundary. The installation of ASPR in the Matukituki Valley in October 2012 has 
allowed for improved hypocenter depth constraints and focal mechanism generation for 
seismicity in the valley. Events are most frequent to the south east of the westwards dipping 
Moonlight Fault Zone, and locate 10—22 km deep. To the north of the -44.7° latitude line, 
events appear to mirror topography and follow the bend in the valley to the northwest 
Chapter 5: Microseismicity and Stress in the Southern Lakes         197 
(Figure 5.24). Events also occur at the north of the valley, close to COSA site ASPR. These 
events are discussed in the context of the ML6.0 Wanaka earthquake in Chapter 6.  
Structural features in the Shotover region (Moonlight Fault Zone, Shotover Antiform and 
foliation) are generally north to north-north-east striking, suggesting the shallow seismicity 
zone may have a structural control. No active features are included in the active fault 
database, but small inactive faults have been found in the Shotover Valley. Barry (1966) 
mapped a 015° striking, steeply dipping kink fold zone in the central Shotover Valley, to the 
east of the Moonlight Fault Zone. In places the offset along this fold zone is sufficiently large 
that the zone is referred to as the Shotover Fault (Figure 5.24). This fault is rarely referred 
to in the literature, mentioned only in Turnbull et al. (1975) and its extent is unknown; it is 
not mapped further north into the upper Shotover Valley.  
Surface evidence of sinistral, north-striking faulting exists in the central Shotover Valley 
(Figure 5.25). Offset river channels and terraces of Quaternary age indicate left-lateral slip-
sense along an 8 km long portion of fault close to the Branches Station. This fault trace has 
been mapped in the field (Unpublished data record sheet, GNS) and named as the Branches 
fault, yet does not appear on Qmap or in the active fault database. Sinistral faulting in the 
region is likely to be accommodating distributed dextral deformation through block rotation 
and ‘bookshelf’ faulting, a mechanism that is required by Sutherland et al. (2006) to balance 
the relative plate motion (Figure 2.8).  
Focal mechanisms of microseismicity mostly do not align with the strike of these surface 
strike-slip faults. One mechanism to the northwest of the Branches fault (Figure 5.25a) 
indicates sinistral motion along a similarly striking plane (013°). However, this mechanism 
exhibits poor coverage of the focal sphere and is only constrained by seven polarities, 
meaning the strike could vary by up to 20°. Instead focal mechanisms are mostly rotated 
anti-clockwise by 20—30° such that the dextral plane aligns with the plate vector direction of 
c. 070° (Figure 5.25b). A deepening in hypocenter locations is observed towards the south of 
the Shotover valley, the average depth of seismicity increases from c. 14 km beneath the west 
Matukituki Valley to c. 20 km beneath Queenstown. This deepening of events appears to 
correlate well with a high QP (>900) region (70—100 km SE of the Alpine Fault in Figure 
5.5d) and the proposed mid-crustal detachment from thermo-kinematic models in this study 
(Section 3.4).  
Figure 5.24 (Next page): Overview of seismicity in the Shotover Valley. A north-south 
striking zone of shallow crustal seismicity (5—20 km) exists within the central Shotover, 
Focal mechanisms indicate strike-slip faulting with the dextral plane aligned with the 
convergent plate vector. However, surface evidence of sinistral faulting exists (Figure 5.25, 
location indicated by square).  
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Figure 5.25: Geomorphological surface evidence of sinistral strike-slip faulting in the central 
Shotover Valley. a) Local geology (from Qmap) overlaying Landcover Terrain Map, with 
mapped and inferred faults shown. Labels A-G mark geomorphological features indicative of 
strike-slip faulting; river offsets (A, B) and sag ponds (C-G). b) Oblique view (Google Earth, 
Digital Globe, 2015) showing inferred active faulting (yellow dashed line) and 
geomorphological features A-G. Offset rivers are highlighted in blue to show sense of offset 
(sinistral).  
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The question remains as to why the zone of seismicity is restricted to the Shotover Valley 
and minimal seismicity is observed within 15 km to the east and west. It is possible that 
north-northeast striking regional structures simply control the distribution of seismicity, not 
the orientation of the mechanisms themselves. The schist in the Shotover region is highly 
fractured as a result of Cenozoic motion on the Moonlight Fault Zone and Shotover antiform, 
yet preferential dextral slip may occurs on those fractures aligned with the relative plate 
vector direction. One other possibility is that the seismicity zone is related to the northwest 
dipping Nevis-Cardrona fault system to the southeast of the Shotover Valley (Figure 5.24). If 
this fault system extends to the mid-crust, the zone of seismicity may represent an 
intersection with the proposed mid-crustal detachment. Given the geometric constraints of 
the detachment from thermo-kinematic models (Section 3.3), and assuming no change in 
strike or dip of the Nevis-Cardrona Fault with depth (c. 203°/45°), the expected trend and 
plunge of the line of intersection would be c. 200°/10, approximately what is observed.  
5.3.4: Makarora and Haast 
The ML4.3 Dingle Burn earthquake on 05/09/2013 was the largest event recorded inside the 
COSA network over the study period. The event occurred at a depth of 18 km and was 
succeeded by a sequence of 17 detected aftershocks spanning ML1.0—3.3 within 2 km of the 
mainshock and at shallower depths (7—13 km, Figure 5.28). The focal mechanism of the 
ML4.3 event is relatively well constrained and exhibits strike-slip faulting with a dextral 
plane oriented with a strike/dip/rake=095°/77°/180° (Figure 5.27). Focal mechanisms of 
three aftershocks exhibit similar faulting style, but are not constrained by a polarity at 
HUVA; acausal ‘ringing’ is observed on the vertical channel2 immediately preceding the P-
arrival, meaning the polarity cannot be unambiguously determined. 
Seismicity in the Makarora and Haast Pass region (Figure 5.26) is dominantly shallow-mid 
crustal (2—20 km), but deeper, sub-crustal events are observed down to depths of 65 km. 
Events in the deep crust (20—40 km) exhibit strike-slip mechanisms, again with a dextral 
plane aligned with the relative NUVEL-1A plate motion vector of c. 250°. As discussed in 
Section 5.1.2 events in the deep crust (20—40 km) may have poor depth constraints, as 
HAAS is not used for location. Events deeper than 40 km are well constrained and exhibit 
depth errors within ±3 km, although were too small for focal mechanisms to be determined.  
                                         
2 This effect is observed for all ESP-40T sensors (HUVA, ASPR, TEPE) for moderately sized 
(c. ML3) nearby events (within c. 30 km of the site), and is linked to the anti-aliasing FIR 
filter. For larger events, the effect is minimised as the signal amplitude greatly exceeds the 
noise.  
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Figure 5.26: Overview of seismicity in the Makarora/Haast Pass region. Symbols are the 
same as Figure 5.22.  
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Figure 5.27: a) Focal mechanisms of the ML4.3 05/09/2013 Dingle Burn earthquake and b) 
three largest aftershocks. Aftershock mechanisms exhibit similar strike-slip faulting style to 
the mainshock, but appear to show a component of normal motion as the centre of the 
mechanism is not constrained by a polarity a HUVA. The polarity was unable to be 
unambiguously recorded on the vertical channel at HUVA as acausal ‘ringing’ is observed in 
the data for 0.2 seconds preceding the P-arrival (c). The polarity is most likely positive for 
all three aftershocks, which would result in mechanisms similar to the mainshock, varying 
the rake, but not the strike of either plane.  
 
Figure 5.28 Vertical cross-section along the line X—Y’ in Figure 5.26 showing locations of 
earthquakes near the ML4.3 05/09/2013 Dingle Burn earthquake. Events do not correlate 
with the down-dip projection of the Cardrona Fault (CF) and instead define a steeply 
dipping structure consistent with focal mechanisms. Focal mechanisms in cross-section are 
side-on projections, where shaded quadrants indicate motion into the page. 
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5.3.5: The Southern Alpine Fault 
The southern Alpine Fault is known to exhibit higher rates of seismicity than the central 
Alpine Fault (Evison, 1971; Leitner et al., 2001, Boese et al., 2012). Event locations from this 
study support this observation, indicating a sharp increase in shallow seismicity and seismic 
moment release (Figure 5.12) southwest of Jackson’s Bay relative to the region northeast of 
Haast (Figure 5.29a). Events are distributed across both sides of the surface fault trace, in 
contrast to the central Alpine Fault where microseismicity is dominantly restricted to the 
southeast of the fault (Boese et al., 2012).  
Estimates of the seismogenic depth along the southern Alpine Fault are compromised by 
sparse station spacing, despite the increased coverage from COSA stations. At the northern 
and southern limits of the onshore southern Alpine Fault (Figure 5.29a), events occur to 
depths of 17—20 km. However, these events are only observed within c. 20 km of JCZ and 
MSZ. Between these stations, events commonly cluster at the surface or the 5 km velocity 
model boundary (see Section 5.1.2 for discussion) and exhibit large scatter in their posterior 
density functions (Figure 5.29c), indicating their depths are poorly constrained. Apparent 
along-strike changes in seismogenic depth indicate a shallowing to c. 8 km beneath the 
Olivine Range, but is mostly likely an artifact of poor station coverage. Poor station coverage 
means the sub-surface geometry of the southern Alpine Fault cannot be deduced from 
hypocenters alone, but some constraints may be offered by focal mechanisms.  
Hypocentres of events >20 km deep are better constrained and exhibit smaller posterior 
density function scatter associated with their hypocentres (mostly constrained within ±2 
km)(Figure 5.29c). Two events at 38 and 39 km depth occur 20 km east of Big Bay. The 
largest of these was a ML3.8 event exhibiting a strike-slip mechanism with the dextral plane 
aligned east-west, parallel to neither the surface trace of the southern Alpine Fault nor the 
relative plate vector direction. Five further events along strike occur between depths of 30—
40 km (Figure 5.29c) although were too small for focal mechanisms to be constrained.  
Southwest of Haast, surface mapping of the southern Alpine Fault indicates the fault plane 
becomes increasingly strike-slip and steeply dipping, with the northwestern side upthrown 
(Hull and Berryman, 1986; Sutherland and Norris, 1995; Barth et al., 2013). Focal 
mechanisms from this study support this faulting style; the majority of mechanisms  
Figure 5.29 (Next page): a) Overview of seismicity along the southern Alpine fault. Focal 
mechanisms of notable earthquakes are shown. b) Vertical cross-section along line X—Y to 
show location of ML5.2 3rd July 2013 Thurso River earthquake. c) Vertical along strike cross-
section along line A—B showing seismicity within 15 km of the southern Alpine Fault surface 
trace. Focal mechanisms in cross-section are side-on projections, where shaded quadrants 
indicate motion into the page. 
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exhibiting a strike-slip faulting style with the sub-vertical dextral plane aligning with the 
surface fault trace (c. 056°, Figure 5.29a).   
The largest event to occur over the study period was a ML5.2 event on the 3rd July 2013, 17 
km north of MSZ, close to the southern termination of the onshore southern Alpine Fault 
(The Thurso River earthquake, Figure 5.29). The sinistral focal plane strike is well 
constrained by two polarities. The dextral plane is less well constrained, but aligns with the 
surface trace of the southern Alpine Fault and suggests a steeply (c. 80°) northwest dipping 
plane, consistent with offshore active source seismic observations of the fault zone (Barnes et 
al., 2005). 
5.3.6: Dart and Puysegur 
Seismicity in the Dart Valley region is bi-modally distributed between shallow (<12 km) and 
subcrustal (70—100 km) events (Figure 5.30). A sharp, north-west striking boundary exists 
between the two modes of seismicity, and few events occur between the two dominant 
depths. Shallow seismicity is dominantly strike-slip in nature, with the dextral plane largely 
oriented with the relative plate vector (Section 5.2). In March 2013 a shallow earthquake 
sequence of 48 events began beneath the Rees Valley (Figure 5.31). The sequence is not 
detected in April 2013, but restarts as a second phase in late May 2013 and continues 
through to mid-June 2013. The sequence had no distinct mainshock; the largest event was 
ML2.3 on 2nd June 2013, however three other events above ML2.0 were recorded within the 
sequence during the study period. A ML1.9 event was recorded in the same region on 4th 
December 2012, accompanied by two ML>1.3 events later that month. All events occurred 
between 2 and 12 km depth and show no spatial pattern with time. No large regional events 
occurred prior to either phase of the sequence. Slip vectors from four sequence focal 
mechanisms indicate northeast southwest shortening accommodated by oblique reverse 
faulting (Figure 5.30). No fault can be identified using hypocenter locations.  
Subcrustal seismicity in the Dart region is distinct from the Puysegur subduction zone, 
forming a cluster of events at 70—100 km depth, separated from the main Wadati-Benioff 
zone by c. 25 km (Figure 5.3, referred to as the ‘Dart cluster’). This subcrustal seismicity is 
predominantly reverse, with planes striking sub-parallel to the subducting Australian plate 
interface. Two normal mechanisms indicating extension in a southeast direction occur at the 
northeastern edge of the cluster. These focal mechanisms are comparable with sub-crustal 
events recorded by Boese et al. (2013) in the Makarora region and beneath the central Alpine 
Fault, which exhibit oblique reverse motion and a near vertical S3 axis.  
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Figure 5.30: Overview of seismicity in the vicinity of the Dart and Rees Valleys. Legend is 
the same as in Figure 5.22, aside from a different event depth colour scale. Events are bi-
modally distributed at shallow (<10 km) and subcrustal 70—90 km depths.  Shallow events 
are dominantly strike-slip, whilst thrust faulting dominates the deeper events.  
Farther south, the Puysegur subduction zone exhibits the highest moment release and the 
largest range in hypocentral depths (0—163 km). Seismicity in the region is dominated by a 
Wadati-Benioff zone highlighted by low attenuation and a high QP factor (Eberhart-Phillips 
et al. 2015; Figure 5.5e), indicative of cold Australian oceanic material, which has been 
subducting since the Miocene (Walcott, 1998; Sutherland et al., 2000). The steepest dip is 
observed below c. 75 km depth between Milford and Doubtful Sounds. This geometry is 
consistent with the twisted subduction zone model of Reyners et al. (2002) whereby a 
steepening in the subducted slab is observed alongside a northwards clockwise rotation in 
subduction zone strike. Focal mechanisms within the slab are hard to constrain using the 
COSA network, given the poor azimuthal coverage; only four events have focal mechanisms 
constrained and show oblique reverse motion with the dextral plane striking sub-parallel to 
the Puysegur margin and one plane aligned with the plate interface.  
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Figure 5.31: Event magnitudes with time during the Rees Valley earthquake sequence (events 
in region shown in Figure 5.31). Two distinct periods of activity are observed in March 2013 
and May—June 2013. Local magnitudes range between ML0.5—2.3 with no clear mainshock 
observed in either sequence period. The largest magnitude events occur in the middle of each 
sequence. No pattern in depth distribution is observed. 
 
Figure 5.32: Overview of seismicity in the Puysegur/Fiordland region as recorded in this 
study. Seismicity outlines a steeply southeast dipping Wadati-Benioff zone associated with 
the subduction of Australian oceanic crust. Focal mechanisms are predominantly reverse, 
although are hard to constrain given the distance outside the network. Focal mechanisms in 
cross-section are side-on projections, where shaded quadrants indicate motion into the page. 
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5.3.7: Dunedin  
More than 40 events, 50 km north of Dunedin, were originally located as earthquakes at 
depths of 2—50 km (Figure 5.33a). The ten-year GeoNet catalogue has no seismicity at 
depths of more than 10 km in the region. These events mostly occurred during the afternoon 
(local time) and were all of similar magnitudes between ML1.0—1.4. These events were 
subsequently identified as explosions associated with gold mining activity at Macraes Mine 
and have been mislocated. Their hypocentral distances were originally overestimated and 
located at depth in a faster velocity layer. By fixing hypocentres to the surface, the path is 
forced through slower near-surface velocity layers and hypocentral distances decreased. The 
events relocated towards to the northwest, closer to the network and Macraes mine (Figure 
5.33b). However, given limitations of the velocity model, and the fact that these events lie 
nearly 100 km from the network, their true location cannot be accurately determined.  
 
Figure 5.33: Hypocentre locations for original mislocated (left) and relocated (right) 
explosions from the Macraes mine after fixing their depth to 0 km. Six events were not 
explosions, and so were unchanged.  
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View of the Matukituki Valley looking northwest towards the branch of the East Matukituki River. 
The photo was taken on the northern slope of Niger Peak in March 2013, approximately 2 km from 
the epicenter of the 4th May 2015 ML6.0 Wanaka Earthquake. The peak in the background is Mount 
Avalanche (2606 m), Mount Aspiring Station is seen in the foreground
 
 
 
 
 
 
 
 
 
 
 
   
 Chapter 6 
4th May 2015 ML6.0 Wanaka 
Earthquake and Aftershock Sequence 
 
 
A ML6.0 earthquake occurred 9 km beneath the Matukituki Valley and within the COSA 
network on 4th May 2015 (‘The Wanaka earthquake’). This chapter uses methods outlined in 
Chapter 4 to create a detailed catalogue of aftershocks and discuss the earthquake sequence 
in the context of the regional seismicity. I detect events (Section 6.2.1) using matched-filter 
cross-correlation alongside Calum Chamberlain (VUW)1 using his Python and Matlab codes 
originally written for low frequency earthquake detection (Chamberlain et al., 20142). The 
rest of the work in this chapter is undertaken solely by myself. To maintain consistency with 
the rest of the thesis this chapter is therefore written in the first person singular. I try to 
minimise repetition from the rest of the thesis, but the reader is referred to Chapter 4 for 
methods used for event location and magnitude and focal mechanism calculations.  
Aftershock focal mechanisms are tabulated in Appendix G, whilst the full aftershock 
catalogue is available as an electronic appendix provided with this thesis.  
 
                                         
1 CC ran template events (picked by EW-S) though continuous data with EQcorrscan and 
using parameters based on discussion with EW-S, to calculate detected events and lag times. 
EW-S then took the resulting event times to generate the rest of the catalogue and analysis 
in this chapter.  
2 The program utilised for event detection (EQcorrscan) and documentation can be found at 
http://calum-chamberlain.github.io/EQcorrscan/ 
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6.1: Introduction 
On 4th May 2015, at 02:29:19 UTC (15:29:19 local time) a shallow, large earthquake occurred 
beneath Niger Peak in the Matukituki Valley, 30 km northwest of Wanaka and 20 km 
southeast of the main divide of the Southern Alps. GeoNet registered the event as Mw5.8 at a 
depth of 4 km (Public event ID: 2015p332712). The earthquake generated peak ground 
acceleration of 11% g 60 km from the epicenter (GeoNet strong motion site NSBS, Figure 
6.1) and was widely felt across South Island, with several reports of minor damage in Otago. 
The earthquake triggered thirty-seven landslides with a total volume of c. 30,000 m3 within 
an 800 km2 area (Cox et al., 2015).  
Large earthquakes (M>5) in Central Otago are uncommon farther than 30 km inland from 
the Alpine Fault; GeoNet has registered only four others since 1928 (Figure 6.1). A 
subcrustal M5.9 event occurred at 50 km depth north of Lake Hawea in 1943. The three 
other events (the 1948 M5.0 Kingston, 1971 M5.0 Lake Benmore and 1998 M5.1 Waihemo 
earthquakes) were all shallow (<10 km) and close to known active fault traces. The 2015 
Wanaka earthquake was the largest event in Central Otago since GeoNet records began, 
occurring 50 km from the Alpine Fault in an area known to be seismically active, but where 
no active faults are mapped at the surface. The earthquake occurred close to the centre of 
the COSA network only 8 km from site ASPR (Figures 6.1, 6.2), providing an excellent 
opportunity to study the mainshock and aftershock sequence with the aim of identifying a 
fault plane.  
In this chapter 2545 aftershocks from the Wanaka earthquake are detected and precisely 
located using non-linear and relative double difference methods. Hypocentral depths for these 
aftershocks are well constrained by nearby stations and a wide azimuthal coverage of stations 
allows for precise focal mechanism calculation. Data from all COSA stations were collected in 
early June 2015, four weeks after the earthquake. Eight COSA stations were operational 
(including HAAS) and recorded the mainshock. However, a faulty flash card meant that data 
from ASPR were only intermittently recorded throughout the aftershock sequence, although 
this does not significantly limit the ability to catalogue aftershocks.  
6.1.1: Regional Tectonic Setting and Seismicity 
The dominant series of faults in the Matukituki valley are part of the Moonlight Fault Zone 
(MFZ, Figure 6.3). Current activity of the MFZ is disputed; Turnbull (2000) classifies the 
fault zone as inactive despite exhibiting minor (metre-scale) Quaternary motion. Wallace et 
al. (2007) and Stirling et al. (2012) classify the northern segment of the fault as active,   
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Figure 6.1: Large (M≥5) earthquakes in the Southern Lakes region as recorded by GeoNet 
since 1928. Background colours show the modeled modified Mercalli intensity scale (MMI) of 
the Wanaka earthquake from http://info.geonet.org.nz/x/SIDU.  
exhibiting a slip rate of 1 mm/yr and capable of producing a Mw7.8 event every 6 ka. The 
MFZ dips to the west and the Wanaka earthquake did not occur on a down dip projection of 
this fault system. The nearby Niger thrust fault strikes east—west and dips southwards 
beneath Niger Peak (Figure 6.3). The dip and motion on this fault is unknown, but is 
classified as inactive based on field mapping (Unpublished data record sheet, GNS). The axis 
of the Shotover antiform trends north—south at 005° within 1 km of the earthquake 
epicenter. This is a 65 km long fold structure, most likely related to Cenozoic reverse motion 
on the Moonlight Fault Zone (Craw, 1985). Schistosity in the eastern limb dips east-south-
east at 39—51° and in the western limb dips south-south-west at c. 30° (Turnbull, 2000; 
Unpublished data record sheet, GNS) although the fold axis itself is poorly constrained in the 
vicinity of the earthquake. 
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Figure 6.2: Seismograph of the Wanaka earthquake as recorded by COSA and GeoNet 
broadband stations. Amplitudes at ASPR have been clipped. A ML5.8 aftershock occurred 34 
seconds later, within the coda of the mainshock, and was not registered by GeoNet. Traces 
are scaled differently for plotting purposes. 
Earthquakes beneath the Matukituki typically occur at shallow to mid crustal depths (4—15 
km) and are more frequent beneath the south side of the valley and to the east of the MFZ 
(Figure 6.3). The GeoNet catalogue from 2000—2010 shows little variation in hypocenter 
depth and most events cluster around the default 5 km velocity model depth, reflecting the 
poor depth resolution available from the sparse national network in central South Island. The 
installation of COSA station ASPR in the valley in October 2012 made it possible to more 
accurately calculate the hypocentral depths of the background seismicity alongside detection 
of smaller events (Sections 5.1.2 and 5.1.3). Two ML3.1 and ML3.2 events occurred in 2013 
within 2 km of the 04/05/15 earthquake. These events both indicate strike-slip faulting, with 
the dextral fault plane striking between 235—270° (Figure 6.3).    
Figure 6.3 (next page): Top: Vertical cross-section along the line A—B. Schistosity is plotted 
from Turnbull (2000) and field measurements from this study. Focal mechanisms are plotted 
side-on. Bottom: Background seismicity in the vicinity of the Wanaka Earthquake (yellow 
star). Focal mechanisms for two previous ML3.1 and ML3.2 events have been calculated 
within 2 km of the Wanaka earthquake and show similar faulting style. Faults from Turnbull 
(2000) and the New Zealand Active Fault Database (http://data.gns.cri.nz/af/). 
MFZ=Moonlight Fault Zone, NTF=Niger Thrust Fault. Mainshock mechanism shown is 
from: http://info.geonet.org.nz/display/appdata/Earthquake+Catalogue. 
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6.2: Methods 
6.2.1: Event Detection Using Matched-Filter Cross-Correlation 
Events were detected using waveform matched-filter cross-correlation based on the method of 
Gibbons and Ringdal (2006), adapted by Chamberlain et al. (2014). This method involves 
using template events (well constrained events with clear P- and S-phases) that are scanned 
through continuous data to identify similar waveforms (Figure 6.4). An event is detected and 
registered when the similarity of the waveforms (expressed as a correlation coefficient, !!) 
summed across all channels exceeds a network threshold. This method is well suited to 
aftershock sequence detection where earthquakes are assumed to have a high degree of 
waveform similarity owing to similar source properties and locations (Geller and Mueller, 
1980; Gibbons and Ringdal, 2006; Slinkard et al., 2013). By reducing the signal to noise ratio 
required for detections by up to 16 dB (Gibbons and Ringdal, 2006), smaller magnitude 
events can be detected than using an STA/LTA energy based detection method, therefore 
producing a more complete aftershock catalogue down to a smaller magnitude of 
completeness.   
I picked 100 events with clear P- and S-phases, detectable by eye, from the aftershock 
sequence to use as templates for cross-correlation (Figure 6.5). I required template events to 
have been recorded on at least four network stations, usually many more, to ensure precise 
locations. GeoNet strong motion sites (Figure 4.1) were also implemented in addition to 
COSA and GeoNet broadband seismographs. I only picked templates that occur during times 
when ASPR is operational to further improve location and depth constraints. Template 
events were distributed through time (up to 26 days after the mainshock) and space (up to 8 
km from mainshock hypocenters) to capture any evolution in the aftershock sequence. The 
100 template events were scanned through continuous 100 Hz data between 26th March and 
1st June 2015. Template events were clipped to individual one-second windows of P- and S-
phases (starting 0.1 seconds before pick times to allow for pick uncertainty) to exclude 
random noise preceding the S-phase that can reduce the similarity of waveforms. Templates 
and data were then filtered between 1—10 Hz to capture the peak spectral energy from the 
local earthquakes (Figure 6.6). During periods when data are unavailable from ASPR, data 
were linearly interpolated between small segments of data to avoid gaps in waveforms. 
Template channels from ASPR were removed and not used in correlation during times when 
data were not available to exclude poor correlation values. Single channel normalised cross-
correlation coefficients (Gubbins, 2004) were then calculated according to: 
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Figure 6.4: Example of an event detection (blue) using a well-defined template waveform 
(red). Single channel normalised cross-correlation coefficients (ψ!) calculated using Equation 
6.1 are to the right of each waveform. Waveforms are normalised for plotting. The sum of 
these cross-correlation coefficients across the network, is the cross-correlation sum (CCS). 
When CCS exceeds a threshold value, a detection is made.   
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Figure 6.5: Overview of 100 well-constrained template event locations. Left: Events are 
coloured by depth. A star shows location of the mainshock. Right: Vertical cross-sections 
showing template event locations along lines A—A’ and B—B’. MFZ=Moonlight Fault Zone, 
NTF = Niger thrust fault.  
 
 
Figure 6.6: Spectral energy plots for the vertical channel at TEPE on a low seismicity day 
(31/03/15, left) and the day of the Wanaka earthquake (04/05/15, right). Increased energy is 
observed between 1—50 Hz (frequencies above 50 Hz exceed the 100 Hz data Nyquist 
frequency) during the earthquake sequence. Waveforms were filtered between 1—10 Hz for 
correlation to remove long-period noise and poorly correlating higher frequencies. Figures 
generated using PQLX (http://earthquake.usgs.gov/research/software/pqlx.php).  
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                                  !! != ! (!!! .!!!!)(!!)!. (!!!!)!!!                                         (6.1) 
where !!is the continuous data, ! is the template data, ! is the first data sample within the 
template window and ! is each subsequent sample within the template window. !! ranges 
between -1—1 such that a perfect match between template and continuous data will produce !!=1 and a perfect negative correlation (e.g. a flipped waveform) !!=-1.  Single channel 
normalised cross-correlation coefficients are then summed across detecting stations to 
produce the network cross-correlation sum (CCS). A perfect self-detection should therefore 
produce CCS equal to the number of channels included in the template.  
Background noise varies throughout the data record, so the detection threshold was 
recalculated daily to allow for this variability. Events were classified as a detection when 
CCS exceeded a threshold value of ten times the median absolute deviation (MAD) of CCS 
for that day of data. This value is higher than that used previously for low frequency 
earthquake detection (Chamberlain et al. (2014) use a threshold of eight times MAD) to 
reduce the chance of false detections when including higher frequencies in the correlation. For 
a normally distributed random variable, the standard deviation, σ = 1.4826 times MAD, so 
ten times MAD = 6.745σ (Shelly et al. 2007). The corresponding probability, P, of a random 
occurring false detection occurring outside the threshold value can be calculated according to: 
                                                Ρ = !1 − erf 6.7452 = 1.53x10!!!                    (6.2) 
At a recording frequency of 100Hz (360,000 time steps per hour) and using 100 templates, 
this equates to 0.0005 false detections per hour, or 0.34 false detections over the 26 day 
period used here.   
An underlying assumption of using matched-filter cross-correlation is that in order to 
produce highly correlating waveforms, detected event hypocentres locate close to their 
corresponding template event. This assumption relies on the fact that variations in location 
will change the arrival times for both P- and S-phases at all stations, which will result in 
poor single channel cross-correlation values and hence reduce the network cross-correlation 
sum. How far away an event can occur from the template event, and still be detected, 
depends on the detection threshold, network geometry, number of channels correlated, event 
focal mechanism and to a lesser extent sampling frequency.  
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Figure 6.8: Example of lag-time generation to improve single channel normalised cross-
correlation coefficient !!. The one second template window is scanned through a one and a 
half second waveform window until the maximum !! is found. The resulting lag time is used 
to adjust the pick time and allow for variation in event location from the template event.  
 
To allow for small variations in location, lag-times were calculated for each phase of an event 
(Figure 6.8). Lag-times describe the time delay that must be applied to each phase in the 
template to produce the highest single channel cross-correlation coefficient and best describe 
the detected event’s location (Shelly et al., 2010). The one second template for each phase 
pick is scanned through a 1.5 second window centered on the template window allowing for 
up to 0.25 second variation in pick time. Single channel cross-correlation coefficients for the 
template against each position in the 1.5 second window are calculated to generate a 0.5 
second cross-correlation time-series. The position of the maximum within this time-series is 
then saved as a lag-time and the pick time is adjusted accordingly and output to a Nordic 
format file in SEISAN. Testing of this lag-time generation across the network found detected 
events generally occurred within a 1 km radius of the best correlating template. However, 
this distance decreases in the centre of the aftershock patch, as a higher density of templates 
means detections will be assigned to closer, better correlating templates at the de-clustering 
stage (Figure 6.9).  
I provisionally locate all detections linearly in SEISAN (using Hypocentre, Section 5.3.1) to 
generate event times. Given the nature of similarity between aftershocks, multiple templates 
detect the same event. Event detections very close in time are likely to be multiple detections 
of the same event using different templates. I therefore remove detections that have origin 
times within ±0.5 seconds of one another, limiting inter-event times for all detections to a 
minimum of 1 second, by assigning each detection to the template with which it correlated 
best. 
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Figure 6.9: Methodology flow for event detection using matched-filter cross-correlation 
adopted in this study. Methods and parameters are based on those used by Chamberlain et 
al. (2014).  
6.2.2: Event Location 
I first locate events by non-linear inversion in NonLinLoc using the methods and network 
specific parameters described in Section 5.3.5.  Further relocation is then undertaken using 
double-difference location methods (HypoDD, Waldhauser, 2001). Relative event location 
relies on the assumption that ray paths are similar for each event, given that for events close 
in space, the distance between events is small compared to the distance between the events 
and the recording stations (Got et al., 1994; Waldhauser, 2001). The relative distance 
between the two events can therefore be calculated by considering the difference in travel 
times to the same recording station. Event locations are greatly improved because velocity 
model uncertainties become minimal (assuming no temporal velocity changes). Relative 
location methods therefore help to resolve fine-scale structures within groups of closely 
spaced earthquakes, providing locations are calculated relative to one well constrained 
reference event. 

















 






























 











































222                                                                             Chapter 6: Wanaka Earthquake 
HypoDD calculates event residuals according to: 
                                            !"!!" = (!!! − !!!)!"# − (!!! − !!!)!"#                              (6.3) 
where  !"!!" is the double difference residual between events i and j at station k. The terms (!!! − !!!) can either represent absolute travel time residuals from phase picks, or differences 
in travel times calculated using cross-correlation. A solution is found by iteratively adjusting 
the vector difference between event pairs and calculating the weighted least-squares residual.  
Inputs to the HypoDD relocation process include phase picks derived after the lag-time 
generation (in place of catalogue picks) and a second set of cross-correlation derived pick 
corrections of both P- and S-phases for every possible event pair at every station. The least-
squares residual is then minimised via 25 iterations, whereby the bulk structure is initially 
resolved using equally weighted catalogue-based picks, and fine-tuned in the last 15 iterations 
by more heavily weighting cross-correlation pick corrections. In these final iterations, the 
cross-correlation pick corrections are weighted by the single channel cross-correlation 
coefficient for an event. The control file ‘hypoDD.inp’ used within HypoDD in this study is 
included in Appendix H.  
6.2.3: Local Magnitude and Focal Mechanism Calculation 
I extract maximum displacement amplitudes automatically from waveforms based on phase 
pick times stored in Nordic event files. Waveforms are filtered between 1—20 Hz, response 
information removed and converted to Wood-Anderson traces (Section 5.4.3). The maximum 
amplitude is then picked from a window length dependent on the P—S time of the event at 
the particular station. Given the large station spacing across the network, a set window 
length for amplitude picks is not appropriate, as closer stations may record a second event 
within the window length required to measure the S-arrival fully on farther stations. I 
therefore set a variable window length to equal 90% of the P—S time to capture all of the S-
phase (typically 1.35 seconds for ASPR and 16.2 seconds for FOZ). Surface waves are 
excluded by pre-filtering between 1—20 Hz. If an S-phase is not picked, the pick time is 
calculated based on Vp/Vs = 1.7 (Eberhart-Phillips and Bannister, 2002). Amplitudes are 
corrected for the pre-filter and then saved as half the maximum peak to trough height. 
Station magnitudes are then calculated using attenuation and geometrical spreading 
parameters from the GeoNet local magnitude scale (Section 5.4.1, Equation 5.16) and station 
correction terms calculated in Section 5.4.5. A local magnitude is then calculated by 
averaging station magnitudes across all recording stations for that event.  
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Focal mechanisms for template events were calculated using the probabilistic Bayesian 
methods of Walsh et al. (2009) (Section 5.5.3). Station polarities were checked using two 
teleseismic events from Papua New Guinea (MW7.5 and MW7.1), recorded during the 
aftershock sequence (Appendix E). COSA station HAAS was found to have reversed polarity 
on the vertical channel and so polarity picks for this site were reversed during focal 
mechanism calculation.  
6.3: Results 
6.3.1: Detected Events 
In total, 2545 distinct events, including the mainshock, are detected between 04/04/15—
30/05/15 across all templates, 27 times the number detected by GeoNet over the same period 
(n=91). The following observations are noted regarding detections: 
• No foreshocks were detected between 01/03/15 and 04/05/15 using templates from 
the aftershock sequence.  
• Templates 1, 53 and 93 self-detect only; Template 1 is the mainshock and so is 
unlikely to correlate well with aftershocks given its size, complexity and clipped 
waveform at ASPR.  
• All other templates detect events throughout the aftershock sequence and are not 
restricted to events occurring around their template time (Figure 6.10).  
• Templates 55—100 fare better for the last quarter of the data period than for earlier 
templates suggesting a possible evolution in the physical properties of the source 
region and resulting waveforms with time.  
• Template 31 results in the most detections (198), most likely because it is a small 
event (ML1.8) and exhibits a simpler waveform than larger events, which are less 
generically modeled as a single point source (Aki and Richards, 2002).  
• The cumulative number, !, of aftershocks with time, !, fits an exponential Omori 
decay law: 
                                                       ! ! = !(! + !)!!                                       (6.4) 
with decay parameters of p=1.37 and c=0.41 when the complete catalogue is 
considered (ML>MC) (Figure 6.11). Two-thirds of detected events occurred within the 
first 24 hours of the mainshock. An increase in event rate is observed around 5 hours 
after the mainshock after a ML4.0 aftershock.  
• Increases in detection rate are also observed approximately one hour after two M>7 
teleseismic events from Papua New Guinea (Section 6.4.2). 
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Figure 6.10: Left: Number of detections for each template. Templates are numbered 
sequentially with time (1=mainshock, 100=last manually picked event in sequence). 
Templates 1 (mainshock), 53 and 92 self-detect only. Right: Detections through time for each 
template event. Template self-detections are shown in red. Templates detect throughout the 
aftershock sequence and are not limited to detecting events occurring close in time.  
 
 
Figure 6.11: a) Cumulative events detected in this study with time after the main shock. 
Rate for all events is in dark blue. Green line shows cumulative events of magnitude greater 
than the magnitude of completeness only (MC1.5). Red line shows best fit Omori decay with 
parameters described in the text. Increases in rate are observed after large teleseismic events 
from Papua New Guinea.  
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6.3.2: Hypocentre Locations 
Well-constrained hypocentres (89% of detected events, n=2270) were relocated using 
NonLinLoc. These non-linearly relocated events are tightly constrained and define a 5.5 km 
by 2.5 km area of aftershocks in plan view, striking at an azimuth of c. 240° (Figure 6.12). In 
cross-section view these aftershocks define a steeply dipping (c. 070° towards the north-north-
west) plane, with events concentrated between 6 and 15 km deep. The mainshock is close to 
the center of these aftershocks at 9.1 km depth, 5 km deeper than originally reported by 
GeoNet. An along-strike cross-section shows a region of lower aftershock density in the 
vicinity of the mainshock, and aftershocks are concentrated in two patches to the east and 
west. Events are deeper on average to the east by 3—4 km.  
One template and its associated aftershocks are relocated with NonLinLoc at depths of 41—
40 km (white events in Figure 6.12a). Another template to the south of the main cluster 
locates at shallow depths (>0 km). These events locate within the main aftershock patch 
when located linearly with Hypocenter, but are not reliably relocated with non-linear 
methods. They are likely located using an erroneous phase pick and are not considered 
reliable for discussion in this study. Some clustering of events is observed at the 5 km 
velocity model boundary however this effect is minimal and only affects 5% of templates.  
Double difference relative relocation using HypoDD relocated 92% (n=2348) of aftershocks 
(Figure 6.13) based on the methodology and iterative constraints outlined in Section 6.2.2. 
The mainshock was not relocated, as it did not correlate well with other aftershocks, and so 
was discarded during the later, correlation-based iterative stages as the depth became 
unstable. Locations are therefore plotted relative to the NonLinLoc mainshock hypocentre, 
which may not be representative of the true location. However, the first aftershock (ML5.8) 
was relocated, and is shown as a yellow circle in Figures 6.13b,c. HypoDD relocated events 
show a tighter, more consistent cluster of aftershocks around the mainshock in both the 
horizontal and vertical planes than those resulting from NonLinLoc. Erroneous shallow and 
deep templates in Figure 6.12a are lost from the catalogue, and no clustering is observed at 
the 5 km velocity model boundary. The shallower western patch of aftershocks becomes 
tighter and comparable in shape and size to the deeper eastern patch (Figure 6.13b). This 
improved definition defines a c. 3km by 3km gap in events to the west of the mainshock, 
possibly representative of the mainshock rupture patch, which exhibits reduced numbers of 
aftershocks as it experienced close to the full stress drop. A strike-perpendicular cross-section 
(Figure 6.13c) reveals a tighter clustering of events defining the fault dip, which is steeper (c. 
78°) than in Figure 6.12c.  
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 Figure 6.12: Hypocentre locations and probability density function (PDF) scatter of 
aftershocks located using NonLinLoc (NLL). Mainshock indicated by yellow star. a) 
Hypocentres are coloured by depth. Outlined circles indicate template locations. Hypocentres 
are well constrained and define an elongate patch 5.5 km long striking at 240°. b) Vertical 
cross-section along line A—A’. Symbols the same as in c). Hypocentres are typically deeper 
in the east of the sequence by 3—4 km. c) Vertical cross section along line B—B’. 
Hypocentres (red) define a north-north-west steeply dipping (c. 70°) structure. PDF scatter 
from NLL is shown in grey. Template locations are shown in yellow. 
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Figure 6.13: Hypocentre locations of aftershocks located using double-difference relative 
relocation (HypoDD). Mainshock indicated by yellow star is NonLinLoc location, as the 
mainshock was not relocatable by HypoDD. The first detected aftershock (ML5.8) is shown as 
a yellow circle in cross-sections. a) Hypocentres are coloured by depth and more tightly 
clustered than in Figure 6.12a. b) Vertical cross-section along line A—A’. Symbols the same 
as in c). A gap in the centre of the aftershock patch, close to the mainshock, is more clearly 
visible than in Figure 6.12b. Aftershocks now all lie within 2—15 km depth. c) Vertical cross 
section along line B—B’. Dip of the structure is better defined than in Figure 6.12c, and 
exhibits a steeper dip (c. 78°).  
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6.2.3: Magnitudes 
GeoNet registered the mainshock as moment magnitude Mw5.8.  In this study the mainshock 
local magnitude is ML5.99 (rounded to 6.0) based on the magnitude scale derived for COSA 
stations (Section 5.4). Using the relationship between ML and Mw for shallow (<30 km) 
earthquakes from Ristau (2009): 
                             !! = 0.88! ± 0.03 !! + 0.73 ± 0.20              (6.5) 
the local magnitude equates to Mw5.98 (+0.6/-0.4 magnitude units), within error of the 
GeoNet Mw estimate. This then equates to a seismic moment M0 (Aki and Richards, 2002) 
by: 
                                             M! = 2 3 logM! − 6.07                                       (6.6) 
such that M0  1.19x1018 Nm. The rupture area, A, and displacement, D, can be calculated 
according to (Aki and Richards, 2002): 
                                                     !!! = !!AD                                                 (6.7) 
where A and D are measured in m2 and m respectively and μ is the shear modulus in Pa. 
Using μ = 30 GPa for schist, a representative rupture of the Wanaka earthquake is therefore 
a 4 km by 6 km patch (based on area of aftershocks) slipping c. 1.3 m. If the region of sparse 
aftershocks in the centre of the fault (c. 9 km2) is assumed to be the mainshock slip patch 
(few aftershocks may indicate this region experienced approximately the full stress drop) the 
estimated coseismic (mainshock) slip increases to c. 4.4 m. This is much larger than typical 
M6.0 slip values, which characteristically occur over a 10 km x 10 km area, and exhibit slip 
of c. 0.4 m (Sibson, 1989). However, given the considerably smaller area outlined by the 
aftershocks here, the slip is required to be an order of magnitude larger to produce the same 
seismic moment. This suggests a high stress drop, Δ!=5.2—28 MPa, occurred during the 
event (using upper and lower estimates of rupture area discussed above) according to (Stein 
and Wysession, 2003): 
                                                           Δ! = ! 2!0!!2!                                           (6.8) 
for strike-slip motion on a rectangular fault where w is fault width and L is fault length. 
Provisional estimates of rupture dimension and stress drop from spectra corner frequencies 
(using SEISAN’s inbuilt Spec function) produce rupture radii of 6—11.7 km and Δ!≈0.4—6 
GPa. Although poorly constrained, these estimates fall within the expected 1—10 MPa range 
of stress drops for intraplate earthquakes (Kanamori and Anderson, 1975). Further  
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Figure 6.14: Magnitude frequency distributions for the aftershock sequence of the Wanaka 
earthquake. Blue bars show the number of aftershocks (N) detected in this study. The 
magnitude of completeness for the catalogue is MC1.5. Red bars show the number of GeoNet 
recorded aftershocks over the same time period. Blue cross show the cumulative frequency in 
the log domain, the slope of which defines the b value from the Gutenberg-Richter 
relationship (green line).  
work using body wave inversion to constrain source properties of the Wanaka earthquake 
falls outside the scope of this thesis.  
Detected aftershocks range between ML0.3—5.8 and fit a Gutenberg-Richter exponential 
relationship (Figure 6.14). The b-value is calculated to be 0.867±0.02 for magnitudes 
between the magnitude of completeness, MC1.5, and ML3. MC is 0.4 magnitude units smaller 
than MC for the COSA background catalogue calculated in Section 5.1.2 owing to improved 
event detection using cross-correlations rather than short-term-average/long-term-average 
detection (Section 5.2.2). The b-value is higher for this aftershock sequence than for the 
COSA catalogue, possibly because the COSA catalogue includes more higher magnitude 
events from Fiordland, without being able to detect the smaller events from farther away. In 
the Wanaka earthquake sequence, a higher number of ML3.3—3.4 events is observed than 
expected by a Gutenberg-Richter type relationship, manifest as a deviation in cumulative 
frequency from the linear part of the distribution at this magnitude range. This effect is 
cause by a ‘swarm’ of moderate magnitude events over a few seconds, c. 4 hours after the 
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Figure 6.15: a) Aftershock magnitudes for each template event. Template self-detections are 
coloured red. Templates detect events both larger and smaller than themselves. b) Histogram 
of the difference between template and detection magnitude. Templates can detect events up 
to 3.0 magnitude units smaller than themselves. The frequency appears to follow a normal 
distribution with a mean magnitude difference of 0.45 magnitude units smaller than the 
template (σ=0.65). c) Template magnitude versus number of detections for that template. 
The most detections are made by smaller magnitude events, but not all small magnitude 
templates detect a lot of aftershocks.   
mainshock, with few interspersed smaller magnitude events.  
Individual template detections also fit Gutenberg-Richter exponential relationships. Template 
31 detects 198 events with magnitudes that define a distribution with a b-value of 1.03±0.08. 
This helps provides further support that the templates are detecting real events, and it also 
suggests that a single rupture patch area, A, is scaled by a similar relationship as the whole 
system, according to a size frequency distribution (Hanks, 1977; Andrews, 1980; Sibson, 
1989) of: 
                                                     N M ∝ 1/!                                                (6.9) 
Templates detect events both larger and smaller than their own magnitude by up to 2.5 
magnitude units (Figure 6.15a) indicating that waveforms can scale over rupture areas or slip 
lengths by the same order of magnitude. Detection magnitudes show a normal bell-shaped 
distribution (σ=0.65) centered over detections 0.45 magnitude units smaller than the 
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template event (Figure 6.15b); on average templates detect events smaller than themselves. 
This is not surprising, given the higher frequency of small magnitude events in a Gutenberg-
Richter distribution, but the distribution is not skewed as may be expected from a log-based 
relationship. A peak is observed at residual=0, relating to template-self detections. The most 
detections are generated from smaller magnitude templates (Figure 6.15c) possibly because 
these events exhibit simpler waveforms. However, many small magnitude templates do not 
detect many aftershocks, suggesting an additional control, possibly relating to the level of 
background noise. 
6.3.4: Focal Mechanisms 
I determined focal mechanisms for 83 of the 100 template events (Figure 6.17); only those 
events that had at least five impulsive polarities. A-grade focal mechanisms are classified as 
those which have the strike of one plane well constrained by polarities within 10° of the plane 
(Figure 6.17). The mainshock is the best constrained event with polarities at 13 stations 
(Figure 6.16) and exhibits strike-slip motion. One plane is well constrained with a 
strike/dip/rake/error = 252°/58°/170°/24.5° although the strike is the best constrained angle, 
with a smaller error of ±4° (constrained by polarities at LBZ and HUVA). This strike aligns 
within error of the strike observed in the distribution of aftershock hypocentres. This plane is 
therefore assumed to be the focal plane, with a corresponding auxilliary plane with 
strike/dip/rake = 346°/82°/32°. Mainshock slip sense is therefore dextral strike-slip along a 
steeply dipping (c. 60—80°) fault plane striking at c. 250°. The moment tensor solution as   
  
Figure 6.16: The mainshock focal mechanism strike is well constrained and shows one plane 
striking at 252° dipping at 58° to the northwest (red), an orientation which is very similar to 
the fault plane constrained by the distribution of aftershock hypocentres in Figure 6.13 
(green). The GeoNet moment tensor solution plane (blue) is calculated using a different 
hypocenter location and shows a more east—west striking focal plane.  
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Figure 6.17: Focal mechanisms for 83 of the 100 generated template events. The majority of 
mechanisms show a strike-slip faulting style, dominated by one fault plane striking at 55—
90°.  Blue and red points represent compressional (up) and dilatational (down) polarity picks 
respectively. A-grade mechanisms (where one plane strike is constrained by two polarities 
within 10°) are highlighted in red.  
calculated by GeoNet (Figure 6.15) uses a different hypocenter location (shallower by 5 km) 
such that LBZ would lie on the other side of the focal plane. This results in a strike for the 
estimated focal plane (261°) that is different to the one determined in this study with a more 
precise mainshock hypocenter location, together with an additional constraining polarity at 
HUVA. Other templates exhibit similar focal mechanisms and are dominated by strike-slip 
motion (Figure 6.16). The strike is the best-constrained angle in most cases. The rake for 
some events has few constraining polarities in the centre of the mechanisms, resulting in a 
less well determined oblique-normal motion sense (e.g. template 70).  
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6.4: Discussion 
6.4.1: Fault Plane Orientation 
Previous analysis in Sections 6.3.3 and 6.3.4 indicates that the mainshock slip plane is 
constrained to a steeply dipping (60—80°) dextral strike-slip fault striking at c. 252° (Figure 
6.13 and 6.16). This style and orientation of faulting has been shown to dominate the micro-
seismicity in central South Island (Section 6.2.2) as preferential slip occurs on dextral sub-
vertical faults close to the plate vector direction (c. 249° in the vicinity of the Wanaka 
earthquake, NUVEL-1A rotation pole). Identification of the Wanaka earthquake’s focal plane 
shows this kinematic process not only dominates microseismicity, but can also produce large 
ML>5.5 events. The 1984 MW6.1 Godley Valley earthquake (Anderson et al., 1993) occurred 
a similar distance from the Alpine Fault (40 km) as the Wanaka earthquake, and it is 
proposed that slip occurred on a similarly oriented 242° striking dextral fault.  
Aftershock focal mechanisms display a range of strikes distinct from the mainshock focal 
plane (Figure 6.17). To fully analyse aftershock kinematics, it is necessary to identify the 
most common slip directions. This can be done by assessing the cumulative distribution of 
focal mechanisms slip vectors, assuming that each detected event has the same focal 
mechanism as its best correlating template. This assumption is based on the underlying 
fundamental principal of matched-filter cross-correlation that requires similar location and 
source properties for template and detection. However, as the matched-filter detection 
routine can produce detections for events with slightly varying location (Section 6.2.1), it is 
also possible that it allows for some variation in focal mechanism.  
For many focal mechanisms in Figure 6.17, a polarity pick lies close to the focal plane of the 
mechanism. A small change in slip plane orientation may therefore result in reversed polarity 
at only one station. If a channel’s waveform exhibits reversed polarity to the template 
waveform, it will anti-correlate and produce a negative single channel cross-correlation 
coefficient. When many stations are considered within a template and all other channels are 
highly positively correlated, this single negative correlation value can have a small enough 
effect on the network cross-correlation sum that it can still exceed the threshold.  
One approach to better constrain uncertainties may be to model waveforms produced by a 
small (5—10°) rotation in mechanism to test whether events can still exceed the detection 
threshold in this instance. This process quickly becomes involved in nature and falls outside 
the scope of this thesis. Another approach considered in this study was to test events for 
negative channel correlations and corresponding polarity reversals during lag-time generation. 
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If a larger (more negative) negative correlation value is observed than the maximum positive 
correlation within the lag-time window, the negative correlation value can be taken and the 
channel classified as reversed. This approach was found to be ineffective as maximum 
negative single channel correlation coefficients were commonly obtained by shifting the 
template waveform by half a wavelength. This produced an out of phase correlation, rather 
than considering a flipped image of the template waveform, and a large proportion of events 
were influenced by this effect.  
However, given the range of mechanisms in the template events, and that each event is often 
detected by multiple templates, it is highly probable that during declustering the most 
representative mechanism, with a larger cross-correlation sum and the correct focal plane 
orientation, was assigned to each detection. This is particularly true of events in the centre of 
the aftershock patch, where template event spacing is densest. It is therefore assumed that 
each detected event has the same focal mechanism as its template event. 
Using this assumption, analysis of aftershock focal mechanisms shows slip vectors for all 
detections appear bimodally oriented 000—010° and 090°—100° (Figures 6.18c and d). When 
only well constrained, A-grade mechanisms are considered, slip appears evenly distributed 
between planes aligned with the mainshock fault (c. 070°) and planes 20—25° clockwise or 
65—70° anticlockwise from this (090—095° or 000—005°) (Figure 6.18e). This distribution is 
consistent with slip along a series of synthetic Riedel shears 25° clockwise or antithetic P’ 
shears 65° anticlockwise from the main fault plane (Figure 6.18a).  
The angle of Riedel shears relative to the main fault is controlled by the angle of internal 
friction, ϕ, of the medium; Synthetic R shears form at ϕ/2 degrees clockwise from the main 
fault plane (Riedel, 1929; Byerlee et al., 1978). Synthetic Riedel shears are common in other 
dextral wrench fault settings in New Zealand. Surface expressions of secondary shear fabrics 
have been observed after the MW7.1 2010 Darfield earthquake (Figure 6.17b, Barrell et al., 
2011) and along the Hope Fault based on high-resolution Lidar imagery (Khajavi et al., 
2014). Lamprophyre dykes of the Alpine Dyke Swarm are also inferred to have been intruded 
into Riedel shears associated with a wide zone dextral shear adjacent to the Alpine Fault and 
have since been rotated through successive dextral shear (Cooper et al., 1987). However, 
these observed synthetic Riedel shears (with the exception of intruded dykes, which have 
since been rotated from their original orientation by distributed shear) form at angles 
ϕ/2<15—20° and are associated with Mohr-Coulomb failure of homogenous free-surface 
sediments overlying basal shear (Riedel, 1929; Tchalenko, 1968, 1970; Naylor et al., 1986).  
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Figure 6.18: a) Orientation of principal slip plane as defined by the mainshock focal 
mechanism and the distribution of aftershock hypocentres. Shown in blue are the predicted 
orientations of synthetic Riedel shears occurring at ϕ/2 degrees clockwise from the main fault 
plane (where ϕ is the angle of internal friction of the rock). b) Riedel shears in the surface 
trace of the dextral Greendale fault after the 2010 MW7.1 Darfield Earthquake. Photograph 
by Richard Jonges (GNS science). c) Slip vector orientations for 83 template events. d) Slip 
vectors for 2545 detected aftershocks. e) Slip vectors for A-grade focal mechanisms where the 
strike of one plane is well constrained within 10°. Slip vector orientations dominantly lie at 
005—010° and 090—100° consistent with slip along synthetic Riedel shears as shown in a), 
consistent with ϕ=50°.   
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Figure 6.19: Orientations of regional faults and stress directions in relation to observed A-
grade slip vectors from Figure 6.17c. SHmax (dark blue) is that calculated from regional 
microseismicity in Section 5.2.1). Principal GPS strain direction (pink) is that shown in 
Figure 5.13 calculated from a 10 year average of campaign data (1994—2003, Wallace et al., 
2007).  
The observed secondary shears in the Wanaka earthquake differ in a number of ways. 
Firstly, they occur at a slightly higher angle to the main fault plane (25°) than ‘typical’ 
Riedel shears, indicating an unusually high internal friction angle, ϕ=50°. Secondly, given the 
depth of the aftershocks (> 5 km), the fact they occur dominantly below the mainshock 
(Figure 6.12), and the singular lithology in the area (pelitic schist; Turnbull, 2000), it is 
reasonable to assume they are not generated in medium overlying basal shear. In fact, they 
occur within highly non-homogenous schist and are therefore possibly influenced by a 
structural control. Secondary shear slip vectors are oriented at 90° clockwise from the strike 
of the Moonlight Fault zone and sub-parallel to the local principal strain direction derived 
from 10 years of campaign GPS data (Figure 6.18, Wallace et al., 2007). However, given the 
ambiguity of the focal and auxiliary plane from the strike-slip mechanisms, it is difficult to 
infer conclusively which of these orientations may be the dominant control. In general it is 
concluded that although these secondary shears roughly approximate Riedel shears, their 
orientation is influenced by local structural controls, meaning they occur at higher angles to 
the main fault plane than predicted by Mohr-Coulomb failure criteria.  
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6.4.2: Preliminary Results and Further Study 
In this chapter I have established the context of the ML6.0 Wanaka earthquake within the 
regional seismicity and quantified the structure responsible. However, this aftershock 
catalogue provides an exciting dataset for further studies, the full range of which fall outside 
the scope of this thesis. In this section I will touch briefly on particular aspects of the dataset 
that require further study, potentially holding valuable insights on aftershock sequences - in 
particular, their temporal and spatial distributions and fundamental earthquake scaling 
relationships.  
Two teleseismic events were recorded during the Wanaka earthquake sequence and an 
increased rate of aftershocks is observed approximately one hour after both events (Figure 
6.9 and 6.20). These increases in rate may be attributable to the triggering effect of passing 
surface waves, which can hold information on dynamic stress changes and triggering 
thresholds in the crust. Boese et al. (2013) observe similar delayed response of swarms in the 
central Southern Alps after large regional earthquakes and attribute the delay to pore 
pressure diffusion rather than direct waveform triggering. Further work on the Wanaka 
catalogue would quantify the deviation in aftershock progression from Omori’s law and 
probabilistic models such as the epidemic type aftershock sequence model (ETAS, Omi et al., 
2014) and cumulative rate analysis (CURATE, Jacobs et al., 2013) and establish whether 
these increases in rate can be attributable to the natural aftershock sequence progression, or 
if they deviate as a result of delayed triggering (e.g. Brodsky, 2006).  
It is well recognised that aftershocks often migrate with time as stress-increases propagate 
outwards from the mainshock rupture area (Mogi, 1968; Tajima and Kanamori, 1985; Henry 
and Das, 2001). Peng and Zhao (2009) used waveform cross-correlation to detect aftershocks 
from the 2004 M6.0 Parkfield earthquake and showed that aftershocks migrate with 
logarithmic time both along-strike and down dip. Their observations are consistent with 
numerical simulations of afterslip (Kato, 2007), which show that the rate of aftershock 
expansion relates to frictional properties of the fault zone. Aftershocks of the Wanaka 
earthquake appear to follow a similar log(time) relationship to Parkfield aftershocks (Figure 
6.20), propagating in both the along strike and down dip directions, particularly in the 
denser eastern patch of events (Figure 6.21a). This apparent migration could also be a result 
of incompleteness in the catalogue early in the aftershock sequence (Peng and Zhao, 2009). 
However, the migration pattern is still observable when only events greater than MC1.5 are 
considered.  
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Figure 6.20: Possible effect of a Mw7.5 teleseismic earthquake in Papua New Guinea on 
aftershock rate. Top panel shows cumulative detections with time. Middle panel shows the 
vertical channel at HUVA filtered between 0.01—0.5 Hz to show long period teleseismic 
surface waves. Bottom panel shows vertical channel at HUVA filtered between 5—10 Hz to 
show short-period local events. The occurrence of a ML3.9 aftershock is shown by the second 
grey bar, yet the rate of aftershocks appears to increase before this, approximately 1 hour 
after the surface waves of the teleseismic event pass through the region. The same pattern is 
observed after a similar Mw7.1 event from Papua New Guinea on 06/05/15.  
Preliminary calculations estimate this eastern front of seismicity expands at c. 1 km/log(s), 
such that aftershock expansion is greatest immediately after the mainshock, and slows down 
through time by an inverse time relationship (i.e. !" !" = !onstant/!) (Figure 6.21c). The 
expanding seismic front cannot be fit well by a diffusivity relationship after Shapiro et al., 
(1997) and Shelly et al. (2013) (! = 4!"#, where r= radius of aftershocks D is diffusivity 
and t is time after the mainshock) and requires large D values (10—40 m2/s) suggesting 
aftershocks may not be controlled by fluid propagation and a ! relationship. Further work 
on the catalogue would quantify frictional characteristic of the fault zone based on aftershock 
expansion rates and in particular examine the effect of teleseismic waves on the spatial 
aftershock distribution.  
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Figure 6.21: Distribution of aftershock hypocentres with time. a) Along strike vertical profile 
and b) strike normal profile both showing hypocenter locations coloured according to the 
logarithm of time (in seconds) after the mainshock (yellow star). A propagation of 
aftershocks eastwards and downwards from the mainshock is seen in a). c) Absolute distance 
(in km) of eastern propagating patch aftershocks from the mainshock with time plotted on a 
logarithmic scale. The largest aftershocks (ML≥2.5) are shown in black and don’t appear to 
show a spatial pattern with time. Dashed black line indicates the approximate slope of 
aftershock migration to the east of the mainshock.  
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View of the central Alpine Fault from the air looking northeast along strike. Buildings on left of image 
are Fox Glacier township.  
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 Chapter 7 
A Synthesis of Deformation in Central 
South Island 
  
 
This chapter forms the concluding part of this thesis and summarises deformation in central 
South Island by considering the contributions of results outlined in the previous chapters. 
Section 7.2 considers the 2D shortening model of Figure 1.1 using new constraints on crustal 
thicknesses and eroded crustal volume from Chapters 2 and 3. By calculating the Alpine 
Fault orthogonal shortening required to form the thickened crustal root, it is shown that 
crustal thickening in central South Island cannot be a two-dimensional process. Instead, 
Section 7.3 considers the proposed 3D underthrusting tectonic model of Lamb et al. (2015) 
and tests the model using results from Cenozoic and active deformation constrained in this 
study. Section 7.4 summarises major contributions arising from this thesis. Section 7.5 offers 
recommendations for future work and Section 7.6 offers the final conclusions of the study.  
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7.1: Introduction 
In Section 1.1, I outlined the major research questions that I aimed to address in this thesis: 
1. Can the large crustal and lithospheric roots in central and southern South Island be 
solely explained by plate boundary orthogonal shortening and thickening as 
constrained by plate reconstructions?  
2. If not, what other processes may be contributing to continental deformation?  
Discussion in Chapter 2 and Lamb et al. (2015) approached these questions by considering 
three principal parameters (crustal volume, Cenozoic eroded volume and total accumulated 
shortening) within a simple 2D shortening model (Figure 1.1) using previously published 
constraints on deformation.  However, it was found that crustal structures and Cenozoic 
erosion were previously insufficiently quantified in the Southern Lakes (Section 2.5) to 
constrain this model well. In the following section (Section 7.2), I update the calculations of 
Lamb et al. (2015) using new estimates of crustal structures and erosion determined in this 
thesis, and answer the first of the research questions above. Section 7.3 then focuses on the 
second research question, using contributions from thermo-kinematic modeling and active 
seismic deformation examined in Chapters 3—6. As a results of analysis in this thesis, 
specific sub-questions of question 2 have arisen and are addressed in Sections 7.3.1—7.3.3. 
These sub-questions are: 
2a. Is there evidence for a detachment plane beneath central South Island to 
accommodate Pacific plate underthrusting?  
2b. If a detachment plane occurs beneath the Southern Lakes, what is the nature 
and geometry of this detachment? Is the underthrust region wider in the south 
of the orogeny, as predicted? Is there evidence for antithetic pro-shear zones 
associated with changes in dip?  
2c. Is the proposed detachment plane actively deforming?  
7.2: An Updated 2D Crustal Balance Model for Central 
South Island 
I consider a simple 2D model of crustal shortening to compare crustal volume with geological 
estimates of shortening (Figure 1.1). This model aims to calculate the Alpine Fault 
orthogonal shortening required within the Pacific plate to produce the observed crustal root 
thickness and volume of eroded material. Specifically this 2D approach will test whether 
crustal thickening in central South Island can be accommodated by Alpine Fault orthogonal 
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shortening alone, or if another process is occurring. It is assumed that no extra mass has 
been added to the region either through transport of sediments, or extensive volcanism 
(Wood and Stagpole, 2007). Three parameters require quantification for the calculation: 
remaining crustal volume, R, volume of eroded material, E, and total shortening 
perpendicular to the Alpine Fault, L0-L (Figure 1.1). 
The crustal volume, R, is constrained using the three models calculated according to the 
gravity calibration method in Section 2.1 (Figure 2.3). These three models are identical 
northeast of Lake Wanaka, but produce different estimates of crustal thicknesses to the 
southwest (Figure 2.4). 
In the central Southern Alps, north of Lake Hawea, the volume of eroded material, E, is 
calculated using estimates from Tippett and Kamp (1993b) (Equation 2.3; Figure 2.5). Their 
exhumation profile describes an increase in exhumation adjacent to the Alpine Fault, with 
>5 km of unroofing occurring within 30—50 km of the plate boundary zone. However, as 
discussed in detail in Chapter 3, the exhumation pattern of Tippett and Kamp (1993b) is 
significantly overestimated to the south of Lake Hawea. This overestimate arises from low 
uranium concentrations in apatite which produce artificially low 0 Ma fission-track ages up 
to 100 km southeast of the Alpine Fault. New constraints on the exhumation profile of the 
Southern Lakes has been made possible in this study by considering a new age calculation 
method for these low uranium samples. An adaptation to PECUBE (Jean Braun, pers. 
comm. 2015) has allowed for a simple recalculation of the total eroded volume using the new 
exhumation profile and best-fitting thermo-kinematic model from Section 3.4 (Model A2). 
This calculation is based on Equation 2.3, whereby the pre-uplift paleo-temperature is 
estimated using the temperature-time path for each sample within the PECUBE model.  
Cenozoic Alpine Fault orthogonal shortening, L0-L, is constrained using the plate 
reconstruction estimates of Lamb et al. (2015) and Lamb and Smith (manuscript in prep) 
summarised in Figure 2.7.  
By considering six swaths (Figure 7.1c) I calculate the volume of crustal material (based on a 
5 km grid spacing) in excess of an initial crustal thickness, T0, and calculate the shortening 
according to equations in Figure 1.1. T0 is set to a minimum and maximum thickness of 24 
and 27.5 km, comparable to crustal thicknesses offshore South Island, where there is little 
evidence of Cenozoic (post 23 Ma) deformation (Stern et al., 2000; Scherwath et al., 2003; 
Lamb et al., 2015).  
Estimates of Cenozoic crustal shortening required to explain the observed crustal material 
are summarised in Figure 7.1 and Table 7.1. Error bars for each model represent  
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Figure 7.1: Alpine Fault orthogonal shortening (km) required to explain the thickened crustal 
root for swaths 1—6 (shown in c) and for each of the crustal thickness models 1—3 (from 
Section 2.1). a) Initial crustal thickness of 27.5 km is assumed. b) Initial crustal thickness of 
24 km is assumed. Uncertainties shown include the 2σ error level including errors from 
Equation 2.1 and errors on estimates of erosion (Tippett and Kamp, 1993b). Model 3 has 
lower errors for swaths 1 and 2, as the crustal thickness for these swaths is not converted 
from gravity and so the error bars represent errors in erosion only. c) Location of swaths 
used. The area where crustal thickness exceeds 25 km is shaded gray.  
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Table 7.1: Alpine Fault orthogonal shortening (km) required by models 1—3 to account for 
volume of crustal root in excess of initial crustal thickness, T0, along swaths 1—6 (Figure 
7.1c) assuming 2D pure shear in the vertical plane. Also shown are constraints on Alpine 
Fault orthogonal shortening from plate-reconstruction models. Minimum and maximum 
estimates are based on the 2σ error limits of Equation 2.1 and uncertainties in volume of 
eroded material from Tippett and Kamp (1993b). 
Swath 
# 
T0 
(km) 
Shortening (km)  
(Model 1) 
min   best   max  
Shortening (km)  
(Model 2) 
 min  best  max 
Shortening (km)  
(Model 3) 
  min  best  max 
Plate reconstruction 
estimates of cumulative 
orthogonal shortening 
(km) 
11 Ma      23 Ma 
Minimum 
Deficit 
(km) 
    
1 
24 14.4 33.9 63.2 135.1 195.0 258.0 88.4 89.5 90.7 20.3 -22.3 -2.1 
27.5 3.8 14.5 32.8 77.6 125.7 179.5 42.4 43.2 44.0 (+3.6/-3.8) (+4.5/-4.4) -12.6 
2 
24 59.3 91.4 130.0 96.2 140.4 197.4 96.2 98.5 100.8 24.0 -12.5 31.8 
27.5 40.0 56.8 85.7 58.1 90.4 130.4 57.8 59.6 61.4 (+3.5/-3.9) (+4.5/-4.5) 12.5 
3 
24 88.3 122.8 160.3 
Same as Model 1 Same as Model 1 
27.1 -2.3 57.7 
27.5 56.4 84.5 115.1 (+3.5/-3.9) (+4.5/-4.5) 25.8 
4 
24 83.5 115.8 154.0 33.8 10.9 46.2 
27.5 54.8 79.9 109.0 (+3.5/-3.9) (+4.5/-4.6) 17.5 
5 
24 77.6 107.9 146.9 42.7 30.6 31.4 
27.5 51.3 74.9 102.1 (+3.5/-4.0) (+4.5/-4.6) 5.1 
6 
24 52.5 80.8 116.0 52.9 52.0 3.1 
27.5 31.6 51.0 76.9 (+3.5/-4.0) (+4.5/-4.6) -17.8 
 
Figure 7.2:  Comparison of crustal thickness model estimates of Alpine Fault orthogonal 
shortening required for a 2D crustal thickening model, (green) and plate reconstructions 
estimates of cumulative shortening for 0—11 Ma (blue) and 0—23 Ma (purple).  The 
difference between the shortening estimates is greatest for swath 3 (Lake Wanaka) where the 
crustal root is thickest. Here, shortening required by a simple homogenous whole crust 2D 
shortening model exceeds that estimated by plate reconstructions by at least 58 km. 
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uncertainties in Equation 2.1 and uncertainties in volume of eroded material from Tippett 
and Kamp (1993b) and data in this study. All three crustal models show identical estimates 
of shortening to the northwest of Wanaka (swaths 3—6). Model 1 underestimates the crustal 
thickness for swaths 1 and 2, and therefore shortening estimates are underestimated also. 
The converse is true for model 2. Estimates of shortening reach a maximum at Lake Wanaka 
(swath 3) where the crustal root is deepest.  
When compared to estimates of Alpine Fault orthogonal shortening as calculated in 2.3.1, a 
large deficit is observed for swaths 2—4 (Figure 2.10). Plate reconstruction estimates show 
24—34 km of orthogonal shortening in the Pacific plate since 11 Ma for the central South 
Island. Even considering a maximum estimate of T0=27.5 km and lower error limits, at least 
56 km (most likely > 85 km) of Alpine Fault orthogonal shortening in the Pacific plate is 
required to explain the deepest portion of the crustal root (Table 2.1). Plate reconstruction 
estimates therefore are at least c. 20 km (but most likely c. 60 km) short of what is required 
to explain the crustal thickness by a model of 2D thickening. This value may be even higher 
as these calculations do not consider crustal thickening and shortening on the Australian side 
of the Alpine Fault. When the total cumulative shortening is considered for a longer time 
period (to 23 Ma), this deficit increases to almost 100 km for the Wanaka region, as the crust 
here was under extension until the mid-Miocene (c. 11 Ma). This misfit cannot be accounted 
for by errors in the finite plate rotation poles; to remove the deficit would require the poles 
to move well outside their 95% error ellipses (up to 6 sigma) (Lamb et al., 2015). 
Additionally, the deficit is not uniform along the length of the Alpine Fault; the root 
increases in thickness to the south whereas the component of orthogonal collision decreases. 
Instead, the model shows that an assumed 2D model of crustal thickening and shortening is 
not applicable to the Southern Alps and a 3D process must instead form the crustal root 
beneath central South Island, involving along-strike transport of material (e.g. Gerbault et 
al., 2002; Lamb et al., 2015; Section 2.5).  
In the next section I test and build on this model by considering new evidence produced 
through this study for such a mid-crustal detachment beneath the Southern Lakes.  
7.3: A 3D Deformation Model for Central South Island 
If crustal thickening in the Southern Alps cannot be explained via simple 2D model of 
shortening orthogonal to the plate boundary zone, as demonstrated in the previous section, a 
significant amount of along-strike thickening is required. Lamb et al. (2015) propose crustal 
thickening is accommodated by dextral underthrusting of an approximately triangular region 
of hyper-extended Australian plate rift margin since 10 Ma (Figure 2.12). This model is able 
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to explain the oblique strike of the Bouguer gravity anomaly (Figure 2.2a, Reilly, 1972), 
along-strike southwards widening in the zone of shallow crustal seismicity (Figure 1.8), the 
occurrence of subcrustal seismicity (Boese et al., 2013) and the southwards widening of a 
high attenuation zone (QP200) attributed to fluids in the underthrust Australian crust 
(Wannamaker et al. 2002; Eberhart-Phillips et al., 2008). Recent shear-wave tomography 
models also indicate the presence of an elongate S-wave high (>4.5 km/s) corresponding to 
the region of thickened crust, striking oblique to the Alpine Fault (Ball et al., 2015; Ball et 
al., 2016). The model is also able to explain the predicted eastwards subduction zone retreat 
required to explain a number of along-strike geological and geophysical changes (Washbusch 
et al., 1998), as the underthrust Australian plate intrudes into the Pacific plate, peeling off 
the lower Pacific lithosphere (Figure 2.12).  
However, what remains largely unknown is what structure(s) may accommodate this 
underthrusting. In the following three subsections, I examine the evidence for the proposed 
3D model, including contributions from this thesis. In particular, the model of Lamb et al. 
(2015) is tested by considering predictions required by the model. These predictions are 
addressed in subsections 7.2.1—7.2.3 by considering a series of questions outlined at the start 
of each subsection.   
7.3.1: Previous Evidence for a Mid-Crustal Detachment 
Beneath the Southern Lakes 
Q. Is there evidence for a detachment plane beneath central South Island to accommodate 
Pacific plate underthrusting?  
Multiple independent lines of geophysical and geological evidence indicate that beneath the 
central Southern Alps, the central Alpine Fault exhibits a listric geometry, shallowing to the 
southeast (Figure 2.10, and references therein). Whether this structure shallows further to 
become a low-angle mid-crustal detachment plane, as proposed by Herman et al. (2009) 
(Figure 3.18a), and whether the structure represents the plate boundary zone, or is confined 
within the Pacific plate, is still debated (see Section 2.4 for full discussion). What also still 
remains unclear is the southwest extent of this proposed detachment beneath South Island, 
especially concerning its relation to the steepening of the surface trace of the southern Alpine 
Fault south of Jackson’s Bay. Evidence for a comparable contiguous structure beneath the 
Southern Lakes has been limited by the relative lack of studies focusing on constraining the 
nature of the plate boundary zone in that region to date.  
Prior to this study, Lamb et al. (2015) commented on a number of previously-constrained 
features in the Southern Lakes region, which could collectively be interpreted as an analogous  
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Figure 7.3: Overview of southern Alpine Fault structures and kinematics. This figure is a 
revised version of Figure 2.11 considering contributions to crustal deformation in the 
Southern Lakes from this thesis. d) shows the modeled detachment plane from Section 3.4, 
alongside the modeled detachment plane of Lamb and Smith (3013) for the region, which 
best fits the surface geodetic velocity field. HEZ=high exhumation zone, WES=Waipounamu 
Erosion Surface.  
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mid-crustal structure accommodating convergence. Firstly, a P-wave velocity inversion is 
evident in the mid-crust (Eberhart-Phillips et al., 2010, Figure 7.3d). A similar feature has 
been observed beneath Taiwan (Wu et al., 2007), associated with stacking of high-velocity 
lower crust over lower velocity upper crustal material. A similar, but less prominent feature 
is observed beneath the central Southern Alps (Figures 2.10, 3.24a). The deeper low-velocity 
zone may also be attributable to dewatering in deeper parts of the crust (Stern et al., 2001, 
2007; Vry et al., 2009). However, as discussed by Lamb et al. (2015), this water may be 
sourced from the underthrust Australian plate passive margin. Eberhart-Philips et al. (2008) 
and Wannamaker et al. (2002) attribute a low QP (high attenuation) region in the mid-lower 
crust (Figure 7.4b) to fluids associated with prograde metamorphic fluids in the ductile crust. 
Instead, this region may be interpreted as the underthrust Australian oceanic crust, overlain 
by sediments, which provide the source of fluids.  
Lamb and Smith (2013) and Lamb et al., (2015) show the vertical, shear and shortening 
components of the GPS velocity field in the Southern Lakes can be explained well by a 
simple dislocation model of buried slip on a single plate interface, segmented into locked and 
sliding patches (Figure 7.3d). Collectively, these observations are well correlated, but 
insufficient to conclusively constrain the proposed plate boundary interface. This thesis has 
contributed two important datasets to this enigma by considering microseismicity and 
fission-track thermochronology. These approaches have provided valuable constraints on the 
tectonic model for the central Southern Alps, and this study is the first to combine them into 
a multi-disciplinary approach farther south. Results are largely consistent with the proposed 
detachment model, and are discussed in the following subsections.  
7.3.2: Detachment Geometry 
Q. If a detachment plane occurs beneath the Southern Lakes, what is the nature and 
geometry of this detachment? Is the underthrust region wider in the south of the 
orogeny, as predicted? Is there evidence for antithetic pro-shear zones associated with 
changes in dip?  
Thermo-kinematic modelling results from this study (Section 3.4) show that the surface 
pattern of apatite and zircon fission-track ages in the Southern Lakes can be reproduced well 
by reverse motion along a listric, southeast-dipping fault geometry which shallows in the 
mid-crust at c. 30 km depth (Figures 3.23, 7.3d). This detachment geometry corresponds well 
with the base of the P-wave velocity inversion (Eberhart-Phillips et al., 2010), and the top of 
the high attenuation/low QP zone (QP 100—300) dipping to the southeast (Eberhart-Phillips 
et al., 2015, Figure 7.4a,b). These modelling results therefore support the model of Lamb et 
al. (2015), who propose that this structure may continue southwest of the central Southern  
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Figure 7.4: Comparison between active deformation and crustal structures within 25 km of 
transect line B—B’ in Figure 5.2. a) Increased seismicity (manifest as peaks in the 
microseismic strain rate and moment release) is observed 50—60 km southeast of the Alpine 
Fault surface trace, roughly corresponding with the Nevis-Cardrona fault system (NCFS) and 
a change in dip of the detachment plane. This region is interpreted as a broad pro-shear zone 
formed through concentration of differential vertical stresses. b) Seismicity is predominantly 
constrained to above the thermo-kinematically modeled detachment ramp (dark red plane), 
defining a deepening seismogenic zone to the southeast, consistent with raised geotherms in 
the vicinity of the shallowest ramp section. Seismicity near the southern Alpine Fault is less 
well constrained (occurring outside the COSA network) but appears to correspond to locked 
portions of the fault plane modeled using campaign GPS data (black dashed plane, including 
motion to west of Alpine Fault not included in Lamb et al., 2015; Wallace et al., 2007). c) 
Focal mechanisms within 50 km of the line B—B’. Mechanisms are lower hemisphere 
projections, such that coloured segments indicate motion into the page. No clear focal plane 
alignment with the proposed detachment planes is observed. PF=Pisa Fault, DF=Dunstan 
Fault. Base of crust is constrained using Model 1 from Chapter 2.  
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Alps beneath South Island. The modelled detachment flattens to become sub-horizontal c. 70 
km farther (c. 140 km) from the surface trace of the Alpine Fault than beneath the central 
Southern Alps (Figure 3.24b) and is therefore shallower by c. 10° beneath the Southern 
Lakes. Although the width of the apatite and zircon high exhumation zones is comparable 
along-strike (Figures 3.5, 3.16), this shallowing is required to explain the wider (by 10—20 
km) apatite partial annealing zone exposed in the Southern Lakes. The twist-up dislocation 
model of Lamb and Smith (2013) is also required to be shallower farther south, and shows 
good agreement with the thermo-kinematic detachment model produced here (Figure 7.3d). 
However, unlike geodetic models, thermo-kinematic modelling cannot constrain whether the 
fault plane is segmented into locked and slipping portions.  
A further prediction made by the listric fault ramp model is the occurrence of antithetic pro-
shear zones associated with concentration of differential vertical stresses at fault bends 
(Erickson and Jamison, 1995; Erickson et al., 2001; Herman et al., 2009; Figure 3.24d). In the 
central Southern Alps, one such zone corresponds well with the Main Divide Fault Zone (Cox 
and Findlay, 1995), however, no analogous structure has been proposed farther south. Given 
the shallower, more broadly listric nature of the modelled detachment beneath the Southern 
Lakes, changes in dip are less apparent than in the steeper model of Herman et al. (2009) 
(Figure 3.24), suggesting any pro-shear zones may be less well defined. However, the 
horizontal position of the required northwest pro-shear zone (point 2 in Figure 3.18c) is close 
to the southern Alpine Fault (Figure 3.23). If the southern Alpine Fault is acting as a pro-
shear zone, then the predicted differential vertical motion of c. 0.8 mm/yr, upthrown to the 
northwest, may explain the reversal of throw on the southern Alpine Fault in this region, 
with the Australian plate becoming upthrown relative to the Pacific plate.  
The presence of other secondary pro-shear zones, associated with the changes in dip of the 
southwestern part of the modelled detachment (point 3 in Figure 3.18c) are less clear. Peaks 
in the microseismic strain rate and total moment release along a transect through Lake 
Hawea are observed within 10 km of the southern Alpine Fault, and at 45 km and 70 km to 
the southeast (Figure 7.4a). The distal peak is dominated by events in the ML4.3 Dingle 
Burn earthquake sequence (Section 5.3.4). The middle peak roughly corresponds with a 
change in dip of the detachment plane, although is not associated with major surface 
faulting. A profile of the summed vertical component of the moment tensor (MZZ) exhibits 
similarly located peaks as the total moment release strain rate, although these peaks are 
constrained to where focal mechanisms are available. Given the broad, listric nature of the 
detachment, these peaks may not clearly correspond with an obvious change in dip of the 
thermo-kinematically modelled detachment, but they do loosely correspond with peaks in the 
geodetic vertical velocity field and a transition from a slipping to locked patch in the model 
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of Lamb and Smith (2013). It is therefore likely that detachment geometry is less important 
than slip style in controlling locations of shallow Pacific plate microseismicity.  
It may also be important to note that the Nevis-Cardrona Fault System marks a sudden and 
major transition in exhumation across the study region (Figures 1.6, 1.7) and strikes 
perpendicular to the modeled convergence direction require along the detachment (i.e. 
perpendicular to models A1 and A2, Figure 3.18). The fault system occurs at the 
southeastern edge of the low Qp zone inferred to represent the leading edge of the 
underthrust Australian plate (Figure 7.4b). It is, therefore, postulated that this northwest 
dipping structure may help to accommodate differential uplift between the northwestern part 
of the underthrust region, and the regions farther southeast in the Southern Lakes. 
Continuation of the detachment plane within the mid-crust beneath Central Otago may 
explain the parallel series of reverse faulting within the overlying elastic crust (Ellis et al., 
2004).  
7.3.3: Evidence of Active Deformation 
Q. Is the proposed detachment plane actively deforming?  
If the detachment plane is segmented into locked and slipping patches, as suggested by 
elastic dislocation models (Lamb and Smith, 2013, Figure 7.3d), this may be evident in 
locations and focal mechanisms of microseismicity. In the central Southern Alps, slipping 
patches are associated with tremor and low frequency earthquakes (Wech et al., 2012; 
Chamberlain et al., 2014), whilst microseismicity appears restricted above the shallowest 
locked patch (Figure 2.10, Boese et al., 2012). Whilst no low frequency earthquakes have 
been documented south of the Landsborough River, this may primarily be an artifact of 
network coverage, and further work is required to map their southwest extent.  
Beneath the Southern Lakes, microseismicity is shown in this study to be predominantly 
constrained to the upper Pacific plate (Figure 7.4b). This is supported by the deepening of 
the base of the seismogenic zone from c. 10 km in the north-east to c. 20 km in the 
southwest, following the warped isotherm pattern. Total moment release is highest beneath 
the surface trace of the Southern Alpine Fault (c. 1015 Nm), a section that is required to be 
locked in order to produce a good fit of the observed velocity field. A deeper locked zone is 
additionally required by the geodetic observations, at depths of >15 km, despite higher 
temperatures (>450°C) and reduced brittle behaviour from warped isotherms at these 
depths, formed by uplift on the detachment plane (Figure 3.24g). Given the location of this 
locked zone above a high attenuation zone (QP<300), this mid-lower-crustal brittle behaviour 
may be formed through embrittlement, as fluids are released from the underlying Australian  
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Figure 7.5: Synthesis of proposed along-strike changes in Australian crust underthrusting 
beneath central South Island. A narrowing in underthrusting is observed to the northeast, 
such that the detachment plane is steeper and narrower beneath the central Southern Alps 
(B—B’) than beneath the Southern Lakes (A—A’). A comparable zone of pro-shear is wider 
in the southwest, and corresponds approximately with the leading edge of the underthrust 
Australian plane, the Nevis-Cardrona Fault System and a contrast in erosion of the 
Waipoumanu Erosion Surface (WES). AF=Alpine Fault, NCFS=Nevis Cardrona Fault 
system, MDFZ=Main Divide Fault zone, DF=Dunstan Fault, PF=Pisa Fault, 
AUS=Australian Plate, PAC=Pacific Plate. 
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plate. This process of brittle behaviour arising from high pore fluid pressures has been 
previously proposed to play a role in lower crustal brittle behaviour in the central Southern 
Alps (Stern et al. 2007). 
Few focal mechanisms coincide with the modelled detachment plane, and Pacific plate 
deformation is instead dominated by dextral plate-vector aligned faulting in the shallow crust 
(see Section 5.2 for full discussion). Few reverse mechanisms >60 km southeast of the 
southern Alpine Fault (Figure 7.4c) occur c. 10 km shallower than the detachment, and their 
planes show better alignment with reverse Central Otago faulting than the detachment. One 
small (ML2.7) reverse mechanism, 22 km southeast of the southern Alpine Fault, at c. 18 km 
depth, coincides with the lower locked fault patch, and suggests northeast underthrusting 
along a shallow-plane (Figure 7.4c).  
Figure 7.5 summarises the proposed tectonic model for central South Island, modified from 
that of Lamb et al. (2015) by considering constraints from this thesis. The following sections 
summarise the contributions of this thesis central to the generation of this model, and 
include suggestions for future work.  
7.4: Contributions Arising from this Thesis 
• Chapter 2: Constraints on Lithospheric Deformation in Central South Island 
• Crustal thickness in central South Island linearly correlates with Bouguer 
gravity anomaly, suggesting the short wavelength gravity field is dominated 
by changes in crustal, rather than lithospheric, thickness.  
• This relationship is used to constrain three end-member models of crustal 
thickness across the study region. The shape of the crustal root is constrained 
to be a function of the gravity low. These crustal models form the basis of 
simple 2D shortening models considered in Chapter 7. 
• Inconsistencies regarding the current widely accepted 2D model of crustal 
thickening are highlighted.  
 
• Chapter 3: Constraints on Cenozoic Crustal Deformation in Central South Island 
from Fission-track thermochronology 
• A new maximum likelihood fission-track age calculation method is developed 
to account for low fission-track counts. This method approximates the 
standard use central age method well for high track counts, but offers 
improved portrayal of error bounds, especially in the case of low uranium 
concentration grains.  
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• 41 new fission-track ages have been produced for Rakaia and Caples terrane 
rocks in the Southern Lakes region between Lake Hawea and Lake Wakatipu.  
• Maximum likelihood apatite ages reveal the width of the high exhumation 
zone (reset ages) adjacent to the southern Alpine Fault has previously been 
overestimated, because of low uranium concentrations producing artificially 
young cooling ages. Fully reset apatite fission-track ages are shown to be 
restricted to within c. 30 km of the southern Alpine Fault, comparable to 
results in the central Southern Alps.  
• This revised exhumation profile is used to constrain the first thermo-kinematic 
models for the southern Alpine Fault. Modelling results demonstrate the 
surface cooling age pattern can be reproduced well by a listric reverse fault 
geometry, which shallows to a low-angle detachment in the mid-crust beneath 
the Southern Lakes. The age pattern can be equally well reconstructed by a 
shallower detachment, constrained to the surface at the southern Alpine 
Fault, or by a deeper fault constrained to surface c. 35 km offshore.  
• The latter model is preferred in this study, as it can explain the reversed sense 
of upthrow across the southern Alpine Fault, by considering the structure as a 
north-west dipping antithetic pro-shear zone, accommodating concentrated 
vertical shear stresses above a change in detachment dip.  
 
• Chapter 4: The Central Otago Seismic Array (COSA) 
• Eight temporary three-component broadband seismographs have been 
deployed (operational since June 2012) in the vicinity of the thickest crustal 
root. This network forms the longest focused microseismicity study in the 
Southern Lakes, and covers ‘the gap’ in the national network’s catalogue.  
• Accurate phase picks of local and regional earthquakes highlight that travel-
times cannot be represented well by a simple 1D velocity model, and provide 
the basis for future tomographic studies.  
• A local magnitude scale is developed for the network, including a non-
frequency dependent attenuation parameter of !=0.0067, and specific station 
correction terms.  
 
• Chapter 5: Microseismicity, Fault Kinematics and Stress in the Southern Lakes  
• A detailed catalogue of 3046 earthquakes between June 2012 and October 
2013, including 2863 local magnitudes and 154 focal mechanisms, is presented 
for the Southern Lakes and northern Fiordland.  
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• Local magnitudes span 0.1≤ML≤5.2 and follow an exponential Gutenberg-
Richter relationship, with a magnitude of completeness, MC1.9, and a b-
value=0.73±0.02.  
• The base of the seismogenic zone increases from c. 10 km within 20 km of the 
Alpine Fault, to c. 20 km at >40 km from the fault, consistent with warped 
isotherms predicted by thermo-kinematic modelling. 
• Microseismicity in Central Otago is not restricted to known active faulting, 
and appears to be diffuse throughout the shallow-mid crust. Detailed 
descriptions of regional faulting styles are discussed. 
• Focal mechanisms are mostly (67%) strike slip, and are dominated by slip 
along steeply-dipping dextral planes striking sub-parallel to the plate 
convergence direction (c. 070°). This style of mechanism is apparent in small 
microseismicity and large magnitude M>5 events, as well as neotectonic serial 
partitioning along the central Alpine Fault.  
• This slip direction cannot be explained by a simple Andersonian faulting 
relationship, and instead may reflect organisation of the plate boundary zone 
as a pure transform system.  
• This focal mechanism bias must be considered when using stress inversion 
methods, else estimates of SHmax approximate the P-axis of the dominant 
faulting style (SHmax=114°). This effect may not have been fully accounted for 
in previous studies.  
 
• Chapter 6: The 4th May 2015 ML6.0 Wanaka Earthquake and Aftershock Sequence  
• A detailed and precise catalogue of 2545 aftershocks has been quickly 
produced within 2 months of the earthquake, using matched-filter cross-
correlation and precise double-difference aftershock relocation methods. 
• This high quality dataset allowed for quantification of the fault plane. Using 
observations of focal mechanisms and aftershock alignment, slip is shown to 
have occurred on a steeply-dipping (c. 70°) dextral plane striking sub-parallel 
to the plate convergence direction (c. 250°). Aftershocks also occurred on 
synthetic dextral Riedel shears.  
• Aftershocks migrate away from the mainshock rupture patch with a log(time) 
relationship, consistent with previous studies of afterslip.   
• This dataset may form the starting point for further studies into aftershock 
sequences and matched-filter methods, such as understanding magnitude 
relationships between templates and detections.  
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7.5: Recommendations for Future Work 
Despite contributions from this study, the nature of the plate boundary zone adjacent to and 
beneath the southern Southern Alps is less well studied in comparison with the central 
Southern Alps. However, constraints on deformation in this region are key to understanding 
the nature of the transition between the central Alpine Fault and subduction processes in 
Fiordland. In particular, more work is required to understand the role of the southern Alpine 
Fault in accommodating oblique collision and possible underthrusting.  
Whilst shallow active source seismic profiles exist offshore, south of Milford Sound (e.g. 
Barnes et al., 2005), no onshore profiles have constrained the southern Alpine Fault’s 
subsurface geometry. Although the scale of the project would be large, an ultimate goal 
should be to strive for a large-scale on-shore/off-shore crustal seismic transect, similar to the 
SIGHT projects (e.g. Scherwath et al., 2003; Van Avendonk et al., 2004), applied to the 
Southern Lakes. These data would allow for improved constraints on crustal thickness 
beneath the southern Alpine Fault, through both active source and receiver function 
methods, as well as potentially being able to image any proposed interaction between the 
southern Alpine Fault and an underlying detachment plane.  
In the absence of such a definitive project, there is scope for further thermo-kinematic work 
from fission-track thermochronology, although this may be hindered significantly by low 
uranium concentrations in the schist. Whilst new age calculation methods developed in this 
thesis provide improved constraints, without large numbers (>100) of single grain ages, 
errors are still large, especially for young samples. Further work is required to differentiate 
which schist types contain reasonable apatite uranium concentrations, suitable for dating. 
High-resolution sampling for zircon-fission track analysis should be considered the next 
approach, specifically to examine the cooling histories of Australian plate rocks to the 
northwest of the southern Alpine Fault, south of Jackson’s Bay. Multiple age-elevation 
profiles (e.g. Valla et al., 2011) on both sides of the plate boundary zone would elucidate 
uplift histories to include in future thermo-kinematic models.    
To date, only one third of COSA data have been analysed and used to produce microseismic 
catalogues; Data between October 2013 and June 2015 are archived but have not yet 
undergone event detection and picking. The methods outlined in Chapter 4 should therefore 
form the basis for continued development of this catalogue beyond the presented 15-month 
period. In addition, results from Chapter 6 indicate that matched-filter cross-correlation is an 
excellent method for detecting similarly sourced events using data recorded on the COSA 
network. The COSA catalogue produced in this thesis includes many events that would be 
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suitable for use as templates to detect further events within the region. For example, focal 
mechanisms from the September 2013 ML4.3 Dingle Burn earthquake sequence (Section 
5.3.4) indicate similar styles of faulting for mainshock and aftershocks. The application of a 
network cross-correlation detection routine to this event would help remove ambiguities in 
polarities from acausal ringing observed at HUVA, and further constrain aftershock focal 
mechanisms in addition to identifying many more aftershocks of small magnitudes to possibly 
help constrain the fault plane. Application of the same method to events in the Shotover 
Valley could help constrain the nodal plane of strike-slip mechanisms there, to identify if 
they align with surface observations of sinistral faulting (Section 5.3.3). With regards plate 
vector aligned seismicity, it would be interesting to examine the spatial distribution of this 
kinematic process, and whether such events are constrained to identifiable planes, or remain 
diffusely distributed. In particular quantifying dextral fault length scales and examining how 
likely these faults are to slip and produce large earthquakes, would provide important 
information to incorporate into regional hazard models.  
Accurate hypocenter locations require improved velocity models for the region. Detailed 
travel-time analysis discussed in Chapter 4 indicates sub-surface structures are not well 
represented by a simple 1D velocity model, especially in the presence of a large crustal root. 
The dataset of accurately picked COSA earthquakes therefore holds important information 
regarding travel-times of waveform paths, and should form a starting point for future 
tomographic inversions. This work may help to better constrain the extent of the mid-crustal 
P-wave velocity inversion, and the shape of the crustal root in the region.  
Events occurring at the edge of, or outside the COSA network have higher depth 
uncertainties than those occurring within the network. This is particularly apparent for 
shallow (<5 km) seismicity close to the surface trace of the southern Alpine Fault (Section 
6.3.5). Constraining the hypocenters of this shallow seismicity is especially important for 
constraining the sub-surface geometry of the southern Alpine Fault, and examining how the 
fault transitions into the proposed detachment plane. This section of the plate boundary zone 
exhibits higher rates of seismicity than farther north, yet this seismicity is still poorly 
constrained, and unable to provide information on fault geometry and kinematics. The 
COSA network would therefore benefit greatly from the installation of at least one 
broadband station between GeoNet stations JCZ and MSZ along the west coast. Ideally, a 
small, dense array would improve locations greatly, and provide the opportunity for a 
detailed tomographic model of the region. However, no roads exist between Jackson’s Bay 
and Milford Sound; access would have to be via helicopter flying from either Milford Sound 
or Haast.  
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Suggestions for further work on the Wanaka earthquake aftershock sequence have been 
previously mentioned in Section 6.4.2. The next scheduled service of the COSA network 
(early 2016) will provide continuous data from June 2015 onwards and enable expansion of 
the catalogue to observe the longer time scale evolution of the sequence. New template events 
should be picked, in addition to originals, as temporal changes in the number of detections 
are observed suggesting evolution in the style of faulting through time (Figure 6.10).  
7.6: Conclusions 
The major conclusions, based on previous discussion and contributions from this thesis are 
summarised as follows: 
• Compilation of seismic, gravity, fission-track and plate reconstruction data show that 
crustal thickening in central South Island, New Zealand, cannot be explained by a 
simple 2D Alpine Fault-orthogonal shortening model. Instead it is shown that the 
large crustal root beneath the Southern Alps is formed by a 3D process, involving 
along-strike motion of material.  
• This thesis therefore investigates a working model whereby along-strike 
underthrusting of Eocene rifted Australian crust may be accommodated by a listric 
Alpine Fault geometry, which flattens to a low-angle detachment plane in the mid-
crust.  
• In the south of the orogen, the presence of this detachment is investigated through 
thermo-kinematic modelling of new and existing fission-track data. This modelling 
shows the surface pattern of cooling ages can be well reproduced by a low-angle 
detachment plane, similar to, but more shallowly dipping than previously modelled 
structures beneath the central Southern Alps. South of Jackson’s Bay, the 
detachment structure may transition to surface offshore, such that the southern 
Alpine Fault becomes an antithetic pro-shear zone, possibly explaining how the 
northwest side of the fault becomes relatively upthrown in this region.  
• The proposed detachment, as constrained by thermo-kinematic modelling correlates 
with the base of a P-wave inversion in the mid-crust, a high attenuation zone, and 
geodetically modelled detachment planes.  
• Active deformation is characterised by a new, detailed 15-month microseismic 
catalogue for the Southern Lakes region, and highlights that seismicity is diffuse 
throughout the upper—mid crust. A deepening of the seismogenic zone to the 
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southeast of the southern Alpine Fault is observed (c. 10 km within 20 km of the 
Alpine Fault, to c. 20 km at >40 km from the fault), consistent with warped 
isotherms predicted by thermo-kinematic modelling. 
• Relationships between surface faulting and microseismicity are examined and 
highlight distinct regional patterns. Reverse faulting in Central Otago exhibits little 
associated microseismicity, supporting the notion that these faults release close to all 
the accumulated strain in infrequent large offset events. A north-south trending zone 
of seismicity is characterised in the Shotover Valley, which does not correlate with 
geomorphic surface expressions of sinistral faulting. A sharp increase in seismicity is 
observed south of Jackson’s Bay, on both sides of the southern Alpine Fault, relative 
to the central Alpine fault farther north. A cluster of intermediate depth (60—90 km) 
events is identified beneath the Dart Valley, referred to as the Dart cluster. These 
events are distinct from the Puysegur Benioff zone to the southwest, and exhibit 
dominantly reverse faulting mechanisms.  
• Moment tensor analysis shows microseismicity releases only a small component 
(0.1%) of the total accumulated tectonic plate motion strain. The remainder is 
anticipated to accumulate as elastic strain within the crust, to be released in large to 
great magnitude events.  
• Analysis of 154 microseismic focal mechanisms, shows active seismic deformation is 
dominated by slip on steeply-dipping dextral plate-vector aligned faults. This process 
is evident at multiple deformation scales and controls microseismicity, large M>6 
earthquakes and serial partitioning of the central Alpine Fault surface trace, 
suggesting the plate boundary zone may be striving to organise itself as a pure 
transform system.  
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Appendix A 
Fission-Track Sample Preparation and 
Analytical Methods 
 
 
 
This appendix is intended as a supplement to Chapter 3 and outlines laboratory procedures 
and age calculation methods for apatite and zircon fission-track analyses. Section A.1 
describes the mineral separation, mounting, etching and counting methodology applied to 
samples in this study in laboratories at Victoria University of Wellington. Section A.2 
outlines standard fission-track age calculation methods routinely adopted in the literature. 
However, as is discussed, these age calculation methods are not suitable when considering 
very low uranium samples (as is the case for many samples here). Instead, in Section A.4, a 
new maximum likelihood age calculation method is developed (alongside Euan Smith, VUW) 
for fission-track samples exhibiting extremely low uranium concentrations. Raw count data 
from sample MAT1 is included in this appendix as an example of the method. All other ages 
are presented in Tables 3.1 and 3.2 and raw count data in Appendix B.  
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A.1: Sample Preparation 
Apatite and zircon crystals were extracted from c. 10 kg schist samples using standard heavy 
mineral separation techniques in laboratories at Victoria University of Wellington (Figure 
A.1). Each sample was crushed using a Boyd double acting, fine jaw crusher before 
undergoing further separation to a fine (<250 μm) fraction by hand sieving. The densest 
grains (including apatite and zircons) were extracted using a wet mineral separation table. I 
then used a Frantz magnetic separator to separate the low-magnetic minerals (quartz, 
feldspar, apatite, zircon) from high-magnetic minerals (magnetite, biotite, sphene). Zircon 
and apatite crystals were further separated from quartz and feldspar grains using heavy 
liquid separation with methylene iodide, CH2I2, at densities of 3.3 gcm−3 and 3.1 gcm−3 
respectively.  
Apatite crystals were mounted onto glass rounds using EpoFix epoxy-resin. Zircon grains 
were mounted in a 0.5 mm thick Teflon round based on the method outlined by Gleadow et 
al. (1976). Samples were initially cut to expose internal crystal faces using silicon carbide 
paper before polishing using liquid diamond solution.  
Apatite crystals are etched in this study using a method outlined by Carlson et al. (1999), as 
recommended by Donelick et al. (2005) upon which calibrations of Ketcham (1999) are 
based. Samples are submerged in 5.5 N HNO3 for 20.0 s (±0.5 s) at 21◦C (±1◦C) and 
immediately rinsed in water to remove excess etchant. Zircons crystals are etched in this 
study using a method outlined by Gleadow et al. (1976). Polished mounts are placed face 
down in a molten binary eutectic of NaOH and KOH (ratio of 16:23 respectively) in a Teflon 
crucible and placed in an oven at 215◦C. 
The rate of fission track etching in zircons is controlled by track density within the crystals 
(i.e. the total accumulated radiation damage, Figure A.2; Gleadow et al. (1976)). It is 
important therefore to have an independent estimate of the track density to avoid over-
etching and complete dissolution of fission tracks from crystals with high radiation damage. 
Track density measurements from zircons collected from the Otago schist by Tippett and 
Kamp (1993a) are of the order of 0.3×107 cm−2 to 1.3x107 cm−2. Taking this into 
consideration, alongside a higher etchant temperature of 215◦C than Gleadow et al. (1976), 
an initial etching time of 40 hours was decided upon for samples from this study. After this 
time, samples were examined and a few returned to the etchant if spontaneous tracks were 
not properly revealed. 
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Figure A.1: Flow chart of mineral separation and fission-track sample preparation techniques 
used in this study.  
 
Figure A.2: Modified from Figure 1 of Gleadow et al. (1976). Relationship between etching 
time and spontaneous track density for zircons etched in a molten eutectic of KOH:NaOH at 
200◦C.  























   




































 
 






























   

















































E
tc
hi
ng
 ti
m
e 
to
 re
ve
al
 tr
ac
ks
 o
f o
pt
im
um
 s
iz
e 
(h
ou
rs
)
Track density in individual zircons (x107 cm-2)
0 1 2 3 4 5 6 7 8 9
0
10
20
30
40
50
60
70
80
observed densities 
in Otago schist 
zircons
268                                                 Appendix A: Fission-Track Methods 
A.2: Fission-Track Age Calculation (External Detector 
Method) 
Fission-track ages were initially calculated using the external detector method (Figure 3.?), 
Gleadow, 1981; Hurford and Carter, 1992). The external detector method uses a detector of 
low-uranium muscovite mica attached in intimate contact to the exposed internal grain 
surface of the etched apatite and zircon crystals. Subsequent radiation in a nuclear reactor 
induces fission in 235U in the crystals; these events are recorded as tracks in the muscovite 
detector, which is then etched. Irradiation of samples in this study was carried out at Oregon 
State University Radiation Centre, USA. After irradiation, the mica detectors were etched in 
40 % HF for 30 minutes at 21◦C. 
The number of spontaneous, naturally occurring tracks (!!) is counted over a given area (Ω) 
of the exposed grain surface. The number of induced tracks (!!) on the corresponding part of 
the mica detector is then counted over the same area as the spontaneous tracks. Fission 
tracks were counted on a Zeiss Axioplan Mm1 microscope with a computer driven stage 
(Autoscan system) and 1000x magnification. Apatite samples were counted using a dry 
objective, whilst zircon samples were counted using immersion oil. Tracks were counted only 
on grains with exposed surfaces parallel to the c-axis. In some cases, poor contact between 
the grain mount and external mica can result in ’leakage’ of fission products around the 
edges, resulting in a distributed zone of induced fission tracks over an area larger than the 
original grainsize. The grid used for spontaneous track counting is constrained to within 10 
μm of the grain edge. Spontaneous and induced track densities, (!! and !! respectively) are 
then calculated according to: 
!! = !!!!    and  !! = !!!!  
These track densities are then used to calculate the fission-track age, !, of a single apatite or 
zircon grain according to: 
                                            !! = ! !!! ! ln 1+ !!"!"! !!,!!!,!                                  (A.1) 
where subscript ! refers to the grain !, ! = total decay constant of 238U (1.55125x10-10 y-1),  ! 
= !-calibration factor based on EDM of fission-track age standards, ! = geometry factor for 
spontaneous fission-track registration (=0.5), !! = the induced fission-track density for a 
uranium standard corresponding to the sample position during neutron irradiation. The 
symmetrical error of this single grain age is given by: 
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                                       !! = ! !!!,! + ! !!!,! + ! !!!,! + ! !!! ! ! !                           (A.2) 
where !! = number of induced fission tracks counted to determine !!.  
Routinely, for each fission-track sample, at least 20 individual grain ages are calculated and 
combined to calculate a single central age, !!, (Galbraith and Laslett, 1993) for the rock.   
                                      !! = ! !!! ! log 1+ !!! !!!!! !!!!                               (A.3) 
where ! is the weighted average of single-grain variances. The corresponding error for the 
central grain age is given by: 
                            !" !! = ! !!! !!!(!!!)! !!!!!! !+ ! !!! + !"(!)! !                        (A.4) 
where !! is the weighting of each single grain variance. Uncertainty in the mean sample age 
as calculated from multiple single grain ages is given by: 
                                            ! !! = ! !!! + ! !!! + ! !!! ! !                              (A.5) 
where !!, ! ! !and !!!are the total number of counted tracks for !!, !!! and !! respectively.   
If there is compositional variation in the grains or the grains represent detrital ages, a 
mixture of grain ages may be present from a single sample. Statistical tests on these 
individual grain ages can determine whether there is a mixed age population and the 
reliability of the central age. Homogeneity in the single grain age population is tested using a 
chi-squared (!!) test (Galbraith, 1981).  
                                     !! = ! !!,!!!!!,! !!!,! + !!,!!!!!,! !!!,! !!                       (A.6) 
where 
                                   !!" = !!! !!,!+! !,!!!+! !     and   !!" = !!! !!,!+! !,!!!+! !     (A.7, A.8) 
I calculated my user-specific zeta-value for age calibration using glass standards CN1 and 
CN5 for zircon and apatite respectively and age standards of Durango apatite (31.4±0.5 Ma), 
Fish Canyon tuff (FCT, 27.9±0.5 Ma) and Tardree rhyolite (TAR, 58.7±1.1 Ma) (Figure A.3 
and Table A.1).  
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Table A.1: Zeta values for E. Warren-Smith calculated using glass standards CN1 for zircon 
and CN5 for apatite.  
Sample Name 
(Apatite) 
Age  
standard 
Zeta  
(with 1σ) 
Sample Name 
(Zircon) 
Age 
standard 
Zeta 
(with 1σ) 
      
VUW007-22 Durango 339.5 (±21.9) VUW010-07 FCT 139.1 (±5.7) 
VUW009-6 Durango 288.9 (±19.3) VUW006-16 FCT 159.8 (±8.9) 
VUW013-2 Durango 321.4 (±20.2) VUW010-16 TAR 139.2 (±8.9) 
VUW014-17 Durango 392.5 (±25.4) VUW016-28 FCT 133.1 (±7.5) 
VUW013-23 FCT 276.0 (±62.7) VUW005-17 FCT 141.0 (±7.2) 
ETH245-8 FCT 266.3 (±26.6) VUW006-41 FCT 154.4 (±8.8) 
VUW007-8 Durango 333.9 (±21.1) VUW005-31 FCT 151.0 (±8.0) 
VUW008-14 Durango 349.6 (±24.7)    
VUW009-17 Durango 367.9 (±21.1)    
Weighted Average: 330.4 ± 7.8 Weighted Average: 143.9 ± 2.9 
 
 
 
Figure A.3: Zeta values for E. Warren-Smith calculated using glass standards CN5 for 
apatite and CN1 for zircon. Errors shown are 1σ. 
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A.3: Age Calculation with Low Track Counts 
A.3.1: Practical Considerations 
For samples with few spontaneous tracks (resulting either from low uranium or very young 
cooling ages), care must be taken to not only count grains with visible tracks but also those 
without. Counts (both NS and NI) for those grains with zero spontaneous tracks must always 
be included in equation A.3 to avoid an over estimate of the sample age. To overcome this 
potential bias the sample mount is scanned under the microscope in a regular tracking 
pattern and a grain is counted if it crosses the central cross hairs. If this initial search does 
not produce enough grains for accurate age calculations the scan may be repeated in the 
other axis direction or all apatite grains on the mount may be counted. 
Low !!  for low uranium grains also makes alignment between crystals and their 
corresponding mica positions difficult using the external detector method. For high !I, the 
characteristic shape of each crystal is often easy to identify on the mica detector, but this is 
not possible with only one or two induced tracks per crystal. One option is to increase the 
neutron fluence during irradiation. However, this is not favourable as low uranium samples 
are irradiated alongside higher concentration samples and the higher radiation dose increases 
the radioactivity of the mounts and also blackens the glass mounts (Diane Seward, pers. 
comm. 2015). Jonckheere et al. (2003) suggest a repositioning technique whereby the mica 
detector is replaced track-side down on the mount after etching and crystals are matched 
simply by vertically refocusing the stage to switch between the induced and spontaneous 
tracks. This method requires the use of very thin (< 50 !m) detectors and patient 
readjustment of the mica to get a good match. Instead we use the mirror-image approach 
and rely on occasional zircons with high !! for good alignment.  
A.3.2: Theoretical Considerations 
Galbraith (2010) notes that equations A.1 and A.2 are only valid for !!,! !!,! and !! values 
greater than around five, else the age estimate and errors become unreliable. !! is rarely less 
than five provided a large enough area is counted for calculation of !!.!! ! > 9000 for all 
samples in this study.  However, it is not uncommon for samples in this study to have !!,! !!,! less than five, in some cases equaling zero.  
The case of !!,! = 0 (or at least ≤5) is attributable to a low 238U concentration providing a 
reasonable area of mica is counted (Galbraith, 2010). The case of !!,! = 0 however requires 
careful interpretation. When no spontaneous tracks are counted for a grain, the grain age 
equation A.1 will estimate !! = 0. This very low density of spontaneous tracks may either 
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mean the grain does indeed have a very young cooling age, in which case the estimation of !! ≈ 0 holds true. Alternatively it may also means the grain simply does not have enough 
238U present to produce observable tracks. In this instance, the grain age is not necessarily 
very young and a comparison must be made between !!,! and !!,! to differentiate between 
these two scenarios and determine whether the age is being underestimated.  
For example, let us consider grain !!with !!,!=0, !!,!=2 and grain ! with !!,!=0, !!,!=50. 
Both these grains would produce single grain age estimates of !! = 0!from equation A.1 
Assuming both grains have undergone identical irradiation procedures and the tracks are 
counted over the same area, since grain ! has a higher induced track count it has a higher 
238U concentration than grain !. We are therefore more inclined to believe that grain !!is a 
young grain, whereas grain !  has a higher probability of an older age, alongside a low 
uranium concentration (as highlighted by the low induced track count).  
For useful interpretation and calculation of meaningful sample ages, it therefore is not 
sensible to include both of these 0 Ma single grain ages for grains ! and ! into a sample 
cooling age, without properly accounting for their different uncertainties. In particular, 
Galbraith (2010) notes that pooled ages are not suitable for samples with variable uranium 
concentration grains within a single sample. This is the case in many of the samples in this 
study, where more than an order of magnitude difference in 238U concentrations exists 
between grains (Figure 3.9). The following sections outline an approach to this problem, 
written alongside Euan Smith (VUW), with the aim of producing a more reliable fission-
track age calculation for low uranium samples.  
A.3.3: Probabilities of Fission Events 
Firstly, it is necessary to quantify how the probability of an observed fission event is 
dependent on uranium concentration and time. This subsection is based on fundamental 
fission equations outlined in Chapter 3 of Galbraith (2010) although uses slightly modified 
notation.  
The probability ! !  that a single 238U atom has undergone fission in time ! is: 
                                              ! ! = !! ! (1 − exp −!" )                         (A.9) 
where !! is the exponential random variable rate of fission. If !! is the concentration of 238U 
atoms at the time the grain passed the annealing temperature, the expected number of fission 
tracks (per unit volume) is:  
                                                       !! = !!!(!)                                             (A.10) 
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If !! is the contemporary (present-day) concentration of 238U, then 
                                                    !! = ! !!exp!(−!")                                        (A.11) 
so that 
                                              !! = (!! !)(exp !" − 1)!!                           (A.12) 
Therefore, considering only those fission tracks that intersect a planar surface, the 
spontaneous track density !! (tracks per unit area) observed at time ! is given by (equation 
3.2 of Galbraith, 2010): 
                                         !! = 0.5(!! !)(exp !" − 1)!!!!                               (A.13) 
where !! is the equivalent isotropic length of the spontaneous tracks. 
The expected number of induced tracks, !!, after neutron bombardment, is given by 
                                                      !! = !Φ!!Ι!!                                             (A.14) 
where Φ is the applied thermal neutron fluence in number of neutrons per square centimeter, 
and !! = 580.2 x10-24 cm2 is the microscopic fission cross-section of 235U. Ι is the isotopic ratio 
of 235U:238U = 7.25x10-3. The induced track density, !!, is given by 
                                                !! = 0.25(Φ!!Ι!!!!)                                         (A.15) 
where  !! is the equivalent isotropic length of the induced tracks. Price and Walker (1963) 
and Galbraith (2010, p30) assume that !!= !! . In what follows, this assumption is also 
upheld, however, if the ratio of these is known, then the calculations can be modified.  
The zeta age calculation method (Hurford and Green, 1983) substitutes Φ!!Ι/!! with !!! 
and takes the ratio !! / !! to obtain an age estimate using equation A.1 It will be convenient 
for the discussion to consider the approximation for ! obtained by using the first term of the 
log power series, valid when 0.5!"!!(!! !!) is small: 
                                                        !!~!0.5!!!(!! !!)                                    (A.16) 
which is accurate to better than 1% for the appropriate constants for the apatites. In 
particular, for ! = 330 and !!= 1.21, 0.5!!!= 200, so !! !! = 1 implies an age of 200 Ma. 
In the apatite samples examined in this study, a number of grains show both spontaneous 
and induced fission track counts of 0 and/or 1.  We calculate the probability of zero or one 
counts for different values of uranium concentration, !!. From the probability of single atom  
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Figure A.4: Probabilities of low track counts with current uranium concentration, τc (atoms 
per nominal volume). a) Probabilities of zero spontaneous tracks (blue lines for different 
ages, 1—190 Ma) and zero induced tracks (red line, independent of time). b) Probabilities of 
zero or one spontaneous and induced tracks (blue and red lines respectively, as in a)).  
undergoing fission (equation A.9) and the adjustment to contemporary concentration of 238U 
(equation A.12), the probability of !  fission tracks in time, ! , is given by the Poisson 
probability: 
         ! !, ! = exp −!! ! !!! ! !/!! 
                   = exp −0.5 !! ! exp !" − 1 !!! (!! !)(exp !" − 1!!! !/!!        (A.17) 
So the probability of zero spontaneous fission events is: 
                                     !! 0, ! = !exp!{−0.5 !! ! exp !" − 1 !!!}                     (A.18) 
For induced fission, the probability of a fission event is independent of time, so that for the 
same !!! the probability of ! induced fission tracks is given by: 
                                    !! ! = exp −0.25!Φ!!Ι!!! Φ!!Ι!!! !/!!                       (A.19) 
and thus the probability of zero induced fission events is 
                                            !! 0 = exp −0.25!Φ!!Ι!!!                                    (A.20) 
Probabilities for N=0 and N=0 or 1 (Figure A.4) show that even where !!! is such that !! 0 !or !! 0 + !! 1  is small (!!! ~ 109 nominal concentration), !! 0, !  and !! 0, ! +!! 1, !  
a)
b)
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are > 50% for ages < 25 Ma and 50 Ma respectively. That is, if !!= 0 or 1, !! provides 
almost no constraint on the age.  
A.4: A New Fission-track Dating Approach for Low 
Uranium Samples 
The above equations and Figure A.4 show that grain ages cannot be usefully calculated using 
a probabilistic approach for the case when !!= 0 or 1. However, for grains with !! > 1, an 
age and associated error can still be estimated even if !!=0. One solution to the problem is 
to estimate 238U concentration, !!! , as well as age.  Since !!  and !!  are linked via !!! , in 
principle we have two observations and two unknowns and we can solve for both ! and !!!. 
The method of maximum likelihood enables this.  It has the useful property that joint 
confidence regions for !  and !!!  are readily calculated by using log-likelihood ratios, the 
method of which is described in this section.  
A.4.1: Maximum Likelihood Estimates for a Single Grain 
For a single apatite grain the likelihood function is a product of the probabilities of obtaining !! and !! given specified values of ! and !!!:  ! !, !!! = exp −0.5 !! ! exp !" − 1 !!! !! ! exp !" − 1 !!! !!/!!! !!x  
              exp −0.25!Φ!!Ι!!! Φ!!Ι!!! !!/!!!                                                       (A.21) 
where !! and !! are the spontaneous and induced counts per unit area.  
It is usual and convenient to deal with log likelihoods, which will have the same maximum 
since the log function is monotonic. Equation A.21 therefore becomes a log-likelihood 
estimation: ℒ !, !!! = log ! !, !!!  !!!!!!!!!!!!!!!!= −0.5 !! ! exp !" − 1 !!! + !!!log!({(!! !)(exp !" − 1)!!!!}) - 
              log !!! + −0.25!Φ!!Ι!!! + !! log !!!!!!! − log!(! !!)                            (A.22) 
The maximum is found by a grid search over a range of values of ! (to the nearest 0.5 My) 
and !!! known to encompass the best-fitting values.  This approach can be plotted as a set of 
maximum likelihood fits for individual grains within a sample (Figure A.5).  The ages  
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Figure A.5: Maximum likelihood estimates of age, t, and 238U concentration (!!!, atoms per 
nominal volume) for single apatite grains from sample site MAT1 (15 grains with 2 or more 
induced fission tracks). Labeled contours illustrate the log-likelihood differences calculated in 
equation A.22. The bold line (labeled “-3”) is the joint 95% confidence region for age and 238U 
concentration. Optimum marked by a red cross. Maximum and minimum 95% plot limits for 
age are marked with blue circles. Note that the 4th plot, with !! = 8, has a relatively well-
constrained age.  In contrast the 95% contours do not close off within 250 Ma for !! = 0 and !!< 4. 
produced this way are negligibly different from the standard method (using equation A.1), 
for ages > 0 (Table A.2) 
A.4.2: Maximum Likelihood Estimates for a Whole Sample 
The results in Table A.2 demonstrate the utility of the maximum likelihood method, which 
returns single grain ages that are indistinguishable from their conventional ages as calculated 
using equation A.1. However, the problem of finding the ‘best’ age for a bulk sample still 
remains.  The grain ages for sample MAT1 (Table A.2) illustrate the problem. The 0 Ma 
ages arise from !! = 0, with !! > 1.  In fact the !! values for these grains range between 2 
and 15, which singly and collectively imply a young age.  Thus, averaging the conventional 
ages will result in an upwardly biased age for the site.  
The problem could be addressed by including the ‘zero ages’ in some way.  What is 
inappropriate, as the likelihood contours show (Figure A.5), is to obtain a simple, 
unweighted sum of zero and non-zero ages.  This is inappropriate because the zero ages are 
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Table A.2: Counts of spontaneous (NS) and induced (NI) fission tracks over area (Ω) for 40 
grains from sample MAT1. The conventional age (calculated using equation A.1) and the 
maximum likelihood (ML) age (calculated by finding a maximum to equation A.22) are 
shown for comparison. L95% and U95% values are the lower and upper 95 percentile errors 
(approximately 2σ). Ages are calculated using a ξ-factor of 330.4. Ages are indistinguishable 
between the two methods.  
Grain 
# NS NI Ω 
Conventional 
Age (Ma) 
±1σ L 
95% 
ML 
(Ma) 
   U 
95% 
 
          
1 1 8 20 28.79 30.55 0.9 29 220.59  
2 1 3 20 76.5 88.35 1.31 76 499  
3 1 13 10 17.73 18.41 0.84 18 121.65 
4 8 80 10 23.05 8.56 8.14 23 51.86 
5 1 5 15 46.01 50.41 0.97 46 418.35  
6 1 5 16 46.01 50.41 0.97 46 418.35  
7 1 8 20 28.79 30.55 0.9 29 220.59  
8 1 3 30 76.5 88.35 1.31 76 499  
9 1 3 40 76.5 88.35 1.31 76 499  
10 0 7 10 0 0 0 0 122.36  
11 0 3 7 0 0 0 0 384.94  
12 0 2 20 0 0 0 0 499  
13 0 2 12 0 0 0 0 499  
14 0 4 15 0 0 0 0 252.88  
15 0 5 30 0 0 0 0 187.06  
16 0 1 15 0 0  !! = 0 or 1, no constraint on age 
17 1 19 5 12.14 12.46 0.79 12 78.73  
18 1 2 10 114.41 140.1 1.8 115 499  
19 0 1 14 0 0  !! = 0 or 1, no constraint on age 
20 2 5 20 91.69 76.74 7.05 92 499  
21 0 1 20 0 0  !! = 0 or 1, no constraint on age 
22 0 2 6 0 0 0 0 499  
23 1 2 16 114.41 140.1 1.8 115 499  
24 0 1 9 0 0  !! = 0 or 1, no constraint on age 
25 0 0 50    !! = 0 or 1, no constraint on age 
26 2 10 100 46.01 35.65 3.83 46 231.78  
27 2 4 6 114.41 99.12 8.52 116 499  
28 1 2 6 114.41 140.1 1.8 115 499  
29 1 4 4 57.46 64.26 1 58 499  
30 1 8 24 28.79 30.55 0.9 29 220.59  
31 1 14 16 16.47 17.05 0.83 16 111.54  
32 1 8 16 28.79 30.55 0.9 29 220.59  
33 0 8 6 0 0 0 0 104.21  
34 0 15 16 0 0 0 0 50.91  
35 1 9 8 25.6 26.99 0.89 25 189.97  
36 1 12 24 19.21 20 0.85 19 133.71  
37 0 4 6 0 0 0 0 252.88  
38 0 2 9 0 0 0 0 499  
39 2 16 50 28.79 21.61 2.51 29 131.29  
40 0 3 7 0 0 0.9 29 220.59  
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much more uncertain than the non-zero ages.  Moreover, the non-zero ages have themselves a 
range of uncertainties.  In these circumstances, a weighted average is required, where the 
weights are inversely proportional to the variances of the determined ages.  But such weights 
are not easily determined when the uncertainties are skewed to high values. 
Instead, we extend the maximum likelihood method to calculate a single age and a set of !!! 
values for each site. For each site the likelihood function !(!, !!!" , ! = 1… !) is the product 
(Π) of the likelihood for the individual grains: 
! !, !!" , ! = 1… ! = Π exp −0.5 !! ! exp !" − 1 !!!" !! ! exp !" − 1 !!!" !!"/!!"! x 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!exp −0.25!Φ!!Ι!!!" Φ!!Ι!!!" !!"/!!"!                                        (7) 
where !!", !!" and !!!" are the spontaneous and induced counts per unit area, and current 
238U concentration of the !th grain, and ! is the site age, where it assumed that all grains 
have the same age. Because of partial annealing the apparent ages of the grains may not be 
the same.  This effect can be assessed by looking at the age differences of the grains’ 
conventional ages from the overall best age. 
As for single grains, the maximum value of the log-likelihood  ℒ !, !!!" , ! = 1… != ! −0.5 !! ! exp !" − 1 !!!" + !!!" log !! ! exp !" − 1 !!!"− log !!"! + −0.25Φ!!Ι!!!" + !!" log !Φ!!Ι!!!" − log!(!!"!) ! 
is found by a grid search, as follows.  For each of a range of ages !, the concentration !!!", 
which gives the maximum grain log-likelihood, is found, and then these individual log-
likelihoods are added to give: ℒ !!!" , ! = 1… !!|!!  
 The maximum of these gives the age with the overall maximum (log-) likelihood. 
Comparison between maximum likelihood ages calculated using this method, and central ages 
for all samples in this study is discussed further in Chapter 3.  
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Figure A.6: Method comparison between the standard-use fission-track age method and the 
new maximum likelihood (ML) method derived in this appendix. Single grain ages for a) 
zircon and b) apatite exhibit a linear gradient of 1.00 and a high R2 value=1.00. This 
highlights that the ML method approximates the standard-use method very well. c) Whole 
rock-cooling age comparison between the ML age, and the central age, for zircon samples in 
this study show a strong linear relationship with a gradient close to 1 (0.99). One sample is 
anomalous (BC7), owing to some low induced track counts, NI<5. d) Whole rock cooling age 
comparison between the ML and central age method for apatite samples in this study. Many 
samples lie close to a line with gradient=1. However, anomalous samples (labelled) skew the 
linear best fit to a shallower gradient=0.82. Sample BC6 exhibits an older central age (71.7 
Ma) than ML age (48 Ma), as the former includes an old single grain age of (1.8 Ga) based 
on track counts of NS=11, NI=1, which the ML excludes. Other anomalous points exhibit 
many low track counts NS, NI<5, where the central age method is not reliable.  
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 Appendix B 
Fission-Track Count Data 
 
 
 
This appendix presents the raw count-sheet data for all zircon and apatite samples counted 
in this study. Ages presented in this appendix include the pooled, mean, central and 
maximum likelihood (ML) sample ages as described in Appendix A. The first three age types 
are calculated using TrackKey (Dunkl, 2002), whilst maximum likelihood ages are calculated 
using a Matlab code written specifically for this project by Euan Smith (VUW). Each sample 
is presented alongside radial plots and single grain age histograms produced using TrackKey.  
 
 
Notes: 
• All ages are given in millions of years (Ma) 
• All areas are given as x107 cm-2 
• All count density values (RhoS, RhoI, RhoD) are given as x105 counts/cm2  
• Given errors on central, mean and pooled ages are ±2σ. Errors on single grain ages in 
tables are ±1σ.  
• Given errors on all maximum likelihood ages (grain and sample) are the lower and 
upper 95%. Where two upper estimates are given (apatites only), the error indicated 
with a * is the zircon conditional upper 95% error estimate.  
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B.1: Zircon 
 
Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 25 15 6 41.667 25 49.71 16.27 190.58 
2 18 8 4 45 20 67.01 28.52 152.47 
3 43 22 4 107.5 55 58.25 15.33 419.28 
4 39 14 4 97.5 35 82.86 25.89 266.82 
5 19 4 8 23.75 5 140.66 77.45 38.12 
6 120 132 20 60 66 27.16 3.48 503.14 
7 57 56 6 95 93.333 30.4 5.76 711.51 
8 16 33 6 26.667 55 14.5 4.43 419.28 
9 29 16 8 36.25 20 54.04 16.87 152.47 
10 26 13 6 43.333 21.667 59.6 20.29 165.17 
11 33 9 3 110 30 108.85 41.01 228.7 
12 21 10 4 52.5 25 62.57 24.08 190.58 
13 38 29 6 63.333 48.333 39.11 9.68 368.46 
14 137 85 6 228.333 141.667 48.07 6.73 1079.97 
15 45 28 4 112.5 70 47.94 11.59 533.63 
16 15 18 4 37.5 45 24.9 8.72 343.05 
17 35 13 2 175 65 80.1 26.08 495.52 
18 11 6 2 55 30 54.65 27.77 228.7 
19 15 21 3 50 70 21.35 7.23 533.63 
20 34 27 9 37.778 30 37.59 9.73 228.7 
21 40 31 5 80 62 38.51 9.26 472.65 
 
  
MAT1
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Mat1 
Zircon 
VUW010-2 
816 
590 
120 
68.0 
49.167 
367.73 (64%) 
41.3 ± 4.8 
54.7 ± 13 
45.0 ± 9.6 
41.0 (-11/+14) 
64.34 
0.0 
0.39 
4.161 
3124 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 24 13 2 120 65 53.48 18.46 509.98 
2 27 13 2 135 65 60.14 20.35 509.98 
3 44 18 6 73.333 30 70.72 19.85 235.37 
4 43 10 6 71.667 16.667 123.89 43.58 130.76 
5 35 18 4 87.5 45 56.32 16.38 353.06 
6 46 23 9 51.111 25.556 57.92 14.85 200.5 
7 27 15 4 67.5 37.5 52.15 16.84 294.22 
8 21 13 4 52.5 32.5 46.82 16.56 254.99 
9 16 10 2 80 50 46.38 18.72 392.29 
10 42 24 4 105 60 50.71 13.03 470.75 
11 48 21 5 96 42 66.15 17.37 329.52 
12 22 9 2 110 45 70.72 28.03 353.06 
13 13 7 2 65 35 53.8 25.25 274.6 
14 18 11 2 90 55 47.43 18.18 431.52 
15 142 62 12 118.333 51.667 66.28 10.2 405.37 
16 26 15 4 65 37.5 50.23 16.32 294.22 
17 25 12 4 62.5 30 60.32 21.23 235.37 
18 29 16 4 72.5 40 52.51 16.4 313.83 
  
MAT2
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Mat2 
Zircon 
VUW010-4 
648 
310 
78 
83.1 
39.74 
332.74 (32%) 
60.5 ± 8.8 
60.4 ± 8.4 
60.5 ± 8.8 
61.0 (-20/+29) 
8.28 
96.03 
0 
4.043 
3124 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 149 54 19 78.421 28.421 77.46 12.43 229.69 
2 89 34 8 111.25 42.5 73.5 14.91 343.47 
3 28 22 6 46.667 36.667 35.84 10.24 296.33 
4 160 40 12 133.333 33.333 111.98 19.96 269.39 
5 391 93 27 144.815 34.444 117.65 13.83 278.37 
6 118 49 15 78.667 32.667 67.65 11.6 264 
7 44 17 6 73.333 28.333 72.68 20.82 228.98 
8 425 92 20 212.5 46 129.16 15.14 371.76 
9 36 9 4 90 22.5 111.98 41.81 181.84 
10 78 12 5 156 24 181 56.27 193.96 
11 53 21 9 58.889 23.333 70.88 18.35 188.57 
12 142 54 9 157.778 60 73.84 11.92 484.9 
13 84 30 9 93.333 33.333 78.59 16.81 269.39 
14 108 30 12 90 25 100.87 20.94 202.04 
15 84 35 12 70 29.167 67.42 13.65 235.72 
16 78 30 15 52 20 73.01 15.77 161.63 
17 13 6 3 43.333 20 60.9 30.09 161.63 
18 81 35 9 90 38.889 65.03 13.24 314.29 
19 55 15 8 68.75 18.75 102.73 30.01 151.53 
20 148 63 20 74 31.5 66 10.04 254.57 
21 138 38 10 138 38 101.75 18.78 307.1 
22 121 22 9 134.444 24.444 153.48 35.74 197.55 
23 44 16 9 48.889 17.778 77.2 22.6 143.67 
24 34 7 4 85 17.5 135.73 56.42 141.43 
25 64 13 4 160 32.5 137.55 41.96 262.65 
26 42 15 4 105 37.5 78.59 23.71 303.06 
27 53 19 9 58.889 21.111 78.3 21.01 170.61 
 
  
MAT3
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Mat3 
Zircon 
VUW010-6 
2860 
871 
277 
103.249 
31.44 
244.75  (33%) 
92.1 ± 8.2 
92.7 ± 12.8 
87.3 ± 11.4 
92 (+25/-19) 
63.89 
0.0 
0.22 
3.925 
3124 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 15 16 2 75 80 20.26 7.3 843.35 
2 47 13 20 23.5 6.5 77.8 24.44 68.52 
3 40 21 8 50 26.25 41.11 11.12 276.73 
4 39 28 4 97.5 70 30.08 7.48 737.93 
5 74 55 35 21.143 15.714 29.06 5.21 165.66 
6 20 25 4 50 62.5 17.3 5.2 658.87 
7 121 77 36 33.611 21.389 33.93 5 225.48 
8 67 63 16 41.875 39.375 22.98 4.07 415.09 
9 20 11 4 50 27.5 39.24 14.76 289.9 
10 55 39 12 45.833 32.5 30.46 6.41 342.61 
11 15 7 6 25 11.667 46.23 21.18 122.99 
12 7 7 1 70 70 21.61 11.56 737.93 
13 10 7 2 50 35 30.85 15.22 368.97 
14 8 8 2 40 40 21.61 10.82 421.68 
15 6 5 2 30 25 25.93 15.71 263.55 
16 8 7 2 40 35 24.7 12.79 368.97 
17 45 14 6 75 23.333 69.22 21.24 245.98 
  


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Mat5 
Zircon 
VUW021-8 
597 
403 
162 
36.9 
24.9 
385.5 (59%) 
32.0 ± 4.4 
34.3 ± 8.2 
32.1 ± 6.4 
32 (+14/-10) 
28.95 
2.43 
0.25 
3.009 
3263 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 38 6 4 95 15 136.21 59.92 157.5 
2 8 3 2 40 15 57.7 39.09 157.5 
3 15 2 6 25 3.333 160.99 121.25 35 
4 36 9 3 120 30 86.36 32.25 315 
5 18 4 2 90 20 97.08 53.71 210 
6 20 6 6 33.333 10 72.05 33.58 105 
7 27 8 2 135 40 72.95 29.41 420 
8 11 3 2 55 15 79.21 51.62 157.5 
9 15 4 2 75 20 81 45.62 210 
10 41 14 9 45.556 15.556 63.34 19.66 163.33 
11 11 4 2 55 20 59.5 34.77 210 
12 21 4 2 105 20 113.12 61.76 210 
13 5 2 2 25 10 54.11 45.29 105 
14 12 3 3 40 10 86.36 55.78 105 
15 23 7 2 115 35 71.03 30.7 367.5 
16 9 4 2 45 20 48.72 29.3 210 
17 10 2 1 100 20 107.77 83.52 210 
18 45 12 5 90 24 81 26.38 252 
19 19 9 4 47.5 22.5 45.72 18.53 236.25 
20 12 3 2 60 15 86.36 55.78 157.5 
21 8 3 2 40 15 57.7 39.09 157.5 
22 5 1 1 50 10 107.77 118.09 105 
23 48 21 8 60 26.25 49.49 13 275.63 
  
MAT6
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Mat6 
Zircon 
VUW021-9 
457 
134 
74 
61.7 
18.1 
197.05 (45%) 
73.7 ± 14.8 
81.6 ± 12 
73.7 ± 14.8 
74 (+59/-32) 
9.98 
98.65 
0 
3.021 
3124 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 16 14 4 40 35 24.89 9.13 366.05 
2 13 11 6 21.667 18.333 25.74 10.56 191.74 
3 26 19 14 18.571 13.571 29.79 9.02 141.94 
4 31 46 12 25.833 38.333 14.69 3.43 400.91 
5 31 31 18 17.222 17.222 21.79 5.56 180.12 
6 52 65 16 32.5 40.625 17.43 3.27 424.88 
7 48 36 24 20 15 29.03 6.43 156.88 
8 17 16 9 18.889 17.778 23.14 8.08 185.93 
9 53 23 25 21.2 9.2 50.09 12.56 96.22 
10 32 56 20 16 28 12.46 2.78 292.84 
11 19 14 6 31.667 23.333 29.55 10.43 244.03 
12 28 23 6 46.667 38.333 26.51 7.48 400.91 
13 54 55 20 27 27.5 21.39 4.13 287.61 
14 39 30 15 26 20 28.31 6.9 209.17 
15 37 17 8 46.25 21.25 47.32 13.91 222.24 
16 111 54 20 55.5 27 44.7 7.49 282.38 
17 86 62 49 17.551 12.653 30.2 5.08 132.33 
18 76 93 32 23.75 29.063 17.81 2.78 303.95 
19 50 49 12 41.667 40.833 22.23 4.5 427.06 
20 16 13 3 53.333 43.333 26.8 10.03 453.2 
21 56 45 12 46.667 37.5 27.1 5.46 392.19 
22 30 15 16 18.75 9.375 43.5 13.79 98.05 
23 13 19 7 18.571 27.143 14.91 5.38 283.87 
  
MAT7
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
Mat7 
Zircon 
VUW021-10 
934 
806 
354 
26.4 
22.8 
268.46 (42%) 
25.2 ± 2.6 
27.4 ± 4.4 
25.4 ± 4.2 
25 (+9/-7) 
59.57 
0 
0.29 
3.033 
3124 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 14 7 20 7 3.5 44 20.39 36.19 
2 19 16 6 31.667 26.667 26.16 8.9 275.71 
3 26 52 30 8.667 17.333 11.03 2.66 179.21 
4 9 15 4 22.5 37.5 13.23 5.59 387.72 
5 21 33 30 7 11 14.03 3.93 113.73 
6 117 145 72 16.25 20.139 17.79 2.25 208.22 
7 16 20 16 10 12.5 17.64 5.93 129.24 
8 13 16 25 5.2 6.4 17.91 6.7 66.17 
9 15 18 16 9.375 11.25 18.37 6.43 116.32 
10 69 94 12 57.5 78.333 16.18 2.59 809.9 
11 25 35 21 11.905 16.667 15.75 4.14 172.32 
12 70 95 42 16.667 22.619 16.24 2.58 233.86 
13 12 13 9 13.333 14.444 20.34 8.16 149.34 
14 34 30 12 28.333 25 24.97 6.28 258.48 
15 48 34 7 68.571 48.571 31.09 7 502.19 
16 39 59 36 10.833 16.389 14.57 3.03 169.45 
17 29 34 6 48.333 56.667 18.8 4.77 585.89 
18 19 12 6 31.667 20 34.86 12.88 206.78 
19 34 39 25 13.6 15.6 19.22 4.53 161.29 
20 52 93 32 16.25 29.063 12.33 2.15 300.48 
21 36 35 9 40 38.889 22.67 5.4 402.08 
22 31 18 12 25.833 15 37.91 11.26 155.09 
23 64 51 20 32 25.5 27.64 5.23 263.65 
24 37 29 15 24.667 19.333 28.1 7 199.89 
25 57 81 48 11.875 16.875 15.52 2.7 174.47 
26 78 112 90 8.667 12.444 15.35 2.29 128.67 
27 128 147 32 40 45.938 19.19 2.36 474.96 
28 97 109 25 38.8 43.6 19.61 2.77 450.79 
29 158 164 90 17.556 18.222 21.23 2.41 188.4 
MAT8
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Mat8 
Zircon 
VUW021-13 
1367 
1606 
768 
17.8 
20.9 
258.64 (67%) 
18.8 ± 1.6 
21.1 ± 3 
19.0 ± 2.2 
19 ± 5 
48.79 
0.88 
0.17 
3.068 
3263 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 39 9 4 97.5 22.5 117.62 43.58 187.47 
2 15 9 4 37.5 22.5 45.49 19.21 187.47 
3 34 6 6 56.667 10 153.38 68.01 83.32 
4 41 10 4 102.5 25 111.34 39.35 208.3 
5 57 9 6 95 15 171.19 61.52 124.98 
6 67 10 6 111.667 16.667 180.96 61.48 138.87 
7 46 25 9 51.111 27.778 50.2 12.53 231.45 
8 92 51 12 76.667 42.5 49.22 8.67 354.12 
9 24 10 4 60 25 65.41 24.66 208.3 
10 48 10 4 120 25 130.16 45.34 208.3 
11 4 2 1 40 20 54.55 47.26 166.64 
12 6 4 1 60 40 40.96 26.45 333.29 
13 5 1 1 50 10 135.52 148.49 83.32 
  
HUNT1
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Hunt1 
Zircon 
VUW010-8 
478 
156 
62 
77.1 
25.2 
193.53 (42%) 
83.4 ± 15.8 
100.7 ± 28.6 
86.1 ± 27.4 
83 (+33/-29) 
33.18 
0.09 
0.41 
3.807 
3124 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 11 5 2 55 25 59.07 31.89 211.53 
2 104 29 16 65 18.125 96.02 20.28 153.36 
3 159 81 24 66.25 33.75 52.73 7.3 285.56 
4 129 63 20 64.5 31.5 55 8.54 266.52 
5 44 11 6 73.333 18.333 107 36.15 155.12 
6 82 25 25 32.8 10 87.87 20.17 84.61 
7 101 33 15 67.333 22 82.03 16.55 186.14 
8 55 8 9 61.111 8.889 182.83 69.31 75.21 
9 43 6 6 71.667 10 190.47 83.12 84.61 
10 73 7 12 60.833 5.833 275.34 109.12 49.36 
11 124 19 9 137.778 21.111 173.68 42.97 178.62 
12 103 23 12 85.833 19.167 119.68 27.73 162.17 
13 182 53 20 91 26.5 91.97 14.51 224.22 
14 109 54 10 109 54 54.22 9.11 456.9 
15 80 45 9 88.889 50 47.78 8.97 423.05 
16 30 8 4 75 20 100.37 40 169.22 
17 61 25 12 50.833 20.833 65.48 15.62 176.27 
18 77 17 6 128.333 28.333 121.03 32.55 239.73 
19 82 15 12 68.333 12.5 145.8 41.08 105.76 
20 31 14 6 51.667 23.333 59.45 19.19 197.43 
21 15 7 3 50 23.333 57.54 26.37 197.43 
22 73 41 9 81.111 45.556 47.85 9.4 385.45 
23 76 48 15 50.667 32 42.57 7.91 270.75 
24 234 66 25 93.6 26.4 94.93 13.4 223.37 
25 204 90 30 68 30 60.85 7.82 253.83 
26 90 34 15 60 22.667 71.01 14.38 191.78 
27 83 41 9 92.222 45.556 54.38 10.45 385.45 
28 63 31 15 42 20.667 54.59 12.04 174.86 
29 61 26 12 50.833 21.667 62.98 14.82 183.32 
HUNT2
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Hunt2 
Zircon 
VUW010-9 
2579 
925 
368 
70.1 
25.1 
212.13 (48%) 
74.8 ± 6.6 
93.8 ± 20.2 
77.4 ± 12.8 
75 (+19/-16) 
103.99 
0 
0.36 
3.749 
3124 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 69 32 9 76.667 35.556 56.07 12.06 310.7 
2 114 43 9 126.667 47.778 68.87 12.42 417.5 
3 78 32 6 130 53.333 63.35 13.38 466.05 
4 109 55 10 109 55 51.55 8.61 480.62 
5 62 27 9 68.889 30 59.7 13.83 262.15 
6 20 8 2 100 40 64.97 27.22 349.54 
7 100 35 8 125 43.75 74.19 14.67 382.31 
8 43 20 4 107.5 50 55.91 15.19 436.92 
9 182 80 25 72.8 32 59.15 8.05 279.63 
10 46 16 4 115 40 74.65 21.73 349.54 
11 113 57 12 94.167 47.5 51.57 8.46 415.08 
12 65 21 4 162.5 52.5 80.34 20.25 458.77 
13 70 20 8 87.5 25 90.77 23.11 218.46 
14 37 17 3 123.333 56.667 56.6 16.63 495.18 
15 40 17 4 100 42.5 61.16 17.76 371.38 
16 37 16 6 61.667 26.667 60.12 18.04 233.03 
17 278 93 35 79.429 26.571 77.6 9.46 232.19 
18 122 58 12 101.667 48.333 54.7 8.81 422.36 
19 56 26 4 140 65 56.01 13.35 568 
20 59 26 4 147.5 65 59 13.95 568 
21 73 27 9 81.111 30 70.23 15.9 262.15 
22 72 35 9 80 38.889 53.51 11.09 339.83 
23 166 77 15 110.667 51.333 56.06 7.83 448.57 
24 79 32 16 49.375 20 64.16 13.52 174.77 
25 77 44 10 77 44 45.54 8.67 384.49 
26 211 57 27 78.148 21.111 95.96 14.49 184.48 
27 33 10 6 55 16.667 85.62 30.97 145.64 
28 138 45 15 92 30 79.6 13.78 262.15 
29 26 8 4 65 20 84.33 34.15 174.77 
HUNT3
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Hunt3 
Zircon 
VUW010-11 
2575 
1034 
289 
89.1 
35.8 
348.08 (34%) 
64.7 ± 5.6 
65.9 ± 4.8 
64.3 ± 6.2 
65 (+18/-14) 
28.24 
45.16 
0.09 
3.63 
3124 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 127 18 10 127 18 168.45 42.59 169.83 
2 44 8 3 146.667 26.667 131.69 50.7 251.6 
3 53 12 4 132.5 30 105.96 33.96 283.05 
4 49 11 8 61.25 13.75 106.86 35.73 129.73 
5 112 18 8 140 22.5 148.78 37.93 212.29 
6 30 6 4 75 15 119.83 53.66 141.53 
7 19 5 3 63.333 16.667 91.27 45.92 157.25 
8 125 25 12 104.167 20.833 119.83 26.39 196.56 
9 96 33 10 96 33 69.99 14.21 311.36 
10 134 24 8 167.5 30 133.66 29.78 283.05 
11 127 20 9 141.111 22.222 151.8 36.68 209.67 
12 97 21 14 69.286 15 110.78 26.78 141.53 
13 92 23 12 76.667 19.167 96.04 22.49 180.84 
14 48 3 3 160 10 375.86 223.84 94.35 
15 153 47 15 102 31.333 78.27 13.17 295.63 
16 72 10 9 80 11.111 171.85 58.12 104.83 
17 63 8 6 105 13.333 187.73 70.59 125.8 
18 151 27 12 125.833 22.5 133.88 28.13 212.29 
19 440 99 40 110 24.75 106.62 12.1 233.52 
20 62 19 6 103.333 31.667 78.46 20.65 298.78 
21 87 13 9 96.667 14.444 159.88 47.68 136.28 
22 158 43 16 98.75 26.875 88.28 15.31 253.57 
23 123 20 10 123 20 147.08 35.61 188.7 
24 26 11 4 65 27.5 56.92 20.51 259.46 
  
HUNT6
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Hunt6 
Zircon 
VUW017-16 
2488 
524 
235 
105.9 
22.3 
202.98 (33%) 
113.8 ± 12 
131.1 ± 25.6 
115.5 ± 15.6 
115 (+35/-30) 
37.7 
2.74 
0.18 
3.362 
3263 
CN1 
143.9 ± 2.9 
 
294                                            APPENDIX B: Fission-Track Data 
 
Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 73 29 6 121.667 48.333 60 13.24 460.62 
2 63 16 6 105 26.667 93.61 26.29 254.13 
3 79 19 6 131.667 31.667 98.81 25.35 301.78 
4 66 14 6 110 23.333 111.92 33.03 222.37 
5 66 17 6 110 28.333 92.31 25.19 270.02 
6 69 26 6 115 43.333 63.24 14.62 412.97 
7 24 9 4 60 22.5 63.55 24.88 214.42 
8 122 47 16 76.25 29.375 61.87 10.71 279.94 
9 55 22 4 137.5 55 59.6 15.09 524.15 
10 36 5 4 90 12.5 170.16 81.3 119.12 
11 26 8 2 130 40 77.37 31.33 381.2 
12 150 51 30 50 17 70.05 11.46 162.01 
13 56 14 6 93.333 23.333 95.09 28.49 222.37 
14 288 109 30 96 36.333 62.97 7.22 346.26 
15 61 16 14 43.571 11.429 90.66 25.55 108.91 
16 431 78 30 143.667 26 130.99 16.38 247.78 
17 43 5 3 143.333 16.667 202.74 95.9 158.83 
18 42 6 2 210 30 165.5 72.32 285.9 
19 74 19 6 123.333 31.667 92.6 23.91 301.78 
  
HUNT7
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Hunt7 
Zircon 
VUW017-18 
1824 
510 
187 
97.54 
27.3 
277.61 (40%) 
85.1 ± 9.4 
98.2 ± 19.2 
85.0 ± 13.6 
86 (+22/-18) 
42.04 
0.11 
0.22 
3.3285 
3263 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 75 16 5 150 32 109.82 30.34 309.09 
2 101 42 18 56.111 23.333 56.57 10.46 225.38 
3 40 11 4 100 27.5 85.35 29.12 265.63 
4 73 20 9 81.111 22.222 85.67 21.71 214.65 
5 82 26 15 54.667 17.333 74.09 16.76 167.43 
6 68 16 10 68 16 99.65 27.78 154.55 
7 53 20 6 88.333 33.333 62.31 16.41 321.97 
8 48 9 4 120 22.5 124.8 45.42 217.33 
9 216 46 15 144 30.667 110.01 18.03 296.21 
10 43 6 6 71.667 10 167.15 72.94 96.59 
11 90 23 12 75 19.167 91.8 21.55 185.13 
12 106 25 10 106 25 99.41 22.21 241.48 
13 113 22 24 47.083 9.167 120.24 28.15 88.54 
14 84 22 10 84 22 89.59 21.55 212.5 
15 63 10 7 90 14.286 147.17 50.2 137.99 
16 47 9 8 58.75 11.25 122.23 44.56 108.67 
17 49 5 6 81.667 8.333 227.5 106.93 80.49 
18 38 6 4 95 15 147.94 65.07 144.89 
19 48 8 6 80 13.333 140.23 53.64 128.79 
20 41 13 6 68.333 21.667 74.09 23.64 209.28 
21 449 126 40 112.25 31.5 83.65 8.64 304.26 
22 44 7 6 73.333 11.667 146.84 59.84 112.69 
23 139 46 15 92.667 30.667 71.01 12.18 296.21 
24 80 15 9 88.889 16.667 124.8 35.23 160.99 
  
HUNT8
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Hunt8 
Zircon 
VUW017-20 
2190 
549 
255 
85.9 
21.5 
195.03 (39%) 
93.6 ± 9.8 
111.0 ± 16 
96.0 ± 12.4 
94 (+29/-27) 
32.14 
9.72 
0.15 
3.284 
3263 
CN1 
143.9 ± 2.9 
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Crystal # Ns Ni Area RhoS RhoI Age (Ma) ±1σ U (ppm) 
1 88 17 10 88 17 120.4 32.01 165.26 
2 35 3 4 87.5 7.5 268.24 161.48 72.91 
3 85 6 6 141.667 10 324.3 137.18 97.21 
4 45 5 4 112.5 12.5 207.91 98.12 121.52 
5 116 34 10 116 34 79.61 15.63 330.52 
6 28 8 3 93.333 26.667 81.65 32.78 259.23 
7 28 9 4 70 22.5 72.63 27.88 218.73 
8 20 3 2 100 15 154.65 95.81 145.82 
9 21 5 2 105 25 97.86 48.74 243.03 
10 68 9 9 75.556 10 174.99 62.19 97.21 
11 30 3 3 100 10 230.6 139.73 97.21 
12 49 7 8 61.25 8.75 162.28 65.67 85.06 
13 56 10 9 62.222 11.111 130.15 44.78 108.01 
14 19 3 2 95 15 147 91.38 145.82 
15 67 11 10 67 11 141.44 46.12 106.93 
16 78 11 8 97.5 13.75 164.36 53.06 133.67 
17 15 3 2 75 15 116.33 73.62 145.82 
18 61 9 8 76.25 11.25 157.19 56.24 109.36 
19 35 6 4 87.5 15 135.52 59.96 145.82 
20 104 17 12 86.667 14.167 142.05 37.3 137.72 
21 75 15 14 53.571 10.714 116.33 33.01 104.16 
22 45 7 6 75 11.667 149.19 60.71 113.42 
23 51 12 6 85 20 99.01 31.85 194.43 
24 108 18 12 90 15 139.35 35.61 145.82 
25 32 8 4 80 20 93.23 36.91 194.43 
26 44 7 6 73.333 11.667 145.91 59.46 113.42 
27 38 5 6 63.333 8.333 176 83.82 81.01 
28 44 3 6 73.333 5 335.45 200.31 48.61 
29 43 7 6 71.667 11.667 142.63 58.22 113.42 
30 69 7 10 69 7 227.36 90.33 68.05 
31 85 15 12 70.833 12.5 131.68 37 121.52 


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Hunt9 
Zircon 
VUW017-21 
1682 
283 
208 
80.865 
13.606 
137.59 
138 ± 18.8 
157.3 ± 23 
138.8 ± 20.2 
139 (+60/-44) 
29.36 
49.86 
0.13 
3.263 
3263 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 77 13 6 128.333 21.667 124.51 37.44 232.98 
2 91 17 9 101.111 18.889 112.63 29.86 203.11 
3 55 12 8 68.75 15 96.56 30.84 161.29 
4 62 8 9 68.889 8.889 162.43 61.13 95.58 
5 25 5 3 83.333 16.667 105.26 51.62 179.21 
6 51 10 4 127.5 25 107.35 37.2 268.82 
7 31 5 4 77.5 12.5 130.27 62.85 134.41 
8 89 18 12 74.167 15 104.1 27 161.29 
9 132 28 12 110 23.333 99.29 20.78 250.9 
10 55 11 6 91.667 18.333 105.26 34.85 197.13 
11 106 16 10 106 16 139.11 37.44 172.04 
12 55 12 6 91.667 20 96.56 30.84 215.05 
13 27 5 3 90 16.667 113.61 55.37 179.21 
14 33 10 4 82.5 25 69.67 25.2 268.82 
15 69 16 6 115 26.667 90.89 25.3 286.74 
16 96 20 12 80 16.667 101.08 24.95 179.21 
17 50 10 8 62.5 12.5 105.26 36.54 134.41 
18 91 22 12 75.833 18.333 87.2 20.81 197.13 
19 41 9 5 82 18 95.97 35.39 193.55 
20 29 6 3 96.667 20 101.78 45.71 215.05 
21 107 32 15 71.333 21.333 70.58 14.31 229.39 
22 120 16 12 100 13.333 157.26 42 143.37 
23 113 15 14 80.714 10.714 157.95 43.55 115.21 
24 35 5 4 87.5 12.5 146.89 70.3 134.41 
25 92 12 6 153.333 20 160.71 49.46 215.05 
  
PISA1
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Pisa1 
Zircon 
VUW021-3 
1732 
333 
193 
89.7 
17.3 
190.54 (26%) 
109.5 ± 14 
113.7 ± 10.8 
109.5 ± 14 
139 (+59/-48) 
16.83 
85.59 
0.03 
2.95 
3263 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 27 5 3 90 16.667 114.53 55.82 177.77 
2 16 4 2 80 20 85.03 47.57 213.32 
3 32 7 5 64 14 97.08 40.57 149.32 
4 102 20 15 68 13.333 108.22 26.57 142.21 
5 68 18 9 75.556 20 80.33 21.37 213.32 
6 33 10 3 110 33.333 70.23 25.4 355.53 
7 52 12 8 65 15 92.06 29.56 159.99 
8 39 5 4 97.5 12.5 164.78 78.36 133.32 
9 52 8 6 86.667 13.333 137.61 52.35 142.21 
10 79 21 18 43.889 11.667 80 19.72 124.44 
11 8 3 4 20 7.5 56.81 38.48 79.99 
12 45 11 8 56.25 13.75 86.95 29.31 146.66 
13 53 7 8 66.25 8.75 160.01 64.45 93.33 
14 16 6 2 80 30 56.81 27.23 319.98 
15 177 35 18 98.333 19.444 107.31 20 207.39 
16 13 4 3 43.333 13.333 69.17 39.58 142.21 
17 63 9 8 78.75 11.25 148.07 52.87 119.99 
18 41 8 8 51.25 10 108.74 42.1 106.66 
19 28 7 3 93.333 23.333 85.03 35.98 248.87 
20 76 19 6 126.667 31.667 85.03 21.89 337.76 
21 121 37 12 100.833 30.833 69.6 13.17 328.87 
  
PISA2
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Pisa2 
Zircon 
VUW021-5 
1141 
256 
153 
74.6 
16.7 
187.77 (45%) 
94.7 ± 13.8 
98.3 ± 13.8 
94.7 ± 13.8 
94 (+47/-30) 
13.63 
84.9 
0.01 
2.974 
3263 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 34 8 3 113.333 26.667 90.67 35.69 283.28 
2 43 13 8 53.75 16.25 70.67 22.42 172.63 
3 46 10 6 76.667 16.667 98.08 34.29 177.05 
4 27 4 3 90 13.333 143.41 76.9 141.64 
5 66 14 9 73.333 15.556 100.5 29.66 165.25 
6 60 10 5 120 20 127.63 43.69 212.46 
7 129 30 20 64.5 15 91.73 18.71 159.35 
8 80 25 10 80 25 68.39 15.74 265.58 
9 27 10 6 45 16.667 57.75 21.42 177.05 
10 55 9 5 110 18 129.97 46.83 191.22 
11 97 30 9 107.778 33.333 69.09 14.52 354.1 
12 46 12 6 76.667 20 81.83 26.59 212.46 
13 76 13 12 63.333 10.833 124.39 37.44 115.08 
14 27 7 3 90 23.333 82.34 34.97 247.87 
15 66 18 9 73.333 20 78.3 20.89 212.46 
16 41 11 4 102.5 27.5 79.58 27.08 292.14 
17 47 14 3 156.667 46.667 71.73 21.9 495.75 
18 77 13 9 85.556 14.444 126.01 37.89 153.44 
19 34 6 5 68 12 120.61 53.47 127.48 
20 101 28 16 63.125 17.5 77.03 16.54 185.9 
21 384 89 100 38.4 8.9 92.04 11.02 94.55 
22 52 17 15 34.667 11.333 65.38 18.33 120.4 
23 89 23 12 74.167 19.167 82.6 19.41 203.61 
  
DUN2
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Dun2 
Zircon 
VUW021-6 
1704 
414 
278 
61.3 
14.9 
206.99 (43%) 
87.8 ± 10.4 
92.6 ± 10.2 
87.8 ± 10.4 
88 (+36/-25) 
13.99 
90.2 
0.0 
2.986 
3263 
CN1 
143.9 ± 2.9 
300                                            APPENDIX B: Fission-Track Data 
 
Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 41 4 4 102.5 10 253.94 133.14 90.32 
2 66 8 10 66 8 205.17 76.95 72.26 
3 48 3 4 120 7.5 392.13 233.53 67.74 
4 126 9 12 105 7.5 344.4 119.08 67.74 
5 41 4 6 68.333 6.667 253.94 133.14 60.21 
6 69 16 10 69 16 108.06 30.08 144.51 
7 10 4 3 33.333 13.333 62.86 37.22 120.43 
8 18 3 2 90 15 149.86 93.51 135.48 
9 25 2 2 125 10 308.37 226.71 90.32 
10 177 16 9 196.667 17.778 273.65 71.71 160.57 
11 79 14 8 98.75 17.5 141.03 41.02 158.06 
12 45 10 4 112.5 25 112.72 39.49 225.8 
13 175 37 16 109.375 23.125 118.42 21.59 208.87 
14 58 11 6 96.667 18.333 131.88 43.47 165.59 
15 15 2 2 75 10 186.78 140.67 90.32 
16 41 3 4 102.5 7.5 336.41 201.35 67.74 
17 118 22 12 98.333 18.333 134.13 31.3 165.59 
18 171 50 30 57 16.667 85.85 13.94 150.53 
19 355 79 24 147.917 32.917 112.56 14.23 297.31 
20 60 8 6 100 13.333 186.78 70.43 120.43 
21 18 6 3 60 20 75.36 35.57 180.64 
22 162 35 40 40.5 8.75 115.91 21.76 79.03 
23 37 11 6 61.667 18.333 84.44 29.06 165.59 
24 71 5 10 71 5 349.19 161.76 45.16 
25 73 5 8 91.25 6.25 358.75 166.04 56.45 
26 89 14 16 55.625 8.75 158.67 45.76 79.03 
27 69 6 9 76.667 6.667 284.23 121.15 60.21 
  
BC6
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
BC6 
Zircon 
VUW010-13 
2257 
387 
266 
84.9 
14.5 
123.18 (50%) 
145.7 ± 17.4 
198.0 ± 39.2 
157.0 ± 30.4 
143 (+42/-39) 
61.66 
0.01 
0.35 
3.512 
3124 
CN1 
143.9 ± 2.9 
 
APPENDIX B: Fission-Track Data 301 
 
Crystal # Ns Ni Area RhoS RhoI Age (Ma) ±1σ U (ppm) 
         
1 24 33 9 26.667 36.667 18.04 4.86 336.83 
2 117 23 12 97.5 19.167 125.16 28.69 176.07 
3 139 8 12 115.833 6.667 417.83 152.21 61.24 
4 105 10 6 175 16.667 255.73 84.83 153.11 
5 185 49 10 185 49 93.12 15.11 450.13 
6 30 8 6 50 13.333 92.5 36.87 122.49 
7 65 12 6 108.333 20 133.19 41.96 183.73 
8 38 14 6 63.333 23.333 67.08 21.03 214.35 
9 21 5 2 105 25 103.51 51.56 229.66 
10 82 31 8 102.5 38.75 65.38 13.86 355.97 
11 35 8 4 87.5 20 107.79 42.31 183.73 
12 326 82 30 108.667 27.333 98.02 12.31 251.09 
13 79 30 6 131.667 50 65.09 14.04 459.32 
14 181 67 30 60.333 22.333 66.77 9.67 205.16 
15 35 18 5 70 36 48.13 14 330.71 
16 162 45 16 101.25 28.125 88.82 15.1 258.37 
17 116 32 12 96.667 26.667 89.44 17.97 244.97 
18 49 16 4 122.5 40 75.64 21.85 367.46 
19 34 11 6 56.667 18.333 76.34 26.54 168.42 
20 9 2 2 45 10 110.84 86.68 91.86 
21 45 8 9 50 8.889 138.26 53.14 81.66 
22 110 25 12 91.667 20.833 108.4 24.14 191.38 
23 131 34 12 109.167 28.333 95.02 18.41 260.28 
24 22 4 3 73.333 13.333 135.22 73.56 122.49 
25 29 8 16 18.125 5 89.44 35.77 45.93 
26 40 7 4 100 17.5 140.43 57.62 160.76 
27 146 26 12 121.667 21.667 138.02 29.55 199.04 
28 93 23 9 103.333 25.556 99.68 23.32 234.76 
29 491 98 35 140.286 28 123.29 13.92 257.22 
30 270 72 35 77.143 20.571 92.5 12.45 188.98 
BC7
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
BC7  
Zircon 
VUW010-14 
3209 
809 
339 
94.7 
23.9 
219.57 (47%) 
97.8 ± 8.8 
112.3 ± 25.8 
92.5 ± 17.8 
105 (+26/-23) 
116.1 
0.0 
0.43 
3.453 
3124 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 18 1 2 90 5 398.61 409.63 49.95 
2 40 3 3 133.333 10 297.61 178.28 99.91 
3 28 5 4 70 12.5 126.67 61.57 124.88 
4 30 5 2 150 25 135.63 65.58 249.77 
5 28 4 3 93.333 13.333 157.96 84.51 133.21 
6 109 23 10 109 23 107.36 24.75 229.79 
7 154 25 9 171.111 27.778 139.21 30.18 277.52 
8 33 11 6 55 18.333 68.17 23.78 183.16 
9 57 10 4 142.5 25 128.91 44.29 249.77 
10 54 12 4 135 30 101.99 32.63 299.72 
11 61 18 10 61 18 76.96 20.71 179.83 
12 32 8 4 80 20 90.73 35.92 199.81 
13 36 3 4 90 7.5 268.46 161.44 74.93 
14 28 10 3 93.333 33.333 63.65 23.49 333.02 
15 113 19 10 113 19 134.45 33.47 189.82 
16 138 18 12 115 15 172.8 43.48 149.86 
17 54 12 8 67.5 15 101.99 32.63 149.86 
18 41 8 6 68.333 13.333 116.03 44.92 133.21 
19 59 14 9 65.556 15.556 95.56 28.49 155.41 
20 65 8 6 108.333 13.333 182.99 68.68 133.21 
  
BC9
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
BC9 
Zircon 
VUW017-25 
1178 
217 
119 
99.0 
18.2 
179.83 (42%) 
122.8 ± 19 
148.8 ± 37.6 
122.6 ± 19.4 
123 (+63/-42) 
21.52 
30.88 
0.06 
3.175 
3263 
CN1 
143.9 ± 2.9 
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Crystal # Ns Ni Area RhoS RhoI Age (Ma) ±1σ U (ppm) 
         
1 13 4 2 65 20 73.31 41.95 201.21 
2 126 22 12 105 18.333 128.64 29.86 184.44 
3 56 27 8 70 33.75 46.88 11.03 339.54 
4 82 12 4 205 30 153.19 47.47 301.81 
5 20 4 4 50 10 112.44 61.64 100.6 
6 90 22 10 90 22 92.14 22.01 221.33 
7 72 45 10 72 45 36.2 6.93 452.72 
8 16 8 4 40 20 45.21 19.6 201.21 
9 83 49 15 55.333 32.667 38.31 6.96 328.64 
10 29 13 6 48.333 21.667 50.41 16.86 217.98 
11 33 17 4 82.5 42.5 43.89 13.14 427.57 
12 58 17 6 96.667 28.333 76.94 21.29 285.05 
13 110 37 9 122.222 41.111 67.09 12.84 413.6 
14 45 12 4 112.5 30 84.52 27.52 301.81 
15 89 29 9 98.889 32.222 69.25 14.89 324.17 
16 103 20 6 171.667 33.333 115.79 28.41 335.35 
17 51 10 3 170 33.333 114.67 39.74 335.35 
18 61 14 6 101.667 23.333 98.1 29.15 234.74 
19 16 9 2 80 45 40.2 16.78 452.72 
20 131 34 12 109.167 28.333 86.82 16.82 285.05 
21 262 94 20 131 47 62.92 7.69 472.84 
22 56 21 6 93.333 35 60.21 15.47 352.12 
23 31 21 2 155 105 33.4 9.47 1056.35 
24 41 32 4 102.5 80 29 6.87 804.84 
25 105 31 15 70 20.667 76.38 15.71 207.92 
26 46 11 6 76.667 18.333 94.18 31.68 184.44 
27 36 10 3 120 33.333 81.16 29.07 335.35 
28 102 15 8 127.5 18.75 152.45 42.29 188.63 
29 90 21 6 150 35 96.5 23.49 352.12 
30 162 34 18 90 18.889 107.2 20.36 190.03 
BC10
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
BC10 
Zircon 
VUW017-26 
2215 
695 
224 
98.9 
21.0 
336.3 (56%) 
71.9 ± 7 
79.0 ± 12.4 
69.7 ± 12.2 
70 (+20/-17) 
100.54 
0.0 
0.38 
3.153 
3263 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 185 46 16 115.625 28.75 93.11 15.48 281.38 
2 239 92 36 66.389 25.556 60.3 7.52 250.11 
3 83 24 10 83 24 80.15 18.66 234.89 
4 88 21 8 110 26.25 96.99 23.65 256.91 
5 168 38 12 140 31.667 102.28 18.51 309.92 
6 55 12 6 91.667 20 106.01 33.86 195.74 
7 155 36 9 172.222 40 99.63 18.57 391.48 
8 72 24 8 90 30 69.58 16.47 293.61 
9 234 56 24 97.5 23.333 96.71 14.55 228.36 
10 75 21 9 83.333 23.333 82.75 20.51 228.36 
11 70 13 8 87.5 16.25 124.36 37.66 159.04 
12 73 26 9 81.111 28.889 65.14 14.95 282.74 
13 89 18 12 74.167 15 114.28 29.65 146.8 
14 95 26 12 79.167 21.667 84.65 18.83 212.05 
15 118 30 12 98.333 25 91.08 18.73 244.67 
16 55 23 6 91.667 38.333 55.52 13.84 375.17 
17 43 10 6 71.667 16.667 99.5 35 163.12 
18 208 48 28 74.286 17.143 100.27 16.21 167.78 
19 172 45 15 114.667 30 88.52 14.95 293.61 
20 180 50 16 112.5 31.25 83.41 13.46 305.84 
21 246 76 25 98.4 30.4 75.04 9.99 297.52 
22 223 32 16 139.375 20 160.49 30.55 195.74 
23 201 56 24 83.75 23.333 83.16 12.7 228.36 
24 125 28 16 78.125 17.5 103.27 21.72 171.27 
25 54 13 12 45 10.833 96.15 29.78 106.03 
26 117 45 15 78 30 60.35 10.67 293.61 
27 170 39 30 56.667 13 100.86 18.05 127.23 
28 273 76 36 75.833 21.111 83.23 10.95 206.61 
CP2
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
CP1 
Zircon 
VUW017-22 
3866 
1024 
436 
88.7 
23.5 
237.43 (30%) 
87.4 ± 7.2 
91.3 ± 8 
87.7 ± 8.8 
87 (+21/-17) 
40.11 
5.01 
0.13 
3.241 
3263 
CN1 
143.9 ± 2.9 
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Crystal 
# Ns Ni Area RhoS RhoI 
Age 
(Ma) ±1σ U (ppm) 
         
1 22 4 2 110 20 115.27 62.71 215.86 
2 38 12 4 95 30 66.62 22.11 323.79 
3 62 13 6 103.333 21.667 100.07 30.61 233.85 
4 37 13 4 92.5 32.5 59.91 19.36 350.77 
5 47 10 4 117.5 25 98.63 34.42 269.82 
6 60 14 6 100 23.333 90 26.79 251.84 
7 62 11 6 103.333 18.333 118.1 38.73 197.87 
8 44 11 4 110 27.5 84.03 28.39 296.81 
9 30 11 3 100 36.667 57.41 20.28 395.74 
10 42 5 6 70 8.333 175.22 82.99 89.94 
11 34 5 3 113.333 16.667 142.21 68.19 179.88 
12 129 26 12 107.5 21.667 104.07 22.49 233.85 
13 111 21 9 123.333 23.333 110.81 26.49 251.84 
14 34 17 6 56.667 28.333 42.15 12.56 305.8 
15 18 5 2 90 25 75.68 38.3 269.82 
16 24 5 2 120 25 100.71 49.56 269.82 
17 22 7 2 110 35 66.12 28.73 377.75 
18 51 12 6 85 20 89.25 28.7 215.86 
19 28 4 2 140 20 146.35 78.3 215.86 
20 34 5 3 113.333 16.667 142.21 68.19 179.88 
 
  
HAAS2
Zircon
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
HAAS2 
Zircon 
VUW021-2 
929 
211 
92 
101.0 
22.9 
256.33 (28%) 
92.4 ± 14.6 
99.3 ± 15.2 
92.4 ± 14.8 
92 (+49/-31) 
19.19 
44.48 
0.03 
2.939 
3263 
CN1 
143.9 ± 2.9 
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B.2: Apatite 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
MAT1 
Apatite 
VUW009-2 
35 
317 
698 
0.501 
4.542 
5.87 
25.4 ± 9.2 
31.4 ± 12 
25.4 ± 9.2 
26.0 (+53/ 
+17.6*/-21) 
24.62 
96.47 
0.0 
13.975 
10224 
CN5 
330.4 ± 7.8 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 1 8 20 0.05 0.4 29 0.9 220.59 28.79 30.55 3.29 
2 1 3 20 0.05 0.15 76 1.31 499 76.5 88.35 1.23 
3 1 13 10 0.1 1.3 18 0.84 121.65 17.73 18.41 10.7 
4 8 80 10 0.8 8 23 8.14 51.86 23.05 8.56 65.84 
5 1 5 15 0.0666 0.33333 46 0.97 418.35 46.01 50.41 2.74 
6 1 5 16 0.0625 0.3125 46 0.97 418.35 46.01 50.41 2.57 
7 1 8 20 0.05 0.4 29 0.9 220.59 28.79 30.55 3.29 
8 1 3 30 0.0333 0.1 76 1.31 499 76.5 88.35 0.82 
9 1 3 40 0.025 0.075 76 1.31 499 76.5 88.35 0.62 
10 0 7 10 0 0.7 0 0 122.36 0 0 5.76 
11 0 3 7 0 0.4285 0 0 384.94 0 0 3.53 
12 0 2 20 0 0.1 0 0 499 0 0 0.82 
13 0 2 12 0 0.1666 0 0 499 0 0 1.37 
14 0 4 15 0 0.266 0 0 252.88 0 0 2.19 
15 0 5 30 0 0.1666 0 0 187.06 0 0 1.37 
16 0 1 15 0 0.0666    0 0 0.55 
17 1 19 5 0.2 3.8 12 0.79 78.73 12.14 12.46 31.27 
18 1 2 10 0.1 0.2 115 1.8 499 114.41 140.15 1.65 
19 0 1 14 0 0.0714    0 0 0.59 
20 2 5 20 0.1 0.25 92 7.05 499 91.69 76.74 2.06 
21 0 1 20 0 0.05    0 0 0.41 
22 0 2 6 0 0.3333 0 0 499 0 0 2.74 
23 1 2 16 0.0625 0.125 115 1.8 499 114.41 140.15 1.03 
24 0 1 9 0 0.1111    0 0 0.91 
25 0 0 50 0 0  
26 2 10 100 0.02 0.1 46 3.83 231.78 46.01 35.65 0.82 
27 2 4 6 0.3333 0.666 116 8.52 499 114.41 99.12 5.49 
28 1 2 6 0.1666 0.333 115 1.8 499 114.41 140.15 2.74 
29 1 4 4 0.25 1 58 1 499 57.46 64.26 8.23 
30 1 8 24 0.04166 0.3333 29 0.9 220.59 28.79 30.55 2.74 
31 1 14 16 0.0625 0.875 16 0.83 111.54 16.47 17.05 7.2 
32 1 8 16 0.0625 0.5 29 0.9 220.59 28.79 30.55 4.11 
33 0 8 6 0 1.3333 0 0 104.21 0 0 10.97 
34 0 15 16 0 0.9375 0 0 50.91 0 0 7.72 
35 1 9 8 0.125 1.125 25 0.89 189.97 25.6 26.99 9.26 
36 1 12 24 0.04166 0.5 19 0.85 133.71 19.21 20 4.11 
37 0 4 6 0 0.6666 0 0 252.88 0 0 5.49 
38 0 2 9 0 0.2222 0 0 499 0 0 1.83 
39 2 16 50 0.04 0.32 29 2.51 131.29 28.79 21.61 2.63 
40 0 3 7 0 0.4285 0 0 384.94 0 0 3.53 
41 1 13 10 0.1 1.3 18 0.84 121.65 17.73 18.41 10.7 
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All grain ages equal zero, 
No constraint on age using  
central age method 
 
 
 
 
 
 
 
 
 
Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 0 1 9 0 0.1111    0 0 1.87 
2 0 1 9 0 0.1111    0 0 1.87 
3 1 0 12 0.0833 0       
4 0 2 36 0 0.0555 0 0 499 0 0 2.8 
5 0 0 18 0 0       
6 0 0 25 0 0       
7 0 0 21 0 0       
8 0 0 36 0 0       
9 0 0 9 0 0       
10 0 0 100 0 0       
11 0 8 30 0 0.2666 0 0 103.63 0 0 3.84 
12 0 0 16 0 0       
13 0 1 16 0 0.0625    0 0 1.12 
14 0 6 25 0 0.24 0 0 147.26 0 0 8.4 
15 0 1 25 0 0.04    0 0 0.35 
16 0 0 100 0 0       
17 0 0 50 0 0       
18 0 0 15 0 0       
19 0 0 50 0 0       
20 1 0 20 0.05 0       
21 0 0 16 0 0       
22 0 1 25 0 0.04    0 0 0.35 
  
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
MAT3 
Apatite 
VUW009-7 
2 
21 
630 
0.003 
0.033 
n/a 
0 
0 
0 
0 (+80/ 
+69.7*/-0) 
n/a 
100 
n/a 
13.90 
10224 
CN5 
330.4 ± 7.8 
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Cry-
stal  Ns Ni A RhoS RhoI 
ML 
Age  
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
1 0 1 48 0 0.0208    0 0 0.35 
2 0 1 12 0 0.083    0 0 1.4 
3 0 0 16 0 0       
4 0 0 15 0 0       
5 0 8 35 0 0.2285 0 0 51.24 0 0 3.84 
6 0 2 12 0 0.166 0 0 382.11 0 0 2.8 
7 1 9 25 0.04 0.36 12 0.79 93.75 12.55 13.23 6.05 
8 0 13 20 0 0.65 0 0 29.28 0 0 10.92 
9 0 0 8 0 0       
10 0 5 20 0 0.25 0 0 92.29 0 0 4.2 
11 0 1 16 0 0.0625    0 0 1.05 
12 0 6 12 0 0.5 0 0 72.93 0 0 8.4 
13 0 1 9 0 0.1111    0 0 1.87 
14 0 17 18 0 0.94444 0 0 21.78 0 0 15.87 
15 0 1 35 0 0.02857    0 0 0.48 
16 0 0 25 0 0       
17 0 4 14 0 0.2857 0 0 125.08 0 0 4.8 
18 0 1 15 0 0.06666    0 0 1.12 
19 0 0 15 0 0       
20 1 3 16 0.0625 0.1875 38 0.93 476.2 37.58 43.4 3.15 
21 0 1 20 0 0.05    0 0 0.84 
22 0 0 48 0 0       
23 0 0 60 0 0       
24 1 7 30 0.03333 0.23333 16 0.82 129.91 16.13 17.25 3.92 
25 0 4 16 0 0.25 0 0 125.08 0 0 4.2 
26 0 1 28 0 0.03571    0 0 0.6 
27 0 1 9 0 0.11111    0 0 1.87 
28 0 0 20 0 0       
29 0 6 20 0 0.3 0 0 72.93 0 0 5.04 
30 0 1 25 0 0.04    0 0 0.67 


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
MAT5 
Apatite 
VUW019-15 
3 
97 
490 
0.061 
1.98 
3.69 
3.5 ± 4.2 
2.9 ± 3.6 
3.5 ± 4.2 
4.0 (+26/ 
+22.9*/-4) 
13.23 
92.65 
0.09 
6.844 
11270 
CN5 
330.4 ± 7.8 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 0 1 9 0 0.1111    0 0 1.95 
2 0 3 9 0 0.3333 0 0 183.31 0 0 5.85 
3 0 2 2 0 1 0 0 366.21 0 0 17.56 
4 0 6 12 0 0.5 0 0 69.83 0 0 8.78 
5 0 2 6 0 0.3333 0 0 366.21 0 0 5.85 
6 1 1 6 0.1666 0.1666    107.32 151.8 2.93 
7 1 0 9 0.1111 0       
8 0 7 12 0 0.5833 0 0 57.65 0 0 10.24 
9 0 0 10 0 0       
10 0 6 6 0 1 0 0 69.83 0 0 17.56 
11 0 0 15 0 0       
12 1 0 12 0.0833 0       
13 0 0 8 0 0       
14 0 1 9 0 0.1111    0 0 1.95 
15 0 4 6 0 0.667 0 0 119.77 0 0 11.7 
16 0 1 6 0 0.1667    0 0 2.93 
17 0 1 12 0 0.0833    0 0 1.46 
18 0 0 12 0 0       
19 0 1 10 0 0.1    0 0 1.76 
20 0 0 2 0 0       
  


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
MAT7 
Apatite 
VUW019-19 
1 
36 
105 
0.095 
3.429 
6.96 
3.0 ± 6 
8.3 ± 16.6 
3.1 ± 6.4 
1.0 (+33/ 
+21.9*/-1) 
17.99 
11.61 
0.75 
6.551 
11270 
CN5 
330.4 ± 7.8 
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Unable to generate plots using only a single 
non-zero grain age 
 
 
 
 
 
Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 0 2 50 0 0.04 0 0 499 0 0  
2 0 1 50 0 0.02    0 0  
3 0 0 50 0 0       
4 0 0 80 0 0       
5 0 1 70 0 0.0142    0 0  
6 0 3 70 0 0.0428 0 0 310.81 0 0  
7 0 0 60 0 0       
8 0 1 90 0 0.0111    0 0  
9 0 0 70 0 0       
10 0 4 60 0 0.0666 0 0 203.71 0 0  
11 1 2 30 0.0333 0.0666 92 1.49 499    
 
 
  
Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
MAT9 
Apatite 
VUW018-6 
1 
14 
680 
0.001 
0.021 
n/a 
0 
0 
17 ± 76 
17.0  
(+191/-17) 
n/a 
100 
n/a 
11.216 
11270 
CN5 
330.4 ± 7.8 
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

Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
HUNT2 
Apatite 
VUW009-13 
5 
93 
199 
0.251 
4.673 
3.67 
10.6 ± 9.8 
2.5 ± 3.8 
10.6 ± 9.8 
12.0 (+51/ 
+47.3*/-12) 
4.18 
100 
0.00 
11.9787 
10224 
CN5 
330.4 ± 7.8 
 
APPENDIX B: Fission-Track Data 313 
 
 
 
 
Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 0 0 3 0 0       
2 0 0 9 0 0       
3 0 2 9 0 0.22222 0 0 499 0 0 2.13 
4 0 0 8 0 0       
5 0 2 9 0 0.2222 0 0 499 0 0 2.13 
6 0 0 6 0 0       
7 1 5 6 0.16666 0.83333 39 0.94 360.24 39.46 43.23 8 
8 0 1 12 0 0.08333    0 0 0.8 
9 0 1 16 0 0.0625    0 0 0.6 
10 0 7 9 0 0.77777 0 0 105.04 0 0 7.47 
11 0 1 6 0 0.16666    0 0 1.6 
12 0 0 8 0 0       
13 0 0 4 0 0       
14 0 1 8 0 0.125    0 0 1.2 
15 0 2 9 0 0.2222 0 0 499 0 0 2.13 
16 0 1 4 0 0.25    0 0 2.4 
17 0 1 12 0 0.08333    0 0 0.8 
18 0 0 12 0 0       
19 0 0 8 0 0       
20 0 1 6 0 0.16666    0 0 1.6 
21 0 1 9 0 0.11111    0 0 1.07 
22 0 0 8 0 0       
23 0 2 9 0 0.22222 0 0 499 0 0 2.13 
24 0 0 9 0 0       
25 0 2 16 0 0.125 0 0 499 0 0 1.2 
26 0 0 12 0 0       
27 0 0 4 0 0       
28 0 1 6 0 0.1666    0 0 1.6 
29 0 0 8 0 0       
30 0 0 20 0 0       
31 0 2 6 0 0.33333 0 0 499 0 0 3.2 
32 0 0 6 0 0       
33 0 0 6 0 0       
34 0 1 6 0 0.1666    0 0 1.6 
35 0 1 4 0 0.25    0 0 2.4 
36 0 0 6 0 0       
37 0 5 12 0 0.41666 0 0 160.67 0 0 4 
38 0 0 9 0 0       
39 0 2 9 0 0.2222 0 0 499 0 0 2.13 
40 0 0 9 0 0       
41 4 51 16 0.25 3.1875 15 3.28 45.88 15.5 8.06 30.6 
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

Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
HUNT3 
Apatite 
VUW009-14 
5 
105 
181 
0.276 
5.801 
4.88 
9.3 ± 4.3 
5.2 ± 2.6 
9.3 ± 4.3 
10.0 (+34/ 
+32.6*/-10) 
3.62 
99.46 
0.00 
11.867 
10224 
CN5 
330.4 ± 7.8 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 1 0 27 0.0370 0       
2 0 0 6 0 0       
3 0 0 16 0 0       
4 0 1 9 0 0.1111    0 0 1.08 
5 1 21 24 0.04166 0.875 9 0.75 59.88 9.33 9.55 8.48 
6 0 0 16 0 0       
7 0 0 9 0 0       
8 0 1 20 0 0.05    0 0 0.48 
9 0 1 12 0 0.0833    0 0 0.81 
10 1 8 12 0.0833 0.6666 24 0.88 187.78 24.46 25.95 6.46 
11 0 0 15 0 0       
12 1 7 21 0.04761 0.3333 28 0.9 223.6 27.95 29.88 3.23 
13 0 0 14 0 0       
14 0 0 6 0 0       
15 0 0 16 0 0       
16 0 0 16 0 0       
17 0 0 16 0 0       
18 0 0 18 0 0       
19 0 1 12 0 0.0833    0 0 0.81 
20 0 0 4 0 0       
21 0 0 6 0 0       
22 0 0 12 0 0       
23 2 37 20 0.1 1.85 11 0.99 43.88 10.59 7.69 17.93 
24 0 4 6 0 0.66666 0 0 215.37 0 0 6.46 
25 0 0 16 0 0       
26 0 0 6 0 0       
27 0 1 6 0 0.16666    0 0 1.62 
28 0 0 12 0 0       
29 0 0 12 0 0       
30 0 0 12 0 0       
31 0 0 15 0 0       
32 0 0 6 0 0       
33 0 0 9 0 0       
34 0 0 3 0 0       
35 0 0 9 0 0       
36 0 14 12 0 1.16666 0 0 46.67 0 0 11.31 
37 0 6 9 0 0.6666 0 0 125.93 0 0 6.46 
38 0 0 16 0 0       
39 0 1 9 0 0.1111    0 0 1.08 
40 0 2 9 0 0.22222 0 0 499 0 0 2.15 
41 1 0 27 0.03703 0       
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 2 68 45 0.04444 1.51111 4 0.88 17.36 4.33 3.11 19.5 
2 6 154 60 0.1 2.56666 6 1.79 13.89 5.73 2.39 33.12 
3 1 33 6 0.16666 5.5 4 0.66 27.54 4.46 4.53 70.97 
4 1 30 12 0.08333 2.5 5 0.67 30.49 4.91 4.99 32.26 
5 3 174 35 0.08571 4.97142 3 0.89 8.19 2.54 1.48 64.15 
6 1 13 45 0.02222 0.28888 11 0.78 77.86 11.32 11.75 3.73 
7 0 7 20 0 0.35 0 0 78.31 0 0 4.52 
8 4 25 12 0.33333 2.08333 23 4.81 74.55 23.52 12.68 26.88 
9 4 85 100 0.04 0.85 7 1.58 19.97 6.93 3.55 10.97 
10 0 5 8 0 0.625 0 0 119.94 0 0 8.06 
11 3 122 90 0.03333 1.35555 4 0.93 11.71 3.62 2.12 17.49 
12 13 158 54 0.24074 2.92592 12 5.56 23.04 12.1 3.5 37.75 
13 0 5 6 0 0.83333 0 0 119.94 0 0 10.75 
14 2 45 60 0.03333 0.75 7 0.93 26.78 6.54 4.73 9.68 
 
  


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
HUNT4 
Apatite 
VUW018-14 
40 
924 
553 
0.723 
16.709 
24.99 
6.4 ± 2 
6.1 ± 3.4 
6.5 ± 2.6 
6.0 (+8/-4) 
17.18 
19.12 
0.35 
8.913 
11270 
CN5 
330.4 ± 7.8 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ U (ppm) 
        U    
1 4 44 20 0.2 2.2 11 2.43 33.99 10.86 5.68 34.95 
2 0 3 2 0 1.5 0 0 211.39 0 0 23.83 
3 4 32 4 1 8 16 3.25 48.09 14.93 7.93 127.08 
4 0 3 4 0 0.75 0 0 211.39 0 0 11.91 
5 1 6 8 0.125 0.75 21 0.86 177.14 19.9 21.5 11.91 
6 0 3 2 0 1.5 0 0 211.39 0 0 23.83 
7 1 13 4 0.25 3.25 10 0.76 66.19 9.19 9.54 51.63 
8 1 32 20 0.05 1.6 4 0.64 24.17 3.74 3.8 25.42 
9 2 29 9 0.22222 3.22222 9 0.96 36.51 8.24 6.03 51.18 
10 0 2 4 0 0.5 0 0 421.33 0 0 7.94 
11 13 128 30 0.43333 4.26666 13 5.77 24.37 12.14 3.54 67.78 
12 2 20 6 0.33333 3.33333 12 1.11 55.24 11.95 8.87 52.95 
13 3 33 6 0.5 5.5 11 1.81 39.29 10.86 6.56 87.37 
 
  


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
HUNT6 
Apatite 
VUW018-18 
31 
348 
119 
2.605 
29.244 
44.44 
10.6 ± 4 
7.8 ± 3.6 
10.6 ± 4 
11  
(+15/-3) 
3.28 
99.32 
0.00 
7.24 
11270 
CN5 
330.4 ± 7.8 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 3 7 6 0.5 1.16666 51 6.93 247.57 51.03 35.23 18.54 
2 0 1 2 0 0.5    0 0 7.95 
3 25 61 56 0.44642 1.08928 49 26.59 85.4 48.81 11.65 17.31 
4 6 19 15 0.4 1.26666 37 10.3 108.48 37.64 17.65 20.13 
5 4 4 3 1.33333 1.33333 119 18.92 499 118.44 83.8 21.19 
6 5 15 12 0.41666 1.25 40 9.36 127.47 39.72 20.53 19.87 
7 3 7 6 0.5 1.16666 51 6.93 247.57 51.03 35.23 18.54 
8 2 8 6 0.33333 1.33333 30 2.47 161.92 29.82 23.58 21.19 
9 5 17 10 0.5 1.7 35 8.37 109.49 35.06 17.86 27.02 
10 6 7 4 1.5 1.75 102 24.21 399.25 101.66 56.61 27.81 
11 2 6 9 0.22222 0.66666 39 3.14 241.45 39.72 32.45 10.6 
12 7 20 10 0.7 2 42 12.62 113.68 41.7 18.34 31.79 
13 12 31 12 1 2.58333 46 18.84 101.52 46.11 15.71 41.06 
14 9 27 25 0.36 1.08 40 14.11 95.94 39.72 15.32 17.17 
15 5 14 6 0.83333 2.33333 43 9.94 138.8 42.55 22.19 37.09 
16 13 51 9 1.44444 5.66666 30 13.29 61.89 30.4 9.47 90.06 
17 17 107 25 0.68 4.28 19 9.49 34.38 18.96 4.97 68.02 
18 3 13 10 0.3 1.3 28 4 109.84 27.53 17.64 20.66 
19 8 72 15 0.53333 4.8 13 4.71 30.06 13.27 4.95 76.29 
20 2 18 6 0.33333 3 13 1.19 59.59 13.27 9.89 47.68 
21 1 19 6 0.16666 3.16666 6 0.7 40.91 6.29 6.45 50.33 
22 0 28 8 0 3.5 0 0 13.51 0 0 55.63 
23 6 60 16 0.375 3.75 12 3.54 30.08 11.94 5.12 59.6 
24 4 35 15 0.26666 2.33333 14 2.85 41.67 13.65 7.21 37.09 
25 2 7 15 0.13333 0.46666 34 2.76 194.19 34.06 27.32 7.42 
  


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
HUNT7 
Apatite 
VUW018-20 
150 
654 
307 
4.886 
21.303 
34.0 
27.4 ± 5.2 
35.8 ± 11 
29.5 ± 8 
27 (+20/ 
+19.3*/-12) 
48.05 
0.25 
0.42 
7.236 
11270 
CN5 
330.4 ± 7.8 
 
APPENDIX B: Fission-Track Data 319 
 
 
Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ U (ppm) 
            
1 1 0 80 0.0125 0       
2 0 4 80 0 0.05 0 0 169.43 0 0 0.62 
3 2 20 80 0.025 0.25 15 1.41 67.82 15.35 11.39 3.09 
4 0 0 100 0 0       
5 1 1 80 0.0125 0.0125    151.9 214.85 0.15 
6 0 0 80 0 0       
7 1 0 80 0.0125 0       
8 0 0 70 0 0       
9 1 0 60 0.01666 0       
10 0 0 35 0 0       
11 0 0 100 0 0       
12 0 0 100 0 0       
13 0 1 100 0 0.01    0 0 0.12 
14 0 0 50 0 0       
15 0 1 45 0 0.02222    0 0 0.27 
16 0 0 45 0 0       
17 1 1 100 0.01 0.01    151.9 214.85 0.12 
18 1 0 100 0.01 0       
19 0 1 100 0 0.01    0 0 0.12 
20 0 0 50 0 0       
 
  


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
Pisa1 
Apatite 
VUW019-4 
4 
29 
585 
0.068 
0.496 
0.64 
21.2 ± 22.6 
45.9 ± 55 
21.2 ± 22.6 
13 (+53/ 
+51*/-13) 
6.54 
36.52 
0.00 
9.304 
11270 
CN5 
330.4 ± 7.8 
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Cry-
stal  Ns Ni A RhoS RhoI 
ML 
Age  
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ U (ppm) 
1 5 13 20 0.25 0.65 75 17.25 245.51 74.27 39.12 6.36 
2 5 8 30 0.16666 0.26666 120 26.15 463.61 120.25 68.61 2.61 
3 4 7 6 0.66666 1.16666 111 19.72 479.29 110.03 69.02 11.41 
4 2 2 6 0.33333 0.33333 191 12.24 499 191.34 191.4 3.26 
5 3 8 12 0.25 0.66666 73 10.02 330.96 72.42 49.06 6.52 
6 2 9 4 0.5 2.25 43 3.56 223.73 43.01 33.64 22.01 
7 4 36 12 0.33333 3 22 4.49 65.51 21.54 11.37 29.35 
8 3 9 16 0.1875 0.5625 65 9.04 282.87 64.41 42.97 5.5 
9 7 81 16 0.4375 5.0625 17 5.49 39.36 16.76 6.62 49.52 
10 4 4 12 0.33333 0.33333 191 30.71 499 191.34 135.38 3.26 
11 4 32 16 0.25 2 24 4.99 74.53 24.23 12.86 19.57 
12 6 16 24 0.25 0.66666 73 19.51 215.41 72.42 34.71 6.52 
13 1 11 16 0.0625 0.6875 18 0.84 125.09 17.63 18.42 6.73 
14 3 3 6 0.5 0.5 193 22.14 499 191.34 156.3 4.89 
15 2 6 12 0.16666 0.5 64 5.07 387.78 64.41 52.62 4.89 
16 3 48 25 0.12 1.92 12 1.91 40.69 12.13 7.22 18.78 
17 11 1 35 0.31428 0.02857    1845.16 1927.7 0.28 
18 3 31 12 0.25 2.58333 19 2.89 65.22 18.77 11.36 25.27 
19 1 2 20 0.05 0.1 96 1.55 499 96.38 118.07 0.98 
20 6 17 30 0.2 0.56666 68 18.48 200.2 68.18 32.42 5.54 
21 13 11 20 0.65 0.55 225 83.03 499 225.53 92.55 5.38 
22 4 12 16 0.25 0.75 64 12.4 234.23 64.41 37.22 7.34 
23 2 3 9 0.22222 0.33333 130 9.02 499 128.19 117.06 9.78 
24 10 19 15 0.66666 1.26666 101 36.61 253.38 101.42 39.69 12.39 
25 5 13 30 0.16666 0.43333 75 17.25 245.51 74.27 39.12 4.24 
26 4 27 21 0.19047 1.28571 29 5.88 89.99 28.71 15.4 12.58 
27 1 6 6 0.16666 1 32 0.92 273.04 32.29 34.88 9.78 
28 4 21 12 0.33333 1.75 37 7.45 119.68 36.89 20.14 17.12 
29 3 3 9 0.33333 0.33333 193 22.14 499 191.34 156.3 3.26 


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
BC6 
Apatite 
VUW009-15 
125 
459 
462 
2.706 
9.935 
10.87 
52.7 ± 11 
153.8 ± 123.6 
71.7 ± 25.4 
48 (+44/ 
+43.9*/-25) 
100.85  
0.0 
0.76 
11.7562 
10224 
CN5 
330.4 ± 7.8 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
            
1 7 10 9 0.77777 1.11111 131 36.31 424.31 130.75 64.51 11.19 
2 6 13 9 0.66666 1.44444 87 22.75 270.64 86.51 42.74 14.54 
3 12 63 12 1 5.25 36 15.34 72.99 35.84 11.32 52.86 
4 3 14 12 0.25 1.16666 40 5.9 157.65 40.31 25.66 11.75 
5 6 80 20 0.3 4 14 4.19 35.01 14.14 5.99 40.27 
 
 
 
 
 
 


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
BC7 
Apatite 
VUW009-18 
34 
180 
62 
5.484 
29.032 
26.12 
35.5 ± 13.4 
61.6 ± 41.8 
48.2 ± 31.6 
36.0 (+30/ 
+27.8*/-19) 
16.79 
0.21 
0.58 
11.4225 
10224 
CN5 
330.4 ± 7.8 
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Cry-
stal  Ns Ni A RhoS RhoI 
ML 
Age  
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
1 0 0 36 0 0       
2 1 2 18 0.05555 0.11111 84 1.36 499 84.65 103.7 1.24 
3 0 0 12 0 0       
4 2 0 50 0.04 0       
5 0 0 16 0 0       
6 0 0 4 0 0       
7 0 1 20 0 0.05    0 0 0.56 
8 0 0 6 0 0       
9 0 1 6 0 0.16666    0 0 1.86 
10 0 0 50 0 0       
11 1 0 18 0.05555 0       
12 1 1 30 0.03333 0.03333    168.21 237.91 0.37 
13 0 3 80 0 0.0375 0 0 286.37 0 0 0.42 
14 0 0 35 0 0       
15 0 0 18 0 0       
16 1 4 56 0.01785 0.07142 42 0.95 436.99 42.46 47.49 0.8 
17 0 0 18 0 0       
18 0 0 100 0 0       
19 0 0 16 0 0       
20 0 0 9 0 0       
21 0 1 25 0 0.04    0 0 0.6 
22 0 0 15 0 0       
23 0 0 50 0 0       
24 1 0 25 0.04 0       
25 0 0 18 0 0       
26 0 0 18 0 0       
27 0 0 25 0 0       
28 0 0 24 0 0       
29 0 1 36 0 0.02777    0 0 0.31 
30 0 1 16 0 0.0625    0 0 0.7 


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
BC10 
Apatite 
VUW018-9 
3 
15 
487 
0.062 
0.308 
0.7 
34.9 ± 43 
33.1 ± 39.2 
34.0 ± 43 
38 (+251/ 
+28.6*/-37) 
3.84 
87.13 
0.00 
10.316 
11270 
CN5 
330.4 ± 7.8 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 0 0 12 0 0       
2 1 12 10 0.1 1.2 17 0.84 120.13 17.24 17.95 11 
3 0 0 42 0 0       
4 0 0 21 0 0       
5 0 0 50 0 0       
6 0 0 30 0 0       
7 1 2 56 0.01785 0.03571 103 1.65 499 102.77 125.89 0.33 
8 0 0 49 0 0       
9 0 0 21 0 0       
10 0 0 40 0 0       
11 0 0 45 0 0       
12 0 0 27 0 0       
 
  


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
CP1 
Apatite 
VUW018-2 
2 
14 
66 
0.303 
2.121 
5.67 
29.5 ± 44.6 
60.2 ± 0.0 
29.5 ± 44.6 
29 (+138/ 
+58.2*/-28) 
1.47 
22.61 
0.00 
12.542 
11270 
CN5 
330.4 ± 7.8 
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

Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
HAAS1 
Apatite 
VUW018-5 
6 
339 
99 
0.606 
34.242 
38.82 
3.4 ± 2.8 
9.3 ± 15 
3.4 ± 2.8 
3.0 
(+15/-3) 
34.87 
7.04 
0.01 
11.588 
11270 
CN5 
330.4 ± 7.8 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
            
1 0 6 4 0 1.5 0 0 122.99 0 0 14.89 
2 0 0 4 0 0       
3 0 3 4 0 0.75 0 0 320.81 0 0 7.44 
4 0 10 9 0 1.11111 0 0 66.63 0 0 11.03 
5 0 8 6 0 1.33333 0 0 86.51 0 0 13.23 
6 0 11 3 0 3.66666 0 0 59.75 0 0 36.39 
7 0 0 3 0 0       
8 1 0 4 0.25 0       
9 0 6 4 0 1.5 0 0 122.99 0 0 14.89 
10 0 1 2 0 0.5    0 0 4.96 
11 0 1 2 0 0.5    0 0 4.96 
12 1 12 9 0.11111 1.33333 16 0.83 111.08 15.93 16.59 13.23 
13 0 19 2 0 9.5 0 0 32.66 0 0 94.28 
14 0 34 6 0 5.66666 0 0 17.64 0 0 56.24 
15 0 3 4 0 0.75 0 0 320.81 0 0 7.44 
16 0 1 4 0 0.25    0 0 2.48 
17 0 0 6 0 0       
18 0 1 3 0 0.33333    0 0 3.31 
19 1 22 2 0.5 11 9 0.74 55.53 8.7 8.89 109.17 
20 0 0 2 0 0       
21 0 54 4 0 13.5 0 0 10.93 0 0 133.98 
22 1 1 6 0.16666 0.16666    188.65 266.82 1.65 
23 1 31 4 0.25 7.75 6 0.7 38.24 6.17 6.27 76.92 
24 0 1 2 0 0.5    0 0 4.96 
25 1 44 4 0.25 11 4 0.66 26.37 4.35 4.4 109.17 
26 0 9 2 0 4.5 0 0 75.29 0 0 44.66 
27 0 7 2 0 3.5 0 0 101.62 0 0 34.74 
28 0 5 2 0 2.5 0 0 155.5 0 0 29.77 
29 0 11 6 0 1.83333 0 0 59.75 0 0 18.2 
30 1 37 3 0.33333 12.3333 5 0.68 31.65 5.17 5.24 122.4 
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

Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
CP2 
Apatite 
VUW018-4 
3 
59 
369 
0.081 
1.599 
1.95 
10.0 ± 11.8 
20.8 ± 24.6 
10.2 ± 12.2 
4 
(+65/-4) 
23.99 
29.33 
0.45 
11.906 
11270 
CN5 
330.4 ± 7.8 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
        U    
1 0 0 16 0 0       
2 0 1 10 0 0.1    0 0 0.97 
3 0 0 3 0 0       
4 0 1 6 0 0.16666    0 0 1.61 
5 0 0 4 0 0       
6 0 2 16 0 0.125 0 0 499 0 0 1.21 
7 0 0 24 0 0       
8 0 2 8 0 0.25 0 0 499 0 0 1.61 
9 0 0 12 0 0       
10 0 4 16 0 0.25 0 0 216.06 0 0 1.61 
11 0 3 12 0 0.25 0 0 329.37 0 0 2.41 
12 0 0 15 0 0       
13 0 1 9 0 0.11111    0 0 1.07 
14 0 0 8 0 0       
15 0 0 9 0 0       
16 0 5 12 0 0.41666 0 0 159.71 0 0 4.02 
17 0 2 8 0 0.25 0 0 499 0 0 2.41 
18 0 0 6 0 0       
19 0 0 9 0 0       
20 0 0 9 0 0       
21 0 6 9 0 0.66666 0 0 126.34 0 0 6.44 
22 0 1 16 0 0.0625    0 0 0.6 
23 0 0 10 0 0       
24 0 0 16 0 0       
25 0 0 16 0 0       
26 0 1 16 0 0.0625    0 0 0.6 
27 0 1 15 0 0.06666    0 0 0.64 
28 0 0 9 0 0       
29 1 1 48 0.02083 0.02083    193.75 274.04 0.2 
30 1 1 16 0.0625 0.0625    193.75 274.04 0.6 
31 1 3 15 0.06666 0.2 65 1.08 499 65.23 75.34 1.93 
32 0 0 6 0 0       
33 0 7 18 0 0.38888 0 0 104.4 0 0 3.76 
34 0 0 30 0 0       
35 0 0 16 0 0       
36 0 1 9 0 0.11111    0 0 1.07 
37 0 0 16 0 0       
38 0 0 20 0 0       
39 0 1 36 0 0.02777    0 0 0.27 
40 0 0 16 0 0       
41 0 0 25 0 0       
42 0 0 20 0 0       
43 0 2 28 0 0.07142 0 0 499 0 0 0.69 
44 0 7 25 0 0.28 0 0 104.4 0 0 2.7 
45 0 6 9 0 0.66666 0 0 126.34 0 0 6.44 
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Cry-
stal 
# 
Ns Ni A RhoS RhoI 
ML 
Age 
(Ma) 
ML 
L95% 
ML 
U95% 
Age 
(Ma) 
± 
1σ 
U (ppm) 
            
1 1 2 15 0.06666 0.13333 98 1.57 499 97.38 119.29 1.29 
2 1 3 4 0.25 0.75 65 1.07 499 65.08 75.17 7.26 
3 1 2 24 0.04166 0.08333 98 1.57 499 97.38 119.29 0.81 
4 0 3 6 0 0.5 0 0 328.66 0 0 4.84 
5 0 2 4 0 0.5 0 0 499 0 0 4.84 
6 0 4 10 0 0.4 0 0 215.58 0 0 3.87 
7 0 2 4 0 0.5 0 0 499 0 0 4.84 
8 0 2 3 0 0.66666 0 0 499 0 0 6.45 
9 1 5 3 0.33333 1.66666 39 0.94 357.31 39.13 42.87 16.14 
10 1 4 6 0.16666 0.66666 48 0.97 499 48.87 54.66 6.45 
11 0 3 6 0 0.5 0 0 328.66 0 0 4.84 
12 0 1 4 0 0.25    0 0 2.42 
13 0 2 6 0 0.33333 0 0 499 0 0 3.23 
14 0 3 8 0 0.375 0 0 328.66 0 0 3.63 
15 1 2 6 0.16666 0.33333 98 1.57 499 97.38 119.29 3.23 
16 0 3 6 0 0.5 0 0 328.66 0 0 4.84 
17 1 5 16 0.0625 0.3125 39 0.94 357.31 39.13 42.87 3.03 
18 2 4 16 0.125 0.25 96 7.24 499 97.38 84.36 2.42 
19 0 4 10 0 0.4 0 0 215.58 0 0 3.87 
20 0 1 8 0 0.125    0 0 1.21 
 
 


Sample Name: 
Mineral: 
Irradiation Code: 
Ns: 
Ni: 
Area: 
RhoS: 
RhoI: 
Uranium (ppm): 
Pooled Age: 
Mean Age: 
Central Age: 
ML Age: 
 
Chi-sq.: 
P(%): 
Dispersion: 
RhoD: 
Nd: 
U std: 
Zeta: 
 
 
 
RID1 
Apatite 
VUW018-6 
9 
57 
165 
0.545 
3.455 
4.48 
30.9 ± 22.2 
29.2 ± 18 
30.9 ± 22.2 
32 
(+135/-30) 
10.38 
94.29 
0.00 
11.879 
11270 
CN5 
330.4 ± 7.8 
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COSA Station Performance 
 
 
This appendix summarises the performance of COSA stations, though analysis of frequency 
dependent noise characteristics, general performance and response characteristics. 
C.1: Ambient Noise Characteristics 
Ambient noise signals recorded at seismographs provide information pertaining to the site 
quality. Sites with high ambient noise levels will have their event detection potential 
compromised, compared to ‘quiet’ sites, as the same amplitude signal will produce a smaller 
signal to noise ratio at a ‘noisy’ site. This issue limits power-based detection, such as the 
STLTA detection method implemented for the COSA catalogue in Chapters 4 and 5, but is 
minimised for matched-filter cross-correlation methods which reduce the signal to noise ratio 
required for detection (Gibbons and Ringdal, 2006, Section 6.2.1). Ambient noise is 
characterised using the power spectral density,!! ! ,!which is the Fourier transform of the 
auto-correlation function of the noise, !(!), according to (Bormann, 1998): 
    ! ! = ! ! ! exp !"# d!!!!                                        (C.1) 
where ! is the angular frequency, and ! a time interval. Ambient noise sources include water 
bodies (i.e. breaking waves), which dominate in the microseismic frequency band 0.05—0.5 
Hz, wind and cultural noise (e.g. traffic and machinery), which dominate at higher 
frequencies (>2—4 Hz) (Havskov and Alguacil, 2004).  
Plots presented in Figures C.2—C.10 characterise response corrected noise energy over the 
recording frequency range 0—100 Hz, calculated for a one month period (January 2014, and 
April 2015 for HAAS) on all three-components. Plots are generated using the Python Obspy 
package, PPSD (probabilistic power spectral density), based on the routine of McNamara  
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Table C.1: Summary of COSA station characteristics based on noise observations and general 
operational experience.  
Name Station Characteristics 
  
ASPR 
 
Good site, sensor performed well since installed. Some problems with data logger and 
intermittent recording. A faulty flash card installed in March 2015 resulted in 
intermittent loss of data, but prior to this data are occasionally lost for a day or so. 
Problem unknown, no issues with solar controller or battery charge.  Noise spectra are 
close to the ‘high’ noise model, reflecting proximity to the main divide and a busy 
gravel road near a popular public carpark. No problems with security or livestock.  
 
HAAS 
Wet site, sensor hole regularly fills with water, but since third installation (March 
2015), site has worked and been kept waterproofed. Vertical channel exhibits reversed 
polarity. Noise spectra are high reflecting proximity to a state highway, the Haast 
River and the main divide. Site access involves crossing a stream and a steep vegetated 
climb through often wet undergrowth; care should be taken when carrying equipment. 
HUVA 
 
Very good site, reliable, worked continuously since installation. Protected from 
livestock by metal fence originally built by owners to protect solar panel for their 
internet connection. Noise levels closer to the ‘high’ model, possibly because the site is 
within 500 m of Lake Hawea, although traffic noise is minimal. 
 
KING 
Good site, when working, but has suffered from configuration file error between March 
2013 and October 2013, and from electrical noise after water entered the sensor cable 
in March 2015. Ambient noise falls within ‘high’ and ‘low’ noise levels. No damage 
from livestock.  
MORV 
 
Structurally a good site, no problems from livestock. Worked continuously since install. 
However site suffers from low amplitudes (reflected by the positive station correction 
term, and low noise levels (Figure C5)), most likely due to an equipment issue, 
although the source of this problem is unknown. Only records local and large regional 
events. Landowner occasionally uses helicopter to round livestock, which is noticeable 
in the data.  
NOBU 
 
Good site, worked reliably since installation. No problems with livestock. Lots of 
rabbits nearby however, so cables should be checked for disturbance from burrowing. 
Noise profiles show a bi-model distribution at low (<0.1 Hz) frequencies, possibly 
reflecting periods of increased wave noise on Lake Dunstan.  
STBA 
 
Very good site, reliable, worked continuously since installation. No problems with 
livestock. Site is well away from busy roads, but is within 100 m of a small stream in 
the valley below. This is not apparent in Figure C7, as ambient noise falls within ‘high’ 
and ‘low’ noise levels 
TEPE 
 
Very good site, reliable, worked continuously since installation. Surrounded by very 
sturdy wooden palette fence so no disruptions from livestock. Noise spectra closer to 
the ‘high’ noise model, possibly reflecting proximity to Lake Wakatipu and the main 
divide.  
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Figure C.1: Example of electrical noise on KING after water entered the sensor cable in 
March 2015. The alternating high amplitudes rapidly filled the data cards meaning date were 
only recorded for c. 2 week after servicing.  
and Buland (2004). Reference ‘high’ and ‘low’ noise levels are from Peterson, (1983), 
obtained from observations of globally recorded ambient seismic noise.  
All stations show a similar general pattern; a peak in noise is observed at 0.6 Hz, and two 
lows at c. 0.1 Hz and 8 Hz. Below 0.1 Hz, most stations show an approximately log-linear 
trend, and a tail off in response is observed above the Nyquist frequency (50 Hz). Generally, 
KING and STBA perform the best when noise spectra are considered; STBA is the farthest 
site from large lakes, busy roads and storm noise near the main divide. Consequently, these 
sites are closer to the ‘low’ noise model in the > 2 Hz frequency band. Low frequency noise 
(<0.1 Hz) is most prevalent at HAAS, reflecting its proximity to the Tasman Sea and 
breaking waves on the West Coast. HAAS also exhibits high noise levels at frequencies >2 
Hz, relating to increased cultural noise from State Highway 6, and machinery noise from 
repair work on the Diana Falls landslide which occurred 5 km north of the site in September 
2013. TEPE, NOBU and HUVA show high noise levels < 0.1 Hz; these sites are within a few 
kilometer of Lakes Wakatipu, Dunstan and Hawea respectively, although ASPR shows 
similar high noise in the same frequency band, but is not close to large water bodies. NOBU 
exhibits a bimodal distribution of amplitudes (Figure C.7). This pattern is present in both 
short (1—2 day) and long (1 month) data periods, suggesting it may be possibly related to 
solar controller use during the day and night.  
In general, COSA sites have performed well, being able to record events ML<1, and have 
enabled a focused microseismic study of the Southern Lakes and Northern Fiordland. 
Significant problems with water entering the system have been encountered at two sites 
(HAAS and KING); HAAS is now operational after improved efforts to keep it watertight. 
Livestock and lack of sunlight are generally never an issue, and security is ensured from 
installation on private land.  
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Figure C.2: Spectral energy plots for vertical (HHZ) and horizontal (HH1, HH2) channels for 
COSA station ASPR.  
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Figure C.3: Spectral energy plots for vertical (HHZ) and horizontal (HH1, HH2) channels for 
COSA station HAAS.  
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Figure C.4: Spectral energy plots for vertical (HHZ) and horizontal (HH1, HH2) channels for 
COSA station HUVA.  
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Figure C.5: Spectral energy plots for vertical (HHZ) and horizontal (HH1, HH2) channels for 
COSA station KING.  
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Figure C.6: Spectral energy plots for vertical (HHZ) and horizontal (HH1, HH2) channels for 
COSA station MORV.  
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Figure C.7: Spectral energy plots for vertical (HHZ) and horizontal (HH1, HH2) channels for 
COSA station NOBU.  
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Figure C.8: Spectral energy plots for vertical (HHZ) and horizontal (HH1, HH2) channels for 
COSA station STBA.  
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Figure C.9: Spectral energy plots for vertical (HHZ) and horizontal (HH1, HH2) channels for 
COSA station TEPE.  
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Figure C.10: Conversion of a digital signal recorded on COSA station HUVA into a Wood-
Anderson seismogram from which amplitudes can be picked. Deconvolution at Stage 1 
involves applying a bandpass filter (2—20 Hz) and removing the instrument response 
function to give the raw ground displacement. This displacement signal is then convolved in 
Stage 2 by applying the Wood-Anderson filters.  
 
C.2: Instrument Response Functions 
To utilise the local magnitude scale, seismograms must be transformed to Wood-Anderson 
traces, from which amplitudes are then picked. This transformation process involves two 
stages (Figure C.10). The first stage deconvolves the recorded waveform to remove the 
response function of the recording media and give the raw ground motion. The second stage 
re-convolves the trace into the expected signal for a Wood-Anderson sensor from which 
amplitude picks can then be made.  
The response function describes how the sensor and datalogger (and amplifiers, if used) 
convert a harmonic ground motion, !(!), into an electrical signal according to: 
                              ! ! ! ! ! ! !! ! = ! ! ! !   (C.2) 
where !(!) is the observed signal output (either in volts, or counts), !(!) is the amplitude 
response and ! is the angular frequency. The deconvolution stage therefore recovers the raw 
ground motion of the signal by dividing the signal by the response in the frequency domain: 
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                                            !(!) = !!!(!)/!(!)! (C. 3) 
A traditional seismometer produces a voltage via relative motion between a magnet and a 
coil; the output voltage is proportional to the velocity of the mass relative to the sensor. 
However, because the sensor is moving with the ground, the system can only truly measure 
the change in velocity (acceleration) (Havskov and Ottemoeller, 2010). Velocity and 
displacement responses are then calculated by integrating or double integrating the 
acceleration response respectively.  
Low and high cut filters are also applied to the waveform alongside the Wood-Anderson filter 
to stabilise the result at the convolution stage. These filters are set in the station0.hyp file 
within SEISAN at 2—20 Hz. This range excludes the cut off where the response function 
drops off to zero at low frequencies, such that the lower cut (high pass, 2 Hz) is higher than 
the turning point of the response curve (sensor dependant, natural period of 30s, = 0.303 
Hz). The upper cut (low pass, 20 Hz) excludes the Nyquist frequency of 50 Hz. 
C.2.1: COSA Station Response 
COSA station response files were created using the Iris Java applet ‘Portable Data Collection 
Centre’ (PDCC). This method is favourable over the SEISAN program RESP as it allows 
the response file to include information on the datalogger FIR filters. An example of the 
response functions for CMT-40T sensors, with and without the response of the Reftek 
datalogger is included in Figure C.10.  
C.2.2: GeoNet Station Response 
GeoNet response files for the national network sites used in this study are available for 
download as dataless SEED volumes from ftp://ftp.geonet.org.nz/seed/RESPONSE. As with 
the COSA stations, these volumes were used to produce amplitude and phase response data 
for all the stations using evalresp. All sites operate a broadband Guralp CMG-3ESP sensor 
and Quanterra dataloggers. However upon inspection of the responses, it became clear that 
site MLZ exhibits a different FIR filter to the other stations examined. This difference arises 
from a different datalogger; MLZ uses an older Quanterra Q4120 instead of a Quanterra 
Q330 (Figure C.12, M. Chadwick, pers. comm. 2015), but does not affect displacement 
responses within the frequency range used for amplitude measurement.  
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Figure C.11: Example of amplitude and phase response of Guralp CMG-40T broadband 
sensors used in COSA stations ASPR, HUVA and TEPE. Response of the sensor alone (blue) 
and whole recording system, including the Reftek-130-01 dataloggers (green) is shown for 
comparison.  
















     











     










          





























 
 
































     
     
Appendix C: COSA Station Performance  343 
!
Figure C.12: Amplitude and phase response of Guralp CMG-3ESP broadband sensors and 
dataloggers used in GeoNet stations used in this study. Stations using the newer model 
Quanterra Q330 datalogger (EAZ, FOZ, JCZ, LBZ, MSZ, WKZ) are shown in purple. The 
green line shows the response for station MLZ that uses the same sensor, but an older 
datalogger, a Quanterra Q4120 with an anomalous response.  
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 Appendix D 
Travel-time Residuals for COSA 
Dectected Events 
 
 
This appendix illustrates the travel-time residuals used for analysis in Chapter 4. Residuals 
are shown for both P- and S-phases of all events picked on each COSA and GEONET 
station.  
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Figure D1: Travel-time residuals against event number for stations ASPR, EAZ, FOZ, 
HUVA and JCZ.. Red and blue bars denote P- and S-phase picks respectively. Cyan and 
pink horizontal bars denote 1 and 2 standard deviations of the populations respectively. 
Residuals which are greater than 2 standard deviations from the mean (green line) were 
considered as outliers in Jeffrey’s weighting scheme.  
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Figure D1 continued: Travel-time residuals against event number for stations KING, LBZ, 
MLZ, MORV and MSZ. Note that MORV detected comparatively fewer events owing to low 
signal amplitudes.  
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 Figure D1 continued: Travel-time residuals against event number for stations NOBU, 
STBA, TEPE and WKZ.  
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 Appendix E 
Polarity Tests 
 
 
Incorrectly wired seismometers can reverse the apparent polarities of waveforms and cause 
errors in focal mechanism estimation. To test whether any stations in the Geonet or COSA 
networks used in this study are incorrectly wired, polarity tests are performed using 
teleseismic events. It is assumed that for a large distant event, all stations used in this study 
will cluster in a small area on the focal sphere and should therefore all exhibit the same 
polarities for direct P-arrivals. 
 
Three large teleseismic events are identified (Table E.1 and Figure E.1) that were recorded 
across both networks with clear direct P-arrivals. Polarities of impulsive P-phases are 
compared between the vertical components of the seven COSA and seven Geonet stations 
(Figures E.2 - E.4). Horizontal components were also compared; these are not plotted.  
 
All stations show consistent polarities for all three events, indicating no incorrect wiring.  
 
COSA station HAAS, operational since March 2015, was also separately tested for use on 
focal mechanisms of the Wanaka earthquake aftershock sequence. This sensor was found to 
have a reverse vertical channel polarity.  
 
 
Table E.1: Date, time and location information for the three teleseismic events used for 
polarity tests illustrated in this Appendix.  
Earthquake Location Mw Date Time (UTC) Lat Lon Depth (km) 
       
Honshu, Japan 7.3 07/12/2012 08:18:24 37.89°N 144.09°E 36.1 
Banda Sea, Indonesia 7.1 10/12/2012 16:53:09 6.52°S 129.81°E 157.7 
Tonga 7.4 23/05/2013 17:19:04 23.02°S 177.11°W 171 
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Figure E.1: Location map of three teleseismic events used for polarity tests. CMT solutions 
are also shown and expected polarities for the two networks based on back azimuths labelled.  
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Figure E.2: The 07/12/2012 Mw 7.3 Honshu event as detected by the vertical components of 
COSA and GeoNet stations used in this study. Top: Hour-long waveform with direct P-
arrival highlighted in red. Bottom: Zoomed-in waveforms showing consistent polarities for 
arrivals on all stations.  
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Figure E.3: The 10/12/2012 Mw 7.1 Banda Sea event as detected by the vertical components 
of COSA and GeoNet stations used in this study. Top: Hour-long waveform with direct P-
arrival highlighted in red. Bottom: Zoomed-in waveforms showing consistent polarities for 
arrivals on all stations.  
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Figure E.4: The 23/05/2013 Mw 7.4 Tonga event as detected by the vertical components of 
COSA and GeoNet stations used in this study. Top: Hour-long waveform with direct P-
arrival highlighted in red. Bottom: Zoomed-in waveforms showing consistent polarities for 
arrivals on all stations.  
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 Appendix F 
COSA Focal Mechanisms 
 
 
This appendix lists the catalogues of COSA focal mechanisms used for stress inversion and 
kinematic analysis in Chapter 5. Strikes, dips and rakes for both the nodal and auxiliary 
plane are listed, though no distinction is made to identify which is which. 
 
YYYYMMDDHHMMSS Lat (°) Lon (°) Depth 
(km) 
ML Plane 1 (°) Plane 2 (°) 
Strike Dip Rake Strike Dip Rake 
           
20120702021846 -44.836 168.748 11.5 1.9 246.8 89.4 171.8 336.9 81.8 0.6 
20120727172933 -44.631 168.26 79.9 2.1 37.5 49.4 57.7 261.7 50.1 121.9 
20120817172936 -45.033 169.219 8.2 2.7 229.1 52.7 117.6 8.3 45.2 58.7 
20120820073949 -44.114 168.72 3.2 1.3 131.7 56.9 170.1 227.1 81.7 33.4 
20120831110904 -44.124 168.776 2.7 2.3 48.6 26.1 125.1 190.6 68.9 74.3 
20120908175718 -44.105 168.758 5.9 3.4 164.8 47.0 54.5 31.1 53.5 121.9 
20120910132707 -44.374 168.881 13.2 1.0 137.7 34.4 101.9 303.4 56.4 82.0 
20120912214223 -44.613 168.291 81.5 2.6 286.4 52.9 -56.2 58.4 48.5 233.6 
20120922192608 -44.113 168.784 4.3 2.9 345.0 83.2 30.1 251.1 60.1 172.2 
20121015084921 -44.473 168.634 8.1 2.1 163.1 77.1 16.7 69.3 73.7 166.6 
20121016035539 -43.988 169.539 18.9 4.6 253.8 71.5 -163.9 158.5 74.8 340.8 
20121018174345 -44.828 167.787 66.7 2.8 136.4 58.6 -24.1 239.5 69.6 213.8 
20121020125744 -44.003 169.544 2.4 2.4 328.8 31.5 -61.6 116.4 62.7 253.7 
20121024202925 -44.227 168.684 0 4.0 320.9 86.5 1.7 230.8 88.3 176.5 
20121031164608 -44.145 168.757 0 2.8 41.8 74.4 153.2 139.5 64.3 17.3 
20121101074902 -44.449 168.329 8.4 2.1 307.3 75.7 32.3 208.4 58.9 163.2 
20121101145443 -44.529 168.121 77.9 1.8 2.1 40.1 100.5 168.5 50.7 81.3 
20121101205042 -44.006 169.55 0 2.2 24.5 33.8 139.0 150.3 68.6 63.2 
20121104190149 -44.137 168.767 0 3.0 150.6 89.3 -23.0 240.9 67.0 180.7 
20121105060741 -44.207 168.615 0.1 2.1 122.0 60.2 -68.3 263.3 36.2 237.1 
20121105200321 -44.634 168.239 81 2.5 229.6 44.3 114.5 17.1 50.5 68.0 
20121108143544 -44.565 169.597 12 2.3 53.2 71.7 110.8 182.7 27.4 42.8 
20121110223043 -43.742 168.77 17.1 2.6 1.9 37.1 -80.5 170.1 53.5 262.9 
20121111053937 -44.48 168.298 5.2 3.7 80.6 55.9 -148.4 331.6 64.3 321.5 
20121111055156 -44.472 168.308 1 2.3 144.0 64.7 -35.4 250.9 58.4 210.1 
20121111083449 -44.787 168.71 10.7 2.5 249.3 77.3 178.1 339.8 88.1 12.7 
20121111143327 -44.468 168.31 10 2.9 341.1 72.9 -44.7 87.4 47.7 203.5 
20121113144504 -44.614 168.289 75.5 2.3 12.2 67.4 -114.6 242.1 32.9 315.0 
20121115111442 -44.119 168.764 0 2.0 235.3 63.8 171.1 329.3 82.0 26.5 
20121116235748 -44.562 168.62 9.9 1.3 337.1 79.5 35.7 239.6 55.0 167.1 
20121117134223 -45.023 169.219 5.1 1.8 253.1 73.3 168.8 346.4 79.3 17.1 
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YYYYMMDDHHMMSS Lat (°) Lon (°) Depth (km) ML 
Plane 1 (°) Plane 2 (°) 
Strike Dip Rake Strike Dip Rake 
20121118121343 -44.133 168.761 0.4 3.2 218.6 83.1 -87.7 20.3 7.3 251.8 
20121119155607 -43.942 169.335 5.1 2.0 34.2 48.2 152.3 143.5 69.7 45.2 
20121120014451 -44.255 168.493 0.6 3.5 331.3 55.7 -34.5 82.4 62.1 219.6 
20121120112252 -44.843 168.752 10.5 2.1 165.8 82.4 -38.4 261.7 52.0 189.6 
20121122183242 -44.549 168.363 0 2.3 6.6 76.9 -2.4 97.1 87.7 193.2 
20121123054006 -45.107 168.338 9.4 2.1 340.8 70.1 36.1 236.9 56.4 155.9 
20121124191452 -44.15 168.736 0 2.5 137.1 55.4 43.8 18.6 55.3 136.3 
20121125121039 -44.786 168.704 12.5 1.6 249.2 77.8 177.9 339.6 87.9 12.2 
20121128212129 -44.315 168.379 37.1 3.8 94.5 79.4 -177.2 4.0 87.3 349.4 
20121129085035 -44.784 168.751 13.3 2.0 339.3 80.4 12.0 247.2 78.1 170.2 
20121202161858 -44.053 169.006 0 2.2 246.0 54.7 84.7 75.1 35.6 97.4 
20121202223209 -44.377 168.022 6.1 3.0 9.4 57.7 85.9 197.1 32.6 96.5 
20121204214818 -44.38 168.919 12.8 2.4 323.6 69.3 -26.0 63.4 65.8 202.8 
20121205115656 -44.212 168.672 1 1.7 130.8 15.3 -39.7 259.4 80.3 258.1 
20121211135449 -44.614 168.534 2.9 2.1 182.7 79.4 -14.7 275.4 75.5 191.0 
20121215105622 -45.012 167.888 2 2.4 10.3 54.8 145.6 121.8 62.5 40.5 
20121216025711 -44.667 169.948 0 2.3 327.8 88.1 -62.6 61.4 27.4 184.0 
20121226040754 -44.932 167.777 81.8 2.2 341.3 47.6 169.3 78.6 82.1 42.9 
20130101084357 -44.437 167.992 24.3 4.0 189.4 69.3 9.8 95.9 80.8 159.0 
20130104033832 -44.913 168.792 12.9 2.1 163.3 54.7 -107.3 11.6 38.8 292.7 
20130104230120 -44.984 168.732 5.5 1.5 140.7 57.7 38.0 28.0 58.6 141.2 
20130105064756 -45.092 167.617 119.5 2.0 214.3 37.1 102.9 18.3 54.0 80.4 
20130107170843 -44.419 168.67 8.9 2.2 359.1 52.3 -37.8 114.5 61.0 224.4 
20130112163341 -44.286 168.302 10 3.3 71.5 36.1 150.5 186.1 73.1 57.6 
20130113161658 -44.941 167.693 79.8 1.8 77.3 80.0 76.2 311.9 17.0 143.4 
20130114100641 -44.221 168.417 7.1 3.7 158.7 71.7 15.5 63.7 75.3 161.1 
20130115101956 -44.607 168.27 75.8 2.2 303.9 61.2 33.3 196.4 61.3 146.7 
20130116090059 -44.17 168.445 0 2.0 230.5 54.4 133.3 352.2 53.7 46.2 
20130116114721 -44.803 169.281 10.3 1.6 118.0 66.4 -39.0 226.0 54.8 209.3 
20130116214039 -44.173 168.517 0 2.5 108.7 48.7 82.5 300.1 41.9 98.5 
20130119133713 -44.616 168.268 79.4 2.1 28.9 27.1 135.0 160.6 71.2 70.1 
20130120170205 -45.103 168.907 5.2 2.3 140.7 66.7 19.5 42.7 72.1 155.4 
20130121155238 -44.954 168.544 8.5 2.4 273.1 82.1 169.3 4.6 79.4 8.0 
20130124221712 -44.702 168.072 72.9 2.3 350.5 62.3 -41.7 102.9 53.9 215.1 
20130126181356 -44.569 168.37 0 2.2 287.3 55.4 -121.4 154.3 45.3 307.0 
20130129070602 -44.122 168.748 0 2.7 320.9 64.9 41.4 210.4 53.2 148.0 
20130129171618 -44.543 168.115 9 2.2 325.4 63.9 -18.6 63.8 73.3 207.3 
20130130135634 -44.563 168.186 81.5 2.1 10.3 43.3 95.1 183.3 46.9 85.2 
20130201114336 -44.994 168.73 4.6 1.8 67.0 34.8 128.9 202.5 63.6 66.4 
20130202084331 -44.194 168.44 0 2.4 320.6 70.3 156.8 58.8 68.2 21.3 
20130203024023 -44.787 168.713 16.2 2.1 225.2 30.8 -141.5 100.8 71.4 295.0 
20130203111110 -44.79 168.704 9.5 1.8 121.6 47.2 -57.0 257.9 52.0 239.6 
20130203145241 -44.786 168.715 16.8 2.0 234.4 53.1 -146.2 122.5 63.6 317.9 
20130203154437 -44.787 168.71 13.9 2.0 123.6 60.1 -40.5 236.7 55.7 217.1 
20130205162135 -44.784 168.705 12.5 1.8 248.9 77.7 177.1 339.5 87.2 12.3 
20130205172008 -44.155 168.803 0 2.6 223.3 30.6 120.8 8.6 64.1 73.2 
20130210011143 -45.118 168.964 5.2 2.3 164.5 61.1 30.8 58.4 63.4 147.2 
20130211072104 -44.161 169.512 20.2 3.6 233.4 79.2 -176.6 142.8 86.6 349.2 
20130211130053 -45.132 168.766 10 1.2 3.7 28.7 150.0 120.5 76.1 64.6 
20130217060530 -44.431 168.595 9.5 1.8 340.6 82.9 -24.7 73.8 65.5 187.8 
20130217111054 -44.519 168.149 80.5 2.8 20.3 45.2 57.9 242.0 53.1 118.2 
20130218190915 -44.482 168.376 4 2.5 330.8 87.8 6.0 240.6 84.0 177.8 
20130221012345 -44.463 168.26 5.3 2.3 246.7 49.4 -152.0 137.6 69.1 315.8 
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YYYYMMDDHHMMSS Lat (°) Lon (°) Depth (km) ML 
Plane 1 (°) Plane 2 (°) 
Strike Dip Rake Strike Dip Rake 
20130222201241 -44.623 168.467 11.3 1.5 274.3 51.5 123.3 47.7 49.2 55.3 
20130226043026 -44.555 168.435 4.5 2.7 271.2 52.6 167.3 9.0 80.0 38.1 
20130303121026 -44.451 168.582 5.8 2.0 176.7 63.6 -59.6 303.9 39.4 224.4 
20130304044634 -44.23 168.419 0.6 3.9 264.0 29.4 -165.8 161.6 83.1 298.6 
20130320041057 -44.632 168.463 7.4 1.9 352.7 35.7 99.4 161.1 54.9 83.3 
20130320051915 -44.64 168.473 11 1.8 187.5 69.7 139.7 294.0 52.6 25.9 
20130320182603 -44.476 169.087 6.5 2.6 178.7 56.4 48.6 56.6 51.3 134.9 
20130321185524 -44.638 168.471 8.6 2.1 120.4 88.5 -34.4 211.4 55.6 181.8 
20130321210133 -44.639 168.473 10 2.1 320.1 47.4 88.8 141.9 42.6 91.3 
20130325155430 -44.545 168.18 80.2 2.9 204.4 36.3 43.0 77.4 66.2 118.2 
20130330191839 -44.231 168.432 0 2.5 312.0 85.8 -40.8 45.7 49.3 185.5 
20130402005153 -44.384 169.549 10.9 3.6 136.7 77.9 24.1 41.4 66.5 166.8 
20130402053826 -44.096 169.638 18.9 2.2 39.5 55.9 -93.9 226.4 34.3 275.7 
20130404084214 -44.524 168.358 5.7 2.7 154.0 47.6 -61.5 295.2 49.6 242.4 
20130407022836 -44.201 168.634 0.4 2.8 247.1 39.5 -149.3 132.5 71.0 305.4 
20130407191204 -44.577 168.788 7.2 1.5 89.4 78.1 -133.0 346.9 44.3 342.8 
20130408121222 -44.399 169.543 10.7 2.1 146.8 68.1 -9.8 240.5 80.9 202.2 
20130408185332 -44.449 168.256 0 2.2 73.0 79.9 125.6 176.8 36.8 17.1 
20130411195630 -44.324 169.68 1.7 1.8 86.5 88.9 156.8 177.0 66.8 1.2 
20130416210703 -44.038 169.628 5.3 2.7 159.5 88.8 -0.2 249.5 89.8 181.2 
20130419162808 -44.649 168.201 76.8 2.7 213.1 67.4 93.5 24.0 22.8 81.6 
20130427232640 -44.495 169.407 8.3 1.6 237.2 71.2 148.2 338.5 60.1 21.9 
20130428110554 -44.635 169.659 12.5 2.8 180.4 48.7 4.1 87.7 86.9 138.6 
20130507072412 -44.202 168.593 0 2.5 253.4 39.8 -158.2 146.2 76.2 307.7 
20130508045808 -44.459 168.281 5.1 3.4 331.4 82.4 -3.0 61.8 87.1 187.6 
20130514092409 -44.574 168.214 0 2.7 109.2 89.2 174.5 199.3 84.5 0.8 
20130516135606 -44.697 168.698 3.7 1.5 281.3 88.1 151.0 12.4 61.0 2.1 
20130518021622 -44.268 168.34 0 2.2 158.2 75.2 -89.8 337.4 14.8 269.3 
20130524095510 -44.147 169.58 5.2 2.5 157.9 59.7 -26.1 261.8 67.7 213.1 
20130525070839 -44.684 168.224 84.8 1.8 227.4 87.6 113.3 323.0 23.4 6.1 
20130527064733 -44.586 168.74 11.3 2.0 19.0 68.3 -107.6 239.5 27.7 307.1 
20130528075230 -44.615 168.277 79.1 2.4 231.6 46.5 125.6 5.5 53.8 58.5 
20130530043410 -43.969 168.964 15.7 4.2 35.1 43.4 105.9 193.7 48.6 75.5 
20130530144544 -43.957 168.983 13.4 2.8 216.1 54.8 56.9 84.6 46.8 127.7 
20130603125133 -44.844 168.729 10.3 2.6 264.1 51.0 -173.3 169.9 84.8 320.8 
20130605131350 -44.618 168.187 74.9 2.6 72.8 65.5 -146.1 327.2 59.5 331.2 
20130609000239 -44.322 168.512 5.1 2.9 318.6 52.1 3.5 226.5 87.2 142.1 
20130610141213 -44.39 168.035 8.5 2.8 38.4 50.1 121.9 174.3 49.4 57.7 
20130617083751 -44.526 169.721 12.5 3.2 287.4 62.4 129.8 46.5 47.1 39.3 
20130619014827 -44 169.637 28.4 2.7 255.2 62.8 -123.8 131.0 42.3 317.3 
20130621140647 -44.655 168.011 84.9 2.3 252.4 74.3 129.0 0.8 41.6 24.0 
20130625084901 -44.56 167.814 14.8 4.5 105.8 44.6 172.2 201.3 84.6 45.7 
20130626174920 -45.236 168.714 5.2 1.8 160.0 63.6 -154.2 57.9 67.0 331.1 
20130702053915 -44.453 168.365 0 3.5 253.6 61.9 -153.4 150.3 66.7 329.2 
20130703194110 -44.52 167.918 12.4 5.3 126.6 56.2 -38.7 240.6 58.7 220.6 
20130703202820 -44.513 167.984 0.5 3.6 61.6 67.0 114.4 192.3 33.0 45.8 
20130703210225 -44.51 167.906 9.9 3.6 51.9 62.8 105.9 200.0 31.2 62.0 
20130704033530 -44.49 169.052 13.7 2.9 15.5 50.6 70.7 224.4 43.2 112.0 
20130704232413 -44.495 167.971 0 3.2 100.4 36.0 -101.6 294.7 54.8 278.3 
20130705055644 -44.535 168.819 10.1 3.1 2.2 80.1 -12.1 94.3 78.0 190.1 
20130708073047 -44.425 168.273 7.9 2.8 126.9 67.6 -52.6 243.4 42.8 214.2 
20130712125057 -44.535 168.288 85.4 2.8 188.7 38.4 126.2 325.7 59.9 64.9 
20130715074846 -44.274 169.823 5.5 2.7 253.8 53.4 139.8 10.5 58.8 44.2 
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20130720083204 -44.889 167.779 89.6 2.4 284.6 38.0 143.4 45.0 68.5 58.0 
20130720145328 -44.529 168.367 3 2.7 7.1 76.8 2.1 276.6 88.0 166.8 
20130723040032 -44.422 169.336 9.1 1.3 196.0 85.5 -158.4 104.2 68.5 355.1 
20130723072826 -44.481 168.325 1.9 2.6 146.8 65.0 -34.3 252.9 59.3 209.5 
20130724125529 -44.384 169.533 14.3 2.2 126.0 58.5 9.9 30.8 81.5 148.1 
20130728230914 -44.532 168.37 0.6 2.6 4.3 89.8 24.2 274.2 65.8 179.8 
20130729022237 -44.531 169.293 8.7 1.8 233.8 78.2 165.4 326.8 75.7 12.2 
20130803035448 -44.499 169.06 14.1 1.3 106.2 34.4 101.0 273.0 56.3 82.6 
20130905073719 -44.43 169.45 16.1 4.3 4.5 89.8 -13.4 94.6 76.6 180.2 
20130905165043 -44.436 169.437 11.3 3.3 353.5 58.4 -31.0 100.9 64.0 215.7 
20130905191820 -44.434 169.446 9.7 2.6 353.9 58.6 -30.6 101.0 64.2 215.4 
20130906035402 -44.432 169.439 11.7 3.2 353.5 57.8 -31.1 101.2 64.1 216.3 
20130906224829 -44.374 168.074 6.7 2.9 77.7 63.8 137.5 189.8 52.7 33.7 
20130912173405 -44.459 168.275 5.5 2.8 330.1 79.4 -7.6 61.5 82.5 190.7 
20130912224304 -44.537 168.826 10.7 3.2 58.3 50.7 -155.0 311.8 70.9 317.9 
20130925083208 -44.419 168.272 0 3.0 0.0 80.2 -36.8 97.3 53.8 192.2 
20130925150449 -44.285 169.814 5.1 3.2 53.0 63.0 119.3 181.9 39.1 46.2 
20130927031938 -44.037 169.65 30.1 3.4 162.5 81.2 -16.5 255.1 73.7 189.2 
 
 
 
 
 
 Appendix G 
Wanaka Template Focal Mechanisms 
 
 
This appendix lists the catalogues of template event focal mechanisms from Chapter 6.   
 
Template 
# 
YYYYMMDDHHMMSS ML Strike (°)  Dip (°) Rake (°) 
     
 
1 20150504022912 6.0 252.1 58.3 170.9 
2 20150504022947 5.8 127.0 56.4 -179.8 
3 20150504023302 3.8 179.8 68.1 52.7 
4 20150504024419 3.0 171.8 81.3 -19.3 
5 20150504025538 3.4 253.8 65.6 169.2 
6 20150504031113 3.5 191.8 80.7 30.4 
7 20150504031842 3.0 284.0 72.3 -163.1 
8 20150504035546 3.3 295.6 89.2 170.1 
9 20150504041230 3.4 132.8 85.9 -17.0 
10 20150504064809 3.4 249.5 77.9 148.2 
11 20150504072941 3.9 66.7 80.1 140.4 
12 20150504080638 2.5 189.6 79.0 19.1 
13 20150504084311 2.7 189.5 78.4 20.0 
14 20150504091935 2.3 85.4 66.2 145.9 
15 20150504120431 2.0 102.3 50.4 134.9 
16 20150504121854 2.7 93.5 72.8 169.1 
17 20150504130822 2.0 56.3 55.2 -158.0 
18 20150504131524 1.6 126.2 52.1 -88.7 
19 20150504131711 2.0 182.1 71.9 -5.7 
20 20150504134805 1.7 320.7 75.5 116.6 
21 20150504142534 2.1 228.0 84.5 -163.0 
22 20150504145430 1.6 306.0 49.5 -126.0 
23 20150504150106 2.1 356.3 85.3 23.6 
24 20150504152641 1.7 234.0 53.1 -126.0 
25 20150504162447 1.6 188.1 88.4 9.9 
26 20150504164451 1.4 196.3 89.1 -1.9 
27 20150504181049 2.1 215.2 73.5 165.9 
28 20150504192913 1.7 122.9 73.9 15.0 
29 20150504202315 1.9 3.1 81.8 -11.2 
30 20150504221438 2.9 349.7 88.1 1.8 
31 20150504233918 1.8 201.0 85.8 0.0 
32 20150505002351 1.6 53.7 53.1 -164.0 
33 20150505064142 1.5 90.1 69.4 -153.0 
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34 20150505071204 1.5 269.9 77.3 -172.6 
35 20150505105626 2.3 273.4 84.1 173.2 
36 20150505130658 1.8 273.6 82.0 170.5 
37 20150505144800 1.7 126.0 36.9 -108.0 
38 20150505150903 2.2 216.6 81.2 -159.0 
39 20150505164647 1.3 21.1 31.3 -93.3 
40 20150505171709 1.6 3.5 85.8 4.2 
41 20150505185756 1.9 108.0 87.1 -180.0 
42 20150505194855 1.1 253.3 63.5 156.8 
43 20150505202357 1.9 23.3 87.6 174.3 
44 20150505214942 1.9 275.7 58.2 -85.5 
45 20150505224400 2.7 253.1 58.5 165.5 
46 20150506010316 1.4 100.9 64.5 -145.5 
47 20150506022158 2.9 34.1 80.6 153.8 
48 20150506082843 2.5 92.9 71.1 164.8 
49 20150506092908 3.0 181.9 82.2 -13.8 
50 20150506122451 2.9 191.4 82.0 23.2 
51 20150506141038 2.3 230.0 84.8 -151.6 
52 20150506151409 2.5 341.3 56.2 -40.0 
53 20150506174313 2.1 272.3 45.2 179.7 
54 20150506190512 2.4 328.2 46.6 -11.2 
55 20150507020238 1.5 16.5 87.8 -179.9 
56 20150507032408 1.5 301.4 78.1 13.4 
57 20150507053251 3.5 349.6 71.3 -4.3 
58 20150507094446 3.8 174.7 63.4 5.8 
59 20150507101557 3.4 349.7 87.8 3.0 
60 20150507210804 2.6 352.3 86.0 35.6 
61 20150508031223 1.6 355.2 86.3 1.3 
62 20150508080243 2.4 93.8 88.1 146.0 
63 20150508130230 2.5 192.2 72.6 20.4 
64 20150508173016 3.7 8.8 84.6 -4.4 
65 20150509024857 1.8 92.4 70.7 158.3 
66 20150509072820 2.1 128.0 52.5 -2.5 
67 20150509154143 2.0 288.4 79.4 174.4 
68 20150510130033 2.1 87.8 73.4 -149.0 
69 20150511011450 2.4 143.3 54.5 -16.8 
70 20150511085115 2.0 88.5 59.6 -134.6 
71 20150511120952 2.2 16.2 68.8 22.7 
72 20150511131413 1.7 180.3 83.4 -15.2 
73 20150512070618 2.9 191.9 79.4 27.8 
74 20150512134619 1.7 97.0 74.9 -125.4 
75 20150512165558 2.4 2.1 80.6 -11.2 
76 20150512191651 1.7 242.5 84.4 -178.1 
77 20150513000059 2.5 187.9 81.0 -164.6 
78 20150513015209 1.9 274.1 89.5 -171.6 
79 20150513085615 2.3 254.0 71.1 -161.2 
80 20150513094144 2.5 271.7 29.1 -16.9 
81 20150513111700 1.7 16.7 88.3 -0.4 
82 20150513135712 1.7 281.1 82.6 -178.4 
83 20150514020555 2.0 93.5 71.8 -20.7 
84 20150514090927 2.1 8.1 76.0 -172.4 
85 20150514202029 2.2 347.1 88.4 8.5 
86 20150514213705 2.4 35.5 57.6 60.4 
87 20150515033533 2.0 199.7 84.3 -0.8 
88 20150516141126 2.9 190.9 70.5 20.9 
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89 20150517001511 1.5 307.3 57.7 -50.0 
90 20150519033811 2.2 197.9 75.0 -21.5 
91 20150520162954 2.3 345.3 50.8 -32.4 
92 20150521064141 2.1 290.7 82.6 33.2 
93 20150522141311 2.0 193.7 70.5 16.0 
94 20150523063813 2.0 138.9 54.8 -47.1 
95 20150524200619 2.3 93.1 69.8 157.8 
96 20150525174113 1.7 130.9 38.4 -89.5 
97 20150526234800 1.7 16.8 69.5 21.5 
98 20150527063023 1.9 273.5 88.5 178.3 
99 20150528033620 2.6 162.2 69.4 23.0 
100 20150529040230 1.9 60.3 80.5 158.1 
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 Appendix H 
HypoDD Parameters 
 
 
This appendix contains the hypoDD.inp file used for double difference relative relocation of 
aftershocks in Chapter 6 using HypoDD.  
 
* RELOC.INP: 
*--- input file selection 
* cross correlation diff times: 
dt_05.cc 
* 
*catalog P diff times: 
dt.ct 
* 
* event file: 
event.dat 
* 
* station file: 
station.dat 
* 
*--- output file selection 
* original locations: 
hypoDD.loc 
* relocations: 
hypoDD.reloc 
* station information: 
hypoDD.sta 
* residual information: 
hypoDD.res 
* source paramater information: 
*hypoDD.src 
 
* 
*--- data type selection:  
* IDAT:  0 = synthetics; 1= cross corr; 2= catalog; 3= cross & cat  
* IPHA: 1= P; 2= S; 3= P&S 
* DIST:max dist [km] between cluster centroid and station  
* IDAT   IPHA   DIST 
    3     3     200 
* 
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*--- event clustering: 
* OBSCC:    min # of obs/pair for crosstime data (0= no clustering) 
* OBSCT:    min # of obs/pair for network data (0= no clustering) 
* OBSCC  OBSCT     
    8      8         
* 
*--- solution control: 
* ISTART:   1 = from single source; 2 = from network sources 
* ISOLV: 1 = SVD, 2=lsqr 
* NSET:       number of sets of iteration with specifications 
following 
*  ISTART  ISOLV  NSET 
    1        2      5  
* 
*--- data weighting and re-weighting:  
* NITER:   last iteration to used the following weights 
* WTCCP, WTCCS:  weight cross P, S  
* WTCTP, WTCTS:  weight catalog P, S  
* WRCC, WRCT:  residual threshold in sec for cross, catalog 
data  
* WDCC, WDCT:    max dist [km] between cross, catalog linked 
pairs 
* DAMP:      damping (for lsqr only)  
*       ---  CROSS DATA ----- ----CATALOG DATA ---- 
* NITER WTCCP WTCCS WRCC WDCC WTCTP WTCTS WRCT WDCT DAMP 
  5     0.01   0.01  -9   -9   1     0.5  -9    -9    20 
  5     0.01   0.01  -9   -9   1     0.5   6     4    50 
  5     1.0    0.5   -9    2  0.01  0.005  6     4    50 
  5     1.0    0.7    6    2  0.01  0.005  6     2    30 
  5     1.0    0.9    6    2  0.01  0.005  6     2    50 
* 
*--- 1D model: 
* NLAY:  number of model layers   
* RATIO: vp/vs ratio  
* TOP:  depths of top of layer (km)  
* VEL:   layer velocities (km/s) 
* NLAY  RATIO  
   4     1.7 
* TOP  
0.0 5.0 38.0 48.0 
* VEL 
5.5   6.0   6.8   8.1 
* 
*--- event selection: 
* CID:  cluster to be relocated (0 = all) 
* ID: cuspids of event to be relocated (8 per line) 
* CID     
    0       
* ID 
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