Spatial and temporal imaging characteristics of an amorphous silicon flat-panel imager ͑FPI͒ were investigated in terms relevant to the application of such devices in cone-beam computed tomography ͑CBCT͒ and other x-ray imaging modalities, including general radiography, fluoroscopy, mammography, radiotherapy portal imaging, and nondestructive testing. Specifically, issues of image lag ͑including the magnitude, spatial uniformity, temporal-frequency characteristics, and dependence upon exposure and frame time͒ and long-term image persistence ͑''ghosts''͒ were investigated. As part of the basic characterization of the FPI, pixel dark signal and noise ͑magnitude, temporal stability, and spatial uniformity͒ as well as radiation response ͑signal size, linearity, gain, and reciprocity͒ were also measured. Image lag was analyzed as a function of frame time and incident exposure. First-frame lag ͑i.e., the relative residual signal in the first frame following readout of an exposure͒ was ϳ2-10%, depending upon incident exposure and was spatially nonuniform to a slight degree across the FPI; second-, third-, and fourth-frame lag were ϳ0.7%, 0.4%, and 0.3%, respectively ͑at 25% sensor saturation͒. Image lag was also analyzed in terms of the temporalfrequency-dependent transfer function derived from the radiation response, allowing a quantitative description of system components contributing to lag. Finally, the contrast of objects as a function of time following an exposure was measured in order to examine long-term image persistence ͑''ghosts''͒. Ghosts were found to persist up to 30 min or longer, depending upon the exposure and frame time. Two means of reducing the apparent contrast of ghost images were tested: ͑i͒ rapid scanning of the FPI at maximum frame rate, and ͑ii͒ flood-field exposure of the FPI; neither was entirely satisfactory. These results pose important considerations for application of FPIs in CBCT as well as other x-ray imaging modalities. For example in CBCT, the magnitude of image lag is such that significant artifacts in tomographic reconstructions may result if strategies are not adopted either to reduce or correct the lag between successive projections ͑e.g., rapid scanning between projections or iterative correction algorithms, respectively͒. Similarly, long-term image persistence may necessitate frequent recalibration of offset corrections.
I. INTRODUCTION
Flat-panel imagers ͑FPIs͒ based upon arrays of hydrogenated amorphous silicon ͑a-Si:H͒ thin-film transistors ͑TFTs͒ in combination with either a-Si:H photodiodes and an overlying phosphor ͑to provide ''indirect'' detection of x rays͒ or with a continuous photoconductive layer ͑e.g., a-Se or PbI 2 , to provide ''direct'' detection of x rays͒ are being developed for application in medical x-ray imaging ͑e.g., Refs. 1 and 2͒ and industrial nondestructive testing and evaluation ͑NDTE͒. Such devices are available in large area format ͑e.g., 30 ϫ40 cm 2 ͒, may be packaged compactly ͑e.g., ϳ3 cm thick͒, and provide digital, real-time images. FPIs may operate in a single-shot, radiographic mode ͑e.g., in chest radiography or mammography͒, can be read continuously ͑e.g., at 30 fps in fluoroscopy͒, or can switch between these modes dynamically ͑e.g., momentarily interrupting fluoroscopic acquisition to obtain a radiograph͒. Furthermore, since such devices demonstrate relatively high resistance to radiation damage, 3 they are an attractive technology for the field of radiotherapy portal imaging. 4, 5 In this paper, an experimental setup developed specifically to investigate the performance of ͑indirect-detection͒ FPIs in cone-beam computed tomography ͑CBCT͒ 6-8 is described, and a number of imager performance parameters relevant to CBCT ͑and other applications͒ are examined.
The imaging performance of a FPI is affected by a multitude of characteristics, including: the behavior of pixel dark signal; 9 the linearity and gain of pixel signal response; 9 the effects of charge trapping, release, and image lag; 4,9-27 the spatial-frequency-dependent modulation transfer function ͑MTF͒, 5, 15, [28] [29] [30] [31] noise power spectrum ͑NPS͒, 32 and detective quantum efficiency ͑DQE͒, 15, [32] [33] [34] [35] as well as contrast-detail performance. 4 This paper focuses specifically upon the subject of image lag, i.e., signal present in frames subsequent to the frame in which it was generated.
Image lag is a concern in CBCT, since image information carried over between successive x-ray projections causes artifacts in reconstructed tomographic images. In fact, the issue of image lag is a consideration for all of the imaging applications mentioned above. In ''single shot'' radiographic modalities ͑e.g., chest radiography, mammography, and radiotherapy portal localization͒, the image lag represents an inefficiency in signal collection due to charge lost to traps ͑although trapped charge is released in subsequent frames͒. Depending upon the magnitude of charge trapping and the noise of the acquisition electronics, it might even prove beneficial to utilize the trapped charge through addition of the initial image with subsequent dark images. In fluoroscopy, of course, image lag causes spatial blurring of objects that are moving in the radiation field; 36 however, it has been shown 37 that a certain amount of image lag actually improves the signal-to-noise ratio by correlating information between frames. In fact, Wright et al. and Colbeth et al. 27, 38, 39 purposely implement a recursive filter to introduce lag during fluoroscopic acquisition. In dual-mode imaging, where the FPI is switched momentarily from fluoroscopic acquisition to obtain a high-quality radiograph, image lag causes the radiographic signal to persist in the first few frames of subsequent fluoroscopic acquisition. Thus, in applications involving single-shot radiography, continuous fluoroscopy, dual-mode imaging, and/or multiple successive projections of a changing scene ͑e.g., CBCT͒, knowledge of and/or minimization of image lag is important.
The results reported in this paper were obtained using a commercially available prototype FPI ͑RID 512-400 A0 from EG&G Heimann 40 ͒ and are reported in three sections: fundamental properties, image lag, and image ghosting. First, a number of properties considered prerequisite to a thorough investigation of image lag are presented, including the dark signal characteristics and radiation response of individual pixels.
Second, the magnitude, exposure and frame time dependence, temporal-frequency behavior, and spatial uniformity of the image lag is characterized through measurements under x-ray exposure. As shown in Table I , a number of studies have reported on image lag for FPIs, but only recently has the effect been characterized under x-ray irradiation. Moreover, the experimental methods employed in the studies vary considerably. Often, measurements are made of either the rising or falling edge of the signal response to a step function of incident radiation ͑called the step response function, SRF͒. Often, the response to an impulse of radiation ͑i.e., a radiographic exposure between frames͒ is considered ͑called the impulse response function, IRF͒. Still other studies have examined the signal response under constant irradiation in the presence of high-contrast, rapidly moving objects. Finally, the manner in which lag is defined and the terminology employed vary among the studies. The chronological listing in Table I suggests that ͑for indirect-detection FPIs͒ despite the low image lag demonstrated in early results ͑e.g., 1992-1993͒, later results ͑e.g., 1996-1998͒ showed higher levels of lag ͑ϳ5%-10%͒. Most recently, improvements in array technology have demonstrated reduced image lag ͑ϳ2% or less͒, comparable to that reported for direct-detection FPIs.
Herein and as described in Sec. II, image lag is investigated through measurement of the IRF under x-ray irradiation as a function of exposure and imager frame time ͑i.e., the period, T frame , between successive readout of a given row of pixels͒. Image lag is described in terms of the nth-frame lag, Lag͉ n , given by the ratio of the ͑offset-TABLE I. Summary of several studies reporting upon the topic of image lag in FPIs. The top portion shows results reported for a-Si:H photodiodes in combination with either an a-Si:H TFT ͑denoted PDϩTFT͒, dual switching diodes ͑denoted PDϩ2D͒, or a single switching diode ͑denoted PDϩ1D͒. The bottom contains results reported for FPIs based upon the direct-detection technology of a continuous a-Se photoconductor in combination with an a-Si:H TFT ͑denoted a-SeϩTFT͒. The ''Source'' column identifies whether measurements were performed using an optical ͑denoted LED͒ or x-ray ͑denoted x ray͒ source of irradiation. The ''Method'' column identifies whether the measurement involved the step response to irradiation ͑denoted SRF͒, the impulse response ͑denoted IRF͒, or the response in the presence of moving objects ͑denoted Objects͒. The notation Lag͉ n refers to the nth-frame lag, as defined in Eq. ͑1͒. 1998 a-SeϩTFT x ray¯Persistent images eliminated by imager reset subtracted͒ pixel signal in frame n, Sig͉ n , to that in the frame immediately following a radiographic exposure ͑frame zero͒:
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where n is a non-negative integer. Thus, Lag͉ 0 , the zerothframe lag, is unity, and Lag͉ 1 , the first-frame lag, is that which is typically reported, although a number of studies ͑Table I͒ have reported lag for frames beyond nϭ1. Direct comparison between results summarized in Table I should be done with a degree of caution, since the lag measured using different experimental methods ͑e.g., falling or rising edge SRF versus IRF measurements͒ can ͑and should͒ give different results. Three sources of image lag in indirect-detection FPIs are generally regarded: ͑1͒ incomplete charge transfer between the capacitance of the sensor elements and that of the readout electronics; ͑2͒ finite decay time in optical emission from the x-ray converter; and ͑3͒ trapping and release of charge in the sensor elements. The first source depends upon the design of the array and amplifier electronics, but is typically small given that the time which the TFT is conducting during each readout cycle is much greater than the RC time constant of the pixel, and that charge-integrating amplifiers ͑and not voltage-sensitive amplifiers͒ are used in readout. 11, 13 A second source of image lag is the decay and afterglow in optical emission from the phosphor. For the case of Gd 2 O 2 S:Tb, Shepherd et al. 41 report that the phosphor decays to 1/e intensity in ϳ0.7 ms and to 10 Ϫ4 intensity in less than 10 ms. Similarly, Rudin et al. 42 reported Gd 2 O 2 S:Tb decay to 10 Ϫ2 intensity in 2.4 ms, consistent with the results of Mainprize and Yaffe, 43, 44 who showed decay to 10 Ϫ1 , 10 Ϫ2 , and 10 Ϫ3 , intensity in ϳ1.2, ϳ2.5, and ϳ3.7 ms, respectively. Faster decay times may be achieved through use of different activators ͑e.g., Gd 2 O 2 S:Pr͒, possibly at the cost of increased long-term afterglow. 41 For the case of CsI:Tl, Blasse 45 reported a 1 s decay time, and Mainprize and Yaffe 43, 44 showed that the decay is dominated by an exponential component with lifetime ϳ3 s. Since typical values of T frame for FPIs in medical imaging range from ϳ30 ms ͑e.g., in fluoroscopy͒ to ϳ1 s ͑e.g., in radiographic applications͒, the contribution of phosphor decay to the total image lag is fairly small. For the measurements reported herein, the frame time was varied from T frame ϭ200 ms up to 25.6 s, time scales at which phosphor decay contributes negligibly to image lag.
The third effect ͑trapping and release of charge in the sensor elements͒ is typically recognized as the dominant source of image lag for indirect-detection FPIs. Trapping may occur as a result of bulk effects 46 ͑in the i layer of the photodiode͒ or surface effects ͑at interfaces between materials in the sensor elements͒. [46] [47] [48] Bulk effects include direct capture of charge at defect energy levels in the gap, followed by slow release over a broad range of time constants. Considering the density of defect states in high-quality a-Si:H (ϳ3ϫ10 15 cm
Ϫ3
), 46 the capacity for trapped charge is enormous ͑e.g., ϳ100 pC in a 400 m photodiode, which is about twice its parallel plate capacitance͒. Surface effects too could contribute to image lag, since the high density of dangling bonds at layer interfaces may be satisfied by constituents other than Si, such as oxides, resulting in a high density of defect states at surfaces. Trapping at layer interfaces is more significant for thin, multilayer structures, such as the TFT. Thus, both the photodiode ͑through bulk effects͒ and the TFT ͑through surface effects͒ are potential sources of charge trapping; however, the former is typically identified as the dominant source. 25, 46 As reported elsewhere, 10, 11, 14 image lag is reduced by: ͑1͒ illuminating the photodiode through the p layer; ͑2͒ operating the photodiode at a high bias voltage ͑e.g., V bias ϳϪ5 V͒; and ͑3͒ operating at signal levels far below sensor saturation.
Finally, in Sec. III, long-term persistence ͑up to 1 h following an exposure͒ of images of high-contrast objects is reported. Sometimes referred to as ''ghosting,'' this longterm persistence has been observed by several investigators, 15, 20 but the effect and its clinical implications have yet to be quantified. Ghosts of high-contrast objects ͑e.g., collimator edges, skin line, metal prosthetics, surgical instruments, etc.͒ could have detrimental effects in any of the x-ray imaging applications mentioned above if present at a perceptible level of contrast. Similar to the sources governing image lag, the source of long-term ghosting could include ͑1͒ slow release of charge from deep trapping states in the a-Si:H and/or ͑2͒ afterglow from the phosphor.
II. METHODS AND MATERIALS

A. Experimental setup
A laboratory bench consisting of an x-ray tube, object stage, and imager stage was constructed to investigate the performance of FPIs in CBCT. The x-ray tube was a General Electric Maxiray 75 powered by a 100 kW General Electric MSI-850 generator at a measured potential of 120 kVp. The x-ray tube was operated under computer control and had the following characteristics: a target angle of 11°; a focal spot size of 0.6 mm; inherent filtration of 1.0 mm Al ͑specified equivalent at 150 kVp͒; added filtration of 1.5 mm Al plus 0.129 mm Cu; and first and second HVLs of 6.1 mm Al ͑measured͒ and 15.6 mm Al ͑calculated͒, respectively, at 120 kVp. As shown in Fig. 1 , the tube was mounted on a rigid frame attached to the laboratory bench, with the x-ray beam directed horizontally. An object stage consisting of Daedal translation and rotation tables was positioned at a distance of 100 cm from the x-ray source and was computer controlled by means of a National Instruments PC-LPM-16 I/O board. All values of exposure ͑Ϯ3%͒, and kVp ͑Ϯ2 kVp͒ were measured using an RTI Electronics PMX-III x-ray multimeter with an R25 diode placed at the surface of the FPI.
The flat-panel imager ͑RID 512-400 A0͒ was constructed by EG & G Heimann Optoelectronics and consists of an a-Si:H imaging array in combination with a luminescent phosphor ͑Lanex Fast-B; 133 mg/cm 2 Gd 2 O 2 S:Tb͒ along with a system of acquisition electronics. 40 The FPI was designed as a prototype for investigation of the imaging performance of such devices at diagnostic energies, with a sum-mary of specifications given in Table II . The imaging array comprises a 512ϫ512 matrix of a-Si:H TFTs coupled to n-i-p a-Si:H photodiodes at 400 m pixel-to-pixel pitch, giving an active area of ϳ20.5ϫ20.5 cm 2 . Directed by a PC, the FPI operates asynchronously of the host computer and could be addressed at frame rates of 0.04-5 fps; i.e., at frame times ranging from 200 ms to 25.6 s. The frame time is varied by means of a variable-length pause imposed after scanning all rows in a given frame, i.e., the time that the TFTs are held conducting and the time interval between switching successive rows is held constant. The photodiode bias voltage ͑Ϫ6 V͒, TFT switching voltages ͑Ϫ10 and ϩ5 V for TFT ''off'' and ''on,'' respectively͒, and ASIC amplifier integration time ͑ϳ80 s͒ were held fixed at the default values set by the manufacturer. The FPI was mounted on a vertical frame at a source-to-imager distance of 160 cm. The Fluke 52 K/J thermocouple placed inside the FPI enclosure monitored the temperature during operation.
This experimental setup was constructed specifically to provide a system for investigation of the performance of the FPI in CBCT. Measurements reported herein are part of the fundamental, empirical characterization of the FPI requisite to understanding and optimizing its performance in CBCT and other x-ray imaging applications.
B. Fundamental pixel performance properties: Dark signal, noise, and signal response
Temporal characteristics of pixel dark signal
The temporal stability ͑''drift''͒ of the pixel dark signal was evaluated by operating the FPI in the absence of x rays ͑i.e., in the dark͒ and reading the pixel values as a function of elapsed time. Prior to each measurement, the FPI was left unpowered overnight, and measurements commenced from a time, tϭ0 ͑corresponding to the time at which power was supplied to the FPI͒ and extending over 6 h. The FPI was operated at frame times from 0.2 to 25.6 s, and the tempera- ture inside the FPI enclosure was monitored continuously. The average dark signal value ͑for an ensemble of 10 pixels͒ was plotted as a function of time. Furthermore, in order to examine the spatial uniformity of the dark signal drift, an image obtained immediately following imager startup, I(t ϭ0), was subtracted from images obtained at later times, I(tϾ0), to yield a drift image, I drift (t)ϭI(t)ϪI(0). Inspection of the resulting drift images and image histograms allowed identification of regions exhibiting anomalous dark signal drift. As shown in Sec. III, the FPI generally exhibited significant drift over the first ϳ2 h of operation. Thus, all measurements below were performed following a warm-up period of at least 2 h.
Pixel dark noise
Fluctuations in pixel dark signal ͑the ''pixel dark noise''͒ were measured for values of T frame ranging from 0.2 to 25.6 s by acquiring realizations of 200 consecutive samples from 48 pixels. The analysis was equivalent to that reported previously, 33 with slight modifications to identify various components of the pixel dark noise. From the ensemble of measurements, three values of pixel dark noise were determined: ͑1͒ the noise from a single pixel sampled repeatedly, 1pix ; ͑2͒ the noise calculated from the difference between two pixels lying along the same row, 2pix-row ; and ͑3͒ the noise calculated from the difference between two pixels in the same frame ͑but not lying along the same row or column͒, 2pix-frame . The noise analysis divides each realization into N groups in order to reduce possible effects arising from dark signal drift during the course of the measurement; however, comparison of results with an without such grouping were identical, suggesting that drift during the measurements was negligible.
As reported in a number of publications, 2-4,33 the total pixel dark noise is modeled as the sum in quadrature of various independent noise components, including the TFT thermal noise ͑in the conducting state͒, TFT therm , the photodiode shot noise, PD shot , the noise of the readout and amplifier electronics, amp , and the digitization noise of the analog-to-digital conversion process, ADC . Other sources of additive noise include row-correlated noise arising from fluctuations in the TFT gate voltage, row , and frame flicker noise, frame , arising from fluctuations in the photodiode bias voltage applied across the entire array. Thus, the total pixel dark noise can be represented as:
͑2͒
Reduction of the row-correlated component, row , can be achieved by subtracting the values of pixels lying along the same gate line, 33 as in the row-subtracted noise realizations discussed above:
which also reduces the frame-correlated component, frame .
The frame-correlated component alone can be reduced ͑with-out affecting the row-correlated noise͒ by subtracting the values of pixels from the same frame ͑but lying along different rows and columns͒:
Thus, from the measurements described above, the magnitude of the row noise, frame flicker noise, and amplifier noise can be estimated:
.
͑7͒
In order to examine the spatial uniformity of the pixel dark noise, 24 consecutive images at various settings of T frame were acquired, and the standard deviation for each pixel was computed. The resulting data provided a map of 1pix across the FPI.
Pixel signal response, linearity, gain, and reciprocity
The mean signal size for FPI pixels under x-ray irradiation was measured in a manner reported previously, 9 where the signal from an ensemble of 20 pixels was recorded following exposure to the radiographic x-ray beam. Three basic measurements of signal response were performed: ͑1͒ measurement of the mean pixel signal as a function of exposure; ͑2͒ measurement of the slope of the signal response ͑termed the system gain, ⌫, with units of e/mR/pixel͒; and ͑3͒ measurement of the system gain as a function of incident exposure rate, varied through adjustment of the radiographic mA setting. The first measurement indicates the degree of linearity of system response and shows the exposure that results in saturation of the FPI. Note from Table II that for the FPI under investigation, it is the charge capacity of the ASIC amplifier ͑and not the photodiode͒ that determines the saturation signal. The second measurement characterizes the system gain ͑i.e., the amount of signal collected per unit exposure to the FPI͒. The third measurement demonstrates the degree to which the signal response satisfies reciprocity, i.e., the degree to which the signal resulting from a given exposure is independent of the exposure rate. Operated in radiographic mode, the lowest and highest exposure rates allowed by the MSI-800 were (15.3Ϯ0.6) mR/s and (916.6 Ϯ10.1) mR/s, thereby allowing investigation of reciprocity over a factor of ϳ60 in exposure rate and building upon earlier results 49 which demonstrated reciprocity over a factor of ϳ5 in exposure rate ͑4.8-22.4 mR/s͒.
C. Impulse response characteristics: Image lag
Image lag was characterized through measurement of the temporal response of the FPI to a radiographic exposure, called the IRF. The synchronization between the radiographic x-ray source and readout of the FPI is the same as described elsewhere, 9 in which radiographic x-ray pulses were delivered between image frames. The frame immedi-ately following the x-ray pulse ͑frame 0͒ contains the radiographic image, and subsequent frames ͑frames 1, 2, and so on͒ contain signal attributable to lag.
In order to examine the magnitude, exposure dependence, and frame-time dependence of the image lag, IRFs were measured for an ensemble of 20 pixels. Each IRF was 100 samples in length: The first 49 samples were used to estimate the pixel dark signal ͑to be subtracted͒; a radiographic exposure was made just prior to the 50th frame ͑called frame zero͒; and the nth frame lag was computed using Eq. ͑1͒ from the remaining 50 samples. Each measurement was repeated five times, and the results were averaged ͑over the five repeat IRFs and over the 20 pixels͒ to yield the reported values of Lag͉ n .
A relevant concern is whether it is primarily the number of reads or the amount of elapsed time following the initial exposure that determines the amount of residual signal present in subsequent frames. To address this issue, measurements were performed at values of T frame of 0.2, 0.4, 0.8, 1.6, 3.2, and 6.4 s, and the resulting IRFs and Lag͉ n were plotted as a function of both frame number and elapsed time.
To examine the dependence of image lag on signal size, measurements were performed at exposures spanning the sensitive range of the detector.
The temporal-frequency characteristics of the image lag were analyzed by Fourier transform of the IRF, yielding the temporal-frequency-dependent transfer function, T lag () ͑similar to the transfer function common to digital signal processing, e.g., as in Ref. 50͒:
where is the temporal-frequency ͑units s Ϫ1 or frame Ϫ1 ͒ Fourier pair coordinate to time, t, or frame number, n. IRF norm (t;n) is the area-normalized impulse response function, and F represents the Fourier transform operation, computed using a fast-Fourier algorithm in MATLAB. 51 Clearly, a detector with Lag͉ nϾ0 ϭ0 has T lag ()ϭ1 up to the Nyquist frequency ( Nyq ϭ1/2/T frame ). Analysis of the image lag in this manner is insightful for a number of reasons. First, it provides a straightforward temporal analog to the spatial concepts widely employed in image science; that is, in the same sense that the MTF describes the transfer of signal at various spatial frequencies and provides a quantitative description of spatial blur, T lag () describes the transfer of information at various temporal frequencies and provides a quantitative description of ''temporal blurring'' that results from image lag. In a similar manner to MTF reducing the individual pixel noise 33 and noise-power spectrum through correlation of signal in space, T lag () reduces the noise in successive samplings of a given pixel through correlation of signal between frames. 33, 34 Furthermore, analysis of T lag () provides a ''systems'' description of the processes resulting in image lag. Hence, just as the MTF for an imaging system is given by the product of the MTFs of its various components ͑e.g., focal spot, phosphor blur, and sampling aperture͒, T lag () is the product of the temporal transfer functions of components responsible for image lag ͑e.g., radiation wave form, phosphor decay and afterglow, and trapping and release of charge in a-Si:H͒. Thus, T lag () allows identification of the system component that dominates the temporal response. Finally, analysis of T lag () allows identification of various temporal-frequency characteristics of the image lag. For example, degradation of T lag () at frequencies close to the Nyquist frequency corresponds to image lag between successive frames ͑e.g., between frame 0 and frame 1͒, whereas degradation near ϭ0 corresponds to longer term signal retention.
To investigate the spatial uniformity of the image lag, IRFs for the 512ϫ512 pixels were examined, and the resulting Lag͉ n were plotted as a function of spatial position. An exposure level of ϳ2 mR ͑ϳ20% saturation͒ and a frame time of 3.2 s were used. For these measurements, each IRF consisted of 30 samples: the first 10 samples were used to estimate the pixel dark signal; and the radiographic exposure was delivered just prior to the 11th frame. The measurement was repeated ten times, and the results were averaged.
Finally, the visual impression of image lag in successive radiographs was examined by acquiring images of moving objects placed at 100 cm from the source. Two types of objects were considered: a linear array of Pb BBs and a strongly attenuating edge ͑a Bi-Pb slab͒, each translated laterally across the field of view ͑FOV͒ while successive radiographs were acquired. For the moving edge, two sets of measurements were performed: one with the slab moving out of the FOV and one with the slab moving into the FOV. Such measurements illustrate the effect of image lag under conditions where subsequent frames experience a high exposure compared to conditions where such frames are in the shadow of the slab.
D. Long-term image persistence: Ghosts
The persistence of images up to 1 h following an exposure was examined at various settings of T frame and at exposures up to and exceeding sensor saturation. A Pb slab with a ϳ2 cm hole was placed in a rigid mount at 100 cm from the source. With the imager operating at a given value of T frame , an initial image of the object was obtained ͑at time tϭ0͒, and the local contrast of the hole was analyzed as a function of elapsed time for up to 1 h. Local contrast was analyzed from the ͑ensemble average͒ pixel signal in the region of the hole, Sig͉ hole , relative to the ͑ensemble average͒ pixel signal behind the Pb slab, Sig͉ Pb :
Measurements were performed at T frame settings of 0.2, 1.6, 6.4, and 25.6 s and at exposures of ϳ20%, 50%, 100%, and 300% saturation. These measurements illustrate the magnitude of ghosting for the simple case of a single high-contrast object following a single exposure. The effect was observed to be smaller for objects of low contrast; furthermore, the effect is expected to depend on the history of FPI exposure and operation, e.g., upon the number of exposures delivered, the cumulative exposure, the intensity of irradiation, etc. Such issues are beyond the scope of this study. Finally, two methods of reducing the contrast of ghosts were examined. The first method involved rapid scanning of the FPI at maximum frame rate in an attempt to ''flush'' the ghost signal out of the imager. In this case, a relatively strong ghost was induced by forming an image of the hole ͑at an exposure ϳ300% saturation͒ with the FPI operated at T frame ϭ6.4 s. Then, at tϳ30 s, the FPI was switched to its highest frame rate setting (T frame ϭ200 ms) and cycled for 600 frames before being switched back to T frame ϭ6.4 s. The local contrast of the hole was measured, and at time t ϳ3 min, the FPI was switched again to T frame ϭ200 ms this time for 1500 frames. Finally, the FPI was switched back to T frame ϭ6.4 s, and the local contrast of the hole was measured for 1 h. The plot of C local versus time for the rapid-scanning method was compared to the case where the FPI was operated at constant frame time.
The second strategy for reduction of ghost images involved flood-field exposures delivered following the initial exposure. An image of the hole was obtained ͑with exposure ϳ300% saturation and T frame ϭ6.4 s͒, and C local was measured as a function of elapsed time. Immediately following the initial exposure, the Pb slab was removed from the FOV, and at times tϳ30 s and tϳ3 min, a flood-field exposure ͑exposure ϳ100% saturation͒ was delivered. The local contrast for the case of the flood-fielding method was compared to the case in which the imager was operated continuously in the dark.
III. RESULTS AND DISCUSSION
A. Fundamental pixel performance properties 1. Temporal stability and spatial uniformity of pixel dark signal Figure 2 plots the pixel dark signal as a function of elapsed time for the FPI operated at T frame settings from 0.2 to 25.6 s. The magnitude and trend in the dark signal drift is seen to depend strongly on the selected frame time. For T frame less than ϳ6.4 s, the dark signal exhibits an initial decrease, which stabilizes asymptotically within 1-2 h. At larger frame times, the dark signal initially decreases, then increases sharply before stabilizing. In each case, however, the pixel dark signal is seen to be fairly stable after a ''warmup'' period of ϳ2 h. Superimposed in Fig. 2 is a plot of the temperature measured inside the FPI enclosure during the measurements. Starting from an ambient temperature of ϳ18°C, the temperature increases rapidly after the FPI is switched on, rising to a stable temperature of ϳ33°C within ϳ1.5 h. The change in temperature is strongly correlated with the observed drift in pixel dark signal, and it is likely that the dark signal drift is at least partly the result of temperature-induced changes in the leakage currents of the TFT and photodiode. Furthermore, it should be noted that the pixel dark signal does not ''reset'' simply by changing the frame time. Rather, pixel dark signal appears strictly correlated with the temperature of the FPI and, even during the ''warm-up'' period, switching between settings of T frame simply switches between the drift curves.
The spatial uniformity of dark signal drift was analyzed by computing difference images relative to an image obtained at time tϭ0. Shown in Fig. 3 are difference images at tϭ1, 2, and 6 h for frame times of 0.2, 0.8, 3.2, and 25.6 s. For the lowest setting of T frame , the drift is fairly uniform across the array, and the histograms of pixel dark signal shift downward as implied by Fig. 2 , but do not broaden significantly. Close examination ͑e.g., in the circular, histogramequalized areas of each image͒ reveals a number of regions that exhibit higher drift. At larger values of T frame , these irregularly shaped regions become quite apparent, exhibiting dark signal drift ϳ2-3 times greater than surrounding regions. Furthermore, pixels about the perimeter of such regions exhibit dark signal that did not stabilize even within 6 h but increased in a monotonic fashion over the course of the measurements. Thus, the spatial uniformity of the pixel dark signal is poor; however, such nonuniformities can be efficiently eliminated from x-ray images by means of a simple offset correction, provided that the dark signal is spatially stationary. The fact that certain regions exhibit dark signal drift that does not perfectly stabilize, however, suggests that the offset image used in gain-offset corrections should be obtained as close as possible ͑e.g., immediately prior͒ to the image to be corrected.
Pixel dark noise
Pixel dark noise measured as a function of frame time is plotted in Fig. 4 . The pixel noise is nearly the same ͑ϳ13 100 e͒ for the cases of row-subtracted and frame-subtracted sampling, suggesting that the row-correlated noise is small. This is likely due to the implementation of correlated double sampling ͑CDS͒ circuitry in the readout electronics, which forms FIG. 2. Temporal stability of pixel dark signal. The dark signal drift was characterized by measuring the pixel dark signal over a period of 6 h at various settings of imager frame time. An arbitrary offset has been applied to each curve for purposes of presentation; thus, each curve indicates the change in pixel dark signal relative to an initial, arbitrary value at the time which power was supplied to the FPI. Superimposed is a plot of the temperature measured inside the FPI enclosure.
an efficient high-pass filter of correlated noise. The singlepixel noise exhibits significant frame time dependence, increasing from ϳ13 300 e at T frame ϭ200 ms to ϳ22 500 e at T frame ϭ25.6 s. From Eqs. ͑5͒ to ͑7͒, it is concluded that the row-correlated noise is negligible, and that two components dominate the total pixel noise: the amplifier noise, amp , and the frame flicker noise, frame . The amplifier noise is estimated at ϳ12 700 e and is the dominant component at low frame times. The frame flicker noise is apparently dependent upon the frame time, becoming the dominant noise source for T frame greater than ϳ3 s.
The spatial uniformity of the pixel dark noise is shown in Fig. 5 , where 1pix is plotted as a function of position for four settings of T frame . At the lowest frame time, the pixel noise is fairly uniform across the FPI, with slight differences between eight rectangular sections that are addressed by separate banks of readout electronics. At higher values of T frame , a number of irregularly shaped regions ͑coinciding with the regions of anomalous drift͒ are evident, with anomalous pixels exhibiting dark noise approximately 2-5 times larger than ''normal'' pixels. Two corners of the FPI demonstrate similarly increased pixel dark noise. The cause for the anomalous behavior in these regions is unclear, although it may be related to increased leakage current, possibly due to nonuniform quality of processing and/or passivation. The variation in pixel dark noise across the FPI ͓standard deviation ϳ(2 -5)ϫ10 3 e is small relative to the mean pixel dark noise (ϳ13ϫ10 3 e) and is negligible compared to the x-ray quantum noise ͑e.g., ϳ100ϫ10
3 e/pixel at 1 mR͒ for this FPI system configuration. 34 Figure 6 shows the signal response characteristics under x-ray irradiation. The FPI exhibits a linear response at exposures up to ϳ5 mR, beyond which the linearity degrades and the system ͑i.e., the amplifier͒ reaches saturation at ϳ10 mR. The system gain, ⌫ ͑calculated from the slope of the signal response curve below ϳ2 mR͒ is ϳ18ϫ10 6 e/mR. Figure  6͑b͒ plots the slope of the signal response as a function of exposure and shows that the FPI maintains a linear response to within 5% across ϳ50% of its sensitive range. The system ⌫ measured as a function of kVp exhibits a spectral energy dependence similar to that reported previously for a different design of FPI:
Signal response, linearity, gain, and reciprocity
9 ⌫ (80 kVp) ϭ(14.5Ϯ0.8)ϫ10 6 e/mR; ⌫ (90 kVp) ϭ͑16.5Ϯ0.9͒ϫ10
6 e/mR; ⌫ (100 kVp) ϭ͑17.8Ϯ0.7͒ϫ10 6 e/mR; ⌫ (110 kVp) ϭ(18.3Ϯ1.0)ϫ10 6 e/mR; ⌫ (120 kVp) ϭ(18.3Ϯ0.7) ϫ10 6 e/mR; and ⌫ (130 kVp) ϭ(18.4Ϯ0.6)ϫ10 6 e/mR. The increase in ⌫ with kVp is well explained by a cascaded linear systems model that describes the tradeoffs in phosphor quantum detection efficiency and optical gain as a function of x-ray energy. [32] [33] [34] The dependence of signal size upon the intensity of incident radiation ͑the so-called ''reciprocity'' of the signal͒ was investigated by measuring ⌫ as a function of exposure rate. It is a well-known effect with screen-film systems that the optical density can depend upon the particular combination of exposure rate and exposure time; however, such a phenomenon has been investigated little for FPIs. 49 As shown in Fig.  6͑c͒ , over the range of exposure rates examined, no dependence of ⌫ on exposure rate was observed; therefore, for a given exposure, the FPI signal is independent of the exposure rate.
B. Impulse response characteristics: Image lag
Image lag was investigated in terms of: ͑1͒ its dependence upon frame time and signal size; ͑2͒ its temporal-frequency transfer function; ͑3͒ its spatial uniformity across the FPI; and ͑4͒ the visual impression of image lag in successive radiographs of moving objects.
Image lag: Impulse response functions
It is reasonable to consider whether the amount of residual signal ͑in frame n͒ following an exposure depends primarily upon n or upon elapsed time. That is, is it the FIG. 4. Pixel dark noise vs frame time. Data labeled 1pix , 2pix-frame , and 2pix-row are from measurements of the pixel noise from a single pixel sampled repeatedly, from a pixel pair within the same frame ͑but not along the same row or column͒, and from a pixel pair along the same row, respectively. ͑See the text for details͒. Lines connecting the data points ͑in this and subsequent figures͒ are provided merely for clarity. Superimposed are calculations of the TFT thermal noise, the photodiode shot noise, and the digitization noise, all of which are found to be small in comparison to the total measured noise. The grayscale was independently adjusted in each plot to maximize contrast. Histograms for each plot give some quantification of the spatial uniformity of pixel dark noise: at T frame ϭ0.2 s, the mean ͑mode͒ value of the noise is 12 900 ͑13 000 e͒ with a standard deviation of 2160 e, at T frame ϭ1.6 s, the mean ͑mode͒ value of the noise is 16 500 e ͑16 100 e͒ with a standard deviation of 3240 e, for T frame ϭ6.4 s, the mean ͑mode͒ value of the noise is 22 100 e ͑21 800 e͒ with a standard deviation of 3960 e, finally, for T frame ϭ25.6 s, the mean ͑mode͒ value of the noise is 22 300 e ͑21 500 e͒ with a standard deviation of 5340 e. These results are consistent with the measurements plotted in Fig. 4 .
number of reads, n, or the amount of time, t, that primarily determines the magnitude of residual signal in subsequent frames?
To answer this question, IRFs were analyzed both as a function of n and elapsed time. Figure 7͑a͒ shows six IRFs plotted as a function of the number of reads, and it is seen that the IRFs are nearly identical for all settings of T frame . This strongly suggests that the nth frame lag ͑at least for 1 рnр20 and across a factor of 32 in frame time͒ is dependent primarily upon the number of reads, rather than the time since the exposure. The results plotted in the time domain ͓Fig. 7͑b͔͒ suggest the same conclusion, where each IRF is seen to separate, with Lag͉ nϭ1 ϳ(2.8Ϯ0.7)%, Lag͉ nϭ2 ϳ(0.74Ϯ0.06)%, and so on across all settings of frame time. The degree of dependence upon frame time is small in comparison to that upon frame number, but is evident nonetheless, as seen in the dashed lines connecting the data points in Fig. 7͑b͒ and in the plot of Fig. 7͑c͒ . Still, the fractional signal level is determined primarily by the number of reads. This point is reiterated in the plot of Fig. 7͑c͒ , which shows the nth-frame lag as a function of T fame . For Lag͉ nϭ1 there is a measurable increase in image lag with increasing frame time, ranging from (2.01Ϯ0.67)% at T frame ϭ200 ms to (3.78Ϯ0.28)% at T frame ϭ6.4 s. This is consistent with the common notion that, for an amorphous semiconductor with a high density of deep trapping states, the longer one waits, the more charge is released from traps. The effect is clearly dominated by the number of reads, however ͑i.e., by the number of times that the pixel is reinitialized͒, and within experimental error the Lag͉ n curves for nϾ1 are flat.
A valid interpretation of these results ͑e.g., in the context of CBCT͒ is that for a given time interval between successive projections ͑e.g., 1-10 s͒, it may be advantageous to scan the FPI at maximum frame rate in order to ''flush'' the lag signal between projections. For example, if the nominal T frame for image acquisition is 1.6 s, and the interval between successive projections is 3.2 s, then the amount of residual signal could be reduced from Lag͉ nϭ2 ͑ϳ0.7%͒ to Lag͉ nϭ16 ͑negligible͒ by switching temporarily to T frame ϭ200 ms between projections. Alternatively, the FPI could be operated continuously at high frame rate, allowing residual signal to be ''flushed'' between projections. Exploration of such lag suppression procedures and determination of their effects upon CBCT reconstructions are the subject of ongoing investigation.
The dependence of image lag on signal size was examined by measuring IRFs as a function of exposure to the detector across the latitude of the FPI ͑at T frame ϭ3.2 s͒. As shown in Fig. 8 , Lag͉ n increases significantly as a function of signal size. For example, the first-frame lag at exposures of 10%, 25%, 50%, and 75% saturation is ϳ3%, 3.6%, 5.2%, and 9%, respectively, and Lag͉ n for higher n exhibit a similar trend. Figure 8͑b͒ plots the nth-frame lag versus exposure. Lag͉ nϭ1 is as low as ϳ2.5% ͑at 5% saturation͒ and as high as ϳ13.5% ͑at 90% saturation͒, a factor of 5.4 across the latitude of the detector.
One implication of the exposure dependence of the lag concerns implementation of image lag correction algorithms that have been proposed for CBCT to reduce the effect of lag on tomographic reconstructions. One possible means by which such algorithms could reduce the effect of lag in successive projections is to correct the ith projection by subtracting the (iϪ1)th projection weighted by Lag͉ nϭ1 ͓and ͑b͒ Slope of the signal response curve, i.e., gain, across the sensitive range of the detector. ͑c͒ The dependence of the system gain, ⌫, upon exposure rate, measured from ϳ15 to ϳ900 mR/s ͑a factor of 60 in intensity͒. All values of exposure and exposure rate reported herein were measured at the surface of the FPI. the (iϪ2)th projection by Lag͉ nϭ2 and so on͔. The results of Fig. 8͑b͒ , however, suggest that a single value of Lag͉ nϭ1 , Lag͉ nϭ2 , etc., may be insufficient for such corrections; rather, an algorithm may provide better results if the ith projection is corrected by subtracting the (iϪ1)th projection weighted by the values of Lag͉ nϭ1 appropriate to the exposure to each pixel in the (iϪ1)th exposure ͓which may be obtained from the pixel value in the (iϪ1)th exposure͔. The performance of such correction algorithms, the benefits of including exposure dependence in corrections, and investigation of the optimal number of recursive subtractions is the subject of future work.
Image lag: Temporal-frequency-dependent transfer functions, T lag "…
The temporal-frequency-dependent transfer function was determined by Fourier transform of the IRFs measured as a function of exposure. From the IRFs plotted in Fig. 9͑a͒ ͑obtained at T frame ϭ3.2 s͒, the temporal transfer functions, ͑c͒ Plot of the nth-frame lag vs frame time. These illustrate that the residual signal level depends primarily upon frame number, although there is a measurable dependence upon time for Lag͉ nϭ1 ͑increasing from 2.0% to 3.7% across a factor of 32 in frame time͒. Within experimental error, the curves for higher-order lag are nearly flat, with values of Lag͉ nϭ2 ϳ0.74%, Lag͉ nϭ3 ϳ0.42%, Lag͉ nϭ4 ϳ0.29%, and Lag͉ nϭ10 ϳ0.09%, for example.
FIG. 8.
Dependence of image lag upon exposure to the detector. ͑a͒ IRFs measured at exposures corresponding to 10%, 25%, 50%, and 75% of the saturation signal. In all cases, the saturation exposure was taken to be 10 mR. ͑b͒ Plot of the nth frame lag vs exposure to the detector, expressed as a percent of the saturation exposure. For all n(1рnр10), the image lag increases by a factor of ϳ5 over the latitude of the detector ͑from 5% to 90% saturation͒.
T lag (), were derived and plotted in Fig. 9͑b͒ . The temporalfrequency domain can be expressed either in terms of cycles per frame ͑with units of frame Ϫ1 and Nyquist frequency, Nyq ϭ0.5 frame Ϫ1 ͒ or cycles per second ͑with units of s
Ϫ1
and Nyq ϭ1/2T frame ͒. However, since the image lag depends primarily upon frame number rather than time ͑Fig. 7͒, the former choice for the frequency domain is employed. For exposures less than ϳ50% of saturation, T lag () is greater than ϳ85% out to the Nyquist frequency. At higher exposures the transfer function degrades ͑e.g., as low as ϳ55% near the Nyquist frequency for signal near saturation͒. As exposure increases, the degradation in T lag () at all temporal frequencies suggests that the exposure dependence of Lag͉ n is similar for all n ͑at least for 1рnр50͒, consistent with Fig. 8͑b͒ . Even at the lowest frequency measured ͑ ϭ0.02 frame
, corresponding to nϭ50͒, there is slight degradation in T lag (), suggesting slight signal retention out to the 50th frame ͑160 s͒. Accurate IRF measurements over longer time scales are complicated by drift in the pixel dark signal; therefore, signal retention over extended time scales ͓corresponding to a low-frequency drop in T lag ()͔ is investigated in terms of ''ghosts'' ͑discussed below͒.
Analysis of the temporal transfer function, T lag (), allows a ''systems'' view of the FPI components contributing to image lag. In the temporal domain ͓or the frame number domain- Fig. 9͑a͔͒ the total, measured IRF is given by convolution of the IRFs of the individual components; in the temporal-frequency domain ͓Fig. 9͑b͔͒ T lag () is given by multiplication of the transfer functions of each component. At least four temporal components can be identified: ͑1͒ temporal decay in the incident x-ray fluence; ͑2͒ decay and afterglow in the converting medium; ͑3͒ charge trapping and release in the sensor elements; and ͑4͒ signal transfer between the sensor elements and the readout electronics. This is illustrated in Fig. 9͑c͒ , which plots T lag () in comparison to the transfer functions of these four components: T x ray , T GOS , T a-Si , and T amp , respectively. T x ray was derived from the measured x-ray radiation wave form ͑obtained using the PMX-III multimeter and an oscilloscope͒. Given the synchronization between the radiographic x-ray pulse and imager readout, the integrated intensity of the x-ray source was essentially a delta function in the frame number domain; hence, T x ray is unity. T GOS was estimated based upon the phosphor decay measurements of Shepherd et al. 41 and Mainprize and Yaffe. 43, 44 Two components of phosphor afterglow were assumed in the estimation: decay ͑at a level of 0.01% for nϭ1͒ and afterglow ͑at a level of 0.0001% for nу2͒. Again, for the integration times achievable with the FPI, the IRF was nearly a delta function in the frame number domain; hence T GOS is near unity. Signal retention due to incomplete charge transfer between the sensor and the external electronics was conservatively estimated at a level of 1% for all n; hence, T amp is greater than 98% out to Nyq . Finally, the component corresponding to trapping and release of charge, T a-Si , was obtained by dividing the measured T lag () by the product of T x ray , T GOS , and T amp . The result is that the total image lag for the FPI is strongly dominated   FIG. 9 . Temporal-frequency characteristics of the image lag. ͑a͒ IRFs acquired at exposures corresponding to 5%-100% of signal saturation. Each IRF consists of 50 samples following the radiographic exposure and exhibits exposure-dependence consistent with the results of Fig. 8 . ͑b͒ Temporal transfer functions, T lag (), derived from the normalized IRFs by Fourier transform. ͑c͒ Temporal transfer functions ͑at 50% saturation͒ of the various system components contributing to image lag. The solid curves correspond to the transfer functions of the x-ray source (T xray ), the x-ray converter (T GOS ), and charge transfer between the sensor and the amplifier (T amp ); the dashed curve corresponds to the effect of trapping and release in the sensor (T a-Si ), derived from the other transfer functions.
by the effect of charge trapping and release in the a-Si:H sensor elements.
Image lag: Spatial uniformity
The spatial uniformity of the image lag was measured by acquiring IRFs for all pixels on the array. As shown in Fig.  10 , the image lag is uniform to within ϳ1% ͑ranging from ϳ2.5% to 3.5%͒ across most of the FPI, although there is evidence of increased lag ͑by a factor of 2-3͒ in several regions ͑corresponding to the regions of anomalous pixel dark noise in Fig. 5͒ . The cause for this variation in Lag͉ nϭ1 is likely the result of nonuniform processing/quality of a-Si:H in the array. Its presence suggests, among other things, that lag correction algorithms for CBCT ͑mentioned above͒ should consider not only the magnitude of Lag͉ n and its dependence upon exposure, but also the ͑stationary͒ spatial dependence of Lag͉ n across the FPI. That is, Lag͉ n depends upon n ͓Fig. 7͑a͔͒, exposure ͓Fig. 8͑b͔͒, and to some extent upon position ͑Fig. 10͒.
Image lag: Visual impression in successive projections
Finally, the visual impression resulting from image lag between successive radiographs was examined by acquiring images of moving objects, including a linear array of Pb BBs and an angled Bi-Pb edge. The image in Fig. 11͑a͒ clearly shows the position of the BBs at the time of the exposure ͑labeled ''0''͒; however, image lag ͑at a level of Lag͉ nϭ1 ϳ3.3%͒ results in the presence of a clearly visible artifact from the previous exposure ͑labeled ''1''͒. Artifacts from the image obtained two frames prior ͑at a level of Lag͉ nϭ2 ϳ0.74%͒ are barely visible ͑labeled ''2''͒, and artifacts from previous frames are imperceptible. Presumably, the visibility of such artifacts increases for higher exposures and for larger objects.
Figures 11͑b͒ and 11͑c͒ show images of a Bi-Pb alloy slab moving into ͑b͒ and out of ͑c͒ the FOV. The image in Fig. 11͑b͒ exhibits step artifacts from not only the previous frame ͑labeled ''1''͒ but from the previous three or four frames as well ͑or more, depending upon the choice of grayscale window͒. In Fig. 11͑c͒ , step artifacts from the previous two or three images are discernible. The fact that fewer step artifacts are discernible in the case of Fig. 11͑c͒ than in Fig.   FIG. 10 . Spatial uniformity of the ͑first-frame͒ image lag. The image shows Lag͉ nϭ1 for all 512ϫ512 pixels plotted as a function of spatial position across the FPI ͑for an exposure of ϳ2 mR and a T frame setting of 3.2 s͒. The grayscale was adjusted to maximize the displayed contrast, and a histogram of lag values is superimposed. FIG. 11 . Visual impression of image lag in successive radiographs. ͑a͒ A portion of a single image from a series of radiographs acquired ͑with an exposure of ϳ2 mR/frame and a frame time of 6.4 s͒ as a line of BBs was translated across the FOV, from left to right as indicated by the arrow. ͑b͒ and ͑c͒ Images from a series of successive radiographs during which the edge of a Bi-Pb alloy slab was translated into ͓to the left ͑b͔͒ and out of ͓to the right ͑c͔͒ the detector FOV. The relative signal along a row in the center of the image is illustrated in the signal profiles superimposed in ͑b͒ and ͑c͒.
11͑b͒ points out an interesting consideration concerning the effect of image lag on clinical images: The visibility of lag artifacts is greater in regions of lower signal; and, the appearance of such artifacts is reduced in regions of high signal. This is due to at least two effects: ͑1͒ the contribution of lag signal relative to the signal generated on the current frame is large ͑small͒ in regions of low ͑high͒ exposure; and ͑2͒ the electric field across the photodiode is higher for regions of low signal, resulting in greater extraction of trapped charge from previous frames. This difference also points out an important caveat in interpreting lag results measured using various IRF, SRF, and moving object techniques ͑as in Table I͒: The case of Fig. 11͑b͒ is analogous to a falling-edge SRF measurement, whereas that of Fig. 11͑c͒ is analogous to a rising-edge SRF measurement; a moving slit would be analogous to an IRF measurement. The implications of these results for applications involving high-contrast moving edges are obvious. For example, on-line verification imaging in radiotherapy regimens employing dynamic collimation ͑e.g., dynamic multileaf collimation͒ may exhibit such artifacts at field edges, which are often the regions of interest for portal localization.
C. Ghosts
The long-term persistence of ''ghost'' images was investigated by acquiring images of a hole drilled in a Pb slab as a function of time following exposure. At time tϭ0, an exposure was made, and images were acquired continuously for up to 1 h at various settings of T frame . Figure 12 shows example images that demonstrate the ''ghosting'' effect ͑120ϫ120 pixel region in the lower left-hand side of the FPI͒. For T frame ϭ200 ms, the ghost image is barely perceptible at tϭ1 min, and it is imperceptible at tϭ5 min. At higher settings of T frame , the ghost image persists longer. For example, at T frame ϭ25.6 s, the ghost image is clearly visible at tϭ30 min and barely visible at tϭ60 min. Typically, the ghost image becomes imperceptible at a contrast equivalent to ϳ2 R ͑within the hole͒, corresponding to a signal difference of ϳ͑18ϫ10 6 e/mR͒ϫ͑0.002 mR͒ϳ36 000e ͑which is ϳ2-3 times the pixel dark noise͒.
At first glance, one might conclude that the contrast of the ghost is simply a function of the number of frames ͓such as demonstrated for image lag in Fig. 7͑a͔͒ and that by reading out many frames, the ghost is made imperceptible; however, that is not entirely the case. For example, considering the image at ͑tϭ30 min, T frame ϭ25.6 s͒, the contrast corresponds to 4.5 R equiv after ϳ71 readout cycles; on the other hand, the image at ͑tϭ10 min; T frame ϭ6.4 s͒ exhibits 6.6 R equiv following ϳ94 about readout cycles. Therefore, the contrast is greater in the latter case despite a greater number of reads. This implies a mechanism for ghosting that depends not upon the number of readout cycles, but upon FIG. 12 . A ghost in the machine. Images ͑of a 2 cm hole in a Pb slab͒ acquired at times 0, 1, 5, 10, 30, and 60 min following an exposure ͑at ϳ10 mR͒ are shown for continuous FPI operation at frame times of 0.2, 1.6, 6.4, and 25.6 s. Each image represents a small region (120ϫ120 pixels) in the lower left of the FPI. All images at tϾ0 were obtained without x-ray irradiation ͑i.e., in the dark͒. In the upper left of each image, the number of frames read following the exposure is indicated. In the lower-left of each image, the contrast of the hole is expressed in terms of the exposure that would produce an equivalent difference in signal level ͑expressed in units of R and denoted R equiv ͒.
time. To illustrate this point further, consider the three images at ͓͑tϭ60 min; T frame ϭ25.6 s͒, ͑tϭ30 min; T frame ϭ6.4 s͒, and ͑tϭ10 min; T frame ϭ1.6 s͔͒. For these three images, the number of readouts is 141, 282, and 375, respectively; however, the contrast corresponds to 1.2, 2.2, and 2.7 R equiv , respectively, which follows a trend contradictory to a frame-dependent ghosting mechanism. Rather, it strongly suggests a long-term mechanism that depends not upon the number of reads, but upon the amount of time following the initial x-ray exposure. This mechanism is quite distinct from that governing image lag ͑which was shown to depend primarily on the number of reads over the first ϳ10-20 frames following exposure͒. Figure 13 shows plots of the local contrast computed from ghost images of the hole at various exposures and T frame versus time following the x-ray exposure. At the lowest exposure ͓2 mR, as in Fig. 13͑a͔͒ , ghosting appears negligible, and the level of contrast exhibited in the first minute following the exposure is consistent simply with the image lag. At higher exposures, however, and especially beyond sensor saturation, the contrast of ghost images at tϾ1 min is large for high settings of T frame . Furthermore, it should be noted that at a given time following the exposure ͑say, tϭ10 min͒, the ghost image may be imperceptible at low T frame , but if the imager is switched to large T frame , the ghost is readily apparent. For example, an experiment was performed in which an image of the hole was formed at 10 mR and with T frame ϭ200 ms. Following the exposure, the FPI was cycled continuously in the dark at this same frame rate, and the ghost was imperceptible following ϳ1 min, as suggested by the lowest curve in Fig. 13͑c͒ . At tϭ30 min, however, the FPI was switched to T frame ϭ25.6 s, and the ghost image was readily apparent. Switching back to T frame ϭ200 ms caused the ghost to vanish, and switching back to T frame ϭ25.6 s caused it to reappear in the image. Obviously, this behavior suggests a low intensity source of the ghost signal, i.e., one that produces a small amount of signal electrons per unit time ͑compared to the pixel dark noise, and independent of T frame ͒, so that the integrated ghost signal is only appreciable at long integration times. Specifically, from the levels of contrast exhibited in Fig. 12 , a signal source the intensity of which decays over time is suggested, with equivalent exposures rates of ϳ14, ϳ2.5, 1.0, and 0.3 R equiv /s ͑i.e., 252, 45, 18, and 5.4ϫ10 3 e/s͒ at tϭ1, 5, 10, and 30 min, respectively. At least two such sources of ghosting may be hypothesized: ͑1͒ low intensity afterglow from the Gd 2 O 2 S:Tb phosphor; and ͑2͒ very slow release of charge from deep trapping states in the a-Si:H sensor. In light of the phosphor persistence data of Shepherd et al. 41 and Mainprize et al. 43, 44 it is difficult to justify the former explanation. Considering the capacitance and broad spectrum of time constants 46 corresponding to trapping states in a-Si:H, the latter explanation may be more likely.
Finally, two methods of reducing the apparent contrast of ghost images were examined. The first involved rapid scanning of the FPI at maximum frame rate following the exposure ͑in an attempt to ''flush out'' the ghost image, a technique which might seem viable in the context of the image lag data, described in Sec. III D͒. As shown in Fig. 14͑a͒ , however, this approach proved ineffective at reducing the local contrast of the ghost image below that measured without rapid scanning. These results are consistent with the findings above-namely, that the long-term ghosting effect depends primarily upon elapsed time and not upon the number of readout cycles.
A second method was examined in which flood-field exposures were made at times following the original exposure ͑in an attempt to ''wash out'' the ghost image͒. The results are shown in Fig. 14͑b͒ . Delivery of the first flood field was found to significantly reduce the local contrast of the ghost, from ϳ0.6 to ϳ0.2. The subsequent flood field at tϭ3 min had a similar effect. These results suggest that flood-field exposures succeed to some extent in ''washing out'' the ghost image; however, this is likely accomplished by inducing a source of low intensity signal ͑i.e., a ghost͒ uniformly across the FPI. Thus, reduction of the ghost image might come at the cost of increased ''dark'' signal. The effect of this procedure upon image quality in subsequent images is beyond the scope of this investigation. Furthermore, the practice of delivering a flood-field exposure between radiographs may not be clinically practical. The same effect might be achieved, however, through incorporation of an optical reset mechanism ͑such as that employed in FPIs utilizing a single-diode switch 18 ͒ to provide an optical flood field. Such a mechanism might not only aid in the reduction of ghost artifacts, but might also reduce image lag in general by keeping deep and shallow trapping states full, so that charge generated from the x-ray exposure has a lower probability of being trapped.
IV. SUMMARY AND CONCLUSIONS
The prototype flat-panel imager under investigation for CBCT was characterized in terms of its pixel dark signal and noise, radiation response, image lag, and ghosting effects. For most pixels on the array, pixel dark signal is stable within ϳ5-10 fC following a 2 h warm-up period. A number of regions, however, exhibit increased dark signal drift which does not stabilize even after ϳ2 h. The pixel dark noise is typically ϳ13 100 e and is dominated by the noise of the amplifier and readout electronics. The radiation response of the FPI provides a system gain of ϳ18ϫ10 6 e/mR/pixel ͑at 120 kVp͒, saturates at an exposure of ϳ10 mR ͑limited by the charge capacity of the amplifier electronics͒, is linear within ϳ5% across 50% of the FPI latitude, and is independent of exposure rate. The reproducibility of the results was tested by repeating measurements of dark pixel noise ͑versus frame time͒ and image lag ͑versus frame time and exposure level͒ approximately four months after the measurements reported herein, and excellent agreement ͑well within statistical error͒ was achieved in all cases.
The image lag characteristics were quantified through measurements of pixel IRFs. First, second, and third-frame lag is ϳ2.8%, ϳ0.7%, and ϳ0.4% ͑at exposures corresponding to ϳ20% saturation͒, and tenth-frame lag is ϳ0.1%. Image lag was found to increase significantly with exposure and to depend primarily upon the number of reads, rather than the amount of time between successive frames. Lag is largely uniform across the FPI; however, a number of anomalous regions exhibit first-frame lag ϳ2-5 times higher than ''normal'' pixels. The visual impact of image lag is such that artifacts of high-contrast, moving objects are clearly visible in successive frames, depending upon exposure. This suggests that, in the context of the CBCT application, strategies to minimize or account for such artifacts should be adopted. Such strategies include: ͑1͒ ''flushing'' the lag signal by reading several ͑e.g., ϳ1-10͒ frames between successive projections; and ͑2͒ implementation of a correction algorithm to subtract the lag signal from each projection. The first strategy is likely the easier to implement and possibly the more effective, although it may slow CBCT acquisition. By switching to the highest frame rate between projections, for example, 10 frames could be ''flushed'' within 2 s. Alternatively, a special readout mode ͑not currently implemented͒ could be utilized in which all rows of the FPI are activated simultaneously. Of course, such a mode provides no imaging information, but it could allow very fast ''flushing'' between CBCT projections. The latter strategy ͑a correction algorithm͒ necessarily introduces noise in corrected images and should account for the magnitude, exposure dependence, and spatial nonuniformity of the image lag. Each strategy in flatpanel CBCT is the subject of future work.
FIG. 14. Ghost-busters? Local contrast of the image of a hole ͑as in Figs. 12 and 13͒ is plotted vs time following the exposure ͓solid curves in both ͑a͒ and ͑b͔͒. In each case a fairly strong ghost image was induced by delivering a high exposure ͑ϳ30 mR; nominal T frame ϭ6.4 s͒, and the local contrast was monitored for 1 h. In ͑a͒, the measurement was repeated, except that at time tϭ30 s, the FPI was switched to its fastest frame rate for 600 frames ͑ϳ2 min͒, indicated by the bracketed region of the graph labeled ''Rapid Scan.'' The imager was then switched back to the nominal frame time, and the local contrast was recorded, as shown by the open circles plotted at tϳ3 min. The FPI was switched again to its highest frame rate ͑for 1500 frames, or 5 min͒, shown by the second ''Rapid-Scan'' region of the graph. In ͑b͒ flood-field exposures ͑10 mR each͒ were delivered at tϭ30 s and tϭ3 min, and the local contrast of the ghost image was recorded continuously ͑with T frame held constant at 6.4 s͒. Neither technique represents an ideal means of eliminating ghost images: method ͑a͒ is ineffective, and method ͑b͒ is impractical.
Measurements of the spatial uniformity of pixel dark signal, dark signal drift, pixel dark noise, and image lag not only demonstrate the degree of uniformity attained by a state of the art, commercially available FPI, but also provide insight into the physical mechanisms responsible for such phenomena. Nonuniformity in these phenomena exhibited strong spatial correlation, and typically occurred about numerous, irregularly shaped regions and/or in two corners of the FPI. The periphery of the irregularly shaped regions exhibited elevated dark signal and dark signal drift ͑Fig. 3͒, whereas the interior of such regions, in addition to the corner regions, exhibited elevated pixel dark noise ͑at extended frame time; Fig. 5͒ and image lag ͑Fig. 10͒. The degraded performance of pixels in such regions may be the result of nonuniform quality of the a-Si:H 52 and/or the passivation layer. 9 The fact that regions of elevated pixel dark noise are strongly correlated with regions exhibiting increased image lag suggests that these effects share a common physical mechanism ͑which is distinct from the mechanism governing drift͒, e.g., increased density of trapping states and/or increased device resistance. The fact that these regions seem ''bounded'' by regions of high drift is intriguing.
Long-term persistence ͑''ghosting''͒ was observed for images of high-contrast objects obtained at high exposures. Ghosts were found to persist for 30 min or longer and were more apparent at higher settings of T frame , suggesting a lowintensity source of the ghost signal ͑e.g., increased leakage current in regions of high exposure, slow release of charge from deep trapping states, or phosphor afterglow͒. The intensity of the ghost signal source was small but easily detected, equivalent to ϳ2-3 R/s at an elapsed time of 5 min following the exposure. Rapid scanning was ineffective in removing persistent ghosts; flood-field exposures succeeded to some degree in reducing the visibility of ghosts, but it is doubtful that this represents a practical solution. These results are most relevant to imaging applications in which high-contrast edges ͑e.g., collimators, skin line, prosthetics, or any number of objects in industrial NDTE͒ are routinely imaged. In order to inhibit strong ghosting effects, it is clearly advantageous to avoid delivering a saturating exposure to the FPI; similarly, it is beneficial to avoid repeated imaging of high-contrast objects placed in the same region of the FOV. Frequent recalibration of the dark signal offset image required for gain-offset correction ͑e.g., acquisition of offset images immediately prior to imaging͒ may be the most efficient means of reducing the visibility of ghosts. Such a procedure is prudent also in that it allows better correction of pixels exhibiting anomalous dark signal drift.
