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migración śısmica por extrapolación del
campo de onda
Luis Naspirán
Tesis o trabajo de grado presentado como requisito parcial para optar al t́ıtulo de:
Magister en Matemática Aplicada
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Se presentan los principios generales de la migración śısmica, la migración en profundidad basada
en extrapolación del campo de onda mediante el operador de phase-shift y la migración basada
en la transformada de Gabor para tratar el problema de la variación lateral de la velocidad. Se
muestran los resultados de diversos experimentos numéricos realizados con datos sintéticos para
ilustrar los distintos métodos.
Palabras clave: Migración śısmica, extrapolación de campo de onda, ventaneo adaptativo,
transformada de Gabor.
Abstract
Basics principles of seismic migration are presented and then the concept of depth migration based
on phase-shift wavefield extrapolation is considered. Finally the Gabor migration to handle the la-
teral variation of velocity is studied. For every method several numerical experiments are developed
using synthetic data.
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2.2. Procesamiento de los datos śısmicos . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3. Migración śısmica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4. El problema del modelo de velocidad . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3. Migración phase-shift 9
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La corteza terrestre tiene, dicho de modo general, una estructura de capas o estratos de rocas, que
en ocasiones aparecen deformadas o fracturadas por distintas fuerzas geológicas. Conocer detalla-
damente la geometŕıa o la composición de dichos estratos puede ser de mucho interés, por ejemplo,
para la industria de explotación de hidrocarburos. La śısmica de reflexión intenta construir imáge-
nes del subusuelo efectuando experimentos que consisten en transmitir a la tierra enerǵıa mecánica,
mediante una explosión o un golpe, registrar las ondas śısmicas que emergen del interior de la tierra
en receptores dispuestos en la superficie y procesar dicha información.
Las ondas emitidas por la fuente se reflejan en las interfaces de los estratos y arriban a los receptores
donde son registradas. Cada receptor produce una serie de tiempo, llamada traza, en la que se puede
leer los tiempos de llegada de las señales.
Agrupando adecuadamente un conjunto de trazas se obtiene una imagen, llamada sección śısmica,
que está de alguna manera en correspondencia con la configuración de los estratos que se hallan
debajo de los receptores. Sin embargo esta imagen puede dar una idea equivocada de la geometŕıa
subyacente. Por ejemplo, las capas no horizontales aparecen con una inclinación mayor que la real;
aparecen capas cruzadas cuando en realidad se trata de estratos curvados hacia arriba y fenómenos
similares. Se dice entonces que en una sección śısmica los eventos reflectivos no se encuentran
correctamente ubicados. El procesamiento de los datos śısmicos consta de muchas etapas entre las
cuales se encuentran reordenar las trazas, compensar las pérdidas de amplitud que ocurren debido
a la dispersión geométrica, filtrar para eliminar diversos tipos de ruido y recuperar la verdadera
geometŕıa, es decir encontrar la la ubicación correcta de los reflectores. A esta última etapa se le
llama migración śısmica.
Modernamente, la migración se efectúa utilizando un modelo matemático apropiado para la pro-
pagación de ondas en las rocas. Dependiendo del tipo de simplificaciones que se hagan, el medio
rocoso podŕıa ser tratado como un medio acústico, elástico, viscoelástico o viscoacústico. La visco-
sidad se refiere a la absorción de enerǵıa efectuada por el medio de propagación, la cual produce
atenuación, es decir decrecimiento de la amplitud de la onda y también dispersión, esto es, pérdida
de algunas frecuencias. Ignorando la absorción, un modelo adecuado para la propagación de las
ondas śısmicas es la ecuación elástica, la cual se expresa mediante operadores tensoriales actuando
sobre cantidades vectoriales. Simplificaciones adicionales tales como ignorar la anisotroṕıa y las
ondas S u ondas de corte, conducen a un modelo más simple: la ecuación de onda escalar acústica,
que se expresa en términos de campos escalares y es el más ampliamente utilizado. En dimensión








donde x es la coordenada espacial transversal, z es la coordenada espacial en la dirección de propa-
gación (profundidad), v(x, z) es la velocidad de propagación de las ondas P y p(x, z, t) es el campo
escalar de presión de la onda en (x, z, t).
Todos los métodos de migración utilizan alguna solución aproximada de la ecuación de onda [19].
A partir del valor del campo de presión en superficie p(x, z = 0, t) y conociendo la velocidad de
propagación de la onda en cada punto del área de interés (al campo escalar de velocidad se le llama
modelo de velocidad), se pretende calcular el valor de p en función de la profundidad z.
Muchos métodos se basan en el concepto de extrapolación, según el cual el campo de onda se
extiende a lo largo de algún eje, bien sea el de tiempo o el de profundidad, en pequeños pasos, de
manera recursiva. [1] La extrapolación en tiempo se usa en el método llamado migración de tiempo
reverso o RTM que usa la ecuación de onda completa. Es un método computacionalmente intensivo
y muy sensible a los errores del modelo de velocidad. Por otra parte la extrapolación en profundidad
emplea el concepto de ondas unidireccionales en lugar de la ecuación completa; tiene menos costo
computacional y es más robusta respecto a los errores de velocidad. Los métodos estudiados en este
trabajo pertenecen a la última categoŕıa.
1.2. Desarrollo Histórico
En [3] Joe Bednar hace un recuento del desarrollo de los métodos de migración desde sus inicios
en los años veinte del siglo pasado, hasta la primera década del siglo XXI. Los siguientes párrafos
están sintetizados a partir de esta fuente.
En 1971, en [6] Jon Claerbout presenta por primera vez un algoritmo de migración basado en la
solución de la ecuación de onda acústica, el cual consiste propagar un pulso artificial y simultánea-
mente retropropagar el campo registrado en los receptores para correlacionar los dos campos y
obtener la posición de los reflectores. Esta es la idea esencial de RTM, aunque en el trabajo de
Claerbout se utiliza ondas unidireccionales, no la ecuacion completa. La solución de la ecuación de
onda se consigue por diferencias finitas, en el dominio (x, t). El método es robusto a los errores del
modelo de velocidad pero falla para reflectores con inclinación mayor a 15◦
En 1978, Robert Stolt, en [22] desarrolla un algoritmo basado en la transformada de Fourier. En
lugar de extrapolar los campos en el dominio espacio temporal, mediante la transformada de Fourier
se pasa al dominio de las frecuencias (kx, ω). El método, denominado phase-shift, es muy eficiente,
muy estable numéricamente, puede migrar inclinaciones de hasta 90◦ pero sólo puede aplicarse
cuando la velocidad es constante.
Pocos meses después, J.Gazdag en [7] modifica el algoritmo de Stolt y lo adapta para el caso en que
la velocidad vaŕıa en profundidad, es decir, v = v(z); divide el intervalo de profundidad de interés en
capas delgadas y aplica phase-shift recursivamente. En 1984, en [8] Gazdad y Sguazzero introducen
el algoritmo PSPI (phase-shift plus interpolation) que tolera variaciones laterales moderadas de la
velocidad; para pasar de un nivel de profundidad al siguiente primero se obtienen varios campos
calculados de acuerdo con velocidades representativas del nivel actual y con ellas se construye el
campo resultante mediante interpolación. Siguiendo una idea parecida Stoffa y otros en [21] tambien
consiguen migrar en modelos con variaciones laterales pequeñas de la velocidad usando su algoritmo
llamado split-step.
1.3 Objetivos 3
En la década de los años noventa del siglo pasado se multiplican los algoritmos que intentan
adaptar el método básico de phase-shift para que maneje variaciones laterales fuertes en la velocidad.
Algunos de ellos son nonstationary phase-shift (NSPS) de Margrave y Ferguson [16]; método de
diferencias finitas de fourier de Ristow y Ruhl [18]; método phase-screen generalizado de Rousseau
y Hoop [13] y de Jin y Wu [12]; metodo de migración por transformada de Gabor de Margrave y
Ma [14], entre otros.
1.3. Objetivos
El objetivo general de este trabajo es estudiar algunos métodos que intentan resolver el problema
de la migración en medios con velocidad variable lateralmente. En particular el método basado en
la transformada de Gabor tanto desde el punto de vista de su fundamentación matemática como
de su implementación; efectuar experimentos numéricos y conseguir imágenes migradas a partir de
datos sintéticos.
Los objetivos espećıficos son los siguientes:
1. Implementar el algoritmo de migración por extrapolación del campo de onda usando el ope-
rador de phase-shift y también el operador split-step y obtener imágenes migradas a partir
de datos sintéticos.
2. Explicar el uso de operadores seudodiferenciales en la transformada de Gabor
3. Implementar un algoritmo de migración de tipo adapatativo basado en la transformada de
Gabor y efectuar pruebas con datos sintéticos.
En el caṕıtulo 1 se presenta el problema de la migración de manera muy general, se explican varios
conceptos básicos y se introduce la terminoloǵıa usual en geof́ısica. En el caṕıtulo 2 se explica
detenidamente el método de migración phase-shift, se realiza una implementación y se realizan
pruebas con datos sintéticos.
En el caṕıtulo 3 se presenta el método split-step tal como aparece descrito en el trabajo clásico
de Stoffa y otros [21], completando los detalles de las pruebas; se implementa un algoritmo y se
obtienen imágenes con datos sintéticos.
En el caṕıtulo 4 se presenta en las primeras secciones los rudimentos de una rama del análisis
armónico conocida como análisis de tiempo-frecuencia con el fin de introducir la transformada
de Fourier de tiempo corto (STFT) o transformada de Gabor. Esta es la base que fundamenta
teóricamente el algoritmo de migración por transformada de Gabor con ventaneo. Se describe
detalladamente el algoritmo se implementa y se prueba con datos sintéticos.
De cada algoritmo podŕıa implementarse la versión prestack o la versión poststack. Los algoritmos
prestack son, en palabras de J. Bednar “variantes relativamente simples de los algoritmos posts-
tack” [2] p.169. Sin embargo en la práctica es mucho más dispendioso implementar un algoritmo
prestack. En el presente trabajo se implementaron las versiones poststack de los métodos estudia-
dos; únicamente el método phase-shift, que es la base de todos los otros, se implementó en la versión
prestack. Todas las implementaciones se realizaron en lenguaje C bajo Linux y para generar los
datos sintéticos y los modelos de velocidad se utilizó el software libre Seismic Unix.
2 Preliminares
2.1. Prospección śısmica
El objetivo de la prospección śısmica es determinar la configuración de los estratos del subsuelo,
generalmente con el propósito de ubicar yacimientos de hidrocarburos. Para ello se realizan experi-
mentos que de manera muy simplificada pueden describirse como la generación de ondas śısmicas
en un punto de la superficie (fuente), las cuales se propagan hacia abajo y luego se reflejan hacia la
superficie donde son registradas por dispositivos llamados geófonos. En realidad, el campo de onda
generado regresa parcialmente a la superficie después de un complejo proceso que incluye reflexión,
difracción, refracción y absorción. Los geófonos se pueden disponer sobre la superficie de la tierra
formando una ĺınea (śısmica 2D) o una malla (śısmica 3D).
Por razones didácticas podemos pensar en el experimento śısmico [20] de la siguiente forma: una
fuente (puede ser un golpe o una explosión) genera, en la superficie de la tierra, un pulso que se
propaga verticalmente hacia abajo y luego se refleja en las diferentes interfaces del interior de la
tierra, la cual suponemos compuesta por capas o estratos aproximadamente horizontales.
Figura 2-1: Traza real. Tomado de Numerical Methods of Exploration Seismology. Margrave, G.
[15]
Esta señal reflejada es captada por un geófono que se encuentra en el mismo punto donde se
encuentra la fuente. Este experimento ideal se denomina experimento zero offset ya que el offset es
la distancia entre el geófono y la fuente. Y es ideal debido a que en la práctica es imposible que
la fuente y el receptor ocupen la misma posición. El geófono produce un registro llamado traza o
sismograma que consiste en una serie de tiempo en la que puede leerse el tiempo de arribo de la
señal reflejada (ver figura 2-1.)
Después del primer registro la fuente y el receptor se trasladan en dirección horizontal una distancia
aproximadamente igual a media longitud de onda del pulso propagado y se obtiene una segunda
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traza. Se repite este procedimiento hasta obtener un número suficiente de sismogramas que cubran
el área de interés.
Las trazas obtenidas, alineadas una a continuación de otra, forman una sección śısmica zero offset
o posapilada, la cual de alguna manera se encuentra en correspondencia con la configuración de los
estratos del subsuelo. A partir de la sección śısmica y conociendo la velocidad de propagación de
la señal śısmica en dichos estratos (modelo de velocidad), se espera encontrar la ubicación de los
puntos de reflexión o interfaces de los estratos (ver figura 2-2)
Figura 2-2: Sección śısmica. Adaptado de Theory of Seismic Imaging. Scales J.
2.2. Procesamiento de los datos śısmicos
El nombre sección śısmica posapilada (poststack seismic section) se explica aśı: en la práctica el
experimento zero offset es imposible, en gran parte debido a que la fuente genera un fuerte ruido
capaz de ocultar las reflexiones, mucho más débiles, pero se puede simular como se explica en los
siguientes párrafos: para un solo disparo (se llama disparo a la activación de la fuente) se disponen
muchos receptores alineados y equiespaciados sobre el área de interés. La fuente se desplaza a lo
largo de la ĺınea de geófonos, recogiendo en cada disparo un conjunto de trazas, denominado gather
de disparo común (CSG: common shot gather), es decir las trazas correspondientes a un mismo
disparo.
A la totalidad de las trazas obtenidas tras los múltiples disparos les llamaremos datos śısmicos. El
procesamiento de estos datos comprende las siguientes etapas:
1 Eliminar diversos tipos de ruido mediante filtrado.
2 Agrupar las trazas en gathers de punto medio común (CMG gathers ). Es decir conjuntos
de trazas que comparten el punto medio (en superficie) entre la fuente y el receptor y en el
supuesto de estratos aproximadamente horizontales, comparten tambien el punto donde la
señal se refleja (ver figura 2-3)
6 2 Preliminares
Figura 2-3: gather de punto medio comun
3 Las trazas de cada CMG gather iluminan el mismo punto de reflexión. Son aproximadamente
iguales, excepto que aparecen desplazadas en el tiempo, pues las trazas más alejadas del
punto medio señalan tiempos de arribo mayores, debido a que la señal tiene que recorrer una
trayectoria más larga. Por esto se aplica a cada traza la llamada corrección NMO (normal
move out) que consiste en un corrimiento para compensar la diferencia de tiempo que afecta
a las más alejadas.
4 Despues de este shift las trazas se apilan, es decir se suman, para producir una sola traza,
con lo cual la señal que es coherente, se refuerza, a diferencia del ruido que es incoherente o
aleatorio, dando como resultado una mejor relación señal/ruido (ver figura 2-4) Esta traza
aproxima una traza obtenida en el experimento ideal zero offset.
5 Repetir los pasos 3 y 4 con cada gather de punto medio común para obtener una sección
śısmica, la cual simula la sección zero offset. Esto explica que a la sección śısmica obtenida
en el experimento de offset cero también se le llame sección śısmica posapilada.
Figura 2-4: Normal move-out y apilamiento.
Para estratos horizontales con velocidad de propagación homogénea, la sección śısmica apilada es
un mapa exacto de la geometŕıa de las interfaces que constituyen los puntos donde se originan las
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reflexiones captadas por los geófonos. Pero si la configuración de las capas se aleja del modelo de
estratos horizontales dicho mapa aparece distorsionado, en particular porque la suposición de que
la señal proviene de puntos que se hallan exacatamente bajo los geófonos ya no es correcta.
La inclinación de estratos no horizontales aparece reducida, las estructuras sinclinales se ven como
lazos (bow ties), etc.
Se hace necesario entonces corregir estas distorsiones en las seciones śısmicas. A este proceso se le
llama en general migración śısmica
2.3. Migración śısmica
El proceso de migración puede definirse de manera general como la corrección de las secciones
śısmicas para ubicar los eventos reflectivos en sus posiciones correctas.
En la figura 2-5 se ilustra este proceso. En la parte a) se muestra un modelo sintético 2D de un
domo con reservorios en la parte superior y a los lados. En la parte b) se muestra la sección śısmica
sintética apilada, es decir compuesta por trazas generadas sintéticamente que simulan la adquisición
que se obtendŕıa con el modelo. Finalmente en c) aparece la imagen obtenida mediante el proceso
de migración.
Una enorme variedad de algoritmos y métodos de migración han sido desarrollados a lo largo de
unas seis décadas desde los años cincuenta del siglo veinte, sin contar las técnicas primitivas, hoy en
desuso, empleadas en los años veinte y treinta[3]. También existen varias clasificaciones atendiendo
a diversos criterios. Para nuestros propósitos es importante distinguir entre migración posapilado
(poststack migration) y migración preapilado (prestack migration)
La migración posapilado requiere secciones śısmicas apiladas, lo cual implica un trabajo inicial
engorroso. Debido al proceso de apilado se puede perder información especialmente en interfaces
con inclinación pronunciada. La migración preapilado no requiere secciones śısmicas apiladas y en
general produce imágenes con mayor resolución pero es mucho más costosa computacionalmente.
2.4. El problema del modelo de velocidad
Al comienzo de esta introducción se mencionó que para obtener la imagen del subsuelo es necesario
conocer la velocidad de propagación de las ondas śısmicas en cada estrato, esto es conocer la función
v = v(x, z) que nos informa del valor de la velocidad en cada punto del subsuelo. A esta función se
le llama modelo de velocidad, como ya se dijo.
Pero, por una parte, cómo es posible conocer con precisión la velocidad en cada punto de un
dominio espacial desconocido, que precisamente se quiere explorar? y por otra, conocer en detalle
cómo cambia la velocidad no implica conocer la estructura que supuestamente se quiere encontrar?
En primer lugar no todos los métodos de migración requieren alta precisión en el modelo de ve-
locidad, en algunos casos se obtienen resultados aceptables con un modelo aproximado de capas
horizontales. También es cierto que en algunos casos se tiene algo de información sobre el modelo
de velocidad a partir de pozos ya perforados. Por último, existen métodos modernos que com-
binan la construcción del modelo de velocidad y la migración mediante un proceso iterativo de
retroalimentación que en cada paso mejora tanto el uno como la otra.
8 2 Preliminares
(a) Modelo sintético (b) Datos sintéticos
(c) Imagen migrada
Figura 2-5: Migración de datos sintéticos. Tomado de Seismic Imaging and Inversion. Stolt, R.
and Weglein, A. [23]
3 Migración phase-shift
3.1. Ondas śısmicas
Las ondas śısmicas propagan la enerǵıa cinética liberada por una fuente tal como un movimiento de
las placas tectónicas o una explosión o los golpes de un martillo en la superficie de la tierra. Estas
ondas pueden clasificarse, en ondas superficiales u ondas Rayleigh y ondas internas o body waves.
Las ondas internas a su vez se pueden clasificar en ondas P o primarias y ondas S o secundarias.
Las ondas P son ondas longitudinales de presión que comprimen y dilatan el medio, mientras que
las ondas S son ondas transversales que tienen un efecto de corte o cizalladura. Las ondas P se
propagan tanto en medios sólidos como en fluidos y su velocidad de propagación es mayor que la de
las ondas S; por otra parte, las ondas S se propagan en medios sólidos pero no en medios ĺıquidos
y su velocidad es aproximadamente la mitad de la velocidad de las ondas P.
3.2. Ecuación de onda
Existe una gran variedad de enfoques para efectuar la migración, pero los métodos modernos
con fundamentos teóricos sólidos se basan en la ecuación de onda. Una ecuación que describe
adecuadamente la propagación de las ondas śısmicas en la tierra es la ecuación de onda elástica,




= µ∇2u+ (λ+ µ)∇(∇ · u ),
donde u es el vector desplazamiento, λ y µ son los llamados coeficientes de Lamé.
Consideraciones f́ısicas que incluyen ignorar las ondas de tipo S y las variaciones en la densidad
permiten simplificar la ecuación elástica y modelar el fenómeno ondulatorio mediante la ecuación



















donde x es la coordenada espacial transversal, z es la coordenada espacial en la dirección de pro-
pagación (profundidad), v(x, z) es la velocidad de propagación de la onda y p(x, z, t) es el campo
escalar de presión de la onda en (x, z, t).
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Aplicando transformada de Fourier respecto a la variable x o respecto a t se obtienen versiones de
la ecuación de onda en el dominio de kx o de la frecuencia ω o en dominios mixtos, por ejemplo si
se transforma en la variable t se obtiene la llamada ecuación de Helmholtz
∂2P (x, z, ω)
∂x2
+












+ k2P = 0 (3-2)
donde




k es la magnitud del vector número de onda k = (kx, kz), que a su vez está relacionado con la







llamada relacion de dispersión. Naturalmente T es el periodo o tiempo que tarda una part́ıcula del
medio en efectuar una oscilación completa.
A la frecuencia angular ω también se le llama tasa de cambio de fase. El vector k determina la
dirección de propagación de la onda, y su magnitud k se llama frecuencia espacial debido a la
relación k = 2πλ , donde λ es la longitud de onda o distancia entre dos picos sucesivos de la onda.
3.3. Extrapolación del Campo de Onda
La idea de extrapolación del campo de onda, base de diversos métodos de migración, consiste
en calcular el campo de onda en un nivel determinado a partir del valor del mismo campo en
el nivel anterior, a lo largo de algún eje, bien sea el eje de tiempo o el de profundidad, (según
lo cual, se puede hablar de extrapolación en tiempo y extrapolación en profundidad) y luego
aplicar recursivamente este procedimiento. Para conseguir eficiencia es usual efectuar el trabajo
en el dominio (kx, ω.) Aśı entonces, la extrapolación en profundidad, es decir a lo largo del eje z,
consiste en calcular, mediante algun operador de extrapolación, el valor de P (kx, z+∆z, ω) a partir
del valor deP (kx, z, ω). La base del procedimiento recursivo, es decir, el valor de P (kx, z = 0, ω)
se obtiene de los datos registrados en superficie. La migración se obtendrá como una consecuencia
directa de extender el campo de onda en profundidad mediante el operador de extrapolación.
3.4. Ecuaciones de onda unidireccionales OWWEs





+ k2P̃ = 0,












+ k2z P̃ = 0 (3-3)
donde k2z = k


























− ikzP̃ = 0, (3-4)
∂P̃
∂z
+ ikzP̃ = 0. (3-5)
Es decir, toma la forma
P̃ (kx, z, ω) = A exp(ikzz) +B exp(−ikzz)
donde A y B son funciones cualesquiera de kx y ω.
Las soluciones P̃−(kx, z, ω) = A exp(ikzz) correspondientes a la ecuación (3-4), y las soluciones
P̃+(kx, z, ω) = B exp(−ikzz) de (3-5), representan respectivamente las ondas ascendentes y descen-
dentes.
Si ignoramos las ondas descendentes, es decir, sólo consideramos las ondas que se originan en los
reflectores y ascienden hasta la superficie donde son registradas por los geófonos, las soluciones que
interesan son las de la ecuación (3-4)
P̃−(kx, z, ω) = A exp(ikzz).
Utilizando la condición de frontera, o sea el valor de P̃− en la superficie z = 0, la solución de 3-4 es
P̃−(kx, z, ω) = P̃−(kx, 0, ω) exp(ikzz),
Esta ecuación nos permite calcular anaĺıticamente P̃−(kx, z, ω) a partir de P̃−(kx, 0, ω), pero con
la condición que v sea constante en el intervalo de profundidad [0, z]. Si la velocidad vaŕıa con z,
todav́ıa es posible calcular P̃−(kx, z, ω) de manera aproximada: se divide el intervalo de profundidad
de interés en capas de espesor ∆z, en cada capa se considera que la velocidad es constante y de esta
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forma es posible calcular el campo P− (en el dominio de las frecuencias) en cualquier profundidad
aplicando recursivamente la ecuación
P̃−(kx, z +∆z, ω) = P̃−(kx, z, ω) exp(ikz∆z), (3-6)
la cual constituye entonces, el operador de extrapolación en el dominio de Fourier (kx, ω). Mediante
la transformada inversa de Fourier se recuperan los datos en el dominio (x, t).
Para sintetizar, en un medio estratificado con velocidad de propagación v = v(z) suponiendo válido
el modelo del reflector explosivo (exploding reflector model), es decir, suponiendo que las señales
śısmicas se originan en los reflectores, con una amplitud proporcional al coeficiente de reflectividad,
y viajan hacia arriba con una velocidad v/2 el algoritmo de migración phase-shift [20] se puede
resumir aśı:
(Conocido el valor del campo de onda escalar en la superficie: p(x, z = 0, t))
1. Dividir el intervalo de profundidad en n capas de espesor ∆z = zn+1 − zn, cada una de ellas
caracterizada por una velocidad vn.
2. Definir P̃−(kx, z0, ω) = Transformada de Fourier en x y en t de p(x, z = 0, t)
Para cada una de las n capas, 0 ≤ n < n:





b) extrapolar: P̃−(kx, zn+1, ω) = P̃−(kx, zn, ω) exp(ikzn∆z).
c) Pasar al dominio (x, t): paux(x, zn+1, t) = Transformada de fourier inversa en x y en t
de P̃−(kx, zn+1, ω).
3. Evaluar paux(x, z, t) en t = 0.
La imagen migrada se obtiene evaluando el campo p(x, z, t) en t = 0, esto es en el instante en que
se originan las señales en los reflectores.
3.5. implementación
La implementación del algoritmo de migración phase-shift se llevó a cabo mediante un código en
lenguaje C bajo Linux. Para generar el modelo sintético y simular la adquisición se utilizaron rutinas
del programa Seismic Unix (SU). En la figura 3.4 se muestra en la parte a) el modelo sintético,
en b) los datos simulados con SU y en c) la imagen obtenida al aplicar el algoritmo phase-shift
implementado. Puede verse cómo la capa plana tiene una inclinación aparente menor que en el
modelo y que la migración recupera la inclinación real. También se ve que el perfil sinclinal aparece






Figura 3-1: Migración con algoritmo phase-shift de datos apilados
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3.6. Migración Preapilado
La corrección de normal move-out y el apilamiento mencionados en la sección 2.2 funcionan bien
en modelos de capas planas horizontales, pero no son adecuados cuando los estratos tienen formas
más complejas [20].
Una alternativa es evitar la corrección NMO y el apilamiento y efectuar la migración con datos no
apilados, llamada migración preapilado (prestack migration).
Para esto se utiliza un procedimiento denominado en general reverse time migration (RTM), el cual
consta de tres etapas: propagación de la fuente, retropropagación de los sismogramas y condición
de imagen. En términos generales puede describirse de la siguiente manera, siguiendo a [2] p. 175
y a [4]: En la primera etapa se propaga en profundidad una fuente sintética que puede ser un
pulso gaussiano o un pulso de Ricker mediante alguna técnica de modelado. En la segunda etapa
las trazas registradas por los geófonos, invertidas en tiempo, se consideran como una fuente que
alimenta el programa de modelado y se propagan en profundidad. En la tercera etapa se forma la
imagen mediante la correlación de los cortes (slices) de profundidad (o de tiempo); se basa en la
idea que los reflectores existen alĺı donde el campo fuente y el campo retropropagado coinciden en
tiempo y espacio.
La tercera etapa, es decir la condición de imagen requiere una explicación más detallada que ayudará
a clarificar el método: mediante la técnica de modelado se tiene para cada punto (x, z) del espacio
y para cada instante t el valor tanto del campo de onda de la fuente S(x, z, t) como del campo
retropropagado P (x, z, t). Sea I(x, z) el valor de la intensidad de la imagen en el punto (x, z),
entonces
I(x, z) = S(x, z, t)⊗ P (x, z, t)]t=0 (3-7)
donde ⊗ es la correlación cruzada (cross-correlation).
La correlación cruzada Φ de dos funciones complejas g = g(t), f = f(t) de variable real, se define
aśı (ver [5] p. 47)




O en términos de la convolución, g(t)⊗ f(t) = g(−t) ∗ f(t).
Como usualmente este proceso se efectúa en el dominio (x, ω), donde la evaluación en t = 0 se




S̃(x, z, ω)P̃ (x, z, ω).
Teniendo en cuenta además que F [S̄(−t)] = S̃(ω). Ver [5] p. 14.
(En general, si F es la transformada de fourier de f , es decir F (ω) =
∫
R




F (ω)eiωt dω, se tiene que f(0) =
∫
R
F (ω) dω. Por eso se dice que “evaluar f en t = 0
equivale a sumar sobre todas las frecuencias”.)
Una manera de intuir el proceso de RTM es considerar la migración de los datos producidos por un
sólo disparo, lo que suele llamarse un shot-gather. En la figura 3-2 se puede ver un ejemplo de un
tal conjunto de datos, correspondiente a un disparo realizado en la coordenada (0, 0) del modelo de
3.6 Migración Preapilado 15
velocidad que aparece a la izquierda de la figura. El resultado de efectuar la migración RTM será una
imagen de los reflectores que quedarán iluminados sólo en una pequeña región aproximadamente
bajo la fuente. Para iluminar toda el área de interés se necesita repetir la migración para nuevos
shot-gather y luego sumar las imágenes obtenidas.
Puede haber algo de confusión en la terminoloǵıa. Muchos autores denominan RTM al proceso de
retropropagar en el tiempo los sismogramas; otros usan el mismo nombre para el proceso completo,
propagación, retropropagación y condición de imagen. Adicionalmente, existe RTM usando ondas
unidireccionales, que es lo que se ha descrito en esta sección y RTM con onda completa. Lo más
común, actualmente, es denominar reverse time migration al proceso descrito anteriormente, pero
utilizando tanto para el modelado como para la retropropagación la ecuación de onda completa, y
realizado en el dominio del tiempo. Este algoritmo no se estudiará en el presente trabajo.
Figura 3-2: modelo de velocidad y registro de un disparo. Tomado de [4]
Debido a que la migración RTM se hace disparo a disparo, también se le llama shot-migration. No es
necesario usar la misma técnica de modelado para extender el campo fuente y el campo registrado.
Se podŕıa usar, por ejemplo, diferencias finitas para la propagación y extrapolación de campo de
onda para la retropropagación. Esto da origen a muchas variantes del método.
Naturalmente, una de sus desventajas es el enorme costo computacional que lo haćıa inviable hasta
hace relativamente poco.
En la figuras 3-3 a 3-7 se muestra el resultado de la migración preapilado en profundidad que
se implementó en el presente trabajo. En cada figura aparece el modelo de velocidad y debajo la
imagen migrada. Como fuente se utilizó un pulso de Ricker; el sismograma se sintetizó con SU y
tanto para el modelado como para la retropropagación se usó el extrapolador phase-shift deducido
en la ecuación 3-6.
Cada modelo consta de una sola interfaz plana limitando dos capas. En la capa superior la velocidad
es de 3km/s y en la inferior 4 km/s. En las figuras se puede observar que la región iluminda de
la interfaz se reproduce perfectamente cuando la interfaz es horizontal (fig 3-3), pero la imagen
obtenida empieza a deteriorarse cuando la inclinación aumenta. En la figura 3-7 se ve que una
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inclinación de 45◦ ya no se puede reconstruir. De acuerdo con estos experimentos la migración
phase shift en versión preapilado sólo puede migrar aceptablemente inclinaciones de hasta 30◦
aproximadamente.
en la figura 3-8 se muestra los resultados obtenidos al iluminar un perfil sinclinal con un disparo
en la parte central del modelo. La parte más baja del perfil es bien reproducida ya que no tiene
inclinaciones muy grandes. si se intenta iluminar otras zonas donde la inclinación supera los 30◦, ya
no se obtienen resultados aceptables. Las ĺıneas que aparecen en la imagen y que no corresponden
a ningun evento reflectivo del modelo sintético se producen debido a que en la implementación
forzosamente se introducen fronteras que producen reflexiones indeseadas. Se podŕıan suprimir
agregando lo que se conoce como condiciones de fronteras absorbentes en los bordes del dominio.
agregando
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(a) Modelo sintético
(b) Datos migrados
Figura 3-3: Migración phase-shift preapilado 0◦
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(a) Modelo sintético
(b) Datos migrados
Figura 3-4: Migración phase-shift preapilado 17◦
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(a) Modelo sintético
(b) Datos migrados
Figura 3-5: Migración phase-shift preapilado 27◦
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(a) Modelo sintético
(b) Datos migrados
Figura 3-6: Migración phase-shift preapilado 35◦
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(a) Modelo sintético
(b) Datos migrados
Figura 3-7: Migración phase-shift preapilado 45◦
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(a) Modelo sintético
(b) Datos migrados
Figura 3-8: Migración phase-shift preapilado perfil sinclinal
4 Migración Split-Step
Si la velocidad de propagación vaŕıa con la coordenada espacial x, es decir v = v(x, z) ya no es
posible aplicar la extrapolación tal como se describió en el caṕıtulo anterior, pero existen esquemas
que calculan soluciones aproximadas de la ecuación de onda en tal caso . Dos de los más citados son
split-step y PSPI (phase-shift plus interpolation). Otros métodos son GPSPI (Generalized PSPI)
y phase-screen propagator. Como un preliminar se describe brevemente el algoritmo PSPI.
4.1. Algoritmo PSPI: phase-shift + interpolación
En el esquema PSPI, [8] en cada etapa de extrapolación, es decir en cada nivel de profundidad,
donde la velocidad sólo depende de x, se elige un conjunto de velocidades de referencia, vi, es decir
velocidades representativas de ese nivel, en el intervalo [vmin, vmax].
La extrapolación se efectúa, en el dominio de Fourier (kx, ω), con el extrapolador dado por la







P̃i(kx, z +∆z, ω) = P̃i(kx, z, ω) exp(ikziz)
Se obtiene aśı una colección P̃1, P̃2, . . . de valores del campo en el dominio de Fourier. Aplicando la
transformada de Fourier inversa en x, se obtiene la correspondiente colección {P ∗i (x, z+∆z, ω)} en
el dominio (x, ω). Finalmente, para determinar el valor del campo correspondiente a una coordenada
espacial x, a la cual está asociada la velocidad v(x), perteneciente a algún intervalo [vi, vi+1], se




El método Split-step [21] es similar a PSPI en el sentido que la migración se basa en un phase-shift
inicial con base en la velocidad de referencia de cada nivel de profundidad y en una segunda etapa
de corrección que tiene en cuenta la variación lateral de la velocidad.
Para comenzar, se define el campo escalar de lentitud, simbolizado como u = u(x, z), como el
rećıproco de la velocidad v, esto es, u(x, z) = 1v(x,z) .
La lentitud se descompone como la suma de la lentitud de referencia más una perturbación:
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u = u0(z) + ∆u(x, z), (4-1)
donde se supone que la perturbación es pequeña, es decir, u0 ≫ |∆u(x, z)|.
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+ ω2u20P = −ω
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+ ω2u20P = −S,
donde
S = S(x, z, ω) = ω2
[
2u0(z)∆u(x, z) + ∆u(x, z)
2
]
P (x, z, ω). (4-2)














P̃ = −S̃(kx, z, ω).




+ k2z0P̃ = −S̃, (4-3)














Aśı se ha obtenido la ecuación 4-3, una ecuación no homogénea en la que figura a manera de
fuente el término −S̃(kx, z, ω) debido a la perturbación de la lentitud.
Utilizando el método de variación de parámetros, teniendo en cuenta que el determinante wrons-
kiano es 2ikz0 , la solución general de 4-3 puede escribirse como la suma
P̃ (kx, z, ω) = P̃1(kx, z, ω) + P̃2(kx, z, ω),
donde






e−ikz0 (ξ−z)S̃(kx, ξ, ω) dξ (4-5)
y






eikz0 (ξ−z)S̃(kx, ξ, ω) dξ.
Para efectuar la migración se considera sólo el campo ascendente, denotado como P−, es decir, los
términos contenidos en la ecuación 4-5; luego, si la velocidad es constante en el intervalo [0, z] el
campo ascendente (en el dominio de Fourier) a una profundidad z está dado por






e−ikz0 (ξ−z)S̃(kx, ξ, ω) dξ.
Para un medio con velocidad v = v(z), variable en profundidad, se repiten los razonamientos que
condujeron a la ecuación 3-6. Esto permite escribir el operador de extrapolación como






e−ikz0 (ξ−zn+1)S̃(kx, ξ, ω) dξ. (4-6)
Ahora veremos como simplificar la última integral. Ya se ha anotado que la velocidad tiene una
variación lateral pequeña, y por tanto la peturbación de la lentitud ∆u también es pequeña en
comparación con la lentitud de referencia u0. Luego en la ecuación 4-2 se puede despreciar el
término ∆u2. Por otra parte, como se ignora el campo descendente, en esta misma ecuación se
puede sustituir P por P−. De modo que la fuente se puede aproximar como
S = S(x, z, ω) ≈ 2ω2u0(z)∆u(x, z)P−(x, z, ω). (4-7)
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Para efectuar la migración, la lentitud de referencia u0 se especifica para cada intervalo de profun-
didad [zn, zn+1] con base en el valor de u(x, z) en dicho nivel.
Ahora se considera la fuente S dada en la ecuación 4-7. Aplicando transformada de Fourier en x y
usando el teorema de convolución se obtiene:
S̃(kx, z, ω) = 2ω




∆ũ(kx − κ, z)P̃−(κ, z, ω) dκ.


















∆ũ(kx − κ, ξ)P̃−(κ, ξ, ω) dκ dξ.







Si se utiliza la expansión de Taylor 1√
1−x2 = 1 +
1
2x
2 + . . . truncada a partir del segundo término










∆ũ(kx − κ, ξ)P̃−(κ, ξ, ω) e
ikz0 (zn+1−ξ)dκ dξ + ǫ, (4-8)
donde ǫ es el error debido al truncamiento.
Ahora sean z y d tales que zn ≤ z ≤ z + d ≤ zn+1 y sea P̃1(kx, z, d, ω) el campo ascendente
extrapolado a la profundidad z + d a partir del campo en el nivel z, mediante el extrapolador 4-6:
P̃1(kx, z, d, ω) = P̃−(kx, z + d, ω)






e−ikz0 (ξ−(z+d))S̃(kx, ξ, ω) dξ.
Considerando la lentitud constante en el intervalo [z, z + d], se tiene ∆u = 0 y también S = 0. Por
tanto
P̃1(kx, z, d, ω) = P̃−(kx, z, ω)e
ikz0d. (4-9)












∆ũ(kx − κ, ξ)P̃1(κ, ξ, dn+1, ω) dκ dξ (4-10)
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donde, naturalmente, dn+1(ξ) = zn+1 − ξ.
Sustituyendo 4-10 en 4-6 el extrapolador se convierte en






∆ũ(kx − κ, ξ)P̃1(κ, ξ, dn+1, ω) dκ dξ.
Es decir,





∆ũ(kx − κ, ξ)P̃1(κ, ξ, dn+1, ω) dκ dξ
Tomando la transformada inversa de Fourier en x y usando nuevamente el teorema de convolución
se obtiene:
P−(x, zn+1, ω) = P1(x, zn,∆z, ω) + iω
∫ zn+1
zn
∆u(x, ξ)P1(x, ξ, dn+1, ω) dξ, (4-11)
donde P1 es la transformada de Fourier inversa espacial de P̃1, es decir
P1(x, z, d, ω) = F
−1















Para ∆z = zn+1 − zn suficientemente pequeño la integral de la ecuación 4-11 puede resolverse
numéricamente usando la regla del trapecio:
∫ zn+1
zn












[∆u(x, zn)P1(x, zn,∆z, ω) + ∆u(x, zn+1)P−(x, zn+1, ω)]. (4-12)
La última sustitución se explica aśı:
P1(x, zn+1, 0, ω) = F
−1
x [P̃1(kx, zn+1, 0, ω)]
= F−1x [P̃−(kx, zn+1, ω)e
0]
= P−(x, zn+1, ω).
Al sustituir 4-12 en 4-11 el extrapolador pasa a ser:
P−(x, zn+1, ω) = P1(x, zn,∆z, ω) + iω∆z2 [∆u(x, zn)P1(x, zn,∆z, ω) + ∆u(x, zn+1)P−(x, zn+1, ω)].
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o prescindiendo de los argumentos y utilizando las abreviaturas obvias,
P−(n+1) = P1(n) + iω
∆z
2 [∆unP1(n) +∆un+1P−(n+1)].
Reacomodando los términos en esta expresión se puede escribir:
(1− 12 iω∆z∆un+1)P−(n+1) = (1 +
1
2 iω∆z∆un)P1(n). (4-13)
Utilizando la expansión de Taylor de la función exponencial y recordando que se están descartando
las potencias superiores de ∆u se puede hacer la aproximación:
e±
1
2 iω∆z∆u ≈ 1± 12 iω∆z∆u.
con la cual 4-13 se convierte en
P−(n+1)e









lo cual, escribiendo nuevamente los argumentos, equivale a
P−(x, zn+1, ω) = P1(x, zn,∆z, ω)e
1
2 iω∆z[∆u(x,zn)+∆u(x,zn+1)].
Si se considera que no hay variación vertical de la lentitud en el intervalo [zn, zn+1] , esto es
∆u(x, z) = ∆u(x) para todo z ∈ [zn, zn+1], entonces ∆u(x, zn) = ∆u(x, zn+1) = ∆u(x) y la
expresión del extrapolador es
P−(x, zn+1, ω) = P1(x, zn,∆z, ω)e
iω∆z∆u(x), (4-14)
donde
Fx[P1(x, zn,∆z, ω)] = P̃1(kx, zn,∆z, ω) = P̃−(kx, zn, ω)e
ikz0∆z,
que equivale a
P1(x, zn,∆z, ω) = F
−1
x [P̃1(kx, zn,∆z, ω)] = F
−1
x [P̃−(kx, zn, ω)e
ikz0∆z].
En conclusión el extrapolador 4-14 del método split-step puede escribirse como
P−(x, zn+1, ω) = F
−1
x [P̃−(kx, zn, ω)e
ikz0∆z]eiω∆u(x)∆z,






P−(x, zn+1, ω) = F
−1











De acuerdo con 4-15, la etapa de extrapolación del algoritmo de migración del método split-step
puede resumirse aśı:
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1. Aplicar Transformada de Fourier temporal.
2. Repetir
a) Aplicar Transformada de Fourier espacial.
b) Aplicar el extrapolador phase-shift basado en la velocidad de referencia.
c) Aplicar Transformada inversa de Fourier espacial.








La implementación del algoritmo se hizo mediante un código en lenguaje C bajo linux. Los datos
fueron sintetizados con comandos del programa Seismic Unix. En la figura 4.3 se muestra en la
parte a) el sismograma sintético generado con el comando susynlv que permite incluir variaciones
lineales de la velocidad en el modelo. En este caso particular la velocidad tiene la forma
v(x, z) = (0,15)x+ (0,1)z.
En la parte b) se muestra la migración de los datos obtenida con el algoritmo implementado.
En la parte c) se muestra la migración obtenida con el método phase-shift mediante el comando
sugazmig. Se puede ver que la última imagen hace una corrección muy pobre, debido naturalmente
a que phase-shift no admite variaciones laterales de la velocidad.
En la figura 4.3 se muestran nuevamente los resultados de la migración split-step pero en este caso el
perfil sinclinal es mucho más pronuciado. Más exactamente se trata de una semicircunferencia. En
la parte a) se muestra el perfil modelado sintéticamente, en b) los datos obtenidos y en c) los datos
migrados con el algoritmo split-step. Puede verse que el método no puede resolver inclinaciones
cercanas a la vertical.
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(a) Datos sintéticos
(b) Datos migrados split-step
(c) Datos migrados phase-shift





Figura 4-2: Migración split-step
5 Migración por Transformada de Gabor
Como se anotó al inicio del caṕıtulo 3, la extrapolación del campo de onda en el dominio kx, ω (o
dominio número de onda-frecuencia) basada en el operador de phase-shift
W̃ (kx, ω,∆z) = exp(ikz∆z).
no es válida para un medio con velocidad lateral variable , es decir donde la velocidad vaŕıa con la
coordenada espacial transversal x.
En el caṕıtulo anterior se expuso con cierto detalle el método split-step, que funciona cuando las
variaciones laterales de la velocidad no son muy grandes. Una manera de abordar este problema es
utilizar la transformada de Gabor o transformada de Fourier de tiempo corto con la cual se puede
analizar el espectro de frecuencia local de una señal.
En este caṕıtulo se presenta el algoritmo de migración con ventaneo adaptativo basado en la
transformada de Gabor siguiendo a [14], el cual tiene predecesores tales como [11] y otros.
Inicialmente se introducen algunos conceptos del análisis de tiempo-frecuencia necesarios para desa-
rrollar el algoritmo de migración por transformada de Gabor, tomados principalmente de [9] y de
[10].
5.1. partición de la unidad




Ψj(x) = 1, para cada x ∈ R.
Dada una función f ∈ L2(R), sus componentes ventaneadas respecto a una de tales particiones se
definen como
fj(x) = Ψj(x)f(x).













ϕj(x) ≤ B < ∞, para cada x ∈ R,
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j∈ZΨj(x) = 1, para cada x ∈ R.
5.2. Operaciones fundamentales: time-frequency shifts
Para x, ω ∈ Rd, d ∈ {1, 2, 3}, f una función compleja con dominio contenido en Rd se definen los
operadores Traslación por x, denotado como Tx y Modulación por ω, simbolizado por Mω aśı
Txf(t) = f(t− x),
Mωf(t) = e
2πiω·tf(t),
Tx también se llama time-shift. Los operadores TxMω y MωTx se denominan time-frequency shifts.
Es inmediata la relación de conmutación:
TxMω = e
−2πix·ωMωTx.
Se deduce que Tx y Mω conmutan si y sólo si x · ω ∈ Z.
5.2.1. Transformada de Fourier
Dos propiedades en relación con la transformada de Fourier son:
(Txf )̂ = M−xf̂ .
(Mωf )̂ = Tωf̂ .
Las cuales se demuestran directamente:
∫
Rd
f(t− x)e−2πit·ξ dt =
∫
Rd







f(t)e−2πit·(ξ−ω) dt = Tωf̂(ξ).
5.2.2. Fórmula de inversión




f̂(ω)e2πix·ω dω, para todo x ∈ Rd.
En análisis de señales la fórmula de inversión permite expresar f como una superposición de fre-
cuencias puras e2πix·ω.
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5.3. Transformada de Fourier de tiempo corto: STFT
5.3.1. Análisis de tiempo-frecuencia
El conocimiento de los valores de f(x) para todo x ∈ Rd debeŕıa determinar todas las propiedades
de f y también de f̂ , ya que f y f̂ se determinan mutua y univocamente. Sin embargo no siempre
es fácil ni conveniente extraer propiedades de f̂ a partir de f . Conceptualmente, f y f̂ pueden
considerarse representaciones equivalentes de un mismo objeto. Cada una de ellas contiene la misma
información acerca de f pero a la vez, cada una exhibe caracteŕısticas diferentes de f . En el análisis
de tiempo-frecuencia se buscan representaciones que combinen los rasgos de f y de f̂ en una
misma función, la llamada representación de tiempo-frecuencia. Tal representación, idealmente,
proporcionaŕıa información directa de las frecuencias ω que ocurren en un determinado tiempo x.
Es decir, el análisis de tiempo-frecuencia intenta combinar información local de un “espectro de
frecuencia instantánea” con la información global del comportamiento temporal de f . Es evidente
que ni f ni f̂ por separado pueden cumplir esta tarea; para calcular f̂(ω) se requiere conocer
todos los valores de f(x). Además f y f̂ son funciones de una sola variable, mientras que una
representación unificada de tiempo-frecuencia, denotada por V f(x, ω), es forzosamente una función
de dos variables x y ω que mide la amplitud de la frecuencia ω en el tiempo x.
5.3.2. Principio de incertidumbre
Infortunadamente no existe un modelo matemático que pueda realizar el análisis de tiempo-frecuencia
ideal. Existe un amplio conjunto de desigualdes, llamadas genéricamente principios de incertidumbre
que constituyen un obstáculo esencial para el concepto de “frecuencia instantánea”. Un enunciado
cualitativo del principio de incertidumbre seŕıa el siguiente: Una función f y su transformada de
Fourier f̂ no pueden estar soportadas simultáneamente sobre conjuntos arbitrariamente pequeños.
Con el fin de determinar el espectro de frecuencia instantánea de una señal en x se requiere registrar
f al menos en un corto periodo ∆ = [x− δ, x+ δ] y luego tomar la transformada de Fourier de fgx,
donde gx es una función con soporte en ∆, por ejemplo χ∆. Pero por el principio de incertidumbre,
el soporte de f̂gx no puede ser pequeño y posiblemente depende de δ.
Sin embargo, el análisis de tiempo-frecuencia puede llevarse a cabo de una manera razonable y útil
pese a esta dificultad teórica. Una de las representaciones de tiempo-frecuencia más conocidas se
basa en la transformada de Fourier de tiempo corto.
Definicion 2 Fijada una función g 6= 0, llamada función ventana, g ∈ L2(Rd), la transformada




f(t)g(t− x)e−2πit·ωdt, para x, ω ∈ Rd,
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(a) Señal (b) Transformada de Fourier
Figura 5-1: Señal multicomponente y su transformada de Fourier.(tomado de Foundations of
Time-Frequency Analysis.)
Figura 5-2: Transformada de Fourier de tiempo corto de la señal mostrada en 5-1 a). (tomado de
Foundations of Time-Frequency Analysis.)
El dominio de la transformada de Fourier de tiempo corto puede extenderse de modo que g ∈ Lp(Rd)
y f ∈ Lq
′
(Rd).
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5.4. Fórmula de inversión para la STFT






Vgf(x, ω)MωTxγ dωdx, (5-1)





5.5. Teoŕıa de Marcos
La fórmula de inversión 5-1 permite una “expansión continua” de f en términos de un sistema no
numerable de funciones {MωTxγ : (x, ω) ∈ R
2d}. Se requiere la versión discreta de esta representa-
ción, es decir una expansión de f en términos de un conjunto numerable de time-frequency shifts
de γ.
Definicion 3 Sea H un espacio de Hilbert separable. Una sucesión {ej : j ∈ Z} se llama un marco





2 ≤ B‖f‖2. (5-2)
Dos constantes cualesquiera A y B que cumplan 5-2 se llaman cotas del frame. (Usaremos preferi-
blemente el extranjerismo frame en lugar de la palabra “ marco”) Si A = B, entonces {ej : j ∈ Z}
se llama un frame estricto. Como ejemplo, una base ortonormal es un frame estricto con cotas
A = B = 1 y la unión de una base ortonormal con un conjunto de L vectores unitarios arbitra-
rios es un frame con cotas A = 1 y B = L + 1. Los frames son una generalización de las bases
ortonormales, aunque sus elementos no tienen que ser ortogonales ni linealmente independientes.
Definicion 4 Dado un subconjunto {ej : j ∈ Z} ⊆ H, el operador de coeficientes u operador de
análisis C, para cada f ∈ H está dado por
Cf = {〈f, ej〉 : j ∈ Z}.










〈f, ej〉ej , para cada f ∈ H.
Proposicion 5.5.1 Sea {ej : j ∈ Z} un frame para H
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1. C es un operador acotado de H en ℓ2(Z) de rango cerrado.
2. Los operadores C y D son mutuamente adjuntos, esto es, D = C∗.









3. El operador del frame S = C∗C = DD∗ mapea H sobre H y es un operador invertible positivo
que cumple AIH ≤ S ≤ BIH y B−1IH ≤ S−1 ≤ A−1IH En particular, {ej : j ∈ Z} es un
frame estricto si y sólo si S = AIH
4. Las cotas óptimas del frame son Bopt = ‖S‖op y Aopt =
1
‖S−1‖op , donde ‖ · ‖ es la norma de
operadores de S.
5.6. Marcos de Gabor
Ahora se estudiará espećıficamente la colección de time-frequency shifts que aparecen en el muestreo
de la transformada de Fourier de tiempo corto.
Definicion 7 Dada una función g ∈ L2(Rd) g 6= 0, y parámetros de discretización α, β > 0, el
conjunto de time-frequency shifts
G(g, α, β) = {TαkMβng : k, n ∈ Z
d}.
se llama Sistema de Gabor. Si G(g, α, β) es un frame para L2(Rd), se le llama Frame de Gabor o










Cuando sea necesario enfatizar que el operador del frame depende de g, α y β, se escribe Sg,g o
Sα,βg,g, en lugar de S.
Proposicion 5.6.1 Si G(g, α, β) es un frame para L2(Rd), entonces existe una ventana dual γ ∈















2 ≤ B ‖f‖22





2 ≤ A−1 ‖f‖22 . (5-5)
Corolario 5.6.1 Si G(g, α, β) es un frame para L2(Rd) con ventana dual γ = S−1g ∈ L2(Rd),
entonces el operador inverso del frame está dado por




La proposición 5.6.1 proporciona una representación de tiempo frecuencia discreta de una señal. Si
G(g, α, β) es un frame, entonces las ecuaciones 5-3 y 5-4 son versiones discretas de la fórmula de
inversion 5-1 para la STFT. Además (5-4) provee una expansión de Gabor de f con el conjunto














f̂(ξ)e2πiξ·x dξ y luego derivando bajo el signo de la integral, las derivadas parciales se
expresan como Dαf(x) =
∫
Rd
f̂(ξ)(2πiξ)αe2πiξ·x dξ y entonces el operador diferencial se podŕıa






















Esta expresión sugiere que si se permiten funciones más generales en lugar de σ se podŕıa definir
una clase general de operadores.




σ(x, ξ)f̂(ξ)e2πix·ξ dξ. (5-6)
Para distinguir σKN de otros tipos de operadores seudodiferenciales, el mapeo σ −→ σKN se llama
correspondencia de Kohn-Nirenberg y σ es el śımbolo del operador.
Retomando la fórmula (5-6) se puede escribir
















σ̂(η, u)e2πiη·xf(u+ x) dudη.
Esta fórmula destaca las dos operaciones fundamentales del análisis de tiempo-frecuencia, es decir
las operaciones de traslación Txf(t) = f(t− x) y modulación Mξf(t) = e
2πiξ·tf(t).





Esta es la llamada representación dispersa de la correspondencia de Kohn-Nirenberg.
5.8. Extrapolación LHA
El extrapolador de campo basado en la aproximación localmente homogénea (LHA) presentado en
[17] tiene la forma





P̂ (kx, z, ω)Ŵ (k(x), kx,∆z) exp(−ikxx) dkx (5-7)
donde x es la coordenada espacial transversal, z es la coordenada espacial vertical, P̂ (kx, z, ω) es la
transformada de Fourier de P (x, z, ω), Ŵ (k(x), kx,∆z) es el śımbolo del extrapolador del campo
de onda, kx es el número de onda transversal, k(x) =
ω
v(x) es la magnitud del vector número de
onda, v(x) es la velocidad lateral en x y finalmente ∆z es el tamaño de paso de la extrapolación
en la dirección z.
La integral que aparece en la ecuación 5-7 es una forma estándar de un operador seudodiferencial
de Kohn-Nirenberg cuyo śımbolo asociado es Ŵ (k(x), kx,∆z), salvo cuando v(x) es constante, en
cuyo caso la integral es una transformada inversa de Fourier y Ŵ es un multiplicador de Fourier
ordinario o función de transferencia (según la terminoloǵıa del procesamiento de señales). El śımbolo
del extrapolador se define aśı












2(x) si k2x < k
2(x).
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El extrapolador definido en (5-7) es preciso pero costoso computacionalmente, excepto cuando v(x)
es constante, caso en el cual la integral puede implementarse como una transformada rápida de
Fourier.
5.9. Aproximación del extrapolador LHA
Para controlar el costo es necesario implementar una aproximación del extrapolador LHA. Inicial-
mente se expresa el śımbolo del extrapolador como una superposición de simbolos de velocidad
constante, aśı:
Ŵ (k(x), kx,∆z) ≈
∑
j∈Z
Ωj(x)Sj(x)Ŵ (kj , kx,∆z), (5-8)















y Ŵ (kj , kx,∆z) es un extrapolador de campo localmente constante dentro de la ventana Ωj definido
por Ŵ (kj , kx,∆z) = exp(i∆zkz(kj , kx)), donde






















donde a su vez, kj =
ω
vj








La aproximación descrita en la ecuación (5-8) puede verse como una versión localizada del algoritmo
de split-step.
Usando (5-8) en la ecuación (5-7) se tiene





P̂ (kx, z, ω)
∑
j∈Z







P̃ (kx, z, ω)Ŵ (kj , kx,∆z) exp(−ikxx) dkx. (5-9)
La integral que aparece en (5-9) es una transformada inversa de Fourier ordinaria, por tanto se
puede escribir






Ŵ (kj , kx,∆z)
}
F {P (x, z, ω)} . (5-10)
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Figura 5-3: Ventaneo adaptativo. Tomado de Seismic depth migration using the Gabor imaging
theories. Y. Ma
5.10. Ventaneo adaptativo
Para implementar la ecuación 5-10 de la manera más simple se puede usar un conjunto de ventanas
Ωj(x) de ancho constante, llamadas átomos, distribuidas uniformemente a lo largo del eje x. Sin
embargo, por lo general, esto es ineficiente ya que el ancho de la ventana debeŕıa elegirse suficien-
temente reducido para que se acomode a la región donde la velocidad cambia más rápidamente y
esta reducción seŕıa innecesaria en otras regiones. Para una mayor eficiencia, el número de ventanas
y por tanto de velocidades de referencia, debe rebajarse al mı́nimo posible. Esto sugiere sumar las
ventanas adyacentes para formar moléculas donde la variación de velocidad sea pequeña. Para ello
se requiere un crietrio que especifique cuándo agregar nuevos átomos a las molélculas.
Por simplicidad, en la implementación presentada aqúı se sigue el criterio expuesto en [10] que
consiste en comparar la velocidad localizada por un átomo dado con la velocidad promedio del
nivel actual. Si la diferencia supera un umbral prefijado, se inicia una nueva molécula y en caso
contrario el átomo actual se integra a la molécula actual. Cada molécula va acumulando nuevos
átomos hasta que ocurre una variación de velocidad suficientemente grande
42 5 Migración por Transformada de Gabor
5.11. Algoritmo de migración por Transformada de Gabor
Una descripción sintetizada del algoritmo de ventaneo adaptativo es la siguiente:
1. Definir los átomos gaussianos Ωl = Ωl(x).
2. Construir velocidades de referencia atómicas: en cada nivel de profundidad, ng velocidades









3. Transoformada temporal P (x, z, ω) = Ft{p(x, z, t)}.
4. para cada nivel de profundiad:
a) Construir moléculas (agregados de átomos) MOLt = MOLt(x), 1 ≤ t ≤ nMOL.









5. Transformada espacial: P̃ (kx, z, ω) = Fx{P (x, z, ω)}.







P̃ (kx, z, ω) = P̃ (kx, z, ω)e
iKz0∆z.
8. Transformada inversa espacial P (x, z, ω) = F−1{P̃ (kx, z, ω)}.
9. Pt(x, z, ω) = P (x, z, ω)MOLt(x).
10. corrección de fase localizada
definir Kz = v(x)− VMt(x),
Pt(x, z, ω) = Pt(x, z, ω)e
iKz∆z.
11. Sumar los campos localizados: P (x, z, ω) =
∑
t Pt(x, z, ω).
5.12. Implementación
Como un paso previo se implementa el algoritmo de migración con ventaneo fijo, en el cual se define
un número fijo de ventanas (en este caso sesenta). Los resultados se muestran en la figura 5-4. En
la parte a) se muestra el perfil sinclinal donde se encuentra una ĺınea de reflectores. El modelo
de velocidad fue generado con el comando SUSYNLV de Sesimic Unix y simula un medio donde
la velociad vaŕıa tanto vertical como horizontalmente según la ecuación v(x, z) = 3 + 0,1x + 0,1z
km/s. En b) se muestra el sismograma sintético; en c) aparrece la imagen migrada con el algoritmo
implementado. Puede verse ruido generado por la dispersión numérica. Finalmente en d) se muestra
la migración realizada con el comando SUGAZMIG de seismic unix, el cual utiliza el algoritmo de
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phase-shift. Debido a que la velociad vaŕıa lateralmente la migración phase-shift no hace una buena
corrección de la ubicación de los reflectores mostrada en el sismograma, por eso el perfil sinclinal
aparece inclinado. La imagen migrada con el algoritmo implementado es más fiel al modelo y corrige
mejor la posición de los reflectores.
En la figura 5-5 aparecen los resultados de la migración con el algoritmo de ventaneo adaptativo.
En este caso el modelo de velocidad consiste en un medio donde la velocidad vaŕıa según la ecuación
v(x, z) = 2 + 0,2x+ 0,1z km/s. Es decir que la variación lateral de la velocidad es de un 20%. La
migración realizada con el algoritmo implementado se muestra en c). Puede verse claramente que
la imagen migrada corrige mucho mejor la distorsión debida al cambio lateral de la velocidad, que
se manifiesta en la inclinación del perfil, que la imagen producida por la migración phase-shift de
SU.
(a) Modelo sintético (b) sismograma sintetizado con SU
(c) Imagen migrada: algoritmo de ventaneo fijo (d) Imagen migrada con SU
Figura 5-4: Migración con ventaneo fijo
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(a) Modelo sintético (b) sismograma sintetizado con SU
(c) Imagen migrada: algoritmo de ventaneo adaptativo (d) Imagen migrada con SU
Figura 5-5: Migración con ventaneo adaptativo
6 Conclusiones y recomendaciones
6.1. Conclusiones
Las pruebas muestran que la migración phase-shift preapilado es eficiente, pero falla cuando los
reflectores tienen inclinaciones superiores a unos 30◦. En tales casos se producen imágenes falsas
como se ve en la figura 3-7.
La principal desventaja de los métodos de extrapolación del campo de onda es que requieren un
modelo de velocidad preciso. Esta dificultad se puede enfrentar con los métodos iterativos de reciente
aparición en los cuales el modelo de velocidad se mejora junto con la imagen migrada en un proceso
de retroalimentación mutua.
La migración preapilado, en el caso de modelos sencillos se puede efectuar con computadores de
escritorio, pero en en el caso de datos reales requiere computación distribuida. Puesto que para
iluminar una zona completa se requiere de una gran cantidad de disparos, y este trabajo se multiplica
en el caso de considerar modelos 3-D.
El algoritmo de ventaneo adaptativo produce buenas imágenes en modelos con cambios laterales
de velocidad, pero la enorme cantidad de cálculos introduce ruido dif́ıcil de controlar.
6.2. Recomendaciones
Como continuación de este trabajo podŕıan enfrentarse varios problemas: Trabajar con datos reales
en lugar de datos sintéticos; implementar los algoritmos de ventaneo adaptativo en la versión
preapilado, lo cual implicaŕıa paralelizar los algoritmos para trabajar con computación distribuida;
Extender los algoritmos al caso 3-D; Considerar diferentes formas de las funciones de ventaneo en
la transformada de Gabor para estudiar su efecto en las imágenes obtenidas o en la eficiencia de
los métodos, en particular las funciones p-ventanas mencionadas en [14] y finalmente Implementar
condiciones de frontera absorbente que mejoren las imágenes.
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