This paper deals with an iterative algorithm for domain decomposition applied to the solution of a singularly perturbed parabolic problem with a convection-dominated term. Convergence properties of the algorithm are established. Numerical results are presented.
Introduction
We consider the semilinear singularly perturbed parabolic problem with the convection-dominated term u xx + (x)u x − u t = f(x; t; u); (x; t) ∈ D = × (0; T ];
= {x: 0 ¡ x ¡ 1}; u(0; t) = u(1; t) = 0; u(x; 0) = u 0 (x); x ∈ ;
where is a positive parameter, functions f(x; t; u), u 0 (x) are su ciently smooth. We assume that (x)¿ * = const ¿ 0; f u ¿0 (x; t; u) ∈ D × (−∞; +∞):
Under suitable continuity and compatibility conditions on the data a unique solution u(x; t) of (1) exists (see [7] for details). For 1 problem (1) is singularly perturbed and has a boundary layer near the lateral boundary of D at x = 0 (see [3] for details). Iterative domain decomposition algorithms based on Schwarz-type alternating procedures for solving singularly perturbed problems have received much attention for their remarkable speed and parallelizability, see, for example, [1, 5, 6, 8] and references cited there.
In [5] , for the continuous elliptic problem (i.e., without resort to discretization in subdomains) with the di erential equation u + (x)u = f(x; u), a convergence rate as a function of the small perturbation parameter and the amount of overlap between two subdomains has been studied. It has been shown that the Schwarz-type iterates {u (n) (x)} converge to the exact solution u(x) at the rate
where d¿0 measures the overlap between the two subdomains. In the case of a linear singularly perturbed elliptic problem with a convection-dominated term in two dimensions, a similar result has been obtained in [8] . As in [5] , the Schwarz alternating procedure in [8] is based on a continuous form of the problem and on domain decomposition into only two subdomains. In [9] , for a linear version of the elliptic problem in one dimension, discrete Schwarz iterates in the two-domain decomposition case have been investigated. As a di erence scheme on each subdomain, a classical upwind discretization on a piecewise equidistant mesh of Shishkin type is applied. Similar to the continuous Schwarz iterates, it has been proven that the discrete Schwarz iterates converge in the maximum norm with an error contraction factor per iteration that exponentially decays on increasing the overlap or decreasing the small parameter. In [2] , for the semilinear elliptic problem in one dimension, a multidomain modiÿcation of the discrete Schwarz iterates has been considered. Finite di erence schemes on subdomains are based on locally exact schemes from [3] .
In this article, we introduce a modiÿcation of the Schwarz alternating method proposed in [4] , in which domain is partitioned into many nonoverlapping subdomains with interface . Small interfacial subdomains are introduced near the interface , and approximate boundary values computed on are used for solving problems on nonoverlapping subdomains. Thus, this approach may be considered as a variant of a block Gauss-Seidel iteration (or in the parallel context as a multicoloured algorithm) for the subdomains with a Dirichlet-Dirichlet coupling through the interface variables.
For constructing e ective numerical algorithms to handle singularly perturbed problems, there are two general approaches: the ÿrst one is based on layer-adapted meshes and the second is based on exponential ÿtting or on locally exact schemes. The book [11] develops these approaches and gives comprehensive applications to wide classes of singularly perturbed problems. Note here the survey [10] concerning the recent progress made on the layer-adapted mesh approach. On the subdomains, we will use ÿnite di erence schemes based on the locally exact schemes from [3] , which possess uniform in the perturbation parameter convergence on arbitrary meshes.
Our purpose is to study the multidomain decomposition algorithm for solving problem (1) . We show that the algorithm converges uniformly on uniform and piecewise equidistant meshes. These meshes allow us to decompose the computational domain into subdomains outside boundary layers and inside them as well, and possess load balancing. This property is very important for implementation of the iterative algorithms on parallel computers, since it avoids loss of e ciency due to one processor being idle.
In [8] , for singularly perturbed parabolic problems with convection-dominated terms, uniform convergent properties of some Schwarz-type methods have been studied for continuous problems. Instead of [8] , in the case of problem (1), we construct more accurate estimations of the contraction factor for the multidomain decomposition algorithm in a discrete form and additionally investigate this algorithm when the interfacial subdomains are located inside the boundary layer.
The rest of this paper is organized as follows. In Section 2, we consider an undecomposed algorithm with uniform in the perturbation parameter convergence on arbitrary meshes. In Section 3, we study the multidomain decomposition algorithm and investigate how the contraction factor depends on decomposition of the spatial domain. Section 4 deals with numerical experiments.
Underlying discretization method
On set D introduce a rectangular mesh h × , where h = x i ; i = 0; 1; : : : ; N; x 0 = 0;
= {t k = k ; k = 0; 1; : : : ; N ; N = T }:
For problem (1), using local Green's functions, an exponentially ÿtted di erence scheme with uniform in convergence has been constructed in [3] . The outline of this construction is as follows. 
Introduce the following linear two-point boundary value problems:
1i (x i+1 ) = 2i (x i ) = 0: Denoting by G i (x; s) the local Green's function for the operator L i on [x i ; x i+1 ], we represent the exact solution on each interval [x i ; x i+1 ] in the form
Equating these derivatives calculated from Green's formula, we obtain the required integral-di erence scheme 
By the appropriate approximation to , we get the implicit two-level di erence scheme with the special di erence operator in the space variable
where the special di erence operator is deÿned by
The following theorem gives us the convergence property of the di erence scheme (3).
Theorem 1. Let u(x; t) be the solution to problem (1) . Then the solution of the di erence scheme (3) converges -uniformly to u(x; t):
where constant C is independent of ; h and .
Proof. The proof of the theorem can be found in [3] .
Remark 2. We note here that instead of classical upwind schemes which converge uniformly only on special layer-adopted meshes [11] , the di erence scheme (3) converges uniformly on arbitrary mesh h × .
Domain decomposition algorithm
We consider the decomposition of domain into M nonoverlapping (adjoining) subdomains m , m = 1; : : : ; M : m (x; t k ), m = 1; : : : ; M (here the index n stands for the number of iterative steps, and n = 1; : : : ; n 0 ) satisfying the following implicit di erence schemes: (4), we determine the following di erence problems:
(5b) where we introduce the following notations:
Algorithm (5) can be carried out by parallel processing, since on each iterative step n the M problems (5a) for v m (x; t k ), m = 1; : : : ; M − 1, can be implemented concurrently.
Remark 3. We note that the original Schwarz alternating algorithm with overlapping subdomains is a purely sequential algorithm. To obtain parallelism, one needs a subdomain colouring strategy, so that a set of independent subproblems can be introduced. The proposed modiÿcation of the Schwarz algorithm (5) is very suitable for parallel computing. The computational e ectiveness of algorithm (5) depends on sizes of the interfacial subdomains. Our theoretical analysis and numerical experiments represented below show that small-sized interfacial subdomains are needed to essentially reduce the number of iterations n 0 on each time-level.
Convergence of algorithm (5)
We now establish convergence properties of algorithm (5) . On a mesh h * = {x i ; i = 0; 1; : : : ; N * ; x 0 = x a ; x N * = x b }; where x a ¡ x b , consider the following di erence problems:
and
1 (x 0 ) = 1; 1 (x N * ) = 0; 2 (x 0 ) = 0; 2 (x N * ) = 1;
where (x)¿ 0 = const ¿ 0 and the di erence operator from (3).
Lemma 4. If mesh functions w(x) and s (x); s=1; 2, are the solutions to (6) and (7); respectively; then we have the following estimates:
Proof. The required estimate (8a) follows immediately from the maximum principle for the di erence operator − . Introduce a mesh function W (x) satisfying the problem
The correctness of this formula can be tested by direct substitution. From a standard comparison theorem, it follows that |w(x)|6W (x); x ∈ h * : Estimate (8c) follows from the maximum principle for the di erence operator − 0 . This concludes the proof of the lemma. Consider (7) We formulate and prove convergence results for algorithm (5).
Theorem 5. On an arbitrary spatial mesh; algorithm (5) converges to the solution of (1) with the following rates:
and=or if the number of iterative steps n 0 ¿2;
where the contraction coe cient q ∈ (0; 1); V(x; t) from (5c); constant C is independent of ; h; and q; and the other notations from (9).
Proof. For n = 1; : : : ; n 0 , we introduce the mesh functions
where u(x; t) is the solution to (1).
From (3), (5) and using the mean-value theorem, we have
m+1 (x e m ; t k ); m = 1; : : : ; M; where f w (x; t k ) = f u [x; t k ; Â w (x; t k )], Â w (x; t k ) is situated between w(x; t k ) and u(x; t k ). From (11a) and (8b), for n = 1 we have 
x m , the following inequality is obtained: max{|
where x ∈ h m , m = 1; : : : ; M: From here, using (5c) and the maximum principle for (11), it follows that 
In the case of n 0 ¿2, we prove the estimate
where q is from (10b). From (11b) and (8b), for n = 1, it follows that 
From (5c) and applying estimate (8a) to (11), we conclude that for n 0 ¿2
From here and the above estimate, we prove (14b). Since W (n0) (x; t k ) = W (x; t k ), from (14a), we establish that
Using the estimate of the exact solution to (1) (see [1] for details)
|u(x; t) − u(x; t − )|6C 0 ;
where constant C 0 is independent of and , from Theorem 1, we get
where constant C 1 is independent of ; h and . From here, we have
where q ∈ (0; 1). Summing these expressions from k = 1 to k 0 , k 0 6N , we get
From this, we conclude that
This proves the convergence property (10a) of algorithm (5).
Analogously, from (14b), applying the same reasoning, we prove (10b).
Remark 6. Theorem 5 guarantees that the domain decomposition algorithm (5) converges for any initial guesses.
Remark 7. From Theorem 5, it follows that asymptotically one would expect to choose the number of mesh points N in the space direction in such a way, that N ≈ N . If N ≈ N , then from (10a), we conclude the following estimate on convergence of algorithm (5) max (x; t)∈ h × |V (x; t) − u(x; t)|6C(h + + q n0 );
where constant C is independent of , h, and q. In the case of (10b), in the above estimate, the term q n0−1 has to be substituted. (5) 3.
Estimates on rate of convergence of algorithm

Preliminary results
To estimate the contraction coe cient q in Theorem 5 we need some preliminary results. Consider the two boundary value problems r s + r s − −1 r s = 0; x ∈ (x a ; x b ); s = 1; 2; (15)
where (x) is the piecewise constant approximant to (x) on mesh h * . From [3] , it follows that on an arbitrary mesh h * the di erence schemes (7) with 0 = −1 approximate the di erential problems (15) with the ÿrst order of accuracy uniformly in :
Thus, we will estimate coe cient q from (10) using the di erential problems (15) rather than the di erence problems (7) . In the following lemma we give estimates for the solutions of problems (15).
; then r 1 (x) from (15) satisÿes the inequality
; then r 2 (x) satisÿes the inequality
where * * = max (x); x ∈ [0; 1].
Proof. To prove (a), introduce the boundary value problem
Then e(x) = R(x) − r 1 (x) satisÿes the problem e − −1 e = r 1 ; e(x a ) = e(x b ) = 0;
where the right-hand side of the equation is nonpositive, since (x)¿ * ¿ 0 and r 1 (x)60. From here and using the maximum principle, it follows that e(x)¿0, x ∈ [x a ; x b ], i.e., r 1 (x)6R(x). Writing down the exact solution for R(x) in the form
we estimate R(x) by
Taking into account the assumption on interval [x a ; x b ], we prove (16a). For proving part (b), introduce the boundary value problem
The di erence e(x) = R(x) − r 2 (x) satisÿes the problem e + * * e − −1 e = ( − * * )r 2 ; x ∈ (x a ; x b ); e(x a ) = e(x b ) = 0:
Since * * ¿ (x) and r 2 ¿0, then the right-hand side is nonpositive, and from the maximum principle it follows that e(x)¿0, x ∈ [x a ; x b ], i.e., r 2 (x)6R(x). The exact solution for R(x) is given by
1=2 ± * * =(2 );
where
and using the assumption on interval [x a ; x b ], estimate (16b) holds true.
Remark 9. For the middle point x * = (x a + x b )=2, it can be proved that the estimates
hold true without any restrictions on interval [x a ; x b ].
Later on, Lemma 8 will be used to estimate the contraction coe cient q in Theorem 5 in the case where the main and interfacial subdomains m , ! m are situated outside the boundary layer.
To estimate q in the case of location of the subdomains inside the boundary layer, we need one more result.
Lemma 10. The solution to (7) with s = 1;
1 (x) satisÿes the estimate
Proof. Introduce the di erence problem
From here and (7), we conclude that function (x) = 1 (x) − 1 (x) satisÿes the di erence problem (x) = 0 1 (x); x ∈ h * ; (x a ) = 0; (x b ) = 0: Since 1 (x)¿0, from the maximum principle for the di erence operator , it follows that (x)60;
x ∈ h * , i.e. 1 (x)6 1 (x); x ∈ h * : Now estimate the solution to (18). From [3] , it follows that on an arbitrary mesh Since R(x)¿0, and using (1b), it follows that the right-hand side of the above equation is nonnegative. Applying the maximum principle, we establish that e(x)60. From here and taking into account that 1 (x) = r(x), x ∈ h * , we get 1 (x)6R(x), x ∈ h * . Since the exact solution R(x) satisÿes the estimate
we prove the lemma.
The interfacial subdomains outside the boundary layer
Denote by a transition point in the space direction from the boundary layer to the smooth region and assume that the boundary layer lies in the interval [0; ]. Consider algorithm (5) Now using Lemma 8 and the above inequalities, we estimate q from (10a) by
In the case = ! and taking into account that = 1=M , from Remark 9, we get the estimate on q in (10a)
This result shows that for su ciently small and moderate M , the convergent rate of the domain decomposition (5) in Theorem 5 is determined by h and but not by the contraction factor q.
The interfacial subdomains inside the boundary layer
To resolve problem (1) inside the boundary layer, suppose that x 1 = , i.e., domain 1 is located inside the boundary layer and M − 1 main subdomains m , m = 2; : : : ; M , lie outside the boundary layer. We also suppose that the main subdomains If we choose a transition point in a standard form (see [3] for details) = |ln |= * ; then we get the estimate
where q is from (19a). In the case = ! , the above estimate becomes
It follows that the convergent rate of the domain decomposition (5) in Theorem 5 is determined by h and but not by the contraction factor q.
Remark 11. Taking into account that the exponentially ÿtted di erence scheme (3) converges to the solution of (1) uniformly on an arbitrary mesh, this scheme gives a great exibility in construction of uniform domain decomposition algorithms based on algorithm (5) and on the piecewise equidistant meshes in the space direction. If, for example, the transition point is chosen in the form = ln N= * (this transition point has been introduced in [9] ) or = 1=2 = * , then we get the estimate on the contraction factor q in the form (20) where √ should be replaced by N −1=2 or exp[ − 1=(2 −1=2 )], respectively. Hence, if 6 0 ¡ 1, algorithm (5) on these piecewise equidistant meshes converges uniformly. 
Numerical results
As a test problem, consider the following problem:
u(0; t) = 1; u(1; t) = 0; u(x; 0) = 0:
with (x) = 1. Note that in the new variableũ(x) = u(x) + (x − 1), this problem becomes (1) with f(x; t; u) = 1 and u 0 (x) = x − 1.
Uniform mesh
Consider algorithm ( 
where U (x; t k ) is the solution of the undecomposed algorithm (3) at time-level t k . In Table 1 , for = 10 −2 , 5 × 10 −3 ; 10 −3 and various values of ; M , we give the average (over ten time-levels) number of iterations n I 0 on the uniform mesh with N = 64 and the maximal size of the interfacial subdomains I ! = I . From the data, it follows that for M ÿxed, n I 0 is a monotone increasing function with respect to the time mesh spacing , and for 610 −3 , n I 0 is independent of the perturbation parameter. We notice that the number of iterations approaches 1 as → 0. These results substantiate the convergent estimate (19b). Table 2 represents the number of iterations on the ÿrst ÿve time-levels for N = 64, = 10 In Table 3 , for various numbers M and sizes I ! of the interfacial subdomains, we represent the average number of iterations with N = 128, = 10 −2 , = 10 −1 . The average number of iterations as a function of the size of the interfacial subdomains is a monotone decreasing function, and this is in agreement with the theoretical estimate (19a). Another notable feature is that this function varies very quickly for small values of I ! , and relatively small sizes of the interfacial subdomains are needed to essentially reduce the number of iterations.
Piecewise equidistant mesh
Suppose that domain 1 lies in the boundary layer, such that x 1 = . To guarantee load balancing of the domain decomposition algorithm (5), similar to (21), we require that each subdomain m , m = 1; : : : ; M; contains the same number of mesh points N=M . Inside the boundary layer [0; ], we introduce the uniform mesh with the step size h = =(N=M ) and outside the layer, the uniform mesh with step size h = (1 − )=(N − N=M ). From (4), we have Table 5 lists the average numbers of iterations n Remark 12. In general, to achieve uniform convergence of a classical upwind scheme for solving problem (1), one needs to use layer-adopted meshes [11] . In the case of the piecewise equidistant mesh of Shishkin type with the transition point = ln N= * , the numbers of mesh points inside the transition layer [0; ] and outside it must be approximately equal to N=2. It means that to guarantee load balancing, we have to decompose the transition and smooth regions into M=2 subdomains each. But if we apply the special di erence scheme (3), the number of mesh points inside the transition region is determined only by the required accuracy of resolving this region. As an example, we have considered the domain decomposition algorithm based on the piecewise equidistant mesh with only one domain 1 inside the transition region and N=M mesh points in it.
Discussion. Summarizing our discussion concerning the numerical experiments, we can conclude that
• The numerical results indicate robustness of the proposed domain decomposition algorithm.
• On the uniform and piecewise equidistant meshes the number of iterations is uniformly bounded in the perturbation parameter.
• The numerical results indicate that as time-level increases, the number of iterations approaches 1.
• Su ciently small interfacial subdomains are needed to essentially reduce the number of iterations.
