Abstract. The gap between the complex structured singular value of a complex matrix M and its convex upper bound is considered. New necessary and sufficient conditions for the existence of the gap are derived. It is shown that determining whether there exists such a gap is as difficult as evaluating a structured singular value of a reduced rank matrix (whose rank is equal to the multiplicity of the largest singular value of M ). Furthermore, if an upper bound on this reduced rank problem can be obtained, it is shown that this provides an upper bound on the original problem that is lower than the convex relaxation upper bound. An example that illustrates our procedure is given. We also give the solution of several structured-approximation problems of independent interest.
1. Notation. R and C denote the sets of real and complex numbers, respectively. 2. Introduction. The structured singular value (µ) [3, 6, 7, 8, 10, 11, 12, 21, 27, 28] has proved to be an effective analytical and design tool in the area of robust control. As an analysis tool, it is used to establish necessary and sufficient conditions for the robust stability of feedback systems subject to structured uncertainty. Combined with H ∞ optimal control methods it serves as a synthesis tool for designing feedback systems subject to tight robust-stability and robust-performance specifications.
Unfortunately, deciding whether the structured singular value of a matrix is less than one (say) is an NP-hard problem [4, 5] . This suggests that given any algorithm to compute µ, there will be "worst-case" problems for which the algorithm will fail to find the answer in polynomial-time. In practice, upper bounds are often used (giving sufficient robust stability and performance conditions), obtained via the so-called Diteration procedure, which solves a convex optimization problem. The introduction of this method was initially motivated by the fact that the gap between µ and its convex upper bound is zero for certain simple uncertainty structures (specifically when 2S+F ≤ 3 where S is the number of scalar uncertainty blocks and F the number of full blocks). This class of problems, however, is too small for most practical applications. In general, the gap between µ and its convex upper bound can be arbitrarily large (but grows no faster than linearly in the number of uncertainty blocks) [19] .
Despite these conclusions about the computational complexity of the general problem, solving special classes of µ problems can be relatively easy: The solution of the rank-one problem [25, 26] , corresponds to the alignment of n complex vectors in two-dimensions. Note that despite its simplicity, this class of problems is sufficiently general for carrying out Kharitonov-type analysis of uncertain polynomials. In [24] , a low-complexity algorithm was given for solving a special class of rank-2 problems. Considering the Cauchy-Binet expansion of the determinant formula, it seems reasonable to conjecture that the computational complexity of the problem is intimately related to its rank. The main result of this work shows that the gap between µ and its convex upper bound may be breached if we can solve a reduced-rank µ problem. In this case, an upper bound tighter than the D-iteration bound can be obtained using a computationally simple procedure (the solution of an eigenvalue problem).
In our previous work [14] we obtained bounds on µ(M ) by embedding the underlying block-structured uncertainty set within a larger set. This was constructed by imposing the least-conservative bound on the projection of the structured uncertainty in the direction defined by the singular vectors corresponding to the smallest singular value of M . The method has been used successfully for real and mixed-type of structured uncertainty, resulting in algorithms with excellent computational performance [15, 17] . In its dynamic version, this technique was also used in [14] to identify the set of all maximally-robust controllers which guarantee robust stability for the largest possible class of unstructured additive perturbations containing the uncertainty ball of maximum radius as a subset. (In this case, directionality arises from the Schmidt vectors of a Hankel operator related to the problem; these remain invariant for all maximally-robust controllers). As noted in [14] , the approach followed in that work suffered from the fundamental limitation that singular value multiplicity larger than one was not considered. As a result, the bounds on µ obtained by this method cannot outperform the D-iteration bounds (unless the largest singular value of the scaled matrix is simple, in which case the D-iteration bound is equal to µ). In this paper we rectify this limitation by considering singular values of arbitrary multiplicity. In the following few paragraphs we outline the general approach of this work more formally.
Let M ∈ C n×n have a singular value decomposition
n×n denote a block diagonal structured uncertainty set and let B∆ = {∆ ∈ ∆ : ∆ ≤ 1} denote its unit ball. The complex structured singular value of M is defined as µ ∆ (M ) = r ∆ (M ) −1 where
is the structured stability radius (if det(
where the infimum in the right hand side is the so-called D-iteration upper bound. Note that an alternative form of this upper bound is:
This follows readily from the equivalences: In the sequel, extensive use is made of the following optimization problems associated with M and their solutions:
so that M 0 is obtained from the singular value decomposition of M in (2.1) by setting The following result uses a semidefinite relaxation of the nonconvex optimization in (2.6) to derive an upper bound, shows that the gap is zero and proves that the optimum is 1 if M is the (scaled) output of the D-iteration.
Lemma 2.3. With all variables as defined above,
Furthermore, if the optimum in (2. 3) is 1, the optimum in (2.6) is 1. Proof. See Appendix A. It is clear that M = 1 is an upper bound on µ ∆ (M ) and on (2.5) and (2.6). Suppose thatφ 1 andφ 2 are upper bounds on (2.5) and (2.6). The contribution of this paper is to show that ifφ 1 orφ 2 is less than 1, then we can derive an upper bound on µ ∆ (M ) which is also less than 1. More specifically, since ρ(E 1 V ∆U E 1 ) ≤φ 1 ∆ and E 1 V ∆U E 1 ≤φ 2 ∆ for all ∆ ∈ ∆ where E 1 is the matrix of the first m columns of the n × n identity matrix, then
−1 , evaluated in Section 4, is an upper bound on µ ∆ (M ). Remark 2.4. It is implicit in the work in [21] [14] , Theorem 4.6 for details.
Our general approach in this work closely resembles the method used in [18] for breaching the duality gap between the quadratic integer programming problem and its semidefinite relaxation. Our results in that case involved considerably less technical detail than our present work, although the core idea is similar: The objective in both cases is to apply a convex relaxation to a computationally intractable (NP-hard) problem and, subsequently, to explore the properties of optimal solution of the dual problem in order to reduce the duality gap. This is achieved in both cases by solving a problem of the same form as the primal, but of reduced complexity. In the next few paragraphs of the section we highlight the main results of [18] and its similarities with our present work. We hope that this will make the logic behind the sequence of arguments given in this paper easier to follow.
The Quadratic Integer Programming (QIP) problem involves the maximization of the quadratic form x Qx, in which Q = Q ∈ R n×n and x is allowed to vary over {−1, 1} n . Since this involves 2 n−1 functions evaluations, the computational complexity of the problem grows exponentially in n. Denote the maximum of the primal problem by γ. The convex relaxation upper boundγ of the problem involves the minimization of the trace of a diagonal matrix D such that D − Q ≥ 0. It can be shown [18] that: (i) the optimal D matrix, D 0 say, is unique; (ii) a simple sufficient condition for the duality gap γ −γ to be zero is that the null-space of D 0 − Q is onedimensional; (iii) A necessary and sufficient condition for the duality gap to be zero is that γ m = 
In other words the duality gap can be breached by evaluating γ m . Now the maximization defining γ m has the same form as the primal problem with the crucial difference that now rank(V V ) = m < n (potentially m is much smaller than n). It is shown in [18] that the evaluation of γ m can be performed in polynomial time (in n) and is of complexity O(n m−1 ). Geometrically the problem corresponds to the evaluation of the extreme points of a zonotope with n generating vectors in m − 1 dimensions and can be solved by a variety of techniques. In [18] a reverse-enumeration algorithm was used based on the work of [1] which was found to perform well in practice.
For the problem considered in this work, the primal problem is the evaluation of the structured singular value of an arbitrary matrix (µ(M )), while the the dual problem corresponds to its D-iteration upper bound (equation (2.3)). Since the constraint set of the dual problem is convex, the optimal solution can be easily calculated (e.g. via LMI techniques). Redefine M by absorbing the D-iteration matrix scalings and dividing by its norm so that M = 1. Let m be the multiplicity of the largest singular value of M (equal to one) and define U 1 and V 1 via the singular value decomposition of M in (2.1). It is well known [21] that µ(M ) = 1 if m = 1. In general to test whether µ(M ) is achieved at the end of the D-iteration we need to verify whether µ(M 0 ) = 1 which is a reduced rank (m-rank) µ-problem. Breaching the duality gap also requires evaluating µ(M 0 ) (or at least obtaining an upper boundφ 1 less than 1) and solving an eigenvalue problem (see Theorem 4.1 and Remark 4.2). Note that in this case, since M is redefined at the end of the D-iteration procedure, we must haveφ 2 = 1.
The similarities of the approach in the two problems are clear. The link is potentially important because it allows to transfer intuition across different problem domains. We believe that this approach is sufficiently general and can be applied to a more general class of optimization problems when convex relaxations are used.
The structure of the paper is as follows: In Section 3 we generalize an approach proposed in [16] to matrices with multiple largest singular value, by solving a number of approximation problems involving the structured distance of a matrix to singularity, starting from the simplest case (zero uncertainty matrix sub-block) and progressively moving to more general cases (uncertainty sub-block is a fixed matrix, uncertainty sub-block is free to vary over a compact set). In each case the minimum distance to singularity is obtained in closed-form and involves only straightforward numerical calculations (e.g. the solution of an eigenvalue problem); a complete parameterization of all optimal (minimum-norm) singularizing perturbations is also given in each case. The link to the structured singular value is obtained by specializing these results to a specific structured uncertainty set involving simultaneous spectral radius and norm constraints. This is obtained in Theorem 3.19 which gives the optimal solution in terms of a Toeplitz matrix (and its transformations). The link with µ is formalized in Section 4 (Theorem 4.1) where the procedure for breaching the convex bound is outlined. An illustrative example is given in Section 5. The results of the work are summarized in Section 6. Finally, the main conclusions are drawn in Section 7 and the proof of Lemma 2.3 is included in Appendix A. 
and the set of all optimal structured rank reducing perturbations
In this notation the (unstructured) distance to singularity will be denoted as
Recall that, unless specified otherwise, all matrices are assumed to be complex. It is thus implicit that ∆ ∈ C n×n in the definition of γ ∆ 11 above. For the remainder of this section, we evaluate γ ∆ 11 and D ∆ 11 for several sets ∆ 11 .
3.1. ∆ 11 = C . When m = 1, it is clear that the unstructured distance of A from singularity is
and the set of all optimal rank reducing perturbations is given by
In [16] the (1,1) entry of the permissible perturbations was constrained to have modulus ≤ φ where 0 ≤ φ < 1 to obtain the following structured distance to singularity.
. . , a n ) with 1 < a 2 < · · · < a n be given and define
, and for φ < 1, the set of all optimal rank reducing perturbation is given by 
Proof. The proof that γ C m×m = 1 is well known. To prove that all minimizers are given by (3.1) let ∆ ∈ C n×n such that ∆ = 1 and det(A − ∆) = 0. Let (A − ∆)x = 0 for some x = x 1 x 2 with x 1 ∈ C m and such that x = 1. Then
since σ(A) = 1. It is straightforward to verify that all such ∆ are captured by (3.1).
3.4. ∆ 11 = {0 m×m } . Thus a natural generalization of Theorem 3.2 is to impose constraints on E 1 ∆E 1 so that (3.2) is violated. We start with the simplest constraint: 3 . Then the structured distance to singularity is
Furthermore all optimal rank reducing perturbations are generated by
n×n is unitary and
Proof. A calculation verifies that all ∆ of the form (3.4) have norm √ a 3 and satisfy det(A − ∆) = 0. Thus √ a 3 is an upper bound. Let ∆ ∈ C n×n be such that
It is clear that x 2 = 0 since A 1 has full rank and a little reflection will verify that
with the (1,1) entry of Z ∆Z equal to zero. It follows from Theorem 3.2 (setting φ = 0) and the fact that Z = z 1 = z 2 = 1 that
with equality if and only if z 1 = z 11 0 and z 2 = z 33 0 with z 11 ∈ C m 1 and z 33 ∈ C m 3 . Thus √ a 3 is a lower bound and this proves (3.3).
To prove that (3.4) captures all optimal structured perturbations it suffices to show that any ∆ which minimizes (3.3) can be written in the form of (3.4). Let
be any minimizer of (3.3). Also introduce the finer partitions:
Since ∆ is optimal, a previous argument implies that
and in fact the second matrix in the LHS of (3.6) is an optimal rank-reducing approximation of the first matrix in the LHS of (3.6), with the constraint that the (1,1) entry is zero. Using the parameterization of Theorem 3.2 (with φ = 0), and noting that
and
for some θ ∈ (−π, π]. Next define any two unitary completions U ⊥ and V ⊥ of e jθ z 11 and z 33 , respectively, to construct unitary matrices W 1 = e jθ z 11 U ⊥ and W 3 = z 33 V ⊥ , and consider the product
where ψ = e −jθ . Using the first equation in (3.7), the (1, 1) block in the RHS of the above equation may be written as √ a 3 . Now, since W 1 and W 3 are unitary and
A similar argument using the second equation in (3.7) and (3.8) shows that
where again the E ij 's andẼ ij 's are well-defined matrices of the appropriate dimensions. Again using ∆ = √ a 3 shows that allẼ ij = 0. Writing ∆ in full using the form of its partitions defined in (3.9), (3.10) and (3.11) and extracting matrix factors W = diag(W 1 , I m 2 , W 3 , I m 4 ) and W from the left and the right respectively, shows that ∆ agrees with the form given in (3.4) . Finally, the required contractive property in (3.5) follows directly from ∆ = √ a 3 .
3.5. 
Proof.
1. This follows from a simple calculation.
2. This follows from the definition of the linear fractional map.
3. This is a standard result and follows from the identity
where we have used the identity in Part 3. On the other hand,
so that λ(a 2 I −EE ) = 0. Thus a = E which proves the result. Proof. We use a lifting procedure to reduce the problem to the case ∆ 11 = 0. Since ∆ 11 ≤ 1, for any γ > 1 there exist γ-unitary completions of ∆ 11 of the form
It is clear that a m+1 is an upper bound to (3.12) (take ∆ = diag(∆ 11 , a m+1 I n−m )), so we can assume that γ ≤ a m+1 . Define (2) and (3) of Lemma 3.6 prove that (X
It is not difficult to show that
γ, (3.14) where the last two equalities follow from Lemma 3.5. Now (X
It follows that the inequality constraint in (3.14) is an equality. Part (4) of Lemma 3.6 now establishes that
and this proves (3.12). Note that a m+1 = I +ζ(I −∆ 11 )
and since ζ > 0, it follows that the minimum ζ in (3.15) is given by ζ o where Lemma 3.7 shows that the structured distance to singularity when the perturbation ∆ is constrained such that E 1 ∆E 1 = ∆ 11 for a given ∆ 11 ∈ C m×m such that ∆ 11 ≤ 1 and I − ∆ 11 is nonsingular reduces to a simple eigenvalue evaluation.
3.6. ∆ 11 = {∆ 11 ∈ C m×m : ∆ 11 ≤ 1, (I − ∆ 11 ) −1 exists and is bounded } . The following result allows us to evaluate the structured distance to singularity for a general class of constraints on E 1 ∆E 1 .
Lemma 3.11. Let A and E 1 be as in Definition 3.1 and let ∆ 11 be any compact subset of C m×m such that ∆ 11 ≤ 1 and that (I − ∆ 11 ) −1 exists and is bounded for all ∆ 11 ∈ ∆ 11 . Then 
Proof. The first part follows from Lemma 3.7 and the compactness of ∆ 11 . For any ∆ 11 ∈ ∆ 11 , define f ∆ 11 (ζ) = I + ζ(I − ∆ 11 )
is not a maximizer for (3.18) 
Then by continuity, there exists 0 < ζ 1 < ζ o such that f ∆ 1 (ζ 1 ) = a m+1 contradicting the minimality of ζ o . That ζ o is increasing in a m+1 also follows from continuity.
Remark 3.12. Lemma 3.7 transforms the structured distance to singularity on the left hand side of (3.16) to the minimization in (3.17) , which in turn is transformed using Lemma 3.11 to the minimization in (3.18) . Note, however, that this last maximization involves ζ o , the minimum of (3.17) . Furthermore, the lemma shows only that the minimizers of (3.17) are a subset of the maximizers of (3.18) . For the class of structured constraints we consider below, we show that the maximizers of (3.18) are (i) independent of ζ o and (ii) are also minimizers for (3.17) .
Finally, we evaluate the structured distance to singularity for a subset of ∆ 11 defined in Subsection 3.6. Problem 3.13. Let A and E 1 be as in Definition 3.1. Then for any 0 ≤ φ 1 ≤ φ 2 ≤ 1, find the structured distance to singularity (3.20) and the set of all structured rank reducing perturbations
Remark 3.14. The structured distance to singularity in (3.19) 
We opted for (3.20) for convenience. 
. In the next section, we use this observation to relate the results of this section to the structured singular value.
It follows from Lemmas 3.7 and 3.11 that the evaluation of the distance to singularity requires the solution of the maximization problem in (3.18). 
is the upper triangular Toeplitz matrix defined by
We first derive some properties of ∆
. The constraints in (3.20) can be written as
All the eigenvalues of ∆ and gives a sense in which the singular value constraints are also maximally achieved.
Lemma 3.16.
Hence, . Then,
This proves the first result and establishes that [φ .24) it follows that the only non-uniqueness is in the Cholesky factorizations in (3.26) . It is a simple exercise to verify that this is covered by (3.22) .
Before we state our main results, we need the following two technical lemmas.
Proof. First write L 2 and L 3 in the form L 2 = l 2 l 2 and L 3 = l 3 l 3 where l 2 and l 3 are column vectors, and decompose l 3 in directors parallel and orthogonal to l 2 , i.e.
Clearly
and hence l 3 = λl 2 for some λ ∈ C. Using again Y ≥ 0 shows that |λ| ≤ √ β and so
contradicting the positive-definiteness of L 1 . The following is our main result for this section. and F = I + ζX −1 . Using a Schur complement argument,
where we have set
and where we have assumed that γ > max{|1 + ζ 1−δ | 2 , (I + ζX −1 ) } since the right hand side is clearly not the maximum γ. Thus (3.27) can be written as
Next, we maximize (3.29) with respect to Y , that is, for given ∆ m−1 11
and is therefore feasible since ∆ m φ 1 ,φ 2 satisfies this property. That Y = 0 is the only maximizer for (3.30) follows from Lemma 3.17 with
where γ o is the maximum in (3.30). It follows that (3.29) can be written as
Next, we maximize γ with respect to δ. Now,
where
which vanishes when δ is real. Setting δ real,
which is positive for all δ, so γ is maximized by δ = φ 1 . It follows from Lemma 3.18 that all diagonal entries of a maximizing ∆ (2.5) and (2.6) , respectively, and assume that 0 ≤φ 1 ≤φ 2 ≤ 1. Then a lower bound on the structured stability radius r ∆ (M ), defined in (2.2) , is given by
:= min
and is decreasing in σ m+1 , where
is defined in (3.23) . Furthermore, 
To turn the "absolute" bounds ρ(E 1 ∆E 1 ) ≤φ 1 .9) is given by all ∆ ∈ C n×n such that det(A − ∆) = 0, ρ(E 1 ∆E 1 ) ≤φ 1 r ∆ (M ) and E 1 ∆E 1 ≤φ 2 r ∆ (M ), or equivalently,
where W is an arbitrary unitary matrix (see Remarks 3.14, 3.15 and 3.21). Now equality is possible in (2.9) if and only if there exits a minimizer of the LHS of (2.9) which is also a minimizer of the RHS of (2.9), i.e. if and only if there exists a ∆ ∈ ∆ such that 
It follows that γ is the smallest real eigenvalue larger than 1 of the 4m × 4m block matrix in (4.3 [14] which solved the case m = 1. That result was limited since, at the end of the D-iteration, the largest singular value has multiplicity larger than one (else it is equal to µ ∆ (M )) [21] .
In the final part of this section we outline the main steps of an algorithm which may be used to breach the D-iteration upper bound of M provided a reduced-rank µ problem can be solved. 6. Summary. In this section we summarize our results. All variables are as defined in Theorem 4.1. Our main results are as follows:
• We have shown that µ ∆ (M ) = 1 if and only if µ ∆ (M 0 ) = 1. It follows that determining whether there exists a gap between µ and its upper bound is equivalent to solving a µ problem of rank equal to the multiplicity of the largest singular value of M . • If we can obtain an upper bound on µ ∆ (M 0 ) less than 1, then we have given an upper bound on µ ∆ (M ) which is smaller than 1. Other secondary results are
• We used a semidefinite relaxation of the nonconvex optimization in (2.6) to derive an upper bound which admits no gap (Lemma 2.3).
• We generalize the distance to singularity results of [16] to the matrix case (Corollary 3.20).
• We solve a distance problem (Theorem 3.22).
7.
Conclusions. The approach in [16] for tackling structured uncertainty was proposed around the time µ was proposed and seems to have been neglected. We have established a connection between these two approaches and we hope interest in the first approach will revive.
Hitherto, the interest in low rank µ problems has been limited to some properties concerning the gap between µ and its upper D-iteration bound and other theoretical considerations [20, 24, 25, 26] . We have shown that the solution of a reduced rank µ problem, which has limited direct relevance to realistic structured uncertainty descriptions, will induce an upper bound on the more relevant full rank problem. It is not clear at present whether the reduced rank µ problems constructed here have any special structure that makes them hard to compute. We hope that our work will spur more research on the reduced rank problem to help answer this question.
The approach followed here shares many characteristics with our previous work on the quadratic integer programming problem [18] and can potentially be extended to a wide class of optimization problems utilizing convex relaxation techniques. Proof. See [21] . Note that our definition of Z is slightly different from the definition in [21] 
and hence via a continuity argument [11] the optimum in ( Also,
Thus U 1 ZU 1 −V 1 ZV 1 > 0 for some Z ∈ Z which contradicts Lemma A.5. Lemma 2.3 now follows from Lemma A.4 and Lemma A.7.
