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FLOW MONOTONICITY AND STRICHARTZ INEQUALITIES
JONATHAN BENNETT, NEAL BEZ, AND MARINA ILIOPOULOU
Abstract. We identify complete monotonicity properties underlying a variety of well-known sharp
Strichartz inequalities in euclidean space.
1. Introduction
Awide variety of important inequalities in analysis and geometry may be understood as a consequence
of the monotonicity of associated functionals along appropriate flows. Perhaps the simplest and best-
known example is the Cauchy–Schwarz inequality on L2(Rd), which is easily seen to follow from the
observation that the quantity
t 7→
∫
Rd
(et∆|f1|2)1/2(et∆|f2|2)1/2
is nondecreasing, and thanks to the quadratic nature of the flows, converges to ‖f1‖2‖f2‖2 as t→∞.
Such monotonicity phenomena are quite revealing, often allowing the identification of extremisers and
sharp constants for the associated inequalities. We refer the reader to the survey articles [3] and [13]
for further discussion of this diverse and far-reaching theory.
In [4] it was observed that such a monotonicity phenomenon exists in the context of the Strichartz
estimates
(1) ‖eis∆f‖LpsLqx(R×Rd) ≤ Cp,q‖f‖L2(Rd);
2
p
+
d
q
=
d
2
; 2 ≤ p, q ≤ ∞; (p, q, d) 6= (2,∞, 2)
for the linear time-dependent Schro¨dinger equation. In particular, it was shown that the quantity
(2) t 7→ ‖eis∆(et∆|f |2)1/2‖LpsLqx(R×Rd)
is nondecreasing whenever q ∈ 2N and q divides p; i.e. for (p, q, d) = (6, 6, 1), (8, 4, 1), (4, 4, 2). This
elementary result, while quite striking, has a number of shortcomings. In particular, it does not
appear to extend easily to other dispersive/wave equations, other flows, the broader scale of Sobolev–
Strichartz estimates or more general exponents p, q. The purpose of this paper is to show that much
of this rigidity may be overcome if the underlying flows are chosen to be linear rather than quadratic.
For example, we shall see in Section 2 that the quantity
(3) t 7→ Cpp,q‖et∆f‖pL2(Rd) − ‖eis∆et∆f‖pLpsLqx(R×Rd)
is nonincreasing whenever q ∈ 2N and q divides p. Here Cp,q denotes the constant in (1). Moreover,
provided one is prepared to replace the constant Cp,q with a larger one, the arithmetic restriction
that q ∈ 2N and q divides p may be completely removed. As may be expected, the monotonicity
of both quantities (2) and (3) may be obtained by differentiating with respect to t followed by a
careful application of the divergence theorem in spatial variables. However, by contrast with (2), the
linear flow in (3) permits an alternative Fourier-analytic approach via Plancherel’s theorem. This
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feature allows us to identify flows and similar monotone quantities associated with a variety of well-
known sharp Strichartz and Sobolev–Strichartz estimates in the setting of other dispersive and wave
equations. For example, in the setting of the wave equation we see that the heat extension et∆f should
be replaced with the harmonic extension e−tDf where D =
√−∆. Furthermore, these monotone
quantities turn out to be completely monotone (or totally monotone) in the sense that their kth
derivatives have sign (−1)k for all k ∈ N.
It seems plausible that the perspectives of this paper may bear fruit in more general contexts where
explicit expressions for solutions are not available. Notice that, for example, the monotonicity of (3)
may be rewritten as the monotonicity of the expression
(4) t 7→ Cpp,q
(∫
Rd
|u(0, t, x)|2 dx
)p/2
−
∫
R
(∫
Rd
|u(s, t, x)|q dx
)p/q
ds
where u : R× (0,∞)× Rd → C satisfies the equations
(5)
∂u
∂t
= i
∂u
∂s
= ∆xu.
As we shall see in Section 3, this permits arguments using mainly calculus, provided one is prepared
to sacrifice the sharp constant Cp,q in (1).
Organisation. Section 2 is devoted to such monotonicity results in the context of sharp Strichartz
inequalities for dispersive and wave equations in settings where Fourier-analytic methods are available.
In Section 3 we make some observations about monotonicity without the arithmetic restriction q ∈ 2N
and q|p. In Section 4 we identify similar elementary monotonicity phenomena associated with the
closely-related Stein–Tomas restriction theorem for general curved surfaces in low dimensions. Finally,
in Section 5 we make some observations about such monotonicity in the setting of the Strichartz
inequalities for the kinetic transport equation, along with certain intimately related k-plane transform
inequalities.
It is interesting to contrast the results and perspectives of this paper with those of Planchon and
Vega [27]; see also the section on monotonicity formulae in [29].
2. Monotonicity and sharp Strichartz inequalities for dispersive equations
In this section we reveal the complete monotonicity of several functionals associated with sharp
space-time estimates, including certain classical Strichartz estimates, for the Schro¨dinger, wave and
Klein–Gordon propagators. In the Schro¨dinger case we have the most to say, and so it is here that
we will begin.
Throughout this section, we use the notation Im(f) for the functional given by
Im(f) =
∫
(Rd)m
|Π̂(f)(ξ)|2K(ξ) dξ
for appropriate f : Rd → C and m ≥ 2. Here, K : (Rd)m → [0,∞) is some nonnegative kernel, and
Π is some transformation which takes functions on Rd to functions on (Rd)m. For each of the main
results in this section, the pair (Π,K) will be different, and for brevity we suppress the dependence
on (Π,K) in the notation for Im.
The class of measurable functions f : Rd → C for which Im(f) is finite will be denoted by Υm. We
will use the Fourier transform heavily in this section, and since we are tracking explicit constants, we
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clarify that the Fourier transform we use is
f̂(ξ) =
∫
Rd
f(x)e−ix·ξ dx
for appropriate f : Rd → C. We also use the notation F˜ for the space-time Fourier transform of
appropriate F : R× Rd → C.
2.1. The Schro¨dinger equation.
Theorem 1. Let d ≥ 2, m ≥ 2 and f ∈ Υm. Then the function Q : (0,∞)→ R given by
Q(t) = S(m, d)Im(e
t∆f)− ‖eis∆et∆f‖2mL2m(R×Rd)
is completely monotone (decreasing). Here, the constant S(m, d) is given by
S(m, d) =
|S(m−1)d−1|
2m
dm−2
2 (2π)(2m−1)d−1
,
Π(f) is the m-fold tensor product
Π(f) = f ⊗ · · · ⊗ f
and
K(ξ) =
( ∑
1≤i<j≤m
|ξi − ξj |2
)1
2 (d(m−1)−2)
.
The exponent on the kernel 12 (d(m−1)−2) is nonnegative whenever d ≥ 2 and m ≥ 2, and vanishes if
and only if (m, d) ∈ {(3, 1), (2, 2)}. Before going further, we immediately state the following corollary,
which concerns the classical Strichartz estimates which are contained in Theorem 1, or quickly follow
from it.
Corollary 2. Suppose (p, q, d) ∈ {(6, 6, 1), (8, 4, 1), (4, 4, 2)} and f ∈ L2(Rd). Then the function
Q : (0,∞)→ R given by
Q(t) = Cpp,q‖et∆f‖pL2(Rd) − ‖eis∆et∆f‖pLpsLqx(R×Rd)
is completely monotone (decreasing), where
Cp,q =

12−1/12 , (p, q, d) = (6, 6, 1)
2−1/4 , (p, q, d) = (8, 4, 1)
2−1/2 , (p, q, d) = (4, 4, 2)
.
The underlying inequality for the monotone quantity Q in Theorem 1, obtained by comparing Q(t)
in the limiting cases t→ 0 and t→∞, states that
(6) ‖eis∆f‖2mL2m(R×Rd) ≤ S(m, d)
∫
(Rd)m
m∏
k=1
|f̂(ξk)|2
( ∑
1≤i<j≤m
|ξi − ξj |2
)α
dξ,
where α = 12 (d(m − 1) − 2). The constant S(m, d) is optimal and certain gaussian functions form
the set of extremisers. In full generality, inequality (6) and the characterisation of extremisers is due
to Carneiro [10], and in the cases (m, d) ∈ {(3, 1), (2, 2)} corresponding to α = 0, these facts were
established earlier by Foschi [19] and Hundertmark–Zharnitsky [21]. Focussing on the case m = 2, (6)
simplifies to
(7) ‖eis∆f‖4L4(R×Rd) ≤
|Sd−1|
2d(2π)3d−1
∫
(Rd)2
|f̂(ξ1)|2|f̂(ξ2)|2|ξ1 − ξ2|d−2 dξ
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which may be viewed as a sharp relative of the classical Sobolev–Strichartz estimate
(8) ‖eis∆f‖L4(R×Rd) . ‖f‖
H˙
d−2
4 (Rd)
.
Ozawa–Tsutsumi [26] established the following sharp inequality which may also be interpreted as
relative of (8), requiring only L2 regularity on the initial data, and compensating for this by measuring
the solution in a classical homogeneous Sobolev space of nonpositive order
(9) ‖(−∆) 2−d4 |eis∆f |2‖2L2(R×Rd) ≤
|Sd−1|
4(2π)d−1
‖f‖4L2(Rd) .
Here d ≥ 2, the constant is optimal, and again this has gaussian extremisers (it was observed in [26]
that gaussians are amongst the extremisers; see [6] for the full characterisation). Estimates (7) and (9)
bring to mind important work of Beals [2] and Klainerman–Machedon [24], [25] on null form estimates
in the context of the wave equation.
Our next result shows that the sharp Ozawa–Tsutsumi inequality (9) also enjoys complete mono-
tonicity under heat-flow.
Theorem 3. Let d ≥ 2 and f ∈ L2(Rd). Then the function Q : (0,∞)→ R given by
Q(t) =
|Sd−1|
4(2π)d−1
‖et∆f‖4L2(Rd) − ‖(−∆)
2−d
4 |eis∆et∆f |2‖2L2(R×Rd)
is completely monotone (decreasing).
We shall see that a nice feature of our proofs of Theorems 1 and 3 is that they follow the same
fundamental steps; this can be viewed as a unification of the underlying sharp inequalities, whose
previously known proofs were rather different.
Proof of Theorem 1. Using Fourier inversion and by multiplying out the L2m norm we obtain
‖eis∆et∆f‖2mL2m(R×Rd) =
∫
Rd+1
∣∣∣∣ 1(2π)d
∫
Rd
eix·ξe−is|ξ|
2
e−t|ξ|
2
f̂(ξ) dξ
∣∣∣∣2m dxds
=
1
(2π)(2m−1)d−1
∫
(Rd)m
∫
(Rd)m
e−2t|ξ|
2
Π̂(f)(ξ)Π̂(f)(η) dΣξ(η)dξ,
where, for each ξ ∈ (Rd)m, dΣξ is the measure
dΣξ(η) = δ
( m∑
j=1
ξj −
m∑
j=1
ηj
)
δ
( m∑
j=1
|ξj |2 −
m∑
j=1
|ηj |2
)
dη.
Lemma 4. For all ξ ∈ (Rd)m we have
(10)
∫
(Rd)m
dΣξ =
|S(m−1)d−1|
2m
dm−2
2
K(ξ).
Proof. Let the measure dµ be given by dµ(σ, ζ) = δ(σ − |ζ|2). Then, the mass of dΣξ is dµ(m)(σ, ζ),
where
(σ, ζ) =
( m∑
j=1
|ξj |2,
m∑
j=1
ξj
)
and dµ(m) is the m-fold convolution of the measure dµ with itself. Since dµ is invariant under the
affine map
(σ, ζ) 7→ (σ + 2ζ · v + |v|2, ζ + v)
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for fixed v ∈ Rd, it follows that
dµ(m)(σ, ζ) = dµ(m)(σ + 2ζ · v +m|v|2, ζ +mv).
Choosing v = − ζm we obtain
dµ(m)(σ, ζ) = dµ(m)(σ − 1m |ζ|2, 0) = (σ − 1m |ζ|2)
1
2 (d(m−1)−2)dµ(m)(1, 0),
where the second equality follows by a simple change of variables. The constant dµ(m)(1, 0) can be
computed using polar coordinates; finally we obtain
dµ(m)(σ, ζ) =
|S(m−1)d−1|
2m
d
2
(σ − 1m |ζ|2)
1
2 (d(m−1)−2)
and using the identity
m
m∑
j=1
|ξj |2 −
∣∣∣∣ m∑
j=1
ξj
∣∣∣∣2 = ∑
1≤i<j≤m
|ξi − ξj |2
we obtain the claimed expression for the mass of dΣξ. 
Remark 5. The above proof of Lemma 4 generalises the argument of Foschi in Lemmas 3.2 and 4.1
of [19] which covered the cases (m, d) ∈ {(3, 1), (2, 2)}.
Using Lemma 4, we may write
S(m, d)Im(e
t∆f) = S(m, d)
∫
(Rd)m
e−2t|ξ|
2 |Π̂(f)(ξ)|2K(ξ) dξ
=
1
(2π)(2m−1)d−1
∫
(Rd)m
∫
(Rd)m
e−2t|ξ|
2 |Π̂(f)(ξ)|2 dΣξ(η)dξ
and since dΣξ(η)dξ = dΣη(ξ)dη and |ξ|2 = |η|2 on the support of this measure, it follows that
S(m, d)Im(e
t∆f) =
1
2(2π)(2m−1)d−1
∫
(Rd)m
∫
(Rd)m
e−2t|ξ|
2
(|Π̂(f)(ξ)|2 + |Π̂(f)(η)|2) dΣξ(η)dξ.
Therefore
Q(t) =
1
2(2π)(2m−1)d−1
∫
(Rd)m
∫
(Rd)m
e−2t|ξ|
2 |Π̂(f)(ξ)− Π̂(f)(η)|2 dΣξ(η)dξ
and Q is manifestly completely monotone (decreasing). 
Proof of Corollary 2. It is helpful to write
Qp,q,d[f ](t) = C
p
p,q‖et∆f‖pL2(Rd) − ‖eis∆et∆f‖pLpsLqx(R×Rd)
for the quantity Q(t) in the statement of Corollary 2.
When (m, d) ∈ {(3, 1), (2, 2)}, Plancherel’s theorem implies
Im(f) = (2π)
dm‖f‖2mL2(Rd)
and the complete monotonicity of Q6,6,1[f ](t) and Q4,4,2[f ](t) immediately follows from Theorem 1.
Finally, using the identity
‖eis∆et∆f‖8L8sL4x(R×R) = ‖e
is∆et∆(f ⊗ f)‖4L4(R×R2),
where ∆ is either one-dimensional or two-dimensional depending on the context, we obtain
Q8,4,1[f ](t) = Q4,4,2[f ⊗ f ](t)
and the complete monotonicity of Q8,4,1[f ](t) follows. 
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Proof of Theorem 3. Using Plancherel’s theorem in the space-time variables we obtain
‖(−∆) 2−d4 |eis∆et∆f |2‖2L2(R×Rd) =
1
(2π)d+1
∫
Rd+1
|ζ|2−d| ˜|eis∆et∆f |2(τ, ζ)|2 dζdτ.
We have
˜eis∆et∆f(τ, ζ) = 2πδ(τ + |ζ|2)êt∆f(ζ) = 2πδ(τ + |ζ|2)e−t|ζ|2 f̂(ζ)
and therefore
˜|eis∆et∆f |2(τ, ζ) = 1
(2π)d+1
˜eis∆et∆f ∗ ˜eis∆et∆f (τ, ζ)
=
1
(2π)d−1
∫
(Rd)2
e−t|ξ|
2
f̂(ξ1)f̂(ξ2)δ(τ + |ξ1|2 − |ξ2|2)δ(ζ − ξ1 − ξ2) dξ.
Expanding the L2 norm gives
‖(−∆) 2−d4 |eis∆et∆f |2‖2L2(R×Rd)
=
1
(2π)3d−1
∫
(Rd)2
∫
(Rd)2
e−t(|ξ|
2+|η|2)|ξ1 + ξ2|2−df̂(ξ1)f̂(ξ2)f̂(η1)f̂(η2) ×
δ(−|ξ1|2 + |ξ2|2 + |η1|2 − |η2|2)δ(ξ1 + ξ2 − η1 − η2) dξdη
and a relabelling of the variables (ξ1, η1, ξ2, η2)→ (ξ1, η1, η2, ξ2) implies
‖(−∆) 2−d4 |eis∆et∆f |2‖2L2(R×Rd) =
1
(2π)3d−1
∫
(Rd)2
∫
(Rd)2
e−2t|ξ|
2
Π̂(f)(ξ)Π̂(f)(η) dΣξ(η)dξ
where
Π(f) = f ⊗ f(− ·)
and
dΣξ(η) = |ξ1 + η2|2−dδ(|η1|2 + |η2|2 − |ξ1|2 − |ξ2|2)δ(η1 − η2 − (ξ1 − ξ2))dη.
Note that Π(f) and dΣξ are not the same as in Theorem 1; importantly, however, we do have the
following analogue of Lemma 4.
Lemma 6. For each ξ ∈ (Rd)2 we have∫
(Rd)2
dΣξ =
|Sd−1|
4
.
Proof. The change of variables (ζ1, ζ2) = (η1 + ξ2, η2 + ξ1) gives∫
(Rd)2
dΣξ(η) =
∫
(Rd)2
|ζ2|2−dδ(|ζ1 − ξ2|2 + |ζ2 − ξ1|2 − |ξ1|2 − |ξ2|2)δ(ζ1 − ζ2) dζ
=
1
2
∫
Rd
|ζ2|2−dδ(|ζ2|2 − ζ2 · (ξ1 + ξ2)) dζ2
and changing to polar coordinates gives∫
(Rd)2
dΣξ(η) =
1
2
∫
Sd−1
∫ ∞
0
δ(r − ω · (ξ1 + ξ2))drdω = |S
d−1|
4
as claimed. 
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By Lemma 6 and the symmetry relation dΣη(ξ)dη = dΣξ(η)dξ,
(2π)2d|Sd−1|
4
‖et∆f‖4L2(Rd) =
∫
(Rd)2
∫
(Rd)2
e−2t|ξ|
2 |Π̂(f)(ξ)|2 dΣξ(η)dξ
=
1
2
∫
(Rd)2
∫
(Rd)2
e−2t|ξ|
2(|Π̂(f)(ξ)|2 + |Π̂(f)(η)|2) dΣξ(η)dξ
from which we obtain
Q(t) =
1
2(2π)3d−1
∫
(Rd)2
∫
(Rd)2
e−2t|ξ|
2 |Π̂(f)(ξ)− Π̂(f)(η)|2 dΣξ(η)dξ
and hence Q is completely monotone (decreasing). 
In the forthcoming subsections, we prove analogous results to Theorem 1 (and Corollary 2) for the
wave and Klein–Gordon equations.
2.2. The wave equation. We consider pairs (m, d) such that d ≥ 3 and m ≥ 2, or d = 2 and m ≥ 3.
Define an associated exponent β ≥ 0 by
β = β(m) =
(d− 1)(m− 1)− 2
2
and a constant A(m, d) by
A(2, d) =
|Sd−1|
2d−2
and for m ≥ 3,
A(m, d) =
|Sd−1|m−1
22β(m)+1
m−1∏
j=2
B(d− 1, β(j) + 1).
Here, B(x, y) =
∫ 1
0
rx−1(1 − r)y−1 dr is the beta function.
Theorem 7. Suppose either d ≥ 3 and m ≥ 2, or d = 2 and m ≥ 3. For any f ∈ Υm the function
Q : (0,∞)→ R given by
Q(t) = W(m, d)Im(e
−tDf)− ‖eisDe−tDf‖2mL2m(R×Rd)
is completely monotone (decreasing). Here, the constant W(m, d) is given by
W(m, d) =
2β(m)
(2π)(2m−1)d−1
A(m, d),
Π(f) is the m-fold tensor product
Π(f) = D
1
2 f ⊗ · · · ⊗D 12 f
and
K(ξ) =
( ∑
1≤i<j≤m
(|ξi||ξj | − ξi · ξj)
) 1
2 ((d−1)(m−1)−2)
Recall that we are using the familiar notation D =
√−∆. In the special cases (m, d) ∈ {(3, 2), (2, 3)}
where β = 0 we have
Im(f) = (2π)
dm‖f‖2m
H˙
1
2 (Rd)
,
where H˙
1
2 (Rd) denotes the homogeneous Sobolev space of order 12 , and Theorem 7 immediately yields
the following.
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Corollary 8. Suppose (p, d) ∈ {(6, 2), (4, 3)} and f ∈ H˙ 12 (Rd). Then the function Q : (0,∞) → R
given by
Q(t) = Cpp‖e−tDf‖p
H˙
1
2 (Rd)
− ‖eisDe−tDf‖p
Lp(R×Rd)
is completely monotone (decreasing), where
C4 = (2π)
−1/4 and C6 = (2π)−1/6.
The sharp Strichartz inequalities obtained by comparing Q(t) as t → 0 and t → ∞ in Corollary 8
are
(11) ‖eisDf‖L6(R×R2) ≤
1
(2π)
1
6
‖f‖
H˙
1
2 (R2)
and
(12) ‖eisDf‖L4(R×R3) ≤
1
(2π)
1
4
‖f‖
H˙
1
2 (R3)
and these were first obtained by Foschi [19]. In [19], a full characterisation of the extremisers was also
found; in particular, the initial data
f(x) = (1 + |x|2)− 12 (d−1)
is extremal for (11) and (12), with d = 2 and d = 3, respectively. Equivalently, f such that
f̂(ξ) =
1
|ξ|e
−|ξ|
is extremal for both (11) and (12), and the relevance of the flow e−tDf becomes more apparent.
For general d andm under consideration in Theorem 7, the underlying sharp inequality is an analogue
of (6) for the wave equation and this was proved in [8].
Proof of Theorem 7. We have
‖eisDe−tDf‖2mL2m(R×Rd) =
∫
Rd+1
∣∣∣∣ 1(2π)d
∫
Rd
eix·ξeis|ξ|e−t|ξ|f̂(ξ) dξ
∣∣∣∣2m dxds
=
1
(2π)(2m−1)d−1
∫
(Rd)m
∫
(Rd)m
e−2t
∑
m
j=1 |ξj |Π̂(f)(ξ)Π̂(f)(η) dΣξ(η)dξ,
where
dΣξ(η) = δ
( m∑
j=1
ξj −
m∑
j=1
ηj
)
δ
( m∑
j=1
|ξj | −
m∑
j=1
|ηj |
) m∏
j=1
|ηj |− 12 |ξj |− 12dη.
Lemma 9. If
Φ(ξ, η) =
(∏m
j=1 |ξj |∏m
j=1 |ηj |
) 1
2
then
(13)
∫
(Rd)m
ΦdΣξ = 2
βA(m, d)K(ξ).
Proof. Lemma 3.1 in [8] implies that∫
(Rd)m
m∏
j=1
|ηj |−1δ
(
σ −
m∑
j=1
|ηj |
)
δ
(
ζ −
m∑
j=1
ηj
)
dη = A(m, d)(σ2 − |ζ|2)β
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and applying this with
(σ, ζ) =
( m∑
j=1
|ξj |,
m∑
j=1
ξj
)
we obtain (13). 
By Lemma 9,
W(m, d)Im(e
−tDf) = W(m, d)
∫
(Rd)m
e−2t
∑m
j=1 |ξj ||Π̂(f)(ξ)|2K(ξ) dξ
=
1
(2π)(2m−1)d−1
∫
(Rd)m
∫
(Rd)m
e−2t
∑m
j=1 |ξj ||Π̂(f)(ξ)|2Φ(ξ, η) dΣξ(η)dξ
and since Φ(η, ξ) = Φ(ξ, η)−1, it follows that W(m, d)Im(e−tDf) coincides with
1
2(2π)(2m−1)d−1
∫
(Rd)m
∫
(Rd)m
e−2t
∑
m
j=1 |ξj |(|Π̂(f)(ξ)|2Φ(ξ, η) + |Π̂(f)(η)|2Φ(ξ, η)−1) dΣξ(η)dξ.
Hence
Q(t) =
1
2(2π)(2m−1)d−1
∫
(Rd)m
∫
(Rd)m
e−2t
∑m
j=1 |ξj ||Π̂(f)(ξ)Φ(ξ, η) 12 − Π̂(f)(η)Φ(ξ, η)− 12 |2 dΣξ(η)dξ
and Q is completely monotone (decreasing). 
2.3. The Klein–Gordon equation. In the casem = 2 we can also prove an analogous monotonicity
phenomenon for the Klein–Gordon propagator eis
√
1−∆. To state this, it is convenient to introduce
the notation
φ(̺) =
√
1 + ̺2.
Theorem 10. Let d ≥ 2 and f ∈ Υ2. Then the function Q : (0,∞)→ R given by
Q(t) =
|Sd−1|
2
d−1
2 (2π)3d−1
I2(e
−t√1−∆f)− ‖eis
√
1−∆e−t
√
1−∆f‖4L4(R×Rd)
is completely monotone (decreasing). Here, Π(f) is the tensor product
Π(f) = φ(D)
1
2 f ⊗ φ(D) 12 f
and
K(ξ) =
(φ(|ξ1|)φ(|ξ2|)− ξ1 · ξ2 − 1) d−22
(φ(|ξ1|)φ(|ξ2|)− ξ1 · ξ2 + 1) 12
.
Corollary 11. Suppose d ∈ {2, 3} and f ∈ H 12 (Rd). Then the function Q0 : (0,∞)→ R given by
Q0(t) = C
4
d‖e−t
√
1−∆f‖4
H
1
2 (Rd)
− ‖eis
√
1−∆e−t
√
1−∆f‖4L4(R×Rd)
is completely monotone (decreasing), where
C2 = 2
− 14 and C3 = (2π)−
1
4 .
Here, H
1
2 (Rd) denotes the inhomogeneous Sobolev space of order 12 . The sharp Strichartz inequalities
contained in Corollary 11 by comparing Q0(t) as t → 0 and t → ∞ were first proved by Quilodra´n
[28]. There are no extremisers for these sharp inequalities; however, if
(14) f̂a(ξ) =
1√
1 + |ξ|2 e
−a
√
1+|ξ|2
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then (fa) is an extremising sequence as a→∞ and a→ 0+ for d = 2 and d = 3, respectively. Again,
we see a connection with the associated flow e−t
√
1−∆f .
For general d ≥ 2, the underlying sharp inequality in Theorem 10 (associated with Q rather than
Q0) was proved by Jeavons in [22], which does have extremisers; for example, the functions given in
(14).
Proof of Theorem 10. We have
‖eis
√
1−∆e−t
√
1−∆f‖4L4(R×Rd) =
1
(2π)3d−1
∫
(Rd)2
∫
(Rd)2
e−2t
∑2
j=1 φ(|ξj |)Π̂(f)(ξ)Π̂(f)(η) dΣξ(η)dξ,
where
dΣξ(η) = δ
( 2∑
j=1
ξj −
2∑
j=1
ηj
)
δ
( 2∑
j=1
φ(|ξj |)−
2∑
j=1
φ(|ηj |)
) 2∏
j=1
φ(|ηj |)− 12φ(|ξj |)− 12dη.
Lemma 12. If
Φ(ξ, η) =
(
φ(|ξ1|)φ(|ξ2|)
φ(|η1|)φ(|η2|)
) 1
2
then
(15)
∫
(Rd)2
ΦdΣξ =
|Sd−1|
2
d−1
2
K(ξ).
Proof. Lemma 1 in [22] implies∫
(Rd)2
2∏
j=1
φ(|ηj |)−1δ
(
σ −
2∑
j=1
φ(|ηj |)
)
δ
(
ζ −
2∑
j=1
ηj
)
dη =
|Sd−1|
2d−2
(σ2 − |ζ|2 − 4) d−22
(σ2 − |ζ|2) 12
and applying this with (σ, ζ) = (φ(|ξ1|) + φ(|ξ2|), ξ1 + ξ2) gives the desired conclusion. 
From Lemma 12 it follows that
Q(t) =
1
2(2π)3d−1
∫
(Rd)2
∫
(Rd)2
e−2t
∑2
j=1 φ(|ξj |)|Π̂(f)(ξ)Φ(ξ, η) 12 − Π̂(f)(η)Φ(ξ, η)− 12 |2 dΣξ(η)dξ
and Q is completely monotone (decreasing). 
Proof of Corollary 11. It suffices to show that the difference
R(t) =
2
d−1
2 (2π)3d−1
|Sd−1| (Q0(t)−Q(t))
is completely monotone (decreasing). A straightforward calculation shows that
R(t) =
∫
(Rd)2
e−2t(φ(|ξ1|)+φ(|ξ2|))φ(|ξ1|)φ(|ξ2|)|f̂(ξ1)|2|f̂(ξ2)|2(C˜d −K(ξ)) dξ,
where C˜2 =
1√
2
and C˜3 = 1. It is easy to check that for each d = 2, 3 we have the pointwise inequality
K(ξ) ≤ C˜d for each ξ ∈ (Rd)2, and the completely monotonicity of R, and hence Q0, follows. 
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3. Monotonicity by PDE methods
The approach in Section 2, being heavily Fourier-analytic, relied crucially on the Lebesgue exponents
involved being even integers. As we saw, in such situations we are able to identify monotonicity
properties underlying Strichartz inequalities with sharp constants. In this section we observe that
if one is prepared to sacrifice sharp constants, then monotonicity may be found for quite general
Lebesgue exponents.
Theorem 13. If (p, q, d) are Schro¨dinger admissible then there exists a constant c ≥ Cp,q such that
t 7→ cp‖et∆f‖p
L2(Rd)
− ‖eis∆et∆f‖p
LpsL
q
x(R×Rd)
is nonincreasing.
Proof. Consider the quantity
Q(t) = cp
(∫
Rd
|u(0, t, x)|2 dx
)p/2
−
∫
R
(∫
Rd
|u(s, t, x)|q dx
)p/q
ds,
where u : R× (0,∞)× Rd → C satisfies (5). Differentiating with respect to t we find that
p−1Q′(t) = cp‖u0‖p−22 Re
∫
Rd
u0∆u0 − Re
∫
R
(∫
Rd
|u|q dx
)p/q−1(∫
Rd
|u|q−2u∆u dx
)
ds.
Here, we are suppressing the t-dependence on the right-hand side and u0 is the initial data of the
Schro¨dinger evolution (i.e. u0(t, x) = u(0, t, x)). Integrating by parts we obtain
p−1Q′(t) =
∫
R
(∫
Rd
|u|q dx
)p/q−1 {∫
Rd
|u|q−2|∇u|2 dx+
(
q − 2
4
)∫
Rd
|u|q−4|∇(|u|2)|2 dx
}
ds
− cp‖u0‖p−22 ‖∇u0‖22
(16)
Since ∫
Rd
|u|q−4|∇(|u|2)|2 dx .
∫
Rd
|u|q−2|∇u|2 dx,
it suffices to show that∫
R
(∫
Rd
|u|q dx
)p/q−1(∫
Rd
|u|q−2|∇u|2 dx
)
ds . ‖u0‖p−22 ‖∇u0‖22,
which in turn would follow from
(17)
∫
R
(∫
Rd
|u|q dx
) p−2
q
(∫
Rd
|∇u|q dx
) 2
q
ds . ‖u0‖p−22 ‖∇u0‖22
by an application of Ho¨lder’s inequality in the second inner integral. However, (17) follows from
a further application of Ho¨lder’s inequality in the variable s, followed by two applications of the
Strichartz inequality (18). Here we have used the fact that if u solves the Schro¨dinger equation then
so does ∇u. 
We remark that when p = q the identity (16) identifies the Sobolev–Strichartz inequality∫
R
{∫
Rd
|u|q
∣∣∣∣∇uu
∣∣∣∣2 dx+ (q − 24
)∫
Rd
|u|q
∣∣∣∣∇(|u|2)|u|2
∣∣∣∣2 dx
}
ds ≤ cp‖u0‖p−22 ‖∇u0‖22
as a certain “dual” form of the classical Strichartz inequality∫
R
∫
Rd
|u|p dxds ≤ cp‖u0‖p2.
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As we saw in Section 2, if q ∈ 2N and q divides p at least, both of the above inequalities may be
established with the sharp constant c = Cp,q.
As we remarked in the introduction, it is conceivable that the above argument may be adapted to
more general settings, such as Strichartz estimates on Riemannian manifolds (see, for example [20]).
4. Monotonicity and the Stein–Tomas restriction theorem in low dimensions
As we have seen, the Fourier-analytic methods in Section 2 apply equally well in the setting of various
different dispersive and wave equations. It is therefore reasonable to expect similar monotonicity
statements concerning more general dispersive (pseudo-differential) equations. A convenient context
for such an analysis is that of the Stein–Tomas restriction theorem. For simplicity we restrict our
attention to two-dimensional surfaces in R3, although as will be apparent, similar statements are
possible for curves in the plane.
Consider the Fourier extension operator
Eg(x, s) :=
∫
U
g(ξ)ei(sφ(ξ)+x·ξ) dξ
associated with the smooth graphing function φ : U → [0,∞), where U is some compact subset of R2.
We assume that φ graphs a smooth convex surface S with everywhere nonvanishing curvature.
Now, for g ∈ L2(U) and t ≥ 0 let gt(ξ) = e−tφ(ξ)g(ξ).
Theorem 14. There exists a constant c <∞ such that the function Q : (0,∞)→ R given by
Q(t) = c‖gt‖4L2(U) − ‖Egt‖4L4x,s(R2×R)
is completely monotone (decreasing).
Proof. For F : U × U → C and ξ = (ξ1, ξ2) ∈ U × U let
PF (ξ) =
∫
U×U
F (η) dΣξ(η)
where
dΣξ(η) = δ(ξ1 + ξ2 − η1 − η2)δ(φ(ξ1) + φ(ξ2)− φ(η1)− φ(η2))dη.
Notice that if 1 denotes the constant function equal to 1 on U × U then
P1(ξ) = µ ∗ µ(ξ1 + ξ2, φ(ξ1) + φ(ξ2)),
where the S-carried measure dµ is given by∫
ψ dµ :=
∫
U
ψ(u, φ(u)) du.
The nonvanishing curvature of the surface S guarantees that µ ∗ µ is a bounded function on R3, and
thus there exists a constant c <∞ such that P1(ξ) ≤ c for all ξ ∈ U × U .
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Next we choose the constant c in the definition of Q to be ‖P1‖∞. Multiplying out the powers in
the expression for Q and using Fubini’s theorem we obtain
Q(t) = c
∫
U
|gt(ξ1)|2 dξ1
∫
U
|gt(ξ2)|2 dξ2
−
∫
U4
gt(ξ1)gt(ξ2)gt(η1)gt(η2)δ(ξ1 + ξ2 − η1 − η2)δ(φ(ξ1) + φ(ξ2)− φ(η1)− φ(η2)) dη dξ
= c
∫
U2
|Gt(ξ)|2 dξ −
∫
U4
Gt(ξ)Gt(η) dΣξ(η)dξ
= c
∫
U2
|Gt(ξ)|2 dξ −
∫
U2
Gt(ξ)PGt(ξ) dξ,
where Gt = gt ⊗ gt. Differentiating through the integral, using the self-adjointness of P along with
the fact that
d
dt
Gt(ξ) = −(φ(ξ1) + φ(ξ2))Gt(ξ),
we obtain
Q′(t) = 2
∫
U2
(φ(ξ1) + φ(ξ2))Gt(ξ)PGt(ξ) dξ − 2c
∫
U2
(φ(ξ1) + φ(ξ2))|Gt(ξ)|2 dξ,
and so
Q′(t) ≤ 2
∫
U2
(φ(ξ1) + φ(ξ2))Gt(ξ)PGt(ξ) dξ − 2
∫
U2
(φ(ξ1) + φ(ξ2))|Gt(ξ)|2P1(ξ) dξ
= 2
∫
U4
(φ(ξ1) + φ(ξ2))Gt(ξ)Gt(η) dΣξ(η)dξ − 2
∫
U4
(φ(ξ1) + φ(ξ2))|Gt(ξ)|2 dΣξ(η)dξ.
Now, interchanging the order of integration, using the fact that φ(ξ1) + φ(ξ2) = φ(η1) + φ(η2) on the
support of dΣξ, and interchanging variables of integration reveals that∫
U4
(φ(ξ1) + φ(ξ2))|Gt(ξ)|2 dΣξ(η)dξ =
∫
U4
(φ(ξ1) + φ(ξ2))|Gt(η)|2 dΣξ(η)dξ,
and so
Q′(t) ≤ 2
∫
U4
(φ(ξ1) + φ(ξ2))Gt(ξ)Gt(η) dΣξ(η)dξ −
∫
U4
(φ(ξ1) + φ(ξ2))|Gt(ξ)|2 dΣξ(η)dξ
−
∫
U4
(φ(ξ1) + φ(ξ2))|Gt(η)|2 dΣξ(η)dξ
= −
∫
U4
(φ(ξ1) + φ(ξ2))|Gt(ξ)−Gt(η)|2 dΣξ(η)dξ ≤ 0
for all t > 0. Arguing as above, but taking k derivatives, reveals that
(−1)kQ(k)(t) ≥
∫
U4
(φ(ξ1) + φ(ξ2))
k|Gt(ξ)−Gt(η)|2 dΣξ(η)dξ ≥ 0
for every k. 
Remark. Of course the flow t 7→ gt, which amounts to a simple damping of the function g by
an appropriate factor, is not diffusive. However, if the surface S is replaced by a suitable compact
manifold without boundary then it seems natural to return to diffusion. If dσ denotes surface measure
on S2 then it was recently shown by Foschi [18] that∫
R3
|ĝdσ|4 ≤
∫
R3
|d̂σ|4
for all g ∈ L2(S2) satisfying ‖g‖2 = 1; i.e. that the Stein–Tomas restriction theorem for the sphere
in R3 is extremised by constant functions. This raises the possibility that there is an underlying
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monotonicity phenomenon as the function g (or |g|2) diffuses under, for instance, the heat equation
∂tu = ∆S2u. Here ∆S2 denotes the Laplace–Beltrami operator on S
2. It seems plausible that this may
follow from the representation formula ‖ĝdσ‖44 = (2π)3〈G,PG〉, whereG = g⊗g and P : L2(S2×S2)→
L2(S2 × S2) is given by
PG(x1, x2) =
1
|x1 + x2|
∫ 2pi
0
G(ρθ(x1, x2)) dθ,
where ρθ applied to (x1, x2) rotates both x1, x2 on S
2 clockwise through an angle θ about their
midpoint. The corresponding representation formula in the context of the paraboloid (see [16]) appears
to be more elementary since it does not have the weight factor |x1 + x2| and the associated rotations
ρθ are easily seen to be isometries.
5. Remarks on the Strichartz estimates for the kinetic transport equation
It is well-known that the solution of the kinetic transport equation
∂sf(s, x, v) + v · ∇xf(s, x, v) = 0, f(0, x, v) = f0(x, v)
for (s, x, v) ∈ R×Rd ×Rd, satisfies estimates that are very similar to the Strichartz estimates (1) for
the Schro¨dinger equation. These may be written as
(18) ‖ρ(f0)‖LqsLpx . ‖f0‖Lax,v ,
where the macroscopic density ρ(f0) is given by
ρ(f0)(s, x) =
∫
Rd
f(s, x, v) dv =
∫
Rd
f0(x − vs, v) dv.
Necessary and sufficient conditions on the exponents (a, p, q) for (18) to hold are
(19) q > a, p ≥ a, 2
q
= d
(
1− 1
p
)
,
1
a
=
1
2
(
1 +
1
p
)
;
see [11], [23] and [5]. While quite similar to the Strichartz estimates for the Schro¨dinger equation,
these inequalities contain some interesting phenomenological differences. The most apparent is the
absence of an endpoint in (19); see [23] and [5]. In this section we highlight a more subtle difference
concerning the nature of the flows under which we might expect monotonicity properties. Given the
monotonicity phenomena in the context of the Strichartz estimates for the Schro¨dinger equation, a
natural candidate for consideration is the case p = q = d+2d and a =
d+2
d+1 , namely
(20) ‖ρ(f0)‖
L
d+2
d
s,x
≤ C‖f0‖
L
d+2
d+1
x,v
.
Notice that for d = 1, 2 the exponent on the left hand side is an integer, making (20) an analogue of
the pure-norm Strichartz estimate for the Schro¨dinger equation. By duality (20) is equivalent to
(21) ‖ρ∗(g)‖Ld+2x,v ≤ C‖g‖Ld+22s,x
where
ρ∗(g)(x, v) =
∫
R
g(s, x+ vs) ds,
which may be interpreted as a space-time X-ray transform estimate. We remark that in the particular
case d = 1, the inequality (20) is effectively self-dual, as may be seen by suitably interchanging the
roles of the scalar parameters s, x, v. A sharp form of (21) was found recently by Drouot [15], who
identified the functions
g(s, x) =
1
1 + s2 + |x|2
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as extremisers. Shortly afterwards Flock [17], following work of Christ [12], established that all
extremisers take this form up to the symmetries of the inequality. Of course this characterisation
constrains the flows that we might consider in this context, eliminating, for example, a heat-flow
approach in the spatial variable as in [7]. However, there is some evidence to suggest that certain
nonlinear space-time diffusions may be appropriate. To see this we consider a more general k-plane
transform
ρ∗k(g)(x, v) =
∫
Rk
g(s, x+ vs) ds,
where now x ∈ Rd+1−k and v is a (d+ 1− k)× k matrix which we identify with Rk(d+1−k) equipped
with Lebesgue measure. Of course ρ∗1(g) = ρ
∗(g). It was shown in [17], following [12] in the case
k = d, that
‖ρ∗k(g)‖Ld+2x,v = C‖Tk,d+1(g)‖Ld+2(Mk,d+1),
where Tk,d+1 denotes the classical k-plane transform on R× Rd ∼= Rd+1 and Mk,d+1 the Grassmann
manifold of all affine k-planes in Rd+1. The extremisers of the associated inequality
(22) ‖ρ∗k(g)‖Ld+2x,v = C‖Tk,d+1(g)‖Ld+2(Mk,d+1) . ‖g‖L d+2k+1 (Rd+1)
take the form
(23) g(s, x) =
1
(1 + s2 + |x|2) k+12
,
again up to symmetries; see [12], [15] and [17]. Interpolating (22) with the trivial L1 estimate for
Tk,d+1 then gives
(24) ‖Tk,d+1(g)‖Lq(Mk,d+1) . ‖g‖Lp(Rd+1)
where d+1p = k +
d+1−k
q , 1 ≤ p ≤ d+2k+1 . By combining elements of [1] and [9] it follows, at least when
q = k = 2, that the corresponding functional
(25) F(g) = c‖g‖q
Lp(Rd+1)
− ‖Tk,d+1(g)‖qLq(Mk,d+1),
with c = c∗(k, q) denoting the optimal constant in (24), is monotone with respect to a certain fast
diffusion. More specifically, applying Drury’s identity (as in [1]) we may write
(26) ‖T2,d+1(g)‖2L2(M2,d+1) = C
∫
Rd+1
∫
Rd+1
g(x)g(y)
|x− y|d−1 dxdy,
for some constant C, which upon applying the Hardy–Littlewood–Sobolev monotonicity theorem of
Carlen, Carrillo and Loss [9] (see also the variant in [14]) yields the following:
Theorem 15. Suppose d > 1, q = k = 2, m = d+1d+3 and that g ∈ L
2(d+1)
d+3 (Rd+1) is nonnegative and of
compact support. If u : [0,∞)× Rd+1 → [0,∞) satisfies
(27) ∂tu = ∆(u
m); u(0, ·) = g,
then t 7→ F(u(t, ·)) is nonincreasing.
The relevance of this particular fast diffusion is indicated by the nature of the extremisers (23)
and the asymptotic profiles, or so-called Barenblatt profiles, for solutions of (27); see [9] for further
discussion. It is conceivable that alternative forms of Drury’s identity may allow a variant of Theorem
15 in the case k = 1, q = d+ 2, yielding monotonicity phenomena for the Strichartz inequalities (21),
(20). We do not pursue this further here.
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