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Silicon metal-oxide-semiconductor (MOS) spin qubits have become a promising platform for quantum information
processing, with recent demonstrations of high-fidelity single and two-qubit gates. To move beyond a few qubits,
however, more scalable designs that reduce the fabrication complexity and electrode density are needed. Here, we
introduce a two-metal-layer MOS quantum dot device in which tunnel barriers are naturally formed by gaps between
electrodes and controlled by adjacent accumulation gates. The accumulation gates define the electron reservoirs and
provide tunability of the tunnel rate of nearly 8.5 decades/V, determined by a combination of charge sensor electron
counting measurements and by direct transport. The valley splitting in the few-electron regime is probed by magneto-
spectroscopy up to a field of 6 T, providing an estimate for the ground-state gap of 290 µeV. We show preliminary
characterization of a double quantum dot, demonstrating that this design can be extended to linear dot arrays that
should be useful in applications like electron shuttling. These results motivate further innovations in MOS quantum dot
design that can improve the scalability prospects for spin qubits.
Electron or hole spin qubits in silicon quantum dots present
a compelling way forward for CMOS-compatible, large-scale
quantum information processors. Isotopic removal of nu-
clear spins enables a dramatic increase in spin coherence
times compared to III-V materials,1,2 and the weakness of
the spin-orbit interaction for electrons raises the possibility
of coherent spin shuttling.3–6 A stronger spin-orbit interaction
for holes, on the other hand, enables efficient gate-driven sin-
gle qubit control.7 Similar efficient single qubit control has
been achieved with electrons using micromagnets to create
an artificial spin-orbit field.8–11 A two-qubit processor has re-
cently demonstrated all the key requirements for computa-
tion in one device, namely initialization, implementation of
a universal gate set, and readout.12 In separate devices, sin-
gle qubit gate fidelities up to 99.96%13 and two-qubit (ex-
change gate) fidelities up to 98% have been reported,14 nearly
within reach of expected fault tolerance thresholds for the
2D surface code.15 Spin qubits have been realized both at
the Si/SiO2 interface (MOS qubits) and in Si/SiGe quantum
wells.8–11,16,17 MOS qubits have been realized in a wide range
of device geometries, including those fully fabricated in con-
ventional CMOS processing lines.18,19 Valley degeneracy is
one of the key challenges for electron spin qubits in silicon.
MOS qubits tend to have, on average, larger valley splitting
energies compared to Si/SiGe qubits.16,20,21 Electric tunabil-
ity of the valley splitting, to varying degrees, has been demon-
strated experimentally21,22.
Proposals for scaling up this technology have largely fo-
cused on realizing 2D arrays, either compact23 or in dis-
tributed network form,6,24 suitable for surface code imple-
mentations. Going beyond a handful of qubits in practice
will almost certainly require each qubit to be defined and con-
trolled by as few electrostatic gates as possible, to reduce the
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number of wires and the density of interconnects. One simpli-
fication is to eliminate explicit gates to control dot-reservoir
or dot-dot tunnel barriers and instead rely on the device ge-
ometry and other nearby gates to tune the tunnel coupling
strength. This was demonstrated in MOS devices fabricated
by a single gate layer subtractive process21 as well as in a
modified CMOS transistor geometry25. Here, we explore this
simplified device concept in an additive two-layer MOS de-
vice composed of screening and accumulation gates, in which
only 4 gate electrodes define the source, drain and dot and a
pair of nanometer size gaps give rise to tunnel barriers. The
screening gate in this two-layer metal stack allows for a selec-
tive accumulation of electrons without the need for additional
confinement depletion gates21. The accumulation gates form
electron reservoirs that define the transport channels coupled
to the quantum dot, unlike the device in Ref. 25 where the
transport channel is defined via the etching of the Si layer in a
silicon-on-insulator structure. The main challenge of the ad-
ditive two-layer geometry is to demonstrate a robust tunability
of the tunnel rate of the tunnel barriers via the voltage control
of nearby metal gates. A mirror image device is used as a
SET (single-electron transistor) charge sensor. We show that
the dot-reservoir tunnel rate, Γ, can be tuned over∼8 orders of
magnitude by the reservoir accumulation gates, which couple
only weakly to the dot potential. The device characteristics
are clean enough to allow the characterization of the valley-
splitting in the few-electron regime by performing magneto-
spectroscopy measurements. This work motivates further sim-
plified device geometries, for example, in which the screen-
ing gate can be replaced by a thicker dielectric layer so that a
quantum dot can be formed by a single metal electrode.
Devices are composed of a pair of identical metal-gate de-
fined quantum dots in a mirror image configuration, shown in
Fig. 1a, fabricated on a lightly p-doped (10-20 Ω· cm) natural
Si substrate with 300 nm of thermal SiO2. The first fabrica-
tion step defines a device window by wet-etching a region of
the SiO2 layer down to around 10 nm thickness. A 6 nm layer
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2of HfO2 is deposited using atomic-layer-deposition (ALD) in
order to provide an isolating oxide between n+ implanted re-
gions and the accumulation metal layer. The quantum dot is
defined by a two-layer metal gate stack, shown in Fig. 1a, that
is realized using electron-beam (e-beam) lithography and e-
beam deposition of aluminum. An oxidation step is performed
in between the two metallization steps in order to electrically
insulate the metal layers. The first metal layer is referred to
as the screening layer and it consists of two screening gates
(scr) and one isolation gate (iso). The purpose of this layer
is to fully isolate the top and bottom quantum dots via the iso
gate, and to prevent accumulation of electrons under the sec-
tions of the P metal gate that overlap the scr gate. The second
metal layer is the accumulation layer consisting of two types
of gates, and is used to induce electrons at the SiO2/Si inter-
face. The P gate defines a single-well potential and controls
the electron occupancy of the quantum dot, while the L and R
accumulation gates (i.e. the source/drain accumulation gates)
form electron reservoirs to either side of the quantum dots.
Ohmic contacts are realized by ion implantation of Phospho-
rus dopants (1.5× 1015 cm−2 at 12 keV) more than 100 µm
away from the device region. The source/drain accumulation
gates each overlap an ion-implanted area, providing a source
of carriers to the device. The completed device undergoes a
forming gas (N2 with 5% H2) anneal at 245oC for 1 hour, with
a slow cool down.
The control of the dot-reservoir tunnel barriers is com-
monly assigned to individual metal gates, however in the
present design the tunnel barriers are naturally defined by ap-
proximately 50 nm wide gaps, illustrated in Fig. 1a. The
barriers are also controlled by the applied potentials on the
source/drain accumulation gates (L and R for the top de-
vice). The typical measurement configuration for the pair of
quantum dots uses one as the target dot and the other as a
SET charge sensor. The charge sensor is tuned in the many-
electron occupancy regime and is coupled to the source/drain
reservoirs with sufficiently transparent dot-reservoir tunnel
barriers to enable direct transport measurements. Meanwhile,
the target dot is tuned in the few-electron regime and coupled
to only one electron reservoir by a relatively opaque tunnel
barrier. A finite element model built using the software pack-
age nextnano++26 solves the Poisson equation and is used to
calculate the classical electron sheet density for this device ge-
ometry, as shown in Fig. 1b, where the target dot and charge
sensor are at the top and bottom, respectively. The simulated
1D potential profiles shown in Fig. 1c demonstrate how the
applied voltage on the L gate, VL, controls the size of the dot-
reservoir tunnel barrier, while only weakly affecting the elec-
tron occupancy of the quantum dot, as shown in Fig. 1d.
The tunability of the dot-reservoir tunnel barrier in the
weak coupling regime (i.e. Γ ∼ 1-1000 Hz) via the applied
voltage on the L gate, VL, is demonstrated by measuring Γ at
various VL voltages, as shown in Fig. 2. Here, we perform
the experiment on a device with a geometry slightly different
than the one shown in Fig. 1a (see Supplementary Material),
and the device is tuned into a similar configuration as the one
shown in Fig. 1b, i.e. the target dot is coupled to a single
electron reservoir. Γ for the target dot is measured by de-
FIG. 1. (a) False-colored scanning electron microscope (SEM) im-
age of a device similar to the ones measured. Purple represents the
substrate whose top layer is ALD HfO2, while the accumulation and
screening metal layers are represented by red and blue, respectively.
(b) Using the software package nextnano++26, the classical electron
density is simulated at low temperature using a finite element Pois-
son solver for the device geometry denoted by the dotted lines. In the
top device, the quantum dot is tuned in the few-electron regime and
a single electron reservoir is coupled on the left side. The bottom de-
vice functions as a charge sensor and consists of a quantum dot in the
many-electron regime with source and drain reservoirs coupled. The
voltages applied to each gate are indicated in the figure. (c) 1-D plots
of the simulated conduction band of the top device, immediately be-
low the SiO2/Si interface along the dashed horizontal line in (b), for
various values of the L gate voltage,VL, ranging from 1 V to 3 V. The
Fermi level is set to 0 eV. (d) Number of electrons in the quantum dot
as a function of the gate voltages VL (blue) or VP (green), calculated
using a classical simulation in nextnano++26. The lever arm ratio of
VL over VP is equal to 2.85%, which shows the decoupling between
the voltage VL and the quantum dot occupancy.
tecting single electron tunnelling events using the charge sen-
sor, while the chemical potential of the target dot, µ , is swept
across the Fermi level, E f , of its adjacent electron reservoir.
The position of µ with respect to E f is controlled by the P gate
voltage, VP, and the electron tunnelling events are detected by
time-resolved measurements of the current through the charge
sensor. As µ moves above or below E f , tunnelling is inhibited
by a decreasing thermal population of available states. This
thermal population follows a Fermi distribution that depends
on the effective electron temperature of the electron reservoir.
As µ and E f become aligned, the average number of electron
tunnelling events reaches its maximum value and is propor-
tional to the tunnel rate Γ, which depends on the size of the
tunnel barrier. Calculating the number of electron tunnelling
events per unit time, R, at each value of VP provides a distri-
bution curve for R over a range of VP values. Following the
analysis outlined in Ref. 27, which assumes single-level trans-
port and sequential tunnelling (which are valid in the present
experiment), an expression for R is
R= f (Te,E f )[1− f (Te,E f )]Γ, (1)
where f (Te,E f ) is the Fermi distribution and Te is the effec-
tive electron temperature of the reservoir. Every electron tun-
3FIG. 2. Semi-log plot showing the exponential relationship between
Γ and VL, where each experimental data point represents the fitting
result between Eq. 1 and an experimentally determined distribution
of R vs. VP (an example R distribution is shown in the inset). The fit
shown in the inset gives an estimated electron temperature of 75mK.
The exponential fit gives a slope of 8.5 decades/V which provides a
measure of the tunability of Γ by the reservoir gate voltage VL.
nelling event causes a sudden change in the measured current
of the charge sensor. The procedure of counting electron tun-
nelling events relies on defining a threshold level, δth, of the
charge sensor current that determines if an electron has tun-
nelled in/out of the target dot. The details of how δth is chosen
are discussed in the Supplementary Material. Fig. 2 shows the
estimated value of Γ at different VL values, obtained by fitting
Eq. 1 to the experimentally measured distribution of R at each
VL, as shown in the inset of Fig. 2, where the fitting parameters
are Te, E f and Γ. The fit shown in the inset of Fig. 2 gives an
estimated electron temperature equal to 75 mK, while the base
temperature of the measurements was 35 mK, as experimen-
tally confirmed by thermometry measurements performed on
a GaAs quantum dot device. The major source of error on the
estimated Γ value comes from the chosen threshold value and
not the fitting error in the inset of Fig. 2 (see Supplementary
Material). This method to estimate Γ is limited by the band-
width of the charge sensor circuit, which in the our experimen-
tal setup was about 4 kHz. The major source of uncertainty
on the estimated value of Γ comes from the chosen value of
δth since it can significantly affect the maximum value of R.
This uncertainty is reflected in the error bars shown in Fig. 2.
According to Fig. 2, the dependence of Γ on VL is well de-
scribed by an exponential fit, revealing a tunability of about
8.5 decades/V within the range of VL used in the experiment.
Note that the particular device used in these experiments had a
slightly different gate geometry compared to the device shown
in Fig. 1a (see Supplementary Material).
In order to assess the tunability of Γ at higher tunnel rates,
direct transport measurements were performed on a device
nominally identical to the one shown in Fig. 1a, where the
current through the target dot was monitored as a function of
the voltages on the L and R gates, VL and VR, respectively. In
this configuration, both electron reservoirs are coupled to the
target dot. Fig. 3c shows a charge stability diagram, so-called
Coulomb diamonds, measured by direct transport through the
target dot, where the lever arm conversion between VP and
the applied bias voltage, Vbias, is 185 µeV/mV. At constant
values for both VL and VR, the average current (Iavg) over a
sweep of VP was obtained along the dashed red line (Vbias =
0.5 mV) in Fig. 3c, which encompasses at least four current
peaks. The sweep of VP was repeated while VL and VR were
each separately stepped from 2.4 V to 4.5 V. Fig. 3a shows
Iavg as a function of VL and VR, where the current is seen to
pinch off at VL =2.57 V and VR =2.79 V. The transport cur-
rent can be approximated by the expression Iavg = e
(
ΓL·ΓR
ΓL+ΓR
)
,
where e is the electron charge and ΓL/R represent the tun-
nel rates between the dot and the left/right reservoir, respec-
tively. Based on the result shown in Fig. 2, ΓL/R is assigned
an exponential relationship with respect to VL/R in the form
of ΓL/R = e
[aL/R(VL/R+bL/R)], where aL/R and bL/R are fitting
parameters. Inside the dashed boxes shown in Fig. 3a, only
one tunnel coupling dominates the electron transport, and the
expression for Iavg can be simplified to Iavg = eΓ in those re-
gions, where Γ represents the dominant tunnel rate. Fitting
the experimental data in each dashed box yields a tunability
of 6.4 decades/V and 5.6 decades/V for ΓL and ΓR, respec-
tively, over a tunnel rate range of ∼ 105 − 109 Hz, as seen
in Fig. 3d. Using the fitting results for the individual ΓL and
ΓR and the expression for Iavg, an approximate model of the
transport current can be calculated over the whole VL and VR
parameter space to obtain the 2D plot shown in Fig. 3b, where
the pinch off regions are enforced via a 2D heaviside function
and a maximum current is imposed to resemble the saturation
behaviour in the upper right corner of the measured current in
Fig. 3a. The current saturation is due to the minimum resis-
tance of the device channel in the high-accumulation regime
(see Supplementary Material) and it lies outside both dashed
boxes in Fig. 3a, hence it does not affect the fitting results
shown in Fig. 3d. The experimental data in Fig. 3a was also
used to determine the coupling strength between each L and
R gate and µ in the target dot, in order to obtain a lever arm
of about 9.0 µeV/mV for each VL and VR. This lever arm is
slightly less than 5% of the lever arm of VP, which demon-
strates a good decoupling between the tunability of Γ and the
dot potential and it agrees with the value obtained in the clas-
sical simulation shown in Fig. 1. Overall, the tunability of Γ
at low and high tunnel rates was similar in spite of the small
differences in device geometries utilized in each experiment
(Fig. 2 and Fig. 3). It is worth mentioning that the device
geometry used for the electron counting experiment could
also be tuned such that its tunnel rates were high enough and
would enable direct transport measurements (see Supplemen-
tary Material), therefore this device geometry could also have
been utilized for similar direct transport experiments shown in
Fig. 3.
The lifting of the energy degeneracy between the two
low-lying valley states, E−V (ground) and E
+
V (excited), due
to the electronic confinement along the z-axis at the SiO2/Si
interface,28,29 has an important role in ensuring that a spin
qubit remains coherent. An insufficient valley splitting can
provide a spin-flip mechanism that can lift Pauli spin blockade
4FIG. 3. (a) 2D plot of the average experimental current, Iavg, along
the vertical red dashed line in (c) as a function of bothVL andVR. The
coloured dashed boxes enclose regions where either ΓL (magenta) or
ΓR (black) dominates the electron transport. (b) Modeled Iavg cur-
rent based on the approximation that Iavg = e
(
ΓL·ΓR
ΓL+ΓR
)
and by using
a 2D heaviside function to define the pinch-off regions. The colour
scale bar for (a) and (b) is in Amperes. (c) Transport measurement of
the differential conductance of the target dot showing Coulomb dia-
monds, which yield an estimate of 185 µeV/mV for the lever arm of
VP. (d) Fitting results for the tunability of ΓL/R byVL/R, respectively,
obtained by fitting Iavg = eΓL/R to the experimental data within the
dashed boxes (a). Both tunnel rates are tuned over roughly three or-
ders of magnitude.
and prevent the use of spin-to-charge conversion techniques,
which is key in single-shot spin readout.30 For these reasons,
the magnitude of the valley splitting energy, ∆EV , is investi-
gated by a magneto-spectroscopy technique, where an applied
in-plane magnetic field, B‖, lifts the spin degeneracy of E−V
and E+V and leads to a particular spin filling pattern for the dot.
The device geometry used for this magneto-spectroscopy ex-
periment was the same as the one used for the electron count-
ing experiments (see Supplementary Material). The lowest
four available spin-valley states are E−↓V , E
−↑
V , E
+↓
V and E
+↑
V ,
where ↑ and ↓ define the spin state. Spin filling of the target
dot is studied by sweepingVP such that an electron from a tun-
nel coupled reservoir can tunnel into the target dot and occupy
the lowest available energy state. In this case, Γ is much larger
than the sweep rate of VP and the electron tunnelling event is
detected with the aid of a charge sensor. The VP sweep is re-
peated as B‖ is varied within a range of ± 6 T. A plot of the
charge sensor signal vs. B‖ is shown in Fig. 4, where changes
in the dot chemical potential, µ , are tracked in the few elec-
tron regime as B‖ varies. Fig. 4a-c tracks the chemical poten-
tial µ(N) for the charge transitions N = 0→ 1, N = 1→ 2,
and N = 2→ 3, respectively. In Fig. 4a, the N = 0→ 1 tran-
sition involves an electron filling the E−↓V state, where µ(N)
decreases linearly with increasing B‖. In the N = 1→ 2 tran-
FIG. 4. Magneto-spectroscopy results acquired by charge sens-
ing, showing spin filling of the target dot for the (a) N = 0→ 1, (b)
N = 1→ 2, and (c) N = 2→ 3 electron transitions with an in-plane
magnetic field −6 T < B‖ < 6 T. The spin state is denoted by the
green and red arrow symbols. A spin-state crossover is evidenced by
the kink feature in (a) and (b) occurring at 2.5 T (denoted by verti-
cal dashed line), which corresponds to a valley splitting ∆EV ≈ 290
µeV. (d) Difference between the VP values of the N = 0→ 1 and
N = 1→ 2 charge transitions. The linear slope before the spin-state
crossover indicates opposite spins, while the flat region indicates the
same spin. The lever arm for VP, α , is calculated assuming an elec-
tronic g-factor of 2. (e) The difference between the VP values of the
N = 1→ 2 and N = 2→ 3 charge transitions.
sition, the second electron initially occupies the E−↑V state for
|B‖|<2.5 T, and subsequently favours occupying the E+↓V state
for |B‖| >2.5 T. This spin flip is due to the crossing of the
E−↑V and E
+↓
V states that occurs when gµBB‖ = ∆EV , as indi-
cated by the kink seen in Fig. 4b at B‖ = 2.5 T. This gives
an estimate for ∆EV of 290 µeV. A kink is also observed at
the same magnetic field for the N = 2→ 3 transition (note
the signal in Fig. 4c appears noisier because the scan was ac-
quired at a lower resolution). In Figures 4d and 4e show the
difference inVP values between adjacent transitions, ∆VP, cor-
responding to the electron addition energies. Assuming an
electronic g-factor equal to 2, lever arms for VP are estimated
to be 81 µeV/mV and 88 µeV/mV for the two transitions.
A second spin flip is observed in Fig. 4c at B‖≈ 4.3 T which
could be due to the ↓ state of an excited orbital. This would
suggest an orbital energy spacing of about 500 µeV. Similar
spin flip features in the few-electron regime are reported in
Ref. 31, which are partially explained by the mixing of val-
ley and orbital states when ∆EV is comparable to the orbital
energy, Eorb. An estimate for Eorb can be obtained32 using
Eorb = 2pi h¯
2
gsgvm∗A , where m
∗ is the transversal effective mass of
the electron, A is the area of the quantum dot, and gv and gs
are the valley and spin degeneracy, respectively. In the case of
non-degenerate valley states, gv = 1 and gs = 2. Approximat-
ing the quantum dot as a thin disk, the radius of the quantum
dot equals r = e
2
8εoεrEc , where EC is the charging energy of the
quantum dot. EC is estimated to be 8.2 meV using the addition
5FIG. 5. Panel (a) shows a false-coloured SEM image of a double dot
device with plunger gates labelled P1 and P2 corresponding to dots
1 and 2, respectively. Direct transport in the many electron regime
measured at T= 1.5 K is shown in panel (b), where the plunger gate
voltages are varied at a fixed source-drain bias of 1 mV. The four
dashed lines and dots indicate fitting to a constant-interaction ca-
pacitance model, from which we extract the direct gate capacitances
16.9±0.6 aF (P1-dot1) and 17.5±0.2 aF (P2-dot2), and both cross
capacitances ≈ 0.8 aF.
voltage and the approximate lever arm (88 µeV/mV) shown in
Fig. 4e. Based on these values, Eorb ≈ 680 µeV which is ≈
1.4 times larger than the observed energy (500 µeV) corre-
sponding to the second kink in Fig. 4c, which suggests that
valley-orbital mixing may play a role here. Nonetheless, the
quantity of most interest for spin qubits is the aforementioned
"ground-state" gap of 290 µeV. A subtle feature we cannot
explain is observed in Fig. 4b at approximately ±5 T, a small
region where the slope is close to zero. This is not explained
based on the simple spin filling model for the N = 1→ 2 tran-
sition, and it cannot be due to a lower energy ↑ state since no
corresponding feature is seen for the N = 0→ 1 transition.
This device geometry can be extended to a linear array
of multiple quantum dots in series. In figure 5 we show di-
rect transport characterization of a double quantum dot device
measured at T≈ 1.5 K. Fig. 5a is an SEM image of a nom-
inally identical device, with the plunger gates of the double
quantum dot labeled P1 and P2. A section of the charge sta-
bility diagram in the many electron regime is shown in Fig. 5b,
indicating a well-defined double quantum dot. Direct and
cross gate capacitances were determined by fitting the rela-
tive positions of the current peaks to a capacitance model33
(fit shown by dashed lines). The direct gate-dot capacitances
for P1 and P2 were 16.9± 0.6 aF and 17.5± 0.2 aF, respec-
tively. The cross-capacitances were 0.8± 0.4 aF (P1 to dot
2) and 0.8± 0.1 aF (P2 to dot 1). We measured these val-
ues across three nominally identical devices and found that
the P2 direct capacitances were systematically larger, with an
average of 18.3 aF compared to 16.8 aF for P1. The device-to-
device variation was low: within 2% for the P1 capacitances
and within 8% for the P2 capacitances. Clearly, more de-
vices should be characterized before drawing statistical con-
clusions, but these preliminary results suggest that our design
and fabrication methods yield good reproducibility. We ex-
pect that a linear array of dots with this minimal gate lay-
out will be useful for charge/spin shuttling34, a key ingre-
dient in some proposals for a scalable spin qubit processor
in silicon6,24. Explicit tunnel gate electrodes will probably
still be needed for fine multi-qubit control, e.g. two-qubit ex-
change gates and other qubit operations.
In conclusion, the device geometry demonstrated here
presents a simplification to the usual metal-gate stack used
in Si MOS quantum dots by removing tunnel barrier gates
and relying on a reservoir accumulation gate for control over
the dot-reservoir tunnel coupling. It was shown that the mag-
nitude of Γ can be controlled with a tunability of up to 8.5
decades/V, while maintaining good decoupling between the
accumulation gate and the chemical potential of the dot. This
geometry is useful for charge sensors that are robust and easy
to tune up. Furthermore, magneto-spectroscopy experiments
enabled by charge sensing demonstrate that the device char-
acteristics are clean enough to perform spin-filling measure-
ments in the few-electron regime, where a ground state gap of
290 µeV was observed. We also demonstrated the extension
of this geometry to a double quantum dot, and suggested that
this could be further extended to linear dot arrays ideal for
electron shuttling experiments. Further simplifications can be
pursued, for example, replacing the screening gate layer by
a suitably thick dielectric so that a quantum dot can be de-
fined by a single gate electrode. Such device simplifications
benefit the scalability prospects of Si MOS quantum dots as
candidates for realizing spin-based quantum processors.
SUPPLEMENTARY MATERIAL
A supplementary file includes device details, analysis meth-
ods for tunnel rates using both counting statistics and direct
current, and fitting methods for the double dot data.
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7I. SUPPLEMENTARY MATERIAL FOR
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QUANTUM DOTS”
FIG. 6. False-coloured scanning electron microscope (SEM) im-
age of a device nominally identical to the ones measured in the
magneto-spectroscopy and electron counting experiments discussed
in the main text.
A. Device geometry
The data shown in Fig. 2 and Fig. 4 in the main text was
obtained by measuring a device geometry nominally identical
to the one shown in Fig. 6, which differs from the SEM image
shown in Fig. 1a of the main text. The main difference is an
elongation of the accumulation gates used for the formation
of electron reservoirs and a broadening of the screening gates.
All other fabrication steps are identical to the ones outlined in
the main text.
B. Counting electron tunnelling events
In the data shown in Fig. 2 of the main text, each data
point was obtained through the analysis of a set of time-
resolved measurements for the current of the SET charge
sensor at varying values of VP. An example of these types
of time-resolved measurements is shown in Fig. 7a, where
each colored trace corresponds to a different value of VP
and the number of electron tunnelling events increases as
the chemical potential of the dot aligns to the Fermi level of
the reservoir, as illustrated in Fig. 7c (colour coded). The
absolute value of the time-derivative of these colored traces
is shown in Fig. 7b, where the electron tunnelling events are
seen as sharp peaks in the time-derivative signal. Individual
electron tunnelling events can be counted by determining the
number of peaks that are above a common threshold value,
shown by the black dashed horizontal lines in Fig. 7b, for
all the time-derivative signals. The method for choosing an
optimal threshold value begins by plotting a histogram of the
maximum amplitude of each time derivative signal referred to
as Λ and shown in Fig. 7b by the vertical double-head arrows.
FIG. 7. (a) Time-resolved traces of the current through the SET
charge sensor at various values of VP (colour coded). Clear electron
tunnelling events are observed with an average frequency that varies
asVP is changed. (b) Time derivative of the traces shown in (a) where
electron transitions are indicated by peaks. The total number of elec-
tron transitions at each VP is determined as the number of peaks that
are above a chosen threshold value, denoted by the horizontal black
dashed line. (c) Schematic illustrations of the alignment between the
chemical potential of the dot and the Fermi level of the lead, which
are colour coded to match the traces shown in (a) and (b).
This histogram is shown in Fig. 8a, where there are two clear
peaks which are fit to a Gaussian curve. The peak centered
at the higher value of Λ represents most of the electron
tunnelling events, while the other peak at the lower value of
Λ corresponds to an absence of an electron tunnelling event
(signal noise floor). The lower and upper bounds for the
threshold value are placed two standard deviations away from
the each peak, as shown in Fig. 8a. These bounds are used as
the upper and lower error bars in Fig. 2 of the main text. The
optimal threshold value is set to the midpoint between these
two bounds.
The purple dashed rectangle in Fig. 7a shows an electron
tunnelling out and back into the quantum dot, which matches
to the two peaks shown inside the purple dashed rectangle in
Fig. 7b. The peak corresponding to the electron tunnelling
back into the dot is not properly captured as an electron
tunnelling event since the corresponding peak in Fig. 7b lies
below the threshold value. This could be corrected by choos-
ing a lower threshold value, however this new threshold value
would have also counted the peak shown in the cyan dashed
rectangle in Fig. 7b as an electron tunnelling event, even
though it clearly is not, as seen in Fig. 7a. This highlights
the importance of determining an optimal threshold value
8to ensure that the extracted tunnel rate, Γ, is as accurate as
possible.
The electron counting analysis is performed after a 3-point
moving average is repeatedly applied on the SET current
signal, which helps to reduce noise and improve the accuracy
of the estimated Γ. Fig. 8b shows the estimated value of Γ
as a function of the number of times that the moving average
was applied on the data, where the optimal value of Γ is
chosen at the peak of the curve.
C. Effective device resistance in transport measurements
The 2D plot shown in Fig. 3b in the main text was cal-
culated by assuming that the total resistance of the quantum
dot device, Rtot , was equal to Rdot +Rmin, where Rdot is the
equivalent resistance for electron transport through the two
tunnel barriers and Rmin is the minimum resistance for the
channel formed by the accumulation gates. Rdot is given by
Vbias
Idot
where Idot = e
(
ΓL·ΓR
ΓL+ΓR
)
·H(V ′L,V ′R)+ Io · [1−H(V ′L,V ′R)].
H(V ′L,V ′R) is a 2D Heaviside function which enforces
pinch-off regions below the pinch-off voltages V ′L and V ′R,
while Io is the minimum experimentally measurable current.
Therefore, Rdot depends on the value for VL and VR due to
the voltage dependence of ΓL and ΓR. Rmin, Io, V ′L and V ′R
are all fitting parameters. The total current through the dot is
then calculated as Itot =
Vbias
Rtot
. Figure 9 shows the raw data
underlying the fits shown in Fig. 3d of the main paper. Since
these fits are done near the pinch-off regions, the total device
resistance is dominated by the dot resistance and the channel
resistance can be ignored.
D. Fitting double dot data
Beginning with a charge stability diagram as shown in Fig.
5(b) of the main paper, a home-written code first sets a mini-
mum current threshold and only data above the threshold is
kept, defining the current regions around the triple points.
Next, a cluster-scan algorithm called DBSCAN is used to
identify these regions of good signal separately as clusters and
number them. Then, a set of four neighboring clusters that
have the highest current signal are identified. Their centroids
are calculated and a parallelogram is fit to the centroids. The
dimensions of the parallelogram give the gate and cross-gate
capacitances based on the constant-interaction model (see Ap-
pendix B in Ref. 33 of the main text). The main source of
error comes from setting a current threshold value to identify
current regions around triple points. This error propagates to
the final capacitance values via the centroid calculations. To
estimate errors in final capacitance values, the code was iter-
ated over a range of current threshold values chosen by visual
examination. The standard deviation in the capacitance values
across these iterations is reported as the error.
9FIG. 8. (a) Histogram of the time derivative amplitude Λ (as illustrated in Fig. 7b) where two clear peaks are observed (dashed blue) and fit
to Gaussian curves (solid red). The peak on the right represents the distribution of Λ values that correspond to electron tunnelling events. The
peak on the left represents the distribution of Λ values corresponding to the noise floor of the SET current signal. The bounds of the threshold
value (solid black) are placed at two standard deviations from each peak while the optimal threshold value (solid green) is set at the midpoint
between the these two bounds. (b) A plot of the estimated Γ as a function of the number of applied iterations of a 3-point moving average on
the time-resolved experimental data. The Γ increases significantly for the first few data points since averaging improves the signal-to-noise
ratio. Beyond an optimal value of 3 iterations, Γ slowly decreases, since excessive averaging compromises the detection of tunnelling events.
FIG. 9. (a) The exponential fit (dashed black line) to the experimentally measured average current Iavg in the case where ΓL dominates
transport. (b) Similar to (a), but for the case where ΓR dominates. The experimental data is shown by the red circles and the average of the
data is shown by the cyan diamonds. The corresponding voltage dependencies for ΓL and ΓR are extracted from (a) and (b) and are shown in
Fig. 3d in the main text.
