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Abstract
We consider a strategic supply chain planning problem formulated as a two-stage
Stochastic Integer Programming (SIP) model. The strategic decisions include site
locations, choices of production, packing and distribution lines, and the capacity
increment or decrement policies. The SIP model provides a practical representation
of real world discrete resource allocation problems in the presence of future uncer-
tainties which arise due to changes in the business and economic environment. Such
models that consider the future scenarios (along with their respective probabili-
ties) not only identify optimal plans for each scenario, but also determine a hedged
strategy for all the scenarios. We,
(1) exploit the natural decomposable structure of the SIP problem through Ben-
ders’ decomposition,
(2) approximate the probability distribution of the random variables using the
Generalised Lambda distribution, and
(3) through simulations, calculate the performance statistics and the risk measures
for the two models, namely the expected-value and the here-and-now.
Key words: Supply Chain planning, Stochastic integer Programming, Benders’
decomposition, Generalised Lambda distribution, simulation, Genetic algorithm
1 An overview of supply chain decisions under uncertainty
Supply Chain planning is a complex process whereby raw material procure-
ment is followed by the manufacturing process and then finally the finished
Preprint submitted to Elsevier Science 1 August 2006
goods are distributed to the customers. The planning has to cope with short
term issues (operational planning such as the daily scheduling), medium term
(tactical planning such as the monthly scheduling) as well as long term (strate-
gic planning such as the capacity expansion or reduction). The area is a vi-
brant research field with a number of books devoted to this topic (Christo-
pher, 1992; Shapiro, 2000). Much of the early research focused on solution
algorithms such as the work of (Geoffrion and Graves, 1974) which used a
Benders’ decomposition approach to solve a single period multi-commodity
production distribution problem. More recent work has focused both on more
detailed model specifications and specialist algorithms to solve these more
complex problems. (Geoffrion and Powers, 1995) describe how the industrial
requirements for more detail in the model specification is still driving the re-
search into developing algorithms to solve the resulting problems. (Arntzen
et al., 1995) presented a global supply chain problem that minimises cost and
delivery time for Digital Equipment Corporation whilst meeting demand in
a multi-period multi-commodity setting. (Vidal and Goetschalckx, 1997) re-
view strategic models for planning global distribution and planning problems
for supply chain planning and conclude that they are lacking in detail and
more research is needed to fill this gap. (Verter and Dasci, 2002) developed a
model for determining location of facilities and capacity configurations to be
installed at each facility location. Conventionally, the managers in a manufac-
turing organisation, ignore the interaction of the capacity and the inventory
decisions by addressing them separately. In (Bradley and Arntzen, 1999), the
authors develop a model that simultaneously plans capacity investment, inven-
tory investment, and the production schedule while maximising the return on
assets. They model and analyse two cases, an office supplier and an electronic
manufacturer, both involving strategic and tactical decisions.
Whilst much of the earlier research work has looked at describing and solving
a deterministic representation of the problem, more recently researchers have
turned their attention to the modelling of uncertainty and the corresponding
exposure of the risk thereby. Uncertainties can arise due to advances in tech-
nology, movements in foreign exchange rates, changes in international taxation
schemes, and resource availability (in particular staff). The capturing of such
risk further complicates the modelling of supply chain problems. (Huchzer-
meier and Cohen, 1996) develop a model that uses stochastic exchange rates
and maximises after tax profit while providing enough capacity to meet de-
mand. In combining financing issues with decision making, supply chain plan-
ning now takes advantage of developments in mathematical finance. A number
of strategic planning models use the techniques of option pricing and introduce
a real options approach to capacity planning (Nembhard et al., 2000). Simi-
larly, (Haksoz and Seshadri, 2006) consider incorporating of forward contracts
for raw material deliveries to hedge against future raw material spot prices.
They illustrate how the manufacturer’s role can be changed to that of a spec-
ulator on movements in the future price of raw materials. From a management
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perspective, researchers have been investigating uncertainty and the modelling
and control of risk. (Christopher and Lee, 2004) describe how the supply chain
risk has increased driven by the changes in the business models used for mod-
ern supply chain planning. In adopting lean processes, these result in more
outsourcing while relying on a much smaller supplier base. Their approach
to improve this risk exposure is to encourage all the constituents in the sup-
ply chain process to provide more and better quality information. (Brindley
and Ritchie, 2001) take this further and propose that relationship building and
partnering is the most effective approach to risk management in the absence of
a more quantitative approach. Their recent work, (Ritchie and Brindley, 2006)
proposes a framework for risk management. First risk drivers are determined,
then by following a sequence of procedures the company can determine their
actions in risk mitigation. Applying the process within a manufacturing com-
pany they found that it resulted in increased sharing of information, building
of relationships and the participation of all partners in the risk management
process.
Quantitative models continue to play an important role. Scenario based plan-
ning and analysis are particularly useful in times of a major structural change
in capital intensive industries with long planning horizons, such as oil compa-
nies (Dempster et al., 2000), vehicle manufacturers (Eppen et al., 1989), and
electricity suppliers (Robinson, 1988). They are built from a realistic combi-
nation of key driver values, such as interest-rates, inflation, demand for the
products, fluctuation in prices, which are elaborated into fully-fledged narra-
tives by enriching them with information about dependent variables, certain
events and the interactions between the many scenario elements. Several sce-
narios may need to be constructed to provide an insight into the risks, robust-
ness and flexibility of various decisions and a defensible position from which
to commit resources. Important issues in scenario generation are (i) compre-
hensibility, that is, it should capture all aspects, both extreme and normal
instances, of the underlying distributions and (ii)consistency, that is, it must
capture correlations among the stochastic data as well. Applications of sce-
nario generation are found in the financial sector (see Carino et al., 1994;
Mulvey, 1996; Dempster and Consigli, 1998). (Hoyland and Wallace, 1996)
proposed an iterative algorithm that combines simulation, Cholesky decom-
position and various transformations to generate scenarios for a Nordic asset
management firm.
A mathematical programming problem in which some of the data are un-
known, that is, they are subject to uncertainty, random influences, or statisti-
cal variations is called a Stochastic Programming (SP) problem. SP provides a
general framework to model path dependence of the stochastic process within
an optimisation model. Furthermore, it permits uncountably many states and
actions, together with constraints, time-lags etc. Unlike dynamic program-
ming, SP separates the model formulation activity from the solution algo-
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rithm. One advantage of this separation is that it is not necessary for SP
models to obey the same mathematical assumptions. This leads to a rich class
of models for which a variety of algorithms can be developed. SP formulations,
however, can lead to very large scale problems. This requires the development
of efficient solution methods in order to process progressively larger models.
2 Outline of the Paper
Our approach in this paper is a contribution towards business analytics in
supply chain. We formulate a practical strategic supply chain model as a
two-stage SP problem. We process the ex-ante here-and-now decision problem
using Benders’ decomposition. Ex-poste analysis is carried out in order to eval-
uate the performances of the here-and-now and the expected-value decisions.
In the absence of knowledge of the probability distribution of the demand,
we construct an approximate probability distribution using the generalised
lambda distribution. The parameters of the generalised lambda distribution
are estimated by processing a non-linear optimisation problem using a Genetic
Algorithm. The performance of the decisions are evaluated on the scenarios
generated using the generalised lambda distribution. Currently, researchers
either use Stochastic Programming or Simulation in order to model Supply
chain problems having uncertain parameter values. Our two-faceted approach
that combines the Stochastic Programming modelling and Simulation is the
main contribution in this paper.
In section 3 we discuss the use of SP for modelling risk-based decision making
in Supply chain. In section 4, we formulate a strategic supply chain planning
problem having uncertain demand as a Stochastic Integer Programming prob-
lem. The resulting large-scale optimisation problem is processed using Ben-
ders’ decomposition which is detailed in section 5. In section 6 we show how
the generalised lambda distribution is used in order to construct an approx-
imate probability distribution of the uncertain demand. The parameters in
the generalised lambda are estimated by processing a non-linear optimisation
problem using a Genetic Algorithm, and the correlation among the demand for
different time period, products and customer zones is captured using Kendall’s
Tau measure. We then construct a simulation model and for the alternative de-
cisions compute the Value-at-Risk and the Conditional-Value-at-Risk. Finally
in section 7, we summarise the results of our investigations.
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3 Stochastic Programming for modelling of risk in Supply chain
Location of production assets and the expansion or reduction of their capaci-
ties form a crucial aspect of many strategic planning applications. Examples
of such applications can be found in heavy process industries(Manne, 1967),
communication networks (Chang and Gavish, 1993) (Laguna, 1998), electric
utilities (Murphy et al., 1987) (Murphy and H.J.Weiss, 1990), automobile
industries (Eppen et al., 1989), service industries (Berman and Ganz, 1994)
(Berman et al., 1994) and in electronic goods and semiconductor industries
(Berman and Hood, 1999) (Rajagopalan et al., 1998) (Swaminathan, 2000).
In all of these applications, the expansion of production capacity requires the
commitment of substantial capital resources over long periods of time. Further-
more, the economies of scale in the expansion costs, as well as the uncertainties
in the long range forecasts of costs and demands, make these decision prob-
lems very complex. Consequently, quantitative models for economic capacity
expansion planning has been the subject of intense research since the early
1960s. Conventionally, in the context of Operations Research, mixed integer
programming (MIP) models have been formulated for determining strategic
decisions. Such models are often inadequate because they completely ignore
future uncertainties. A simplified yet pragmatic approach to capture some as-
pects of these uncertainties is to introduce a set of ‘scenarios’ representing
possible future states of the world. Each scenario is associated with a proba-
bility level representing the decision maker’s expectation of the occurrence of
a particular scenario. This class of models which capture both the optimum
resource allocation paradigm and the randomness of the model parameters,
are known as Stochastic Programming(SP) problems. SP models with integer
variables are known as Stochastic Integer Programs (SIP).
SP models are ideally suited for analysing resource acquisition plans since they
explicitly consider randomness and quantify uncertainty governing the key
parameters of the model. As a consequence the optimum decisions for strategic
plans and tactical operations are more flexible or robust in comparison with
decisions obtained by applying deterministic models. SP models have been
successfully applied to strategic planning problems for example: electric utility
planning (Bienstock and Shapiro, 1988), goods distribution (Cheung and
Powell, 1996), capacity planning (Modiano, 1987), (Escudero et al., 1993),
(Wagner and Berman, 1995), communication network planning (Fantauzzi
et al., 1996), transportation planning and vehicle routing (Fefergruen and
Zipkin, 1984), (Laporte et al., 1994).
An important class of stochastic models is the two-stage stochastic linear
program with recourse stated as:
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Min cT x + EξQ(x, ξ)
subject to
Ax = b,
x ≥ 0, (1)
where Q(x, ξ) = Min{qT y|Dy = h − Bx, y ≥ 0}, ξ is the vector formed by
the components of qT , h, B and D, and Eξ denotes mathematical expectation
with respect to ξ. The vector x represents the first-stage (strategic) decisions
to be taken without full information on the random variable ξ. Later, complete
information is received on the realization of the random vector ξ, then, second-
stage (operational) or corrective actions y are taken. The expected value of
the second-stage cost function EξQ(x, ξ) is referred to as the recourse function
(Birge and Louveaux, 1997).
Since the SP model involves submodels describing a set of scenarios of the
company’s future (uncertain) operations, they usually lead to problems of sub-
stantial dimensions. A detailed description of how the hierarchical structure
of planning systems can be exploited for building and solving two-stage and
multistage stochastic decision models can be found in (Birge and Louveaux,
1997; Dempster et al., 1983; Stougie, 1987; Bitran and Tirupati, 1993).
Whilst a decision analysis (Keeney and H.Raiffa, 1976) approach is well suited
to achieving coherence and explicit communication, the skill in this area is to
get an acceptable amount of detail into the model for credibility, without it be-
coming too complicated and confusing. SP being an extension of Linear/Mixed
integer programming allows processing of resource allocation models having a
number of variables and constraints. As in Linear/Mixed integer programming
there is no coupling between the SP modelling and the SP solution algorithms
hence sophisticated algorithms can be tuned to exploit the model structure.
With the availability of parallel communication protocol real-life models hav-
ing over a million scenarios, have been processed (Fragniere et al., 2000) on
desktop PCs.
SP provides three ways of analysing such large-scale models
• construct a separate strategy for each scenario and test whether or not such
strategies are acceptable for the other scenarios;
• construct a solution that hedges against all the scenarios with respect to
some metric such as the expected cost;












Fig. 1. The supply chain planning network.
4 A supply chain capacity planning model under uncertain demand
Our model represents the entire manufacturing supply chain, from the acqui-
sition of raw material to the delivery of the final products. In order to capture
the interactions among different echelons of the manufacturing process at each
time period t ∈ T, the network is simplified to four echelons related to produc-
tion, packing, distribution and customer zones. In figure 1, PR, PC, DC, and
CZ denote the sets of production plants, packing plants, distribution centres
and customer zones, respectively. The problem is a multi-period multieche-
lon model representing strategic decisions, such as site locations, choices of
production, packing and distribution lines and their capacity increment or
decrement policies.
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The complete formulation of the model (Baricelli, 1996) can be divided into
three main components.
Logical Constraints
These are purely strategic constraints and ensure logical consistencies; a typ-
ical constraint group is shown below,
∑
l
rtil≤Mizti ∀t, i (2)
where rtil is a binary variable determining if line l is operational at site i time
t or not,
Mi is the maximum number of lines allowed at site i, and
zti is a binary variable indicating if site i is open time t (zti=1) or not (zti=0).
Other logical constraints are modelled to determine when sites or lines are
closed down or newly opened. These are necessary since costs and penalties
are incurred whenever these events occur.
Capacity Constraints
The second major component of the model comprises constraints linking strate-
gic and operational variables. Most of these restrictions concern site capacities.
A typical group of production capacity constraints are illustrated below,
∑
p
ftilpqtilp ≤ etilCtil ∀t, i, l (3)
where ftilp is the fraction of line capacity l required to produce one unit of
product p time t at site i,
qtilp is the amount of product p produced on line technology type l at site i
time t,
etil is the efficiency of line type l at site i time t, and
Ctil is a reporting variable representing the number of lines of technology l at
site i time t.
Demand Constraints
The last major component of the model concerns operational constraints. The





Ftkhp ∀t, h, p (4)
where µthp is the shortage quantity of product p at customer zone h time t,
Dthp is the demand of product p from customer h time t,
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Ftkhp is the amount of product p sent to customer h from distribution centre
k, time t.
The uncertainty in the demand for the end-products is captured through a
set of scenarios. The first stage decisions are strategic (binary and integer)
and consequently are not indexed by this new set. Whereas all the operational
decisions are now second stage decisions and incorporate the scenario index,
s. Thus the number of constraints in the second and third components of the
model grow in dimension by this new index set. Taking this into account and
for convenience we set out the most general formulation of the problem as a
two-stage SIP model, P2SIP .





Ax = b Logical Constraints,
Bx + Dys≤h ∀ s ∈ S Capacity Constraints,
Eys = ds ∀ s ∈ S Demand Constraints,
where x = (xI , xB), xI ∈ Zn
′
1 , xB ∈ {0, 1}n
′′
1 , ys ∈ <n2 , ys ≥ 0 S denotes the set of scenarios,
whereby s = 1, . . . |S|
ps denotes probability of occurrence of scenario s
x denotes the first stage variables
ys denotes the second stage recourse variables
b ∈ Rm1 , h ∈ Rm2 , ds ∈ Rm3 , c ∈ Rn1 , f ∈ Rn2 , A ∈ Rm1×n1 , B ∈ Rm2×n1 , D ∈
Rm2×n2 , E ∈ Rn2×n2 .
Table 1 summarises a single scenario deterministic mixed integer programming
(MIP) model presented as a detailed planning model (in our case there are
100 scenarios).
5 Computational investigation: Processing the SIP decision prob-
lem
A distinguishing feature of two and multi-stage SP model is that the dynamics
of uncertainty is discretised as a scenario tree in which nodes represent prob-
abilistic states of information, which is supplemented by a linear dynamical
system of vectors representing auxillary aspects of state. The structure of the
resulting dual-block angular system can be decomposed effectively to com-
pute solutions for progressively larger models in reasonable time. There are
two types of decomposition based approaches depending on whether the sce-




Number of Sites, I 8
Types of packing line technology, YC 4
Types of production line technology, YR 2
Number of distribution centers, J 15
Types of DC line technology, YD 2
Number of Customer Zones, H 30
Number of Products, P 13
Number of time periods, T 6
Model Statistics
Logical Constraints : Sites, DCs opening
and closing, Limit on number of m1 = 968
sites, DCs and Lines
Operational Constraints : Production, Packing, Capacity
Ordering, Transportation, Balance, (Mixed) m2 = 850
Demand and Production and Packing Demand 6768
Capacities. (Continuous) m3 = 4950
Discrete Decision Variables : Sites,
DCs, Production lines, n1 = 2096
Packing lines, DC lines.
Continous Variables : Production, 56496





dual decomposition. These decomposition based algorithms are iterative pro-
cedures generating progressively better solutions. Each iteration consists of
solving a master problem and several independent subproblems- a reason why
these methods are specially suited for parallelisation. The appeal of such tech-
niques lies in the fact that they solve the original problem by iteratively solving
a sequence of manageable subproblems.
Benders’ decomposition
The L-shaped decomposition (Slyke and Wets, 1969) is derived from the ob-
servation that the recourse cost function Q(x, ξ(ω)) are convex and polyhedral
(piece-wise) linear. The expected recourse cost Q(x)(= EξQ(x, ξ(ω))) is also
convex and polyhedral when the uncertain parameters follow a finite, discrete
distribution (Wets, 1974). Based on these observations, the implicit form of
Q(x) can be restated in terms of outer linearisation of the nonlinear recourse
function. From convexity of Q(x, ξ(ω)), it follows that a linear approximation
is a lower support. The method solves an approximation of the two-stage lin-
ear program using an outer linearisation of Q(x). Two types of constraints are
sequentially added: (i) feasibility cuts determining {x|Q(x) < +∞}and (ii)
optimality cuts which are linear supports of Q(x) on its domain of finiteness.
The basic idea of the L-shaped method is to approximate the nonlinear re-
course function in the objective of these problems. A general principle behind
this approach is that, since the recourse function involves a solution of all
second-stage recourse linear programs, we would like to avoid numerous func-
tion evaluations for it. We therefore use that term to build a master problem
in x but we evaluate the recourse function exactly as a sub-problem.
The method can be visualised as solving a problem associated with each node
of the scenario tree. These problems are formed by the realisation of the as-
sociated random parameters. The tree is traversed forwards and backwards,
with information from the solution to each nodal LP problem being passed
to its immediate descendants by the formation of their right hand side and
to its immediate ancestors in the form of cuts. This method has also been
generalised to multiple stages (Birge, 1985).
Our computations were performed on Windows 2000 having 2.4 GHz and 2
MB RAM. We used CPLEX (ILOG, 2005) version 9 as the solver subroutine.
We investigate the solutions to three formulations of the supply chain problem.
First, we consider the Expected Value model in which the stochastic demands
are replaced by the expected value. Second, we consider the Wait-and-See
problems for each scenario, this corresponds to analysing each scenario sepa-
rately. Finally, we compute the hedged solution by solving the Here-and-Now
problem. Table 2 shows the objective values and the time taken in order to
process the Expected Value, Here-and-Now, and the Wait-and-See problems.
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Model Type Objective Time(s)
Expected Value 1.01483 × 107 7245
Here-and-Now 1.14982 × 107 58258
Wait-and-See 1.01462 × 107 67369
Table 2
Solution to the Expected Value, Here-and-Now, and the Wait-and-See problems.
6 Simulation and Back testing
6.1 Experimental framework
SP provides a framework for a hedged strategy (decisions) whereas simulation
provides a framework for evaluating such a strategy. By combining SP and
simulation we bring together the two frameworks which contribute towards
the problem owner’s insight into the model. Quantitative researchers and the-
oreticians have been pushing to integrate stress tests within the general risk
management framework. In part this has taken the form of exploring math-
ematical techniques such as extreme value theory - a statistical approach to
improve estimates of the tails or extremes of distributions- to see whether rare
events can be treated in a way that is more rigorous, and more tractable.
Stress tests is a mix of quantitative technique, expert judgement, a behavioral
approach and market intuition. This is particularly true in terms of specifying
how fundamental risk factors interact with one another in a stressed market:
known sensitivities and scenarios have to be layered into one another and
made to behave in an economically plausible way, using expert judgement.
In order to test the robustness and the risk measure of the expected-value
and the here-and-now decisions, we evaluate them using out-of-sample scenar-
ios. Such out-of-samples could have been generated easily had we known the
underlying probability distribution of the demand. In our case, however, the
initial (100) demand scenarios were generated by the domain expert through
a combination of subjective and objective techniques.
The demand vectors are indexed over the different products, customers and
time-periods. Therefore, the assumption of independence amongst the different
components of the demand is not appropriate. In case the marginal probability
distribution of the components are known, then multi-variate copulas could
be constructed. In the absence of closed form representation for the marginal
distribution of the demand and the lack of knowledge about the dependence
between the components, it is not possible to use many of the established
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statistical techniques in order to construct the multivariate joint distribu-
tion of the demand vector. Therefore our approach is to first approximate
the marginal distributions using the Generalised Lambda Distribution (GLD)
and then to combine the marginal distribution using the correlation struc-
ture amongst the components. In algorithm 6.1 we describe our pseudocode
for simulation. In this pseudocode, we compute the Value-at-Risk and the
Conditional-Value-at-Risk for the expected-value and the here-and-now deci-
sions.
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N ← Number of out-of-sample scenarios
comment: Compute the moments and the correlation matrix
for all ξ1, ξ2, . . . ξ|S| ∈ Ξ, let |ξi| = K







comment: Compute the correlation matrix
Calculate the Kendall’s Tau correlation matrix Ξρ(∈ <K×K)
for j ← 1 to K
do








4 for the GLD







comment: Perform simulation and compute the VAR and CVAR
for i← 1 to N
do

for j ← 1 to K
do
{







Define ξ̂ = {ξ̂1, ξ̂1, . . . , ξ̂K}
comment: Capture the correlation amongst the demand vectors
Calculate η = Ξρ × ξ̂
Fix the first-stage solutions x to x∗EV /x
∗
HN
Fix the demand vector to η
Solve the resulting optimisation problem and store the objective function value
Calculate the Value-at-Risk and the Conditional-Value-at-Risk
output (V AREV , CV AREV , V ARHN , CV ARHN)
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6.2 Generalised Lambda distribution
The inverse problem of finding the probability distribution from a given mo-
ment sequence is a hard problem as shown first by Stieltjes. The Generalised
Lambda Distribution (Ramberg and Schmeiser, 1974) is a four parameter gen-
eralization of Tukey’s Lambda family (Hastings et al., 1947), that has proved
useful in a number of different applications. GLD can assume a wide vari-
ety of shape, and offers risk mangers flexibility in modelling a broad range
of probability distributions. Due to its versatility, however, obtaining approx-
imate parameters for the GLD is very challenging (Karian and Dudewicz,
2000). One of the methods for estimating the parameters of GLD is based on
matching the first four moments of the empirical data. Tukey’s λ family of







1−u λ = 0
(5)
A four parameter generalization of equation 5 was proposed by Ramberg and
Schmeiser. For this generalisation, the quantile function is given by
Q(u) = λ1 +
uλ3 − (1− u)λ4
λ2
(6)
(Ramberg et al., 1979) note that the proposed distribution in equation 6 is
not defined for certain combinations of the parameters. Fremier et al. (Freimer














This parametrization is well defined over the entire two-dimensional plane
for the parameter λ3 and λ4. However, in order to have a finite k
th order
moment it is necessary that min(λ3, λ4) >= −1/k. Using the relationship











6.3 An optimisation problem for matching moments
Given a GLD with quantile function Q(u), we need to find the parameters
λ1, λ2, λ3 and λ4 such that the mean (µ), variance (σ
2), skewness (α3) and
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kurtosis (α4) of the GLD match the corresponding mean (µ̂), variance (σ̂2),
skewness (α̂3) and kurtosis (α̂4) of the sample. The FMKL parameter for the


























, qk = the k
th central moment of F−1(u), and pk = the k
th
raw moment of P (u).






















































 β(λ3(k − j) + 1, λ4j + 1) (13)
where β(a, b) =
∫ 1
0 u
a−1(1 − u)b−1du. Since the beta function is defined only
for the positive values of a and b, we have











































β(2λ3 + 1, 2λ4 + 1)
− 4
λ33λ4
β(3λ3 + 1, λ4 + 1)−
4
λ3λ34
β(λ3 + 1, 3λ4 + 1) (17)
Substituting the equations 14,15 16, 17 in 9, 10, 11 and 12 we get,
α3 =






p4 − 4p1p3 + 6p21p2 − 3p41
(p2 − p21)4
(19)
The values of the parameters λ3 and λ4 of the GLD can be obtained by solving
the optimisation problem
Min (α3 − α̂3)2 + (α4 − α̂4)2
Subject to the constraints in the equation 14, 15, 16, 17 (20)







Once the values for λ3 and λ4 are obtained, then λ1 and λ2 can be computed
using equations 22 and 23.















The optimisation problem 20 is non-linear and non-convex. Some of the ex-
isting techniques to solve it include Least square (Ozturk and Dale, 1985),
Starship method (King and MacGillivray, 1999), Downhill simplex (Nelder
and Mead, 1965), Powell’s method (Powell, 1962). We develop a steady-state
GA that uses ‘overlapping’ populations and a parameter-less penalty function
in order to process constrained optimisation problems (see (Poojari and Vargh-
ese, 2006) for details). Our GA start out with an initial population of possible
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Parameter Value
Genetic Algorithm Steady State
n dimension of the individual= 2
Size of the population(K) 10 × n
Number of generation 20 × K
Chromosome representation real numbers (represented as floating point)
Probability of crossover (pcross) 0.7
Probability of mutation (pmut) 0.1
Proportion replaced (prepl) 0.5
Table 3
Control parameters for the Genetic Algorithm.
solutions to a given problem where each individual is represented using some
form of encoding as a chromosome. Newly generated offspring are added to
the population, then the worst individuals are destroyed. The new offspring
may or may not make it into the population, depending on whether they are
better than the worst in the population. The individuals in the population are
represented as real arrays where the arrays represent the solution vector to the
optimisation problem. These chromosomes are evaluated for their fitness. The
fitness function is designed to provide greater emphasis on optimality during
the initial generations of the GA, so as to avoid the algorithm converging to
a local optima. Based on their fitness as a criterion, certain chromosomes in
the population are selected for reproduction. These selected individuals are
manipulated by crossover and mutation operators. The crossover operator is
applied to a pair of selected parents to create offspring, and the mutation op-
erator is used as a slight modification to this offspring, or to the remaining
members of the population.
6.4 The Mixing model
The demand vectors are indexed over multiple time-periods, products and
customer zones. Through the GLD we approximate the marginal probability
distribution of each component of the demand vector. However, these com-
ponents may be correlated. For instance the demand for a given product in
one time-period may influence the demand for the same/different product in
another time-period. We use demand scenarios in order to approximate the
correlation amongst the components.
It is well-known that the Pearson correlation matrix measures the linear cor-
18
Number of Sample Size = 1000
Time for constructing the correlation matrix = 335seconds
Time for estimating parameters using GA = 865 seconds
Time for evaluating the Expected Value solution = 34000 seconds
Time for evaluating the Here-and-Now solution = 48000 seconds
Table 4
Details of the Simulation.
Here-and-Now Expected Value
VAR CVAR VAR CVAR
2585221.579 2612735.274 2595209.474 2622703.842
Table 5
The 95% values of VAR and CVAR
relation, and the rank based correlation coefficients such as the Kendall’s tau
or the Spearman’s rho measure the monotonic association. The rank coeffi-
cients are able to detect the correlation when the correlation is nonlinear but
monotonic and is also known to be robust is the presence of outliers.
We generate the random vectors (η) using the model
η = Ξρξ̂ (24)







4), and Ξρ is the m ×m Kendall’s tau correlation
matrix of the original scenarios. The details of the simulation are shown in
table 4.
We simulate the performance of the Here-and-Now and the Expected Value
solutions. Theoretically it is known that the Here-and-now solution provides
a hedged solution and is more robust, therefore it should have lower VAR
and CVAR values. Table 5 shows the 95% Value-at-Risk (VAR) and the
Conditional-Value-at-Risk (CVAR) values for the the Expected value and the
Here-and-Now solutions. The figure 2 shows the distribution of the cost for
the Expected Value and the Here-and-Now solution respectively.
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Fig. 2. The distribution of the cost for the Expected value and the Here-and-Now
solution.
7 Discussion and Conclusion
We have investigated a strategic capacity planning problem having uncertain
demand formulated as a two-stage Stochastic Integer Programming problem.
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The underlying optimisation is NP-Hard due to he presence of integer and bi-
nary variables. These discrete variables correspond to the strategic decisions
such as site locations, choices of production, packing and distribution lines,
and the capacity increment or decrement policies. We have implemented Ben-
ders’ decomposition to process the problem. Further, we verify the robustness
of the solution obtained for the stochastic problem through simulation. In
order to do this, we have developed a Generalised Lambda Distribution for
the demand. The parameters for the Generalised Lambda distribution are
estimated by processing a non-linear and non-convex optimisation problem
suing a Steady-State Genetic algorithm. We evaluate the ex-ante decisions
of the expected-value and the here-and-now optimisation problems through
simulation of the random demand. Also, by fixing the first-stage decisions
in the underlying optimisation problem, we compute well-known measures of
risk such as the Value-at-Risk and the Conditional-Value-at-Risk. We, thus,
provide a framework for obtaining robust solutions and computing the risk
measures for a practical supply chain planning problem.
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