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A Pixel–Channel Hybrid Attention Model for Image Processing
Qiang Hua, Liyou Chen, Pan Li , Shipeng Zhao, and Yan Li
Abstract: In the field of image processing, better results can often be achieved through the deepening of neural
network layers involving considerably more parameters. In image classification, improving classification accuracy
without introducing too many parameters remains a challenge. As for image conversion, the use of the conversion
model of the generative adversarial network often produces semantic artifacts, resulting in images with lower
quality. Thus, to address the above problems, a new type of attention module is proposed in this paper for the
first time. This proposed approach uses the pixel–channel hybrid attention (PCHA) mechanism, which combines
the attention information of the pixel and channel domains. The comparative results of using different attention
modules on multiple-image data verify the superiority of the PCHA module in performing classification tasks. For
image conversion, we propose a skip structure (S-PCHA model) in the up- and down-sampling processes based
on the PCHA model. The proposed model can help the algorithm identify the most distinctive semantic object in
a given image, as this structure effectively realizes the intercommunication of encoder and decoder information.
Furthermore, the results showed that the attention model could establish a more realistic mapping from the source
domain to the target domain in the image conversion algorithm, thus improving the quality of the image generated by
the conversion model.
Key words: deep learning; attention mechanism; image classification; image processing; convolutional neural
networks
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Introduction

In the last century, researchers have discovered
that human vision is capable of ignoring irrelevant
information while simultaneously extracting key
information in the field of vision. This characteristic
is considered a new signal processing–attention
mechanism. In recent years, the attention mechanism
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has been introduced into the field of artificial intelligence
and combined with the deep neural network model, thus
achieving great success in a variety of tasks. In the field
of machine translation, Bahdanau et al.[1] incorporated
the attention mechanism in their proposed model to
automatically (soft) search the correlation between
the source sentence and the target words. Using their
proposed system, they achieved similar performance as
that of the traditional phrase-based translation system
in the English to French translation task. In the field of
image annotation, Xu et al.[2] introduced an attention
model that can automatically learn to describe the
content of an image, while Lu et al.[3] used the
collaborative attention model in the field of visual
question answering to consider both visual attention and
question attention. They also explained the question in a
layered manner to obtain reasonable answers.
In deep learning models, the convolutional neural
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network (CNN)[4] is limited by the size of the
convolution kernel; thus, the parameters obtained by
weight sharing cannot accurately express the learned
features. As a solution, an attention mechanism has
been proposed to balance the performance capabilities
and complexity of network models. In 2018, Hu
et al. developed the squeeze and excitation network
(SENet) for CNN. This system compresses information
about a single feature map as inter-channel weights
that go through the squeeze process, after which the
weights are trained through the excitation process.
Assigning the weights to the input feature map
allows for the adjustment of the dependency of the
feature maps between channels and helps obtain the
channel attention[5] . In natural language processing tasks,
Vaswani et al.[6, 7] reported that the attention mechanism
included in the transformer structure successfully
promoted the use of the attention mechanism. Following
the idea of SENet, Woo et al.[8] proposed the
convolutional block attention module (CBAM) to
aggregate the information of a single feature map as
weights to the space field. The channel information
of the corresponding pixel is then compressed into the
weights of the relative position via pooling, after which
the weights are applied to the input feature map as spatial
attention information. The performance of the CBAM
obtained by sequentially combining channel attention
and spatial attention has been reported to be superior to
that of the original SENet. Wang et al.[9] introduced
a non-local module that can replace the convolution
operation. This module relates the attention weights
with the contextual semantic content and is then used
to capture remote image dependence. Similar to the
CBAM, the dual attention network (DANet) proposed by
Fu et al.[10] uses a self-attention mechanism in both the
channel and pixel fields. They reported that combining
information from both spatial and pixel attention can
achieve a better information extraction effect.
In image classification, most related studies have
proposed attention learning models based on a single
domain, such as spatial domain[11] , channel domain,
and pixel domain, among others. Research on mixed
attention[10, 12] is usually restricted by the amount of
storage and computational load due to the relatively
large amount of calculation required by the attention
mechanism. Therefore, developing an attention model
that can capture the most important information[13, 14] in
the hybrid domain without significantly increasing the
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complexity of the model remains a challenging task.
Related to the abovementioned problem, the current
paper develops a new type of attention model called the
pixel–channel hybrid attention (PCHA) model, in which
both the internal and the hybrid correction of pixels
and channels can be learned in CNN according to the
module. Furthermore, when learning attention between
channels, the original feature dimension is first reduced
to the original 1=r (where r denotes the reduction ration)
through the fully connected layer. Then it is restored to
the original dimension by a new fully-connected layer
through the activation function. In this way, the nonlinearity is added to the network structure to better fit the
complexity between channels, thus reducing the number
of parameters and the amount of calculations required.
The attention mechanism also plays an important role
in high-quality image conversion, which is a process of
converting an original image from one domain style
to another. Recently, most image conversion tasks
have been implemented by using generative adversarial
networks (GAN)[15] as the basic network structure. Isola
et al.[16] used paired image conversion datasets and
proposed the Pix2Pix model, which can produce highquality results for various image-to-image conversion
tasks. Zhu et al.[17] developed the BicycleGAN model,
which can generate diverse, high-quality samples in
a large number of image conversion problems. In
addition, Wang et al.[18] proposed the Pix2Pix-HD
model, which uses a multi-scale discriminator to
synthesize high-resolution images and realize visual
interactive operations. For many machine learning tasks,
however, it is often difficult to obtain paired training
image data.
Another problem in image conversion models is
that the image background tends to change as the
object is being converted. To solve this problem, Liang
et al.[19] proposed the ContrastGAN, which uses the
objects to be converted in each dataset for attention
icon annotation, and then employs such annotation
as additional input data. Furthermore, Chen et al.[20]
proposed the AttentionGAN, which introduces the
attention mechanism into the generative confrontation
network of object conversion. To produce high-quality
object conversion results, their proposed system uses
a model structure consisting of an attention network, a
conversion network, and a discriminant network to focus
on the area that must be converted. Mejjati et al.[21]
proposed the Attention-Guided GAN by incorporating
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the attention mechanism into the unsupervised image-toimage conversion, thus solving the problem in which the
background and foreground could not be properly mixed.
Their results showed that the quality of the generated
image was significantly improved.
Although the results of the above methods are
significantly improved compared to the original imageto-image conversion algorithm, the original network
structure still requires the addition of an explicit attention
network in order to generate attention maps. Thus, in this
paper, we embed the proposed PCHA module into an
encoder structure with up-sampling and down-sampling,
after which we construct a skip connection to form the
skip structure PCHA (S-PCHA) module that can be used
in image conversion tasks. After adding the S-PCHA
module, there is no longer a need to generate an explicit
attention map to dynamically encode the known image
and simultaneously distinguish the object to be converted
from the background.
To summarize, the main contributions of this article
are as follows.
First, a new PCHA module is proposed based on the
original CNN model to consider the correlation of pixels
and feature channels as well as the hybrid correlation
between the pixel and channel domains. Furthermore,
this PCHA module can be conveniently used to realize
end-to-end training by combining it with CNN.
Second, this study proposes an S-PCHA module that
is suitable for image conversion tasks based on the
PCHA module. Adding the S-PCHA module into the
CycleGAN[22] model can well distinguish the object to
be transferred from the background without additional
attention network branches. Furthermore, doing so
improves the image conversion performance.
Third, the PCHA and S-PCHA modules can be used
to implement image classification and image conversion
tasks, respectively. After comparing and analyzing their
results with those of the existing representative attention
models, we confirm the effectiveness of the two proposed
attention mechanisms.

2

Related Attention Models

In this section, three typical attention models are briefly
introduced, namely, the SENet, non-local network,
and CycleGAN models. The former two are the most
commonly used attention mechanisms between the
channel domain and pixels domain, respectively. The
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CycleGAN model is commonly used for asymmetric
data set conversion.
2.1

Attention model on the channel domain: The
SENet model

The SENet was the champion model of the image
classification task in the ImageNet Competition in
2017. It integrates the attention mechanism into the
convolutional neural network very harmoniously. The
SENet model ensures that the tensor size of the input
feature map is the same as that of the output feature map.
Suppose X is the input feature map, X0 is the output
feature map, and the tensor size is H  W  C . The
input feature map is obtained by the global average
pooling in the squeeze process, i.e., the average of all
pixels of each channel’s feature is first calculated, after
which the average is arranged by the original channel’s
position to obtain z. This can be regarded as the global
information embedding of the input feature map. In the
excitation process, the correlations between channels
can be learned and used as weights that are assigned to
the input feature maps. Specifically, these weights are
learned by a two-layer fully connected neural network
as follows:
w D  .W2 ı.W1 Z//
(1)
where W1 2 RC =rC and W2 2 RC C =r denote the
weights of the two fully connected layers, respectively;
 ./ is the sigmoid function; ı./ is the ReLU function.
This kind of attention mechanism between channels
can automatically determine the importance of each
feature channel through learning. Thus, it can improve
the sensitivity of the network model to task-related
information.
2.2

Attention module in pixel domain: Non-local
Network

Wang et al.[9] proposed a non-local network for capturing
the long-term dependence of pixels in image features in
deep neural networks.
In non-local networks, the relationship between a pixel
point and each of the pixel points of the feature maps is
considered as a weight that can be assigned to the input
feature map. This improves long-distance dependence
and helps solve the problem of long-distance information
transfer between pixels. Assuming that x and y represent
the single feature map in the input feature maps and the
corresponding generated feature map, respectively, the
formula for the self-attention mechanism for a single
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pixel can thus be expressed as follows:
1 X
yi D
f .xi ; xj /g.xj /
C.x/

(2)

8j

where i; j 2 f1; 2; : : : ; N g are both the pixel point
indexes of a given feature map x. In addition, the
pairwise function f .xi ; xj / is used to calculate the
dependencies between xi and the other pixel xj . The
weights of the different positions can thus be obtained.
At the same time, the function g.xj / can be used to
calculate the feature representation of the input feature
map at position j . The final output y is normalized by
weighted average using C.x/.
Unlike the CNN, which expands the field of perception
by stacking layers of the neural network to extract global
features, non-local networks can directly obtain global
information instead of local connections. At this point,
the size of the feature map may seriously affect the
computational effort, given that a non-local network
needs to calculate the correlations of a single pixel on
the feature map with all other pixels. Therefore, the nonlocal network is typically placed at a deeper layer and
then used alternatively with the CNN.
2.3

CycleGAN model

The CycleGAN model uses the concept of cyclic
consistency loss and combines it with the adversarial
generation network, thus successfully realizing the
conversion of one type of image into another type on
an unpaired dataset. Meanwhile, paired datasets can
be understood as two datasets with similar contents,
such as pictures of the same place during the day and
at night. Such paired datasets are sometimes difficult
to obtain. In comparison, unpaired datasets represent
image samples in two different fields and different styles,
which are much easier to collect. These datasets can be
denoted as X and Y, respectively. In the CycleGAN, a
generator is used to learn the mapping F from X to Y
s. t. F.X/ D Y, and a discriminator is used to judge the
accuracy of the learned mapping D.F.X// ¤ Y. Suppose
this discriminator is represented by DY , then the loss of
GAN can be expressed as Eq. (3):
LGAN .F; DY ; X; Y/ D Eypreal .y/ Œlog DY .y/ C
Eypreal .x/ Œlog .1

DY .F .x///

(3)

Similarly, a discriminator DX is added to determine
whether it is an image in the X domain for a mapping
G. Then, we define the GAN loss from the Y domain
to the X domain as follows: LGAN .G; DX ; X; Y /, where
mapping G can convert image y in the Y domain to the
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image G.y/ in the X domain.
Obviously, the training process cannot be completed
by using a single GAN loss. Even if we assume that
mapping F can map all x in X to the same image in the
Y domain, such a discriminator will not work because
this requires the use of cycle consistency loss. In this
case, the CycleGAN learns two mappings of F and G
simultaneously, and the conversion result should satisfy
F.G.y//  y and G.F.x//  x. Next, an image in the X
domain is converted to an image F.x/ in the Y domain;
here, the image converted back to the X domain through
G should be basically unchanged. This prevents the
model from converting all images in the X domain to the
same image in the Y domain. The cyclic consistency loss
is defined as follows:
Lcyc .F; G; X; Y/ D Eypreal .x/ ŒkG .F .x// xk1  C
Eypreal .y/ ŒkF .G .y// yk1  (4)
The complete objective function of the final
CycleGAN model is shown below. Among them, 
is a hyperparameter that is used to adjust the correlation
between the generated data. The larger the , the closer
the final generated content to the input image.
L D LGAN .F; DY ; X; Y/ C LGAN .G; DX ; X; Y/ C
Lcyc .F; G; X; Y/
(5)
Many previous image conversion algorithms, such
as the CGAN[23] , Pix2Pix, and other models, can only
handle image conversion tasks with paired datasets (e.g.,
uncolored and colored cat pictures). In real life, there are
a few paired datasets, and it is relatively easier to collect
unpaired datasets, e.g., pictures of cats and pictures
of dogs. Given that the CycleGAN algorithm can be
cyclically verified, it can handle unpaired datasets well.

3

PCHA Model for Image Processing

In previously mentioned image processing models, only
one type of attention mechanism was used individually:
either channel attention or pixel attention. However,
using a single attention mechanism results in the loss
of another kind of attention, which in turn leads to the
incomplete extraction of the feature expression of input
images. In this work, we propose a PCHA model to
solve the abovementioned problem. Embedding this
model directly into the CNN can enhance the ability
of the neural network to extract features and improve
the image classification task performance. Further, in
image conversion tasks, we propose the S-PCHA module
based on the PCHA mechanism to improve the model
capability of distinguishing an object for conversion
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from the image background. The S-PCHA module
combines the PCHA mechanism with the autoencoder
model to construct a skip connection; furthermore, it
can directly apply the learned attention map during the
encoder to the decoder, thus deepening the connection
between the converted and the original object.
In this section, the network structure of the proposed
PCHA module is first described, after which the PCHA
module is combined with the encoder–decoder model to
develop the S-PCHA module. Finally, different attention
modules are qualitatively analyzed to demonstrate the
performance of the PCHA module in image classification
and the effect of the S-PCHA module in image
conversion tasks.
3.1
3.1.1

PCHA module in image classification task
Network structure of PCHA

Figure 1 presents the structure of the PCHA model,
which contains three main parts: the pixel attention
module in the left blue box, the channel attention module
in the right orange box, and the mixed module at the
top. In this model, the input feature map computes
the pixel and channel attention in parallel. Then, the
mixed module multiplies the resulting pixel-to-pixel
and channel-to-channel correlation matrices and adds
them to the input feature map. In this way, the output
feature map features a combination of pixel and channel

correlations.
3.1.2

Pixel attention

In the CNN operations, a single convolution can
only extract features for pixels within the size of the
convolution kernel; it cannot learn the long-distance
pixel dependencies. In the proposed PCHA model, we
calculate the relationships of all pixels to avoid the effect
of distance. The specific process is described as follows.
First, two feature spaces q and k are used to linearly
transform the inputted image feature x 2 RC H W to
reduce the computational complexity of the model as
follows:
q.x/ D Wq x; k.x/ D Wk x
(6)
where Wq 2 CN  C , Wk 2 CN  C are the weight
matrices to be learned through the 1  1 convolution
operation, and CN represents the number of channels
after the original channel number C is decreased. This
can reduce the amounts of parameters and calculations
without affecting the model’s ability to extract features.
Second, the correlation between two pixels xi and xj
can be obtained by the following product computation:
rij D q.xi /T k.xj /
(7)
Finally, the normalized result can be computed using
the Softmax function:
exp.rij /
aij D
(8)
N
P
exp.rij /
i D1

where aij represents the correlation between pixels xi
and xj . The attention map A D .aij /.W H /.W H /
can be obtained by arranging aij according to the
corresponding position.
3.1.3

Channel attention

In the channel attention part in the PCHA, the input
feature map is first compressed into a vector of 1  1  C
through global average pooling, which can be denoted
as z, z 2 RC . The i -th element of z denoted by zi is the
feature map of the i -th channel. This is computed as
follows:
N
1 X
zi D
xi;j
(9)
N
j D1

Fig. 1

Structure of the PCHA model.

where xi;j denotes the value of the j -th pixel in the i-th
channel feature map.
Next, we take z as the input vector and learn it through
a fully connected neural network, allowing us to obtain
the correlation weights between channels.
Finally, following the dot product square operation,
the obtained inter-channel correlation weights are
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applied to the input feature map, thus allowing the neural
network to learn the inter-channel attention relationship
as follows:
xN c D wc  xc
(10)
where x; x D Œx1 ; x2 ; : : : ; xC , is the input feature map,
xN ; xN D ŒxN 1 ; xN 2 ; : : : ; xN C ; is the output feature map, and
w; w 2 1  1  C , represents the weights. Then we
multiply xc ; xc 2 W  H , and wc between channels to
obtain the output feature map xN C .
3.1.4

Mixed attention

After obtaining the channel and pixel correlations
separately, we fuse the information from both types
of attention in the mixed module by multiplying the
relevance matrix of the pixel attention module by the
relevance matrix of the channel attention module.
First, the dimension of xN 2 RC H W is transformed
to xN 2 RC N , where N D H  W . The purpose of this
transformation is to obtain a new feature map by matrix
multiplication with pixel correlation matrix A:
xO D xN A
(11)
Next, the computed xO 2 RC N is re-transformed to
the original dimension size xO 2 RC H W , allowing us
to obtain xO , which contains the correlations of pixels and
those of channels.
Finally, the idea of the residual network is introduced,
and the newly obtained feature map is multiplied by
( is the learning rate). Then we add the original input
feature map as the final output as follows:
o D xO C x
(12)
3.2

S-PCHA model in the image conversion task

In this section, the proposed PCHA model is combined
with the encoder and decoder structure to perform the
image conversion task, in which the encoder actually
models the input image, and the decoder predicts

Fig. 2
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the value of each pixel of the output image. In this
process, the incorporation of the attention model can
effectively construct the mapping between input and
output image pixels, which in turn, can help improve
the quality of the reconstructed images. Specifically,
for the image conversion task, the attention model is
used to distinguish the object that must be converted
along with the background during the conversion process.
The model can study the correlation of the transformed
object in the process of image coding and then apply this
to image generation in order to deepen the correlation
between the transformed and the output images. Then
the differences between the conversion object and the
image background can be manifested in the different
attention maps learned by using the PCHA model.
In this combination model, we create a skip
connection by directly passing the attention map learned
by the PCHA model during down-sampling to the
PCHA model of the up-sampling feature map in the
corresponding size. Performing this step ensures that
the position information between the converted object
and the background learned by the pixel attention in
the down-sampling is preserved. Hence, the learned
attention map can be directly used in the up-sampling
to help improve the efficiency of the newly generated
attention map in distinguishing the target object and the
background. The overall model architecture is called the
Skip-PCHA model or the S-PCHA model.
In Fig. 2, we take the generator model in the image
conversion as an example to demonstrate the application
of the S-PCHA module in the encoder–decoder network
structure. The image features obtained after convolution
are used as the inputs of the PCHA module, while
its output is a feature map calculated by the double
correlation between pixels and channels. Such a map
can be directly sent to the next step of convolution. This

Structure of the S-PCHA model.
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is similar to the skip layers in the full convolutional
networks (FCN)[24] , but the difference is that the skip
architecture of FCN transfers the whole feature map to
the next stage for the feature fusion of different scales. In
comparison, the skip connection in the S-PCHA model
replaces the attention map of the feature map in the
corresponding position of the decoder with the attention
map obtained in the process of generating the feature
map. In addition, the attention map calculated by the
PCHA module in the down-sampling is passed to the
PCHA module during the up-sampling. Notably, the
position where the PCHA module is used in the upand down-sampling processes should be a feature map
location of the same size. Thus, the transmitted attention
map has the same size, allowing it to complete the overall
operation of the network.
Figure 3 shows the detailed structure of the S-PCHA
model. As can be seen, the attention map generated
during the encoder is passed to the corresponding
position of the decoder (i.e., the position where
the feature map size is consistent). Copying the
attention map directly can retain the attention weight
of the converted object and the background in the
original image, which is beneficial in directly mapping
the converted object in the decoder process without
affecting the background. Furthermore, to ensure that
the newly generated feature maps can obtain interchannel correlation, the inter-channel attention retains
the original network structure and learns new attention
parameters.
The input feature map of the decoder is denoted as
x. After passing through the PCHA module denoted as
o, the value of o becomes o D .NxA/ C x, .NxA D xO ,
in which A is the attention map, and xN is the channel
attention (refer to Eq. (9) for details). The output can be
expressed by Eq. (13):

o D .NxAcopy / C x

(13)

The calculation method of the S-PCHA decoder part
is the same as that of the encoder part, where x is the
input feature map of the decoder part; xN is the channel
attention of the decoder part, wherein the tensor size and
calculation method are consistent with the corresponding
encoder parts x, xN ; and Acopy is the direct copy of the
attention map of the encoder part.
3.3

Analysis and comparison of the related models

Before applying the proposed PCHA and S-PCHA
models to image processing tasks, we perform a
simple comparison and analysis of the corresponding
parameters, calculations, representations, and generation
capabilities of these two modules with related
representative models. Section 4 will provide a more
detailed analysis of the experimental results on the
models’ classification performance and the effects of
the image generation quality.
The structure of the PCHA model is most similar
to that of the DANet, but the latter performs selfattention operations on the pixel and the channel domains
simultaneously, which greatly increases the amount of
calculations required. In contrast, the PCHA model
uses squeeze and excitation methods to obtain interchannel attention instead of using self-attention. As a
result, the PCHA model can ensure that the amounts
of calculations and parameters in the channel domain
will not increase considerably. Even compared with
the original non-local network, the calculations have
also been reduced. In particular, the non-local network
uses 1  1 convolution for feature mapping, and the
number of its model multiply–accumulate operations
(MACCs) is W  H  C , while that of the MACCs
of the PCHA model is 2  C  CN . Obviously, we
have 2  CN < H  W . The qualitative comparisons of
several different related models in terms of the number
of parameters, calculations, and performance are shown
in Table 1. For more detailed data, please refer to
Section 4.4.
Table 1

Qualitative analysis of different attention models.
Computation Representation
Model
Parameter
load
ability
SENet
Minimum
Least
Weak
CBAM
Less
Less
Relative weak
Non-Local
More
More
Middle
DANet
More
Maximum
Relative strong
PCHA
Maximum
Middle
Strong

Fig. 3

Details of the S-PCHA model.
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4

Experimental Results and Analyses

In this section, the proposed PCHA module is applied
to image classification tasks, while the S-PCHA module
is applied to the image generation tasks. The proposed
models and their combination with representative deep
learning models are respectively compared with the
existing typical attention models. The performance
evaluation indicators include the parameter storage,
calculation amount, and classification accuracy in the
classification model, as well as the Frechet inception
distance (FID)[25] and the Kernel inception distance
(KID) of the image generation models[26] .
4.1

Experimental settings and the datasets used

In this study, we used the CNN in the image classification
task, and its basic structures and settings are presented
in Table 2. In the image generation task, an input image
with a pixel size of 128  128 is used. The model
architectures of the generation and discriminator network
are shown in Tables 3 and 4, respectively.
Table 2 CNN structure for image classification. conv
represents the convolutional layer used in the encoder or
down-sampling layer, convT is the transposed convolution
used in the decoder or up-sampling layer; s is the convolution
step size, p represents whether to fill in zeros, and out refers
to the number of output channels.
Input size
Network
Output size
33232 conv(33, s D 1; p D 1; out D 64/ 643232
643232 conv(33, s D 1, p D 1; out D 64/ 643232
643232
max pooling (22, s D 2)
641616
641616
Dropout-1
641616
641616 conv(33, s D 1,p D 1; out D 128/ 1281616
1281616 conv(33, s D 1; p D 1; out D 128/ 1281616
1281616
avg pooling (22; s D 2/
12888
12888
Dropout-2
12888
12888 conv(33, s D 1; p D 1; out D 256/ 12888
12888 conv(33, s D 1; p D 1; out D 256/ 12888
12888
global average pooling
25611
256
Full-connection layer
10
Table 3 Generator network structure for image conversion.
Input size
Network
Output size
3128128 conv(77, s D 1; p D 1; out D 64/ 64128128
64128128 conv(33, s D 2; p D 1; out D 128/ 1286464
1286464 conv(33, s D 2; p D 1; out D 256/ 2563232
Res [conv(33, s D 2;
2563232
2563232
p D 1;out D 256/ 6
2563232 convT(33, s D 2; p D 1; out D 128/ 1286464
1286464 convT(33, s D; p D 1; out D 64/ 64128128
64128128 convT(77, s D 1; p D 0; out D 64/ 3128128

Table 4 Discriminator network structure
conversion.
Input size
Network
3128128 conv(44, s D 2; p D 1; out D 64/
conv(44, s D 2; p D 1; out D 128/
646464
conv(44, s D 2; p D 1; out D 256/
2561616 conv(44, s D 2; p D 1; out D 512/
5121515 conv(44, s D 2; p D 1; out D 1/
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Output size
646464
2561616
2561515
11414

Datasets: (1) In the image classification experiments,
we use the benchmark datasets cifar-10 and cifar-100[27]
containing 32  32 color pictures. Cifar-10 has several
categories, such as airplane and dog. All 60 000 pictures
in each category are divided into a training set and a test
set at a ratio of 5:1. Cifar-100 is an extension of cifar10, which contains 20 big categories. Each category is
further divided into five sub-categories. For example,
the big category “flowers” contains small categories,
such as roses and orchids. (2) In the image conversion
experiment of the unpaired data, the dataset we used
is provided by the CycleGAN model, including the
conversion of horses and zebras, the conversion of
apples and oranges, and so on. In the image conversion
experiment of paired data, the dataset used is the one
provided by the Pix2Pix model, including Facades,
Cityscapes, Maps, etc. These datasets take up 3G storage
and contain images with different backgrounds and
conversion objects, thus making it more challenging
to learn a good image conversion algorithm.
4.2

Classification performances using different
attention models

We only replace the attention module in the first two
layers, while fixed CNN architecture remains unchanged.
This is done to ensure the fairness of the experiment.
The original CNN is shown in Table 2. Here, we use the
number of parameters, floating-point operands (FLOPs),
and multi-round classification accuracy as indicators
for evaluation in order to comprehensively study the
performances of different attention mechanisms. As can
be seen in Table 5, the PCHA model has lower FLOPs
than the non-local network model and the DANet model,
while its classification accuracy is higher than that of
other attention models.
4.3

Performance analyses of the PCHA module
with different typical deep learning models

In this section, we combine the proposed PCHA
module with the VGG-16[28] and GoogleNet[29] models
on the cifar-100 dataset for the image classification
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Table 5 Classification results of different attention models using the CNN on the cifar-10 dataset.
Model
Storage of parameter (bit)
FLOP
5-epoch accuracy (%) 8-epoch accuracy (%) 10-epoch accuracy (%)
Original CNN
1 148 874
153 466 112
83.26
84.16
83.36
SENet
1 153 066
153 613 696
82.32
84.36
84.26
Non-local network
1 154 074
164 115 712
82.82
84.39
84.99
CBAM
1 151 020
153 806 208
83.14
84.06
84.36
DANet
1 154 074
164 115 712
80.95
82.66
83.66
PCHA
1 154 106
155 743 616
84.23
84.88
85.1

task. Then we compare the results with other popular
classification deep learning models, including the VGG16, GoogleNet, ResNet-34[30] , SE-ResNet-34, ResAttention59, DenseNet[31] , and Inception-V3 models[32] .
Upon comparing the experimental results of the VGG16 and VGG-16 + P CHA models as well as those of
the GoogleNet and GoogleNet + PCHA models, results
showed that adding the PCHA module can improve the
classification accuracy of a model without a significant
increase in parameters. Compared to other classification
models, the GoogleNet + PCHA model achieves the
lowest Top 1 and Top 5 classification error rates at
21.7% and 5.54%, respectively. As shown in Table 6,
this represents a noticeable improvement in classification
performance without obviously increasing the number
of parameters, thus verifying the effectiveness of the
proposed PCHA model.
4.4

Comparison of the S-PCHA module and
related attention models

To verify the effectiveness of the S-PCHA module in the
encoder–decoder network structure, we first apply it to
a simple autoencoder algorithm through an experiment
using a handwritten digit dataset (Modified National
Institute of Standards and Technology database)[36] . As
shown in Table 7, the performance measures include the
generation ability, the required parameter amount, and
Table 6 The classification performance of different models
on Cifar-100.
Storage of
Top-1 Error Top-5 Error
Model
parameters (106 bit) rate (%)
rate (%)
[33]
VGG-16
34.01
27.17
8.83
GoogleNet[34]
6.26
21.97
5.98
ResNet-34[25]
21.32
23.34
6.73
SE-ResNet-34[5]
21.65
22.07
6.12
Res-Attention59[7]
55.75
33.62
12.98
DenseNet121[26]
7.04
22.89
6.54
MobileNet[35]
3.34
34.12
10.57
Inception-V3[27]
22.37
22.82
6.41
VGG-16 + PCHA
34.04
26.97
8.72
GoogleNet + PCHA
6.31
21.7
5.54

Table 7

Autoencoder model experiment.
Time required to
Storage of
Model
FLOP
parameter (bit)
run 10 epoch (s)
Original autoencoder
65 503
1 801 632
784.5
SENet
66 063
1 808 960
959.9
Non-local network
66 183
1 934 912
1976.2
CBAM
65 955
1 846 864
1684.7
DANet
66 183
1 934 912
2315.7
PCHA
66 199
1 835 616
1788.9

the calculations.
The CNN structure used in the experiment is shown
in Table 8. The normalization method used is pixel
normalization BatchNorm[33] , and the activation function
used ReLU, which is a linear correction function. The
output size of the fully connected layer is equivalent to
the dimensionality of the image data after performing
dimensionality reduction.
4.5

Performance of the S-PCHA model with the
CycleGAN algorithm

In this section, we combine the proposed S-PCHA
module with the original CycleGAN network for the
image conversion task. By only adding an attention
module, this combination model can learn the correlation
between the pixels of the converted image and the
correlations between different feature channels. This
can effectively strengthen the relationship between
each pixel of the generated image. We also compare
the CycleGAN integrated with the S-PCHA module
with different models, including the Cycle-GAN,
DiscoGAN[35] , and the DualGAN[34] models, which
Table 8 Network structure of the autoencoder.
Input size
Network
Output size
12828 conv(44, s D 2; p D 1; out D 16/ 161414
161414 conv(44, s D 2; p D 1; out D 32/
3277
3277
conv(44, s D 2; p D 1; out D 16/
1677
1677
Fully connected layer 1
30
30
Fully connected layer 2
1677
1677 convT(44, s D 2; p D 1; out D 16/ 161414
161414 convT(44, s D 2; p D 1; out D 1/ 12828
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have similar structures but use varying loss functions.
Furthermore, we also compare the combination model
with the Attention-GAN and the Attention-Guided GAN
models, which add new attention network branches to
the original model.
Two quantitative evaluation indicators are used for
the image conversion algorithms: the FID and the
KID. Table 9 shows the FID and KID values of the
images generated by the proposed S-PCHA model
and the related comparison models on the horse-tozebra conversion dataset. The first data in the KID
results represent the mean value 100, while the second
value represents the variance 100. As can be seen,
compared with other attention models, the proposed
S-PCHA model achieves the smallest FID and KID
values. Furthermore, the addition of the S-PCHA into the
CycleGAN algorithm (S-PCHA + CycleGAN) achieves
the most advanced results compared to the other models.
In the experiment of different models, several
representative images are selected from the horse-tozebra conversion dataset to demonstrate the generation
ability of the PCHA model. The results are shown in
Fig. 4.
Compared with other image conversion models
in Fig. 4, it is easy to find that learning dual
attention through the S-PCHA model can better convert
objects in unsupervised image-to-image conversion tasks
without changing the image background of the image.
Furthermore, the converted objects are considerably
more natural and clearer compared to those generated by
other models.
4.6

Ablative analyses of the S-PCHA model

This section of the experiment splits the model to verify
the impact of each part of the model on the experimental
results. Here the PCHA model is divided into two parts:
the first part is the pixel attention model (PAM), which
only calculates the correlation between pixels, and the
second part is the channel attention model (CAM), which
Table 9 FID and KID values of the images generated by the
different models.
zebra!horse
horse!zebra
Model
FID
KID
FID
KID
DiscoGAN
227.86 16.72˙0.60 201.88 14.21˙0.32
DualGAN
216.06 12.42˙0.62 157.03 10.43˙0.36
CycleGAN
198.71 11.71˙0.55 173.28 10.28˙0.26
Attention-GAN
181.05 10.05˙0.42 156.25 9.25˙0.41
Attention-Guided GAN 167.83 8.83˙0.32 141.15 7.15˙0.29
S-PCHA+CycleGAN 167.01 6.07˙0.54 118.02 5.26˙0.31

Fig. 4
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Images generated by different models.

only calculates the correlation between channels. The
S-PCHA module, the PCHA model, as well as the PAM
and CAM modules are applied to the CycleGAN model
in the experiments, and the corresponding FID and KID
scores of the generated images are presented in Table 10.
According to the FID and KID values listed in
Table 10, it can be seen that the structural design of
the PCHA module is very reasonable, and each part
has an indispensable function. Hence, the performance
may be degraded if only one part of the model is used.
Meanwhile, in the PAM module, the FID and KID values
are higher than those of the original CycleGAN network
without the attention module. Thus, it is not advisable
to only calculate the relationship between the pixels
of the image while ignoring the relationship between
the channel features. Moreover, the results shown in
Table 10 verify that the experimental effect of the skip
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Table 10 FID and KID values of
experiment.
zebra!horse
Model
FID
KID
CycleGAN 181.05 11.71˙0.55
PAM
192.43 11.43˙0.68
CAM
177.42 10.47˙0.74
PCHA
170.84 9.09˙1.10
S-PCHA
167.01 6.07˙0.54

the S-PCHA ablation
horse!zebra
FID
KID
156.26 10.28˙0.26
167.35 10.39˙1.35
147.78 9.63˙0.68
116.25 8.76˙0.77
118.02 5.26˙0.31

connection in the encoder–decoder structure achieves
the best conversion effect.
To further analyze the ablation of the S-PCHA module,
we present the images generated by this module and
those obtained after splitting the module into multiple
parts and applying them to the CycleGAN model. It can
be seen from Fig. 5 that the images generated by the
whole S-PCHA module with the CycleGAN model are
brighter, especially the images converted from a horse
to a zebra, in which the zebra stripes are more obvious
and more real than those in the images obtained by other
modules.

5

Conclusion

In this paper, we propose a PCHA module that can be
directly embedded into the CNN. Compared to other
related attention modules, the PCHA attention module
can simultaneously obtain the long-distance dependence

of the pixels in the feature map and the correlation
weights between channels. Thus, it can obtain richer
feature information and improve the expressive ability
of the model. In addition, the application of the PCHA
module to the image classification task using the cifar10 dataset achieves higher classification accuracy than
others without increasing the storage and calculation of
parameters.
Thus, the S-PCHA module is proposed by combining
the PCHA with the autoencoder and applying it
to the image conversion algorithm. Doing so can
help in effectively recognizing the background and
object to be converted without an additional attention
branch network. It also achieved higher conversion
accuracy than the original model while reducing the
complexity of the network simultaneously. Compared
to the representative attention models, the experiment
results show that adding the S-PCHA module can
significantly improve the image conversion quality of
the model.
In the future, the proposed PCHA and S-PCHA
models can be applied to a wider range of tasks
in the field of image processing, such as image
segmentation and medical image classification[37] .
However, despite the advantages of using the attention
module (i.e., reducing the number of parameters and
greatly increasing the accuracy of the model), at the same
time, it may increase the amount of memory or video
memory required, thus heightening space complexity.
Thus, how to resolve the space complexity problem of
the attention model is a challenge to be resolved in future
studies.
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