Co-Simulation in Virtual Verification of Vehicles with Mechatronic Systems by Chen, Weitao
Co-Simulation in Virtual
Verification of Vehicles with
Mechatronic Systems
WEITAO CHEN
Department of Mechanics and Maritime Sciences
CHALMERS UNIVERSITY OF TECHNOLOGY
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Abstract
In virtual verification of vehicle and mechatronic systems, a mixture of sub-
systems are integrated numerically in an offline simulation or integrated phys-
ically in a hardware-in-loop (HIL) simulation. This heterogeneous engineer-
ing approach is crucial for system-level development and widely spreads with
the industrial standard, e.g. Functional Mock-Up Interface (FMI) standard.
For the engineers, not only the local subsystem and solver should be known,
but also the global coupled dynamic system and its coupling effect need to be
understood. Both the local and global factors influence the stability, accu-
racy, numerical efficiency and further on the real-time simulation capability.
In this thesis, the explicit parallel co-simulation, which is the most com-
mon and closest to the integration with a physical system, is investigated.
In the vehicle development, the vehicle and the mechatronic system, e.g. an
Electrcial Power Assisted Steering (EPAS) system can be simulated more
efficiently by a tailored solver and communicative step. The accuracy and
numerical stability problem, which highly depends on the interface dynam-
ics, can be investigated similarly in the linear robust control framework. The
vehicle-mechatronic system should be coupled to give a smaller loop gain
for robustness and stability. Physically, it indicates that the splitting part
should be less stiff and the force or torque variable should be applied towards
the part with a higher impedance in the force-displacement coupling. Fur-
thermore, to compensate the troublesome low-passed and delay effect from
the coupling, a new coupling method based on H∞ synthesis is developed,
which can improve the accuracy of co-simulation. The method shows robust-
ness to the system dynamics, which makes it more applicable for a complex
vehicle-mechatronic system.
Keywords: Vehicle and mechatronic system, explicit parallel co-simulation,
coupling method, error and stability, linear robust control theorem
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1.1 Background and Motivation
The automotive industry is evolving with a rapid trend of electrification and
automation. In 2017, over 1 million new electric vehicles have been sold
worldwide with a notable annual growth of 54% and 6.3% of new cars are
electric in Sweden [7]. To meet the consumer demand and fulfill the pol-
icy requirements, original equipment manufacturers (OEMs) scaled up their
investments on developing electrified vehicles (EVs), which includes battery
electric vehicles (BEVs) and plug-in hybrid vehicles (PHEVs). According
to the survey [17], to obtain profitability OEMs need greater agility and ef-
ficiency to develop new techniques (EV, automation) and the conventional
platform simultaneously. Moreover, vehicle itself becomes increasingly com-
plex with more mechatronic systems than ever, which is highly desirable to
be evaluated at early design phase.
To shorten the time to market, save the development cost and enable more
synergies between functions, virtual verification is widely used in automotive
industry. It emerges with an increasing number of mechatronic and functional
subsystems so that they can be verified in an earlier phase of the V-process
for development [27]. For a vehicle-level verification, different subsystems
are integrated in a heterogeneous simulation environment, e.g. model-in-
the-loop (MIL), software-in-the-loop (SIL), hardware-in-the-loop (HIL) and
driver-in-the-loop (DIL).
The verification tools are usually adopted in an ad-hoc manner, mean-
while their complexity grows. The integration problem of the heterogeneous
1
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approach is not completely known but it is a primary concern for OEMs. Vir-
tual verification, as a research subject, covers multidisciplinary fields includ-
ing mathematics, computer science, system dynamics and control engineering
[21][15], but they have limited sharing of findings. Academic researchers from
a corresponding field may focus on the specific problem in each area. The
complexity in application for engineers is that the multidisciplinary problems
are bonded together. Therefore, only a systematic knowledge on the hetero-
geneous approach enables a full usage of the growing verification techniques.
To the best knowledge of author, apart from the challenges on software and
standardization, the main research focus and technical challenges in virtual
verification can be classified as:
I. The integration problem of numerical systems by co-simulation, i.e.
each model is solved separately and coupled by input-output variables.
The simulation should be numerically stable, accurate and computa-
tionally efficient for a practical usage.
II. The integration problem of the numerical system and the physical sys-
tem, e.g. the HIL or DIL simulation. The dynamic response of the
controlled hardware should fulfill the verification requirement.
Figure 1.1: The V-process for the development of vehicle and mechatronic sys-
tems.
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The primary research by author for Licentiate is on the co-simulation tech-
niques for vehicle and mechatronic systems. Co-simulation is one of the
cornerstone for virtual verification techniques which improves the numerical
efficiency, enables a mixture of models of different fidelity levels and time
scales (e.g. a vehicle model and an EPAS model). Furthermore, it allows
a parallel computation in distributed processors for a real-time (HIL, DIL)
and faster-than-real-time application. In fact, many subsystem models are
provided from the suppliers in a white-box or black-box manner for intellec-
tual property (IP) protection. Thus, an OEM has to integrate the models
from multiple sources in different commercial software by co-simulation.
As an advanced simulation technique, co-simulation is widely used in
aerospace, maritime and automotive engineering [26][4]. The formal research
on issues of numerical stability, error analysis, master algorithms has been
activated in the last decade [8][2][23][25][3]. Related research is growing with
the need of the real-time simulation and the distributed simulation. The fu-
ture solution for the simulation of vehicle with mechatronic systems might be
parallelization by multiple CPUs and GPUs [11][13] rather than a monolithic
approach.
The performance of co-simulation can be evaluated by the computational
time, numerical stability and error. The computational time mainly depends
on the dynamics of the model, the assigned solvers and how the computa-
tional burden is distributed. The associated drawbacks in numerical stability
and error determine whether the simulation can proceed and whether the re-
sults are reliable. More specifically, the co-simulation performance depends
on an interaction of the following factors:
• Coupling configuration: the decomposition and integration layout of
the system.
• Marco-time step: the communication step of the coupled subsystem.
• Calculation scheme: the integration and communication sequence of
each subsystem.
These factors will be discussed more in details in Chapter 2. Regarding these
factors, the following research questions have been initiated:
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I. How to integrate the vehicle and mechatronic systems to guarantee the
correctness and robustness of co-simulation?
II. How to reduce the error, enhance stability and keep simulation speed
fast?
1.3 Contribution
To answer the research questions, four papers have been written from differ-
ent aspects. The contribution and findings are summarized as following:
• The numerical stability of an explicit parallel co-simulation is closely
related to the stability of the closed-loop sampled-data system. The
coupling configuration can result a different loop gain and influence the
stability and robustness, which can be analyzed by the linear robust
control theorem. More specifically, for a mechanical system it is desired
to have a softer splitting interface with force/torque applied towards
the heavier and stiffer parts, i.e. a higher impedance. (Paper I, Paper
III)
• Co-simulation can accelerate the simulation speed by system partition-
ing and a relaxed communication step. A FMI-based co-simulation
of vehicle and EPAS system is created as a workbench to verify the
effects from different coupling configurations and co-simulation setup.
The electric control unit (ECU) and mechanical part of a mechatronic
subsystem are usually tightly coupled and chassis components with
slower dynamics are more preferred for partitioning. (Paper I, Paper
II)
• One extrapolation method is difficult to be the optimal for all interfaces
of a complex engineering system. Therefore, robustness of the method
is needed. A novel coupling design byH∞ synthesis is invented with the
objective to minimize the L2 norm of the coupling error. The method is
robust and able to improve the accuracy. For real-time co-simulation on
distributed machines, the delay effect can be compensated by adaptive
filters. But this effect can also be potentially addressed by the recently
developed H∞ synthesis method. (Paper III, Paper IV)
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1.4 Thesis Outline
The rest of the thesis comprises complementary chapters and appended pa-
pers. The objective of complementary chapters is to make the thesis more
self-contained and to provide readers a more general vision on related tech-
niques and theorems. They might dive deeply in the numerical algorithms
and sometimes with an implementation difficulty. However, these techniques
should be aware of in the virtual verification, especially in co-simulation re-
search.
The thesis is organized as following. Chapter 2 provides basic information
of co-simulation, fundamental analysis on numerical stability and error is
given. Chapter 3 describes more specifically the vehicle and EPAS model





2.1 Introduction of Coupled Dynamic Sys-
tem
A model of vehicle-mechatronic system with high-fidelity is usually consti-
tuted by several multi-domain subsystems. The model of each subsystem
can be coupled at three different levels [18] as illustrated in Figure 2.1. At
the physical modeling level, the subsystems are modeled by a single tool
or multi-domain modeling language such as Modelica [12]. At the equation
level, the compiled mathematical equation codes are exported to another tool
and solved by a single solver together, e.g. FMI model-exchange [6]. Alterna-
tively, at the behavior trace level the subsystems are coupled by input-output
data and co-simulation belongs to this case.
The dynamic system coupled at the behavior trace level is quite common
in virtual verification techniques. In a wider sense, a system that is partially
constituted by a surrogate model (e.g. a look-up table, neural-network for
the vehicle suspension) is coupled by the behavior trace as well. Therefore,
these systems can be analyzed similarly in the framework of co-simulation.
One of their similarities is that these systems have an approximation error
(by interpolation or extrapolation) at the coupling level. A distinction of co-
simulation is that it has more complicated operations such as the iterative
scheme in which a subsystem rollbacks to a previous time. On the contrary,
a coupled physical system or a control algorithm only works forward in time
in a parallel way. These features will be discussed in details in this chapter.
7
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Figure 2.1: A coupled dynamic system at different levels of coupling.
2.1.1 Calculation Schemes
In co-simulation each subsystem is calculated by a local solver at a fixed or
variable micro-step δt. The coupling by input-output communication occurs
at every macro-step ∆t and ∆t ≥ δt (Figure 2.2). The calculation schemes
can be classified according to the calculation sequences [8]:
• Parallel scheme or Jacobi scheme: each subsystem is calculated simul-
taneously. The input during the communicative interval is updated by
extrapolation based on previous values.
• Sequential scheme or Gauss-Seidel scheme: the coupled subsystems are
calculated in a specified sequence. The subsystem calculated a priori
updates the input by extrapolation and its output is a prediction so
that the subsystem calculated a posteriori can approximate the input
by interpolation.
• Iterative scheme: the scheme starts with a Parallel or Sequential scheme
then subsystems are calculated by iterations. Each subsystem can roll-
back to the previous macro-step and the input can be interpolated from
the previous iteration. The iterative process terminates until a specified
error tolerance or iterative times are reached.
The calculation schemes differ drastically in terms of error, numerical sta-
bility and simulation time. In general, with a same size of ∆t, the Iterative
2.1. Introduction of Coupled Dynamic System 9
Figure 2.2: Co-simulation of two coupled dynamic subsystems with different
calculation schemes.
scheme is most accurate and stable, whereas the Parallel scheme is the worst
in stability and accuracy. This advantage is at a price of more computational
burden: the Iterative scheme is the slowest and the Parallel scheme is the
fastest, which makes the Parallel scheme ideal for the real-time application.
Furthermore, a faster simulation speed enables a finer ∆t to reduce the er-
ror. In a certain case, the Parallel scheme might be more precise than its
alternatives, e.g. the Sequential scheme, if the comparison is according to the
same simulation time instead of a same ∆t [16]. To distribute the calcula-
tion burden and have a good balance on accuracy for a large-scale system, a
mixture of those calculation schemes can be applied, namely the hierarchical
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co-simulation.
The implementation difficulty of the calculation schemes should be con-
cerned in practice. The Parallel scheme can be easily implemented with the
commercial software. Advanced features of master-slave are required for the
Sequential scheme and the Iterative scheme. First, the master is responsible
to initialize the slave subsystems, vary macro-step size, specify the calcula-
tion sequence or control the iterative process. Second, the slave subsystem
must be controllable by the master and capable to expose the required in-
formation, e.g. the internal states or Jacobian matrices for advanced master
algorithms[3][25]. These requirements hinder the implementation with many
commercial software and black-box subsystems.
Another interesting technique, which can be combined with different
schemes and worth mentioning here, is the adaptive macro-step size control.
Analogous to the variable step solver, this technique can adapt the macro-
step size ∆t according to the error estimation so that both the numerical
efficiency and the accuracy can be improved. Several adaptive macro-step
size control algorithms have been investigated by researchers [20][8][22].
To apply the advanced features, several software packages and platforms
can be used such as PyFMI [2], Daccosim [14] and FMIGo[19], most of which
are based on the FMI standard. For this research project, we only focus on co-
simulation in the Parallel scheme at a fixed ∆t. Due to the implementation
reasons the Parallel scheme is more widely used in automotive industry and
it shares more similarities to general cases such as SIL and HIL, where the
sensor signals are sampled in a fixed step and the parallel nature of a physical
system.
2.1.2 Coupling Configurations
The coupled dynamic system can have various configurations, i.e. how the
system is partitioned and coupled. A dual mass-spring-damper system (Fig-
ure 2.3) is taken as an example to clarify the problem. It can represent a
simple co-simulation case and facilitate analytical results.
Each subsystem with a mass can be coupled by the applied-force ap-
proach or by the algebraic constraint. For the applied-force approach, the
configurations can be classified as:
• Force-Displacement (FD) coupling, the intermediate spring-damper is
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Figure 2.3: The two subsystems coupled by the applied-force approach, the cou-
pling force Fc = kc(x1 − x2) + dc(ẋ1 − ẋ2).














• Displacement-Displacement (DD) coupling, both subsystems share the
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The stability and error properties of FD coupling and DD coupling have
been investigated systematically by researcher [8]. For a same system, DD
coupling is more accurate and stable than FD coupling.
The coupling configuration by the algebraic constraint is usually applied
to the coupling of rigid bodies as illustrated in Figure 2.4, which involves
DD coupling and FF coupling by the algebraic equation, in both cases the














where a bi-directional dependency of input-output at the same instant exists
and an algebraic loop problem needs to be solved.
Figure 2.4: The two subsystem coupled by the algebraic constraint.
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2.1.3 The Algebraic Loop
The algebraic loop is determined by the feed-through and non feed-through
property of the subsystem. Feed-through connection has an output related
to the input at the same instant, e.g. y = g(t, x, u). If the output is not
dependent on the input at the same instant, e.g. y = g(t, x), then the
connection is non feed-through.
When a closed-loop interconnection is constituted only by feed-through
connections, an algebraic loop occurs which means there is no explicit calcu-
lation sequence. So for a system coupled by the algebraic constraint, efforts
to handle the algebraic loop are needed. One can break the algebraic loop
by simply adding a non feed-through connection, e.g. a delay or a low-pass
filter. The drawback is the introduction of an additional dynamics to the
original system. Alternatively, one can apply implicit methods [18], which
has similar requirements on master-salve as discussed in Section 2.1.1.
Figure 2.5: MIMO systems can have both feed-through and non feed-through
connections. There is no algebraic loop exists in this case.
A multi-input multi-output (MIMO) system can have both feed-through
and non feed-through connections as sketched in Figure 2.5. In practice, an
algebraic loop may occur not only due to the numerical reason but also a
software issue. Without an access to the source code or feed-through infor-
mation of the subsystem, a ’fake’ algebraic loop problem may occur in the
simulation environment.
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2.2 Stability of Co-simulation
The numerical stability of co-simulation is the convergent property of the cou-
pling error. In the numerical analysis framework, the stability property is in-
dicated by the spectral radius of the difference equations. The co-simulation
stability is also investigated as the closed-loop stability in the control theory
framework by researchers [28][10]. In this section, stability analysis in both
frameworks are discussed. The two analysis approaches are closely related
and differ for a convenience of problem formulation.
2.2.1 Numerical Analysis Framework
For ease of analysis, a linear time-invariant (LTI) system is considered and





where x is the state vector and L is the coupling matrix mapping the output
vector y to the corresponding subsystem input u. In mono-simulation, the






In co-simulation the coupling by matrix L occurs at every communicative
instant tn. So the coupled dynamic system becomes:















is updated by the extrapolation during a macro-step. In case





= ũn, τ ∈ [tn, tn+1) (2.7)
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By assuming that the system is exactly solved by the solver, the updated












Therefore, the difference equation of the coupled dynamic system (Equa-

















The numerical stability of co-simulation depends on the spectral radius
ρ(A∗). If ρ(A∗) ≤ 1 and there is no more than one eigenvalue on the unit
circle, the system is stable and the numerical result is convergent. Otherwise,
the system is unstable. The equation shows that ρ(A∗) is related to the
following factors:
• Macro-step ∆t.
• The extrapolation operator Ψ, ρ(A∗) with different extrapolation method
is shown in Figure 2.6.
• The system dynamics, i.e. matrices A,B,C,D and L which are based
on the coupling configuration and system parameters.
The stable region ρ(A∗) ≤ 1 is usually derived numerically with specified
parameters. By this approach the numerical stability is always checked a
posteriori. Due to a complex relation between ρ(A∗) and system parameters
which has a large amount of combinations. A clear and sound conclusion on
the stability is difficult to make [24]. Therefore, the stability in the control
framework might help to give more insights and engineering sense.
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Figure 2.6: The spectral radius of a co-simulation case with different extrapola-
tion methods.
2.2.2 Control Theory Framework
The coupled dynamic system, in the explicit parallel scheme with fixed
macro-step ∆t, is similar as the sample-data system in the digital control
framework. Even though some terminologies in the related publications are
different, the similarity is worth mentioning.
Same as the previous analysis, assuming that the solver is accurate enough,
each LTI subsystem with zero initial condition can be represented by a trans-
fer function. Thus, the coupled dynamic system can be emulated by a closed-
loop sample-data system (Figure 2.7). The co-simulation numerical stability
is closely related to the stability of the closed-loop interconnection, with the
coupling error as multiplicative disturbances. The formulation and analysis
has been discussed in more details in the appended Paper III. Based on this,
Nyquist stability criterion and related theorems can be applied.
2.3 Error Analysis of Co-simulation
The numerical stability guarantee the convergence property. To understand
the approximation order in co-simulation, error analysis is discussed in this
section.
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Figure 2.7: The co-simulation emulated by a closed-loop sample-data system,
constant extrapolation method has been taken.
2.3.1 Local error
The system in Equation 2.4 is considered and same notations are used. To
analyze the local error, i.e. the error in one-step numerical approximation,
the state x̃n−1 and input ũn−1 from the previous macro-step tn−1 are consid-
ered as error-free. Therefore, the local error εxn can be derived by:




























where εun,max = ‖u(τ)−Ψ(u(τ))‖∞ , τ ∈ [tn−1, tn), which is the maximum
norm of input error during the communicative interval. The expression can
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When a k degree Lagrange extrapolation is used for the input, the local








Therefore, for a feed-through system (D 6= 0), εyn is bounded by O(∆tk+1),
which gives an error order reduction. For a non feed-through system (D = 0),
εyn is bounded by O(∆tk+2). So in local error estimation, the feed-through
and non feed-through conditions are considered separately [5].
2.3.2 Global error
The global error, i.e. the error by numerical approximation during the whole
simulation time can be derived based on the local error and removing the
error-free assumption:




























taking Ψ as a linear operator, Ψ(u(τ)) − Ψ(ũ(τ)) = Ψ[u(τ) − ũ(τ)] =
O(∆tk+1). Equation 2.13 can be further written as:
ξxn ≤ eA∆tξxn−1 + |B|(O(∆tk+2) +O(∆tk+2))
≤ eA2∆tξxn−2 + |B|O(∆tk+2)(1 + eA∆t)
≤ |B|O(∆tk+2)(1 + eA∆t + ...+ eA(n−1)∆t)
= |B|O∆tk+2)1− e
An∆t
1− eA∆t = |B|O(∆t
k+1)(1− eAtn)
(2.14)
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then the output global error during the simulation time [0, tn] is:
ξyn = yn − ỹn
= Cξxn +Dξun ≤ O(∆tk+1)
(2.15)
So the global error of state and output are both in order of O(∆tk+1) for
feed-through and non feed-through systems.
2.3.3 Error from the solver
In previous analysis it is assumed that the approximation error from the
solver can be neglected in co-simulation. In this section, the approximation
error from the solver is considered. The local error ε′xn and global error ξ
′
xn
are derived in a similar manner as before. If the subsystem is solved by a
m-step numerical method:
˜̃xn = f(tn; ˜̃xn−m, ˜̃xn−m+1, ..., ˜̃xn−1; δt) explicit method
˜̃xn = f(tn; ˜̃xn−m, ˜̃xn−m+1, ..., ˜̃xn; δt) implicit method
(2.16)
where δt is the solver integration step, i.e. the micro-step. The approximation
error from a p order explicit (or implicit) method is well-known:
εnxn = x̃n − ˜̃xn
= x̃n − f(tn; x̃n−m, x̃n−m+1, ..., x̃n−1; δt)
(2.17)
and the local error εnxn = O(δtp+1) and the global error ξnxn = O(δtp). Thus,
the local error of co-simulation is:
ε′xn = xn − ˜̃xn
= xn − x̃n + x̃n − ˜̃xn





By removing the error-free condition in previous steps, the global error of
co-simulation can be derived:
ξ′xn = xn − ˜̃xn
= xn − x̃n + x̃n − ˜̃xn
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It can be seen that the overall error is bounded by a summation of a
coupling error in order O(∆tk+1) and an approximation error from the solver
in order O(δtp). Considering that:
• ∆t ≥ δt, the macro-step is usually much larger than the micro-step.
• p ≥ k, high order or multi-step numerical methods are quite common
but the extrapolation of high degree is rarely used due to the drawback
in stability.
one can conclude that the assumption to neglect the approximation error
from the solver is quite reasonable and the coupling error is dominant which




The steering and handling requirement verification are mainly concerned in
the project. The lateral dynamics of a vehicle should be accurately simulated
by the chassis model. A realistic steering feel should be given by a high-
fidelity EPAS model, which should capture the main mechanical characters
to further enable a new conceptual control design [9]. The modeling work
and co-simulation study is discussed in details in the appended Paper II.
3.1.1 Chassis Model
The steering response and the steering feel is simulated with a vehicle model
on the flat road at different speeds. The lateral dynamics bandwidth is
usually below 1.3 Hz which is relatively slow and a larger integration step
might be taken by a variable step solver. However, the solver adaptability
might be constrained if a fast dynamic mode is added to the model. Then
the number of integration steps and simulation time will be increased.
3.1.2 EPAS Model
The EPAS system is driven by an electric motor through a transmission
gear, which is a common structure of many mechatronic systems. The EPAS
mechanical model requires a much smaller integration step (δt < 1 ms) than
the chassis model due to:
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• A large inertia (mass) ratio from the transmission gear effect.
• A under-damped behavior of the motor.
• The friction model, especially the numerically stiff dry friction.
An alternative way of friction modeling is by state event to avoid the stiff
differential equation. However, the handling of event is needed for the ap-
propriate solver and it might be challenging for real-time simulation [1].
3.2 Coupling Layout
The architecture of vehicle with an EPAS system is sketched in Figure 3.1.
The subsystems are physically cascaded by feedback interconnections, e.g.
FD coupling. The control variables, e.g. the vehicle speed and the torsion
bar angle, are sent to the ECU.
Figure 3.1: A coupling layout of vehicle-EPAS system
Herein, an outer loop is typically slower than an inner loop which makes
the variable more robust to the effect of delay and approximation error. The
layout of the coupled dynamic system should be specified according to the
inner loop connections, which can be summarized as:
• Usually the lower-level controller, electric model and the mechanical
part are tightly coupled. The coupling interface is more preferred in
the mechanical domain with a less stiffness. (Paper I and Paper II )
• In the directional specification in FD coupling, force should be applied
to the part with a larger impedance. So that the loop gain is smaller,
which contributes to the robustness of closed-loop stability and the




Co-simulation often improves the numerical efficiency of a simulation, enables
the sharing and reusing of a model and further contributes to an agile system-
level development. It is the most efficient and practical numerical method for
the virtual verification of a complete vehicle with mechatronic systems. In
an experimental case of vehicle-EPAS system, co-simulation can be 20 times
faster than a monolithic approach without severe drawbacks on stability and
accuracy.
To guarantee the numerical robustness, the coupling configuration and the
coupling method need to be appropriately specified by the system engineers.
In our interpretation, the co-simulation system can be formulated as closed-
loop interconnections. Moreover, an intuitive engineering guideline following
the theorems of the linear robust control framework can be applied. The
open-loop transfer behavior of each subsystem needs to be known.
To further improve the stability and accuracy of a specified co-simulation
system, advanced algorithms can be applied with a co-simulation master
if available. Alternatively, signal reconstruction techniques can be applied
to the slave subsystems. Adaptive filters, e.g. the extended Kalman filter,
the recursive least square method, have been developed, as well as a novel
coupling method based onH∞ synthesis. These techniques can be potentially
applied on a distributed simulation and a HIL simulation as well.
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4.2 Limitations
In perspective of co-simulation, no advanced master algorithm such as the
variable step control or iterative scheme has been experimented in the re-
search. The FMI-based software package including these features can be
used in the future work if needed.
In perspective of the engineering case, the EPAS system is the only ex-
perimental case. It may not cover some effects of mechatronic systems such
as coupling by the discrete event, which can occur in gear shifting or ABS
braking. It is also believed that with more systems such as the electric propul-
sion system and the active suspension system, the benefit from co-simulation
would be even more significant.
4.3 Future Work
For the future research on virtual verification techniques, the integration
problem in the HIL simulation will be investigated. The dynamics of het-
erogeneous systems, e.g. partially numerical and partially physical, can be
potentially investigated on the unified framework as close-loop interconnec-
tions. However, the dynamics of the hardware interfacing the numerical parts
and the physical parts should be taken into account. In addition, the devel-
oped experimental models should be implemented on the real-time machine.
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[19] C. Lacoursière and T. Härdin, FMI Go! A simulation runtime
environment with a client server architecture over multiple protocols, in
Proceedings of the 12th International Modelica Conference, vol. 132,
2017, pp. 653–662.
[20] S. Sadjina, L. T. Kyllingstad, S. Skjong, and E. Pedersen,
Energy conservation and power bonds in co-simulations: non-iterative
adaptive step size control and error estimation, Engineering with Com-
puters, 33 (2017), pp. 607–620.
[21] W. Schamai, P. Helle, P. Fritzson, and C. J. Paredis, Virtual
verification of system designs against system requirements, in Interna-
tional Conference on Model Driven Engineering Languages and Systems,
Springer, 2010, pp. 75–89.
[22] T. Schierz, M. Arnold, and C. Clauß, Co-simulation with com-
munication step size control in an fmi compatible master algorithm,
in Proceedings of the 9th International Modelica Conference, no. 076,
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Design of Interface in Co-simulation for Electric Power
Assisted Steering System Development
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Interface and causality have important effects on the co-simulation used in vehicle system development.
In this paper we analyzed these effects by modeling a co-simulated dual mass-spring-damper system
as a sampled-data system. By stability and frequency domain analysis we find that the co-simulation
interface needs be designed where the coupling interface is less stiff and the force variable should be
applied in the direction of larger mass, natural frequency and damping ratio. The analytical results
have been verified through two test cases of co-simulation in electric power assisted steering (EPAS)
system development: a multi-rate offline co-simulation and a hardware-in-loop (HIL) simulation. Both
test cases showed more consistent and stable results using the suggested interface design.
Topics/Vehicle Dynamics, EPAS System, Co-simulation
1. INTRODUCTION
Vehicle development is getting more complex due
to the trend of electrification and automation. In the de-
velopment process, multi-disciplinary systems such as
the suspension mechanism, the electric actuator and the
control unit are developed in parallel and integrated in dif-
ferent design phases. To achieve the system integration and
reduce development time, co-simulation has been widely
used.
Co-simulation can be divided into off-line and online
simulation depending on whether the simulation is in
real-time [1]. The off-line co-simulation usually has only
virtual models calculated separately by domain-specific
solvers and coupled by exchange variables at specified
communicative instant tK as shown in Fig.1. The online
co-simulation usually also has physical parts in the loop,
the measured variables are exchanged to the virtual models
at the sensor sampling rate. In both cases the overall
system has amodular integration problem [2]: the exchange
variables are available at specified communicative instant
or sampling time but unknown at local integration step
δt1, δt2 for each subsystem. So the co-simulated system is
called weakly-coupled [1]: the subsystems are not coupled
by the exact values.
Fig. 1: Modular integration of two coupled subsystems
The stability and accuracy of the weakly-coupled sys-
tem vary according to the communication step size ∆t,
extrapolation methods from the latest exchanged variables
and the co-simulation schemes: calculate in parallel, in
sequential or by iteration. All these factors have been inves-
tigated by researchers [3][4][5]. In general a compromise
needs to be made between the numerical accuracy and
the computational burden. From numerical tests in [3] it
shows that the dynamics of the system itself also influ-
ences the stability and accuracy. So the interface design
is important as well since it changes the dynamics of the
decoupled subsystem. Although the interface problem is
very practical, the related research seems still lacking.
The concept of interface and causality exists when
formulating the co-simulation or control algorithms: the
exchange variables and their directions between subsys-
tems need to be specified. Mechanical subsystems are
generally coupled by the force-displacement (or velocity)
variables and a feedback loop is constituted. In force-
displacement (or velocity) coupling usually either one side
is a non-feedthrough system which means the output is not
explicitly dependent on the input [5], so an algebraic loop
problem can be avoided.
Due to quite many variants in co-simulation, an opti-
mal solution is rather difficult to find. In this paper we only
focus on the factors of interface design in co-simulation.
Because understanding how the system can be decoupled
in a more robust way is the first step before overcome the
weak-coupling drawbacks by stabilization algorithms. The
parallel calculation scheme is taken in this work since it is
more general, easier to apply and how online co-simulation
behaves.
We observed that the interface should be where the
subsystems are not so tightly coupled and the force vari-
able should be applied towards the subsystem with larger
mass, natural frequency and damping ratio. This is shown
analytical in Section 2. In Section 3 two co-simulation
cases in EPAS development have been introduced and
tested with different scenarios of interface which verified




To model a co-simulated system we assume that the
virtual subsystems can be solved accurately by the local
solvers. Involving the numerical stability of local solver is a
troublesome starting point and might be unnecessary since
it just means the local integration step is insufficient and
needs to be reduced. How the extrapolation error and insta-
bility propagate between the weakly-coupled subsystems is
more interesting. So the accurately-simulated subsystems
can be emulated by continuous systems sampled by the
communicative time step ∆t which is similar to a physical
system measured at the sensor sampling rate.
In conclusion for both off-line and online co-
simulation, the overall system can be seen as a combination
of continuous and discrete subsystems.
2.1 Dual mass spring damper system
To derive general guidelines for more complex prob-
lem, we first analyze a dual mass-spring-damper system as
shown in Fig. 2. It can represent many complex mechanical
systems which mainly show second-order behaviors.
Fig. 2: The dual mass spring damper system
In mono-simulation the system is solved by integrating
the ordinary-differential equations (ODE):
m1 Üx1 = −kc(x1 − x2) − dc( Ûx1 − Ûx2) − k1x1 − d1 Ûx1
m2 Üx2 = −kc(x2 − x1) − dc( Ûx2 − Ûx1) − k2x2 − d2 Ûx2
(1)
When the system is solved on different simulators, equation
1 can be decoupled to equation 2 and 3. In this case the
second mass is defined to take the force Fc as input and
its output [x2 Ûx2]T is sent to the other subsystem. The
subsystem dynamic matrices A1, A2, B1 and B2 vary





























The emulated local subsystems in co-simulation can
be expressed by continuous transfer functions according
to equations above, where ω1 and ω2 are the natural
frequencies of the uncoupled systems and ζ1 and ζ2 are





+ 1kc+dc s )
Q2(s) =
s
m2(s2 + 2ζ2ω2s + ω22)
(4)
Here using displacement x2 as exchange variable makes
the transfer function Q1(s) improper. It means that the
system has more zeros than poles which results undesired
high-pass character. So the velocity is used instead. It can
be noticed that: when the interface is selected kc and dc
are then fixed; when the causality changes the uncoupled
system parameters m1, m2, ω1, ω2, ζ1 and ζ2 are just
swapped in equation 4.
The local subsystem output y(t) is sampled at each
communicative step ∆t and this operation can be expressed




y(t)δ(t − k∆t) (5)
The subsystem input u(t) at every local time step is obtained
from the extrapolation based on the latest sampled variable
y(t)∗. A basic zero-order hold (ZOH) method is used in
this work. Due to the extrapolation error, even the sampling
time ∆t is selected to avoid aliasing effect, it is still not
sufficient to guarantee the system stability and accuracy.
Fig. 3: Block diagram of the co-simulated system
The local subsystems together with the sampling and
hold operation are shown in Fig. 3. The open-loop transfer
function from y2(s)∗ to y1(s)∗ is given in equation 6. The
























Therefore the discrete open-loop transfer function
Hopen(z) of the closed-loop system in Fig. 3 is derived:

































































Fig. 4: Half view of Nyquist plot of Hopen(z) from low frequency to high frequency with increasing kc , dc , ∆t (black to red).













































































































Fig. 5: Frequency response of the normalized function G(s) with increasing m1, ω1, ζ1 (green) and m2, ω2, ζ2 (red).
the remaining parts can be obtained by the Z-transform
tables and are not extended in detail here. In this way we
have modeled the co-simulated system by a sample-data
system and its behavior can be analyzed.
2.3 Interface effect analysis
First we look into the system behavior with variations
of parameters kc and dc at the coupling interface. Later on
the causality is checked by varying the uncoupled system
parameters. Each parameter varies while the others are
fixed. The parameter variation range are given in Table 1.
Table 1: Parameter variations.
Parameters domain units
∆t [0.01, 0.1] s
kc [10, 100 ] N/m
dc [1, 10 ] Ns/m
m1 , m2 [1, 10] kg
ω1 , ω2 [1, 10] Hz
ζ1 , ζ2 [0.5, 1.5] -
As z = es∆t half view of the Nyquist plot of Hopen(z)
is drawn in Fig. 4. No unstable open-loop poles exists. It
can be seen that when kc and dc increase the stability of the
system gets reduced with a smaller margin to point (1, 0).
It means that an interface designed where the systems
are coupled with high stiffness is undesired. A larger
communicative step ∆t also results a less stable system
unsurprisingly. Because the first harmonics of ZOHprocess
is equivalent to a delay of ∆t/2 [6]. Moreover the low
frequency component can be distorted by aliasing effect
from a large ∆t.
The dynamics of the mono-simulation reference sys-
tem and its own stability are changed with varying parame-
ters. So in addition to check by Nyquist plot, a normalized
function G(s) has been introduced in equation 9 by divid-
ing the closed-looped transfer function of the continuous







The magnitude of G(s) is the gain ratio of the two
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Table 2: Interface and causality.
cases subsystem 1 subsystem 2 force/torque direction
I chassis rack-pinion + EPAS motor to subsystem 2
II chassis rack-pinion + EPAS motor to subsystem 1
III chassis + rack-pinion EPAS motor to subsystem 2
IV chassis + rack-pinion EPAS motor to subsystem 1
systems which ideally should equal to one and the phase
angle of G(s) is the phase difference which ideally should
be zero. It can indicate how much the sampled-data system
deviates from the reference as parameters change. The
magnitude and phase angle of G(s) has been plotted in Fig.
5. It can be seen that the reference system is less distorted
both in gain and phase with an increasing m2. The increase
of m1 gives an opposite trends. A natural frequency ω2
higher than ω1 reduces the gain change in lower frequency
range and it shifts the range where the phase change occurs.
In usual case less phase change might be preferred in low
frequency range. A higher damping ratio ζ2 contributes
less gain and phase change compared to ζ1.
In perspective of stability, the system gets more stable
by larger m2, ω2 and ζ2 which shows similar direction
indicated by G(s). To avoid lengthy results the Nyquist
plots of these parameters are not given.
From this analysis above we can conclude that:
1.The interface should be selected where the models are
coupled by lower stiffness and damping.
2.The force should be applied to the side with larger
mass, natural frequency and damping ratio while the
displacement or velocity should be applied to the other
side.
Mass can be a straightforward indicator as it is usually
more intuitive than the others. Although this analysis is
based on a linear time-invariant system. The results can
still give an insight on nonlinear systems. In next section
tests for more complicated problems are shown.
3. CO-SIMULATION CASES OF EPAS SYSTEM
DEVELOPMENT
Experiments have been done through two co-
simulation cases that have been used in the EPAS de-
velopment to verify the analytical results.
3.1 EPAS and chassis co-simulation
The first test case is an off-line co-simulation with
a chassis model and a high-fidelity EPAS model. The
EPAS model has been validated through experiment and it
consists of rack, pinion, electric motor and the ECU. The
rack mrack connects to the chassis model through tie-rods.
The electric motor Jmotor is connected to the rack through
a belt transmission and a ball-nut gear transmission. The
hysteresis friction effect on each mechanical part has been
added and the layout is shown in Fig. 6.
The EPASmodel is created using modelica, an acausal
modeling tool, so the system can be easily decomposed
with different interfaces and causality. Each subsystem is
exported as a Functional Mock-up Unit (FMU) with an
embedded solver and connects to other subsystems [7].
Four different designs of interface and causality are taken
as in Table 2. In case I and II the system is decoupled at
the rack and tie-rods connection while in case III and IV
the system is decoupled at the motor and rack connection.
The subsystem 1 is simulated at fixed-time step of 5 ms
and the subsystem 2 is simulated at 1 ms.
Fig. 6: The EPAS and chassis system and an approximated
analytical layout.
A slow sine swept steer with vehicle speed of 50
km/h has been simulated, divergent results occur in case
II and case IV. The reason of instability is that a less
stable interface has been used according to our previous
analysis. Same as the massive equivalent mass from motor
inertia Jmotor which deteriorates the steering feel [8]. Due
to the ratio from the belt transmission and the ball-nut
gear transmission, the equivalent masses in subsystem 1
from the rack mass mrack and chassis lateral dynamics
are hugely scaled down and smaller than the motor inertia
Jmotor . Due to this reason case II and case IV gets stable
as expected when the gear ratio value has been reduced.
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Fig. 7: Steering torque to steering angle.
On the contrary the force or torque is applied to the
subsystem 2 in case I and case III and the simulations
are stable. The resulting steering torque to steering wheel
angle characteristic is plotted in Fig. 7. The normalized
root-mean-square error (RMSE) of several variables are
given in Table 3. Case I shows less error than case III.
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Table 3: RMSE of co-simulation results.
variables case I case III
steering wheel angle 0.0178 0.1042
assist force 0.0431 0.1313
motor torque 0.2412 0.2963
motor speed 1.4101 3.9603
rack velocity 5.9446 6.1630



















Fig. 8: Rack speed in mono-simulation and co-simulation.
However, the rack velocity in case I is more noisy
than case III in Fig. 8 even the subsystem 1 is simulated
at a bigger time step in case III. If we review the dynamic
equation on the rack:
mrack ÜxR = Frod + Fassist + Ff riction + Fpinion (10)
If the coupling forces are directly applied to the rack, it
might induce fast-changing rack states. In case III the force
is applied to the stiffer EPAS motor therefore the rack
states are less noisy.
3.2 A motor-in-loop simulation
The second case is an online simulation which has
physical EPAS motor and ECU. The chassis and the other
EPASmechanical parts (rack, pinion, ball-nut gear and belt)
are modeled in virtual environment. Online co-simulation
is one step further as it requires real-time calculation
of subsystem and synchronization of coupling variables,
which can be achieved by adaptive filters [9]. In the HIL
system the ECU receives vehicle speed and torsion bar
angle from the virtual model; the motor is connected to
a load motor which is controlled by the virtual model as
control reference as in Fig. 9.
Fig. 9: The HIL system of EPAS motor in the loop
Similarly two different options of causality exist at the
physical-virtual interface:
I. the virtual model takes torque measurement and sends
the reference angle to the load motor.
II. the virtual model takes motor speed measurement and
sends the reference torque to the load motor. (using angle
input to the virtual model induces huge torque value.)
So the load motor can be either torque-controlled or
position-controlled. A feed-forward and feedback control
has been used for the reference angle tracking. Although
different control strategy differs in bandwidth, the band-
width should be much higher than the hardware or virtual
reference. So the subsystem dynamics is still dominated by
the hardware or virtual reference. Therefore the causality
can be analyzed in a similar way.
Sine-wave steering tests at 0.5 Hz and 1 Hz have been
applied. From Fig. 10 it can be seen that compared with
a mono-simulation reference, the case II using torque-
controlled is better than case I using position-controlled
especially in a higher frequency. From our previous analy-
sis: the virtual rack-pinion and the chassis model have a
much smaller equivalent inertia compared to the hardware
part especially a load motor and a measurement unit are
added to the EPAS motor. So case II has a more robust
and less distorted behavior since the velocity variable is
applied to the virtual part and torque variable is applied to
the stiffer hardware.







































Fig. 10: Rack speed in mono-simulation and HIL simulation with
two causality.
Some researchers have already discussed torque-
control and position-control strategies. In literature they
are called respectively impedance control and admittance
control according to different causality. In contract to
impedance control, admittance control, which the force
is applied to the control reference, can result instability
during dynamic interaction with stiff environments [10].
It is interesting to notice the consistency with our work in
co-simulation: admittance control in stiff environment is a
non-robust interface design as the displacement or velocity
variable is transmitted to the stiffer side.
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4. CONCLUSIONS
In this paper we have discussed the interface and
causality effects in co-simulation. It is shown that the
design of interface and causality influences significantly
the results. A general guideline of the interface design
has been given: the coupling interface should be designed
where the system is less stiff and the force or torque
variable should be sent to the heavier and stiffer side with
the displacement or velocity variable feedback to the other
side.
The analytical study is based on a sampled-data dual
mass-spring-damper model and its stability and frequency
domain analysis. Even this method is limited to linear
systems, the result can still give an insight to complex
problems. Two different co-simulation cases in EPAS
system development have been tested. In both cases high
fidelity and validated non-linear models are used. The
comparisons of different interface designs have shown that
better results can be obtained following the suggested rule.
The interface selection and other variants like calcula-
tion schemes and extrapolation method influence the co-
simulation result comprehensively. From point of view of
author, the interface design should come first and it is very
practical in engineering work when model is prepared. So
the information in this work is quite useful. Co-simulation
stabilization algorithms may be investigated in the future
work.
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Abstract
The vehicle steering characteristics and active functions
can be virtually developed with a high-fidelity electric
power assisted steering (EPAS) model and a multibody
chassis model. The simulation of the EPAS model re-
quires small integration step due to high stiffness and in-
terfacing with the controller. The multibody chassis model
is computationally heavy for each integration step due to
calculation of large matrices. A mono-simulation based
on a single solver is not efficient for this case. Instead a
co-simulation (solver coupling) approach has been used to
overcome the drawbacks.
In this paper the EPAS system and chassis system are
modeled in Dymola and further exported as separate func-
tional mockup units (FMUs) and integrated with the con-
trol algorithms in Matlab. A co-simulation based on the
explicit parallel calculation scheme (Jacobi scheme) has
been used. A huge simulation speed-up has shown the po-
tential and effectiveness of the approach. To understand
its accuracy and tolerance, analysis on the numerical error
and dynamics of the coupled-system are given.
Keywords: EPAS system, Chassis system, Co-Simulation,
FMU
1 Introduction
Modern vehicles involve more electric and functional sub-
systems with a trend of electrification and automation.
Multi-domain subsystems need to be modeled and inte-
grated by co-simulation for a holistic development. This
modular approach is quite common because the models
might be from multiple sources (e.g., OEM-suppliers re-
lationship) in different tools. Furthermore, it enables each
model efficiently solved by a domain-specific numerical
method. The approach has been applied in many engineer-
ing cases such as an integration of large-scale pantograph-
catenary system (Arnold, 2010), a distributed simulation
of a 4 cylinder engine (Saidi et al., 2016).
For accurate simulation of vehicle handling, steering
and active function tests, a mechanical multibody chassis
model and an EPAS model are needed. The chassis model
has hundreds of degrees of freedom and its dynamics is
relatively slow especially for handling and steering simu-
lation on the flat road. The EPAS model has much faster
dynamics because of the lightweight components, friction
elements, electric parts and the control algorithms. Its fi-
delity is critical for the steering feel. As the chassis model
and EPAS model differ in terms of dynamics and require-
ments. A mono-simulation based on a single solver might
not be the optimal solution. In this paper, a FMI-based co-
simulation has been tested. The coupled-system is consti-
tuted by FMUs of a chassis model, an EPAS mechanical
model, a S-function for the EPAS electrics and control al-
gorithms.
The modeling work in Dymola is presented in Section 2
and Section 3. The integration based on FMI standard and
the co-simulation setup are shown in Section 4. In Sec-
tion 5 the co-simulation results and analysis on simulation
speed and system dynamics are discussed.
2 EPAS System
2.1 EPAS mechanism
The EPAS mechanism comprises mainly a steering wheel
and column, a steering rack and an EPAS motor as shown
in Figure 1. The steering column is connected to the rack
and pinion by a compliant torsion bar. A belt transmission
connects the motor and the ball screw which transfers the
motor rotation into the rack translation.
Figure 1. The EPAS system with axle-parallel drive.
The steering rack is articulated to the vehicle chas-
sis through the suspension tie-rods and steers the front
wheels. This mechanical chain builds a direct interaction
between the driver and the road. The auxiliary electric mo-
tor can deliver an assist torque according to the torsion bar
deflection and vehicle speed to reduce the steering effort.
The steering feel defined by the introduced mechanisms
is a key metric in vehicle development and needs to be
accurately simulated and evaluated on a driving simulator.
The EPAS mechanism is modeled by 3 degrees of free-
dom: 2 degrees of rotation for the column and motor, 1
degree of translation for the rack. Different from the Mod-
elon Vehicle Dynamics Library (VDL) steering template,
the non-linear effect from the column CV-joint has been
neglected and no multibody components have been used
for simplicity. Instead, the friction and motor dynamics
are very important for EPAS in terms of vehicle steering
response, subjective feeling for the driver and the stabil-
ity of EPAS controller (Harrer and Pfeffer, 2017), more
detailed effects have been considered.
Figure 2. The EPAS mechanism modeled in Dymola.
The model based on basic Modelica mechanical com-
ponents and detailed friction elements, shown in Figure 2,
is created according to the dynamics on the column, the
motor and the rack:
Jcolumnδ̈s =Ts−Tpinion−Tc f riction (1)
Jmotorδ̈m =Tmotor−Tbelt (2)
mrackẍR =Fpinion +Fassist −Frod−Fr f riction −Fhousing (3)
The states and parameters of the model are given in Ta-
ble 1. The force Fpinion and Fassist are calculated from the
respective torques and transmission ratios:
Fpinion =Tpinion/ipinion (4)
Fassist =Tbelt/(ibelt ibs) (5)
where the torque Tpinion and Tbelt are calculated based on
the deflection of the torsion bar and belt.
Table 1. States and parameters of the EPAS model.
Notation Definition
δs,δm angle of the steering wheel, motor
xR rack displacement
Jcolumn,Jmotor inertia of the column and wheel, motor
mrack rack mass
ipinion, ibelt , ibs transmission ratios of the rack pinion,
the belt, the ball screw
Ts steering torque
Tpinion torsion bar torque
Tc f riction column friction torque
Tmotor applied torque from the motor
Tbelt load torque on the output shaft
Fpinion force transmitted by the rack pinion
Fassist assist force from the ball screw
Frod tie-rod force along the rack
Fr f riction friction on the rack
Fhousing a spring-damper force from the housing
2.2 Friction elements
The mechanical friction is mainly divided into the up-
stream element Tc f riction and the downstream element
Fr f riction . The friction elements are modeled by the LuGre
friction model (Astrom and Canudas de Wit, 2008). In
Modelica the standard friction element is implemented by
discrete events switching between stuck and slide mode.
An appropriate numerical method is needed for this con-
tinuous/discrete approach. The LuGre friction model adds
the hysteresis effect and it expresses the friction by differ-
ential equations:
ż = v−σ0z/g(v)|v| (6)
g(v) = Fc +(Fs−Fc)e−(v/vs)
2
(7)
Ff riction = σ0z+σ1ż+σ2v (8)
where v is the sliding velocity, z is the internal state.
The bristle stiffness σ0 and micro-damping σ1 produce
a spring-like behavior in small displacements. σ2 is the
viscous friction coefficient. g(v) is a velocity-dependent
term relating to the Coulomb friction Fc, the static friction
Fs and the Stribeck velocity vs.
Numerical methods for continuous system can be used
to solve this model. However, its dynamics is so stiff that
small tolerance value for variable step solver or small time
steps for fixed step solver is needed. As a result, the sim-
ulation speed gets slow. A detailed implementation and
analysis of the LuGre friction model in Modelica has been
introduced in (Aberger and Otter, 2002).
The friction model parameters have been partially iden-
tified from experiments using a steering system test rig
with a steering robot connecting the steering wheel and
two linear actuators connecting the rack. Pull-by-torque
and pull-by-rack tests (Harrer and Pfeffer, 2017) have
been taken with the EPAS controller deactivated. The
steering system is excited accordingly either by velocity-
controlled steering wheel input or rack input in free load
condition. Thanks to the acausal modeling, the recorded
data can be conveniently taken as input to the EPAS
model. The comparison of the simulation results and the
measurement data are given in Figure 3 and Figure 4.





















Figure 3. Steering torque in a pull-by-torque test with a steady
steering velocity input of 13 deg/s.


















Figure 4. Rack force in a pull-by-rack test with a steady rack
speed of 2 mm/s.
2.3 EPAS control
The large inertia, high friction and less damped behavior
from the EPAS mechanism is counterbalanced by the ba-
sic steering functions involving the inertia compensation,
friction compensation, active damping and power-assist.
The advanced driving functions like the lane keeping aid
(LKA) and Pilot-Assist are added to the motor torque re-
quest Trequest in Figure 5, which is further delivered to the
electric motor.
The detailed models of the control algorithm, ECU and
electrics are provided from the supplier as black-box S-
functions with inputs of vehicle speed Vvehicle, torsion bar
angle δpinion, motor speed δ̇m and the external request from
the advanced functions. So that the system needs to run in
the Simulink environment with a forward Euler method
with 1 ms integration step.
Figure 5. A block diagram of the EPAS control architecture.
3 Chassis Model in Dymola
A chassis model based on the Modelon VDL has been
used. It is constituted by the car body, Pacejka tire models
and suspensions (Figure 6). To facilitate the computation,
the suspension linkages are represented by kinematic ta-
bles. The wheel orientation and translation varies accord-
ing to the wheel jounce and steering input. A validated
model of Volvo XC90 has been used in the work.
To integrate the chassis model with the created EPAS
model, 1D translation interface is attached to the rack
and the original VDL steering model is disconnected as
a dummy part. In this way the translation is still relative
to the front subframe whose compliance may have a great
impact on the steering feel.
Figure 6. The multibody chassis model in Dymola.
4 Co-Simulation Setup
The EPAS model and chassis model are compiled to sepa-
rate FMUs embedded with variable step and variable order
Dassl solvers. The EPAS FMU, chassis FMU and EPAS
control S-function are coupled by specified input-output
signals (Figure 7). At the coupling interface the chassis
FMU takes the rack velocity ẋR as input and EPAS model
takes the force Frod as input. The decision is based on our
analysis from a previous work (Chen et al., 2018), briefly:
• The force variable should be applied towards the
heavier and stiffer part for robustness. The EPAS
system due to the gear ratio effect is much heavier
and stiffer than the lateral dynamics of chassis sys-
tem.
• The displacement input results an improper dynamic
system (more zeros than poles in the transfer func-
tion). Thus, the derivation of input variable is needed
and this might generate noisy or incorrect results.
Figure 7. The layout of the co-simulation setup.
The chassis FMU is setup with a communicative step of
∆t2 which is the time size that the local solver updates the
input and output. The communicative step of EPAS FMU
is ∆t1 with a default value of 1 ms because of the coupling
with the controller.
For simplicity, the co-simulation is implemented with
an explicit parallel calculation scheme (i.e., during the
communicative interval each model is integrated indepen-
dently and the input is approximated from extrapolation).
In this work, a common constant extrapolation (zero-order
hold) has been used. Although this calculation scheme
suffers from the numerical stability and coupling errors.
It is advantageous for less computational burden and easy
implementation in practice because no control of compu-
tation sequence or iterative process is needed from a mas-
ter algorithm (Busch, 2012).
5 Co-Simulation Results
The co-simulation have been tested with various scenarios
as given in Table 2. For comparison, a mono-simulation
reference, denoted by Ref-1, is made by compiling the
EPAS and chassis model together as a whole FMU with
the same solver. The tests are performed on a laptop with
32GB RAM and one Intel Core i7 processor which runs 8
cores at 2.70 GHz.
5.1 Simulation speed-up
A 5 seconds steering maneuver with a sine wave steer-
ing torque input has been simulated. From the CPU time
of each simulation case (Figure 8), one can see that com-
paring with Ref-1 the co-simulation cases are much faster
Table 2. Simulation Cases
Case Communicative step
Ref-1 ∆t1 = 1ms no ∆t2
Ref-2 ∆t1 = 5ms no ∆t2
CS-1 ∆t1 = 1ms ∆t2 = 1ms
CS-2 ∆t1 = 1ms ∆t2 = 5ms
CS-3 ∆t1 = 1ms ∆t2 = 10ms
CS-4 ∆t1 = 1ms ∆t2 = 15ms
CS-5 ∆t1 = 1ms ∆t2 = 20ms
especially when ∆t2 gets larger. In mono-simulation case
Ref-1, the chassis model needs to take a small integration
step due to the stiff EPAS model. Instead, in co-simulation
each solver can adapt to the local dynamics more effi-
ciently.
In another mono-simulation case Ref-2 with increased
∆t1, the CPU time reduces a lot as well but the time saving
is not so effective as the co-simulation cases with a same
or larger ∆t2 setup. It can be observed that a big time sav-
ing is from a relaxation of communication with the chassis
model.
The co-simulation case CS-1 does not show an obvious
advantage in the simulation speed. Because the adaptabil-
ity of the local solver is constrained by a very frequent
communication of 1 ms. In such a case the speed-up ca-
pability of co-simulation cannot be fully used even though
the stiff part has been decoupled.
For other co-simulation cases, a further relaxation of
∆t2 does increase the simulation speed but the improve-
ment gets reduced at a larger step. If a rather large ∆t2 has
been taken, the two models can be seen as nearly decou-
pled and calculated independently. Therefore, the simu-
lation time might just depend on the dynamics and solver
of each part. In practice, the ∆t2 size setup needs to be
compromised considering the stability and coupling error
which is discussed in the following section.





















Figure 8. CPU time for a 5 seconds simulation.































































































Figure 9. Simulation results of the EPAS system and chassis states.
5.2 Error analysis
Two EPAS system states (steering wheel angle δs, rack
speed ẋR) and two chassis states (yaw rate, lateral veloc-
ity) from the previous simulation tests are plotted in Fig-
ure 9. It can be seen that Ref-2 gives inaccurate and use-
less results although it can run really fast in the previous
analysis. Because the high bandwidth coupling between
the EPAS control, electric and the mechanism, the cou-
pling variables are poorly approximated by extrapolation
and the simulation error gets quite large.
The co-simulation cases, due to a more robust integra-
tion, have shown more stable and consistent results even
their simulation speeds are faster. Case CS-3 in Figure 9
shows larger stepwise signals from the chassis model. The
co-simulation results deviate more at the peaks which is
very intuitive since the accuracy of extrapolation is worse
when the signal changes direction.
The relative global error εg,x of selected state x are com-





(xcs(t)− xre f (t)
)2
/T
xmaxre f − xminre f
(9)
where xmaxre f and x
min
re f are the maximum and minimum ref-
erence state value during simulation time t ∈ [0,T ]. The
relative global error εg,x is plotted in Figure 10. One can
see that εg,x in case Ref-2 is clearly the worst and the er-
ror increases as the step ∆t2 grows, which limits the re-
laxation of communication for the simulation speed-up.
To reduce the error and enable a further relaxation, some
explicit coupling methods from (Khaled et al., 2014) and
(Benedikt et al., 2013) can be potentially applied, which is
out of the scope of this paper. Thus, only a basic constant
extrapolation is presented in this work.













































































































Figure 11. The identified transfer behaviors of EPAS and chassis.
5.3 System dynamics analysis
To investigate the system dynamics in multiple conditions,
a frequency domain comparison is more intuitive as a sec-
ond analysis. In this analysis, a steering torque input from
low frequency up to high frequency has been applied. The
simulation time is long enough that the system can be ex-
cited sufficiently within the frequency range of interest.
Two pairs of transfer functions are identified from the sim-
ulation results. The first is steering torque (SWT) to steer-
ing wheel angle (SWA) and rack speed (Vrack), which is
more relevant to steering behavior. The second is from
rack speed (Vrack) to chassis lateral speed (Vy) and yaw
rate which mainly shows the chassis lateral dynamics.
The magnitudes of the transfer functions are plotted in
Figure 11. The steering feedback character (SWA/SWT)
and the EPAS transfer behavior (Vrack/SWT) are influ-
enced in a certain range. The deviation gets larger around
1.1 Hz which is close to the chassis yaw eigenfrequency.
As ∆t2 increases, more delayed rack force resistant to the
rack motion gives an increased steering wheel angle and
rack speed.
The chassis transfer behaviors are relatively more con-
sistent to the reference. It might be the reason that the
chassis has a slower dynamics and more robust to the cou-
pling effect. The deviation of chassis dynamics occurs
mainly below 0.5 Hz and the magnitude of deviation is
correlated to the relaxation condition.
Furthermore, the dynamics of the EPAS and chassis
system limited the bandwidth of the coupling signals. In
the high frequency range of steering input, the only exci-
tation to chassis system has been filtered out and the cou-
pling effect gets minor.
6 Conclusion
In this paper a FMI-based co-simulation of EPAS and ve-
hicle chassis system has been presented. The solver cou-
pling approach is used for mechanical-functional system
integration and also for mechanical systems in large time
scale. The accelerated simulation speed makes the simu-
lation tool more useful for design optimization and control
tuning work. A controllable coupling error without severe
numerical instability is induced by the explicit parallel cal-
culation scheme. The approach can also be applied on
real-time applications where the simulation speed is cru-
cial. However, the CPU time from the current test is still
huge that model order reduction might be needed to make
each system real-time capable first.
The approach is quite promising for vehicle chassis and
other mechatronic systems (e.g., active suspension, elec-
tric propulsion and automated driving system).
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Abstract Explicit parallel co-simulation approach is widely used in industry for
simulation of a large-scale system. The stability and error analysis has been well-
investigated by many researchers in a numerical analysis framework. The perfor-
mance of different extrapolation techniques are checked by a numerical test with an
experimental model and evaluated a posteriori. However, due to a combination ef-
fect of multiple factors of system dynamics and extrapolation methods, the results
are less intuitive, especially for a complex engineering system. In this manuscript,
the explicit parallel co-simulation approach is reviewed in the linear robust control
framework. The numerical stability and error is interpreted by the stability and ro-
bustness of the closed-loop interconnection. Some intuitive engineering guidelines
can be given by the small-gain theorem and the passivity theorem.
In addition, a novel coupling method to minimize the worst-case L2 norm of
the coupling error is introduced. The method comprises two dynamic feed-forward
terms, one smoother and one compensator to preserve the passivity, which are
designed based on the H∞ synthesis. It has advantages of transparent parameter
tuning, robustness and easy implementation. The proposed method has been veri-
fied by two test cases. The first test case is a dual mass-spring-damper system with
random system parameters and the second case is a FMI-based co-simulation of a
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the stability and accuracy for explicit parallel co-simulation, which enables a larger
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1 Introduction
Co-simulation is a cornerstone of the virtual development of mechatronic systems.
Especially in automotive industry, the holistic vehicle system is multi-disciplinary
with subsystems of high-fidelity and part of them might be from the suppliers in
different software tools. A Functional Mock-up Interface (FMI) co-simulation stan-
dard has been initiated by the academia and industry to enable the modular engi-
neering approach [6]. Moreover, the solver-coupling approach, i.e. co-simulation, is
advantageous numerically since each solver can adapt more efficiently to the local
subsystems. A multi-core distributed simulation of combustion engine is presented
by Khaled [3], the simulation is accelerated by partitioning different cylinder mod-
els with discrete events. Christian has partitioned a race car model to achieve an
accelerated parallel co-simulation[1]. Gallrein has used a co-simulation of high-
fidelity tire models and a MBD chassis model to achieve a real-time application
on driving simulator [12].
The investigation on numerical stability, error and master algorithms of co-
simulation has been active in the last decade. An extensive state-of-the-art review
on co-simulation has been given by Gomes [13]. The subject comprises the coupling
of continuous systems, discrete systems and hybrid systems. In terms of calcula-
tion scheme, it can be classified by explicit (non-iterative) and implicit (itera-
tive and semi-explicit) types or parallel scheme(Jacobi scheme), sequential scheme
(Gauss-Seidel scheme) and iterative scheme. Furthermore, for mechanical system
the model coupling configuration can be differentiated by the algebraic constraint
approach or the applied force approach. The applied force approach, which the cou-
pling variables are force-displacement (FD coupling) or displacement-displacement
(DD coupling), is more preferred if possible in engineering work since an algebraic
loop problem can be avoided [7].
The explicit parallel co-simulation, i.e. each subsystem integrates once in paral-
lel and exchange the coupling variables at specified macro-step∆t, is more common
than its alternatives due to a less implementation difficulty. In this approach, no
advanced master algorithm to control the iterative process or calculation sequence
is required. Additionally, each slave subsystem is neither required to be controllable
for rollback nor to be observable for the internal states or Jacobian matrices. This
makes the approach more implementable with off-the-shelf commercial software
and black-box models for the intellectual property (IP) protection. In general, the
explicit parallel co-simulation is the fastest thanks to a less computational bur-
den, which makes it more useful for the optimization and real-time application,
e.g. hardware-in-loop (HIL) simulation. As a result, the explicit parallel approach
is more popular in the industrial virtual engineering work.
However, it is well-known that the explicit parallel co-simulation has drawbacks
in terms of accuracy and numerical stability. For each subsystem the input during
the communicative interval ∆t is frozen or approximated by some extrapolation
methods. This unavoidable approximation error, namely, the coupling error, is sig-
nificant to the simulation accuracy and numerical stability. Without the capability
of predictor-corrector method or rollback like the iterative techniques [20], efforts
on improving the explicit coupling method have been made by some researchers.
Busch [7] has analyzed systematically the extrapolation method by Lagrange poly-
nomials and Hermite polynomials which contains first-order derivatives. It shows
that a higher extrapolation degree gives a higher error order but the numerical
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stability might suffer and the coupling methods depends on the system parame-
ters. Benedikt [5] developed an energy-based coupling method which corrects the
coupling values to nearly preserve the generalized energy of a power bond. Drenth
[10] used a similar concept for a dual sampler-hold design to preserve the energy
in bond graph theory. Actually, these approaches preserve the energy by reduc-
ing the error of effort-flow variables separately. If the whole physical energy error
is considered alone, the result might be incorrect which has been shown in the
work of González [14] and Wu [22]. Furthermore, some adaptive extrapolation
methods have been developed. The energy concept has been taken as an error es-
timator by Sadjina [18] for an explicit variable macro-step control. Stettinger [21]
has developed a model-based coupling approach by extended Kalman filter and
the Recursivel least square algorithm. Khaled [15] used a context-based heuristic
method to adapt the extrapolation polynomial.
Usually the parameter tuning of these improved coupling methods is less trans-
parent and their performance might be evaluated by numerical test a posteriori.
A combination effect of system parameters and coupling configurations, such as
DD coupling and FD coupling might make the tuning of the method difficult to
conclude [19]. Furthermore, the system can be much more complex in the real
engineering case. The main goal of this manuscript is to review the explicit paral-
lel co-simulation subject in the control theory framework. The error analysis and
stability analysis is given equivalently in the Laplcae domain instead of in the time
domain, which can potentially bring more engineering insights. In addition a novel
coupling method based on H∞ synthesis is introduced to minimize the L2 norm
of the coupling error.
The manuscript is organized as following: first, the co-simulation system is for-
mulated as a closed-loop interconnection in Section 2. The co-simulation stability
and robustness can be analyzed by the Nyquist stability criterion and related the-
orems. Then, the new coupling design formulated as a H∞ synthesis problem is
introduced in Section 3. The synthesis problem is solved by an optimization rou-
tine based on the linear matrix inequality (LMI) method with a pole-placement
constraint. In Section 4 the proposed improved coupling method has been verified
on a dual mass-spring-damper system and applied on a real engineering case of
vehicle and EPAS system co-simulation. Further discussions and conclusions are
given in Section 5.
2 Analysis based on control theory
2.1 Co-simulation system description
A co-simulation system can be simplified as two linear time-invariant (LTI) sub-
systems coupled by input-output variables, which are mapped by a matrix L at
communicative instant tn:










where z̃n is the augmented state vector and Ψ is the extrapolation operator during
the communicative interval τ ∈ [tn, tn+1). Each subsystem can be taken as exactly
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solved that the approximation error from the solver is minor compared to the
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In numerical analysis framework, the numerical stability of co-simulation is
given by the spectral radius ρ(A∗) of the difference equation above. The necessary
and sufficient condition of numerical stability is that ρ(A∗) ≤ 1 and there is no
more than one eigenvalue on the unit circle. However, the relation between the
spectral radius ρ(A∗) and the system parameters is complicated and needs to
be checked graphically by a numerical test. Different normalization methods have
been taken for an intuitive conclusion [14][19]. In this manuscript, the co-simulation
system is formulated as a close-loop system in control theory framework so the
problem can be interpreted in a different way.
2.2 Closed-loop interconnection formulation
A nominal mono-simulation reference can be formulated by a closed-loop intercon-
nection of two subsystems. The subsystems, with zero initial condition, are emu-
lated by transfer functions Q1(s) and Q2(s), s denoting the Laplace domain. Q1(s)
and Q2(s) are usually proper or strictly proper, i.e. the degree of the numerator
polynomial is equal or less than that of the denominator, which indicates weather
the connection is feed-through (proper) or non feed-through (strictly proper)[17].
Improper system is not implementable in physical modeling as a derivation is
needed. A subsystem represented by the transfer function might have some inter-
nal states. But the stability is guaranteed by an appropriate local solver and it has
no influence on the input-output behavior and the closed-loop interconnection.
In co-simulation, sampler and hold devices are added to the nominal system as
shown in Figure 1. The sampled input u∗(t) is a product of the continuous input








u(jω − jnωs) (3)
then the approximated input ũ(jω) is obtained by holding u∗(s) using a linear







the system becomes a sample-data closed-loop interconnection, which induces error
and stability issues. There are two main crucial characters of co-simulation need
to be investigated by the formulated system:
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1. The input coupling error ξu from extrapolation and its influence on the simu-
lation accuracy.









Fig. 1 (a) A co-simulation system formulated as a closed-loop interconnection. (b) A truncated
subsystem on one side and ξu is an input multiplicative disturbance.
2.3 Analysis of co-simulation error
The input coupling error ξu can be seen as a multiplicative disturbance to the
input (Figure 1) and is derived as:














where the first part is the component in the lower frequency and the second part
is the component in the higher frequency, which can be mirrored into the lower
frequency part if the input signal frequency ω is high and sampling frequency ωs
is not high enough (i.e. the aliasing effect). In this case, the two terms in ξu(s)
are combined and not possible to be decoupled. Thus, to avoid aliasing effect the
macro-step ∆t needs to be sufficiently small.
The linear operator H(s) varies according to the extrapolation degree k. For
simplicity, zero-order hold Hzoh (k = 0), first-order hold Hfoh (k = 1), second-
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which can be further expanded by Taylor series using symbolic calculation tools







































where O(∆tk) indicates residual terms of order equal or higher than ∆tk. With
k degree extrapolation, ξu is in order of ∆t
k. In addition, the frequency property
can be seen in this formulation: the error grows with the input frequency. For the
co-simulation system and nominal system respectively we have:
ũ(s)Q(s) = ỹ(s) and u(s)Q(s) = y(s) (8)
then the output error ξy(s) = ỹ(s) − y(s) is a linear projection of ξu(s) in s
domain sharing the same character of order O(∆tk), which is consistent to the
global error analysis in the time-domain [7]. Similarly, the state error ξx(s) by a
similar projection of state Qx(s) has the same order. If the respective dynamics
by Q(s) or Qx(s) is really fast, the output y or state x might be excited by the
high frequency components in the coupling error.
2.4 Analysis of stability and robustness
In perspective of the numerical stability of co-simulation, the error ξy, ξu should
be convergent. For a co-simulation system, the closed-loop interconnection can be
represented by:
ỹ1 = (1 + φ)Q1ỹ2 and ỹ2 = (1 + φ)Q2ỹ1 (9)
notation s for Laplace domain is dropped for clarity and φ is the operator for
the multiplicative disturbance. For the error-free nominal system, the closed-loop
interconnection can be represented by:
y1 = Q1y2 and y2 = Q2y1 (10)
and can be further extended as:
y1 + φQ1y2 = (1 + φ)Q1y2 and y2 + φQ2y1 = (1 + φ)Q2y1 (11)
Then the co-simulation output error ξy is derived from the difference:
ξy1 = (1 + φ)Q1ξy2 + φQ1y2 and ξy2 = (1 + φ)Q2ξy1 + φQ2y1 (12)
and in a more compact representation:
ξy =
1
1−Q1(1 + φ)Q2(1 + φ)
[
φ(1 + φ)Q1Q2 φQ1












. y is always bounded for a nominal
stable system. The convergent property of ξy is determined by the rest parts of
the equation, which is actually the transfer function of the closed loop system in
Figure 1 and Nyquist stability criterion can apply.
Given the subsystems Q1(1 + φ) and Q2(1 + φ) are stable, if the Nyquist
plot of the open loop transfer function does not encircle the (1, 0) point on the
complex plane, then the positive feedback interconnection is stable. The criterion
is a graphical approach which might be less intuitive as well. But two related
theorems of sufficient condition on the stability can be used:
Small gain theorem: the closed loop interconnection (9) is input-output
stable, if the maximum norm of its loop gain suffices ||Q1(1 + φ)Q2(1 + φ)||∞ < 1
[16].
Geometrically, it means that the Nyquist plot is bounded inside the unit circle
on the complex plane. If a nominal system suffices the condition, its co-simulation
stability can be guaranteed with a constant extrapolation method (ZOH), of which
the gain never exceeds 1, regardless of the macro-step ∆t. This conservative con-
dition is not always fulfilled by the nominal system. But one can reduce the loop
gain from the configuration design to enhance the stability and the robustness
of co-simulation. For example in mechanical system co-simulation, if the split-
ting interface is less stiff and the force is applied towards the part with a higher
impedance (larger mass and stiffness value) in FD coupling, the simulation is more
stable [8]. Furthermore, one can reduce the input-output variables to obtain an
incorrect but convergent co-simulation system, which is better than a divergent
system for an initial setup by trials and errors.
Passivity theorem: the closed loop interconnection (9) is stable if each sub-
system (1 + φ)Q1, (1 + φ)Q2 is either strictly passive or output strictly passive
with zero-state observable [16].
If each subsystem is stable and its Nyquist plot is within the right half plane.
Geometrically the open loop transfer function of the interconnection has a phase-
lag less than 180o, so the Nyquist plot of a positive feedback system does not en-
circle the (1, 0) point on the complex plane. Because the coupling of co-simulation
subsystem induces an unavoidable phase-lag behavior, the passivity cannot be pre-
served. Physically, an energy is added to the system which makes co-simulation
unstable.
The passivity theorem can also apply to a large scale system since a system is
passive if it is constituted by passive subsystems in a parallel or closed loop form.
However, the passivity cannot be guaranteed by a cascaded dynamic term. Indeed,
an explicit coupling method in co-simulation is usually in a cascaded dynamic form.
But we can conclude that in order to improve the co-simulation stability, the phase-
lag behavior should be compensated by introducing phase-lead dynamics.
3 Improved coupling method by H∞ synthesis
3.1 Problem formulation
The output and state error ξy, ξx are projections of the only error source ξu as
discussed in Section 2. As a result, the design of improved coupling method in
co-simulation can thus be peeled off from the closed-loop system. The idea is to
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introduce dynamic feed-forward terms at the input-output connection that can
somehow minimize ξu. The concept is illustrated by an error system in Figure 2,
which is equivalent to Equation 5. This structure is inspired from the research
work in modern signal reconstruction [23]. The dynamic terms K1 and K2 to
be designed are embedded inside each simulation model and are solved by each
local solver. Considering K1 ,K2 and the sampling-hold process can be in different
steps (δt1, δt2 and ∆t) and also variable-step solvers might be used, the system is
therefore formulated in the continuous domain. The sampling-hold process can be






Fig. 2 The formulation of an input coupling error system.
It should be noticed that the exact input u is neither specified nor accessible.
So the actual value of error ξu is unknown in practice. However, it can be known
that if the introduced terms are projections in the Laplace domain fulfilling that
K1(s)K2(s)H
∗(s) = 1, then the error ξu = 0. Unfortunately the solution cannot
be simply given by the inverse of H∗(s) because the results are unstable and
improper. Instead, we formulate the problem as minimization of the L2 norm of
error ||ξu||2. The transfer function of the error system is denoted by Tue such that:
||ξu||2 = ||Tueu||2 ≤ ||Tue||∞||u||2 (14)
the L2 norm of error ||ξu||2 is upper-bounded by the supremum norm of the error
system. The optimal design problem of K1,K2 can thus be solved by the H∞
synthesis framework to minimize the worst-case gain from the energy of u to ξu.
3.2 H∞ synthesis for the coupling design
For H∞ synthesis problem the error system needs to be transformed into a gen-
eralized plant P as shown in Figure 3. The input u is the disturbance input to
the plant and ξu is the error output. TheH∞ synthesis problem can be formulated.
H∞ Synthesis Problem: Given a LTI system P , find a feedback gain K
such that the closed-loop system is stable and the following objective is satisfied:
||ξu||2 < γ||u||2, ||Tue||∞ := sup
Re{s}>0
||Tue(s)|| < γ (15)
scalar γ is the level of guaranteed L2 gain performance to be minimized. The
synthesized control law K is always stable, proper and causal, i.e. it only depends
on the previous inputs, so it satisfies the condition for implementation.
Although a linear approximation is made for the sampling and hold H∗(s), the















Fig. 3 The generalized plant P embedded with fixed terms H∗, K2, Wf for H∞ synthesis.
second order low-pass filter to smooth the constant piecewise signal. The feedback
law K is actually the feed-forward term K1 in the error system.
In addition, a weighted penalty function Wf , which is a low-pass filter, is added
to the error output so that ||ξu||2 is more minimized in its lower frequency range.
Since the low frequency content is more important considering the bandwidth of
u and the existence of smoother K2. In addition, it is crucial to introduce Wf for
a feasible solution. Because H∗(s) is always low-passed, the term ||ξu||2 cannot
be minimized in the whole frequency range. Otherwise, either K1 or K2 must be
improper and the control law cannot be implemented.
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The solution of H∞ synthesis problem is found using the Matlab robust control
toolbox. The optimization is solved by the linear matrix inequalities (LMI) method
with a pole-placement constraint. So the pole of the closed-loop system:
ξu
u
= Wf −WfH∗K1K2 (18)
can be bounded inside the design region. From the equation above, the pole of
K1 is a subset and bounded inside the region as well. In this case the optimal
performance level γ is restricted but it gives two advantages for implementation:
1. The optimal term K1 is always stable with the assigned solver. For example, K1
can be constrained with its poles, i.e. eigenvalues, λ in the region |1 + hλ| < 1
so it can be solved by the Forward Euler method with step h, as well as by
other methods of higher error order.
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2. The fast mode of K1 can be removed so that the method will not require small
integration steps and increase much the computational time. Since simulation
speed-up is a main goal to run co-simulation.
The synthesized dynamic feed-forward term K1 is a transfer function of high-
order. Mathematically it is similar to a linear combination of terms of multiple
orders and their weights are given by the solution of the optimization problem.
Indeed, the optimal K1 is phase-lead to compensate the delay and low-passed
behavior. K1 and K2 are similar as lead-lag compensators for loop-shaping in
the classical control framework. The frequency behavior of the coupling error by
the new coupling method ξu,h∞(s) and other extrapolation methods ξu,zoh(s),
ξu,foh(s) and ξu,soh(s) are shown in Figure 4.









































Fig. 4 Transfer behavior of the error with different coupling methods. Frequency is normalized
by the macro-step ∆t.
With a specified low-pass filter Wf and a constraint Re(λ) > −500, the
achieved performance level γ = 0.0138. It should be noted that ξu,h∞(s) is not
attenuated in the whole frequency range, which means that at certain frequency
the error might be still larger than the alternatives without a proper tuning. But
the worst-case ||ξu||2 is upper bounded. Although the formulation of the synthesis
problem is a bit sophisticated, the implementation of the method is not challeng-
ing: the H∞ synthesis problem can be solved by Matlab functions. Two transfer
functions K1, K2 can be added to each subsystem as plug-in to the model.
The parameter tuning of the method is very transparent. Smoother K2 is tuned
based on the bandwidth of input signal u. The weighting function Wf relates to the
interesting frequency range of ξu which depends on input u and ∆t. When a large
macro-step ∆t is taken, minimization of ξu in a high-frequency range should not be
expected. The LMI pole-placement constraint of K1 is designed based on the local
solver and the desired modes. These needed information is usually well-known by
the simulation engineers which enables the coupling design a priori.
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4 Case Study
4.1 Co-simulation of a coupled dual mass-spring-damper system
The improved coupling design is verified first on a general experimental case: a dual
mass-spring-damper system in two partitioned models. Each model is solved by
Forward Euler solver at step δt1,2 = 1 ms. The coupling variables are force Fc and
velocity ẋ2 same as the configuration of FD Coupling and the macro-step ∆t = 50
ms. Here the velocity variable ẋ2 is taken instead, because it avoids the derivation
error by the piecewise constant input. The mono-simulation with a single solver
is generated as a reference and co-simulation with other coupling methods (ZOH,
FOH and SOH) are implemented for a comparison. The H∞ synthesis method is









Fig. 5 The coupled dual mass damper spring system.
Since the performance of the coupling method is highly dependent on the sys-
tem dynamics, a specific method maybe just optimal for one parameter setup but
much worse in other cases. Especially in most engineering cases, the system dy-
namics is nonlinear or time-varying. Considering the combination effect of system
parameters, the model is specified in a stochastic way for an unbiased setting.
Each parameter is taken as an uniform distributed random variable. The stiffness
k1, kc, k2 ∈ [0, 1000] N/s, masses m1,m2 ∈ [0, 100] kg and damping coefficient
d1, dc, d2 are calculated giving a damping ratio in the range of [0.3, 1.3]. So it is
possible to have systems with different stiffness, over-damped or under-damped
behavior, highly asymmetric subsystems, etc. 2000 random cases have been sim-
ulated with the coupling methods fixed. Some cases which are unsolvable by the
local solver due to an extremely small mass value are excluded. A simulation of
impulse response is taken and two external force impulse is applied to m2 during
the simulation period of 5 s.
The results of the coupling variables ẋ2 and Fc are compared. As the output
is available every ∆t, the error compared with the mono-simulation reference is
unavoidable. The L2 norm of the error by each coupling method is compared. The
criterion for accuracy comparison is that, if one method fulfills:
||ξẋ2 ||2 > η1||ξẋ2 ||2,min or ||ξFc ||2 > η1||ξFc ||2,min (19)
an inaccurate case is counted, where ||ξẋ2 ||2,min, ||ξFc ||2,min are the minimum er-
ror of all the methods and η1 is a threshold value. The consideration is that when
different methods give very similar results, their differences are less critical. But
if the method has an error much larger than the optimum, this indicates a quite
different case with unreliable results. The statistic results with different thresh-
old value η1 are given in Table 1. It can be seen that H∞ method is robust to
the change of system parameters and has fewer cases with inaccurate results. The
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alternative methods have more unreliable cases, which might be due to impre-
cision by a low degree extrapolation (ZOH) or less robustness by a high degree
extrapolation (SOH).
Table 1 Number of cases violating the accuracy criterion.
Coupling method ZOH FOH SOH H∞
η1 = 1.5 1005 194 1570 111
η1 = 3 86 41 243 32
η1 = 5 15 38 118 22
η1 = 10 4 34 90 16
The stability of all the simulation cases is checked by comparing the results in
the end condition. Because an unstable simulation would have divergent simulation
results. The comparing criterion is that if one method fulfills:
|ẋ2(T )| > η2|ẋ2,ref (T )| (20)
then the simulation is likely to be unstable, where T is the end time and η2 is the
threshold value. The statistic result with different threshold value η2 is shown in
Table 2. A small η2 gives a more conservative criterion and might involve stable
but less accurate cases. It can be seen that H∞ synthesis method has less likely
unstable cases than the other methods (η2 = 5, 10) or similar number of largely
divergent cases as the ZOH method (η2 = 100, 1000). It can also be seen that, the
unstable cases increases with the extrapolation degree in general.
Table 2 Number of cases violating the stability criterion.
Coupling method ZOH FOH SOH H∞
η2 = 5 95 83 134 56
η2 = 10 64 71 122 46
η2 = 100 26 54 101 32
η2 = 1000 18 41 82 23
The time plot of ẋ2. Fc of several simulation cases are shown in Figure 6-8.
Another observation from the time plot is that even in a single case with deter-
ministic system parameters, one coupling method is difficult to be the optimum
for both coupling variables. Because the interface dynamics can be quite different
which may need different coupling methods. This adds the complexity to evaluate
their performance with the close-loop system or a more complex case. Instead, in
real application the robustness of the coupling method is desired.
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Fig. 6 Time response of ẋ2, Fc and the L2 norm of the error. In this case SOH violates the
criterion with η1 = 1.5).
























































Fig. 7 Time response of ẋ2, Fc and the L2 norm of the error. In this case SOH violates the
criterion with η1 = 3 and FOH violates the criterion with η1 = 1.5.
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Fig. 8 Time response of ẋ2, Fc and the L2 norm of the error. In this case ZOH violates the
criterion with η1 = 3.
4.2 Co-simulation of a MBD vehicle chassis and EPAS model
The second experimental case is a co-simulation of MBD chassis model and an
EPAS model. The MBD chassis model is computationally heavy for each integra-
tion step due to a large number of states. However, like many mechatronic systems
the EPAS model is numerically stiff due to components with a large inertia ratio,
highly under-damped dynamics and friction elements, which requires δt < 1 ms
for a fixed-step solver. In addition, the EPAS model is tightly coupled with the
ECU software which is calculated every 1 ms.
Therefore, co-simulation is applied in this typical case of vehicle-mechatronic
systems coupling. The numerical efficiency can be improved by assigning tai-
lored solver and macro-step to each model, which is compiled into a FMU for
co-simulation [2]. The setup of co-simulation is shown as Figure 9. The vehicle
chassis model and EPAS model are coupled by steering rack force and rack ve-
locity due to the same reason as the first case. More detailed information on the
system modeling and analysis on the simulation speed-up is explained in the pre-
vious work by author [9]. In this manuscript, the new coupling method is applied
to see if the error can be reduced when a large macro-step is taken.
For the test, a steering torque input is applied to the steering wheel of EPAS
model at both low frequency up to 1 Hz and high frequency up to 3 Hz which is
close to the limit of a human driver. The steering wheel angle, steering rack speed,
vehicle yaw rate and vehicle lateral velocity of each simulation cases are shown in
Figure 11 and Figure 12. For a better comparison, a normalized root mean square
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Fig. 9 The layout of co-simulation of vehicle chassis model, EPAS model in FMU and ECU
software in matlab s-function.











where xref,max, xref,min are the maximum and minimum value of the state from
the mono-simulation reference and the results are plotted in Figure 10. The SOH
method gives inaccurate results with large deviations showing a lack of robustness
and stability. The method by H∞ synthesis gives more accurate results than the
other two methods both in the low frequency and the high frequency steering
test. In the low frequency test (Figure 11), there is no significant error for all the
methods, so the improvement on accuracy looks a bit saturated by the inherent
error between data in a larger step and reference data in a smaller step. In the
high frequency test (Figure 12), FOH method gives an oscillatory result. However,







































Fig. 10 NRMS error of the simulation results with a low frequency (left) and a high frequency
(right) steering torque input. Results of SOH method is not plotted due to a large deviation
εnrms,x > 1.
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Fig. 11 Simulation results of low frequency steering torque input. Results of SOH method is
not plotted due to a large deviation.





























































































Fig. 12 Simulation results of high frequency steering torque input. Results of SOH method
is not plotted due to a large deviation.
17
5 Conclusion
In this manuscript, the explicit parallel co-simulation approach has been reviewed.
The numerical stability and robustness has been interpreted by formulating the
co-simulation system as a closed-loop interconnection with a multiplicative distur-
bance, which is the coupling error. The subsystem dynamics can be analyzed by
the apparent transfer behavior rather than single system parameters. In the linear
robust control framework, the stability and robustness depends on the loop gain
of the co-simulation system and several complete theorems can apply. This might
bring more engineering sense as an intuitive guide tool.
Based on the understanding from above, a new explicit coupling method has
been developed. We formulated the coupling design as a signal reconstruction
problem by H∞ synthesis to reduce the worst-case L2 norm of the coupling error
in Laplace domain. From two experimental cases, the new method has shown po-
tential in accuracy improvement and also robustness to system dynamics, which
has not been addressed explicitly in many other methods. However, robustness is
usually needed in co-simulation of a complex system. The method will be experi-
mented on more co-simulation cases in the future work.
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Abstract: Real-time co-simulation is widely used in complex system development. This paper presented 
an application of our driver-in-the-loop simulator, the vehicle steering and chassis system are implemented 
on different real-time machines coupled with input-output signals. Results inconsistent with the mono-
simulation reference may be generated due to the real-time co-simulation drawbacks: the delay effect and 
coupling errors from modular integration. To overcome the drawbacks, a coupling element as an additional 
subsystem has been proposed by the author. The coupling element consists of a delay compensation part 
based on adaptive filters and a coupling error correction part based on the energy-preserving method. This 
coupling method has been tested with the vehicle steering and chassis model. More stable and consistent 
results are obtained. The frequency domain analysis and implementation method have been provided. 
Keywords: Real-time co-simulation, adaptive filters, steering and chassis system 

1. INTRODUCTION 
Vehicle development has become more complex than ever due 
to the increase of electrification and driving automation. 
Mono-simulation is unable to fully satisfy the system-level 
development work. Instead, co-simulation has gain significant 
interest in the industry as it allows parallel development work 
and an efficient usage of the domain-specific solvers for 
multidisciplinary problems. For instance, a vehicle could be 
co-simulated by a multibody chassis system and a high-fidelity 
electric power assisted steering (EPAS) system. In our driver-
in-the-loop simulator the two systems are implemented on 
different real-time machines which adds a synchronization 
problem to the modular time integration problem in co-
simulation. 
The co-simulated systems are coupled by the input-output data 
exchange at given time instants as shown in Figure1. During 
the communication interval, the macro-step ∆t, the subsystems 
are integrated at the micro-steps δt  with unknown inputs. 
These systems are called weakly-coupled and their inputs 
during a macro-step need to be extrapolated from the latest 
exchanged values, which causes errors. Therefore, even 
without an algebraic loop, co-simulation may not give reliable 
and consistent results when compared to the mono-simulation. 
The stability and accuracy depends not only on the local 
solvers but also the co-simulation scheme, macro-step ∆𝑡 size 
and the extrapolation method, see Busch, M et al. (2012). 
An iterative scheme with recalculation for the whole macro-
step can get stable and precise results, see Kübler, R (2000). 
By exchanging additional Jacobian matrices of subsystems 
and implicit integration, macro-step ∆t can be increased for 
stable co-simulation, see Viel, A (2014). However, iterative 
methods are challenging for real-time application due to a high 
computational burden and it is difficult to implement with 
limited software support. The non-iterative scheme, especially 
the Jacobi scheme (Fig.1), although is less accurate and stable, 
is still more preferred in the industry for easy implementation 
and fast calculation. Interesting extrapolation solutions for 
non-iterative scheme have been provided by Benedikt, M et al. 
(2013) and Drenth, E (2017) based on the concept of 
preserving the energy of power bond. In this approach only 
input-output data at macro-step ∆t is needed. Sadjina, S et al.  
(2017) has further extended the method to an adaptive macro-
step size control for accuracy and calculation efficiency. The 
energy approach is used by the author for modular integration 
problem and will be discussed in the later section. 
 
Fig. 1. Off-line and real-time co-simulation of two coupled 
systems by the Jacobi scheme. 
In real-time co-simulation the subsystems must be solved 
within a fixed time frame, usually by fixed-step solvers, so that 
the simulation time is synchronized with the wall-clock time. 
The subsystems are coupled together by input-output signals 
transmitted at finite transmission speeds. The resulting time 
delay may induce unsynchronized communication and induce 
oscillatory or even unstable results. To synchronize the data, a 
model-based coupling approach has been applied for real-time 
co-simulation, see Stettinger, G et al. (2014). 
 
 
     
 
1.1 Steering System and Chassis System Co-Simulation  
In our driving simulator the EPAS system and the chassis 
system are weakly-coupled. They are running in parallel on 
different real-time machines due to different software tools. 
The EPAS model includes the steering mechanism, a detailed 
electric motor and an ECU model in black-box manner. The 
EPAS model is integrated at a fixed-time step of 1 ms (micro-
step δt1). The detailed chassis model is integrated at a fixed-
time step of 5 ms (micro-step δt2) due to the complexity of the 
multibody model. The two systems are coupled by steering 
rack velocity and the steering rack force. The steering rack 
force is taken as input to the EPAS system with steering rack 
velocity taken as input to the chassis system. This flow 
direction contributes to the numerical stability since the EPAS 
system rack has a much higher impedance than the chassis 
system, see Drenth, E (2016). The communication macro-step 
∆t is chosen as its feasible minimum value, namely the bigger 
micro-step δt2. The coupling signals are transmitted in real-
time with a delay 𝜏. 
 
Fig. 2. EPAS steering and chassis system co-simulation. 
1.2 Paper Structure 
Two main problems needs to be addressed to achieve 
reliability and consistency in the presented real-time co-
simulation case: unsynchronized signals due to delay 𝜏  and 
errors from modular integration. Other issues such as packet 
loss will not be discussed in this paper. The paper provides a 
comprehensive solution: a coupling element consists of a delay 
compensation part and a coupling error correction part. The 
element is implemented on the real-time machine with the 
EPAS system and able to run at fixed-time step of 1 ms as 
shown in Figure 3. 
The delay compensation part based on the online identification 
by adaptive filters will be explained in Section 2. After the 
signals are synchronized by the compensation part, a linear 
interpolation and an error correction based on the energy 
preserving method is used which will be discussed in Section 
3. In the end, the implementation method and the simulation 
results will be shown in Section 4.  
2. TRANSMISSION DELAY COMPENSATION 
2.1 Adaptive Filters for System Identification   
The time delay will vary in both directions of signal 
transmission. For simplicity the time delay is approximated as 
being constant 𝜏 = 2∆t . At the receiving end, the delayed 
input 𝑢𝑘−𝜏 should be extrapolated to ?̂?𝑘  for the integration at 
the current step (Fig. 3). At the sending end, the output 𝑦𝑘 also 
needs to be extrapolated to ?̂?𝑘+𝜏  to compensate the 
transmission time to the receiving simulator. 
The signals can be extrapolated based on the dynamics of the 
coupled systems which is only partially known. As the input-
output signals are accessible, the system dynamics can be 
online identified by adaptive filters. Recursive least squares 
(RLS) and the extended Kalman filter (EKF) are well-studied 
algorithms, see Ljung, L (1979) and Ljung, L (2002). To 
extrapolate the outputs from both systems, the chassis system 
is identified by an adaptive filter at receiving end and EPAS 
system is identified by a second filter at the sending end. 
 
Fig. 3. Coupling elements added to the EPAS model. 
2.2 RLS Algorithm 
Because most mechanical systems show behaviours like 
second-order systems. To online identify the unknown system, 
a simplified baseline model is defined as (1). 
𝑦𝑘 = −𝑎1,𝑘𝑦𝑘−1 − 𝑎2,𝑘𝑦𝑘−2 + 𝑏1,𝑘𝑢𝑘−1 + 𝑏2,𝑘𝑢𝑘−2 
      = 𝜑k
T𝜃𝑘                                                                  (1) 
with  𝜑𝑘 = [−𝑦𝑘−1, −𝑦𝑘−2, 𝑢𝑘−1, 𝑢𝑘−2]
𝑇                                     
          𝜃𝑘 = [𝑎1,𝑘 , 𝑎2,𝑘, 𝑏1,𝑘 , 𝑏2,𝑘]
𝑇
               
𝜑𝑘 contains observed signals which are inputs and outputs of 
the system. 𝜃𝑘 contains unknown baseline model parameters. 
By minimizing the weighted linear least squares cost function 
(2), 𝜃𝑘 can be estimated at every time step 𝑘 so that the time 
varying model (1) can locally track the input-output behaviour 
of the identified system.  




𝑖=1                                      (2)                                                                                             
 
 
     
 
The minimization is achieved by RLS algorithm summarized 
as (3), see Ljung, L (2002).  
𝐿𝑘 = 𝑃𝑘−1𝜑𝑘(𝜆 + 𝜑𝑘
𝑇𝑃𝑘−1𝜑𝑘)
−1                                           (3a) 
𝑃𝑘 = 𝜆
−1(𝑃𝑘−1 − 𝐿𝑘𝜑𝑘
𝑇𝑃𝑘−1)                                                   (3b)    
?̂?𝑘 = ?̂?𝑘−1 + 𝐿𝑘(𝑦𝑘 − 𝜑k
T?̂?𝑘−1)                                                   (3c)                        
𝑃𝑘  is the covariance matrix of the parameter estimation 
error. 𝜃𝑘 is the estimated parameter vector. 𝜆 is the forgetting 
factor and smaller 𝜆 gives less weight to older observations. 
2.3 EKF Algorithm 
The predefined baseline model (1) can be represented in state-
space (4) with state vector 𝑥𝑘 = [𝑦𝑘−2, 𝑦𝑘−1]
𝑇  and input 





] 𝑥𝑘 + [
0 0
𝑏2,𝑘 𝑏1,𝑘
] 𝑢′𝑘                     (4a) 
𝑦𝑘 = [0  1]𝑥𝑘                                                                                (4b) 
The extended Kalman filter (EKF) can be used for parameter 
estimation by augmenting the state vector 𝑥𝑘 with parameter 
vector 𝜃𝑘 , see Ljung, L (1979). Then it becomes a state 



























+ 𝑤𝑘                (5a)                                                           
𝑦𝑘 = ℎ𝑘(𝑧𝑘) + 𝑣𝑘 = 𝑧2,𝑘 + 𝑣𝑘                                                  (5b)                                                           
The first two states are driven by the process model and the 
augmented states vary with time as a sort of random walk. 𝑤𝑘 
and 𝑣𝑘  are process and measurement noises which are 
assumed to be zero mean with covariance matrix 𝑄𝑘 and 𝑅𝑘. 
The EKF algorithm consists of the prediction and correction 
step (6): 
?̂?𝑘
− = 𝑓𝑘−1(?̂?𝑘−1, 𝑢´𝑘−1)                                                           (6a) 
𝑃𝑘
− = 𝐹𝑘−1𝑃𝑘−1𝐹𝑘−1






−1                                            (6c)     
𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻𝐾)𝑃𝑘
−          (6d) 
𝑧𝑘 = ?̂?𝑘
− + 𝐾𝑘(𝑦𝑘 − ℎ𝑘(?̂?𝑘
−))                                                    (6e) 
𝐹 and 𝐻 are Jacobian matrices of 𝑓 and ℎ with predicted states 
in every step. The augmented state vector 𝑧𝑘 is unobservable 
but the purpose is to estimate 𝜃𝑘 that provides the same input-
output behaviour. So whether each parameter is 
distinguishable should not be a concern.  
 
2.4 RLS and EKF Tuning 
The rate of convergence of the adaptive filters influences the 
simulation stability. In initial condition, parameter estimate 𝜃0 
is set as zero with a large estimate covariance 𝑃0 which means 
the initial guess is highly uncertain and the convergence to the 
correct value is fast. When the estimator is triggered by fast-
changing signals, a divergent co-simulation may be generated. 
So it is desired that the estimator is slowly-excited at the 
beginning. 
The estimator should be set with high tracking ability for 
systems with high-frequency outputs. A forgetting factor 𝜆 <
1 for the RLS filter is preferred so the estimation 𝜃 could be 
fast adapted. Similarly the EKF is tuned with a small 
measurement noise covariance 𝑅𝑘 to increase the feedback to 
achieve a higher bandwidth. If observed signals are test-rig 
measurements corrupted with noises, noise suppression is 
needed. In this case the forgetting factor 𝜆 should be increased 
or equals to 1 for RLS method. For EKF method the 
measurement covariance 𝑅𝑘  could be derived from 
measurements and the terms corresponding to 𝑥𝑘+1  in 
covariance matrix 𝑄𝑘 should be small. Then the prediction is 
more trusted and the filter behaves more as an open-loop 
predictor with compromised tracking ability. 
In the presented case the estimator is tuned in an ad-hoc 
manner due to unknown noise structure of uncertain dynamics. 
The observed signals are noise-free simulation data so the 
adaptive filter are tuned for higher rate of convergence. 
 
Fig. 4. Parameter identification and signal extrapolation. 
2.5 Signal Extrapolation  
The signal extrapolation is based on the identified baseline 
model (1) and input-output data which can be written as: 
?̂?𝑘+𝑖 = [−?̂?𝑘−1+𝑖 , −?̂?𝑘−2+𝑖 , 𝑢𝑘−1, 𝑢𝑘−2] ?̂?𝑘                          (7) 
𝑖  is the number of extrapolation step and ?̂?𝑘+𝑖  can be 
calculated iteratively from the previous values.  
It must be noticed that the parameter 𝜃𝑘 estimated by the RLS 
method (3) or the EKF method (6) varies with the sample time 
of the filter. At the receiving end, rack force data is updated 
every micro-step δt2 = 5 ms. So 𝜃𝑘 is correctly estimated at 
the respective sample time and two extrapolation steps (𝑖 = 2) 
are needed for the time delay 𝜏 = 10 ms. At the sending end, 
𝜃𝑘  is estimated according to rack velocity data which is 
updated every 1 ms. An extrapolation for 10 steps (𝑖 = 10) is 
therefore needed. The smaller sample time allows more precise 
identification but on the other hand the extrapolation error 
increases due to more extrapolation steps.   
 
 
     
 
To investigate if a more precise identification has a gain over 
more extrapolation steps, the method has been tested with 
feasible sample times of 1 ms, 5 ms and 10 ms. For an easy 
comparison, same RLS filter has been used. Random inputs 
updated at different sample times have been sent to a black-
box model. The reference output is compared to the 
extrapolated values from the filters given delayed signals. The 
normalized root-mean-square (RMS) errors are shown in 
Figure 5. It can be seen that the extrapolation error is smaller 
when the sample time of the filter and signals are the same. 
The difference is less obvious at small sample time because the 
precision of identification is reduced by more extrapolation 
steps.  
 
Fig. 5. Extrapolation errors of adaptive filters. 
Besides the errors, the extrapolation method has been further 
checked in frequency domain. Same input has been sent to 
filters updated at 1ms and 5ms. As shown in Figure 6, the 
extrapolation at smaller sample time adds more high-
frequency components and more energy to the reference 
signal. The overall system would be less stable. Consequently, 
5ms sample time is chosen for extrapolation at both receiving 
and sending ends. 
 
Fig. 6. Frequency spectrum of extrapolated signals. 
3. INTERPOLATION AND ERROR CORRECTION 
3.1 Linear Interpolation and correction  
After signal synchronization by the delay compensation part, 
the modular integration problem remains: the input to the 
EPAS model during a macro-step ∆t is unknown. Zero-order 
hold (ZOH) gives a large piecewise input which may excite the 
fast dynamics of the system and make the result oscillatory. A 
smooth input signal ?̂?𝑘|𝑛 can be obtained by a linear 
interpolation based on the current large step value ?̂?𝑘 and the 
prediction for next large step ?̂?𝑘+1, as shown in (8).  
?̂?𝑘|𝑛 = ?̂?𝑘 + 𝑛(?̂?𝑘+1 − ?̂?𝑘)𝛿𝑡1/∆t                                            (8) 
𝑛 denotes the smaller step number within a macro-step. The 
interpolation behaves as a feedforward smoother. To avoid the 
change of signal energy, the integration of the interpolated 
signal in a specified time range should be same as the large 
step signal. So an error feedback based on the backward 
cumulative moving average is added (Fig.7). The feedback 
term has been applied by Benedikt, M et al. (2013) in the 
nearly energy preserving coupling element (NEPCE) for a 
stable co-simulation but it requires more previous coupling 
data. 
 
Fig. 7. Linear interpolation and error correction.  
3.2 Energy Preserving Method in Co-Simulation 
The error estimation in non-iterative co-simulation is difficult 
to implement because normally the system dynamic equations 
and the reference are unavailable. The residual energy of a 
power bond in energy preserving method can be used as an 
error order indicator, see Sadjina, S et al. (2017). The energy-
preserving method is based on the conservation law of energy: 
the power of input-output is same. In our case the mechanical 
power sent by the chassis system should be equal to the power 
received by the steering system, which is also correct for a 
strongly-coupled system because coupled input-output signals 
are always unchanged.  
 
Fig. 8. Block diagram of co-simulated system. 
For a weakly-coupled system (Fig. 8), however, input and 
output can be different due to multiple rates. The conservation 
law of energy is therefore violated: a residual energy 𝛿𝐸𝑘  can 
be added to the system virtually and make the simulation result 
incorrect or unstable. The residual power 𝛿𝑃𝑘 and the residual 
energy 𝛿𝐸𝑘 during the macro-step 𝑘 can be calculated as: 
 
 
     
 
𝛿𝑃𝑘 = 𝑢𝑘,1𝑦𝑘,1 − 𝑢𝑘,2𝑦𝑘,2 = ?̂?𝑘,2𝑦𝑘,1 − ?̂?𝑘,1𝑦𝑘,2          (9a)            
𝛿𝐸𝑘 = ∫ 𝛿𝑃𝑘
𝑡𝑡+1
𝑡𝑘
𝑑𝑡 = ∫ (?̂?𝑘,2𝑦𝑘,1 − ?̂?𝑘,1𝑦𝑘,2)
𝑡𝑡+1
𝑡𝑘
𝑑𝑡             (9b)            
When a small integration of each signal is same, the integration 
of their product is consistent so the residual energy 𝛿𝐸𝑘 gets 
reduced. 
4. SIMULATION RESULTS AND DISCUSSION 
4.1 Coupling Element Implementation  
The coupling element designed from a single-input single-
output (SISO) model (1) usually connects with a multi-input 
multi-output (MIMO) system. It is proposed that the two 
coupling elements should first be connected in a way less 
dependent on each other for high robustness. For example the 
element at the sending end can take the steering torque as input 
rather than the extrapolated rack force signal. Secondly, a 
continuous-changing signal is preferred to make the adaptive 
filter work properly. The steering angle output is more robust 
than the steering torque input because the latter has higher 
bandwidth and may have a sudden change. 
4.2 Simulation Test and Results 
The proposed real-time co-simulation method has been tested 
with a detailed EPAS model and a chassis model solved at 
different micro-steps δt1 and δt2. The tests are done offline, so 
in order to mimic the transmission delay effect, a constant 
delay 𝜏 has been added to the coupled signals. 
As can be seen from Figure 8, a sine swept steering torque has 
been applied to the EPAS model. The rack force in the co-
simulation (b) has a larger oscillation. The co-simulation with 
coupling elements (c) shows a more consistent result with the 
mono-simulation reference (a).  
 
Fig. 8. Rack force in mono-simulation reference (a), co-
simulation (b) and co-simulation with coupling elements (c). 
In the second test, the transfer function from steering torque to 
steering angle has been identified (Fig. 9). The co-simulation 
with coupling elements (c) shows a same transfer behaviour as 
the reference (a). It can be noticed that the coupling element is 
able to adapt progressively to higher frequency. An interesting 
finding is that the error of the transfer function is small also in 
the high frequency range. It might be a reason of the EPAS 
model bandwidth. The high frequency steering input has been 
low-pass filtered by the steering mechanism. The rack 
movement has not been excited so the effect at the coupling 
interface is quite small in high frequency. 
 
Fig. 9. Identified transfer function of steering torque to steering 
angle in mono-simulation reference (a), co-simulation (b) and 
co-simulation with coupling elements (c). 
4.3 Effect of Interpolation and Correction 
The delay compensation part is more critical in the test case 
due to the large delay value. The linear interpolation and 
correction part is highly dependent on the extrapolated data as 
well. To see the effect of interpolation and correction part, a 
higher bandwidth EPAS model has been used. A fast-
switching steering input has been given as shown in Figure 10. 
 
Fig. 10. Rack velocity and residual energy 𝛿𝐸𝑘  in mono-
simulation reference (a), without (b) and with interpolation and 
correction (c) in coupling elements. 
 
 
     
 
The system becomes more sensitive to the modular integration 
problem. An oscillatory result occurs even though the delay 
has been nearly compensated. The co-simulation gets more 
stable with a further refinement by interpolation and correction 
part. As can be seen from the plot, the reduced error can be 
indicated by less residual energy.     
5. CONCLUSIONS 
In this paper a coupling method has been developed for stable 
and consistent real-time co-simulation. The coupling element 
has been designed based on two functional parts to deal with 
the combined effects of transmission delay and modular 
simulation. From a benchmark test using a vehicle steering and 
chassis system, improvement by the approach has been clearly 
shown. The approach is easy and flexible to implement since 
only input-output signals are used. One limitation of the 
approach is that the delay compensation part needs to be 
always excited for the identification. Another limitation is that 
a varying time delay can make the approach less efficient.  
Because the real-time co-simulation problems interact and 
influence together the simulation stability and accuracy. It is 
quite complex to draw a general conclusion on how each 
functional part can work optimally. It is more practical to tune 
each functional part separately based on frequency domain 
analysis and energy-preserving concept.   
For the future investigation on real-time co-simulation, 
fundamental numerical analysis and systematic signal analysis 
are going to be taken. Questions from the modelling point of 
view, for example the system coupling method and the 
causality of the interface, are interesting to be investigated. 
This may further extend the co-simulation capability. 
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