Tool Presentation: We evaluate an improved reachability algorithm for linear (and affine) systems implemented in the continuous branch of the Hylaa tool. While Hylaa's earlier approach required n simulations to verify an n-dimensional system, the new method takes advantage of additional problem structure to produce the same verification result in significantly less time. If the initial states can be defined in i dimensions, and the output variables related to the property being checked are o-dimensional, the new approach needs only min(i, o) simulations to verify the system, or produce a counter-example. In addition to reducing the number of simulations, a second improvement speeds up individual simulations when the dynamics is sparse by using Krylov subspace methods.
Introduction
Reachability analysis attempts to compute, given a set of initial states, the set of states a system can enter. The verification problem can be solved by checking if an unsafe state is among the reachable states.
Reachability methods often target dynamics that are defined by linear or affine differential equations. Many tools exist to verify this class of systems [3] , including Axelerator [13, 25] , CORA [1, 4] , Flow* [14, 15] , Hylaa [10, 11] , HyPro [30, 29] , SpaceEx [19, 18] , XSpeed [28, 22] .
This class of systems is popular because it strikes a balance between the expressiveness of the models and the efficiency and accuracy of reachability computation. Solutions for linear systems can be written exactly using the matrix exponential, which is used by reachability techniques. Further, more complicated dynamics can also be converted to piecewise non-deterministic linear systems using the well-studied hybridization technique [26, 8, 5, 7, 24] .
Last year at ARCH 2017 [9] , the Hylaa tool demonstrated the scalability of its approach by verifying a set of nine large linear systems benchmarks taken from model order reduction [31] . All models were successfully analyzed, with runtimes up to 24 hours for the largest, 10922-dimensional system.
Here, we evaluate an improved reachability algorithm [12] for the same class of systems, with significantly improved computation efficiency. For comparison, we verify the same set of nine benchmarks as before, and obtain an identical verification result, including counter-example generation in the unsafe cases, in significantly less time. In particular, on the largest model the new method is on the order of 10000 times faster, verifying the largest system in 3.4 seconds.
The key insight of the method is that a single numerical simulation can compute linear combinations of either the rows or columns of the matrix exponential. Previously in Hylaa, a simulation needed to be performed for each column, which were then combined to get the full matrix exponential. This approach needed n simulations to verify an n-dimensional system. However, by taking advantage of common problem structure, a lower-dimensional initial space or output space, we can greatly reduce the number of required simulations. In a sense, the new method achieves its speedup by only computing the portion of the matrix exponential relevant to the verification problem. As a second improvement, when the dynamics matrix is sparse, efficient Krylov subspace methods can be used to reduce the simulation time.
In this paper, we first provide the details of the new method in Section 2 along with a simple example. Next, we present the updated benchmark result with the new approach in Section 3. Some of these structure observations have been used before in earlier research on reachability. We review related work and provide a comparison with the new approach in Section 4.
Reachability Method
Before evaluating the new reachability method in the next section, we first present the improvements in more detail. The new reachability method [12] uses two types of common problem structure to improve efficiency: (i) the often lower dimension of the initial and output spaces, and (ii) the sparsity of the dynamics matrix. We first present the verification problem and a running example in Section 2.1, followed by the earlier verification approach in Section 2.2. The two improvements are then described, in turn, in Section 2.3 and Section 2.4.
Timed Harmonic Oscillator Example
A timed harmonic oscillator has the dynamicsẋ = y,ẏ = −x,ṫ = 1. The trajectories in this system rotate clockwise around the origin on the x-y plane. Initially, let x = −5, y ∈ [0, 1], and t = 0. Let the unsafe set be all states where x = 4. In this paper, we deal with discrete time reachability (known methods can extend this to continuous time [19] ), so we consider a fixed time step of π 4 . The reachable set of states for the system can be plotted on the x-y plane, as shown in Figure 1 . From the plot, clearly the unsafe states are reachable at time The verification problem is to check if there exists a state in the initial states, and a time which is a multiple of the step (and possibly less than some time bound), such that the solution to the ordinary differential equations (ODEs) from the initial set is an unsafe state. This can be stated more formally, using variables x (x is a vector of n state variables) with linear dynamicṡ x = Ax, an initial set of states I defined with linear inequalities I = {x | I x x ≤ ι x }, an unsafe set of states U defined with linear inequalities U = {x | U x x ≤ υ x }, a time step δ, and a time bound T . The verification problem is to find a pair (x 0 , t) where x 0 ∈ I and t = δi ≤ T, i ∈ N such that e At x 0 ∈ U, or to prove such an (x 0 , t) does not exist. Here e At x 0 is the solution to the linear ODEsẋ = Ax starting at state x 0 at time t, which uses the matrix exponential.
Init
Unsafe The verification problem is defined by the matrices, A, I x , U x , the vectors ι x , υ x , and the scalars δ and T . In the timed harmonic oscillator case, since there is an affine term (the derivative of t is 1), we first convert the dynamics to be linear by adding an additional variable a, which is initialized to 1, and remains constant at all time,ȧ = 0. We can then rewrite the derivative of t to beṫ = a to get a linear system with the same solutions as the original affine system, when projected onto the original three variables. The system now has four variables, x, y, t, and a, with 
Earlier Verification Approach
The previous verification approach used in Hylaa [10] computes the matrix exponential columnby-column using numerical simulations based on methods such as Runge Kutta [17] . This is possible because, as mentioned before, the solution of the linear systemẋ = Ax from some initial state v is equal to e At v. We can consider each column of the identity matrix as an initial state, run a numerical simulation, and then combine the results to construct the matrix exponential at each step. If e j is the jth column of the identity matrix, I = (e 1 |e 2 | . . . |e n ), then e At = e At I = (e At e 1 |e At e 2 | . . . |e At e n ), and each e At e j can be computed by performing a numerical simulation starting from e j up to time t. This method requires one simulation for each of the n columns of the identity matrix.
With the matrix exponential computed, safety can be checked at each discrete time step by constructing a set of linear constraints and using a linear programming (LP) solver. We construct an LP with two sets of variables, x at the current time step and x 0 at the initial time. We add constraints on the x 0 variables using I x and ι x , and constraints on the x variables from U x and υ x . Finally, we encode the linear relationship between x and x 0 , which is just the values of the matrix exponential at the current time t. If the LP is feasible, then an unsafe state is reachable at time t, otherwise it is not. Further, if the LP is feasible, the solver provides an assignment to the variables that demonstrates the counter-example, namely the value of the start state x 0 . This process of constructing the LP is repeated at each discrete time step up to the time bound, changing only the values of the matrix exponential at each step.
(b) Using Initial and Output Spaces Since for small time steps the matrix exponential changes very little, it greatly benefits the performance of the method to use warm-start linear programming [16] , where the previous solution is used as a starting point for the next LP, rather than constructing and solving a new LP from scratch at each time step. With this optimization, the majority of the computation time is usually spent computing the matrix exponential by running n simulations.
Leveraging Initial and Output Spaces
We can reduce the number of simulations required by taking advantage of initial and output spaces, which are often low-dimensional. If i is the dimension of the initial states and o is the dimension of the output space, we can reduce the number of simulations needed to min(i, o).
Formally, the output space is defined with an o × n matrix C. The unsafe states, then, need to be defined in the output space, U = {x | y = Cx ∧ U y y ≤ υ y }. Similarly, the initial space is defined with an n × i matrix E. The initial states then must be written in the input space,
Notice we can always take C and E to be the identity matrices, making U y = U x , υ y = υ x , I z = I x , and ι z = ι x . This means this approach does not lose any generality in expressing the initial or unsafe states. However, it is often the case that the output space is small, o n, or the initial space is small, i n. It is in these cases that we can reduce the number of required simulations.
In the timed harmonic oscillator example, for instance, we can express the system with i = 2 and o = 1. The initial space can be written in terms of two variables: i y , which corresponds to y, and i f , which is used to constrain all the fixed initial terms of x, t, and a. The E matrix is the 4 × 2 matrix In order to verify a system written with initial and output constraints, the LP at each step will contain a set of variables in the initial space and a set of variables in the output space at the current time. The linear constraints encode the initial constraints in the initial space, the output constraints in the output space, and the relationship between the initial and output variables, Ce
At E. This is the value which must be updated at each step, the basis matrix.
The constraints for the example using initial and output spaces is shown in Figure 2b . Once again, if the LP is feasible, an assignment will be provided to the initial space variables, from which we can recover the initial state that led to the unsafe state through x = Ez.
The value of Ce
At E can be computed using either i or o numerical simulations. In the i case, we can first compute e At E by simulating the systemẋ = Ax starting from each column of the E matrix, and then multiplying the result by C. Since E has i columns, if i < n then we have reduced the number of required simulations. Alternatively, in the o case, we use properties of the matrix transpose. Since
can first compute e A T t C T by simulating the transpose dynamicsẋ = A T x starting from each column of C T , and then multiplying the result by E T . Once completed, a final transpose is done to get the basis matrix. Since each column of C T is a row of C, and C has o rows, this means that the basis matrix can be computed with o simulations. Since either option can be used to compute the basis matrix Ce At E, the number of required simulations is min(i, o).
In the timed harmonic oscillator example, since i = 2 and o = 1, we can find the basis matrix using a single numerical simulation using the transpose system dynamics. The basis matrix in Figure 2b can be computed by starting from the initial state from the single row of C, (1, 0, 0, 0) T , and simulating using the transpose dynamics A T up to time 
Leveraging Sparse Dynamics
When the dynamics matrix A is large and sparse (contains many zeros), numerical simulations can be done more efficiently by using Krylov subspace simulation methods [20] . These methods approximate e A v by computing its closest element in the k-dimensional Krylov subspace K k ≡ span{v, Av, . . . , A k−1 v}. This is done through the formula e At v ≈ v V k e H k t e 1 , where V k and H k are the outputs after k iterations of the well-known Arnoldi algorithm [6] , starting from the normalized version of the initial vector v, and e 1 , as before, is the first column of the identity matrix. Here, V k is the projection from the Krylov subspace back to the original system, and H k is the projection of the linear map A in the Krylov subspace. The approximation formula essentially takes the normalized projection of the initial vector in the Krylov subspace, e 1 , performs the matrix exponential operation using A's projection H k , and then projects the result back to the original space with V k .
We omit many details here for space considerations, but do mention that one main challenge with Krylov simulation methods is to choose the dimension of the Krylov subspace k that gives a sufficiently accurate result. Using a small k is faster, but may result in a simulation with unacceptably large error. The main innovation with the new algorithm is to do a posteriori error analysis to determine when k is large enough, as opposed to earlier approaches [23] which use an a priori bound that can be overly pessimistic.
Two types of a posteriori analysis are possible. The simplest, which was used in this work, is to run Krylov simulations using both a k and k +1 dimensional Krylov subspace. The difference between the two simulations is compared in terms of relative error, until some acceptably small error is reached, for example 10 − 6 (the numerical tolerance used in the LP solver). If the error is too large, k is increased and the process repeats. An alternative a posteriori error bound can be derived by examining the elements of the H k matrix and using the eigenvalues of A [32] . This provides a guarantee on the error, but H k must be first computed so a sufficient value of k is not known ahead of time. This method has similar performance to the one we evaluated here [12] .
Notice these methods are numerical, and give the answer only up to some desired accuracy. This is similar to numerical methods in linear algebra for high-dimensional systems. This does mean that there is a small chance that the inaccuracy in the matrix exponential computation, leads to a missed error in the system. This positive side of this is that scalability and speed are significantly higher than for guaranteed approaches, to the point where a numerical approach may be the only option if a system is sufficiently large.
Benchmark Results
We evaluate the new reachability algorithm on a set of nine large linear systems benchmarks presented in ARCH16 taken from model order reduction [31] . This was the same set of benchmarks analyzed last year with Hylaa's previous approach [9] , so we can directly compare the verification result and performance. We used the smallest time step considered before, 0.001. The measurements were performed on the same system as the earlier result, a system with an Intel i7-3930K processor (6 cores, 12 threads) running at 3.5 GHz. All nine systems were successfully verified in less than 20 seconds. The full results are shown in Table 1 . Every model experienced a speedup, ranging from 1.3x to over 25000x for the largest system.
For each system, the output space has either one or two dimensions. This means that the alternative method of simulating with the transpose dynamic requires less simulations, and is therefore used for each system. This sometimes drastically reduces the number of required simulations compared with using the initial space approach. For example, in the Space Station system, all 273 dimensions are initially uncertain, so the initial space is 273-dimensional. Although the output property for this system involves many state variables, it is a single linear combination of them, and therefore a one-dimensional output space can be used.
The Krylov simulation method only benefits some of the systems. The dimension of the Krylov subspace k used for each simulation is shown in the table (some of the systems require two simulations). For some systems, like PDE, FOM, MNA1, and MNA5, the Krylov subspace dimension is significantly less than the number of system dimensions n, which saves computation time. For others, k is equal to n, and so using the Krylov method does not provide a benefit, and likely slightly slows the analysis due to the need to repeatedly check the error and increase k. The larger systems seem to benefit more from Krylov subspace simulation, which is promising for the scalability of the method. The result of the verification process (safe or unsafe) matches the previous method in every case. For the unsafe cases, a counter-example is found at exactly the same time step in the analysis as before. The CE Error column in the table shows the relative error between the counter-example found versus an external, high-accuracy simulation of the system. The relative errors are on the order of 10 −9 or better, which shows that the a posteriori error analysis, which is included in the tool runtime, selects a sufficiently high dimension of the Krylov subspace.
One additional benefit of the new approach is that the basis matrix and LP at each step is significantly smaller than before. This likely benefits LP solving time as there are less variables and constraints, and also reduces the memory required to perform verification.
Related Work
The verification approach evaluated here uses problem two types of problem structure: (i) a lower-dimensional initial space or output space, and (ii) a sparse dynamics matrix A. Prior research has also used these structure assumptions, in various forms, to speed up analysis.
Zonotopes [21] are an example of a set representation which can represent low-dimensional initial sets in a higher dimensional space, when the number of generators is small. Zonotopes, however, are symmetric, making them more restrictive than the method here. Further, computing the reachable set at each time step uses a linear map operation that requires multiplying each generator by the full matrix exponential. This means the full matrix exponential must be computed, which may be slow for high-dimensional systems.
Similarly, support functions [27] can be seen as a way to take advantage of a low-dimensional output space. In particular, when using support functions to encode only the linear constraints used in the safety property, a highly-efficient method results. This approach was used by SpaceEx in the piece-wise affine reachability competition in ARCH17 for the building benchmark, where a single support function direction allowed the analysis to quickly complete [3] . Although having a small output space makes the linear map operation efficient, like zonotopes, the full matrix exponential must still be computed.
Reachability methods with affine representations [23] leverage both low-dimensional initial sets and the sparsity of the dynamics with Krylov subspace simulation. This means that only part of the matrix exponential needs to be computed. However, unlike our method, this approach does not alternatively leverage a low-dimensional output space using the transpose dynamics to reduce the number of simulations. For example, it would need to run a simulation for each of the n dimensions for the Space Station system in our evaluation, because each initial dimension is uncertain, even though the output space is one-dimensional. Further, their Krylov simulations use an a priori error condition to determine the necessary dimension of the Krylov subspace k, and then bloat the result by the computed error bound. On the one hand, this elegantly accounts for the simulation error. On the other hand, a priori error estimates for Krylov subspace methods are often extremely pessimistic [12] , even when the simulations are actually accurate. This reduces the potential benefits of Krylov subspace simulation. This can be somewhat mitigated in reachability analysis [2] by using newer results on a priori error bounds for Krylov subspace simulations [32] .
Conclusion
We presented an improved reachability algorithm for linear and affine systems implemented in Hylaa. The approach was used to analyze a set of large linear systems benchmarks taken from ARCH16, and demonstrated a significant speed up in verification time. The increase was greatest for the highest dimensional systems, implying that it may be possible to verify even larger systems in a reasonable time. One class of systems where such high-dimensional models arise is in spatial discretizations of partial differential equations (PDEs) [23] . For example, a 3-D discretization of a PDE on a 100x100x100 mesh would result in million dimensional ODE system. The method could also be adapted for use in hybrid systems. Guards of hybrid systems are often low-dimensional, so leveraging a low-dimensional output space could provide a speedup.
