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We study the large-sample properties of a class of parametric mixture models
with covariates for competing risks. The models allow general distributions for the
survival times and incorporate the idea of long-term survivors. Asymptotic results
are obtained under a commonly assumed independent censoring mechanism and
some modest regularity conditions on the survival distributions. The existence,
consistency, and asymptotic normality of maximum likelihood estimators for the
parameters of the model are rigorously derived under general sufficient conditions.
Specific conditions for particular models can be derived from the general conditions
for ready check. In addition, a likelihood-ratio statistic is proposed to test various
hypotheses of practical interest, and its asymptotic distribution is provided. © 2001
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1. INTRODUCTION
One of the questions of primary importance in the analysis of survival
data is whether there are any long-term survivors (also referred to as cured
or immunes) in the population or not. Boag (1949) was among the first who
considered cured proportion in survival analysis. He used a mixture model
to fit a data set of follow-up study of 121 breast cancer patients and
estimated the cured proportion by maximum likelihood method. Since
then there has been a ground swell of applications of mixture models to
different areas, such as medical study, criminology, engineering reliability,
marketing, and so on. See for example, Berkson and Gage (1952),
Partanen (1969), Farewell (1977), Goldman (1984), Broadhurst and Maller
(1991), Meeker and LuValle (1995), etc.
Another important issue in survival analysis is to accommodate different
causes of death or failure, which are known as competing risks. The
presence of competing risks in survival analysis has a history of several
decades, see, e.g., Cox (1959), Berkson and Elveback (1960), and Chiang
(1961). The idea of competing risks, in fact, can even be tracked back to
Bernoulli’s study (1760) of smallpox inoculation; David and Moeschberger
(1978) gave a note at the very beginning of their monograph. Various
models have been proposed for the studies of competing risks data in the
past decades. Among them Larson and Dinse (1985) suggested a mixture
model approach which is based on a semi-Markov formulation of Lagakos
et al. (1978).
Owing to the wide spread of survival analysis to different areas, models
which incorporate both long-term survivors and competing risks are of
great interest to not only theorists but also practitioners. A closer look at
these two issues reveals a close relationship between them—in fact, a long-
term survivor can be considered as an individual who is not subject to any
cause of failure under consideration. So as long as we allow the possibility
that not every individual will necessarily fail from one of the causes con-
sidered in the study, as is natural in the real-life situations, the issues of
long-term survivors and competing risks become intrinsically combined
together. Furthermore, as in most statistical analyses, the relationship
between the response variable and the covariate information, such as age,
gender, health condition, treatment method, etc., is of primary concern, it
is important to include such covariates in the analysis of survival data as
long as such information is available.
While there have been some investigations in this area, it is a bit surpris-
ing that a comprehensive large-sample analysis of certain interesting
aspects of competing risks models with covariates has not been attempted
so far. This applies particularly to a class of mixture models which is pro-
minent in a paper by Larson and Dinse (1985), and which directly addresses
the data-analytic questions of interest. In this paper we attempt to fill in
this gap by developing a large-sample analysis of the parametric mixture
models proposed by Larson and Dinse (1985), which can accommodate
both long-term survivors and competing risks and include covariates. We
follow in essence the method of Ghitany et al. (1994) to rigorously derive
large sample properties of the maximum likelihood estimators for the
parameters of the models. General sufficient conditions are given for the
existence, consistency, and asymptotic normality of the maximum like-
lihood estimators. Specific and readily checked conditions for particular
models are demonstrated in the exponential mixture model. Furthermore,
as an application of the results for the maximum likelihood estimators, we
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obtain the asymptotic distribution of a likelihood-ratio statistic which can
be applied to test various hypotheses of practical interest.
Vu et al. (1998) consider a class of mixture models with covariates and
an exponential family of distributions for the survival times. There are a
number of similarities in modelling, methodology and results between their
paper and the present one, but a major difference is that they do not
include competing risks as we do in here. In addtion, the exponential
family in Vu, Maller and Zhou (1998) is restricted to a one-parameter
family and does not cover the Weibull and Gamma distributions.
The remainder of the paper is organized as follows. Section 2 is devoted
to model development, with the general mixture model described in
Subsection 2.1 and the special case of the exponential mixture model
demonstrated in Subsection 2.2. The main results and applications are
presented in Section 3, and some simulation results are provided in Section 4.
The proofs of the main results are deferred to Section 5. Finally, Section 6
gives some concluding remarks.
2. THE MODELS
2.1. General Mixture Model with Covariates
Following the approach in Larson and Dinse (1985), suppose there are J
causes of failure and n individuals and that each individual i dies from one
and only one cause if it will die eventually from any of the J causes. We
assume the following censoring model.
Let ui and t
g
i respectively be the censoring time and the ‘‘true’’ survival
time (the survival time without censoring; we allow it to be . in case of
long-term survivor) of the individual i, ui, t
g
i are independent, i=1, ..., n.
The ‘‘true’’ survival time tgi can only be observed if it does not exceed ui.
Actually, we observe only the survival time of individual i, i=1, ..., n,
ti=min{t
g
i , ui} (2.1)
and the associated censor indicators,
ci=˛1 if tgi [ ui,
0 if tgi > ui.
(2.2)
In addition, an observable indicator cij for each individual i is defined as
cij=˛1 if the ith individual dies from cause j,
0 otherwise.
(2.3)
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Thus
ci=C
J
j=1
cij. (2.4)
Furthermore, define a cause indicator j(i) for which the individual i is
uncensored as j(i)=r if the ith individual dies from cause r. Moreover, for
r=1, ..., J; i=1, ..., n, let
tir=˛ ti when cir=1,
need not be defined when cir=0.
(2.5)
Define a random variable Bi (which is unobservable) such that
Bi=˛0 if the ith individual is immune to all the J causes,
j if the ith individual will die from cause j
(2.6)
with probabilities
P(Bi=j)=pij
and
P(Bi=0)=1−pi, pi=C
J
j=1
pij, j=1, ..., J; i=1, ..., n. (2.7)
Let Ti be a random variable respresenting the survival time of the ith
individual, i=1, ..., n. Conditional on Bi=0,
Ti | (Bi=0)=. (i.e., P(Ti=. | Bi=0)=1)
and conditional on Bi=j, j=1, ..., J,
P(Ti [ t | Bi=j)=Fij(t), (2.8)
where the Fij(t) are proper cumulative distribution functions (cdf ’s),
i=1, ..., n; j=1, ..., J. Then the (unconditional) cdf of Ti is
P(Ti [ t)=P(Ti [ t | Bi=0) P(Bi=0)+C
J
j=1
P(Ti [ t | Bi=j) P(Bi=j)
=C
J
j=1
pijFij(t)=Fi(t), say, i=1, ..., n.
(2.9)
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Assume that T1, ..., Tn are independent (this actually follows from our
censoring model), and that each Fij(t) has a probability density function
(pdf) fij(t). Then, apart from a constant factor, the likelihood of the n
individuals is given by
Ln=D
n
i=1
[pij(i)fij(i)(ti)]ci 51− CJ
j=1
pijFij(ti)61−ci
=D
n
i=1
D
J
r=1
[pirfir(tir)]cir [1−Fi(ti)]1−ci. (2.10)
Suppose that each fij(t) has a form of
fij(t)=f(t; kij),
where kij=[kij1kij2 · · ·kijG]T is a vector of parameters, and T denotes the
transpose of a matrix or vector. Throughout this paper we will assume that
the function f(t; k) which determines the densities satisfies the following
regularity conditions:
(R1) The support of f(t; k) does not depend on the value of k
(typically the support is [0,.));
(R2) f(t; k) is twice continuously differentiable with respect to k for
each t > 0;
(R3) “f(t; k)/“k and “2f(t; k)/“k “kT are integrable with respect to
t over the support of f(t; k).
It is easy to check that most distributions commonly used for survival
data, such as the exponential, Weibull and Gamma distributions, satisfy
the above regularity conditions.
The ‘‘true’’ value of the parameter kijk will be denoted by kijk0 in order to
distinguish it from the kijk considered as a variable when the maximum
likelihood method is employed. We will assume that the parameters kijk are
linked to the covariates xi (k1-dimensional vectors) via certain link functions
gjk( · ) in the form,
kijk=gjk(a
T
jkxi), i=1, ..., n; j=1, ..., J; k=1, ..., G, (2.11)
where aTjk are k1-dimensional vectors of parameters whose true values ajk0
are to be estimated.
The link functions gjk are assumed to be differentiable and mapping the
real line (−.,.) one-to-one and onto the domain of kijk. For most
commonly used survival distributions such as the exponential, Weibull and
Gamma, it suffices to take gjk(x)=ex.
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The parameters pij are linked to the covariates yi (of dimension k2) by
pij=
eb
T
j yi
1+C
J
j=1
eb
T
j yi
, i=1, ..., n; j=1, ..., J, (2.12)
where bTj are k2-dimensional vectors of parameters whose true values bj0
are also to be estimated. The true value of pij will be denoted by pij0.
Let
aj=[a
T
j1 · · ·a
T
jG]
T, j=1, ..., J,
which are Gk1×1 vectors, and
h=[aT1 · · ·a
T
Jb
T
1 · · ·b
T
J]
T ((Gk1+k2) J×1 vectors). (2.13)
Then, taking log of (2.10), the log-likelihood function of a sample can be
written as
ln(h)=C
n
i=1
lin(h)=C
n
i=1
3 CJ
r=1
cir log[pirfir(tir)]+(1−ci) log[1−Fi(ti)]4 .
(2.14)
Denote the first derivative vector of the log-likelihood by
Sn(h)=
“ln(h)
“h =
5“ln(h)
“a1
T
· · ·
“ln(h)
“aJ
T “ln(h)
“b1
T
· · ·
“ln(h)
“bJ
T6T (2.15)
which are (Gk1+k2) J×1 vectors, and minus the second derivative matrix
of the log-likelihood by
Fn(h)=−
“2ln(h)
“h “hT=−
| “2ln(h)“a1aT1 · · · “2ln(h)“a1 “bTJx z x
“2ln(h)
“bJ “aT1
· · ·
“2ln(h)
“bJbTJ
}
(Gk1+k2) J×(Gk1+k2) J
. (2.16)
It will be shown in Section 5 (Lemma 5.2) that under the regularity condi-
tions (R1)–(R3),
E{Sn(h0)}=0 and E{Fn(h0)}=E{Sn(h0)[Sn(h0)]T}. (2.17)
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By the regularity conditions on the density functions fij and the link
functions gjk, the first derivative vector of the log-likelihood Sn(h) can be
expressed as the form
Sn(h)=C
n
i=1
XiSi(h), (2.18)
whereSi(h) are (G+1) J×1 random vectors and
Xi=r IGJ é xi 0
0 IJ é yi
s (2.19)
which are (Gk1+k2) J×(G+1) J non-stochastic matrices; while minus the
second derivative matrix Fn(h) of the log-likelihood can be expressed as
Fn(h)=C
n
i=1
XiFi(h) X
T
i , (2.20)
where Fi(h) are (G+1) J×(G+1) J symmertic random matrices. As a
result, the matrix Dn=E[Fn(h0)] can be expressed as
Dn=C
n
i=1
XiDiX
T
i , (2.21)
where Di=E{Fi(h0)}, i=1, ..., n, are (G+1) J×(G+1) J symmetric non-
random matrices. We denote the elements of Si(h), Fi(h) and Di by sir(h),
f rsi (h) and d
rs
i , respectively, i=1, ..., n; r, s=1, ..., (G+1) J.
We will refer to the above model as the General Mixture Model.
Remark. We have treated the immune as a special case out of the J
risks, but it can also be viewed as a competing risk with corresponding cdf
conditional on being immune equal to zero at all finite times (provided we
allow such an improper cdf). For convenience, however, we prefer treating
the immune separately so that a proper family of distributions can be
assumed for the survival times under the ‘‘real’’ risks which lead to actual
failure.
2.2. Exponential Mixture Model with Covariates
If conditional on Bi=j, we assume that individuals have independent
exponential failure times, then we get the exponential mixture model with
covariates as
Fij(t)=1−e−lijt, t \ 0
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and
fij(t)=lije−lijt (t \ 0).
Furthermore, as lij > 0, a natural link function is given by gj(x)=ex for
each j=1, ..., J. Hence we link lij to the covariates xi by
lij=ea
T
j xi, i=1, ..., n; j=1, ..., J. (2.22)
This is obviously a special case of the model in Section 2.1 with G=1,
kij=lij and f(t; k)=ke−kt with support [0,.).
The log-likelihood function of a sample has the form
ln(h)=C
n
i=1
3 CJ
r=1
cir[log pir+log lir−lirtir]
+(1−ci) log 51− CJ
j=1
pij(1−e−lijti)64 . (2.23)
Differentiate ln(h) with respect to h once and twice we obtain the Si(h) and
Fi(h) as in (2.18) and (2.20), respectively, which are 2J×1 random vectors
and 2J×2J symmetric random matrices whose elements sir(h) and f
rs
i (h)
are given in Lemma 2.1 below.
The covariate matrix Xi is of the form
Xi=r IJ é xi 0
0 IJ é yi
s=|xi z 0xi
yi
0 z
yi
}
(k1+k2) J×(2J)
.(2.24)
In addition, the elements d rsi =E[f
rs
i (h0)] of the matrices Di=E{Fi(h0)}
are also given in Lemma 2.1 below.
Lemma 2.1. For the exponential mixture model we have the following
expressions of sir(h), f
ir
i (h), and d
rs
i =E{f
rs
i (h0)}, r, s=1, ..., 2J.
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For 1 [ r, s [ J,
sir(h)=(cir−cirlirtir)−(1−ci)
pirlirtie−lirti
1−Fi(ti)
,
si, J+r(h)=cir−pir+(1−ci) 3 pire−lirti1−Fi(ti)4 ,
f rsi (h)=cirlirtir1{r=s}+(1−ci) 3pirlirtie−lirti1−Fi(ti) 45(1−lirti) 1{r=s}
+3pislistie−listi
1−Fi(ti)
46 ,
f r, J+si (h)=(1−ci) 3pirlirtie−lirti1−Fi(ti) 451{r=s}−3 pise
−listi
1−Fi(ti)
46 ,
fJ+r, J+si (h)=pir(1{r=s}−pis)−(1−ci) 3 pire−lirti1−Fi(ti)451{r=s}−3 pise
−listi
1−Fi(ti)
46 ,
drsi=E 3pir0(1−e−lir0ui−l2ir0u2i e−lir0ui) 1{r=s}+pir0lir0uie−lir0uipis0lis0uie−lis0ui1−Fi0(ui) 4,
d r, J+si =E 3pir0lir0uie−lir0ui 51{r=s}− pis0e−lis0ui1−Fi0(ui)64 ,
dJ+r, J+si =E 3pir0(1{r=s}−pis0)−pir0e−lir0ui 51{r=s}− pis0e−lis0ui1−Fi0(ui)64 ,
where 1{ · } is an indicator function.
2.3. Other Mixture Models with Covariates
Two other models commonly used in the survival analysis are the
Weibull and Gamma distributions, which will lead to the Weibull mixture
and Gamma mixture models. These models are more general than the
exponential mixture model described in Section 2.2, but fall within our
general model in Section 2.1.
In the Weibull mixture model, we assume
Fij(t)=1−e−(lijt)
dij
and
fij(t)=dijl
dij
ij t
dij −1e−(lijt)
dij, t \ 0,
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where lij > 0 and dij > 0. For this model we have G=2, kij=[lijdij]T, and
f(t; k)=f(t; [ld]T)=dldtd−1e−(lt)
d
with support [0,.).
The natural link function is again gjk(x)=ex, j=1, ..., J; k=1, 2. Hence
kij are related to the covariates xi by
lij=ea
T
j1xi and dij=ea
T
j2xi i=1, ..., n; j=1, ..., J. (2.25)
Similarly, in the Gamma mixture model,
fij(t)=
ldijij
C(dij)
tdij −1e−lijt, t \ 0,
where lij > 0 and dij > 0. So we have G=2, kij=[lijdij]T and
f(t; k)=f(t; [ld]T)=
ld
C(d)
td−1e−lt with support [0,.).
The natural link function is also gjk(x)=ex and the links between kij and
the covariates xi are again given by
lij=ea
T
j1xi and dij=ea
T
j2xi i=1, ..., n; j=1, ..., J.
It is not difficult to see that the f(t; k) in either of the above two models
satisfy the regularity conditions (R1)–(R3) in Sections 2.1.
Similar to Lemma 2.1 we can obtain the elements of Si(h), Fi(h) and Di
for the Weibull and Gamma mixture models, but we omit the details here
for brevity.
Another model of interest is the piecewise exponential model, considered
by Larson and Dinse (1985), which assumes constant hazard rates, say
l1, ..., lm+1, over each of the subintervals (0, a1), (a1, a2), ..., (am,.). This
allows more flexibility as the number of subintervals can be increased if
needed. This model is also covered by our general model if the turning
points a1, ..., am are pre-specified, as in Larson and Dinse (1985). For
example, if two hazard rates l1 and l2 are assumed over (0, a) and (a,.)
respectively, where a is known, then we have k=[l1l2]T and
F(t; k)=˛1−e−l1t if 0 [ t [ a,
1−e−l1a−l2(t−a) if t > a,
f(t; k)=˛l1e−l1t if 0 [ t [ a,
l2e−l1a−l2(t−a) if t > a.
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But our theory does not cover the situation where a1, ..., am are unknown
and included in the parameter vector to be estimated. Maximum likelihood
theory for such turning points seems a rather difficult issue and there have
been no rigorous theoretical results available to our knowledge.
3. THE MAIN RESULTS AND APPLICATIONS
3.1. The Results for General Mixture Model
Let I and N(0, I) denote the identity matrix and a standard normal
random vector of (Gk1+k2) J dimensions, and let B
1
2 and tr{B} denote
respectively the symmetric square root and trace of a symmetric matrix B,
and ||B||1 denote the sum of the absolute values of the elements of B.
Furthermore, for a fixed A > 0, define an ellipitical neighbourhood of h0 by
Nn(A)={h: (h−h0)T Dn(h−h0) [ A2}, (3.1)
where Dn is defined as in (2.21).
Throughout the remainder of the paper we will denote by K a constant
which need not be the same in different places.
The following Theorems 1–2 hold for general mixture model:
Theorem 1. If the following assumptions hold:
(A1) lmin(Dn)Q. as nQ., where lmin denotes the smallest eigen-
value of a matrix.
(A2) For each A > 0,
sup
h ¥Nn(A)
||D−
1
2
n Fn(h) D
−12
n − I||1 0
p
0 as nQ..
(A3) D−
1
2
n Sn(h0)0
D
N(0, I) as nQ..
Then
(i) a maximum likelihood estimator (MLE) hˆn of h0 exists with
probability approaching 1 (WPA1),
(ii) hˆn is a consistent estimator of h0, and
(iii) hˆn is asymptotically normally distributed, more specifically, we
have
D
1
2
n(hˆn−h0)0
D N(0, I) as nQ.; (3.2)
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and
F
1
2
n(hˆn)(hˆn−h0)0
D N(0, I) as nQ.. (3.3)
The above theorem gives the existence, consistency and asymptotic
normality for the MLE of h under rather general conditions. But such
conditions may be difficult to check directly for specific models. In the next
theorem, we provide some sufficient conditions which are either of intuitive
interpretations or can be checked more easily.
Theorem 2. Suppose
(C1) limnQ. ;ni=1 (tr{XTi D−1n Xi})3/2=0.
(C2) There is a constant K > 0 such that for all 1 [ i [ n and
1 [ r, s [ (G+1) J,
Var{f rsi (h0)} [K (3.4)
and
E{ sup
h ¥Nn(A)
|f rsi (h)−f
rs
i (h0)|} [KA`tr{XTi D−1n Xi} for all A > 0,
(3.5)
where f rsi (h) are the elements of the matricesFi(h) in (2.20).
(C3) E[s4ir(h0)] are uniformly bounded in 1 [ i [ n and 1 [ r [
(G+1) J, where sir(h) are the elements of the vectorsSi(h) in (2.18).
Then the conclusions of Theorem 1 hold.
Remarks. (i) Condition (C1) implies that D−1n exists for sufficiently
large n.
(ii) Condition (C1) corresponds to a uniform negligibility condition
on the covariates, which requires that no covariate dominates any others
and thus avoids degeneracy of the model. This kind of negligibility condi-
tion is commonly required in regression and generalized linear models (see
for example, Ghitany et al. (1994) and Maller (1993)).
(iii) Conditions (C2) and (C3) can be readily checked for specific
models by the usual calculus methods. We will show the details of doing so
rigorously for the exponential mixture model under a non-degeneracy
condition. Other mixture models can be handled similarly, but additional
assumptions may be required.
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3.2. The Results for Exponential Mixture Model
For the exponential mixture model given in Section 2.2, we will show
later that condition (C3) is redundant, while (C2) is implied by the following
simple condition:
(E) The ratios of the failure rates under risks 1, ..., J are uniformly
bounded. More specifically, there is a constant K > 0 such that
lij0
lik0
[K for all i=1, 2, ...; 1 [ j, k [ J.
Thus we have the following theorem:
Theorem 3. For the exponential mixture model in Section 2.2, if (C1)
and (E) are satisfied, then the conclusions of Theorem 1 hold.
Remark. Condition (E) assumes that the failure rates of different types
of risks are comparable in the sense that no particular type of risk domi-
nates the other types. Such a condition is required to avoid degeneracy
which would arise if some type of risk is negligible compared with the
others.
3.3. Applications in Hypothesis Testing
The results of Theorems 1–3 can be applied to test various hypotheses of
practical interest, and thus to answer such questions as
(i) Are there any redundant concomitant information, and thus
some of the covariates should be dropped from the analysis?
(ii) Is there a significant difference between the levels of different
types of risks? In other words, are the individuals more (or less) likely to
fail from some types of risks than other types?
(iii) Is there a significant difference in risk probabilities and/or
failure rates between different groups partitioned according to certain
factor of interest (such as age, gender, treatment methods, etc.)?
We first formulate an asymptotic likelihood ratio test under the setup of
our general mixture model with covariates. We will see that such a test
encompasses some most often raised hypotheses in competing risks analysis
and can be applied to answer the above questions.
For convenience, we put k=(Gk1+k2) J and the parameter vector
h=(h1 · · ·hk)T. Then the parameter space G=Rk. We wish to test the
hypothesis
H0: h0 belongs to a (k−m)-dimensional subspace G0 of G=Rk,
1 [ m < k
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against an unrestricted alternative. This corresponds to imposing m restric-
tions on the h under H0. Special cases of interest include
hr1=h
0
r1 , hr2=h
0
r2 , ..., hrm=h
0
rm , 1 [ r1 < · · · < rm [ k
where h0rj are specified; and
hr0=hr1=·· ·=hrm , 1 [ r0 < · · · < rm [ k,
both fall into our H0.
Let G0(… G=Rk) be the parameter space specified by H0, i.e. G0=
{h ¥ G : H0 is true} and let hˆn be the MLE over G as obtained in Theorem 1.
Furthermore, as G0 is a subspace of G, similar to Theorem 1 we can obtain
a local maximum h˜n of ln(h) over G0, which is also a consistent estimator
of h.
Define the deviance by
dn=2[ln(hˆn)− ln(h˜n)]. (3.6)
Then we have the following theorem:
Theorem 4. If conditions (A1)–(A3) (of Theorem 1) are satisfied, then dn
is asymptotically distributed as Chi-squared distribution with m degrees of
freedom, i.e.,
dn 0
D
q2m as nQ.. (3.7)
We now see how Theorem 4 can be applied to test some often raised
hypotheses. For ease of illustration, we use exponential mixture model to
accomplish the purpose, in fact the general model do as well. Recall the
exponential mixture model,
h=(h1 · · ·hk)T=(a1 · · ·aJb1 · · ·bJ)
T
k×1, where k=(k1+k2) J and
aj=(aj1 · · ·ajk1 )
T, bj=(bj1 · · ·bjk2 )
T, 1 [ j [ J.
(1) In a study of competing risks data with covariates, the first ques-
tion we often ask is whether some concomitant information are redundant,
or more generally, some information are irrelevant to some kinds of risks.
Thus we may test:
H10: hl1=0, ..., hlm=0, 1 [ l1 < · · · < lm [ k.
Then by Theorem 4,
dn 0
D
q2m underH
1
0.
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(2) Another type of questions we may be interested is whether there
is a significant difference between the levels of different types of risks. In
other words, do some types of failure causes pose greater or fewer risks to
the individuals than other types? For such questions, we may formulate
hypothesis tests as, for example,
H210 . a1=a2=·· ·=aJ;
H220 . b1=b2=·· ·=bJ;
H230 . a1=a2=·· ·=aJ and b1=b2=·· ·=bJ.
By Theorem 4, we have
dn 0
D ˛q2(J−1) k1 underH210q2(J−1) k2 underH220
q2(J−1)(k1+k2) underH
23
0 .
(3) A further type of questions may arise when the n individuals are
partitioned into G groups with ng individuals in group g, g=1, ..., G, such
that n1+·· ·+nG=n and the survival times of individuals within each
group are assumed to be i.i.d. In this setup the covariate vectors xi and yi
have the form
xi=yi=(0· · · 1g(i) · · · 0)
T
G×1,
where g(i) is the group to which individual i belongs, and the parameter
vector then becomes
h=(a1 · · ·aJb1 · · ·bJ)
T
2GJ×1,
where
aj=(aj1 · · ·ajG)T, bj=(bj1 · · ·bjG)T, 1 [ j [ J.
We may wish to test, for example,
H30. br1=br2=·· ·=brG (i.e., p1r=p2r=·· ·=pGr) for some r ¥
{1, ..., J}.
In other words, the probabilities that an individual of group g, g=1, ..., G,
fails from cause r is same across all groups. If, in addition to the conditions
of Theorem 4,
ng \ dn for some d > 0, g=1, ..., G,
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we have
dn 0
D
q2G−1 underH
3
0
(see Theorem 8.4 of Maller and Zhou (1996) for more details).
4. SIMULATIONS
To illustrate the utility of our results, we carry out some simulations to
generate data from Weibull mixture models of two competing risks with
TABLE I
Simulated Estimates with the First Set of Covariates
x1=0, x2=0.1 x1=0, x2=0.2 x1=0.1, x2=0.1 x1=0.1, x2=0.2
True parameters
l1 0.4966 0.6703 0.4493 0.6065
d1 2.4596 2.2255 2.2255 2.0138
l2 0.5488 0.8187 0.4966 0.7408
d2 0.4493 0.5488 0.4966 0.6065
p1 0.4248 0.4224 0.4076 0.4018
p2 0.3844 0.3458 0.3688 0.3289
Estimated parameters, n=200
l1 0.5014 (0.0428) 0.6547 (0.0589) 0.4633 (0.0389) 0.6050 (0.0540)
d1 2.5584 (0.3999) 2.3751 (0.4033) 2.2151 (0.3400) 2.0610 (0.3786)
l2 0.7220 (0.4492) 1.0678 (0.5226) 0.5619 (0.3267) 0.8175 (0.3422)
d2 0.4970 (0.1119) 0.6353 (0.1251) 0.5104 (0.1131) 0.6536 (0.1301)
p1 0.4174 (0.0501) 0.4134 (0.0658) 0.4019 (0.0636) 0.4006 (0.0614)
p2 0.3817 (0.0588) 0.3434 (0.0628) 0.3794 (0.0911) 0.3402 (0.0608)
Estimated parameters, n=500
l1 0.4995 (0.0200) 0.6654 (0.0375) 0.4564 (0.0287) 0.6073 (0.0358)
d1 2.4909 (0.1927) 2.2653 (0.2074) 2.2720 (0.2396) 2.0626 (0.2022)
l2 0.5094 (0.2305) 0.8309 (0.2337) 0.4736 (0.2040) 0.7878 (0.2699)
d2 0.4478 (0.0801) 0.5614 (0.0889) 0.4987 (0.0840) 0.6218 (0.0725)
p1 0.4219 (0.0474) 0.4248 (0.0373) 0.4025 (0.0397) 0.4044 (0.0421)
p2 0.3882 (0.0479) 0.3438 (0.0396) 0.3789 (0.0576) 0.3337 (0.0439)
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TABLE II
Simulated Estimates with the Second Set of Covariates
x1=0, x2=0.1 x1=0, x2=0.4 x1=0.2, x2=0.1 x1=0.2, x2=0.4
True parameters
l1 0.4966 1.2214 0.4066 1.0000
d1 2.4596 1.8221 2.0138 1.4918
l2 0.5488 1.8221 0.4493 1.4918
d2 0.4493 0.8187 0.5488 1.0000
p1 0.4248 0.4018 0.3883 0.3458
p2 0.3844 0.2693 0.3514 0.2318
Estimated parameters, n=200
l1 0.5038 (0.0472) 1.2535 (0.1694) 0.4143 (0.0387) 1.0470 (0.1642)
d1 2.5214 (0.3616) 1.9135 (0.2659) 2.0835 (0.2762) 1.5872 (0.2572)
l2 0.4934 (0.2914) 1.9460 (0.8679) 0.4527 (0.1954) 1.5926 (0.4839)
d2 0.4523 (0.0740) 0.9184 (0.1975) 0.5895 (0.1464) 1.1828 (0.2806)
p1 0.4191 (0.0482) 0.4129 (0.0620) 0.3924 (0.0516) 0.3584 (0.0559)
p2 0.3916 (0.0609) 0.2608 (0.0563) 0.3575 (0.0676) 0.2306 (0.0486)
Estimated parameters, n=500
l1 0.4978 (0.0267) 1.2549 (0.0933) 0.4053 (0.0280) 1.0099 (0.0880)
d1 2.4759 (0.2322) 1.7915 (0.1974) 2.0551 (0.1984) 1.4829 (0.1282)
l2 0.5219 (0.1902) 1.8886 (0.2799) 0.4440 (0.1546) 1.5428 (0.3520)
d2 0.4568 (0.0538) 0.8486 (0.0985) 0.5343 (0.0673) 0.9982 (0.1679)
p1 0.4242 (0.0337) 0.4070 (0.0315) 0.3837 (0.0388) 0.3558 (0.0373)
p2 0.3859 (0.0504) 0.2689 (0.0343) 0.3564 (0.0416) 0.2300 (0.0354)
two covariates, and then compute the maximum likelihood estimates
(MLEs) of the parameters. Each individual is associated with two covaria-
tes x1 and x2, where both x1 and x2 takes two value. This corresponds to a
two-factor classification. Specifically, we let the cdf of the individual i be
Fi(t)=pi1(1−e−(li1t)
di1)+pi2(1−e−(li2t)
di2).
The parameters pi1, pi2, li1, di1, li2, and di2 are linked to the covariates
xi=(1, xi1, xi2)T by (2.12) and (2.25). The parameter vector is
h=(a111, a112, a113, a121, a122, a123, a211, a212, a213, a221, a222, a223, b11, b12, b13,
b21, b22, b23)T
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with its true value h0=(−1, −1, 3, 1, −1, −1, −1, −1, 4, −1, 1, 2, 1, −2,
−2, 1, −2, −3)T in our simulations. To add variety, we take two sets of
covariates. In the first set, x1 takes value 0 or 0.1 and x2 takes 0.1 or 0.2; in
the second set, x1 takes 0 or 0.2 and x2 takes 0.1 or 0.4. As the parameters
pij, lij and dij are of main interest, we present their simulated estimates in
Tables I and II below. For comparison the true values of these parameters
are also included.
Note that in our simulation models, the individuals are classified into
four groups. Hence li1 have four different values which are listed in the
FIG. 1. Plots of true and fitted cdf ’s.
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row headed by l1 in the tables. Similar arrangements are used for other
parameters as well.
We use the software Matlab to generate data from the above Weibull
mixture models with a uniform censoring distribution over [2, 16] and
then compute the MLEs. The sample sizes are taken as n=200 and n=500
with 40 repetitions in each case. Tables I and II give the true values of the
param eters and the means and standard deviations (in parentheses) of the
MLEs for each group. In addition, we plot in Fig. 1 the true cdf with the
second set of covariates for each of the four groups along with the corre-
sponding fitted cdf by using the mean MLEs with sample sizes n=200 and
n=500.
From Tables I and II and Fig. 1, we can see that the estimates are
reasonably accurate for n=200, and the accuracy improves when n
increases to 500. This may be indicative of the sample size required to
achieve reasonable accuracy. We expect that larger sample size will be
needed to obtain accurate estimates if the number of covariates and/or the
number of distinct values of the covariates increase.
In Fig. 1, plots in (a1)–(a4) give the cdf ’s with sample size n=200, while
(b1)–(b4) give the cdf ’s with n=500. The plots correspond to the four
groups as follows:
(a1)&(b1): ˛x1=0
x2=0.1
; (a2)&(b2): ˛x1=0
x2=0.4
;
(a3)&(b3): ˛x1=0.2
x2=0.1
; (a4)&(b4): ˛x1=0.2
x2=0.4.
The solid lines represent the true cdf ’s, whereas the dotted lines are the
fitted cdf ’s.
5. PROOFS
The proof of Theorem 1 draws on the results of Vu and Zhou (1997),
although some conditions need to be checked in fine details as shown in
Lemma 5.2 below. The proofs of Theorems 2 and 3 require more substan-
tial and original work, whereas Theorem 4 is a direct result of Vu and
Zhou (1997). We begin with Lemma 2.1.
Proof of Lemma 2.1. Note that lij, pij and ln(h) are given by (2.22),
(2.12), and (2.23), respectively. Hence
“li1
“a1
=li1xi;
“lik
“a1
=0, k ] 1;
“pij
“a1
=0, i=1, ..., n; j=1, ..., J,
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and so
“ln(h)
“a1
=C
n
i=1
3(ci1xi−ci1li1ti1xi)+(1−ci) pi1(−li1ti) e−li1tixi1−Fi(ti) 4
=C
n
i=1
3(ci1−ci1li1ti1)−(1−ci) pi1li1tie−li1ti1−Fi(ti) 4 xi.
We can obtain “ln(h)/“a2, ..., “ln(h)/“aJ analogously. To get “ln(h)/“bj,
j=1, ..., J, note that
“pi1
“b1
=pi1(1−pi1) yi;
“pik
“b1
=−pi1 pik yi, k ] 1;
and
“lij
“b1
=0, j=1, ..., J.
Thus
“ln(h)
“b1
=C
n
i=1
3ci1 yi− CJ
r=1
cir pi1 yi−
1−ci
1−Fi(ti)
5pi1Fi1(ti)−pi1 CJ
r=1
pirFir(ti)6 yi 4
=C
n
1=1
3ci1−ci pi1−(1−ci) pi1(1−e−li1ti−Fi(ti))1−Fi(ti) 4 yi
(by (2.4) and (2.9))
=C
n
1=1
3ci1−pi1+(1−ci) pi1e−li1ti1−Fi(ti) 4 yi.
“ln(h)/“b2, ..., “ln(h)/“bJ can also be obtained analogously.
The expressions for f rsi , 1 [ r, s [ 2J, can be obtained by differentiating
“ln(h)/“aj, “ln(h)/“bj, with respect to aj and bj, 1 [ j [ J. While the
expressions for d rsi are a straightforward application of Lemma 5.1 below,
which has many other uses as well. L
Lemma 5.1. Let Q: R0R be any measurable function. Then for 1[ i[ n,
(i) E{cirQ(tir)}=pir0E{>ui0 Q(x) dFir0(x)}, 1 [ r [ J, and
(ii) E{(1−ci) Q(ti)}=E{[1−Fi0(ui)] Q(ui)}.
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Proof. Follow the censoring model (2.1)–(2.5), we have
E{cirQ(tir)}=E{Q(t
g
i ) 1{tgi =tir, tir [ ui}}=E{E[Q(t
g
i ) 1{tgi =tir, tir [ ui} | ui]}(i)
=pir0E 3F ui
0
Q(x) dFir0(x)4 ,
E{(1−ci) Q(ti)}=E{Q(ui) 1{tgi > ui}}=E{E[Q(ui) 1{tgi > ui} | ui]}(ii)
=E{[1−P(tgi [ ui)] Q(ui)}
=E{[1−Fi0(ui)] Q(ui)} L
The next lemma plays a key role in proving the main results.
Lemma 5.2. Suppose that each fij(t)=f(t; kij) satisfies the regularity
conditions (R1)–(R3) in Section 2.1. Then
(i) E{Sn(h0)}=0; and
(ii) E{Fn(h0)}=E{Sn(h0)[Sn(h0)]T}.
Proof. First we differentiate lin(h) (as defined in (2.14)) with respect to
h, which results in
“lin(h)
“h =C
J
r=1
cir 5 1pirfir(tir) ·“(pirfir)“h 6+(1−ci) 5 11−Fi(ti) · −“Fi(ti)“h 6 .
(5.1)
Hence by Lemma 5.1 and the regularity conditions (R1)–(R3),
E 5“lin“h 6h=h0=3 C
J
r=1
pir0E 5F ui
0
fir0(x)
pirfir(x)
·
“(pirfir)
“h dx
6
+E 51−Fi0(ui)
1−Fi(ui)
·
−“Fi(ui)
“h
64
h=h0
=3 CJ
r=1
E 5F ui
0
“(pirfir)
“h dx
6+E 5−“Fi(ui)“h 64h=h0
=
“
“h E
5CJ
r=1
F ui
0
pirfir(x) dx−Fi(ui)6
h=h0
=
“
“h E
5CJ
r=1
pirFir(ui)−Fi(ui)6
h=h0
=0 (by (2.9)). (5.2)
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It follows that
E{Sn(h0)}=E 5“ln(h)“h 6h=h0=E 5C
n
i=1
“lin(h)
“h
6
h=h0
=0.
This proves (i). To obtain (ii), differentiate (5.1) once more to get
“2ln(h)
“h “hT=C
n
i=1
3CJ
r=1
cir 5− 1p2irf2ir(tir) ·“(pirfir)“h “(pirfir)“hT + 1pirfir(tir) ·“
2(pirfir)
“h “hT
6
+(1−ci) 5− 1(1−Fi(ti))2 ·“Fi(ti)“h “Fi(ti)“hT + 11−Fi(ti) · −“
2Fi(ti)
“h “hT
64 .
(5.3)
Similar to (5.2) we can show that
E 5CJ
r=1
cir
pirfir
“2(pirfir)
“h “hT +
1−ci
1−Fi(ti)
−“2Fi(ti)
“h “hT
6
h=h0
=
“2
“h “hT E
5CJ
r=1
pirFir(ui)−Fi(ui)6
h=h0
=0. (5.4)
Hence by (5.3),
E{Fn(h0)}=−E 5“2ln(h)“h “hT 6h=h0
=C
n
i=1
E 5CJ
r=1
cir
p2irf
2
ir(tir)
·
“(pirfir)
“h
“(pirfir)
“hT
+
1−ci
(1−Fi(ti))2
·
“Fi
“h
“Fi
“hT
6
h=h0
. (5.5)
On the other hand, from (5.2) and the independence between t1, ..., tn we
have
E{Sn(h0)[Sn(h0)]T}=Var{Sn(h0)}=C
n
i=1
Var 1“lin“h 2h=h0
=C
n
i=1
E 1“lin“h “lin“hT2h=h0 ,
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which by (5.1) coincides with the right hand side of (5.5). Thus (ii) is also
proved. L
We are now ready to prove Theorems 1–2.
Proof of Theorem 1. We apply the general results in Theorem 2.1 of
Vu and Zhou (1997) to prove parts (i) and (ii). First we note that the
conditions in Vu and Zhou regarding the set of possible values for h (their
conditions (A1)–(A3)) are trivially satisfied in our case as the true parameter
h0 here is an interior point of the parameter space. Next, note that V and Gn
in Vu and Zhou (1997) are simply Ik (where k=(Gk1+k2) J) and Dn
respectively in our case. Hence under the setup of our general model in
Section 2.1 and by Lemma 5.2, the conditions (B1)–(B5) of Vu and Zhou
are implied by the assumptions (A1)–(A3) in Theorem 1. As a result, the
existence, local uniqueness and consistency of the MLE hˆn follow from
Theorem 2.1 of Vu and Zhou (1997).
To prove the asymptotic normality, let v be a unit vector in R (Gk1+k2) J.
A Taylor expansion of vTD−1/2n Sn(hˆn) about h0 gives
vTD−
1
2
n Sn(hˆn)−v
TD−
1
2
n Sn(h0)=−v
TD−
1
2
n Fn(h˜)(hˆn−h0), (5.6)
where h˜ is on the line segment between hˆn and h0, and hence h˜ ¥Nn(A).
Since Sn(hˆn)=0WPA1, it follows from (A2) that, WPA1,
vTD−
1
2
n Sn(h0)=v
TD−
1
2
n Fn(h˜)(hˆn−h0)
=vT{I+D−
1
2
n [Fn(h˜)−Dn] D
−12
n } D
1
2
n(hˆn−h0)
=vT{I+op(1)} D
1
2
n(hˆn−h0), (5.7)
where op(1) is a square matrix whose elements converge in probability to 0.
Thus vTD1/2n (hˆn−h0) has the same limiting distribution as v
TD−
1
2
n Sn(h0). It
then follows from (A3) that
vTD
1
2
n(hˆn−h0)0
D N(0, 1) as nQ.
for any unit vector v, which implies
D
1
2
n(hˆn−h0)0
D N(0, I) as nQ..
This proves (3.2), while (3.3) follows from (3.2) together with (A2). L
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Proof of Theorem 2. It suffices to show that conditions (C1)–(C3) imply
(A1)–(A3). To show (A1), let
D−1n =r D11n · · · D1, (G+1) Jnx z x
D (G+1) J, 1n · · · D
(G+1) J, (G+1) J
n
s ,
where D jjn are symmetric matrices of order k1×k1 for j=1, ..., GJ and
k2×k2 for j=GJ+1, ..., (G+1) J.
Since Dn=;ni=1 XiDiXTi is positive definite for n large enough, so is
;ni=1 d11i xixTi . This implies that for n large enough, the matrix [x1 · · · xn] is
of rank k1, and hence there exist k1 linearly independent vectors among
x1, ..., xn. Assume, without loss of generality, that x1, ..., xk1 are linearly
independent and define a k1×k1 matrix X=[x1 · · · xk1]. Then X
−1 exists
and is independent of n.
Let l(D11n ) be any eigenvalue of D
11
n and vn be a unit eigenvector corre-
sponding to it. Then
l(D11n )=v
T
nD
11
n vn=v
T
n (X
−1)T (XTD11n X)X
−1vn [ tr{XTD11n X} vTn (XXT)−1 vn
[K tr{XTD11n X}=K C
k1
i=1
xTi D
11
n xi (where K=lmax{(XX
T)−1})
[K C
k1
i=1
tr{XTi D
−1
n Xi}0 0 as nQ.
(note that (C1) implies tr{XTi D
−1
n Xi}Q 0 for each i as nQ.). As this
holds for any eigenvalue of D11n , it follows that tr{D
11
n }Q 0 as nQ..
Similarly we can show that
tr{D jjn }0 0 as nQ. for all j=1, ..., (G+1) J.
Thus
lmax(D
−1
n ) [ tr{D−1n }= C
(G+1) J
j=1
tr{D jjn }0 0 as nQ.,
which is equivalent to lmin(Dn)Q. and so (A1) holds.
To prove (A2), write
D−
1
2
n Fn(h) D
−12
n =I+D
−12
n {Fn(h0)−Dn} D
−12
n +D
−12
n {Fn(h)−Fn(h0)} D
−12
n
=I+E (1)n +E
(2)
n (h) say.
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Hence (A2) holds if, as nQ.,
||E (1)n ||1 0
p
0 and sup
h ¥Nn(A)
||E (2)n (h)||1 0
p
0.
Since E (1)n and E
(2)
n (h) are symmetric, these are satisfied if for any unit
vector v ¥ R (Gk1+k2) J as nQ.,
vTE (1)n v0
p 0 (5.8)
and
sup
h ¥Nn(A)
|vTE (2)n (h) v|0
p
0. (5.9)
Let D−1/2n Xi=(wi1 · · ·wi, (G+1) J), where wir ¥ R (Gk1+k2) J, 1 [ r [ (G+1) J.
Then we have
vTE (1)n v=v
T[D−
1
2
n (Fn(h0)−Dn) D
−12
n ] v
=C
n
i=1
vT[D−
1
2
n (XiFi(h0) X
T
i −XiE{Fi(h0)} X
T
i ) D
−12
n ] v
=C
n
i=1
C
1 [ r, s [ (G+1) J
{f rsi (h0)−d
rs
i } v
Twirw
T
isv.
By definition of d rsi , E{v
TE (1)n v}=0. Also, by (3.4) of (C2),
Var{vTE (1)n v} [ (G+1)2 J2 C
n
i=1
C
1 [ r, s [ (G+1) J
Var{f rsi (h0)}(v
Twirw
T
isv)
2
[K(G+1)2 J2 C
n
i=1
C
1 [ r, s [ (G+1) J
|vTwirw
T
isv|
2
[K(G+1)2 J2 C
n
i=1
C
1 [ r, s [ (G+1) J
|wir |2 |wis |2
=K(G+1)2 J2 C
n
i=1
(|wi1 |2+·· ·+|wi, (G+1) J |2)2
=K(G+1)2 J2 C
n
i=1
(tr{XTi D
−1
n Xi})
2. (5.10)
Let
ain=tr{X
T
i D
−1
n Xi}. (5.11)
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Then by (C1), max1 [ i [ n ain Q 0 as nQ.. Thus (C1) implies that the right
hand side of (5.10) converges to 0 as nQ., and so does the left hand side.
Consequently, (5.8) follows from Chebychev’s inequality.
It remains to prove (5.9). By Markov’s inequality, this will be established
if we can show that, for each A > 0,
Dn=C
n
i=1
C
1 [ r, s [ (G+1) J
E[ sup
h ¥Nn(A)
|f rsi (h)−f
rs
i (h0)| |v
Twirw
T
isv|] (5.12)
converges to 0 as nQ.. This follows from (3.5) of (C2):
Dn [KA C
n
i=1
C
1 [ r, s [ (G+1) J
`ain |wir | |wis |
=KA C
n
i=1
`ain (|wi1 |+· · ·+|wi, (G+1) J |)2
[ (G+1) JKA C
n
i=1
`ain (|wi1 |2+·· ·+|wi, (G+1) J |2)
=(G+1) JKA C
n
i=1
(tr{XTi D
−1
n Xi})
3
20 0 as nQ..
Thus (5.9) holds and so (A2) is proved.
To show (A3), let v denote a unit vector and write
vTD−
1
2
n Sn(h0)=C
n
i=1
vTD−
1
2
n XiSi(h0)=C
n
i=1
tin, say. (5.13)
Then {tin, i=1, ..., n} is a sequence of independent random variables.
Moreover, since (2.14) and (2.18) imply that XiSi(h)=“lin(h)/“h, it
follows from (5.2) that
E{tin}=vTD
−12
n E 5“lin(h)“h 6h=h0=0 (5.14)
and by part (ii) of Lemma 5.2,
Var 1 Cn
i=1
tin 2=Var{vTD−12n Sn(h0)}=E[vTD−12n Sn(h0) Sn(h0)T D−12n v]
=vTD−
1
2
n DnD
−12
n v=1. (5.15)
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We now show that {tin} satisfy the Lindeberg condition for the central
limit theorem. Since (a1+·· ·+aN)k [Nk−1(ak1+·· ·+akN) for ai > 0 and
k \ 1, we have
E |Si(h0)|4=E{s
2
i1(h0)+· · ·+s
2
i, (G+1) J(h0)}
2
[ (G+1) J{E[s4i1(h0)]+· · ·+E[s4i, (G+1) J(h0)]}
[ (G+1)2 J2K2=K21, say, (5.16)
where K2 is an upper bound for E[s4ij(h0)], which exists by condition (C3).
In addition, Cauchy–Schwartz inequality plus (5.16) imply
E |Si(h0)|2 [`E |Si(h0)|4 [K1. (5.17)
For any unit vector v, vn=X
T
i D
−1/2
n v{v
TD−1/2n XiX
T
i D
−1/2
n v}
−1/2 is also a
unit vector, hence by (5.16)–(5.17) we have, for l=1, 2,
E{t2lin}=E |v
T
nSi(h0)|
2l (vTD−
1
2
n XiX
T
i D
−12
n v)
l [ E |Si(h0)|2l (lmax{D
−12
n XiX
T
i D
−12
n })
l
[ E |Si(h0)|2l (tr{D
−12
n XiX
T
i D
−12
n })
l [K l1(tr{XTi D−1n Xi}) l. (5.18)
Using Cauchy–Schwarz and Chebyshev’s inequalities, we obtain from
(5.14) and (5.18), for any e > 0,
E{t2in1{|tin| \ e}} [ (E{t
4
in})
1
2 (E{1{|tin| \ e}})
1
2=(E{t4in})
1
2 (P{|tin | \ e})
1
2
[ (E{t4in})
1
2 1Var{tin}
e2
2 12=1
e
(E{t4in})
1
2 (E{t2in})
1
2
[
1
e
K
3
2
1
(tr{XTi D
−1
n Xi})
3
2.
Therefore, by (C1),
C
n
i=1
F
|t| \ e
t2dP{tin [ t}=C
n
i=1
E{t2in1{|tin| \ e}}
[
1
e
K
3
2
1
C
n
i=1
(tr{XTi D
−1
n Xi})
3
20 0 as nQ..
Thus the Lindeberg condition is satisfied for {tin}. As a result, vTD
−1/2
n Sn(h0)
=;ni=1 tin converges in distribution, by the Lindeberg–Feller central limit
theorem, to the standard normal distribution. As this holds for any unit
vector v, (A3) follows and hence the proof of Theorem 2 is complete. L
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We now turn to prove Theorem 3, which will follow from a series of
lemmas.
First we note that by the link between kij and h in the from of
(2.11)–(2.12), if f(t; k) is third continuously differentiable with respect to
k, then “f rsi (h)/“h exists and can be expressed in the form
“
“h f
rs
i (h)=Xih
rs
i (h), (5.19)
where h rsi (h)=[h
rs
i1(h) · · · h
rs
i, (G+1) J(h)]
T is a (G+1) J×1 vector of functions.
The next lemma provides a sufficient condition for (3.5) of (C2), which is
valid in general.
Lemma 5.3. If there is a constant K > 0 such that
E[ sup
h ¥Nn(A)
|h rsi (h)|] [K (5.20)
for all i=1, 2, ...; 1 [ r, s [ (G+1) J and sufficiently large A, then (3.5)
holds.
Proof. For any h ¥Nn(A), we have |D1/2n (h−h0)|2 [ A2. Hence
|XTi (h−h0)|
2=|XTi D
−12
n D
1
2
n(h−h0)|
2 [ |D
1
2
n (h−h0)|
2 lmax{D
−12
n XiX
T
i D
−12
n }
[ A2 tr{D−
1
2
n XiX
T
i D
−12
n }=A
2 tr{XTi D
−1
n Xi}=A
2ain, (5.21)
where ain is given by (5.11).
By Taylor expansion of f rsi (h) about h0 and (5.19), we obtain for
1 [ r, s [ (G+1) J,
|f rsi (h)−f
rs
i (h0)|=: (h−h0)T “f rsi“h (hg) :=|(h−h0)T Xih rsi (hg)|,
where hg lies on the line segment between h and h0. Hence by (5.20) and
(5.21),
E{ sup
h ¥Nn(A)
|f rsi (h)−f
rs
i (h0)|} [ A`ain E[ sup
h ¥Nn(A)
|h rsi (h)|] [KA`ain .
Thus (3.5) holds. L
The remainder of this section will be restricted to the exponential model
only.
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Lemma 5.4. In the exponential mixture model, Var{frsi (h0)} are uni-
formly bounded in 1 [ i [ n and 1 [ r, s [ 2J.
Proof. First we derive some useful inequalities. By Lemma 5.1(i), we
have
E{cir(lir0tir)k}=pir0E 3F ui
0
(lir0x)k lir0e−lir0x dx4 [ F.
0
yke−y dy=k!.
(5.22)
Furthermore, note that
1−Fi(ti)=1− C
J
j=1
pij+C
J
j=1
pije−lijti \ pire−lirti, 1 [ r [ J,
hence
pire−lirti
1−Fi(ti)
[ 1, 1 [ r [ J, (5.23)
which in turn implies
pire−lirti
1−Fi(ti)
pise−listi
1−Fi(ti)
[
e−limti
1−Fi(ti)
(where lim=max{lir, lis}). (5.24)
Now from the expressions of f rsi (h) in Lemma 2.1 together with the
inequalities (5.23)–(5.24), we can see that [f rsi (h0)]
2, 1 [ r, s [ 2J, are
bounded by a linear combination of the terms:
1, cir(lir0tir)2, and (1−ci)
(lim0ti)k e−lim0ti
1−Fi0(ti)
(k=1, 2, 3, 4; m ¥ {r, s}).
Thus it suffices to bound the expectation of these quantities. But this
follows easily from the inequality (5.22) and (by Lemma 5.1)
E 5(1−ci) (lim0ti)k e−lim0ti1−Fi0(ti) 6=E[(lim0ui)k e−lim0ui] [ supx \ 0 xke−x=kke−k.
It follows that E[frsi (h0)]
2, and hence Var{f rsi (h0)}, are uniformly bounded.
L
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Lemma 5.5. In the exponential mixture model, if conditions (C1) and (E)
are satisfied, then (3.5) of (C2) holds.
Proof. Differentiate f rsi (h) with respet to h, we obtain (5.19) with
h rsik(h)=lik
“f rsi (h)
“lik
, k=1, ..., J, (5.25a)
h rsi, J+k(h)=pik 5“f rsi (h)“pik −pi1 “f
rs
i (h)
“pi1
− · · · −piJ
“f rsi (h)
“piJ
6 , k=1, ..., J.
(5.25b)
By Lemma 5.3, it suffices to show that the above h rsik(h) (1 [ k [ 2J) satisfy
(5.20). We illustrate the detail for r=s=1.
From Lemma 2.1 we have
f11i (h)=ci1li1ti1+(1−ci)
pi1li1tie−li1ti
1−Fi(ti)
5(1−li1ti)+pi1li1tie−li1ti1−Fi(ti) 6 .
(5.26)
Differentiate (5.26) with respect to lik, k=1, ..., J, and use the inequalities
(5.23)–(5.24), we can see that
h11ik (h)=lik
“
“lik
f11i (h), k=1, ..., J (by (5.25a))
are bounded by linear combinations of the following terms:
ci1li1ti1 and (1−ci)
(limti)q e−limti
1−Fi(ti)
(q=1, 2, 3; m=1, ..., J).
(5.27)
Similarly, by differentiating (5.26) with respect to pik, 1 [ k [ J, we get
“
“pi1
f11i (h)=(1−ci)
li1tie−li1ti
1−Fi(ti)
51+pi1(1−e−li1ti)
1−Fi(ti)
6
×5(1−li1ti)+2pi1li1tie−li1ti1−Fi(ti) 6
and for 2 [ k [ J,
“
“pik
f11i (h)=(1−ci)
pi1li1tie−li1ti
1−Fi(ti)
·
1−e−likti
1−Fi(ti)
5(1−li1ti)+2pi1li1tie−li1ti1−Fi(ti) 6 .
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These together with (5.25b) show that for 1 [ k [ J,
h11i, J+k(h)=pik 5 ““pik f11i (h)−pi1 ““pi1 f11i (h)− · · · −piJ ““piJ f11i (h)6
=5(1−li1ti)+2pi1li1tie−li1ti1−Fi(ti) 6
×3(1−ci) pi1li1tie−li1ti1−Fi(ti) 51{1=k}− pike
−likti
1−Fi(ti)
64
which are again bounded by linear combinations of the terms in (5.27).
Thus to obtain (5.20), it suffices to show that for some constants K1
and K2,
E[ sup
h ¥Nn(A)
ci1li1ti1] [K1 (5.28)
and
E 5 sup
h ¥Nn(A)
(1−ci)
(limti)q e−limti
1−Fi(ti)
6 [K2 (5.29)
for all i=1, 2, ...; m=1, ..., J and q=1, 2, 3. To accomplish this we argue
as follows.
Let K > 1 be the constant in condition (E) and ain be given by (5.11).
Since max1 [ i [ n ain Q 0 as nQ., for sufficiently large n we have
A`ain eA`ain [
1
4K
< 1, i=1, ..., n. (5.30)
Hence, for h=(aT1 · · ·a
T
Jb
T
1 · · ·b
T
J )
T ¥Nn(A), condition (E) and (5.21)
imply, for 1 [ j [ J and m=1, ..., J,
|lij−lij0 |=ea
T
j0xi|1−e−x
T
i (aj0 −aj)| [ lij0 |xTi (aj0−aj)| e |x
T
i (aj0 −aj)|
[ lij0A`ain eA`ain [Klim0 1 14K2=14 lim0.
In particular,
|lim−lim0 | [ 14 lim0 <
1
2 lim0, (5.31)
hence lim0 < 2lim and consequently
|lij−lij0 | [ 14 lim0 [
1
2 lim, 1 [ j [ J. (5.32)
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Similarly we obtain from (5.30)
|eb
T
j yi−eb
T
j0yi| [ A`ain eA`aineb
T
j0yi < eb
T
j0yi (5.33)
for sufficiently large n.
Now, by (5.31) we get li1 [ 2li10 for h ¥Nn(A) and so by Lemma 5.1 (i)
and (5.22),
E[ sup
h ¥Nn(A)
ci1li1ti1] [ 2E[ci1li10ti1] [ 2
which proves (5.28). To prove (5.29), we use (5.32)–(5.33) to derive, for
h ¥Nn(A),
1−Fi0(ui)
1−Fi(ui)
=
1−;Jj=1 pij0+;Jj=1 pij0e−lij0ui
1−;Jj=1 pij+;Jj=1 pije−lijui
=1+
;Jj=1 pij(e−lij0ui−e−lijui)
1−;Jj=1 pij+;Jj=1 pije−lijui
+
;Jj=1 (pij−pij0)(1−e−lij0ui)
1−;Jj=1 pij+;Jj=1 pije−lijui
[ 1+
;Jj=1 pij |e (lij −lij0) ui−1| e−lijui
;Jj=1 pije−lijui
+
;Jj=1 |pij−pij0 |
1−;Jj=1 pij
[ 1+
;Jj=1 pij |(lij−lij0) ui | e |(lij −lij0) ui|e−lijui
;Jj=1 pije−lijui
+
;Jj=1 |eb
T
j yi−eb
T
j0yi|
1+;Jj=1 eb
T
j0yi
[ 1+
limui
2
e
limui
2
;Jj=1 pije−lijui
;Jj=1 pije−lijui
+
;Jj=1 eb
T
j0yi
1+;Jj=1 eb
T
j0yi
[ 2+
limui
2
e
limui
2
which together with Lemma 5.1(ii) yields
E 5 sup
h ¥Nn(A)
(1−ci)
(limti)q e−limti
1−Fi(ti)
6
=E 5 sup
h ¥Nn(A)
(limui)q e−limui
1−Fi0(ui)
1−Fi(ui)
6
[ E 5 sup
h ¥Nn(A)
(limui)q e−limui 12+limui2 e limui2 26
[ sup
x \ 0
xqe−x 12+x
2
e
x
22 [ 2qqe−q+2q(q+1)q+1e−(q+1).
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Thus (5.29) holds for r=s=1. Other cases can also be derived
analogously. We thus obtain Lemma 5.5. L
Now Theorem 3 can be easily proved.
Proof of Theorem 3. When conditions (C1) and (E) are satisfied, by
Lemmas 5.4 and 5.5 we see that (C2) holds. Therefore, by Theorem 2 it
suffices to verify condition (C3) only.
From Lemma 2.1, for 1 [ r [ J,
E{s4ir(h0)}=E 3cir(1−lir0tir)−(1−ci) pir0lir0tie−lir0ti1−Fi0(ti) 4
4
=E 3cir(1−lir0tir)4+(1−ci) 5pir0lir0tie−lir0ti1−Fi0(ti) 6
44 . (5.34)
By Lemma 5.1 and the inequality xke−x [ kke−k, x > 0 ,
E{cir(1−lir0tir)4}=pir0E 5Fui
0
(1−lir0t)4 lir0e−lir0t dt6[ F.
0
(1−y)4 e−y dy=9
and
E 3(1−ci) 5pir0lir0tie−lir0ti1−Fi0(ti) 6
44 [ E 3(1−ci) (lir0ti)4 e−lir0ti1−Fi0(ti) 4
=E{(lir0ui)4 e−lir0ui} [ 44 e−4 < 5.
So by (5.34)
E{s4ir(h0)} [ 9+5=14, i=1, 2, ...; 1 [ r [ J. (5.35)
Furthermore, by Lemma 2.1, for 1 [ r [ J,
|si, J+r(h0)|=:cir−pir0+(1−ci) pir0e−lir0ti1−Fi0(ti) : [ 1 a.s.
Thus E{s4i, J+r(h0)} [ 1, 1 [ r [ J. This together with (5.35) verifies (C3).
L
Proof of Theorem 4. We again apply the general results of Vu and
Zhou (1997). First, as pointed out in the proof of Theorem 1, the condi-
tions (B1)–(B5) of Vu and Zhou (1997) are satisfied. In addition, as h0 is
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interior to both G and G0, G and G0 trivially satisfy conditions (A1)–(A3)
of Vu and Zhou (1997) with corresponding cones
CG=G=Rk and CG0=G0
(see Vu and Zhou (1997) for the definition of these cones). Furthermore, it
is clear that
{h˜: h˜=D
1
2
n(h−h0), h ¥ CG}=R
k
and since any kŒ-dimensional subspace of Rk passing through the origin can
be orthogonally transformed (rotated) to {0}k−kŒ×RkŒ, we can choose an
orthogonal matrix Tn for each n such that
{h˜: h˜=TnD
1
2
n(h−h0), h ¥ CG0}={0}
m×Rk−m.
It then follows from Theorem 2.2 of Vu and Zhou (1997) that
dn 0
D inf
h ¥ {0}m×Rk−m
|N−h|2− inf
h ¥ Rk
|N−h|2, (5.36)
where N=(N1 · · ·Nk)T is a random vector with standard multivariate
normal distribution. It is easy to see that
inf
h ¥ {0}m×Rk−m
|N−h|2=N21+·· ·+N
2
m ’ q2m and inf
h ¥ Rk
|N−h|2=0.
Thus (3.7) follows from (5.36). L
6. CONCLUDING REMARKS
In the formulation of the general mixture model, we assume essentially
a commonly assumed independent censoring model. Although our main
results are built on fairly general conditions, we expect that further specific
assumption(s) on competing risks are required in order to derive more
concise sufficient conditions in, say, the Weibull mixture model, similar to
condition (E) in the exponential mixture model. The idea and arguments
should not differ much from the exponential mixture model, but the details
would be quite lengthy and technical.
We have considered the covariates as deterministic and assumed the
independence between the censoring times {ui} and the failure times {t
g
i }
without condition. If the covariates are stochastic, then we only need the
independence between {ui} and {t
g
i } conditional on the covariates. The
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results of this paper will remain valid provided they are interpreted condi-
tional on the covariates.
We wish to point out that long-term survivors (immunes) do not neces-
sarily mean that they will never die or fail. In fact, for example, in a
medical follow-up study, we know that everyone will eventually die from
some cause. What we mean about long-term survivors in our model are
actually those who are immune to the J competing risks (causes) con-
cerned, i.e. those who will never die or fail due to any one of the J risks,
but they will die eventually from some other causes. We have followed the
approach of Larson and Dinse (1985) to assume that each individual
i, i=1, ..., n, has a probability pij of dying from risk j, 1 [ j [ J, and
restricted our analysis to the interior case only, i.e., ;Jj=1 pij < 1, for each
individual i, i=1, ..., n, which means that each individual has a positive
probability of being immune to all the J risks. This is plausible in follow-up
studies where it is difficult, or actually impossible, to exhaust all failure
causes. Furthermore, in practical data analysis, immune or cure is often
defined as survival over an extended period of time, such as 10 years. If
that is the case and there exist survivals beyond that period, then the
interior case would be sufficient. One could then estimate parameters for
survival distributions which are truncated at the end of the specified period.
The boundary case with ;Jj=1 pij=1, i=1, ..., n, is of interest when the
presence of immunes is in doubt. But the link to the covariates by (2.12) is
no longer appropriate in this case and some different approach would be
needed. We will study the boundary case separately. In Vu, Maller and
Zhou (1998), both interior and boundary cases are considered for a class of
mixture models with covariates, but they do not include competing risks.
Nevertheless, we expect that the boundary case could also be handled by
using the results of Vu and Zhou (1997) with a similar approach to that of
Vu et al. (1998).
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