Abstract. The (1, 1)-symplectic property for f -structures on a complex Riemannian manifold M is a natural extension of the (1, 2)-symplectic property for almost-complex structures on M , and arises in the analysis of complex harmonic maps with values in M .
In what follows, such f -structures are said to be (1, 1)-admissible or simply admissible. Admissibility arises in the study of harmonic maps to flag manifolds (see [1] , [2] , [7] ). It has been characterized in combinatorial terms only in special cases, always conforming with the following principle.
Assertion 1. F is admissible if and only if a suitable combinatorial object is locally transitive.
The importance of this observation lies in the fact that it offers a combinatorial procedure which is much simpler than a direct verification based on the calculation of covariant derivatives. The main challenge, as one increases the scope of generality, is to find a suitable combinatorial set-up and adapt the definition of local transitivity to it. Let us look at the known special cases.
Consider first the classical A n−1 -type full flag manifold F(n) with an almostcomplex structure J. Associated with F(n), J is an n-player tournament digraph (see [8] , [9] ). The local transitivity of tournament digraphs is a well-known concept [10] . It is a local property in the sense that it can be checked on individual 4-player induced subtournaments (as observed in [9] and [11] ). This puts a lower bound on the combinatorial convexity involved since the number of 4-player subtournaments for F(n) is bounded by n 4 /4!.
The link between the admissibility of F(n), J and the local transitivity of tournament digraphs was made in [9] and [11] and completed in [12] , [13] (see also [14] ). Recently, this result has been extended in two different directions by (i) replacing J by an f -structure F, (ii) replacing F(n) by a more general flag manifold.
In case (i) we consider an f -structure F on F(n). The digraph association still works, but the resulting digraph is not necessarily complete. Local transitivity was extended to non-complete digraphs in [6] . This property is local in the sense that it can be verified on individual 4-vertex subgraphs. Assertion 1 for F(n), F and general digraphs was proved in [6] .
In case (ii) we consider a general full flag manifold F equipped with an almostcomplex structure J. The digraph approach is no longer available. Nevertheless, local transitivity was defined in [13] using the combinatorics of root systems. This property is local: it can be checked on individual rank-three root subsystems. Therefore the crudest bound on the complexity is m 3 /4!, where m is the size of the partial root system involved. Assertion 1 for (F, J) was essentially verified in [15] in terms of root systems (see also [16] ).
Two natural questions arise. First, can one extend Assertion 1 in both directions (i) and (ii) simultaneously while maintaining its local character? Second, can we recast the result (ii) in graph-theoretic language?
In this paper we answer both questions in the affirmative. We recall that one can associate a (full or partial) root system Π with every general (full or partial) flag manifold (see [17] , [18] ). Let G be the intersection graph (see [19] ), whose vertices are zero-sum triples of roots in Π . It turns out that G is a union of simple graphs which are all isomorphic to the cube depicted in Fig. 1 . The valency of every vertex in G is 3.
Every f -structure F on F determines a (+, −, 0) sign pattern on the edges of G. We say that G is locally transitive with respect to F if in every cube the total number of vertices whose edge sign pattern is (+ + +), (+ + 0) or (+ 0 0) is not 1. This property is local since it is defined in terms of individual cubes. We have the same crude bound of m 3 /4! for the complexity. Our main result (Theorem 3) confirms Assertion 1 for all f -structures F on any (full or partial) flag manifold. A considerable part of our analysis, including the proof of sufficiency in Theorem 3, is based on the second author's thesis [16] .
A different attack on the problem of admissibility, which is not considered here, leads to a non-local characterization of this property in terms of the action of the associated affine Weyl group. We refer the interested reader to [13] , [18] , [22] .
Intersection graphs for flag manifolds are interesting and useful in studying broader issues involving flag combinatorics. Their vertices and cubical faces represent zero-sum triples and quadruples in the associated root system. Our experience shows that all the Kähler-type properties on flag manifolds (including the (1, 2)-symplectic property discussed here; see [23] ) can be characterized in terms of the sign pattern induced by F on the cubes of the intersection graph. We hope to address this issue in a future communication.
Our observation that the intersection graph splits into an overlapping union of cubes implies that a 'significant' part of a (full or partial) root system (the part which contributes zero-sum root quadruples) splits into an overlapping union of A 3 -like subsystems. Indeed, the intersection graph of an A 3 root system (associated with the flag manifold F(4)) is a single cube. In comparison, the A 2 root system is 'insignificant': its intersection graph is trivial. Thus every f -structure on F(3) is always locally transitive and hence admissible. § 2. General flag manifolds
In this preliminary section we outline the standard theory of partial flag manifolds associated with semisimple Lie algebras (see, for example, [17] , [22] ) and set up our notation.
Let g be a finite-dimensional semisimple complex Lie algebra and h a Cartan subalgebra. We fix a system Σ of simple roots of (g, h) and denote by Π and Π + the systems of general and positive roots respectively. We recall that every root α ∈ Π is a linear functional on g. It uniquely determines an element H α ∈ h by the Riesz representation α(X) = X, H , X ∈ g, with respect to the Cartan-Killing form ·, · . We have the Cartan decomposition
is the one-dimensional root space corresponding to α. We fix a Weyl basis X α ∈ g α , α ∈ Π, with the standard properties:
The numbers m α,β are real. They are non-zero if and only if α + β ∈ Π. We have
The correspondence between full flag manifolds and root systems (as formalized in [23] , for example) extends to a correspondence between partial flag manifolds and partial root systems (see [17] , [18] ). A set Π is called a partial flag root system if Π := Π\Π , where Π is a root system and Π is a proper root subsystem. Together with Π , we define the complementary sets Π ± = Π ± \ Π ± and Σ = Σ \ Σ . Although Π is generally not a root system in the strict sense of [23] , the triple (g, h, Π ) determines a homogeneous space (denoted by F(g, h, Π )) in a way that resembles the construction of the full flag manifold F(g, h, Π). We call F(g, h, Π ) the general flag manifold and denote it simply by F. We offer two alternative constructions of F, which show that F is a compact homogeneous space.
In the first construction we start with the Borel subalgebra h ⊕ α∈Π + g α ⊂ g.
is parabolic. Hence, if G is the complex connected Lie group associated with g and P is the normalizer of p in G, then the space G/P is homogeneous. We put F = G/P . In the second construction, we start with two-dimensional real spaces
The space g R = ih R ⊕ α∈Π + g R α is a compact real form in g. We consider the real subalgebra
Let U and T be the connected Lie subgroups of G corresponding to g R and t R . By construction, K := U ∩ P is the centralizer of the torus T ⊂ U and F = U/K is a compact space.
We declare the coset b = [h] to be the origin of F. Let t = h ⊕ α∈Π g α be the complexification of t R . The tangent space T b F can be identified with q = g t = α∈Π g α if we regard the elements of q as vector fields and take their values at b. We remark that q is the complexification of the real vector space
(see [24] ).
The construction of the full (or maximal) flag manifold associated with Π corresponds to the special case Π = ∅. See [17] , [25] for further details. § 3. Intersection graphs of root systems Intersection graphs play an important role in flag combinatorics and are central to our approach. The intersection graph Ω(S) associated with a family S = {S 1 , . . . , S n } of sets is defined as follows. It is an undirected graph G (no loops or multiple edges) with vertex set S, where vertices S i , S j are connected by an edge if and only if S i and S j are not disjoint. This edge is labelled by the intersection set S i ∩ S j . Hence different edges may have the same label (see [19] ).
In particular, given a partial root system Π , we define the intersection graph associated with Π as the intersection graph G := G(S), where S := S(Π ) is the set of all zero-sum triples in Π (that is, triples T = {α, β, γ} such that α, β, γ ∈ Π and α + β + γ = 0). It is easy to see that two distinct zero-sum triples either are disjoint or have a unique common root. Thus, the edges of G(Π ) are labelled by roots in Π . Again, different edges may have the same label.
Consider any non-symmetric zero-sum quadruple Q = {α, β, γ, δ} in Π . (This means that α, β, γ, δ are four distinct roots in Π with α + β + γ + δ = 0 and we exclude symmetric quadruples of the form {α, −α, β, −β}.) By adding two of the four roots in Q, we get a zero-sum triple of roots. Such triples are said to be extracted from Q. For example, the triple T = {α, β, γ + δ} is extracted from Q.
How many triples can be extracted from Q? Although Q has exactly six extracted triples, some of them may lie outside the (non-additive) set Π . (Since Π is symmetric, the number of extracted triples is always even.) The following important observation is meaningful even for full systems. Lemma 1. Every non-symmetric zero-sum quadruple Q in any partial root system Π has exactly four zero-sum triples contained in Π .
Proof. I. We first prove the lemma in the case when Π = Π is a full root system. Let Q = {α, β, γ, δ} be a non-symmetric zero-sum quadruple in Π and let Π ⊂ Π be the root system generated by Q. Then Π is semisimple of rank at most 3. To avoid triviality, we assume that Π contains non-symmetric zero-sum quadruples. By the standard classification theory [17] , it follows that Π is either the system G 2 of rank 2 or one of the following systems of rank 3: A 3 , B 3 , C 3 , A 1 ⊕ G 2 . Since any triple extracted from Q lies in Π, we may replace Π by Π. We treat each case separately.
1) Π = A 3 . The standard realization of this root system in R 3 is given by
Up to the sign change T → −T , the four zero-sum triples are
Meanwhile there is only one (up to a general signed permutation of {1, 2, 3}) non-symmetric zero-sum quadruple:
and (4) describes its four extracted triples.
2) Π = B 3 . The standard realization of this root system in R 3 is Π 1 ∪ Π 2 , where the sets Π 1 (see (3) ) and Π 2 := {±e i : 1 i 3} describe the long and short roots.
Up to a sign, the zero-sum triples consist of (4) plus the six triples
Meanwhile there are only two (up to a signed permutation) non-symmetric zero-sum quadruples: Q 1 in (5) and
The quadruple Q 2 has four extracted triples, T 3 , T 3 , T 2 , T 3 . As above, Q 1 has four extracted triples (4). However, the triples (6) contain short roots and cannot be extracted from Q 2 .
3) Π = C 3 . The standard realization of this root system in R 3 is Π 1 ∪ 2Π 2 , with the roles of the short and long roots reversed. Up to a sign, the set of zero-sum triples consists of (4) as well as the six triples
Meanwhile the unique (up to a signed permutation) non-symmetric zero-sum quadruple is Q 3 = 2e 1 , e 2 − e 1 , e 3 − e 1 , −(e 2 + e 3 ) .
It has extracted triples
The sets of simple and positive roots of G 2 are Σ = {α 1 , α 2 } and Π + = {α 1 , α 2 , α 1 + α 2 , α 1 + 2α 2 , α 1 + 3α 2 , 2α 1 + 3α 2 }. We represent Π as the union of the set ±α 2 , ±(α 1 + α 2 ), ±(α 1 + 2α 2 ) (short roots) and its complement (long roots), both of type A 2 . Up to a sign, the zero-sum triples arě
The unique (up to rotation through 180
• and reflection) non-symmetric zero-sum quadruple in G 2 is given by
The triplesŤ 1 ,Ť 2 ,Ť 3 ,Ť 4 are extracted from it.
5) Π = A 1 ⊕G 2 . The root system A 1 ⊕G 2 is the disjoint union of two root systems of type G 2 . Each zero-sum quadruple (without pairs of repeating or opposite roots) lies entirely in one of the two copies of G 2 , which reduces to the previous case.
II. We now prove the lemma for partial root systems (Π = Π). Let Π be any of the systems covered in part I and let Π be a root subsystem. Arguing case by case, we see that Π := Π \ Π is a full root system and so can be handled as in part I.
We return to the intersection graph G associated with the partial root system Π. We first consider the A 3 root system associated with the flag manifold F(4).
As shown in Fig. 1 , the corresponding intersection graph is a cube C whose 12 edges are the roots of Π. The 8 vertices and 6 faces of C correspond to zero-sum triples and quadruples of roots. The cube C is a regular bipartite graph consisting of 8 vertices of valency 3. The cubes are also the basic building blocks for larger partial root systems Π . By Lemma 1, every zero-sum quadruple in Π gives rise to a single cube C, of which it is a face. The 8 edges of C are the triples extracted from Q and −Q. Repeating this construction, we see that the whole graph G splits into a union of cubes. The intersection graphs of smaller semisimple Lie algebras are shown in Figs. 2 and 3, where ±i ± j stands for ±e i ± e j . Some root systems (such as A 2 ) have trivial intersection graphs (no vertices). The intersection graph of any root system is a regular homogeneous bipartite graph of valency 3. § 4. Invariant f -structures An f -manifold is a pair (M, F), where M is a Riemannian manifold and F is an f -structure on M , namely, a tensor field of type (1, 1) on M with F 3 + F = 0. If F = J satisfies the stronger restriction J 2 + I = 0, then the structure and the manifold are said to be almost complex (see [4] , [5] ).
In this paper, M will be a general flag manifold F = U/K and F a U -invariant f -structure. The following description is well known. F is completely determined by an endomorphism F : q R → q R which commutes with the adjoint action of K and satisfies F 3 + F = 0. Under complexification, this endomorphism extends uniquely to a diagonalizable endomorphism F : q → q with eigenvalues i, 0, −i. If q + , q 0 , q − are the corresponding eigenspaces, then q = q + ⊕ q 0 ⊕ q − and q + = q − . Being U -invariant, the endomorphism F is diagonalized in the Weyl basis [22] . Hence we have
where ε α ∈ {±1, 0} and ε −α = −ε α . Since F is uniquely determined by its restriction to Π , we can identify F with the anti-symmetric map ε : Π → {±1, 0}. The structure F is almost complex if ε : Π → {±1}.
In what follows, we consider a generalized flag f -manifold F, F = {ε α } α∈Π . Let Π and G be the associated root system and intersection graph. 
(ii) The triple T is said to be definite if {ε α , ε β , ε γ } ∩ {±1} = 1.
If T is indefinite, then either ε α = ε β = ε γ = 0 or F takes opposite values on two roots of T .
Lemma 2. Let the triple T be extracted from a non-symmetric zero-sum quadruple Q and let C be the cube in G which contains Q as a facet.
(I) Then the signature s(T ) is equal to the sum of the signatures of its three neighbouring vertices in Q.
(II) The following properties are equivalent.
(i) Exactly one zero-sum triple extracted from Q is definite.
(ii) Exactly one definite zero-sum triple is extracted from each of the six facets of C.
(iii) Exactly two opposite vertices T , −T of C are definite.
Proof. (I) The six roots of C not contained in ±T form a symmetric set. Hence their total contribution to the signature is zero. It can be seen that these, plus the six zeros in T , are the only contributors to the sum of the signatures of the three triples mentioned in part (I). The (1, 2)-symplectic property for invariant almost-complex structures on full flag manifolds is well documented (see [2] , [5] and [23] ). There are at least two plausible generalizations of this concept to the case of f -structures, the (1, 2)-symplectic and (1, 1)-symplectic properties. The latter is more relevant for us. It was introduced by Black [1] .
Here we define and discuss both properties. First we specialize classical Riemannian geometry to the case of an invariant metric ds 2 on a general flag manifold F. Associated with Λ and F are several important invariant tensor fields: the Riemannian connection, the derivative d ∇ F, the Kähler form and its exterior derivative. Since these tensors are invariant, it suffices to specify them on the Weyl basis X α , α ∈ Π . This enables us to get combinatorial conditions for the (1, 1)-symplectic property.
Metric. Every invariant metric ds 2 is uniquely determined by its restriction to the tangent space q = T b F, that is, by an inner product (·, ·) on q invariant under the adjoint action of K (see [26] ). This inner product is given by
for some linear map Λ : q → q which is symmetric and positive definite with respect to the Cartan-Killing form. The invariance of the metric implies that
and the symmetry implies that λ α = λ −α > 0. We shall use the symbol Λ to denote both the linear map and the metric it represents. Connection. The Riemannian (Levi-Civita) connection ∇ : q × q → q associated with the metric Λ is given by
By (11) we have Λ
α X α for all α ∈ Π . This, together with (1), (11) and (12) , gives the following equations for all α, β ∈ Π :
Kähler form. The Kähler form, regarded as a 2-form on q, is defined by
Using (1), (10), (12) and (14), we get
for all α, β ∈ Π . The exterior derivative dσ is given by
where
Indeed, regarding X, Y, Z ∈ q as vector fields on F and using (10) and (13), we get the following expression for dσ at the origin:
Applying (15) to the right-hand side, we see that dσ(X α , X β , X γ ) vanishes unless T = (α, β, γ) is a zero-sum triple with F(T ) = (0, 0, 0). In this case, (2) implies that m α,β = m β,γ = m γ,α , and we obtain (16) by cancellation. Derivative of the connection. Let F be an invariant f -structure on F. Following [27] , we define the derivative d ∇ F : q × q → q with respect to the Riemannian connection by
Using (1), (10) and (13), we get
The (1, 1)-symplectic property. We denote by d
and Y ∈ q − . This property can be described in terms of the Kähler form σ. We denote by dσ +− * the restriction of dσ : q × q × q → C to the linear subspace q + × q − × q.
Theorem 1.
The following properties of the triple (F, Λ, F) are equivalent.
For all α, β ∈ Π with α + β ∈ Π and 1 = ε α = −ε β , we have
(iv) In (17) we have t(α, β, γ) = 0 for all zero-sum triples {α, β, γ} with 1 = ε α = −ε β .
Proof. Putting ε α = 1 and ε β = −1 in (19), we get
The equivalence of (i) and (iii) follows directly from (16) . The equivalence of (iii) and (iv) follows directly from (17) . We note that the 'missing case' ε α+β ∈ q − in (20) follows by replacing the triple T = (α, β, −α − β) by −T . Finally, (21) and the asymmetry of F yield the equivalence of (ii) and (iii).
The (1, 2)-symplectic property. Let dσ +−− be the tensor obtained by restricting dσ to the linear subspace q + ⊕ q − ⊕ q − . We say that (F, F, Λ) is (1, 2)-symplectic if dσ +−− vanishes. Rawnsley and Salamon [5] , [7] showed that the (1, 1)-and (1, 2) -symplectic properties coincide for almost-complex structures. We derive their result as a simple corollary of Theorem 1.
Theorem 2. The following properties of an almost-complex structure F = J are equivalent.
(
Proof. By projecting the vector Z ∈ q in the expression dσ +− * (X, Y, Z) onto the three eigenspaces q + , q 0 , q − , we obtain a direct sum decomposition
The tensors dσ +−+ and dσ +−− are isometric to each other since dσ is antisymmetric. Thus, if one of them vanishes, so does the other. The third tensor dσ +−0 is trivial for almost-complex structures J.
For general f -structures, the (1, 2)-symplectic property is a necessary (but not sufficient) condition for the (1, 1)-symplectic property in Theorem 1 because dσ +−0 may now be non-trivial. § 6. Local transitivity By Theorem 1, the (1, 1)-symplectic property may be recast in terms of zero-sum triples, that is, in terms of the intersection graph. This paves the way for expressing admissibility in graph-theoretic terms. We need the following definition.
Definition 2. (i)
A set Ω ⊂ Π is said to be positive (with respect to a given fstructure F) if ε α = 1 for all α ∈ Ω.
(ii) We write Ω − Ω for the set {α − β : α, β ∈ Ω}.
(iii) The structure (F, F) is said to be locally transitive if, for every positive set Ω ∈ Π with Ω := (Ω − Ω) \ {0} ⊂ Π , the set Ω contains no definite zero-sum triples.
It is clear that local transitivity is an hereditary property: if F is locally transitive on Π , then it is locally transitive on any subset of Π . We shall also see that local transitivity is a local property: it may be checked on individual cubes of the associated intersection graph G. (Since a symmetric quadruple has an even number of repeated extracted triples, it suffices in (ii) to consider only non-symmetric quadruples.)
Proof. The equivalence of (ii) and (iii) is obvious. Let us prove by contradiction that (i) implies (iii). We assume that G contains a cube C with a single positive zero-sum triple T = {α, β, γ}. An easy exercise shows that F cannot vanish on any of the six edges of C which are not in ±T . These edges form an alternating 6-cycle for F. Hence F = 1 on precisely three of them. Denoting these three roots by δ, ϕ, ψ ∈ Π and setting Ω = {δ, ϕ, ψ}, one can verify that Ω contains T (the original positive zero-sum triple), which is impossible.
Conversely, let us prove by contradiction that (iii) implies (i). We assume that (F, F) is not locally transitive and take a minimal F-positive set Ω = {δ, ϕ, ψ} ⊂ Π such that the set Ω = ±(δ − ϕ), ±(ϕ − ψ), ±(ψ − δ) contains a definite triple. This triple is given by T = {δ − ϕ, ϕ − ψ, ψ − δ} up to a permutation of the elements of Ω. It can be verified directly that the zero-sum cube Q = {δ, ψ, ϕ − ψ, δ − ϕ} contains a unique positive zero-sum triple, namely T .
We now state our main result. Theorem 3. Let F be an f -structure on a general flag manifold F and G the associated intersection graph. Then the local transitivity of G is a necessary and sufficient condition for (F, F) to be (1, 1)-admissible.
Let us compare this result with its analogue for F(n) and digraphs [6] , [10] . Although local transitivity is defined differently in each case, it leads to the same characterization of admissibility for f -structures (see also [9] , [13] , [15] ). The digraph construction is currently unavailable for other flag manifolds, full or partial, but there is no problem with the intersection graph construction. In this sense, the present paper provides a valid extension of [6] .
The proof of necessity in Theorem 3 follows in the footsteps of the proof given in [15] for the special case of F(n), J, Λ .
Proof of Theorem 3. Necessity. Assume that (F, Λ, F) is (1, 1)-symplectic. Consider a quadruple Q = {α, β, γ, δ} of roots and expand d 2 σ(X α , X β , X γ , X δ ) as a sum of simple terms. Some of these are given by dσ [Xα, Xβ], Xγ, Xδ or dσ(Xα, Xγ, ∇ Xβ Xδ), where Q = {α,β,γ,δ} after some permutation. Assuming that α + β + γ + δ = 0, we see that these terms vanish and we are left with the six terms of the type ±imα +β mγ +δ t(α +β,γ,δ). If (F, Λ, F) is (1, 1)-symplectic, then we have t = 0 on the indefinite triples in (17) . Since the overall sum is zero, the remaining extracted triples cannot form a singleton.
Since this argument holds for any zero-sum quadruple Q, we conclude by Lemma 3 that (F, F) is locally transitive.
The proof of sufficiency in Theorem 3 is quite involved and includes several definitions and lemmas. We first consider a special class of f -structures for which the sufficiency is immediate. Definition 3. Let F be an f -structure on the flag manifold F and G the associated intersection graph.
(i) A zero-sum triple is said to be transitive (with respect to F) if it is indefinite and has signature 1.
(ii) The graph G is said to be completely non-transitive if it contains no transitive zero-sum triples.
Lemma 4. Every f -structure F with completely non-transitive intersection graph G is locally transitive and admissible.
Proof. If F is completely non-transitive, then the Cartan-Killing metric Λ α ≡ 1 (α ∈ Π ) is (1, 1)-symplectic. Indeed, suppose that there are no transitive triples. Then the second equation in (20) (the definition of the (1, 1)-symplectic property) becomes vacuous, and the first equation is satisfied trivially.
It follows from the proof of necessity in Theorem 3 that G is locally transitive. This also follows directly from Definitions 2, 3 and Lemma 2. (ii) The transitive span of Σ is the set Π := {±α ij : 1 i j k}. It is an affine image of some transitive A l system.
(iii) Let T = {α, β, γ} be a transitive zero-sum triple, say ε α = ε β = −ε γ = 0. Then the element γ is called the basis of T and α, β are called sides of T . The subdigraph associated to a transitive zero-sum triple will be called a transitive triangle.
We shall use reduction to the completely non-transitive case. Let us describe the reduction process, which successively eliminates all the transitive triangles.
Lemma 5. Assume that the intersection graph of the invariant f -structure F q is locally transitive but not completely non-transitive.
(i) Then F q admits a root γ q ∈ Π which is the basis of a transitive triple but not a side of any transitive triple.
(ii) The invariant f -structure F q+1 given by
is locally transitive.
Proof. We prove this lemma by an inductive argument using Definition 4. The two sides (ordered in any way) of a transitive triple form a rank-two transitive basis. (i) Since the structure is not completely non-transitive, we see from the definition above that Π contains transitive bases of rank at least 2 for F q . Let Σ = {α 1 , . . . , α k } be a maximal transitive basis of this type and Π its transitive span. We define γ q to be the highest root
We claim that γ q is not a side in Π. Indeed, if it were a side in a zero-sum triple {α, β, γ q } ⊂ Π, then we would have 1 = ε q γ q = ε q β = −ε q α , whence β ∈ Π + and −α = β + γ q ∈ Π + , contrary to the maximality of γ q . Next we show by contradiction that γ q is not a side in Π . Let ψ be the basis in some zero-sum triple {ϕ, γ q , ψ}. We assume that γ q = α + β ∈ Π + with α, β ∈ Π + (for example, α = α 1,j−1 , β = α j,k or vice versa). We now look at the cube C generated by α, β, ϕ (see Fig. 5 ). The root σ := β + ϕ lies in Π since it belongs to C. Consider the quadruple {α, β, ϕ, ρ}. By the choice of signs for α, β, γ, ϕ, ρ, we see that the three extracted triples {γ, ϕ, ρ}, {σ, ρ, α} and {α, β, −γ} are indefinite. Since F q is assumed to be locally transitive, Lemma 3 implies that {−σ, ϕ, β} is indefinite. Hence ε σ = 1.
We conclude that the k roots σ constructed in the previous paragraph satisfy either σ j = ϕ + α j 1 , j = 1, . . . , k, or σ j = α k j + ϕ, j = 1, . . . , k. Define Σ * to be the sequence (ϕ, α 1 , . . . , α k ) in the first case and (α 1 , . . . , α k , ϕ) in the second. Let Π * be the transitive span of Σ * . In both cases, Π * = Π ∪ {σ j } j=1,...,k . Since ε σj = 1 for all j, it follows that Σ * is a transitive basis larger than Σ, contrary to our assumption of maximality. Thus γ q cannot be a side in Π . (ii) By Lemma 3 it suffices to show that G contains no cubes with only one positive extracted triple for F q+1 . If such a cube does not contain γ q , there is nothing to prove because F q = F q+1 on that cube. We recall that ε q γ = 1. Let {α, β, γ q }, {γ q , δ, ρ} be the two zero-sum triples in C that contain γ q . The fact that γ q is not a side for F q means that we cannot have ε α = −ε β = 0 and ε δ = −ε ρ = 0. If |ε α | + |ε β | > 0 and |ε δ | + |ε ρ | > 0, then we conclude that ±{α, β, γ} and ±{γ, δ, ρ} are definite triples in C, whence F q is locally transitive. Otherwise we have essentially three possibilities for the vector (ε α , ε β , ε δ , ε ρ ), (1, 1, 0, 0), (1, 0, 0, 0) or (0, 0, 0, 0). It is an easy exercise to check that C is locally transitive in all three cases, independently of the values of F q on the remaining roots.
Proof of Theorem 3. Sufficiency. Assume that the intersection graph of (F, F) is locally transitive. Starting with F 1 = F, we eliminate all transitive triangles by a series of 'deletions' 1) -symplectic for all q = m, m − 1, . . . , 1. To make the induction step, we assume that (F, Λ q+1 , F q+1 ) is (1, 1)-symplectic. Assume that γ := γ q is a basis for F q in the triple T 1 = {α, β, γ} with ε α = ε β = −ε γ = 0. Put λ q γ := λ q+1 α + λ q+1 β . We must show that this definition does not lead to a contradiction: if {α, β, γ} and {γ, δ, ρ} are zero-sum triples, then there is a common value λ γ which accommodates both triples. There is no problem if these triples are definite or vanish with respect to F. It remains to consider the following cases. We consider σ = −(α + γ + δ) in this cube. There are three possibilities. 1) If ε q σ = 1, then we have λ β = λ δ + λ γ and λ ρ = λ α + λ σ in Fig. 6 . Hence
and so defining λ γ = λ α + λ β = λ ρ + λ δ does not yield contradiction. As in Case 1, we conclude that the cube generated by the zero-sum quadruple {α, β, −δ, −ρ} is given by Fig. 7 .
Since F q is locally transitive, we must have ε σ = −1, whence λ δ = λ β + λ σ and λ σ = λ α . Hence λ α + λ β = λ δ and no contradiction arises.
Case 3: ε α = ε δ = 1, ε β = ε ρ = 0, ε γ = −1. We know that γ is the basis of some transitive triple, say {γ, ϕ, ψ}. Applying Case 2 twice, we get
This results in λ α = λ δ , which is no problem.
Thus the structure (F, F q , Λ) is (1, 1)-symplectic because it satisfies (20) at every vertex of any cube.
To conclude, and in view of the study of harmonic maps in [1] , [2] and the (1, 1)-symplectic property, we have the following theorem.
Theorem 4. Let (M, g, J) be a co-symplectic almost-complex Riemannian manifold of even dimension and let (F, F) be a partial flag manifold endowed with a completely non-transitive f -structure. Then every (J, F)-holomorphic map ϕ : (M, J) → (F, F) is harmonic with respect to the Cartan-Killing metric.
Proof. Black [1] showed that every (J, F)-holomorphic map ϕ : (M, g, J)→(N, h, F ) between a co-symplectic manifold M and a (1, 1)-symplectic manifold N (that is, a map with dϕJ = F dϕ) is harmonic. Combining this fact with Lemma 4, we get the theorem.
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