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We study a hybrid quantum system consisting of spin ensembles and superconducting flux qubits,
where each spin ensemble is realized using the nitrogen-vacancy centers in a diamond crystal and the
nearest-neighbor spin ensembles are effectively coupled via a flux qubit. We show that the coupling
strengths between flux qubits and spin ensembles can reach the strong and even ultrastrong coupling
regimes by either engineering the hybrid structure in advance or tuning the excitation frequencies of
spin ensembles via external magnetic fields. When extending the hybrid structure to an array with
equal coupling strengths, we find that in the strong-coupling regime, the hybrid array is reduced
to a tight-binding model of a one-dimensional bosonic lattice. In the ultrastrong-coupling regime,
it exhibits quasi-particle excitations separated from the ground state by an energy gap. Moreover,
these quasi-particle excitations and the ground state are stable under a certain condition that is
tunable via the external magnetic field. This may provide an experimentally accessible method to
probe the instability of the system.
PACS numbers: 03.67.Ac, 42.50.Dv, 85.25.Cp, 76.30.Mi
I. INTRODUCTION
As an important subfield in quantum information,
quantum simulation [1] has attracted increasing interest,
and considerable advancements were achieved both the-
oretically [2–7] and experimentally [8–12]. Recently, hy-
brid quantum systems [13–25] have been strongly recom-
mended for quantum simulation because they can com-
bine two distinct advantages of the subsystems: the tun-
ability of artificial atoms such as quantum circuits, and
the long coherence times of atoms or spins. Also, strong
and tunable coupling between two subsystems can be re-
alized via either direct [19, 26–28] or indirect [29–31] cou-
pling schemes.
Among various hybrid quantum systems, the one con-
sisting of superconducting qubits and nitrogen-vacancy
(NV) centers in a diamond crystal [29, 30] has become
a topic of current interest. This hybrid quantum system
has the merits of high tunability and scalability in super-
conducting qubits, and long coherence times and stable
energy levels in NV centers. In addition, the magnetic
coupling between superconducting qubits and NV cen-
ters can be stronger than that between NV centers and a
transmission line resonator [29] by three orders of magni-
tude. These distinct advantages make this hybrid system
a good candidate for simulating the abundant features
of many-body systems. For instance, a hybrid quan-
tum architecture composed of inductively coupled flux
qubits, where a NV-center ensemble is placed on top of
each qubit loop, was proposed [32] to simulate a Jaynes-
Cummings (JC) lattice. Using this hybrid quantum sys-
tem, it is possible to investigate the quantum phase tran-
∗Electronic address: jqyou@csrc.ac.cn
sition between the localized and delocalized phases in a
Bose-Hubbard-like model. Because the flux qubits and
the NV centers can be tuned by external magnetic fields,
the JC lattice simulated using them is simpler and more
tunable than those realized using coupled cavities [33–
37].
In this paper, we study hybrid quantum systems
consisting of spin ensembles and superconducting flux
qubits, where each spin ensemble is also realized using
the NV centers in a diamond crystal. Different from
the hybrid quantum system in Ref. [32], a flux qubit is
placed in between two NV-center ensembles, and every
two nearest-neighbor spin ensembles are effectively cou-
pled via this flux qubit. The coupling strength between
flux qubits and spin ensembles can be tuned to reach the
strong- and even ultrastrong-coupling regimes by either
engineering the hybrid structure in advance or tuning
the excitation frequencies of spin ensembles via the ex-
ternal magnetic fields. These hybrid quantum systems
can be used to simulate the systems of coupled bosons,
including the demonstration of bilinear coupling among
the bosons. Moreover, these hybrid systems have the
advantage of scalability, so they can be extended to con-
struct hybrid arrays to simulate one-dimensional (1D)
bosonic lattices with tunable coupling strengths. In the
strong-coupling regime, the hybrid array is simply re-
duced to the tight-binding model of a 1D bosonic lat-
tice. In the ultrastrong-coupling regime, the hybrid ar-
ray exhibits more interesting properties. For instance,
because of the bilinear coupling in this regime, it can ex-
hibit quasi-particle excitations that have an energy gap
from the ground state. Moreover, it is found that these
quasi-particle excitations and the ground state are stable
under a certain condition that is tunable via the exter-
nal magnetic field. This may provide an experimentally
accessible method to probe the instability of the system.
2The paper is organized as follows. In Sec. II, we de-
scribe the proposed hybrid quantum system consisting
of two flux qubits and three adjoining spin ensembles.
The effective Hamiltonian for the spin ensembles is de-
rived in Sec. III by adiabatically eliminating the degrees
of freedom of the flux qubits in the dispersive regime. In
Sec. IV, the proposed hybrid quantum system is extended
to a hybrid array, so as to simulate 1D bosonic lattices
with tunable coupling strengths. The behavior of this
system in both the strong- and the ultrastrong- coupling
regimes is studied. Finally, discussions and conclusions
are given in Sec. V.
II. THE PROPOSED HYBRID QUANTUM
SYSTEM
We start from the simple structure consisting of three
spin ensembles, with every two nearest-neighbor ensem-
bles coupled by a flux qubit [see Fig. 1(a)]. We use NV
centers in a diamond crystal as a spin ensemble [22].
Each flux qubit is realized by a superconducting loop
interrupted with three Josephson junctions and biased
by a static external magnetic field perpendicular to the
loop [38]. This superconducting qubit can have a super-
position state of clockwise and counterclockwise persis-
tent currents in the loop. In contrast to the previous
proposals [29, 30], where a NV-center ensemble is placed
inside the loop of a flux qubit, we place a flux qubit in
between two NV-center ensembles in order to achieve ef-
fective coupling of the NV-center ensembles and scalable
hybrid structures.
For a NV center, the spin-1 triplet sublevels of its elec-
tronic ground state with ms = 0 and ms = ±1 have a
zero-field splitting [see Fig. 1(b)]. Because the strain-
induced splitting is negligible compared to the Zeeman
splitting, the electronic ground state of a single NV cen-
ter can be described by [39]
HNV = DS
2
z
+ geµBB · S, (1)
whereD is the zero-field splitting of the electronic ground
state, S is the usual spin-1 operator, ge is the g-factor,
and µB is the Bohr magneton. For convenience, we set
the crystalline axis of the NV center as the z direction. As
shown in Fig. 1(b), by introducing a weak external mag-
netic field Bext
z
along the z direction, an additional Zee-
man splitting between ms = ±1 sublevels occurs. Thus,
a two-level quantum system with sublevels ms = 0 and
−1 can be separated from the other levels. In the sub-
space of this two-level system, the Hamiltonian of a single
NV center can be reduced to (we set h = 1)
HNV =
1
2
νsτz, (2)
where νs = D−geµBBextz is the energy difference between
the lowest two sublevels with ms = 0 and −1, and τ ≡
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FIG. 1: (Color online) (a) Schematic diagram of the proposed
hybrid quantum system. Among the three spin ensembles,
every two nearest-neighbor spin ensembles are coupled by a
superconducting flux qubit. The qubit loop is on the y-z
plane and perpendicular to the x direction. (b) The Zeeman
splitting for the spin-1 sublevels ms = 0,±1 of the electronic
ground state in a NV center. (c) Hybrid array consisting of
spin ensembles and flux qubits, which is a periodic extension
of the hybrid quantum system in (a).
(τx, τy, τz) denote the Pauli operators with the two basis
states corresponding to the lowest two sublevels.
The subsystem of two flux qubits has a Hamiltonian
as follows [40]
HFQ =
2∑
i=1
1
2
(εiσ
(i)
z + λiσ
(i)
x ) +M12σ
(1)
z σ
(2)
z , (3)
where the first two terms involve two isolated flux qubits
and the third one is the interaction Hamiltonian of the
two flux qubits coupled via a mutual inductance m12 de-
fined byM12 = m12I
(1)
p I
(2)
p , with I
(i)
p being the persistent
current of the ith flux qubit; εi = 2I
(i)
p (Φ(i) − Φ0/2) is
the energy bias of the ith flux qubit (where Φ(i) is the
applied static magnetic flux, and Φ0 the flux quantum),
λi is the tunneling energy, and σ ≡ (σ(i)x , σ(i)y , σ(i)z ) de-
note the Pauli operators of the ith flux qubit. To reduce
the effect of the flux noise, the external static magnetic
field of each flux qubit is biased at the degeneracy point
with εi = 0, so that the transition frequency is νqi = λi.
Note that the two persistent-current states of each flux
qubit can produce an additional static magnetic field.
This magnetic field leads to couplings between the flux
qubit and its two neighboring NV centers. In the follow-
ing discussions, we use the eigenstates of σ
(i)
x as the new
basis states with σ
(i)
x → σ(i)z , and σ(i)z → σ(i)x . Then, the
Hamiltonian of the hybrid quantum system in Fig. 1(a)
3can be written as [21, 32]
H =
2∑
i=1
1
2
νqiσ
(i)
z +M12σ
(1)
x σ
(2)
x +
∑
j=1,2,3
n∑
m=1
1
2
ν(m)s τ
(m)
z,j
+
n∑
m=1
[J
(m)
11 (τ
(m)
1,+ + τ
(m)
1,− )σ
(1)
x + J
(m)
12 (τ
(m)
2,+ + τ
(m)
2,− )σ
(1)
x
+J
(m)
22 (τ
(m)
2,+ + τ
(m)
2,− )σ
(2)
x + J
(m)
23 (τ
(m)
3,+ + τ
(m)
3,− )σ
(2)
x ], (4)
where J
(m)
ij ≡ 1√2geµBB
(m)
ij is the coupling strength be-
tween the ith flux qubit and themth NV center in the jth
spin ensemble, with B
(m)
ij ( i = 1, 2; j = 1, 2, 3 ) being the
corresponding magnetic field in the x direction generated
by the ith flux qubit acting on the mth NV center in the
jth spin ensemble. The central spin ensemble (i.e., the
second one) experiences the magnetic fields generated by
both the left and right neighboring flux qubits.
To describe the collective excitation of each spin en-
semble, one can define
s†j =
1
Jij
n∑
m=1
J
(m)
ij τ
(m)
j,+ , (5)
where
Jij =
√∑
m
|J (m)ij |2. (6)
In the condition of large n and low excitations for each
spin ensemble, s†j and sj satisfies the bosonic commu-
tation relation [sj , s
†
j ] ≈ 1 (see, e.g., [32, 41, 42]). Us-
ing these collective operators, the total Hamiltonian in
Eq. (4), can be rewritten as
H = HFQ +HSE +HSE−FQ (7)
with
HFQ =
1
2
νq1σ
(1)
z +
1
2
νq2σ
(2)
z +M12σ
(1)
x σ
(2)
x ,
HSE = νs1s
†
1s1 +νs2s
†
2s2 + νs3s
†
3s3, (8)
HSE−FQ = J11(s
†
1 + s1)σ
(1)
x + J12(s
†
2 + s2)σ
(1)
x
+J22(s
†
2 + s2)σ
(2)
x + J23(s
†
3 + s3)σ
(2)
x .
Below we estimate the coupling strength Jij . The su-
perconducting loop of each flux qubit can be designed
as, e.g., a rectangular loop with length b and width a,
where the narrow side with a is along the z direction and
the nearest-neighbor flux qubits are separated by L, i.e.,
the width of the diamond crystal placed in between two
adjoining flux qubits [see Fig. 1(c)]. Therefore, we can
denote the position of a NV center located on the sym-
metric line along the z direction of the nearest-neighbor
rectangular loops as zNV, where 0 ≤ zNV < L. Accord-
ing to the Biot-Savart law, the magnetic field generated
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FIG. 2: (Color online) The separation (zNV) dependence of
the coupling strength J(m) between the flux qubit and the
mth spin in the NV-center ensemble, which is located on the
symmetric line of the rectangular loop in the z direction. Here
I
(i)
p = 0.5 µA, and a = b = 1 µm for the (blue) dotted curve;
I
(i)
p = 0.5 µA, a = 2 µm, and b = 10 µm for the (green)
dashed curve; and I
(i)
p = 0.9 µA, a = 2 µm, and b = 50 µm
for the (red) solid curve.
by the left flux qubit acting on this NV center can be
written as
B(zNV) =
µ0Ip
pi
{ 1√
(b/2)2 + (a+ zNV)2
×
[zNV + a
b
+
b
4(zNV + a)
]
− 1√
(b/2)2 + z2NV
( b
4zNV
+
zNV
b
)}
, (9)
where µ0 is the magnetic permeability. The correspond-
ing coupling J (m)(zNV) =
1√
2
geµB
(m)(zNV), produced
by the left flux qubit on this NV center, is shown in Fig. 2.
Here we choose the magnetic field B¯ at zNV/L = 0.5 as
the average magnetic field [21, 30] to estimate the cou-
pling produced by the left qubit on its adjoining NV-
center ensemble, i.e., J =
√
n
2 geµB¯. From Fig. 2, it can
be seen that the coupling for a single NV center decreases
slightly when zNV shifts from zNV/L = 0.5 to approach-
ing 1 (i.e., close to the right flux qubit), but increases
drastically when zNV changes from zNV/L = 0.5 to ap-
proaching 0 (i.e., close to the left flux qubit). Thus, it
is expected that the actual coupling produced by the
flux qubit on its adjoining NV-center ensemble should
be larger than J .
To estimate the value of the coupling J , we choose
the experimentally accessible density of NV centers as
43 × 106 µm−3 [43], the height of the diamond crystal
as 5 µm, and the thickness of the superconducting loop
as 60 nm [29]. For persistent current I
(i)
p = 0.5 µA,
a = b = 1 µm, and L = 0.5 µm, we have J ≈ √nJ (m) ∼
13 MHz. When a is increased to 2 µm and b to 10 µm,
J ∼ 60 MHz. This reaches the strong coupling regime
since the coupling strength produced by the flux qubit
on its adjoining NV-center ensemble is larger than the
decoherence rates of both the flux qubit (γFQ ∼ 1 MHz)
and the NV center ensemble (γSE ∼ 10 MHz [30]). When
I
(i)
p is increased to I
(i)
p = 0.9 µA [44], and b to 50 µm, the
coupling J is strengthened to J ∼ 250 MHz, which can
be comparable to the excitation frequency νs of the NV-
center ensemble because νs ≡ D−geµBBextz can be tuned
small via the external magnetic field. This corresponds
to the ultrastrong coupling regime. As for the inductive
coupling between the nearest-neighbor flux qubits, be-
cause they are separated by ∼ 1 µm, it is as weak as
M12 ∼ 1−10 MHz [45]. Therefore, compared to the cou-
pling between the flux qubit and its adjoining NV-center
ensemble, the inductive coupling can be neglected in the
Hamiltonian (8).
III. EFFECTIVE HAMILTONIAN OF THE SPIN
ENSEMBLES
We rewrite the Hamiltonian (7) as
H = H0 +HI, (10)
where the free part H0 is
H0 =
1
2
νq1σ
(1)
z +
1
2
νq2σ
(2)
z + νs1s
†
1s1 + νs2s
†
2s2 + νs3s
†
3s3,
(11)
and the interaction part HI is
HI = J11(σ
(1)
− s
†
1 + σ
(1)
− s1 +H.c.)
+J12(σ
(1)
− s
†
2 + σ
(1)
− s2 +H.c.)
+J22(σ
(2)
− s
†
2 + σ
(2)
− s2 +H.c.)
+J23(σ
(2)
− s
†
3 + σ
(2)
− s3 +H.c.). (12)
We consider the large-detuning case with ∆ij ≫ Jij ,
where ∆ij ≡ νqi − νsj > 0 (i = 1, 2; j = 1, 2, 3). In
such a case, the flux qubits can be regarded as being
kept in their ground states and only virtual excitations
can occur. Therefore, we can use the Fro¨hlich-Nakajima
transformation [46–48] to adiabatically eliminate the de-
grees of freedom of flux qubits to obtain an effective cou-
pling between the nearest-neighbor spin ensembles. This
unitary transformation U = exp(−V ) requires the anti-
Hermitian operator V = −V † to satisfy
HI + [H0, V ] = 0. (13)
This gives rise to an effective Hamiltonian, up to second
order, as
Heff = UHU
† = H0 +
1
2
[HI, V ] +O(J
3), (14)
where the anti-Hermitian operator V has the following
form:
V = A1(σ
(1)
− s
†
1 − σ(1)+ s1) +A5(σ(1)− s1 − σ(1)+ s†1)
+A2(σ
(1)
− s
†
2 − σ(1)+ s2) +A6(σ(1)− s2 − σ(1)+ s†2)
+A3(σ
(2)
− s
†
2 − σ(2)+ s2) +A7(σ(2)− s2 − σ(2)+ s†2)
+A4(σ
(2)
− s
†
3 − σ(2)+ s3) +A8(σ(2)− s3 − σ(2)+ s†3), (15)
with the coefficients given by
A1 =
J11
∆11
, A2 =
J12
∆12
, A3 =
J22
∆22
, A4 =
J23
∆23
,
A5 =
J11
Λ11
, A6 =
J12
Λ12
, A7 =
J22
Λ22
, A8 =
J23
Λ23
. (16)
Here Λij ≡ νqi + νsj (i = 1, 2; j = 1, 2, 3).
Because the coefficients Al (l = 1 to 8) are small in
the large-detuning case, the higher-order terms of the
Fro¨hlich-Nakajima transformation can be dropped out
and only the second-order term [HI, V ] needs to be kept.
Moreover, owing to the separate design of the nearest-
neighbor flux qubits in our approach, the diagonal term
of each flux qubit remains respectively at its original
expectation value in the adiabatic approximation, i.e.,
σ
(i)
z −→
〈
σ
(i)
z
〉
= −1, with i = 1, 2. After eliminating
the degrees of freedom of each flux qubit, the effective
Hamiltonian can be obtained as
Heff = ν
′
1s
†
1s1 + ν
′
3s
†
3s3 + ν
′
2s
†
2s2 − g11(s†1s†1 + s1s1)
−g22(s†2s†2 + s2s2)− g33(s†3s†3 + s3s3)
−g12(s1s†2 + s2s†1 + s†2s†1 + s1s2)
−g23(s2s†3 + s3s†2 + s†3s†2 + s2s3), (17)
where the parameters are given by
ν′1 = νs1 − 2g11, ν′3 = νs3 − 2g33,
ν′2 = νs2 − J212
( 1
∆12
+
1
Λ12
)
− J222
( 1
∆22
+
1
Λ22
)
,
g11 =
J211
2
( 1
∆11
+
1
Λ11
)
, g33 =
J223
2
( 1
∆23
+
1
Λ23
)
,
g22 =
J212
2
( 1
∆12
+
1
Λ12
+
1
∆22
+
1
Λ22
)
, (18)
g12 =
J11J12
2
( 1
∆12
+
1
Λ12
+
1
∆11
+
1
Λ11
)
,
g23 =
J22J23
2
( 1
∆23
+
1
Λ23
+
1
∆22
+
1
Λ22
)
.
Here ν′si is the effective excitation frequency of the
ith spin ensemble, and g12 (g23) is the effective cou-
pling strength between the first (second) and second
5(third) spin ensembles. Therefore, we achieve an effec-
tive coupling between the nearest-neighboring spin en-
sembles, where each spin ensemble behaves like a bo-
son. In Eq. (17), there are bilinear terms s†is
†
i + sisi
(i = 1, 2, 3), which involve one-mode squeezing within the
same bosons. Also, there are bilinear terms s†2s
†
1 + s1s2
and s†3s
†
2 + s2s3, which involve two-mode squeezing be-
tween the three different bosons. These terms become
important in the ultrastrong coupling regime with gij ∼
ν′j (i = 1, 2; j = 1, 2, 3).
As a special case, we further consider the strong cou-
pling regime, i.e., γFQ, γSE ≪ Jij ≪ ∆ij and gij ≪ ν′j .
In this case, the rotating-wave approximation can be ap-
plied, and the effective Hamiltonian is reduced to
Heff = ν
′
1 s
†
1s1 + ν
′
2s
†
2s2 + ν
′
3s
†
3s3
−g12(s†2s1 + s†1s2)− g23(s†3s2 + s†2s3), (19)
where ν′i, g12, and g23 are given in Eq. (18). As compared
with Eq. (17), the effective Hamiltonian is now reduced
to a JC form.
IV. HYBRID ARRAY
As an extension of the hybrid structure in Fig. 1(a),
we now propose a hybrid array in Fig. 1(c). Here we
consider a periodic system with νsl = νs, gl,l+1 = g, and
the periodic boundary condition. Similar to Eq. (17), the
effective Hamiltonian of the hybrid array can be written
as
H = (νs − 2g)
∑
j
s†jsj − g
∑
j
(s†js
†
j + sjsj
+s†jsj+1 + s
†
j+1sj + s
†
js
†
j+1 + sj+1sj), (20)
where
g = J2
( 1
∆
+
1
Λ
)
, (21)
with ∆ = νq − νs, and Λ = νq + νs.
In order to diagonalize the Hamiltonian (20), instead
of using the site operator s†j(sj) acting on the jth spin
ensemble, we employ the wave-vector operators b†k(bk)
acting on all ensembles in the array:
s†j =
1√
N
∑
k
e−ik·jb†k,
sj =
1√
N
∑
k
eik·jbk, (22)
where N is the number of spin ensembles in the array.
The new collective operators present themselves like a
wave excitation of bosons in the hybrid array. We Fourier
0
k
0 9.
1
Ek
pi/2/2 pi-pi-pi
FIG. 3: (Color online) Dispersion relation for the quasi-
particle energy Ek in Eq. (27), where J = 0.25 GHz, ωq =
6 GHz and ωs = 1 GHz. Note that an energy gap occurs,
which separates the quasi-particle excitations from the ground
state.
transform the bosonic operators to convert the Hamilto-
nian to
H =
∑
k
{
[(νs − 2g(1 + cos k)] b†kbk
−g(1 + eik)(b†kb†−k + b−kbk)
}
, (23)
with −pi ≤ k < pi. Because there are relations b†kb†−k =
b†−kb
†
k and b−kbk = bkb−k for bosons, the Hamilto-
nian (23) can be rewritten as
H =
∑
k
{
[νs − 2g(1 + cos k)] (b†kbk + b†−kb−k)
−2g(1 + cos k)(b†kb†−k + b−kbk)
}
, (24)
where 0 ≤ k < pi, i.e., the wave vector k is now confined
in half of the first Brillouin zone.
Furthermore, we apply the Bogoliubov transformation:
bk = µkαk − νkα†−k,
b†k = µ
∗
kα
†
k − ν∗kα−k,
b−k = µkα−k − νkα†k,
b†−k = µ
∗
kα
†
−k − ν∗kαk, (25)
where |µk|2 − |νk|2 = 1. It is clear that αk and α†k also
satisfy the bosonic commutation relations: [αk, α
†
k′ ] =
δkk′ , and [αk, αk′ ] = [α
†
k, α
†
k′ ] = 0. Then, the Hamiltonian
is diagonalized to
H =
∑
k
Ek(α
†
kαk + α
†
−kα−k) + Eg, (26)
where the quasi-particle energy is
Ek =
√
ν2s − 4νsg(1 + cos k), (27)
6and the ground-state energy is
Eg =
∑
k
{√
ν2s − 4νsg(1 + cos k)− [νs − 2g(1 + cos k)]
}
.
(28)
Here the parameters are required to satisfy
νs > 8g. (29)
In the opposite limit with νs < 8g, the eigenmodes
contain imaginary solutions, and the system is unsta-
ble. This indicates that when the frequency detuning is
fixed, the coupling strength J between the flux qubits
and the spin ensembles should be bounded even in the
ultrastrong regime, so as to achieve a stable quantum
system. The dispersion relation for the quasi-particle en-
ergy Ek with the given parameters is shown in Fig. 3,
where an energy gap separates the quasi-particle exci-
tations from the ground state. Experimentally, one can
tune νs ≡ D − geµBBextz via the external magnetic field
Bext
z
on the NV centers in order to satisfy the condition
in Eq. (29).
Meanwhile, in the limit of νs ≫ g, the counter rotating
terms in H can be neglected and the effective Hamilto-
nian of the hybrid array is reduced to
H = (νs − 2g)
∑
j
s†jsj − g
∑
j
(s†jsj+1 + s
†
j+1sj). (30)
This Hamiltonian corresponds to the tight-binding model
of bosons on a 1D lattice. We can diagonalize the Hamil-
tonian as
H =
∑
k
Ekb
†
kbk, (31)
where
Ek = νs − 2g(1 + cos k). (32)
This dispersion relation agrees with Eq. (27), in the limit
of νs ≫ g:
Ek = νs
[
1− 4g
νs
(1 + cos k)
]1/2
≈ νs
[
1− 2g
νs
(1 + cos k)
]
= νs − 2g(1 + cos k). (33)
Similar to the energy bands of non-interacting electrons
in a crystal, the dispersion relation in Eq. (32), deter-
mines an energy band of the 1D bosonic crystal.
V. DISCUSSION AND CONCLUSION
Compared with the scheme composed solely of super-
conducting qubits, our proposed hybrid system can be
more easily tuned to the ultrastrong-coupling regime.
Experimentally, this can be conveniently achieved by
tuning the applied magnetic field to increase the ratio
of the coupling strength between the flux qubit and the
NV-center ensemble to the excitation frequency of the
spin ensemble. As given in Sec. II, for the experimen-
tally accessible parameters Ip = 0.9 µA, a = 2 µm, and
b = 50 µm, the coupling strength J between the flux
qubit and the NV-center ensemble can be as strong as
J ∼ 250 MHz. If the frequency of the NV-center en-
semble is tuned, for example, to νs ∼ 1 GHz via the
external magnetic field, one can reach an ultrastrong-
coupling regime with J/νs ∼ 25%. The correspond-
ing ratio of the effective coupling strength g between
bosons to the excitation frequency of the spin ensemble
can reach g/νs ∼ 12%. However, in the well-established
scheme composed solely of superconducting qubits [45],
where two flux qubits are coupled via an additional large-
detuned flux qubit, the ratio of the effective coupling
strength between the two flux qubits to the single-qubit
frequency is about 1.5%. Obviously, it is much smaller
than the achievable ratio g/νs ∼ 12% in our hybrid sys-
tem.
Coherence times in superconducting qubits have been
steadily increasing over the past decade, with the coher-
ence times in excess of 100 µs for the transmon qubit in a
3D cavity [49, 50]. Due to the large capacitance shunted
to the qubit, the effect of the charge noise on the qubit
is greatly suppressed. Also, it is this large shunt capac-
itance that yields a strong coupling between the qubit
and the cavity. However, it is hard to use only one qubit
to both simultaneously and strongly couple two cavities,
due to the difficulty in circuits design. Also, it could be
a similar case for the proposed 1D array of resonators
coupled by either superconducting-ring couplers or dc-
SQUIDs [51], because it is usually not easy to achieve
ultrastrong couplings for a superconducting-ring coupler
(dc-SQUID) simultaneously coupled to two resonators.
In contrast, as discussed above, our proposed hybrid sys-
tem can be more conveniently tuned to the ultrastrong-
coupling regime by just tuning the applied magnetic field
to increase the ratio of the qubit-spin coupling to the ex-
citation frequency of the spin ensemble.
In a coupled system, it is difficult to directly calculate
the relaxation or decoherence times of the subsystems be-
cause they depend on the nature of the environment cou-
pled to each subsystem. However, they can be estimated
from some experimental observations. For instance, in
a recent experiment on the hybrid system consisting of
a flux qubit and a NV-center ensemble, it was estimated
from the observed decay time of the quantum oscillations
that, when the flux qubit was in resonance with the NV
centers, the relaxation times were T1,qb ∼ 150 ns for the
flux qubit and T1,NV ≫ 10 µs for the NV centers [30]. In
our proposed hybrid system, the flux qubit is kept in the
ground state, so the coherence times of the NV centers
should be even longer since the designed off-resonance of
the flux qubit to the NV centers will suppress the deco-
7herence on the NV centers induced by the relaxation of
the flux qubit. In fact, in our proposed hybrid system,
the flux qubit is largely detuned from the NV centers.
Typically, the frequency νq of the flux qubit can be de-
signed as 5-10 GHz. In the experiments of superconduct-
ing qubits, the temperature can be as low as T ∼ 10 mK,
which corresponds to kBT ∼ 0.1 GHz ≪ νq. Thus, even
a lossy flux qubit can indeed be kept in the ground state
at such a low temperature, and its relaxation-induced
decoherence on the NV centers is then suppressed.
In conclusion, we have studied a hybrid quantum sys-
tem consisting of spin ensembles and superconducting
flux qubits. Each spin ensemble is realized using the
NV centers in a diamond crystal, and every two nearest-
neighbor spin ensembles are effectively coupled by adia-
batically eliminating the degrees of freedom of the flux
qubit placed in between these two spin ensembles. The
coupling strengths between flux qubits and spin ensem-
bles can be tuned into strong- and even ultrastrong- cou-
pling regimes by either engineering the hybrid structure
in advance or tuning the excitation frequencies of spin en-
sembles via the external magnetic fields. As an elemen-
tary structure, three effectively coupled spin ensembles
can be used to simulate the system of coupled bosons,
especially for demonstrating bilinear coupling between
bosons in the ultrastrong-coupling regime. Moreover,
due to the advantage of scalability, this structure can
be extended to construct hybrid arrays to simulate 1D
bosonic lattices with tunable coupling strengths. In the
strong-coupling regime, the hybrid array can be simply
reduced to the tight-binding model on a 1D bosonic lat-
tice. However, in the ultrastrong-coupling regime, the
hybrid array exhibits more interesting properties. Be-
cause of the bilinear coupling in this regime, it can ex-
hibit quasi-particle excitations that have an energy gap
from the ground state. Moreover, these quasi-particle ex-
citations and the ground state are stable under a certain
condition that is tunable via the external magnetic field.
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