Incremental information, as measured by the quantum entropy, is increasing when two ensembles are united. This result was proved by Lieb and Ruskai, and it is the foundation for the proof of strong subadditivity of quantum entropy. We present a truly elementary proof of this fact in the context of the broader family of matrix entropies introduced by Chen and Tropp.
Introduction
Let ρ be a positive definite matrix on a bipartite system H = H 1 ⊗ H 2 of Hilbert spaces H 1 and H 2 of finite dimensions. Lieb and Ruskai [6, Theorem 1] proved that the function ρ → S(ρ) − S(ρ 1 ) is concave in positive definite ρ on H, where ρ 1 = Tr 2 ρ is the partial trace of ρ on H 1 and S(ρ) = −Tr ρ log ρ is the quantum entropy of ρ. The proof used Klein's inequality and Lieb's concavity theorem. Before giving a truly elementary proof of this result we broaden the investigation and consider functions of the form
, where f : (0, ∞) → R is a given function, and d 2 is the dimension of H 2 . If f is sufficiently smooth then G is Fréchet differentiable and the first Fréchet differential is given by
where we used Tr df (x)h = Tr f ′ (x)h, see for example [3, Theorem 2.2] . We continue to calculate the second Fréchet differential
in positive definite ρ and self-adjoint h.
Matrix entropies
Matrix entropies were introduced by Chen and Tropp [2] as a tool to obtain concentration inequalities for random matrices, and their representing functions may be characterised in various ways [4, Theorem 1.2]. In particular, a twice differentiable function f : (0, ∞) → R is (the representing function) of a matrix entropy if and only if the function of two variables
is convex for positive definite ρ and arbitrary h. Lieb [5, Theorem 3] proved that the function
is convex. The function t → t log t is therefore a matrix entropy (this result was obtained by different means in [2] ). The convexity statement in (4) may be easily obtained by the following argument. Consider the positive function
and let L x and R x denote left and right multiplication with x. Then
where the intermediary calculation is carried out in an orthonormal basis (e 1 , . . . , e n ) of eigenvectors of x with corresponding eigenvalues λ 1 , . . . , λ n counted with multiplicity. Combining the two formulas we obtain
The convexity in (4) now follows from convexity of the operator map (A, B) → B * A −1 B, where A is positive definite, proved by Lieb and Ruskai [7] . With Ando's elegant proof [1, Theorem 1] this result is readily accessible.
The above line of arguments may be generalised, and we obtain that a sufficient condition for a function f : (0, ∞) → R to be a matrix entropy is that the second derivative f ′′ is positive, decreasing and operator convex [4, Theorem 1.3]. Lemma 1.1. Let Φ be a conditional expectation, and let f be a matrix entropy. Then
for positive definite ρ and arbitrary h.
Proof. In the finite dimensional case that we consider Φ may be written on the form
for unitaries u 1 , . . . , u n and non-negative weights p 1 , . . . , p n summing up to one. The convexity of the map in (3) thus yields
which is the assertion. QED 2 The main result Theorem 2.1. Let f : (0, ∞) → R be a matrix entropy. The function
is convex in positive definite ρ acting on a bipartite system H = H 1 ⊗ H 2 of Hilbert spaces of finite dimensions, where ρ 1 denotes the partial trace of ρ on
Proof. We may write ρ 1 ⊗ 1 2 = d 2 π 1 (ρ) in terms of a conditional expectation π 1 on B(H). Since f is a matrix entropy we obtain
where we used Lemma 1.1. It then follows from (2) that the second Fréchet differential d 2 G(ρ)(h, h) is non-negative, so G is convex. QED Example 2.2. If we consider the matrix entropy f (t) = t log t then the map is convex.
