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Introduzione
DNA, cellulosa, materie plastiche, caucciù sono solo alcuni dei moltissimi
esempi di polimeri che si possono fare e che riguardano molte delle attività
importanti per l’uomo; non sorprende, perciò, che essi costituiscano ormai da
diversi anni un argomento di grande interesse scientifico. Data la varietà, la
loro indagine riguarda vari settori della scienza quali chimica, fisica, biologia
e, ovviamente, la matematica.
In questo elaborato prendiamo in esame un modello probabilistico per lo
studio del comportamento di un polimero, visto come oggetto aleatorio, in
interazione con l’ambiente, anch’esso aleatorio; gli strumenti di cui ci servi-
remo per questa analisi saranno quelli della teoria delle probabilità.
Nel primo capitolo viene descritto il modello di passeggiata aleatoria sem-
plice che modelliza la configurazione spaziale di un polimero costituito da
monomeri idrofili, il quale si suppone che viva nel reticolo discreto Zd, in
cui si trovano posizionate in modo aleatorio molecole idrofobe (impurità o
disordine) le quali, a seconda del valore che assumono, attroggono oppu-
re respingono i monomeri che compongono la catena. La nostra analisi si
concentra sul comportamento asintotico del polimero al variare della tem-
peratura e della dimensione in cui lo si considera; ciò che ne emerge è una
transizione tra due fasi che si distinguono per il diverso peso che assume la
presenza delle impurità.
Nel secondo capitolo ci addentriamo nello studio della prima delle suddette
fasi, quella che verrà denominata regime di disordine debole, caratterizzata
dal fatto che le impurità non producono effetti rilevanti sul comportamento
i
ii
della catena, che, sommariamente, si comporta come una passeggiata alea-
toria semplice (comportamento diffusivo). Diversamente, il terzo capitolo è
dedicato all’analisi del regime di disordine forte, che, contrariamente al caso
precedente, si contraddistingue per il drastico cambio di comportamento che
la presenza delle impurità provoca sulle traiettorie del polimero.
Nel quarto capitolo l’analisi si sposta su una quantità fondamentale nello
studio di sistemi disordinati, ovvero l’energia libera, in termini della quale si
può descrivere la transizione di fase sopra introdotta.
Il quinto capitolo ha come obiettivo quello di fare una breve panoramica sul
fenomeno della superdiffusività (da contrapporsi alla diffusività), nel caso di
due modelli in partiolare; esso costituisce un argomento interessante da stu-
diare ma che, ad oggi, rimane, nella maggior parte dei casi, un problema
aperto.
Per finire, viene inserita un’appendice sulle martingale a tempo discreto, in
cui vengono riportati i principali risultati teorici utili alla trattazione degli
argomenti.
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Capitolo 1
Polimeri diretti in ambiente
aleatorio
1.1 Polimeri e passeggiata aleatoria
Un polimero (dal greco poly-, molte e méros, parte) é una grossa mo-
lecola costituita da moltissime molecole piú piccole uguali oppure diverse,
che vengono chiamate monomeri, unite fra loro mediante legami chimici a
formare una catena. Esempi di polimeri se ne trovano abbondantemente in
natura: il DNA ne é una dei principali insieme alle proteine e alla cellulosa.
Esistono anche polimeri artificiali, quali, per esempio, le materie plastiche;
oppure quelli di tipo inorganico, tra i quali possiamo trovare i siliconi. Data
la loro importanza per l’uomo, essi costituiscono un importante argomento
di ricerca in vari settori della scienza, quali la chimica, la fisica, la biologia e
anche la matematica.
Immaginiamo di avere un polimero costituito da monomeri idrofili immerso
in una soluzione acquosa, la quale contiene, posizionate in maniera aleatoria,
molecole idrofobe (che chiameremo impuritá), le quali tenderanno a respin-
gere i monomeri. A causa delle fluttuazioni provocate da questa interazione,
la configurazione spaziale del polimero può cambiare rapidamente, alteran-
done la forma a livello macroscopico. Diventa cos̀ı ragionevole considerare
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la catena polimerica come un oggetto aleatorio che può essere studiato con
gli strumenti della teoria della probabilità. Il problema che ci si pone in
questo particolare studio é quello di capire se la presenza di quelle che abbia-
mo chiamato impurità, ossia le molecole idrofobe, possano alterare o meno il
comportamento della catena, modificandone globalmente la forma.
Chiaramente, per costruire un modello matematico che conservi le carat-
teristiche salienti della situazione reale sopra descritta e che, allo stesso
tempo, la rendano trattabile rigorosamente, si rendono necessarie alcune
semplificazione:
• si suppone che il polimero e le impurità vivano nel reticolo discreto Zd
e che la configurazione spaziale del polimero costituito da N monomeri
sia rappresentato da un cammino di N passi;
• si esclude la possibilità che il polimero possa aggrovigliarsi su se stesso
o sovrapporsi, perció si assume che esso si muova in una direzione
prefissata (per questo motivo si parla di polimero diretto).
I polimeri diretti, quindi, possono essere pensati come cammini di processi
stocastici interagenti con un disordire, le impurità, dipendenti dallo spazio e
dal tempo, le cui traiettorie servono a modellizzarne le configurazioni spaziali.
Due processi che possiamo considerare per descrivere i polimeri in interazione
con l’ambiente sono:
1. la passeggiata aleatoria semplice: (Sn)n∈N su Zd definita da
S0 = 0 , Sn =
n∑
i=1
Xi n ≥ 1 (1.1)
dove gli Xi sono variabili aleatorie i.i.d. tali che P (Xi = ±ek) =
1
2d
, ∀k = 1, . . . , d dove {ek}k=1,...,d indicano i versori coordinati.
2. la passeggiata aleatoria auto-evitante: in Zd, ovvero una passeggiata
aleatoria semplice (Sn) vincolata a non visitare piú di una volta lo
stesso sito.
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Considerate le semplificazioni di cui dobbiamo tener conto, risulterebbe na-
turale la scelta delle passeggiate aleatorie auto-evitanti come processi per
modellizzare i polimeri, queste ultime però sono oggetti matematici molto
difficili da studiare, e tuttora oggetto di ricerca; per tale motivo si preferisce
lavorare con le passeggiate aleatorie semplici o dirette.
1.2 Definizione del modello
Definiamo ora il modello di passeggiata aleatoria per il polimero diretto
in ambiente aleatorio che sarà l’oggetto di questo elaborato.
• Passeggiata aleatoria: sia {Sn}n≥0 una passeggiata aleatoria semplice,
simmetrica sullo spazio di probabilità (Ω,F ,P), dove
Ω = {S = (Sn)n∈[0,N ] ∈ (Zd)N+1 : S0 = 0, ∀n ∈ [1, N ], ||Sn−Sn−1|| = 1}
F è la σ-algebra dei cilindri su Ω, mentre P è la misura di probabilità
della passeggiata aleatoria ed è tale che gli incrementi S1−S0, . . . , Sn−
Sn−1 sono indipendenti e
P(S0 = 0) = 1, P(Sn − Sn−1 = ±δj) =
1
2d
, j = 1, . . . , d
dove δj = (δkj)
d
k=1 è il j-esimo vettore della base canonica di Zd. Nel
seguito indicheremo con E l’aspettazione rispetto alla misura P.
• Ambiente aleatorio: l’insieme delle impurità ω = (ωn,x)n≥0,x∈Zd è una
successione di v.a. i.i.d. di media zero e varianza unitaria definite su
uno spazio di probabilità (H,G,Q) aventi tutti i momenti esponenziale
λ(β) := logE[eβω1,0 ] <∞ ∀β ∈ R. (1.2)
La variabile ωn,x descrive la presenza (o la forza di interazione) dell’im-
purità nel punto di coordinate (n, x). Si assume, inoltre, che ω(n, x), n ∈
N, x ∈ Zd siano indipendenti dalla passeggiata aleatoria (Sn)n≥0
Nel seguito E indicherà l’aspettazione rispetto alla misura Q.
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Osservazione 1. Da notare che il disordine, ω, viene scelto inizialmente
e rimarrà fissato per tutta l’analisi che faremo: in questo caso si parla
di aleatorietà di tipo quenched.
• Misura dei polimeri: ad ogni cammino S di Ω si associa una energia
data dalla Hamiltoniana
HωN(S) =
N∑
n=1
ωn,Sn . (1.3)
dove β = 1
T
> 0 è l’inverso della temperatura e indica quanto forte-
mente la catena polimerica interagisce con l’ambiente.
Si definisce poi ∀N > 0 la misura di probabilità dei polimeri µβ,ωN sullo
spazio (Ω,F) come la misura di Gibbs definita da
µβ,ωN (S) :=
1
Zβ,ωN
eβH
ω
N (S)P(S) (1.4)
dove
Zβ,ωN = E
[
eβ
∑N
i=1 ωi,Si
]
=
∑
S∈Ω
(2d)neβHn , (1.5)
si chiama funzione di partizione del sistema.
La catena polimerica, rappresentata dal processo (i, Si)1≤i≤N , è attratta da
punti dello spazio N×Zd in cui il disordine ω assume valori positivi e respinto
da quelli in cui risulta negativo. Supponiamo, ad esempio, che ωi,x assuma
solo due valori: +1 se nel sito (i, x) è presente una molecola d’acqua e -1
se in (i, x) c’è una molecola idrofoba. In questo caso l’energia del polimero
diminuisce di un fattore pari a β ogniqualvolta un monomero si trovi a con-
tatto con una molecola idrofoba (ωi,Si = −1). Pertanto, la tipica forma del
polimero è quella che cerca di evitare il più possibile le impurità.
Il modello che abbiamo ora descritto venne introdotto originariamente in fi-
sica nella seconda metà degli anni ’80 da D. Huse e A. Henley (”Pinning and
roughening of domain walls in Ising systems due to random impurities”) per
lo studio del modello di Ising bidimensionale soggetto a impurità random.
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Figura 1.1: Polimero diretto in ambiente aleatorio. Le diverse sfumature
delle palline indicano valori diversi dell’ambiente
Solo successivamente raggiunse la comunità matematica e venne formulato
come sopra con [2] e J. Imbrie e T. Spencer in ”Diffusion of directed polymer
in random environment”.
Due tipiche scelte della distribuzione del disordine sono:
Esempio 1.1. Ambiente con distribuzione di Bernoulli . In questo caso ωn,Sn
puó assumere soltanto due valori, −1 e +1, con probabilità, rispettivamente,
p > 0 e q = 1− p > 0, perció
λ(β) = ln(pe−β + (1− p)eβ)
Esempio 1.2. Ambiente Gaussiano. In questo caso ω ha distribuzione
normale standard;
Q(ωn,x ∈ dt) =
1√
2π
e−
x2
2 dt.
Risulta
E[eβω1,0 ] =
1√
2π
∫
R
eβxe−
x2
2 dx
=
1√
2π
e
β2
2
∫
R
e−y
2√
2dy
= e
β2
2 ,
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da cui
λ(β) =
β2
2
.
Diversi dei risultati che vedremo sono stati prima dedotti per questi due
tipi di distribuzione del disordine e, successivamente, estesi al caso di un
ambiente aleatorio più generale.
Osservazione 2. Se nella definizione della misura di probabilità (1.4) si prende
β = 0, allora µβ,ωN non è altro che la legge della passeggiata aleatoria semplice.
Siamo interessati al comportamento asintotico del polimero per N → +∞
rispetto alla misura µβ,ωN e a capire sotto quali condizioni sulla dimensione
d e la temperatura esso si differenzia dal comportamento asintotico della
passeggiata aleatoria semplice. Fissata la successione ω, al variare di questi
due parametri si osserva una transizione fra due diverse fasi:
1. se d ≥ 3 e β abbastanza piccolo (alte temperature), le impurità non
modificano la forma globale del polimero; in questo caso si parla di
disordine debole(weak disorder phase).
2. se d ≤ 2 e β 6= 0 oppure d ≥ 3 e β abbastanza grande (basse temperatu-
re) le impurità cambiano drasticamente la forma globale del polimero,
più precisamente, si osserva che esso tende a sistemare i propri mono-
meri lungo corridoi energeticamente più favorevoli; in questo caso si
parla di disordine forte (strong disorder phase).
Notazione
Nel seguito ometteremo la dipendenza esplicita da β e/o ω delle quantità
introdotte per alleggerire la notazione.
1.3 Funzione di partizione normalizzata e tran-
sizione di fase
Un ruolo fondamentale nello studio dei polimeri diretti è ricoperto dalla
funzione di partizione normalizzata WN , grazie alla quale possiamo fare una
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prima caratterizzazione della transizione di fase.
Si definisce la funzione di partizione normalizzata come
WN :=
Zβ,ωN
E[Zβ,ωN ]
(1.6)
Risulta
E[Zβ,ωN ] = EE[e
β
∑N
n=1 ωn,Sn ] = eNλ(β)
dove la prima uguaglianze si ottiene applicando il teorema di Fubini-Tonelli
e la seconda segue dall’indipendenza di ω. Si ha
WN = E[e
∑N
n=1(βωn,Sn−λ(β))] (1.7)
Proposizione 1.3.1. La successione (WN)N≥1 è una martingala rispetto alla
filtrazione
GN = σ((ωn,x)n≤N,x∈Zd) (1.8)
Quindi, esiste il limite
lim
N→+∞
WN =: W∞,
e risulta
Q(W∞ > 0) ∈ {0, 1}. (1.9)
Dimostrazione. Innanzitutto, dimostriamo che la successione (WN)N≥1 è una
martingala positiva sullo spazio (H,G,Q). Poniamo
e(n, x) = e(βωn,x−λ(β))
e1,N =
∏
1≤j≤N
e(j, Sj).
Osserviamo che WN = E[e1,N ]. Per ogni fissato S ∈ Ω, e1,N è il prodotto di
variabili aleatorie i.i.d con media unitaria, e, perciò, è una (GN)-martingala
sullo spazio (H,G,Q) ( si veda nell’Appendice gli esempi di martingale).Di
conseguenza, WN è una martingala sullo spazio suddetto. Per il corollario
(A.2.3) sulla convergenza delle martingale, il limite W∞ esiste Q-q.c ed è
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non negativo. Ora, poiché {W∞ = 0} è un evento misurabile rispetto alla
σ-algebra coda ⋂
N≥1
σ(ω(j, x); j ≥ N, x ∈ Zd),
per la legge 0 − 1 di Kolmogorov, ogni evento nella σ-algebra coda ha pro-
babilità 0 oppure 1, di conseguenza Q(W∞ > 0) = 1 oppure Q(W∞ = 0) =
1.
Diamo la seguente
Definizione 1.1. Si parla di
disordine debole quando Q(W∞ > 0) = 1
disordine forte quando Q(W∞ = 0) = 1
Vedremo che nel primo caso le traiettorie del polimero presentano un
comportamento diffusivo (tipico della passeggiata aleatoria semplice simme-
trica), ossia la catena ha la tendenza a disperdere i suoi monomeri lontano
dall’origine, contrariamente, nel secondo caso il comportamento è superdiffu-
sivo, nel senso che vi sono ristrette regioni dello spazio all’interno delle quali
si collocano i monomeri. Come abbiamo già osservato, nel caso in cui β = 0
la catena polimerica non è altro che una passegiata aleatoria semplice, la
quale rientra nella fase di disordine debole in quanto WN =
Z0,ωN
E[Z0,ωN ]
= 1.
Teorema 1.3.2 (Temperatura critica).
Esiste un valore critico della temperatura βc = βc(d), che dipende dalla
distribuzione di ω, tale che
• il disordine debole si ha quando β < βc,
• il disordine forte si ha quando β > βc.
Inoltre:
βc(d) = 0 quando d = 1, 2 (1.10)
βc(d) ∈ (0,∞] quando d ≥ 3.
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Figura 1.2: Andamento tipico delle traiettorie nelle due diverse fasi
Non si conosce ancora cosa avviene in corrispondenza del valore critico
β = βc.
Vedremo qui di seguito la dimostrazione dell’unicità di βc, invece, per quel che
riguarda la (1.10), la dimostrazione verrà data, rispettivamente, nel secondo
e nel terzo capitolo. Innanzitutto, dimostriamo il seguente
Lemma 1.3.3. (a) Assumiamo che φ : (0,∞) 7−→ R sia C1 e che ci siano
due costanti C, p ∈ [1,∞) tali che
|φ′(u)| ≤ Cup + Cu−p, ∀u > 0.
Allora,
φ(Wn),
∂φ(Wn)
∂β
∈ L1(Q), E[φ(Wn)] ∈ C1
per β ∈ R, e
∂
∂β
Q[φ(Wn)] = E
[ ∂
∂β
φ(Wn)
]
. (1.11)
(b) Supponiammo, inoltre, che φ sia una funzione concava su (0,∞). Allora,
E
[ ∂
∂β
φ(Wn)
]
≤ 0 per β ≥ 0. (1.12)
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Dimostrazione. (a) Fissiamo β1, 0 < β1 < ∞, e poniamo I = [0, β1].
Facciamo vedere che, per ogni n ∈ N e p ∈ [1,∞),
sup
β∈I
Wn, sup
β∈I
W−1n , sup
β∈I
∣∣∣∂Wn
∂β
∣∣∣ ∈ Lp(Q). (1.13)
Usando il teorema di Fubini-Tonelli, si trova
E[(Wn)p] = E[(E[eβ
∑n
i=1−nλ(β)])p]
≤ E[E[(eβ
∑n
i=1−nλ(β))p]]
= E[E[epβ
∑n
i=1−pnλ(β)]]
= E[E[epβ
∑n
i=1−pnλ(β)]]
= en[λ(pβ)−pλ(β)] <∞,
e, in modo analogo,
E[(Wn)−p] = E[(E[eβ
∑n
i=1−nλ(β)])−p]
≤ E[E[(eβ
∑n
i=1−nλ(β))−p]]
= en[λ(−pβ)+pλ(β)] <∞,
entrambe queste quantità sono finite per l’ipotesi (1.2). Inoltre,
∂
∂β
Wn =
∂
∂β
E[eβ
∑n
i=1 ωi,Si−nλ(β)] = E[(
n∑
i=1
ωi,Si − nλ′(β))eβ
∑n
i=1 ωi,Si−nλ(β)].
Ora, ∣∣∣∂φ(Wn)
∂β
∣∣∣ = ∣∣∣φ′(Wn)∂Wn
∂β
∣∣∣ ≤ (CW pn + CW−pn )∣∣∣∂Wn∂β ∣∣∣ ∈ Lp.
Infine, osserviamo che, poiché φ(Wn) è di classe C
1 per β reale, possiamo
scrivere
φ(Wn(β1)) = φ(1) +
∫ β1
0
∂Wn
∂β
dβ ∀β ∈ R.
che, insieme a (2.2) e al teorema di Fubuni, ci permette di concludere la
dimostrazione della parte (a) del lemma.
(b) Risulta
E
[ ∂
∂β
φ(Wn)
]
= E
[
φ′(Wn)
∂
∂β
Wn
]
= E[E[φ′(Wn)(
n∑
i=1
ωi,Si − nλ′(β))eβ
∑n
i=1 ωi,Si−nλ(β)]].
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Per un cammino S fissato, eβ
∑n
i=1 ωi,Si−nλ(β)Q(dω) è una misura di probabilità.
Poichè la funzione ω 7−→ (
∑n
i=1 ωi,Si − nλ′(β)) è crescente rispetto a ω,
mentre φ′(Wn) è decrescente, in quanto φ è cancava per ipotesi, allora per la
disuguaglianza FKG
E[φ′(Wn)(
n∑
i=1
ωi,Si − nλ′(β))eβ
∑n
i=1 ωi,Si−nλ(β)]
≤ E[φ′(Wn)eβ
∑n
i=1 ωi,Si−nλ(β)E[(
n∑
i=1
ωi,Si − nλ′(β))eβ
∑n
i=1 ωi,Si−nλ(β)]
(1.14)
Ma, osserviamo che
E
[
(
n∑
i=1
ωi,Si − nλ′(β))eβ
∑n
i=1 ωi,Si−nλ(β)
]
= E
[ ∂
∂β
eβ
∑n
i=1 ωi,Si−nλ(β)
]
=
∂
∂β
E[eβ
∑n
i=1 ωi,Si−nλ(β)] =
∂
∂β
1 = 0,
(1.15)
cos̀ı (1.12) segue da (1.14) e da (1.15).
Possiamo ora dimostrare il teorema.
Dimostrazione teorema. Il teorema è immediata conseguenza del lemma pre-
cedente, infatti basta prendere, per esempio, φ(x) = x
1
2 , funzione concava che
verifica le ipotesi del lemma, cos̀ı la
√
Wn è non crescente per β ∈ [0,∞), di
conseguenza esiste un βc che soddisfa la prima affermazione di (1.3.2).
Figura 1.3: Dicotomia fra le due fasi
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1.4 Disordine e sovrapposizioni di polimeri
La funzione di partizione normalizzata non è l’unico strumento che ci
permette di descrivere la dicotomia tra disordine debole e disordine forte, si
possono definire altre quantità, caratteristiche del modello, utile allo studio.
Consideriamo lo spazio prodotto (Ω⊗2,F⊗2) = (Ω×Ω,F×F) e, ivi, la misura
di probabilità prodotto µ⊗2n−1. Definiamo
In :=
∑
x∈Zd
(µn−1(Sn = x))
2 = µ⊗2n−1(S
(1)
n = S
(2)
n ) (1.16)
come la probabilità che le due copie indipendenti di polimeri , S(1) e S(2), si
incontrino al tempo n. Invece,
n∑
j=1
Ij
denota il numero di sovrapposizioni fino al tempo n di due polimeri indipen-
denti che vivono nel medesimo ambiente.
Legata a quest’ultima, vi é un’altra quantitá che ci dá informazioni su quanto
il polimero é localizzato al tempo n in un dato ambiente ω:
β,ω
max
n
= max
x∈Zd
µn−1(Sn = x), n ∈ N. (1.17)
Osserviamo che
max
x∈Zd
µn−1(Sn = x)
2 ≤ In
≤
∑
x∈Zd
µn−1(Sn = x) max
x∈Zd
µn−1(Sn = x)
= max
x∈Zd
µn−1(Sn = x),
dove abbiamo usato il fatto che
∑
x∈Zd µn−1(Sn = x) = 1. Di conseguenza,
vale
max
x∈Zd
µn−1(Sn = x)
2 ≤ In ≤ max
x∈Zd
µn−1(Sn = x) (1.18)
Quest’ultima relazione risulterà utile in quanto ci permetterà di trarre delle
conclusioni riguardo la probabilità dei siti ’’favoriti’’ dal polimero, ossia i
punti dello spazio N×Zd con maggiore probabilità di essere visitati, a partire
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dalle informazioni sulla convergenza o meno della serie
∑
n∈N In.
Diamo la seguente
Definizione 1.2. Diciamo che il polimero è localizzato se
lim inf
n→∞
1
n
n∑
j=1
max
x∈Zd
µt−1(St = x) > 0 Q− q.c. (1.19)
ed il polimero si dice delocalizzato se
lim
n→∞
1
n
n∑
j=1
max
x∈Zd
µt−1(St = x) = 0 Q− q.c. (1.20)
In poche parole, la localizzazione e la delocalizzazione corrispondono al
fatto che la probabilità dei siti favoriti tenda a zero oppure no quando n→∞.
Capitolo 2
Disordine debole
2.1 Esistenza del disordine debole
In questo capitolo ci occuperemo dello studio del regime di disordine de-
bole, in particolare, mostreremo come la presenza del disordine non produce
sulla catena effetti rimarchevoli, infatti il comportamento del polimero non si
discosta in maniera rilevante dal comportamento della passeggiata aleatoria
semplice (che corrisponde al modello in assenza di disordine). La prima cosa
faremo sarà mostrare che la fase di disordine debole esiste, ovvero che risulta
βc > 0 quando d ≥ 3. A tale scopo applicheremo il metodo del secondo
momento a (WN)N≥0, ovvero studieremo E[W 2N ], determinando la condizione
affinché W∞ > 0.
Prima di addentrarci nello studio sistematico dell’argomento, introduciamo
alcune peculiarità sulla passeggiata aleatoria.
Carattere diffusivo della passeggiata aleatoria:
Sia {Sn}n≥0 una passeggiata aleatoria come definita in (1.1). Per ogni n ∈ N0,
• E[Sn] = 0
• E[‖Sn‖2] = n
14
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• il processo di riscalamento diffusivo converge in legge al moto brownia-
no: (Sbntc√
n
)
0≤t≤1
=⇒ (Bt)0≤t≤1 per n→∞
Premettiamo, inoltre, la seguente notazione:
pd = P
⊗2(∃n ≥ 1 : S(1)n = S(2)n )
denota la probabilità che due copie indipendenti di passeggiate aleatorie
semplici si incontrino al tempo n. Poiché la differenza di due passeggia-
te aleatorie Sn = S
(1)
n − S(2)n è ancora una passeggiata aleatoria, allora
pd = P(∃n ∈ N : Sn = 0) si riduce alla probabilità di ritorno all’origine di
Sn al tempo n. Dalla teoria sulle passeggiate aleatorie semplici simmetriche
sappiamo che pd = 1 quando d = 1, 2, mentre pd < 1 quando d ≥ 3.
Proposizione 2.1.1. Supponiamo che d ≥ 3 e che β sia tale che
γ1(β) := λ(2β)− 2λ(β) < ln
( 1
pd
)
(2.1)
allora W∞ > 0 Q−q.c , in particolare
βc ≥ β1c := sup
{
β ∈ [0,∞) : γ1 < ln
( 1
pd
)}
Questa proposizione non solo ci dà una condizione sul parametro β per
la sussistenza del regime di disordine debole, ma ci fornisce anche un limite
inferiore per il valore della temperatura critica che separa le due fasi.
Dimostrazione. Se facciamo vedere che la condizione (2.1) su β è equivalente
ad avere
sup
N≥0
E[W 2N ] <∞ (2.2)
ovvero che la martingala WN è limitata in L
2, allora avremo la tesi. Infatti,
per il teorema (A.3.1) da (2.2) segue che WN è uniformemente integrabile,
quindi, poiché, E[Wn] = E[W0] (Wn è una martingala), passando al limite
per n → ∞ si trova E[W∞] = E[W0] = 1. Ciò implica che Q(W∞ > 0) > 0.
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Per (1.9), W∞ > 0 Q-q.c.
Facciamo vedere la (2.2):
E[W 2N ] = E
[
E⊗2[e
∑N
n=1 β(ωn,S(1)n
+ω
n,S
(2)
n
)−2λ(β)]
= E⊗2
[ N∏
n=1
E
[
e
∑N
n=1 β(ωn,S(1)n
+ω
n,S
(2)
n
)−2λ(β)]]
= E⊗2
[ N∏
n=1
[1
S
(1)
n 6=S
(2)
n
+ eλ(2β)−2λ(β)1
S
(1)
n =S
(2)
n
]
]
= E⊗2
[
e
[λ(2β)−2λ(β)]
∑N
n=1 1S(1)n =S
(2)
n
]
la seconda uguaglianza si ricava applicando il teorema di Fubini-Tonelli e
sfruttando l’indipendenza degli ω. La sommatoria nell’utima riga ci dà il
numero di sovrapposizioni delle due copie di polimeri indipendenti S
(1)
n e
S
(2)
n fino al tempo n; passando al limite per n → ∞ si trova il numero
di sovrapposizioni totali. Osserviamo che
∑∞
n=1 1S(1)n =S(2)n è una variabile
aleatoria con distribuzione geometrica di parametro pd, perciò
P⊗2
( ∞∑
n=1
1
S
(1)
n =S
(2)
n
= k
)
= (1− pd)pdk, k ∈ N,
inoltre
λ(2β)− 2λ(β) < ln
( 1
pd
)
⇔ eλ(2β)−2λ(β)pd < 1.
Per il teorema sulla convergenza dominata, si ha
lim
N→∞
E[W 2N ] = E[e
[λ(2β)−2λ(β)]
∑∞
n=1 1S(1)n =S
(2)
n ],
allora
lim
N→∞
E[W 2N ] <∞ ⇔ eλ(2β)−2λ(β)pd < 1.
Osservazione 3. Osserviamo che la funzione β → γ1(β) è crescente su [0,∞),
in quanto γ′1(β) = 2(λ
′(2β) − λ′(β)) e λ è strettamente crescente; inoltre
γ1(0) = 0. Ora, poiché pd < 1 per d ≥ 3, la condizione (2.1) è valida quando
β è piccolo.
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Esempio 2.1. Consideriamo l’ambiente con distribuzione di Bernoulli. Ab-
biamo visto che in tal caso λ(β) = ln(pe−β + (1− p)eβ), perciò
γ1(β) = ln(pe
−2β + (1− p)e2β)− 2 ln(pe−β + (1− p)eβ)
= ln[e2β(pe−4β + (1− p))− 2 ln[eβ(pe−2β + (1− p))]
= 2β + ln(pe−4β + (1− p))− 2β − 2 ln(pe−2β + (1− p)),
in definitiva
lim
β↗∞
γ1 = − ln(1− p).
Ne consegue che la condizione (2.1) è soddisfatta per tutti i β ≥ 0 per cui
− ln(1− p) < ln( 1
pd
), cioè per p < 1− pd.
Esempio 2.2. Consideriamo l’ambiente con distribuzione normale standard.
Risulta λ(β) = 1
2
β2, quindi γ1(β) = β
2. La condizione (2.1) è soddisfatta
quando β2 < ln( 1
pd
), cioè per β <
√
ln( 1
pd
).
2.2 Diffusività delle traiettorie
Enunciamo ora il principale risultato di questo capitolo, il quale afferma
che nella fase di disordine debole, su larga scala, le traiettorie del polimero
si comportano come le traiettorie del moto Browniano.
Teorema 2.2.1. Quando W∞ > 0, allora, per ogni realizzazione dell’am-
biente ω, il processo di riscalamento diffusivo
S(n) =
(SdNte√
N
)
t∈[0,1]
(2.3)
rispetto alla misura µN , converge debolmente in legge alla legge P del moto
Browniano d-dimensionale Bt∈[0,1] con matrice di covarianza
1
d
I, dove I é la
matrice identitá in Zd.
Per semplicità, il teorema non viene dimostrato direttamente per la misu-
ra dei polimeri µβ,ωN , bens̀ı per una sua versione media, EµN , ottenuta dopo
aver integrato su tutto l’ambiente; ma, soprattutto, la sua dimostrazione si
ricava dal teorema di Donsker sulle passeggiate aleatorie semplici in Zd :
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Teorema 2.2.2 (Teorema di Donsker).
Rispetto a P, la successione di processi S(n) converge in legge alla legge P
del moto Browniano B = (Bt)0≤t≤1 con matrice di covarianza d
−1I. Piú
precisamente, per ogni funzione continua e limitata A ∈ C([0, 1]) si ha
lim
n→∞
E[A(S(n))] = E [A(B)]
dove E denota l’aspettazione rispetto alla legge di B.
2.2.1 Comportamento asintotico della misura µN
Vogliamo definire una misura di probabilità µ che descriva il compor-
tamento asintotico della misura dei polimeri µN . Il modo più naturale di
definire µ per ogni insieme A ∈ F sarebbe
µ∞(A) := lim
N→∞
µN(A) =
1
W∞
lim
N→∞
E[eβ
∑N
n=1 ωn,Sn−Nλ(β)1S∈A]
Il problema di questa definizione risiede nel fatto che possiamo s̀ı affermare
che questo limite è ben definito grazie alla convergenza di WN , ma non si
può altres̀ı affermare che µ∞ è una misura di probabilità, in quanto non si
riesce a far vedere la σ-additività nel passaggio al limite.
La misura µ viene quindi costruita nella maniera che segue.1
Sia x ∈ Zd e Px la legge della passeggiata aleatoria semplice in Zd che parte
dal punto x. Definiamo l’operatore di traslazione θn,x come
θn,xωt,y = ωn+t,x+y (2.4)
Dalla definizione di WN , si ha inoltre
WN ◦ θ0,x = Ex[eβ
∑N
n=1 ωn,Sn−Nλβ]
da cui
WN ◦ θ0,x = Ex[eβω1,S1−λ(β)WN−1 ◦ θ1,S1 ]
1Seguiamo la trattazione dell’argomento che è stata introdotta da Comets e Yoshida in
[4]
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e, passando al limite per n→∞,
W∞ ◦ θ0,x = Ex[eβω1,S1−λ(β)W∞ ◦ θ1,S1 ].
La misura di probabilità µN risulta una catena di Markov con probabilità di
transizione definite da
µN(Si+1 = y|Si = x) =
eβωi+1,y−λ(β)WN−i−1 ◦ θi+1,y
WN−1 ◦ θi,x
P(S1 = y|S0 = x)
per 0 ≤ i ≤ N , e µN(Si+1 = y|Si = x) = P(S1 = y|S0 = x) per i ≥ N .
Infatti, per ogni cammino x[0,m] = (x0, . . . , xm) che parte dall’origine e che é
di lunghezza m ≤ N , vale
µN(S[0,m] = x[0,m]) = e
β
∑m
n=1 ωn,Sn−mλ(β)
WN−m ◦ θm,xm
WN
P(S[0,m] = x[0,m]).
(2.5)
Nel regime di disordine debole si definisce µ come la misura di probabilitá
con probabilitá di transizione
µ(Si+1 = y|Si = x) =
eβωi+1,y−λ(β)W∞ ◦ θi+1,y
W∞ ◦ θi,x
P(S1 = y|S0 = x) (2.6)
Osservazione 4. La misura µ appena introdotta costituisce un elemento
caratterizzante esclusivamente il regime di disordine debole, non esiste un
analogo per il disordine forte.
La seguente proposizione ci dice in che relazione stanno fra loro µ∞ e µ.
Proposizione 2.2.3. Assumiamo di essere nella fase di disordine debole.
Allora
µ(A) = µ∞(A) Q− q.s. per A ∈ ∪n≥1Fn. (2.7)
Da cui segue
Q
(
lim
N→∞
µN = µ debolmente
)
= 1. (2.8)
Inoltre,
Eµ(A) = Eµ∞(A), ∀A ∈ F∞ (2.9)
P Eµ P su F∞. (2.10)
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Per dimostrare questa proposizione serve il seguente lemma
Lemma 2.2.4. Sia (AM,N)M,N≥1 ⊂ F∞ tale che limm→∞ supN P(AM,N) = 0.
Allora
lim
M→∞
sup
N
EµN(AM,N) = 0
In poche parole, il lemma ci dice che EµN é assolutamente continua
rispetto a P (EµN << P).
Dimostrazione. Sia δ > 0, allora possiamo scrivere
EµN(AM,N) ≤ E[µN(AM,N)1WN≥δ] + E[WN ≤ δ]
Se facciamo vedere che entrambi gli addendi al secondo membro della dise-
quazione si annullano, allora avremo la tesi.
Ora,
sup
N
E[µN(AM,N)1WN≥δ ] ≤ δ
−1 sup
N
E[WNµN(AM,N)]
= δ−1 sup
N
P(AM,N)
Per l’ipotesi, supN P(AM,N) → 0 per M → ∞. D’altra parte, per la
convergenza di WN a W∞
lim
δ→0
sup
N
E[WN ≤ δ] = 0
il che conclude la nostra tesi.
Passiamo alla dimostrazione della proposizione (2.2.3)
Dimostrazione. La (2.7) segue immediatamente da (2.5). La (2.8) a sua volta
segue da (2.7).
Per quel che riguarda la (2.9), osserviamo che Eµ e Eµ∞ coincidono su ogni
Fn, e quindi su F∞.
Infine, con il lemma sopra abbiamo mostrato che Eµ  P, perció rimane
da far vedere il viceversa, ovvero che P  Eµ. Supponiamo che Eµ(A) =
Eµ∞ = 0. Allora deve essere µ∞(A) = 0 q.c. e µN(A) → 0 q.c. Da cui
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WNµN → 0 q.c. e, poiché WN é uniformemente integrabile , anche WNµN lo
é. Inoltre, WNµN(A) tende a zero in L
1(Q), quindi
P(A) = E[WNµN(A)]→ 0.
Disponiamo ora delle nozioni e definizioni utili a dimostrare la diffusivitá
delle traiettorie che ci eravamo posti come obiettivo.
Proposizione 2.2.5. Il teorema di Donsker vale anche quando si sostituisce
P con P’ assolutamente continua rispetto a P.
Per dimostrare questa proposizione é utile la
Proposizione 2.2.6. Sia (Xn)n∈N una successione di variabili aleatorie che
risultano i.i.d rispetto alla misura di probabilitá P = Q⊗N su (Rd)N . Sia poi
P ′ una misura di probabilitá assolutamente continua rispetto a Q, e Pk e P
′
k
leggi di (Xn)n≥k. Allora la variazione totale della distanza fra le misure Pk
e P ′k tende a zero.
Ricordiamo la seguente:
Definizione 2.1. Si definisce variazione totale della distanza tra due misure
di probabilitá P e P ′ sulla σ-algebra Fn come
||P − P ′||Fn := sup
A∈Fn
|P (A)− P ′(A)|
Dimostrazione. Dalla proposizione (2.2.6), P e P ′ possono esser dati tali che,
dato ε, se k é abbastanza grande, (Sn−Sk)n≥k e (S ′n−S ′k)n≥k coincidono con
probabilitá 1− ε. Di conseguenza la probabilitá che ||S(n) − S ′(n)||∞ ≥ k√n é
minore di ε. La convergenza di S(n) e l’arbitrarietá di ε danno la tesi.
Proposizione 2.2.7. Nella fase di disordine debole risulta
lim
k→∞
sup
n
E[||µn+k − µ||Fn ] = 0
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Dimostrazione. Innanzitutto, poniamo ζn = e
β
∑n
l=1 ωl,Sl−nλ(β). Osserviamo
che, preso δ > 0, possiamo scrivere
E[||µn+k − µ||Fn ] = E[||µn+k − µ||Fn(1W∞>δ + 1W∞≤δ)]
≤ δ−1E[W∞||µn+k − µ||Fn ] + 2E[W∞ ≤ δ].
Facciamo vedere che
sup
n
E[W∞||µn+k − µ||Fn ]→ 0 per k →∞
Dalle definizioni di µ e µn, per n, k ≥ 0, si ha
W∞||µn+k − µ||Fn = W∞E
[
ζn
∣∣∣Wk ◦ θn,Sn
Wn+k
− W∞ ◦ θn,Sn
W∞
∣∣∣]
=
1
Wn+k
E[ζn|W∞Wk ◦ θn,Sn −Wn+kW∞ ◦ θn,Sn|]
≤ |W∞ −Wn+k|+ E[ζn|Wk ◦ θn,Sn −W∞ ◦ θn,Sn|].
Da cui
E[E[ζn|Wk ◦ θn,Sn −W∞ ◦ θn,Sn|]] = E[E[ζn[|Wk ◦ θn,Sn −W∞ ◦ θn,Sn||Gn ]]]
= E[E[ζn||Wk −W∞||L1(Q)]]
= ||Wk −W∞||L1(Q)
k→∞→ 0.
la prima uguaglianza si ottiene dalle proprietá dell’aspettazione condizionata
rispetto alla σ-algebra Gn, la seconda dall’invarianza del valor atteso rispetto
alle traslazioni e l’ultima dalla convergenza in L1(Q) di Wk.
Infine, osserviamo che
E[|W∞ −Wn+k|]→ 0 per k →∞,
il che conclude la tesi.
Dalle proposizioni (2.2.3) e (2.2.5) si deduce che il polimero rispetto alla
misura µ si comporta q.c. come una passeggiata aleatoria semplice, quindi
in modo diffusivo.
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2.3 Delocalizzazione
Finora abbiamo trattato l’aspetto della diffusivitá delle traiettorie delle
catene polimeriche che caratterizza il regime di disordine debole, esso non é
peró l’unico aspetto che risulta rilevante in questa fase, si verifica infatti un
fenomeno di delocalizazione dei monomeri che compongono la catena.
Teorema 2.3.1. Nella fase di disordine debole, W∞ > 0, si ha
∞∑
n=1
In <∞, Q− q.c. (2.11)
Vedremo la dimostrazione rigorosa di questo risultato nel prossimo capi-
tolo; per il momento lo assumeremo come vero.
Proposizione 2.3.2. Se Q(W∞ > 0), allora
lim
n→∞
In = 0, Q− q.c. (2.12)
Supponiamo che valga la condizione su β (2.1), ossia λ(2β)− λ(β) < ln(1−
pd). Allora, esiste una costante c > 0 tale che
In = O(n
−c) (2.13)
rispetto alla probabilitá Q.
Dimostrazione. La (2.12) segue immediatamente da (2.11). Dimostriamo
quindi la seconda affermazione del teorema. Poiché abbiamo visto che la
condizione su β equivale alla limitatezza in L2 della martingala W∞, ci basta
far vedere che
W 2n−1In = O(n
−c)
rispetto alla probabilitá Q.
Risulta:
E[W 2n−1In] = E[E[e
∑n−1
j=1 β(ωj,S(1)
j
+ω
j,S
(2)
j
)−2λβ
: S(1)n = S
(2)
n ]]
= E⊗2[E[e
∑n−1
j=1 β(ωj,S(1)
j
+ω
j,S
(2)
j
)−2λβ
: S(1)n = S
(2)
n ]]
= E⊗2[e
γ
∑n−1
j=1 1S(1)
j
=S
(2)
j : S(1)n = S
(2)
n ]
= E⊗2[e
αγ
∑n−1
j=1 1S(1)
j
=S
(2)
j ]
1
α E⊗2[S(1)n = S
(2)
n ]
1
α′ ,
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abbiamo usato il teorema di Fubini nella seconda uguaglianza, mentre nel-
la diseguaglianza finale abbiamo sfruttato la disuguaglianza di Hölder con
esponenti coniugati α e α′. Osserviamo che la sommatoria
∑
j≥1 1S(1)j =S
(2)
j
é
una v.a. con distribuzione geometrica di parametro pd. Consideriamo i due
termini a secondo membro della disequazione finale: il primo termine risulta
limitato se l’esponente αγ < − ln(1 − pd), per come sono stati scelti α e γ;
per quel che riguarda il secpondo termine, per la proprietá della passeggia-
ta aleatoria simmetrica, esso é O(n
d
2α′ ). Di conseguenza, si ottiene la tesi
scegliendo la costante positiva c < − d
2α′
, ovvero, dopo una serie di calcoli,
c < d[1 + γ
ln(1−pd)
]/2.
Per finire, enunciamo il seguente
Teorema 2.3.3. Supponiamo che d ≥ 3 e che β sia tale che valga la condi-
zione (2.1). Allora∑
n≥1
max
x∈Zd
µn−1(Sn = x)
2 <∞, Q− q.c. (2.14)
Inoltre,
lim
n→∞
µn−1(Sn = x) = 0, Q− q.c. (2.15)
Dimostrazione. La dimostrazione segue dal teorema precedente e dalla rela-
zione (1.18). Poiché W∞ > 0, è verificata l’unica ipotesi del teorema (2.3.1),
ne consegue che
∞∑
n=1
In <∞, Q− q.c.
Da (1.18) si deduce la (2.14) , da cui a sua volta segue la (2.15) .
Questo teorema ci dice che in caso di disordine debole non esistono punti
dello spazio privilegiati, anzi la probabilitá che il polimero raggiunga i siti con
piú alta probabilitá tende a zero per n che tende all’infinito. In particolare,
dalla definizione (1.20) segue che nella fase di disordine debole il polimero è
delocalizzato.
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Osservazione 5. Ricordiamo che nel caso della passeggiata aleatoria semplice(
caso β = 0) vale
max
x∈Zd
P(Sn = x) = O(n
− d
2 ) per n→∞
il che significa che la tipica posizione di Sn si trova su una palla in Zd di
raggio c
√
n, dove c è una costante positiva.
Capitolo 3
Disordine forte
3.1 Localizzazione delle traiettorie
In questo capitolo analizziamo la fase di disordine forte, caratterizzato
dalla convergenza WN → 0 per N → ∞ rispetto alla misura di probabilità
Q.
Abbiamo visto che nel regime di disordine debole le traiettorie della catena
polimerica hanno un comportamento diffusivo, perciò la presenza di molecole
idrofobe non ne altera in modo rilevante l’andamento rispettto al caso in cui
non siano presenti impurità. Al contrario, quando il disordine è forte si osser-
va un cambiamneto drastico del comportamento della catena, caratterizzata
da un fenomeno di localizzazione delle traiettorie e dal fatto che il polimero
predilige i punti del reticolo maggiormente probabili.
Teorema 3.1.1. Assumiamo β 6= 0. Allora,
{W∞ = 0} =
{∑
n≥1
In =∞
}
, Q− q.c.. (3.1)
Inoltre, in caso di disordine forte, ossia quando Q(W∞ = 0) = 1, esistono
due costanti c1, c2 ∈ (0,∞) tali che
−c1 lnWn ≤
∑
1≤i≤n
Ii ≤ −c2 lnWn Q− q.c. (3.2)
per n abbastanza grande.
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Di conseguenza, nel regime di disordine forte la media delle sovrapposi-
zioni delle traiettorie di due polimeri diventa infinitamente grande, il che si
traduce nella localizzazione dei cammini rispetto a µn.
Premettiamo un lemma che sarà utile alla dimostrazione:
Lemma 3.1.2. 1 Sia Xi, 1 ≤ i ≤ m una successione di variabili aleato-
rie i.i.d. non costanti e di quadrato integrabile sullo spazio di probabilità
(H,G,Q) tale che
E[eX1 ] = 1, E[e4X1 ] <∞.
Per una distribuzione di probabilità {αi}1≤i≤m su {1, . . . ,m}, definiamo una
variabile aleatoria U > −1 da
U =
∑
1≤i≤m
αie
Xi − 1
Allora, esiste una costante c ∈ (0,∞), indipendente da {αi}1≤i≤m tale che
1
c
∑
1≤i≤m
α2i ≤ E
[ U2
2 + U
]
,
1
c
∑
1≤i≤m
α2i ≤ −E[ln(1 + U)] ≤ c
∑
1≤i≤m
α2i ,
E[ln2(1 + U)] ≤ c
∑
1≤i≤m
α2i .
(3.3)
Osservazione 6. Se X è una martingala di quadrato integrabile, allora il
compensatore del processo X2 = {(Xn)2}n≥0 è tale che
∆ 〈X〉n = E
ω
n−1[∆(Xn)
2].
Dimostrazione teorema. Innanzitutto, per una arbitraria successione (an)n≥0,
ne indichiamo l’incremento al tempo n con ∆an = an − an−1 per n ≥ 1. Ri-
cordiamo che Gn indica la σ-algebra generata dalle v.a. {ωj,x : 1 ≤ j ≤ n, x ∈
Zd}. Infine, denotiamo con Eωn l’attesa condizionata rispetto alla σ-algebra
Gn.
1Per la dimostrazione rimandiamo a [5].
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La dimostrazione del teorema si basa sulla decomposizione di Doob (si veda
il teorema (A.4.1) in Appendice) del processo stocastico Xn = − lnWn =
Mn + An, dove An è tale che
∆An = Eωn−1[∆Xn], n ≥ 1.
Infatti:
E[Xn|Gn−1] = E[Mn|Gn−1] + E[An|Gn−1] = Mn−1 + An = Xn−1 − An−1 + An,
dove abbiamo prima usato la linearità dell’attesa condizionata e poi il fat-
to che Mn è una martingala e An è un processo prevedibile (An è Gn−1-
misurabile).
Risulta:
Wn
Wn−1
= e−λ(β)
Zn
Zn−1
=
∑
ω:|ω|=n
eβ
∑n
i=1 ωi,Si−λ(β)
2dn
1
Zn−1
.
=
∑
ω:|ω|=n
eβωn,Sn−λ(β)
2d
eβ
∑n−1
i=1 ωi,Si
(2d)n−1
1
Zn−1
.
Per la definizione della misura dei polimeri (1.4), si ha
Wn
Wn−1
=
∑
ω:|ω|=n−1
eβωn,Sn−λ(β)µn−1(ω)
= Eµn−1 [e
βωn,Sn−λ(β)].
dove Eµn−1 indica l’aspettazione rispetto alla misura dei polimeri (1.4).
Definiamo la v.a Un in modo tale che
Wn
Wn−1
= 1 + Un (3.4)
Ora,
− lnWn = − lnWn−1 − ln(1 + Un)
da cui
∆An = Eωn−1[∆Xn] = Eωn−1[ln(1 + Un)]
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e
∆Mn = − lnWn −∆An − lnWn−1 = ln(1 + Un)− Eωn−1[ln(1 + Un)].
Osserviamo che
∆ 〈M〉n = E[(Mn −Mn−1)
2|Gn−1]
= E[(ln(1 + Un)− E[ln(1 + Un)|Gn−1])2|Gn−1]
= E[ln2(1 + Un)|Gn−1] + (E[ln(1 + Un)|Gn−1])2 − 2(E[ln(1 + Un)|Gn−1])2]
= E[ln2(1 + Un)|Gn−1]− (E[ln(1 + Un)|Gn−1])2
≤ E[ln2(1 + Un)|Gn−1]
Esiste una costante positiva c ∈ (0,∞) per cui valgono le seguenti due
relazioni:
1
c
In ≤ ∆An ≤ cIn
∆ 〈M〉n ≤ In.
(3.5)
Infatti, preso {Xi} = {βω(z, n) − λ(β)}|z|1≤n, {αi} = {µn−1(Sn = z)}|z|≤n e
E = Eωn−1 nel lemma (3.1.2) si trova
∆ 〈M〉n ≤ E
ω
n−1 ln
2(1 + Un) ≤ cIn
1
c
In ≤ Eωn−1[− ln(1 + Un)] ≤ cIn
Dalle due disequazioni appena dimostrate segue che{∑
n≥1
In <∞
}
= {A∞ <∞}
⊂ {A∞ <∞, 〈M〉∞ <∞}
⊂ {A∞ <∞, lim
n→∞
Mn esiste}
⊂ {W∞ > 0}
dove, nella seconda inclusione abbiamo usato il teorema (A.4.2). Abbiamo
cos̀ı dimostrato che
{W∞ = 0} ⊂
{∑
n≥1
In =∞
}
, Q− q.c.
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il che basta per concludere (3.1). Ora rimane da far vedere che vale (3.2);
per far ciò basta dimostrare che esistono due costanti c1, c2 ∈ (0,∞) tali che{∑
n≥1
In =∞
}
⊂
{
− c1 lnWn ≤
∑
1≤j≤n
Ij ≤ −c2 lnWn
}
, (3.6)
per n abbastanza grande. Poiché
{∑
k≥1 Ik = ∞
}
= {A∞ = ∞}, se
facciamo vedere che
{A∞ =∞} ⊂
{
lim
n→∞
− lnWn
An
= 1
}
.
otterremo (3.6). Supponiamo che A∞ = ∞. Se 〈M〉∞ < ∞, allora, ancora
per il teorema (A.4.2) in Appendice, esiste finito il limite di Wn al tendere
di n all’infinito, quindi
lim
n→∞
− lnWn
An
= lim
n→∞
{Mn
An
+ 1
}
= 1.
D’altra parte, se 〈M〉∞ =∞ possiamo scrivere
− lnWn
An
=
Mn
〈M〉n
〈M〉n
An
+ 1.
Ora mostriamo che Per (3.5), si ha
〈M〉n
Mn
≤ c2,
mentre, per il teorema (A.4.3) in Appendice
Mn
〈M〉n
−−−→
n→∞
0
quando 〈M〉∞ =∞, il che conclude la nostra dimostrazione.
Corollario 3.1.3. Assumiamo β 6= 0. Sia an una arbitraria successione tale
che an ↗ ∞. Le seguenti affermazioni sono fra loro equivalenti e ciascuna
di esse implica il disordine forte:
(1) Esiste una costante τ > 0 tale che
lim inf
n→∞
− 1
an
lnWn ≥ τ, Q− q.c. (3.7)
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(2) Esiste una costante τ > 0 tale che
lim inf
n→∞
1
an
n∑
k=1
Ik ≥ τ, Q− q.c. (3.8)
Dimostrazione. Supponiamo che valga (3.7), allora − 1
an
lnWn ≥ τ2 per n
abbastanza grande. Quindi,
Wn ≤ e−
τ
2
an −−−→
n→∞
0
cioè vale il disordine forte. Dalla relazione (3.2) si ottiene
1
an
n∑
k=1
Ik ≥ −
1
c1
1
an
lnWn ≥
τ
2c1
che non è altro che (3.8). Dimostriamo ora l’implicazione inversa. Supponia-
mo che valga (3.7), allora
n∑
k=1
Ik ≥ an
1
c1
τ
2
,
dall’ipotesi sulla successione an segue che
∑∞
k=1 Ik =∞, quindi di nuovo vale
il disordine forte. Considerando di nuovo la relazione (3.2), si ha
− 1
an
lnWn ≥
1
an
c2
n∑
k=1
Ik ≥ c2τ
per n abbastanza grande, quindi vale (3.7).
Corollario 3.1.4. Se assumiamo che valga la (3.8) del corollario precedente
con successione an = n, allora
lim sup
n→∞
In ≥ τ > 0 Q− q.c.
Dimostrazione. Il corollario segue immediatamente da (3.8).
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3.2 Metodo dei momenti frazionari
Per far vedere la convergenza Wn −−−→
n→∞
0, è possibile utilizzare il me-
todo dei momenti frazionari della funzione di partizione normalizzata, ossia
mostrare che tende a zero E[W θn ] per 0 < θ < 1.
Proposizione 3.2.1. Supponiamo che esista una costante c ∈ (0,∞), un
θ ∈ (0, 1) ed una successione an ↗∞ tali che
E[W θn ] ≤ ce−an , n ≥ 1 (3.9)
Allora vale il regime di disordine forte. Inoltre, se an soddisfa∑
n≥1
e−δan <∞
per qualche δ ∈ (0, 1), allora valdono entrambe le condizioni del corollario
(3.1.3).
Dimostrazione. Assumiamo che valga la (3.9). Allora, per il Lemma di Fatou,
abbiamo
E[W θ∞] = E[lim inf
n→∞
W θn ] ≤ lim inf
n→∞
E[W θn ] ≤ ae−an −−−→
n→∞
0.
Perciò, Q(W θ∞ = 0) = 1, di conseguenza anche la Q(W∞ = 0) = 1, cioé
abbiamo dimostrato che vale il disordine forte. Supponiamo che sia verificata
anche la (3.2.1). Poniamo An := {− 1an lnWn < τ}, dove τ è tale che 1−τθ >
δ. Si ha
Q(An) = Q(−
1
an
lnWn < τ) = Q(W θn > e−τθan) ≤
≤ 1
e−τθan
E[W θn ] ≤ ae−τθaneδan ≤ ae−δan ,
dove nella prima disuguaglianza abbiamo applicato la disuguaglianza di Mar-
kov2 sulle v.a. non negative, e nell’ultima l’ipotesi (3.9). Ora, grazie al Lem-
ma di Borel Cantelli, da queste disequazioni segue che Q(lim supnAn) = 0,
che non è altro che la condizione (3.7) del corollario (3.1.3).
2Disuguaglianza di Markov : Se X è una v.a. non negativa avente valore atteso E[X],
allora per k > 0 vale P(X ≥ k) ≤ E[X]k .
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Nel primo capitolo avevamo detto che a basse dimensioni (d = 1, 2) e
per qualsiasi valore della temperatura non nulla, non esiste una transizione
di fase, cioè il valore della temperatura critica βc = 0, perciò esiste soltanto
la fase di disordine forte. Il prossimo risultato ci permette di provare tale
affermazione.
Teorema 3.2.2. In dimensione d = 1, 2, vale il regime di disordine forte per
ogni β > 0. Più precisamente, vale la (3.9) con
an =
{
c1n
1
3 se d = 1
c2
√
lnn se d = 2
(3.10)
dove c1, c2 ∈ (0,∞). In particolare, per Q-q.c.,
Wn
 = O
(
e−
c1
2
n
1
3
)
per n↗∞ se d = 1
−→ 0 per n↗∞ se d = 2
Il lemma seguente sarà utile alla dimostrazione del teorema.
Lemma 3.2.3. Per θ ∈ [0, 1] e Λ ⊂ Zd,
E[W θn−1In] ≥
1
|Λ|
E[W θn−1]−
2
|Λ|
P(Sn /∈ Λ)θ. (3.11)
Dimostrazione. Ricordando la definizione di In, si ha
In ≥
∑
x∈Λ
µn−1(Sn = x)
2
≥ 1
|Λ|
µn−1(Sn ∈ Λ)2
=
1
|Λ|
((1− µn−1(Sn /∈ Λ))2
≥ 1
|Λ|
(1− 2µn−1(Sn /∈ Λ)
≥ 1
|Λ|
(1− 2µn−1(Sn /∈ Λ)θ).
CAPITOLO 3. DISORDINE FORTE 34
Osserviamo inoltre:
E[W θn−1µn−1(Sn /∈ Λ)θ] ≤ E[Wn−1µn−1(Sn /∈ Λ)]θ
= E
[ Zn−1
E[Zn−1]
eβ
∑n−1
i=1 ωi,Si
Zn−1
P(Sn /∈ Λ)
]θ
= E[eβ
∑n−1
i=1 ωi,Si−(n−1)λ(β)]θP(Sn /∈ Λ)]θ
= P(Sn /∈ Λ)θ.
Ora, dalle ultime due realzioni segue che
E[W θn−1In ≥
1
|Λ|
E[W θn−1]−
2
Λ
E[W θn−1µn−1(Sn /∈ Λ)θ]
≥ 1
|Λ|
E[W θn−1]−
2
|Λ|
P(Sn /∈ Λ)θ,
il che conclude la tesi.
Vediamo quindi la dimostrazione del teorema (3.2.2).
Dimostrazione. Definiamo la funzione f : (−1,∞)→ [0,∞] come
f(u) = 1 + θu− (1 + u)θ.
Per come la abbiamo definito, f contiene tutti i termini del polinomio di
Taylor di grado ≥ 2 della funzione (1 + u)θ intorno allo zero, di conse-
guenza f(u) = O(u2). In particolare, esistono due costanti c1, c2 ∈ (0,∞),
dipendenti da θ, tali che
c1u
2
2 + u
≤ f(u) ≤ c2u2 ∀u ∈ (−1,∞). (3.12)
Tenendo presente (3.4),(3.12) ed il lemma (3.1.2) si ottiene:
E[∆W θn |Gn−1] = E[W θn −W θn−1|Gn−1]
= E[W θn((1 + Un)θ − 1)|Gn−1]
= W θn−1E[(1 + Un)θ − 1|Gn−1]
= W θn−1E[θUn − f(Un)|Gn−1]
= W θn−1
(
θE
[ Wn
Wn−1
− 1|Gn−1
]
− E[f(Un)|Gn−1]
= W θn−1E[f(Un)|Gn−1]
≤ −c3W θn−1In.
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Dal lemma precedente segue che
E[W θn ] ≤
(
1− −c3
|Λ|
)
E[W θn−1]−
2c3
|Λ|
P(Sn /∈ Λ)θ. (3.13)
Per d = 1, poniamo Λ = (−n 23 , n 23 ]. Allora,
P(Sn /∈ Λ) = P
( ∣∣∣∣Sn
n
1
2
∣∣∣∣ ≥ n 16) ≤ 2e−n 132
cos̀ı la (3.13) diventa
E[W θn ] ≤
(
1− c3
2n
2
3
)
E[W θn−1] + 4c3e−
n
1
3
2 .
La (3.10) segue da quest’ultima disuguaglianza prendendo la successione an =
c1n
1
3 .
Per d = 2, poniamo
Λ = (−n
1
2 ln
1
4 n, n
1
2 ln
1
4 n]2,
per ottenere (3.10) nel caso di d = 2 si procede in modo analogo al caso
precedente.
Vediamo ora un teorema che, in modo analogo al caso di disordine debole,
fornisce una condizione sul parametro β perché sussista il disordine forte, e
per la cui dimostrazione ci serviremo del metodo dei momenti frazionari della
funzione di partizione normalizzata appena introdotto.
Teorema 3.2.4. Per d ≥ 1 e β tale che
γ2(β) := βλ
′(β)− λ(β) > ln 2d, (3.14)
vale il regime di disordine forte.
Dimostrazione. Dimostreremo che se è soddisfatta la condizione (3.14) su β
allora vale la (3.9), in cui la successione an = cn, con c ∈ (0,∞), e quindi
avremo la tesi. Prendiamo θ ∈ (0, 1). Dalla definizione della funzione di
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partizione normalizzata, si ha
(Wn)
θ =
[
E
[ n∏
i=1
eβωi,Si−λ(β)
]]θ
=
[
E[eβω1,x−λ(β)]E
[ n−1∏
j=1
eβωj+1,x+Sj−λ(β)
]]θ
=
[ ∑
x∈Zd,|x|=1
1
2d
eβω1,x−λ(β)E
[ n−1∏
j=1
eβωj+1,x+Sj−λ(β)
]]θ
≤
∑
x∈Zd,|x|=1
[ 1
2d
eβω1,x−λ(β)
]θ[
E
[ n−1∏
j=1
eβωj+1,x+Sj−λ(β)
]]θ
dove nell’ultima disequazione si è sfruttata la relazione (u + v)γ ≤ uγ + vγ,
con u, v ≥ 0 e γ ∈ (0, 1). Calcolandone il valore atteso, si ottiene:
E[(Wn)θ] ≤ r(θ)E[(Wn−1)θ],
dove
r(θ) = (2d)1−θE[(eβθω1,x−θλ(β))θ].
Osserviamo che r(θ) è una funzione continua e differenziabile e che r(0) = 2d,
r(1) = 1. Ora, per la condizione (3.14),
dr(θ)
dθ
= (2d)1−θeλ(θβ)−θλ(β)(− ln 2d+ βλ′(θβ)− λ(β)),
da cui
dr(θ)
dθ |θ=1
= − ln 2d+ βλ′(θβ)− λ(β) > 0
perciò in θ = 1, la funzione r risulta strettamente crescente, allora esisterà
un θ0 ∈ (0, 1) tale che r(θ0) < 1.
Di conseguenza, per ogni n ≥ 1,
E[W θ0n ] ≤ r(θ0)n ≡ e−α0n.
La tesi segue applicando la (3.9).
Osservazione 7. La funzione β → γ2(β) risulta crescente su [0,∞), inoltre
γ2(0) = 0, allora la condizione (3.14) è verificata per β abbastanza grande se
limβ↗∞ γ2(β) > ln(2d).
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Esempio 3.1. Ambiente con distribuzione di Bernoulli. In questo caso si
trova che
γ2(β) = β
−pe−β + (1− p)eβ
pe−β + (1− p)eβ
− ln(pe−β + (1− p)eβ)
= β
(−pe−2β + (1− p)
pe−2β + (1− p)
− 1
)
− ln(pe−2β + (1− p)),
in definitiva
lim
β↗∞
γ2(β) = − ln(1− p) = lim
β↗∞
γ1(β)
La condizione (3.14) è soddisfatta per β abbastanza grande se − ln(1− p) >
ln(2d), cioè se p > 1− 1
2d
.
Esempio 3.2. Ambiente con distribuzione gaussiana. In questo caso γ2(β) =
β2
2
, perciò (3.14) vale se β >
√
2 ln(2d).
3.2.1 Limite inferiore e limite superiore della tempe-
ratura critica
Concludiamo questo capitolo prendendo nuovamente in esame la tempe-
ratura critica βc(d). Avevamo già accennato al fatto che non si conosce cosa
avviene in corrispondenza di tale valore della temperatura, nel senso che non
si sa se esso faccia parte del regime di disordine debole oppure di quello forte:
è, tuttavia, possibile determinare un intervallo che lo contiene.
Osserviamo che possiamo scrivere:
γ1(β) = γ2(β) +
∫ 2β
β
λ′′(v)(2β − v)dv,
γ2(β) =
∫ β
0
λ′′(v)vdv,
infatti∫ 2β
β
λ′′(v)(2β − v)dv = 2β[λ′(v)]2ββ −
{
[λ′(v)v]2ββ −
∫ 2β
β
λ′(v)v′dv
}
= −βλ′(β) + λ(2β)− λ(β),
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Figura 3.1: Limiti inferiore e superiore della temperatura critica per d ≥ 3
e ∫ β
0
λ′′(v)vdv = [λ′(v)v]β0 −
∫ β
0
λ′(v)v′dv = βλ′(β)− λ(β).
Poiché la funzione integranda del primo integrale risulta strettamente posi-
tiva, si deduce che
γ1(β) > γ2(β) (3.15)
su (0,∞) e che pd > 12d . Ciò porta a concludere che per d ≥ 3 le condizioni
(2.1) e (3.14) sono fra loro incompatibili, e che, quindi , esiste una lacuna fra
di esse. Di conseguenza, si possono considerare i seguenti due valori critici,
il primo dei quali l’avevamo già introdotto nel secondo capitolo,
β1c = sup
{
β ∈ [0,∞) : γ1(β) < ln
( 1
pd
)}
,
β2c = inf{β ∈ [0,∞) : γ2(β) > ln(2d),
tali che
βc ∈ [β1c , β2c ]. (3.16)
A seconda della distribuzione del disordine può essere: 0 < β1c < β
2
c <∞ o
0 < β1c < β
2
c =∞ oppure β1c = β2c =∞.
Capitolo 4
Disordine in termini di energia
libera
4.1 Esistenza dell’energia libera
Finora abbiamo analizzato la dicotomia tra disordine debole e disordine
forte esclusivamente in termini di martingale, approccio introdotto per la
prima volta da Bolthausen in [2]; tuttavia, nella letteratura, si trova che esso
non è l’unico strumento da cui è possibile attingere informazioni per capire la
misura di Gibbs dei polimeri. Introduciamo quindi la nozione fondamentale
di energia libera del modello:
Definizione 4.1. Si chiama energia libera quenched del polimero diretto il
limite
p(β) := lim
n→∞
1
n
lnZn. (4.1)
Essa definisce il tasso di decadimento della funzione di partizione normaliz-
zata.
Teorema 4.1.1 (Esistenza energia libera quenched). Il limite che defi-
nisce l’energia libera quenched esiste e non è aleatorio. Più precisamente,
p(β) := lim
n→∞
1
n
lnZn = sup
n
E[lnZn]. (4.2)
39
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La dimostrazione del teorema sarà articolato in due fasi:
1. facciamo vedere che esiste il limite di E[lnZn], sfruttandone la supe-
radditività;
2. utilizzando un lemma di concentrazione, mostriamo che X = lnZn è
concentrato attorno al suo valor medio.
Lemma 4.1.2 (Lemma di concentrazione). Supponiamo che X ∈ L1(Q)
sia Gn−misurabile per qualche n e che esista δ ∈ (0,∞), A ∈ (0,∞),
X1, . . . , Xn ∈ L1(Q) tali che
E[Xj|Gj−1] = E[Xj|Gj], e E[eδ(X−Xj))|Gj−1] ≤ A (4.3)
per j = 1, . . . , n. Allora con B = 2
√
6A
2
δ2
Q(X − E[X] ≥ εn) ≤ 2e
−ε2n
4B per tutti gli ε ∈ (0, Bδ). (4.4)
Dimostrazione lemma. Consideriamo la successioneDj = E[X|Gj]−E[X|Gj−1].
Innanzitutto, facciamo vedere che
E[eδ|Dj ||Gj−1] ≤ A2, j = 1, . . . , n. (4.5)
Poiché per ipotesi E[Xj|Gj−1] = E[Xj|Gj], si ha
Dj ≤ E[X −Xj|Gj] + E[X −Xj|Gj−1]
= E[Yj|Gj] + E[Yj|Gj−1],
dove Yj = X −Xj. Dalla disuguaglianza di Jensen segue che
eδE[Yj |Gj−1] ≤ E[eδYj |Gj−1] ≤ A.
In maniera analoga,
E[eδE[Yj |Gj ]]|Gj−1 ≤ E[E[eδYj |Gj]|Gj−1] = E[eδYj |Gj−1] ≤ A.
Di conseguenza
E[eδ|Dj ||Gj−1] ≤ eδE[Yj |Gj−1]E[eδE[Yj |Gj ]|Gj−1] ≤ A2,
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che non è altro che la (4.5). Grazie all’ausilio della (4.5) adesso mostriamo
che
E[eθDj |Gj−1] ≤ eBθ
2
, θ ∈ (−δ/2, δ/2), j = 1, . . . , n (4.6)
Osserviamo che
1
4!
E[D4j |Gj−1] =
1
4!
E[δ4D4j |Gj−1]/δ4 ≤ E[eδ|Dj ||Gj−1]/δ4 ≤ A2/δ4,
da cui
E[D2j eδ|Dj |/2|Gj−1] ≤ E[D4j |Gj−1]E[eδ|Dj ||Gj−1]
1
2
≤
√
4!A2/δ2 = 2
√
6A2δ2 = B.
Notiamo che ex ≤ 1 + x+ x2e|x|/2 per ogni x ∈ R, quindi si ottiene
E[eθDj |Gj−1] ≤ 1 + θDj +
θ2
2
E[D2j e|θDj |Gj−1]
≤ 1 + θDj +
θ2
2
B
≤ 1 + θ
2
2
B ≤ eBθ2
Inoltre, poichèX−E[X] = D1+D2+. . .+Dn, dalla disuguaglianza precedente
segue che
E[eθ(X−E[X])] = E[e
∑n
j=1 θDj ] ≤ eBθ2n, θ ∈
[
− δ
2
,
δ
2
]
.
Per vedere la (4.4) prendiamo θ = ε
2B
≤ δ
2
. Per la disuguaglianza di
Chebychev, si ha
Q(X − E[X] ≥ εn) = Q(θ(X − E[X]) ≥ θεn)
≤ 2eBθ2−θεn = 2e−ε2n/4B
Dimostrazione teorema. Innanzitutto, consideriamo il valor medio e mostria-
mo che
lim
n→∞
E[
1
n
lnZn] = sup
n∈N
E[
1
n
lnZn] ∈ R.
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Poiché Hn+m = Hn + Hm ◦ θn,x (θn,x è l’operatore di traslazione definito in
(2.4)), e per la proprietà di Markov della passeggiata aleatoria, si ha
Zn+m = E[e
β(Hn+Hm◦θn,x)]
=
∑
x∈Zd
E[eβHn1{Sn=x}e
βHm◦ωn,x ]
= Zn
∑
x∈Zd
µn(Sn = x)Z
x
n,m,
dove Zxn,m = E
x[eβ
∑m
j=1 βωn+j,Sj ] è la funzione di partizione del polimero di
lunghezza m che parte al tempo n dal punto x. Essa ha la stessa legge di Zm
poiché l’ambiente è invariante rispetto alle traslazioni. Dunque
Zn+m = Zn
∑
x∈Zd
µn(Sn = x)Z
x
n,m
= ZnEµn [Z
x
n,m],
dove Eµn è l’attesa rispetto alla misura dei polimeri. Usando la disuguaglian-
za di Jensen per funzioni concave, si ottiene
lnZn+m ≥ lnZn + Eµn [lnZxn,m]
= lnZn +
∑
x∈Zd
µn(Sn = x) lnZ
x
n,m.
Ora, calcolando il valore atteso di entrambi i membri e usando l’indipendenza
degli ω
E[lnZn+m] ≥ E[lnZn] + E
[∑
x∈Zd
µn(Sn = x) lnZ
x
n,m
]
= E[lnZn] + E
[∑
xZd
µn(Sn = x)
]
E[ln(Zxn,m)]
= E[lnZn] + E[lnZm],
perciò E[lnZn] è superadditiva. Ora, per il teorema sulle successioni supe-
radditive (vedi Lemma 3.2.1 dell’Appendice in [6]), vale
lim
n→∞
1
n
E[lnZn] = sup
n
1
n
E[lnZn]
= sup
n
1
n
nλ(β) <∞,
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il che conclude la dimostrazione della prima parte del teorema.
Rimane da far vedere la seconda parte. A tale scopo consideriamo X =
lnZn. Mostriamo che X soddisfa la (4.4) del lemma di concentrazione per
un qualche B ∈ (0,∞) e un qualche δ positivo: per il lemma di Borel-Cantelli
ciò implica che lim supn | lnZn − E[lnZn]| ≤ ε Q−q.c., per tutti gli ε ≤ Bδ.
Ne consegue che
lim sup
n→∞
| lnZn − E[lnZn]| = 0 Q− q.c.
Introduciamo la misura di probabilità µn,j sullo spazio (Ω,F) definita da
µn,j(ds) =
1
Zn,j
eβHn,jP(ds)
dove Hn,j =
∑
1≤k≤n,k 6=j ωk,Sk . Introduciamo, inoltre, la σ-algebra Gj genera-
ta da ωt,x, t ≤ j e x ∈ Zd.Fissiamo un arbitrario n e mostriamo che vale la
(4.3) per
X = lnZn, Xj = lnZn,j j = 1, . . . , n
dove Zn,j lo prendiamo indipendente dall’ambiente ω. Proprio grazie a ta-
le indipenddenza risulta E[Xj|Gj] = E[Xj|Gj−1]. D’altra parte, poiché la
funzione u 7→ uδ è convessa per δ ∈ R− (0, 1), si ha
eδ(X−E[X]) =
( Zn
Zn,j
)δ
= µn,j(e
βωj,Sj )δ
≤ µn,j(eβδωj,Sj ).
Osserviamo che la misura µn,j è misurabile rispetto alla σ-algebra G ′j :=
σ(ωk,., k 6= j). Inoltre,
E[eδ(X−Xj)|G ′j] ≤ E[µn,j(e
βδωj,Sj )|G ′j]
= µn,j(E[eβδωj,Sj |G ′j])
= µn,j(e
λ(βδ)) = eλ(βδ).
Ora, poiché Gj−1 ⊂ G ′j, si ha
E[eδ(X−Xj)|Gj−1] ≤ A := eλ(β) + eλ(−β).
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Osservazione 8. Per la disuguaglianza di Jensen, si ha
E[
1
n
lnZn] =
1
n
E[lnZn] ≤
1
n
lnE[Zn]
=
1
n
ln enλ(β) = λ(β),
perciò
p(β) ≤ λ(β). (4.7)
Definizione 4.2. Quando nella (4.7) vale il minore stretto si parla di disor-
dine molto forte.
4.2 Temperatura critica
A questo punto potrebbe sorgere il dubbio che esista un’ulteriore tran-
sizione di fase oltre a quella descritta nei precedenti capitoli; la seguente
proposizione ci fornisce un ausilio per poterlo sciogliere.
Proposizione 4.2.1 (Temperatura critica). Sia βc la temperatura critica
introdotta in (1.3.2). Esiste un β̄c ∈ [0,∞], βc ≤ β̄c, tale che
• se β < β̄c allora p(β) = λ(β),
• se β > β̄c allora p(β) < λ(β).
Il valore β̄c viene chiamato valore critico per p(β).
L’enunciato è conseguenza della proprietà di monotonia della funzione
β 7−→ p(β)− λ(β).
Dimostrazione. Basta far vedere che la funzione β 7−→ p(β) − λ(β) è non
decrescente in R+.
∂
∂β
E[lnZn] = E
[ ∂
∂β
lnZn
]
= E
[
(Zn)
−1 ∂
∂β
E[eβHn ]
]
= E[E[(Zn)−1HneβHn ]]
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Abbiamo già visto che, per ogni cammino fissato S, eβHne−nλ(β)dQ è una
misura prodotto; inoltre, la funzione Hn è crescente in ω, mentre (Zn)
−1 è
decrescente per β ≥ 0, allora gli ω verificano la disuguaglianza FKG. Di
conseguenza
E[(Zn)−1HneβHn ] = E[(Zn)−1HneβHne−nλ(β)enλ(β)]
≤ e−nλE[(Zn)−1eβHn ]E[HneβHn ]
= E[(Zn)−1eβHn ]e−nλ(β)nλ′(β)enλ(β)
= E[(Zn)−1eβHn ]nλ′(β),
essendo
E[ωi,Sieβωi,Si ] = λ′(β)eλ(β) =
∂
∂β
E[eβωi,Si ]
Ora, applicando il teorema di Fubini
∂
∂β
E[lnZn] ≤ nλ′(β)E[E[(Zn)−1eβHn ]]
= nλ′(β)E[(Zn)−1E[eβHn ]]
= nλ′(β),
da cui
∂
∂β
1
n
E[lnZn]− λ′(β) ≤ 0.
il che implica la tesi, in quanto sia p(β) sia λ(β) si annullano quando β =
0.
Sorge spontanea la domanda:
βc = β̄c?
I fisici credono che questi due valori coincidano e che, perciò, non esista una
fase intermedia tra disordine forte e disordine molto forte. Vedremo nel pros-
simo paragrafo che ciò è stato dimostrato rigorosamente a basse dimensioni:
quando d = 1 Comets lo ha fatto vedere in ambiente aleatorio in generale,
quando d = 2 è stato dimostrato da Lacoin in [14] in ambiente Gaussiano;
invece, rimane tuttora una questione aperta il caso d ≥ 3.
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Figura 4.1: Transizione di fase in terminni di energia libera.
Osservazione 9.
W∞ > 0⇒ p(β) = λ(β).
Infatti
p(β) = lim
n→∞
1
n
lnZn = lim
n→∞
1
n
ln
( Zn
E[Zn]
E[Zn]
)
= lim
n→∞
( 1
n
lnWn +
1
n
lnE[Zn]
)
= λ(β).
Di conseguenza, certamente, βc ≤ β̄c.
4.3 Disordine molto forte a basse dimensioni
4.3.1 Caso d = 1
Teorema 4.3.1. Assumiamo d = 1. Allora,
β̄c = 0.
Equivalentemente, per ogni β 6= 0, p(β) < λ(β).
Per la dimostrazione seguiremo la trattazione fatta da Comets in [6].
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Notazione
Sia k < n e siano x, y ∈ Zd,
W xk,n(y) = E
x
[
eβ
∑n−k
j=1 ωk+j,Sj−(n−k)λ(β)1{Sn−k = y}
]
,
dove Ex è l’attesa rispetto alla misura P della passeggiata aleatoria che parte
al tempo 0 da x.
Per la proprietà di Markov della passeggiata aleatoria, si ha
Wn =
∑
x,y∈Zd
Wk(x)W
x
k,n(y).
Ci servirà il seguente
Lemma 4.3.2. In ogni dimensione d ≥ 1 vale
p(β)− λ(β) ≤ inf
m≥1,0<θ≤1
1
mθ
lnE
[∑
x
Wm(x)
θ
]
. (4.8)
Dimostrazione lemma. Sia θ ∈ (0, 1) e m un intero positivo. Per ogni n ≥ 1,
si ha
E
[ 1
n
lnWnm
]
= E
[ 1
nθ
lnW θnm
]
= E
[ 1
θn
ln
( ∑
x1,...,xn
Wm(x1) . . .W
xn−1
(n−1)m,nm(xn)
)]
≤ E
[ 1
θn
ln
( ∑
x1,...,xn
Wm(x1)
θ . . .W
xn−1
(n−1)m,nm(xn)
θ
)]
≤ 1
θn
lnE
[ ∑
x1,...,xn
Wm(x1)
θ . . .W
xn−1
(n−1)m,nm(xn)
θ
]
=
1
θn
ln
∑
x1,...,xn−1
E[Wm(x1)θ . . .W xn−2(n−2)m,nm(xn−1)
θ]E
[∑
xn
W
xn−1
(n−1)m,nm(xn)
θ
]
=
1
θn
ln
(
E
[∑
x
Wm(x)
θ
])n
=
1
θ
lnE
[∑
x
Wm(x)
θ
]
,
dove nella prima disuguaglianza abbiamo sfruttato
(u+ v)θ ≤ uθ + vθ, per ogni u, v ≥ 0,
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e nella seconda la disuguaglianza di Jensen.
Ora, poiché posso scrivere
p(β) = lim
n→∞
1
nm
lnWnm + λ(β)
da cui
p(β)− λ(β) ≤ lim
n→∞
1
m
E
[ 1
n
lnWnm
]
≤ inf
0<θ≤1,m≥1
lnE
[∑
x
Wm(x)
θ
]
.
Dimostrazione teorema. Sia θ ∈ (0, 1) e β > 0. Per il teorema (3.2.2) del
capitolo precedente quando d = 1 vale
E[W θm] ≤ ce−c1m
1
3 m ≥ 1.
Fissiamo un intero m ≥ 1 e definiamo l’insieme dei punti x ∈ Zd visitati
dalla passeggiata aleatoria al tempo m:
Lm := {x ∈ Zd : P(Sm = x) > 0}
Allora,
E
[ ∑
x∈Lm
Wm(x)
θ
]
≤ LmE[W θm]
≤ Lmce−c1m
1
3
poiché Lm = O(m), il secondo membro tende a 0 per m→∞. Esiste quindi
un m ≥ 1 tale che
E
[ ∑
x∈Lm
Wm(x)
θ
]
< 1.
Di conseguenza,
lnE
[ ∑
x∈Lm
Wm(x)
θ
]
< 0
cos̀ı, per il lemma precedente, p(β) < λ(β).
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4.3.2 Caso d = 2
Nel caso bidimensionale Lacoin ha dimostrato in [14] che vale il seguente
Teorema 4.3.3. Quando d = 2 e l’ambiente è gaussiano (ωi,x ∼ N (0, 1)),
esiste una costante c tale che per ogni β ≤ 1
p(β)− λ(β) ≤ −e−
c
β4 .
Pertanto,
β̄c = 0. (4.9)
Per la dimostrazione rigora di questo risultato si veda paragrafo 6 in [14],
qui ci limiteremo a darne un’idea che permetta di capire il tipo di approccio
utilizzato.
Idea della dimostrazione. Ricordiamo che nel caso di ambiente con distribu-
zione di Gauss si trova λ(β) = β
2
2
, perciò la funzione di partizione normaliz-
zata diventa
WN = E[e
β
∑N
i=1 ωi,Si−N
β2
2 ].
Sia θ ∈ (0, 1). Analogamente a quanto visto nel caso unidimensionale, usando
la disuguaglianza di Jensen si trova
p(β)− λ(β) ≤ inf 1
θN
lnE[W θN ],
che permette di ridurre il problema del calcolo del limite superiore a mostrare
che E[W θN ] decade esponenzialmente con N . Il passo successivo è quello di
decomporre WN in diversi contributi che corrispondono alle traiettorie della
passeggiata aleatoria che si trovano all’interno di corridoi di ampiezza
√
n.
Più precisamente, fissato un intero n, N = nm, (m→∞), scriviamo
WN =
∑
y1,...,ym∈Z2
W(y1,...,ym),
dove
W(y1,...,ym) :=
∑
γ ∈ Γy1,...,ymeβHN (γ)
E[ZN ]
,
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Figura 4.2: Corridoi lungo i quali l’ambiente viene modificato.
dove Γy1,...,ym è l’insieme dei cammini che giacciono sui corridoi suddetti.
Ora, sfruttando la disuguaglianza (
∑
ai)
θ ≤
∑
aθi , si ha
E[W θN ] ≤
∑
y1,...,ym
E[W θ(y1,...,ym)]. (4.10)
A questo punto, introduciamo il secondo elemento caratterizzante questa
dimostrazione, ovvero un cambio della misura dell’ambiente, Q, attorno ai
corridoi, che consenta di stimare il termine a secondo membro di (4.10).
In particolare, la nuova misura, Q̃, definita in modo da essere assolutamente
continua rispetto a Q, modifica la funzione di covarianza dell’ambiente lungo i
corridoi in cui dovrebbe giacere la passeggiata aleatoria introducendo qualche
correlazione negativa. Usando la disuguaglianza di Hölder, si ottiene
Q[W θ(y1,...,ym)] ≤
(
Q̃
(dQ
dQ̃
) 1
1−θ
)1−θ
(Q̃W(y1,...,ym))θ.
La misura Q̃ viene scelta in modo tale da avere
Q̃[W(y1,...,ym)] ≤ e−KmQ[W(y1,...,ym)],
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per un qualche K grande, e che, allo stesso tempo, renda sufficientemente
piccolo il costo del cambio di misura, cioè(
Q̃
(dQ
dQ̃
) 1
1−θ
)1−θ
≤ e−εm per un qualche ε piccolo.
In conclusione, si ottiene
Q[W θN ] ≤ e−m,
da cui
p(β)− λ(β) ≤ inf 1
θN
lnE[W θN ]
≤ inf 1
θnm
ln e−m
= −m
N
Capitolo 5
Superdiffusività: cenni
5.1 Introduzione
In quest’ultimo capitolo affronteremo un argomento che tuttora lascia
molti quesiti irrisolti, il cosidetto fenomeno di superdiffusività, che si verifica
nel regime di disordine forte. Tale concetto è da contrapporsi a quello di
diffusività (caratteristico del disordine debole): infatti, dire che un polimero
presenta un comportamento superdiffusivo significa che esso tende ad allon-
tanarsi dall’origine in maniera tale da raggiungere zone dello spazio in cui
l’ambiente risulti maggiormente favorevole, più precisamente, si crede che la
distanza tipica dell’ultimo monomero che compone una catena di lunghezza
n raggiunga distanze dell’ordine di nξ, con ξ > 1
2
.
Sulla superdiffusività poco è stato dimostrato rigorosamente e molto è stato
ipotizzato; in particolare, per il modello a tempo e spazio discreto che abbia-
mo analizzato nei primi quattro capitoli rimane un problema ancora aperto.
E’ anche per questa ragione che, recentemente, ci si è interessati a modelli
semicontinui(a spazio o tempo discreto) o continui che, per esempio, pren-
dano in considerazione il moto browniano anziché la passeggiata aleatoria
semplice, in quanto in taluni casi si possono utilizzare tecniche del calcolo
stocastico per la determinazione di nuovi risultati.
Noi qui ci concentremo su due modelli per polimeri diretti in ambiente gaus-
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siano, il primo dei quali è stato introdotto da Peterman nella sua tesi non
pubblicata1 e, successivamente, studiato anche da Mejane [15], i quali hanno
dimostrato che per d = 1 vale la superdiffusività; il secondo modello è stato
originariamente introdotto da Rovira e Tindel [17] e poi preso nuovamente
in esame da Lacoin [12]. In entrambi i casi, ci concentreremo sui principali
risultati teorici che riguardano proprio il fenomeno di superdiffusività ed i
cosidetti esponenti critici. Non ne riporteremo le dimostrazioni, per la con-
sultazione delle quali rimandiamo alle relativa bibliografia.
Per iniziare diamo una definizione intuitiva ma non rigorosa2 degli esponenti
critici:
Definizione 5.1. Si definisce esponente critico per la fluttuazione trasversale
di un cammino il numero positivo ξ(d) tale che
max
0≤i≤n
|Si| ≈ nξ(d) per n↗∞ (5.1)
ξ(d) viene anche detto esponente di volume.
L’esponente che misura la fluttuazione dell’energia libera, chiamato sempli-
cemente esponente di fluttuazione, è il numero χ(d) > 0 tale che
lnZn − E[lnZn] ≈ nχ(d) per n↗∞ (5.2)
Definizione 5.2. Il polimero è detto diffusivo se ξ(d) = 1
2
e superdiffusivo
se ξ(d) > 1
2
.
5.1.1 Congetture su esponenti critici
I fisici ritengono che i due esponenti critici debbano soddisfare la relazione
χ(d) = 2ξ(d)− 1, d ≥ 1 (5.3)
e che nel caso unidimensionale il polimero sia superdiffusivo, in particolare:
χ(d) =
1
3
, ξ(d) =
2
3
.
1”Superdiffusivity for directed polymers in random environment”, Università di Zurigo
(2000)
2Per una definizione rigorosa degli esponenti critici si veda [16].
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per d ≥ 2 non ci sono valori congetturati degli esponenti. Ad ogni modo, la
superdiffusività rimane un problema aperto, infatti, nella maggior parte dei
casi, l’esistenza stessa di ξ e χ non è stata dimostrata rigorosamente.
5.2 Modello di Peterman
Descrizione del modello:
• Passeggiata aleatoria: sia (Sn)n≥0 una passeggiata aleatoria a tempo
discreto in Rd con incrementi i.i.d. con distribuzione normale standard,
cioè in questo caso Ω = {S = (Sn)n≥0 : Sn ∈ Rd, n ≥ 0} e P è l’unica
misura di probabilità tale che S1−S0, . . . , Sn−Sn−1 sono indipendenti
e
P(S0 = 0) = 1, P(Sn − Sn−1 ∈ dx) = (2π)−
d
2 e−
|x|2
2 dx
• Ambiente aleatorio: sia (ωi,x)i∈N,x∈Rd una successione di variabili alae-
torie gaussiane fissate e invarianti per traslazione. Indicheremo con P
e Q la misura di probabilità e l’attesa dell’ambiente, rispettivamente.
La funzione di covarianza è data da
E[ωi,xωj,y] := δi,jQ(x− y), (5.4)
dove Q è una funzione non negativa con Q(0) = 1 e Q(x)→ 0 quando
|x| → ∞, in particolare la correlazione esistente tra gli ω non coinvolge
la direzione lungo cui è diretto il polimero.
• Misura dei polimeri la definizione è analoga al caso in ambiente discreto,
infatti per un cammino S di lunghezza n e β > 0 fissato la derivata di
Radon-Nikodyn è data da
dµβ,ωn (S)
dP
=
1
Zβ,ωn
eβ
∑n
i=1 ωi,Si ,
dove
Zβ,ωn := E[e
β
∑n
i=1 ωi,Si ]
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è la funzione di partizione del polimero.
Vediamo il risultato ottenuto da Peterman
Teorema 5.2.1. Quando d = 1 e Q è a supporto compatto, per ogni β > 0
e α < 3
5
lim
n→∞
µβ,ωn (max
i∈[0,n]
{|Sn| ≥ nα}) = 1 (5.5)
Da cui si deduce che ξ(d) > 1
2
, ovvero la superdiffusività del polimero.
Diversamente, il lavoro di Méjane fornisce un limite superiore all’esponente
di volume a valido in ogni dimensione:
Teorema 5.2.2 (Méjane). Per ogni d ≥ 1 e per ogni α > 3
4
lim
n→∞
µβ,ωn (max
i∈[1,n]
{|Sn| ≥ nα}) = 0 (5.6)
Di conseguenza, ξ(1) ≤ 3
4
.
Entrambi questi risultati sono compatibili con le congetture dei fisici.
5.3 Modello: polimero browniano in ambien-
te gaussiano
In questo caso la passeggiata aleatoria semplice viene sostituita da un
moto browniano in R+ × Rd, mentre l’ambiente è lo stesso del paragrafo
precedente.
Vediamo, nello specifico, come è definito il modello.
• Polimero browniano: il polimero è modellizzato da un cammino bro-
wniano d-dimensionale, (Bt)t≥0, definito su uno spazio di probabilità
filtrato (Ω̂, F̂ , P̂ , {F̂t}t≥0.
• Ambiente aleatorio: sia ((ωt,x)t∈R+,x∈Rd) una successione di variabili
aleatorie con distribuzione normale definite sullo spazio di probabilità
(Ω,F,P), aventi funzione di covarianza definita come in (5.4), dove Q
è, di nuovo, una funzione non negativa che tende a zero all’infinito.
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• Misura dei polimeri: per ogni t > 0, l’energia di un dato cammino B
su [0, t] è definita come
Hω,t(B) = Ht(B) :=
∫ t
0
ω(ds,Bs)
Osserviamo che, per come è definita, Ht è, a sua volta, una variabile
aleatoria gaussiana con matrice di covarianza
E[Ht(B
(1))Ht(B
(2))] :=
∫ t
0
Q(B(1)s −B(2)s )ds
Definiamo la misura dei polimeri come segue:
dµβ,ωt (B) :=
1
Zβ,ωt
eβHt(B)dP̂(B),
dove Zβ,ωt è la funzione di partizione del modello
Zβ,ωt := Ê [eβHt ].
Nello specifico, Lacoin considera il caso in cui la funzione di correlazione sia
della forma
Q(x)  ‖x‖−θ per ‖x‖ → ∞, (5.7)
dove ‖.‖ indica la norma euclidea in Rd.
Notazione
Date due funzioni f, g, la scrittura f(x)  g(x) per ‖x‖ → ∞ significa che
esistono due costanti positive R e c tali che
c−1f(x) ≤ g(x) ≤ cf(x) ∀x, ‖x‖ →≥ R.
Anche in questo caso l’obiettivo dello studio è quello di capire il compor-
tamento del polimero diretto (Bs)s∈[0,t] rispetto alla misura µ
β,ω
t quando t
diventa grande per una tipica realizzazione dell’ambiente gaussiano ω.
Osserviamo che si dimostrano risultati analoghi a quelli visti per il polimero
diretto in ambiente aleatorio a tempo e spazio discreti:
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• la separazione tra disordine forte e disordine debole viene definita
in termini del comportamento asintotico della funzione di partizione
normalizza, W β,ωt (si veda definizione (1.1));
• la dicotomia avviente in corrispondenza del valore critico della tempe-
ratura βc;
• si definisce l’energia libera del sistema ed il relativo valore critico, β̄c;
in questo caso però, tali risultati dipendono non solo dalla dimensione d ma
anche dal numero positivo θ. Riassumiamo queste informazioni nel seguente
Teorema 5.3.1. Vale la seguente caratterizzazione dei regimi di disordine
debole/forte:
(i) se d ≥ 3 e θ > 2, allora β̄c ≥ βc > 0;
(ii) se d ≥ 2 e θ < 2, allora βc = β̄c = 0;
(iii) quando d = 1, βc = β̄c = 0 per ogni valore di θ.
In particolare, il teorema afferma che se d ≥ 3 il comportamento del
polimero browniano è diffusivo quando θ < 2; al contrario, quando θ <
2 di dimostra valere la superdiffusività per ogni valore della dimensione.
Enunciamo i risultati rigorosi:
Teorema 5.3.2. Quando d ≥ 2 e θ < 2 oppure quando d = 1 e θ < 1, si ha
lim
ε→0
lim inf
t→∞
Eµβ,ωt
[ sup
0≤s≤t
‖Bs‖ ≥ εt
3
4+θ ] = 1
Per d = 1, Q ∈ L1, abbiamo
lim
ε→0
lim inf
t→∞
Eµβ,ωt
[ sup
0≤s≤t
‖Bs‖ ≥ εt
3
5 ] = 1
dove Eµt indica l’attesa rispetto alla misura dei polimeri.
D’altra parte, il limite superiore determinato per il modello di Peterman da
Méjane si può estendere a questo modello:
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Teorema 5.3.3. Per ogni valore di β, d e una arbitraria Q e ogni α > 3
4
, si
ha
lim
t→∞
[max
s∈[0,t]
‖Bs‖ ≥ tα] = 0.
Osservazione 10. Da questi due teoremi si deduce che
3
4 + (θ ∧ d)
≤ ξ(d) ≤ 3
4
Di conseguenza, prendendo θ vicino allo zero, il limite superiore calcolato da
Méjane diventa ottimale per ogni funzione di correlazione.
Per finire, vediamo un risultato che fornisce un limite inferiore alla va-
rianza di lnZt.
Teorema 5.3.4. Per ogni valore di β, d e Q che verifica la (5.7), se α è tale
che
lim
t→∞
Eµt [max
s∈[0,t]
‖Bs‖ ≥ tα] = 0,
allora esiste una costante c (che dipende da β,d e Q) tale
V arP lnZt ≥ ct1−(θ∧d)α
In particolare, per ogni ε, possiamo trovare un c(dipendente da β,d, Q e ε)
tale che
V arP lnZt ≥ ct1−(4−3θ/4−ε)
Osservazione 11. L’idea alla base della dimostrazione di Lacoin per la super-
diffusività consiste nel confrontare fra loro il costo entropico ed il guadagno
in termini di energia dovuto alla fluttuazione dell’ambiente da parte di un
cammino browniano per raggiungere una distanza di tα lontano dell’origine;
infatti, è proprio questa sorta di competizione tra energia e costo entropico
che permette alla superdiffusività di verificarsi. Lacoin, quindi, dimostra che
il costo entropico è inferiore rispetto al guadagno energetico, ne consegue il
comportamento superdiffusivo del polimero.
Appendice A
Martingale
Questa appendice, basata sostanzialmente sul testo [18] di Williams, ha
come obiettivo quello di raccogliere alcuni dei principali risultati teorici sulle
martingale a tempo discreto che sono utili alla trattazione dei polimeri di-
retti in ambiente aleatorio fatta in questo elaborato. Iniziamo con alcune
definizioni basilari:
Definizione A.1. Si chiama spazio filtrato la quaterna (Ω,F , {Fn},P), dove
(Ω,F ,P) è uno spazio di probabilità e {Fn : n ≥ 0} è una filtrazione, ovvero
una famiglia crescente di sotto σ-algebra di F . Definiamo, inoltre, la σ-
algebra
F∞ := σ(
⋃
n
Fn).
Definizione A.2. Un processo stocastico X = (Xn : n ≥ 0) si dice adattato
(alla filtrazione Fn) se per ogni n, Xn è Fn-misurabile.
Definizione A.3. Un processo stocastico adattato X con E[|Xn|] <∞,∀n,
si chiama
• martingala se
E[Xn|Fn−1] = Xn−1 q.c. (n ≥ 1)
• submartingala se
E[Xn|Fn−1] ≥ Xn−1 q.c. (n ≥ 1)
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• supermartingala se
E[Xn|Fn−1] ≤ Xn−1 q.c. (n ≥ 1)
Come si può dedurre dalla definizione, le proprietà di una martingala
dipendono dalla filtrazione e dalla misura di probabilità considerata. Inoltre,
osserviamo che X è una martingala se e soltanto se è allo stesso tempo una
submartingala ed una supermartingala.
Supponiamo che X sia una martingala e 0 ≤ k < n, allora
E[Xn|Fk] = E[E[Xn|Fn−1]|Fk] = E[Xn−1|Fk] = ... = Xk,
dove la prima uguaglianza segue dalle proprietà dell’attesa condizionata. Ne
segue che per ogni n
E[Xn] = E[E[Xn|F0]] = E[X0],
pertanto le martingale hanno la carattesistica di essere costanti in media.
Diversamente, una submartingala cresce in media, mentre una supermartin-
gala decresce in media.
Osservazione 12. Se M è una martingala e φ è una funzione convessa su R
tale che φ(M) è integrabile, allora φ(M) è una submartingala. Infatti, per la
disuguaglainza di Jensen
E[φ(Mn+1)|Fn] ≥ φ(E[Mn+1|Fn] = φ(Mn)
Ad esempio, se M è una martingala allora |M | e M2 sono martingale.
A.1 Esempi di martingale
Di seguito riportiamo alcuni casi particolari di famiglie di variabili alea-
torie che sotto determinate condizioni risultano essere delle martingale.
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1. Somma di v.a indipendenti e di media 0
Sia X1, X2, . . . una successione di variabili aleatorie indipendenti con
E[|Xk|] <∞, ∀k, e tali che
E[Xk] = 0, ∀k
Definiamo la v.a.
Sn := X1 +X2 + . . .+Xn
con S0 := 0, e consideriamo la σ-algebra Fn = σ(X1, X2, . . . , Xn) con
F0 = {,Ω}. Allora Sn è una martingala rispetto alla σ-algebra Fn.
Infatti,
E[Sn|Fn−1] = E[Sn−1 +Xn|Fn−1]
= E[Sn−1|Fn−1] + E[Xn|Fn−1]
= Sn−1 + E[Xn]
= Sn−1,
dove, in particolare, la seconda uguaglianza si ottiene per la linearità
dell’attesa condizionata e la terza perché Sn−1, per costruzione, è Fn−1-
misurabile, e per l’indipendenza di Xn da Fn−1.
2. Prodotto di v.a. indipendenti non negative di media unitaria
Sia X1, X2, . . . una successione di variabili aleatorie indipendenti non
negative con
E[Xk] = 1,∀k.
Definiamo
Mn := X1X2 . . . Xn,
con M0 := 1, e prendiamo Fn definita come sopra. Allora, M è una
martingala rispetto alla σ-algebra Fn.
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Infatti, si ha
E[Mn|Fn−1] = E[Mn−1Xn|Fn]
= Mn−1E[Xn|Fn−1]
= Mn−1E[Xn]
= Mn−1,
dove, analogamente al caso precedente, abbiamo usato il fatto che Mn−1
è Fn−1-misurabile e l’indipendenza di Xn da Fn−1.
3. Gioco equo- non equo
Pensiamo a Xn − Xn−1 come alla vincita netta di un giocatore all’n-
esima partita in una successione di partite che iniziano al tempo n = 1.
Allora, nel caso in cui X sia una martingala
E[Xn −Xn−1|Fn−1] = 0 (gioco equo),
nel caso in cui X sia una supermartingala
E[Xn −Xn−1|Fn−1] ≤ 0 (gioco non equo
A.2 Convergenza
Definizione A.4. Un processo C si dice prevedibile rispetto alla σ-algebra
{Fn} se ∀n ≥ 1 Cn è Fn−1 misurabile.
Pensiamo a Cn come alla scommessa fatta da un giocatore alla partita
n. La vincita dopo la n-esima partita è data da Cn(Xn − Xn−1), mentre la
vincita complessiva fino al tempo n è
Yn =
∑
1≤k≤n
Ck(Xk −Xk−1)
Definizione A.5. Il numero UN [a, b] di upcrossings dell’intervallo [a,b] del
processo n 7→ Xn(ω) fino al tempo N è definito come il più grande numero
intero positivo k tale possiamo trovare
0 ≤ s1 < t1 < s2 < t2 < . . . < sk < tk ≤ N
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con
Xsi(ω) < a, Xti(ω) < b (1 ≤ i ≤ k).
Lemma A.2.1. Sia X una supermartingala limitata in L1, ossia tale che
sup
n
E[|Xn|] <∞.
Siano a, b ∈ R, con a < b. Allora, posto U∞[a, b] := limN↑∞ UN [a, b],
(b− a)E[U∞[a, b]] ≤ |a| sup
n
E[|Xn|] <∞ (A.1)
cos̀ı che
P(U∞[a, b] =∞) = 0
Teorema A.2.2 (Teorema di convergenza). Sia X una supermartingala
limitata in L1, cioè tale che supnE[|Xn|] < ∞. Allora, q.c esiste finito il
limite limn→∞Xn := X∞ ed esso risulta F∞-misurabile.
Dimostrazione. Poniamo
Λ := {ω : Xn(ω) non converge in [−∞,+∞]}.
Si ha
Λ = {ω : lim inf Xn(ω) < lim supXn(ω)}
=
⋃
a,b∈Q:a<b
{ω : lim inf Xn(ω) < a < b < lim supXn(ω)}
=
⋃
Λa,b
Ma
Λa,b ⊆ {ω : U∞[a, b] =∞},
cos̀ı per il lemma precedente, P(Λa,b) = 0. Ora, poiché Λ è unione numerabile
di insiemi Λa,b, P(Λ) = 0, perciò
X∞ = lim
n→∞
Xn ∈ [−∞,∞].
Per il lemma di Fatou,
E[|X∞|] = E[lim inf
n
|Xn|] ≤ lim inf
n
E[|Xn|] <∞,
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pertanto
P(X∞ è finito) = 1.
Corollario A.2.3. Se X è una supermartingala non negativa, allora il limite
limn→∞Xn = X∞ esiste q.c.
Dimostrazione. Per il teorema precedente, basta far vedere che X è limitata
in L1. Si ha
E[|Xn|] = E[Xn] ≤ E[X0]
A.3 Uniforme integrabilità
Definizione A.6. Una famiglia C di variabili aleatorie si dice uniformemente
integrabile se dato ε > 0, esiste K ∈ [0,∞) tale che
E[|X|; |X| > K] < ε ∀X ∈ C. (A.2)
Osserviamo che per una tale famiglia C, prendendo K1 relativo a ε = 1
per tutti gli X ∈ C, si ha
E[|X|] = E[|X| : |X| > K1] + E[|X|; |X| ≤ K1] ≤ 1 +K1
ciò implica che una famiglia uniformente integrabile è limitata in L1; in
generale, non vale il viceversa.
Esempio A.1. Sia (Ω,F ,P) = ([0, 1],B[0, 1], Leb). Poniamo
En = (0, n
−1), Xn = nIEn .
Allora, E[|Xn|] = 1 cos̀ı che Xn è limitata in L1. Tuttavia, per ogni K > 0,
si ha che per n > K,
E[|Xn|; |Xn| > K] = nP(En) = 1,
perciò Xn non è uniformemente integrabile.
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Il seguente risultato ci dà una condizione sufficiente perchè valga la pro-
prietà di uniforme integrabilità.
Teorema A.3.1. Supponiamo che C sia una famiglia di variabili aleatorie
limitate in Lp per qualche p > 1, cioè, per qualche A ∈ [0,∞)
E[|X|p] < A, ∀X ∈ C.
Allora, C è uniformemente integrabile.
Dimostrazione. Sia v ≥ K > 0, allora v ≤ K1−pvp. Perciò, per K > 0 e
X ∈ C, abbiamo
E[|X|; |X| > K] ≤ E[|X|p; |X| > K] ≤ K1−pA
Definizione A.7. Sia (Xn)n∈N una successione di variabili aleatorie, e sia X
una variabile aleatoria. Diciamo che Xn converge a X in probabilità se per
ogni ε > 0,
P(|Xn −X| > ε) −−−→
n→∞
0.
Lemma A.3.2. Se Xn → X q.c, allora Xn → X in probabilità.
Dimostrazione. Supponiamo che Xn → X q.c. e che ε > 0. Allora, per il
lemma di Fatou si ha
0 = P( lim
n→∞
|Xn −X| > ε) = P(lim sup |Xn −X| > ε)
≥ lim sup
n
P(|Xn −X| > ε),
ne segue che P(|Xn −X| > ε) −−−→
n→∞
0.
Il prossimo teorema ci dà una condizione necessaria e sufficiente per la
convergenza in L1 di una variabile aleatoria.
Teorema A.3.3. Sia (Xn) una successione in L
1, e sia X ∈ L1. Allora
Xn → X in L1 (cioè E[|Xn − X|] → 0), se e solo se sono soddisfatte le
seguenti due condizioni:
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(i) Xn → X in probabilità,
(ii) la successione (Xn) è uniformemente integrabile.
Applichiamo questo risultato nel caso di famiglia di martingale.
Teorema A.3.4. Sia M = (Mn, n ∈ Z+) una martingala uniformemente
integrabile. Allora,
M∞ := lim
n→∞
Mn esiste q.c. e in L
1
Dimostrazione. Poichè M è uniformente integrabile per ipotesi, M è limitata
in L1. Per il teorema (A.2.2) sulla convergenza delle martingale, esiste q.c.
il limite M∞ = limMn.
Rimane da far vedere la convergenza in L1. Usiamo il teorema precedente,
infatti abbiamo appena dimostrato che la successione converge q.c., allora per
il lemma sopra converge in probabilità. Sono cos̀ı soddistte le condizioni (i)
e (ii) del teorema precedente; ciò equivale a dire che Mn converge in L
1.
A.4 Decomposizione di Doob
Teorema A.4.1 (Teorema di decomposizione di Doob). Ogni submar-
tingala Xn, n ≥ 0 si può scrivere in modo unico come
Xn = Mn + An
dove Mn è una martingala e An è un processo prevedibile crescente con A0 =
0.
Dimostrazione. Vogliamo che
Xn = Mn + An, E[Mn|Fn−1] = Mn−1, e An ∈ Fn−1 (n ∈ N).
Perciò, dobbiamo avere
E[Xn|Fn−1] = E[Mn|Fn−1] + E[An|Fn−1]
= Mn−1 + An = Xn−1 − An−1 + An
da cui
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• An − An−1 = E[Xn|Fn−1]−Xn−1
• Mn = Xn − An.
Per assunzione A0 = 0 e M0 = X0, allora An e Mn sono definiti per ogni
valore di n, e quindi abbiamo mostrato l’unicità.
Osserviamo che An è crescente, infatti An − An−1 ≥ 0 poichè Xn è una
submartingala. Facciamo quindi vedere che An ∈ Fn−1. Procediamo per
induzione. Prendiamo n = 1, risulta A1 = A0 + E[X1|Fn−1] − X0 ∈ F0.
Supponiamo poi che An sia Fn−1-misurabile e mostriamo che An+1 ∈ Fn, si
ha
An+1 = An − (Xn − E[Xn+1|Fn])
in cui tutti i termini a secondo membro sono Fn-misurabili, infatti An ∈
Fn−1 ⊆ Fn e Xn ∈ Fn poichè adattato. A questo punto rimane da far vedere
che Mn è una martingala. Si ha
E[Mn|Fn−1] = E[Xn − An|Fn−1]
= E[Xn|Fn−1]− E[An|Fn−1]
= Xn−1 − An−1 = Mn−1.
A.4.1 Martingale di quadrato integrabile
Vediamo ora un’applicazione del teorema precedente a martingale limita-
te in L2.
Sia Mn una martingala in L
2 (E[M2n] < ∞, ∀n), con M0 = 0. Per la disu-
guaglianza di Jensen, M2n è una submartingala, di conseguenza, applicando il
teorema di decomposizione di Doob, esiste una martingala Nn ed un processo
prevedibile crescente An etrambi nulli in 0 tali che
M2n = Nn + An (n ∈ N).
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In generale, il processo A è detto compensatore di M e viene indicato con
〈M〉. Si definisce, inoltre,
〈M〉∞ := lim
n↑∞
〈M〉n .
I successivi due teoremi ci mostrano il comportamento asintotico della mar-
tingala Mn su {〈M〉∞ < ∞} e {〈M〉∞ = ∞}, rispettivamente. Per la
dimostrazione di entrambi si veda cap. 4 di [8].
Teorema A.4.2. Il limite limn→∞Mn esiste finito q.c su {〈M〉∞ <∞}.
Teorema A.4.3. Sia f ≥ 1 crescente con
∫∞
0
f(t)−2dt < ∞. Allora,
Mn/f(〈M〉n)→ 0 q.c. su {〈M〉∞ =∞}.
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