Reconstructions of Information in Visual Spatial Working Memory Degrade with Memory Load  by Sprague, Thomas C. et al.
Reconstructions of InformatCurrent Biology 24, 2174–2180, September 22, 2014 ª2014 Elsevier Ltd All rights reserved http://dx.doi.org/10.1016/j.cub.2014.07.066Report
ion
in Visual Spatial Working Memory
Degrade with Memory LoadThomas C. Sprague,1,* Edward F. Ester,2
and John T. Serences1,2,*
1Neurosciences Graduate Program, University of California,
San Diego, La Jolla, CA 92093-0109, USA
2Department of Psychology, University of California,
San Diego, La Jolla, CA 92093-0109, USA
Summary
Working memory (WM) enables the maintenance andmanip-
ulation of information relevant to behavioral goals. Vari-
ability in WM ability is strongly correlated with IQ [1], and
WM function is impaired in many neurological and psychiat-
ric disorders [2, 3], suggesting that this system is a core
component of higher cognition. WM storage is thought to
be mediated by patterns of activity in neural populations
selective for specific properties (e.g., color, orientation,
location, and motion direction) of memoranda [4–13].
Accordingly, many models propose that differences in the
amplitude of these population responses should be related
to differences in memory performance [14, 15]. Here, we
used functional magnetic resonance imaging and an image
reconstruction technique based on a spatial encodingmodel
[16] to visualize and quantify population-levelmemory repre-
sentations supported by multivoxel patterns of activation
within regions of occipital, parietal and frontal cortex while
participants precisely remembered the location(s) of zero,
one, or two small stimuli. We successfully reconstructed im-
ages containing representations of the remembered—but
not forgotten—locations within regions of occipital, parietal,
and frontal cortex using delay-period activation patterns.
Critically, the amplitude of representations of remembered
locations and behavioral performance both decreased with
increasing memory load. These results suggest that differ-
ences in visual WM performance between memory load con-
ditions are mediated by changes in the fidelity of large-scale
population response profiles distributed across multiple
areas of human cortex.Results
To assess the functional role that population codes in different
visually responsive occipital, parietal, and frontal regions of in-
terest (ROIs) play in spatial working memory (WM), we pre-
sented participants (n = 4, four scanning sessions each) with
two target stimuli (Figure 1A) followed by a postcue instructing
them to remember the location(s) of zero (R0), one (R1), or two
(R2) stimuli. In behavioral testing sessions performed outside
of the scanner, participants used a mouse click to indicate
the exact position of the remembered target. During scanning,
participants performed a two-alternative forced-choice (2AFC)
discrimination task in which they compared the position of a
probe stimulus to that of the corresponding remembered*Correspondence: tsprague@ucsd.edu (T.C.S.), jserences@ucsd.edu
(J.T.S.)target stimulus (Figure 1A). We chose to test precise memory
for spatial positions using either a recall task (outside the scan-
ner) or a ‘‘same/different’’ task (during scanning) so that partic-
ipants were required to encode exact spatial positions rather
than use a verbal code or only encode a single dimension
(e.g., ‘‘8 o’clock,’’ ‘‘far to the left’’).
Behavioral performance on the analog recall task performed
outside the scanner revealed lower mnemonic precision when
two target locations were remembered compared to when a
single target location was remembered (Figure 1C; p < 0.001,
resampling test). During scanning, response accuracy did
not significantly differ across set size conditions, although
three out of four participants performed slightly worse with
increasing set size (Figure 1D, p = 0.174, resampling test;
see the Experimental Procedures). However, response times
(RTs) were significantly longer when two stimuli were remem-
bered compared to when a single stimulus was remembered
(Figure 1E; p < 0.001, resampling test). Increased RTs during
scanning suggest that memory representations in the R2 con-
dition were degraded and were thus less accessible during
behavioral report, consistent with previous observations of
increased RTs after manipulations that impair spatial WM
(e.g., [17]). Together, the behavioral data recorded inside and
outside of the scanner are consistent with a degraded repre-
sentation of each remembered location in the R2 condition
compared to the R1 condition.
To characterize neural responses associated withWMmain-
tenance,wefirstcomparedaveragedblood-oxygenation-level-
dependent (BOLD) functional magnetic resonance imaging
(fMRI) responses in a set of functionally defined occipital (V1–
hV4 and V3A), parietal (IPS0–IPS3), and frontal (sPCS; thought
to be the human homolog of macaque frontal eye fields [18,
19]) ROIs as a function of memory load.We replicated previous
reports that BOLD responses in frontal and parietal ROIs were
larger on R2 trials compared to R1 trials [6, 20, 21] (Figure S1
available online). Interestingly, in early visual areas (V2–V3A
and hV4) we observed a larger mean BOLD amplitude on R0
trials compared toR1 or R2 trials (Figure S1B, p < 0.001, resam-
pling test). We also observed similar results using a com-
plementary exploratory analysis in which we searched for any
voxels with increased activation for larger memory loads
(Figure S1C).
Next, we used amultivariate image reconstruction technique
based on a spatial encoding model [16] to reconstruct remem-
bered locations in spatial WM based on the pattern of activa-
tion across all voxels within each ROI (Figure 2). In contrast to
analyses that focus solely on mean signal intensity (Figure S1),
neural firing rates, or multivariate classification accuracy, this
analysis uses an independently estimated model of the spatial
sensitivity profile across all voxels in each ROI to transform
BOLD activation patterns into an image of the remembered
stimulus position(s) carried by those patterns (Figure 2; Exper-
imental Procedures). Importantly, this analysis provides addi-
tional information compared to some other methods such as
univariate population receptive field (pRF) [22] estimation or
multivariate linear classification [9]: by yielding a reconstructed
image of the remembered stimulus location(s), covert infor-
mation held in WM can be directly visualized, quantified, and
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Figure 1. Visual Spatial WM Task and Behavioral Performance
(A) Participants (n = 4) viewed two target stimuli and were postcued to
passively fixate for the remainder of the trial (remember zero), remember
the precise position of a single target stimulus (remember one), or
remember the precise position of both target stimuli (remember two). After
a 8 s delay, participants either determined whether a probe stimulus was
in exactly the same or a slightly different position as the corresponding
target (during fMRI scanning sessions, 0.1–1.5 offset) or precisely recalled
the remembered position using a computer mouse (during behavioral
sessions).
(B) So that implementation of a ‘‘digital’’ encoding strategy could
be discouraged, each target was presented within one of eight discs with
uniform jitter equally spaced around fixation and offset from horizontal
and vertical meridians.
(C) During behavioral testing sessions outside of the scanner, spatial posi-
tions were remembered less precisely with larger memory load as indicated
by increased behavioral recall error distance (p < 0.001), and this is qualita-
tively observed for each participant. Each symbol is a single participant, and
symbols match those presented in (D) and (E) and Figures S1 and S2.
(D) During scanning, behavioral accuracy was approximately equal across
set sizes (p = 0.174).
(E) Response times inside the scanner were significantly longer for larger
memory load trials (p < 0.001).
Throughout all figures, unfilled symbols refer to single-participant data;
filled symbols refer to across-participant means. Asterisks reflect signifi-
cant across-participant resampling tests; see the Experimental Procedures.
See also Figure S1.
WM Reconstructions Degrade with Memory Load
2175related to behavior [16]. These reconstructions can be thought
of as an image of the spatialWMcontents in visual field coordi-
nates (rather than coordinates relative to the cortical surface),
andwe interpret the focal bright spots found at target positions
as target representations.
Spatial WM reconstructions computed based on patterns of
delay-period activation from occipital (V1–hV4v/V3A), parietal
(IPS0–IPS3), and frontal (sPCS) cortex revealed highly robust
representations of remembered target positions on R1 trials,
but not on R0 trials (Figure 3; see Figure S2A for data from in-
dividual participants), suggesting that these images reflect
memory-related activation changes rather than lingeringsensory signals. Furthermore, reconstructed images contain
representations of both remembered target locations on R2
trials that were robust in many occipital and posterior parietal
ROIs (Figure 3C; V1–V3A, hV4, IPS0, and IPS1) but became
less separable in anterior parietal and frontal ROIs (IPS2–
IPS3 and sPCS). The relative decline in separability of R2 target
representations in these anterior parietal and frontal ROIs may
reflect the rather small screen size that we used relative to the
large size of spatial RFs typical of these ROIs [23, 24]. Finally,
we examined the temporal structure of WM reconstructions
from all ROIs over the course of the entire trial. We could
readily reconstruct images of both remembered locations dur-
ing target presentation when the positions were encoded into
WM, but we could only reconstruct images of locations held in
WM during the delay interval (Movie S1).
Next, we sought to quantify how spatial WM reconstructions
differ across ROIs and under differentmemory loads. To do so,
we rotated and shifted the reconstruction on each trial to a
common reference location such that the target positions
were in alignment and averaged all coregistered reconstruc-
tions together (Figure 2E; seeMovie S2 for coregistered recon-
structions through time). Then, because the target position
across all trials was now aligned, we quantified attributes
of the averaged target representation by fitting a 2D surface
(Figures 4A and 4B) characterized by several independent pa-
rameters (see Figures S4A–S4D for a demonstration that these
parameters reflect dissociable properties of target representa-
tions). The size parameter reflects the spread (full-width half-
maximum, FWHM) of the delay-period target representation:
an increased fit sizewould reflect a less spatially precise repre-
sentationof the remembered target location (note that here and
elsewhere,weuse ‘‘spatial’’with reference to visual fieldspace,
not cortical space). Theamplitudeparameter reflects theheight
of the target representation over baseline: increased fit ampli-
tude would correspond to a more prominent representation
of the target over baseline activation not related to the target
location. The baseline parameter reflects the non-spatially-se-
lective response amplitude (i.e., a constant offset across the
entire reconstructed visual field): a change in baseline reflects
a change in mean signal amplitude across an entire ROI that
does not carry spatial information and thus does not directly
change the spatial information content of the reconstruction.
Increasing memory load did not change the size of the best-
fit surfaces to the target representations within WM recon-
structions that were based on activation patterns in occipital
and posterior parietal ROIs (Figure 4D; V1–IPS0; all statistics
were computed via nonparametric resampling methods and
Bonferroni corrected for multiple comparisons; Table S1; see
the Experimental Procedures). However, fit surface size did
increase with memory load in anterior parietal (IPS2–IPS3)
and frontal (sPCS) ROIs. Note that in these ROIs, we did not
observe strongly disjoint target representations during R2 tri-
als (Figure 3C), so these size increases may partially reflect
an inability to separately quantify the representation of each
location. It is likely that a larger display and more stimulus
separation would enable a more accurate reconstruction and
quantification of each remembered target representation in
these anterior parietal and frontal areas (like in the early visual
and posterior IPS ROIs). We evaluated the possibility that
observed size increases may be partially an artifact of coregis-
tering reconstructions and averaging over target positions
on R2 trials, even if the ‘‘true’’ target representations are con-
stant in size, by simulating reconstructions under the null
assumption that target representations were equal in size
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Figure 2. Inverted Spatial Encoding Model for Recon-
structing the Contents of Spatial WM
(A) Each participant was scanned for three to four inde-
pendent spatial mapping runs for encoding model
estimation per session (see the Supplemental Experi-
mental Procedures). Participants performed a chal-
lenging spatial WM task in which they determined
whether a probe stimulus (500 ms) was in the exact
same position or a slightly different position from a
remembered target position (500 ms; 2AFC; see [16]).
During the brief delay period (3,000 ms), a flickering
checkerboard stimulus was presented near the
remembered target position. This stimulus was irrele-
vant to the task performed by the participant but was
used to drive large sensory responses to estimate a
voxel-level encoding model used for computing recon-
structions in the main task (see C–E). We adjusted
difficulty on a run-by-run basis to maintain vigilance
and equate performance across participants and ses-
sions (73.738% 6 1.819% accuracy, mean 6 SEM).
(B) We presented the mapping stimulus at each of 36
positions arrayed across a 6 3 6 square grid (one trial
per position per run).
(C) To estimate spatial sensitivity profiles for each voxel,
we predicted the response of each of 36 hypothetical
‘‘information channels’’ (spatial filters) to each stimulus
used in the training runs [16]. Then, we took the
measured response of each voxel and the predicted hy-
pothetical channel responses to each stimulus position
and used ordinary least-squares linear regression to es-
timate the contribution of each information channel to
the signal observed in each voxel. This step is per-
formed on each voxel independently (see the Supple-
mental Experimental Procedures, Equation 3).
(D) For each collection of voxels for which we computed
reconstructions (ROIs, Figures 3 and 4; all voxels from
all ROIs, Figure 4) we computed a mapping from voxel
space into channel space (Supplemental Experimental
Procedures, Equation 4). In contrast to ‘‘population
receptive field’’ analyses [22], this step is multivariate
and must be performed using all voxels that contribute
to the image reconstruction. Using the computed linear
mapping, the measured activation pattern across all
voxels is transformed into ‘‘information space’’—the
amount each channel must have been active in order
to produce the measured voxel activation pattern. A
‘‘raw’’ reconstruction can be computed for any single
observation (e.g., one fMRI volume from area V1) by
computing a sum of the spatial filters that define the in-
formation channels weighted by the estimated channel
responses (right panel).
(E) When computing average reconstructions across all
trials (Figures 4C and S2B), we coregistered different
target positions on each trial to a common location by
first rotating the spatial filters around the fixation point
such that the target lies along the Cartesian x axis,
then shifting the filter centers horizontally such that
the target is positioned 3.25 from fixation along the
x axis (white dot in reconstructions shown in Figures
4C and S2B). For R0 and R2 trials, this is done for
each remembered target, and the coregistered recon-
structions aligned to each target are averaged. Impor-
tantly, this coregistration procedure enables us to
average the representations of spatial WM targets that
appeared at different positions in the display on
different trials.
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C Figure 3. Reconstructed Contents of Spatial
WM Measured using Delay-Period Patterns of
Activation
Image reconstructions for all target position ar-
rangements during remember zero (A), remember
one (B), and remember two (C) conditions from
each ROI. Each reconstruction is computed using
spatial filters that have been rotated around the
fixation point and flipped over the horizontal
meridian such that there are four possible target
arrangements (top panel; dashed yellow circles
indicate remembered target[s]). Targets ap-
peared uniformly within each of these four win-
dows. Early visual (V1–hV4) and parietal (IPS0–
IPS1) ROIs carry precise target representations
over the delay interval of a single remembered
position (remember one; B) or both remembered
positions (remember two; C). Reconstructions
from anterior parietal (IPS2–IPS3) and frontal
(sPCS) ROIs carry moderately precise target rep-
resentations when a single position is maintained
in WM, but they are not as disjoint when both po-
sitions are simultaneously held in WM (IPS, intra-
parietal sulcus; sPCS, superior precentral sulcus,
human homolog to macaque frontal eye fields
[18, 19]). Additionally, despite a significant reduc-
tion in average BOLD response during the delay
period in occipital ROIs (Figure S1), reconstructions contain robust representations of remembered stimuli. The color map is identical across all panels.
See also Figure S1, Figure S2A for spatial reconstructions from each individual participant, and Movie S1 for temporal unfolding of reconstructions across
the duration of the trial.
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2177across memory load conditions and performing an identical
coregistration and quantification procedure as that used in
Figure 4. These simulations determined that fit target repre-
sentation size is artificially inflated by 8.62% on average due
to the coregistration and averaging procedure. Importantly,
our empirically observed size expansion in these regions
(IPS2, 24.8%; IPS3, 32.7%; sPCS, 19.6%) was substantially
larger than that induced by the analysis procedure itself (see
Figure S4E and the Supplemental Experimental Procedures),
suggesting that there are still important changes in target rep-
resentation size across memory load conditions.
The amplitude of best-fit surfaces decreased with
increasing memory load in striate and extrastriate occipital
(V1–hV4) and posterior parietal (IPS0–IPS1) ROIs, consistent
with predictions from a model in which increasing memory
load results in lower gain of population-level representations
of remembered stimuli [14, 15]. In contrast, fit amplitude
trended toward increasing, with greater memory load in ante-
rior parietal (IPS2–IPS3) and frontal (sPCS) ROIs (trend defined
as p < 0.05, uncorrected for multiple comparisons). This latter
result is consistent with previous demonstrations that average
delay-period activation levels increase in frontoparietal ROIs
with memory load [6, 20, 21] (Figure S1). Furthermore, simu-
lations confirm that the fit amplitude parameter captures
changes in the amplitude of the target representation and is
independent of changes in baseline or size (Figure S4).
Finally, the nonspatial baseline parameter significantly
increased with memory load in posterior parietal ROIs (IPS0–
IPS1). The fact that nonspatial baseline levels increased only
in IPS0–IPS1 with greater memory load suggests that previ-
ously documented univariate BOLD response increases in
the more anterior parietal and frontal ROIs (Figure S1A;
IPS2–IPS3 and sPCS) most likely correspond to a spatially
focal change in target representation amplitude as opposed
to spatially uninformative baseline modulations.
We observed population codes for remembered spatial
positions in all of the ROIs that we examined, and therepresentations of remembered locations within these recon-
structed images changed in different ways with increasing
memory load (Figures 3 and 4). However, the activation pattern
across all these ROIs may provide additional information
above and beyond the activation pattern within any individual
ROI, and reconstructions computed using all these across-
ROI modulations may be more closely associated with behav-
ioral memory load effects than reconstructions computed
from individual ROIs alone (on the assumption that mnemonic
fidelity is a function of information represented acrossmultiple
brain regions).We tested this by computing reconstructions as
before (Figure 2), but using all voxels from the ten ROIs in each
participant (importantly, because this is a multivariate anal-
ysis, this is not equivalent to averaging reconstructions across
all ROIs; see the Supplemental Experimental Procedures).
Comparison of target representations within these WM recon-
structions computed using the combined ROI (Figures 4C and
4D, ‘‘all voxels combined’’) across memory load conditions re-
vealed each of the significant results found in the ROIs when
analyzed individually (Figures 4C and 4D): size broadened,
amplitude decreased, and baseline increased when two items
were remembered compared to when one item was remem-
bered (all p < 0.001, resampling test). As an additional explor-
atory analysis, we evaluated how these target representations
(Figures 4C and 4D) were related to behavioral performance by
computing and quantifying target representations within WM
reconstructions as described above using data from each
participant, ROI, and memory load individually. These results
are presented and discussed in Figures S2B and S2C.
Discussion
Here, we employed an image reconstruction approach imple-
mented using a multivariate inverted encoding model [8, 16,
25–28] to reconstruct the contents of spatial WM based on
activation patterns in occipital, parietal, and frontal regions
of human cortex. Prior studies have used measures like
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Figure 4. Target Representations within WM Re-
constructions Are Less Informative with Greater
Memory Load
(A) To quantify the topography of the recon-
structed images averaged across trials within
each memory load condition, we fit a surface
to the average reconstruction that was centered
at its global maximum by allowing the size
(FWHM), amplitude, and baseline of the surface
to freely vary.
(B) Example surface used for fitting.
(C) All reconstructions from each ROI and mem-
ory condition (remember one and remember
two), rotated and shifted such that the exact
target position is aligned to the small white dot
(see Figure 2E).We combined trials across partic-
ipants and resampled all trials, with replacement,
from each memory condition and ROI and
quantified the averaged reconstruction on each
resampling iteration (see Figure S2 for recon-
structions and best-fit parameters for each
participant individually). The + and dotted circle
indicate the average best-fit smooth surface to
the target representation within the reconstruc-
tion (+ indicates the center, and the dashed line
is drawn at the FWHM of the fit surface). For
remember two, representations of each target
are averaged together before fitting. See Movie
S2 for temporal evolution of coregistered recon-
structions across the duration of the trial.
(D) Parameters describing best-fit surfaces to
target representations from each ROI and mem-
ory condition. Target representation size remains
constant in early visual areas (V1–hV4), but ampli-
tude decreases with larger memory load, sug-
gestive of a less informative population code
(Figure S3). Anterior parietal and frontal ROIs
have larger target representationswith increasing
memory load, as well as trends toward higher
amplitude representations, though some size in-
creases are introduced during the coregistration
and averaging procedure (see the Supplemental
Experimental Procedures, Simulating and fitting
target representations with known parameters;
Figure S4). The spatially nonselective baseline
parameter remains largely constant across mem-
ory load conditions, except in IPS0 and IPS1.
Black asterisks indicate significant differences
at p < 0.05, Bonferroni-corrected within each
parameter across tencomparisons (ROIs). Gray asterisks indicate trendsdefinedasp<0.05, uncorrected formultiple comparisons.All tests performedusing
resampling procedures (see the Experimental Procedures). Error bars indicate 95% confidence intervals computed via resampling of data pooled across
participants. See Table S1 for p values.
See also Figures S2–S4, Table S1, and Movie S2.
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2178classification accuracy to correlate behavioral performance
with the discriminability of neural activation patterns [6, 13].
Although these analyses have many advantages due to a rela-
tive lack ofmodel assumptions, changes in decoding accuracy
may result from many different types of neural response
pattern modulation [25, 29]. In contrast, by assuming a set of
spatial basis functions, our method allows us to assess
whether each region encoded information about the location
of a remembered stimulus (e.g., [5, 30]), as well as to visualize
and quantify the characteristics of these covert representa-
tions of target locations and relate different aspects of these
quantified representations to behavioral performance (e.g.,
[8, 16, 25, 27]). In addition, these findings reinforce the impor-
tance of measuring the effect of cognitive manipulations
on population-level estimates of mnemonic representations
rather than on particular properties of the underlying neural
generators, as these population-level representations can bemore closely associated with cognition and behavior than ac-
tivity changes in single neurons or voxels [8, 16, 25–29, 31–33].
These image reconstruction and quantification analyses
revealed lower amplitude and, in some anterior parietal and
frontal ROIs, broader target representations with increasing
memory load (Figure 4). From an information-theoretic
perspective, response variability (i.e., intertrial variability in
the reconstructed images) has two components: signal en-
tropy, which is variability associated with experimental manip-
ulations (remembered location), and noise entropy, which is
variability not associated with experimental manipulations.
The decrease in target representation amplitude under
increased memory load should lead to less variability that is
related to the remembered location(s) and thus to a decrease
in the signal entropy and information about the remembered
location. An increase in target representation size should
also decrease signal entropy, as increased size leads to
WM Reconstructions Degrade with Memory Load
2179more overlap between target representations for different
locations, which would decrease the ability of the population
code to discriminate between locations. In contrast, baseline
shifts should not strongly influence information content as an
additive shift in the entire reconstruction does not change
signal entropy [14, 16, 34] (Figure S3). Thus, the observation
of higher amplitude target representations corresponds to
higher information content of population codes about a spatial
position [14–16, 32–34] (Figure S3) and may be a consequence
of changes in delay-period neural gain associated with neu-
rons tuned to remembered locations [14]. In addition, modest
increases in target representation size in anterior IPS and
sPCS may reflect poorer mnemonic fidelity within particular
ROIs, echoing previous results that the dispersion (analogous
to size here) of reconstructed profiles of remembered features
(e.g., orientation) correlates with behavioral performance [8,
25, 27]. However, future work using larger spatial stimulus ar-
raysmay help tomore accurately disentangle and characterize
multiple WM representations in anterior IPS and sPCS.
We were able to reconstruct the covert contents of spatial
WM not only in occipital [4, 6–10, 13] and posterior parietal
regions [10, 13], but also in anterior parietal and frontal cortex
[5, 11]. These widespread modulations raise the possibility
that distributed WM representations can be optimized to
differentially contribute to complementary sensory (e.g.,
target localization) and motor (e.g., eye movements, reaches)
behaviors. Consistent with this idea, a recent demonstration
that induced alpha oscillations (which are often thought to
reflect synchronized activity of large-scale cortical networks
[35]) measured with scalp EEG can be used to reconstruct
remembered orientations also suggests that long-range, in-
teracting representations across much of human cortex
support the maintenance of information in WM [27]. The suc-
cessive representations of spatial position reported here may
thus allow for a common coordinate system with which low-
level stimulus features (such as spatial position and color)
that are represented in occipital cortex are bound with spatial
motor plans (such as eye movements and arm reaches [36])
that are more closely associated with representations in pa-
rietal and frontal cortex.
Experimental Procedures
Functional Magnetic Resonance Imaging
We scanned each participant for four sessions, each lasting 2 hr. Each ses-
sion included runs of the spatial WM task (Figure 1), an independent spatial
‘‘mapping’’ task (Figures 2A and 2B; Supplemental Experimental Proce-
dures) [16], and a visual localizer task (5 min each).
Encoding Model: Reconstructing Contents of Spatial WM
We modeled the response of each voxel as a linear combination of 36
spatially selective information channels (see [16]; Figure 2; Supplemental
Experimental Procedures). Using a separate set of training data during
which we presented a flickering checkerboard ‘‘mapping’’ stimulus at
different locations on the screen (Figures 2A and 2B), we estimated the rela-
tive contribution of all 36 information channels to the observed signal in
each voxel using ordinary least-squares regression (Figure 2C). Then, using
all of thesemeasured ‘‘channel weights’’ across a given ROI, combined with
the multivariate pattern of activation measured from that ROI during perfor-
mance of the main spatial WM task (Figure 1A), we computed the channel
responses that were most likely to produce the measured pattern of activa-
tion (Figure 2D). We combined these computed channel responses and the
spatial filters (information channels) to produce reconstructed images of the
spatial WM contents within each ROI for each measured pattern of activa-
tion (Figures 3 and 4, activation patterns measured 6.75–9 s after target
onset; Movies S1 and S2, activation patterns measured at each time point
during the trial).Quantifying Target Representations in WM Reconstructions
We fit a surface to each reconstruction that was allowed to vary in its size,
amplitude, and baseline (Figures 4A and 4B). Its center was constrained
to be the position, in visual field coordinates, with the highest local recon-
struction amplitude (local average within a 0.5 radius).
Statistics
For group-level analyses (Figures 1C–1E, 4D, and S1B), we combined data
from all participants within a given ROI and memory load condition and re-
sampled all trials with replacement and computed a mean measurement
value for that resampling iteration (Figure 1C, behavioral recall error; Fig-
ure 1D, behavioral accuracy; Figure 1E, response time; Figure 4D, target
representation fit parameters; Figure S1B,mean BOLD signal). We repeated
this procedure 1,000 times to produce a resampled distribution of each
measured value for each memory load condition. We computed p values
for each ROI and each parameter as the two-tailed probability of observing
an effect in the opposite direction of the mean effect observed. Compari-
sons are Bonferroni corrected across ROIs for each parameter (Figure 4D,
ten comparisons) or across all comparisons performed (Figure S1B, 30 pair-
wise comparisons). All error bars are 95% confidence intervals derived from
these resampled distributions unless indicated otherwise (Figure S1A).
For exploratory individual-participant analyses (Figure S2C), we per-
formed an identical procedure but resampled only across each participant’s
data when computing confidence intervals.
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article online at http://dx.doi.org/10.1016/j.cub.2014.07.066.
Author Contributions
T.C.S., E.F.E., and J.T.S. developed the experiment protocol and wrote the
manuscript. T.C.S. and E.F.E. collected data. T.C.S. analyzed data. J.T.S.
supervised the project.
Acknowledgments
We thank Miranda Scolari and Mary Smith for assistance in developing pa-
rietal cortexmapping protocols, Anna Byers for assistance with data collec-
tion, Sirawaj Itthipuripat, Vy Vo, and Alexander Heitman for discussion, and
Sirawaj Itthipuripat, Vy Vo, and Stephanie Nelli for comments on the manu-
script. This work was supported by a NSF Graduate Research Fellowship to
T.C.S., NIH T32-MH020002-12 to E.F.E., and NIH R01 MH-092345 to J.T.S.
Data from each cortical region of interest and scripts required to produce
results as presented in this manuscript are available upon request.
Received: April 30, 2014
Revised: June 13, 2014
Accepted: July 25, 2014
Published: September 4, 2014
References
1. Kane, M.J., and Engle, R.W. (2002). The role of prefrontal cortex in
working-memory capacity, executive attention, and general fluid
intelligence: an individual-differences perspective. Psychon. Bull. Rev.
9, 637–671.
2. Park, S., and Holzman, P.S. (1992). Schizophrenics show spatial work-
ing memory deficits. Arch. Gen. Psychiatry 49, 975–982.
3. Luck, S.J., and Vogel, E.K. (2013). Visual working memory capacity:
from psychophysics and neurobiology to individual differences.
Trends Cogn. Sci. 17, 391–400.
4. Serences, J.T., Ester, E.F., Vogel, E.K., and Awh, E. (2009). Stimulus-
specific delay activity in human primary visual cortex. Psychol. Sci.
20, 207–214.
5. Jerde, T.A., Merriam, E.P., Riggall, A.C., Hedges, J.H., and Curtis, C.E.
(2012). Prioritized maps of space in human frontoparietal cortex.
J. Neurosci. 32, 17382–17390.
6. Emrich, S.M., Riggall, A.C., Larocque, J.J., and Postle, B.R. (2013).
Distributed patterns of activity in sensory cortex reflect the precision
of multiple items maintained in visual short-term memory. J. Neurosci.
33, 6516–6523.
Current Biology Vol 24 No 18
21807. Riggall, A.C., and Postle, B.R. (2012). The relationship between working
memory storage and elevated activity as measured with functional
magnetic resonance imaging. J. Neurosci. 32, 12990–12998.
8. Ester, E.F., Anderson, D.E., Serences, J.T., and Awh, E. (2013). A neural
measure of precision in visual working memory. J. Cogn. Neurosci. 25,
754–761.
9. Harrison, S.A., and Tong, F. (2009). Decoding reveals the contents of
visual working memory in early visual areas. Nature 458, 632–635.
10. Christophel, T.B., Hebart, M.N., and Haynes, J.-D. (2012). Decoding the
contents of visual short-term memory from human visual and parietal
cortex. J. Neurosci. 32, 12983–12989.
11. Funahashi, S., Bruce, C.J., and Goldman-Rakic, P.S. (1989). Mnemonic
coding of visual space in the monkey’s dorsolateral prefrontal cortex.
J. Neurophysiol. 61, 331–349.
12. Pasternak, T., and Greenlee, M.W. (2005). Working memory in primate
sensory systems. Nat. Rev. Neurosci. 6, 97–107.
13. Albers, A.M., Kok, P., Toni, I., Dijkerman, H.C., and de Lange, F.P. (2013).
Shared representations forworkingmemory andmental imagery in early
visual cortex. Curr. Biol. 23, 1427–1431.
14. Bays, P.M. (2014). Noise in neural populations accounts for errors
in working memory. J. Neurosci. 34, 3632–3645.
15. Ma, W.J., Husain, M., and Bays, P.M. (2014). Changing concepts of
working memory. Nat. Neurosci. 17, 347–356.
16. Sprague, T.C., and Serences, J.T. (2013). Attention modulates spatial
priority maps in the human occipital, parietal and frontal cortices. Nat.
Neurosci. 16, 1879–1887.
17. Awh, E., Jonides, J., andReuter-Lorenz, P.A. (1998). Rehearsal in spatial
working memory. J. Exp. Psychol. Hum. Percept. Perform. 24, 780–790.
18. Srimal, R., and Curtis, C.E. (2008). Persistent neural activity during the
maintenance of spatial position in working memory. Neuroimage 39,
455–468.
19. Paus, T. (1996). Location and function of the human frontal eye-field:
a selective review. Neuropsychologia 34, 475–483.
20. Todd, J.J., and Marois, R. (2004). Capacity limit of visual short-term
memory in human posterior parietal cortex. Nature 428, 751–754.
21. Xu, Y., and Chun, M.M. (2006). Dissociable neural mechanisms support-
ing visual short-term memory for objects. Nature 440, 91–95.
22. Dumoulin, S.O., and Wandell, B.A. (2008). Population receptive field
estimates in human visual cortex. Neuroimage 39, 647–660.
23. Andersen, R.A., Essick, G.K., and Siegel, R.M. (1985). Encoding of
spatial location by posterior parietal neurons. Science 230, 456–458.
24. Mohler, C.W., Goldberg, M.E., and Wurtz, R.H. (1973). Visual receptive
fields of frontal eye field neurons. Brain Res. 61, 385–389.
25. Anderson, D.E., Ester, E.F., Serences, J.T., and Awh, E. (2013).
Attending multiple items decreases the selectivity of population
responses in human primary visual cortex. J. Neurosci. 33, 9273–9282.
26. Brouwer, G.J., and Heeger, D.J. (2009). Decoding and reconstructing
color from responses in human visual cortex. J. Neurosci. 29, 13992–
14003.
27. Anderson, D.E., Serences, J.T., Vogel, E.K., and Awh, E. (2014). Induced
a rhythms track the content and quality of visual working memory rep-
resentations with high temporal precision. J. Neurosci. 34, 7587–7599.
28. Garcia, J.O., Srinivasan, R., and Serences, J.T. (2013). Near-real-time
feature-selective modulations in human cortex. Curr. Biol. 23, 515–522.
29. Serences, J.T., and Saproo, S. (2012). Computational advances towards
linking BOLD and behavior. Neuropsychologia 50, 435–446.
30. Tong, F., and Pratte, M.S. (2012). Decoding patterns of human brain
activity. Annu. Rev. Psychol. 63, 483–509.
31. Pouget, A., Dayan, P., and Zemel, R.S. (2003). Inference and computa-
tion with population codes. Annu. Rev. Neurosci. 26, 381–410.
32. Ma, W.J., Beck, J.M., Latham, P.E., and Pouget, A. (2006). Bayesian
inference with probabilistic population codes. Nat. Neurosci. 9, 1432–
1438.
33. Graf, A.B.A., Kohn, A., Jazayeri, M., andMovshon, J.A. (2011). Decoding
the activity of neuronal populations in macaque primary visual cortex.
Nat. Neurosci. 14, 239–245.
34. Saproo, S., and Serences, J.T. (2010). Spatial attention improves the
quality of population codes in human visual cortex. J. Neurophysiol.
104, 885–895.
35. Nunez, P.L., Reid, L., and Bickford, R.G. (1978). The relationship of head
size to alpha frequency with implications to a brain wave model.
Electroencephalogr. Clin. Neurophysiol. 44, 344–352.
36. Sereno, M.I., and Huang, R.S. (2014). Multisensory maps in parietal
cortex. Curr. Opin. Neurobiol. 24, 39–46.
