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We present an exact, iterative solution to the Fokker-Planck equation for driven Brownian motion
in the overdamped limit under some mild assumptions. Driven Brownian motion is a paradigmatic
model for the physics of small stochastic systems, including biomolecules and single-particle synthetic
machines. These systems exist out of thermal equilibrium, where quantities such as work, entropy,
and efficiency are subject to thermal fluctuations. Of central interest are the related problems
of calculating the entropy production and predicting optimal driving protocols for such systems.
Using our solution, we present a new method by which to calculate average entropy production, and
discuss the implications for calculating optimal protocols. We illustrate our method on a harmonic
oscillator with time-dependent spring constant and reservoir temperature.
The problem of finding the probability distribution
over positions of a particle in contact with a thermal
reservoir and subject to a static external potential is
well understood from classical equilibrium stochastic the-
ory [1]. Equilibrium distributions possess several impor-
tant properties that constrain the solution space in help-
ful ways. If a system is “driven” (i.e. if the potential
varies) on a finite timescale, it is forced out of thermal
equilibrium [2]. Accurately describing the time evolu-
tion of the probability distribution for arbitrary driving
is an open problem. For systems that are not too far
out of equilibrium, as measured, for example, by the rel-
ative timescales of driving versus relaxation, at least two
standard approximations exist—the quasistatic and the
linear response frameworks. In the former, the potential
is assumed to be changing slowly enough that the prob-
ability distribution at every instant in time can be ap-
proximated by an equilibrium distribution parametrized
by the instantaneous values of the state variables. In the
latter, the response of the system to the changing po-
tential is modeled as depending linearly on the two-time
correlation function. An important problem in the field
is to find a way to move beyond these approximations.
While we know some general properties—referred to
as fluctuation relations [3–12]—of nonequilibrium distri-
butions over quantities such as work, heat, and entropy,
nailing down the probability distribution of the system it-
self in specific problems has proved elusive. The potential
rewards for solving this problem are substantial: once the
probability distribution is known, averages of all quan-
tities of interest can in principle be computed. Progress
has recently been made in this direction. In the limit
of slow driving, for a discrete system evolving between
two nonequilibrium steady states under a Master equa-
tion, it has been shown that the probability distribution
can be exactly represented by an infinite series involving
the generalized inverse of the rate matrix acting on the
steady state distribution [13]. For a continuous system
described by a Fokker-Planck equation, the probability
distribution can in some cases be expanded in the eigen-
functions of that operator in a perturbative treatment,
where the small parameter is the rate of change of the
external parameters of the system [14].
We work with the Fokker-Planck equation, which is a
second-order partial differential equation in the proba-
bility density. We present an exact solution, under some
mild assumptions, to this equation for a Brownian par-
ticle in the overdamped limit when the Fokker-Planck
operator is explicitly time dependent. The solution is in
the form of an iterative procedure that results in a se-
ries representation for the probability distribution (see
Eq. (7)) and is valid for a broader class of systems than
was previously accessible [14].
Driven Brownian motion is a paradigmatic model for
a certain class of small (micrometer sized and smaller)
stochastic machines [15]. The hallmark of these systems
is that important quantities such as work and efficiency
fluctuate, and are comparable in scale to thermal fluctu-
ations. Their study, which is called stochastic thermo-
dynamics [16], has seen remarkable recent experimental
progress [17–44] and much theoretical activity [11, 45–
78]. A fundamental problem in this field is to calculate
the average entropy produced by these machines over the
course of their operation. By minimizing the entropy pro-
duction with respect to the control parameters of the sys-
tem, one can calculate optimal control protocols. Study-
ing optimal protocols and their efficiency properties in-
forms us about the physics of small stochastic machines
and can assist in engineering nanomachines.
Pioneering work on predicting optimal protocols for
small stochastic machines has shown that in the linear
response regime, in the limit of slow driving, these are
given by geodesics with respect to a (possibly pseudo-)
Riemannian metric—variously called the thermodynamic
metric, the inverse diffusion tensor, and the general-
ized friction tensor—in the space of control parameters
2[79, 80]. This result has subsequently been derived in a
few different ways. For discrete systems, it has been done
in the limit of slow driving [13]. In continuous systems,
it has been done by assuming an explicit separation of
timescales between the driving protocol and the relax-
ation time of the system and expanding the probability
density in the ratio of the two [81], and also by keeping
only first temporal derivatives of the control parameters
in the Fokker-Planck equation [82].
Using our solution to driven Brownian motion, we
present a new method by which to calculate the aver-
age entropy produced in the environment over the time-
course of driving. In our framework this quantity takes
the form of a series that is relatively easy to evaluate
term by term (see Eq. (11)). We show that the third
term of the series contains an integral over a positive
semi-definite metric, which we identify as the thermody-
namic metric of [80]. Thus, we give a simple formula for
the thermodynamic metric involving the equilibrium dis-
tribution, and we show that the metric arises naturally
within the entropy production rate functional. The util-
ity of our approach is that we are able to both recover
the metric in a form that allows for simple evaluation
and give a systematic prescription for how to move be-
yond the approximations of earlier work in which it was
derived.
To illustrate our approach, we compute the thermody-
namic metric of an overdamped simple harmonic oscilla-
tor with time-varying reservoir temperature and spring
constant using our formula. In contrast to previous work
on this system [82], our computation does not recourse
to methods in differential geometry.
Driven Brownian Motion. Consider a small system
in contact with a reservoir such as a Brownian particle
in a suspension subject to an external potential Vλ(t)(x)
that can depend on a possibly time-dependent control
vector λ. The position of the particle is given by x and
its probability distribution ρ(x; t) evolves according to a
Fokker-Planck equation [83],
∂
∂t
ρ(x; t) = Lˆλ(t)(x)ρ(x; t), (1)
where Lˆλ(t)(x), the Fokker-Planck operator, is a second-
order differential operator involving spatial derivatives
of the potential. In the overdamped limit, where inertial
effects are neglected, Lˆλ(t)(x) takes the following form:
Lˆλ(t)(x) =
1
γ
∂
∂x
(
∂
∂x
Vλ(t)(x) +
1
β
∂
∂x
)
. (2)
Here, γ and β = 1/kBT are the friction coefficient
and inverse temperature, respectively, and kB is Boltz-
mann’s constant. We consider natural boundary condi-
tions, requiring ρ(x; t) → 0 as x → ±∞. Eq. (1) can
also be written in the form of a continuity equation as
∂tρ(x; t) = −∂xJ(x; t) where J is the probability cur-
rent. Natural boundary conditions additionally require
J(x; t)→ 0 as x→ ±∞.
We assume the existence in the state space at all
times of a unique equilibrium distribution ρeq
λ(t)(x) such
that Lˆλ(t)(x)ρ
eq
λ(t)(x) = 0 and all distributions approach
ρeq
λ(t)(x) asymptotically with time when λ is frozen.
ρeq
λ(t)(x) obeys detailed balance. For clarity of narrative
we assume in this discussion the absence of nonconserva-
tive forces. If we were to include these, the equilibrium
distribution would instead be a nonequilibrium steady
state distribution, but the procedure presented here for
solving Eq. (1) would remain unchanged.
With these assumptions, we may decompose the prob-
ability distribution into the sum of an equilibrium distri-
bution and a correction δρ(x; t):
ρ(x; t) = ρeq
λ(t)(x) + δρ(x; t). (3)
Note that
∫
dx δρ(x; t) = 0 to preserve normalization.
From Eq. (1), the dynamics of δρ(x; t) is given by
Lˆλ(t)(x)δρ(x; t) = ∂tρ(x; t) = λ˙ · ∇λρ
eq
λ(t)(x) + ∂tδρ(x; t),
(4)
where the dot denotes a time derivative and ∇λ is the
vector gradient in λ-space.
We solve Eq. (4) using the method of Green’s functions.
A Green’s function in the ordinary sense does not ex-
ist for the Fokker-Planck operator as it is singular due
to the existence of ρeq
λ(t)(x), which is an eigenfunction
with eigenvalue zero. Instead, we require a generalized
Green’s function [84, 85]. Moreover, since Fokker-Planck
operators are not generally symmetric, we need a gener-
alized Green’s function, gλ(t)(x; y), not of the operator
itself but of its adjoint Lˆ†
λ(t)(x). We define gλ(t)(x; y) as
follows:
Lˆ†
λ(t)(x)gλ(t)(x; y) = δ(x − y)− ρ
eq
λ(t)(y), (5a)
∂xgλ(t)(x)→ 0 when x→ ±∞. (5b)
A discussion of how to arrive at Eqs. (5a), (5b) is given in
the Supplementary Material [86]. To understand the def-
inition, note that Lˆλ(t)(x) and Lˆ
†
λ(t)(x) share eigenvalues,
but not eigenfunctions. The eigenfunction of Lˆ†
λ(t)(x)
corresponding to the eigenvalue zero is a constant, which
we have set to unity. Eq. (5a) therefore has the form of a
projection operator, where we have subtracted the prod-
uct of the two eigenfunctions corresponding to the zero
eigenvalue of the relevant operators from the usual delta
function that appears on the right-hand side.
We can view the term ∂tρ(x; t) on the left-hand side
of Eq. (1) as a source term for the homogeneous equa-
tion Lˆλ(t)(x)ρ(x; t) = 0. From this fact, and Eq. (5a), a
solution to Eq. (4) follows:
δρ(x; t) =
∫
dy g∗
λ(t)(y;x)
∂
∂t
ρ(y; t), (6)
3where ∗ denotes the complex conjugate. Eq. (6) contains
the quantity δρ(y; t) on both sides and can be solved
iteratively. The iterative procedure yields a series repre-
sentation for ρ(x; t), and brings us to the first main result
of this paper:
ρ(x; t) = ρeq
λ(t)(x) +
∫
dx′ g∗
λ(t)(x
′;x)
∂
∂t
ρeq
λ(t)(x
′) +
∫
dx′′ g∗
λ(t)(x
′′;x)
∂
∂t
∫
dx′ g∗
λ(t)(x
′;x′′)
∂
∂t
ρeq
λ(t)(x
′) + . . . . (7)
Studying the form of Eq. (7), it is natural to ask where
the series on the right-hand side can be truncated and
still provide an accurate estimate of the probability dis-
tribution. In the next section, we will see that only the
first two terms of Eq. (7) are required to reproduce the
quasistatic Clausius equality and the third term can be
used to derive a formula for the thermodynamic metric.
This suggests that truncating Eq. (7) after two or three
terms likely results in accurate descriptions of the system
in the quasistatic limit and in the approximations within
which the metric has previously been derived (namely,
slow driving in the linear response regime, timescale sep-
aration, and derivative truncation), respectively.
Eq. (7) is reminiscent of a perturbative expansion. To
make this resemblance explicit, we can introduce a (con-
stant) parameter τ with the unit of time, and make the
reparametrization t→ t/τ = ε in all equations. In terms
of the dimensionless variable ε, Eq. (7) takes the form
ρ(x; ε) = ρeq
λ(ε)(x) +
1
τ
∫
dx′ g∗
λ(ε)(x
′;x)
∂
∂ε
ρeq
λ(ε)(x
′) +
1
τ2
∫
dx′′ g∗
λ(ε)(x
′′;x)
∂
∂ε
∫
dx′ g∗
λ(ε)(x
′;x′′)
∂
∂ε
ρeq
λ(ε)(x
′) + . . . ,
(8)
from which it is clear that the series converges for large τ .
While this is reassuring, it is not clear how best to assign
physical meaning to τ . It is tempting to think of τ as the
relaxation time of the system, but this interpretation is
problematic because the relaxation time is not constant
in a driven system.
Three notes are in order. First, for a given potential,
g∗
λ(t)(x; y) may be nontrivial to compute. However, it
can be calculated for any potential for which the cor-
responding Schrodinger equation can be solved (see the
discussion in Chapter 5 of [83]). Second, we recall the
relation g∗
λ(t)(y;x) = Gλ(t)(x; y), where Gλ(x; y) is the
generalized Green’s function of Lˆλ(t)(x), defined by
Lˆλ(t)(x)Gλ(t)(x; y) = δ(x− y)− ρ
eq
λ(t)(x), (9a)
∂xGλ(t)(x)→ 0 when x→ ±∞. (9b)
It is therefore sufficient to work with Gλ(t)(x; y) to solve
for ρ(x; t). Third, we note that for systems with no non-
conservative forces, a different perturbative expansion for
ρ(x; t) has been derived and studied in [14], where ρ(x; t)
is expanded in the eigenfunctions of Lˆλ(t)(x). The small
parameter is the temporal derivative of λ, which has
units. The relationship between the expansion in [14]
and Eq. (8) is not obvious, and merits further study.
The thermodynamic metric. We now turn our atten-
tion to applying the result of the previous section to study
the theoretical framework for calculating optimal proto-
cols for small out-of-equilibrium systems. Writing down
a driving protocol for a system involves specifying a func-
tional form for the time dependence of the control vector
λ(t). For a system being driven between two fixed val-
ues of λ, we say a protocol is optimal if it minimizes the
functional for the average entropy produced 〈∆S〉 [λ(t)]
in the reservoir over the course of driving.
Analytically solving for optimal protocols arbitrarily
far from equilibrium is an open problem that is nontriv-
ial due in part to the difficulty of computing an expres-
sion for 〈∆S〉 for specific potentials, and in part to the
fact that since it depends on the entire protocol, 〈∆S〉
is nonlocal in time [2]. As discussed previously, progress
has been made in recent years in the context of vari-
ous approximations—linear response [80], timescale sep-
aration [81], and derivative truncation [82]—by showing
that computing optimal protocols reduces to computing
geodesics with respect to a pseudo-Riemannian “thermo-
dynamic” metric in λ-space. In this section, we derive
an expression for the average entropy produced in the
reservoir over the course of a protocol term by term in
ρ(x; t). We demonstrate the generality of the thermody-
namic metric by showing that it lives within this func-
tional regardless of the specific approximations on the
dynamics of Lˆλ(t)(x) within which it has so far been de-
rived.
4We will restrict the discussion to systems that relax
asymptotically to a unique equilibrium (as opposed to a
nonequilibrium steady state) distribution in the absence
of driving. The Langevin equation for such a system is
γx˙ = f(x; t) +
√
2γ/βη where f(x, t) = −∂xVλ(t)(x) is
the force and η is δ-correlated noise, defined by the sta-
tistical properties 〈η(t)〉 = 0, 〈η(t)η(t′)〉 = δ(t− t′). Over
the course of driving, the average heat transferred to the
reservoir is given by 〈Q〉 = 〈
∫
dt f(x, t) ◦ x˙〉 [11, 87]
where ◦ denotes integration in the Stratonovich sense.
The Stratonovich integral can be rewritten in terms of
ρ(x; t)—this calculation is given in the Supplementary
Material [86]. Due to the existence of ρeq
λ(t)(x), the func-
tionals for average rates of heat and entropy production
in the reservoir share the simple relationship 〈S˙〉 = β〈Q˙〉.
Putting these facts together, we have the following ex-
pression for the average entropy 〈∆S〉 produced in the
reservoir over the course of driving:
〈∆S〉 [λ(t)] =
∫
dt
∫
dx ρ(x; t)
1
γ
(
βf2(x, t) + ∂xf(x, t)
)
.
(10)
Note that β could be a control parameter and have ex-
plicit time dependence. If β is time-dependent, we re-
quire the driving protocol to be slow enough that the
temperature of the reservoir is always well-defined.
We simplify the calculation of the average over ρ(x; t)
in Eq. (10) by substituting Eq. (7) for ρ(x; t) thus break-
ing the average up into a sum of terms, each of which is
simple to evaluate once the relevant generalized Green’s
function is known. We calculated 〈∆S〉 using the approx-
imation ρ(x; t) = ρeq
λ(t)(x) + δρ
(1)(x; t) + δρ(2)(x; t) with
the corrections δρ(1)(x; t) and δρ(2)(x; t) given by the sec-
ond and third terms on the right-hand side of Eq. (7),
respectively. Details of this calculation are given in the
Supplementary Material [86]. The result is
〈∆S〉 [λ(t)] = 0−∆Seq +
∫
dt λ˙(t)ζ(λ)λ˙(t)T , (11)
where
ζij = −
∫
dx′dx′′ ρeq
λ(t)(x
′′)
[
∂
∂λi
log ρeq
λ(t)(x
′′)
]
g∗
λ(t) (x
′′;x′)
[
∂
∂λj
log ρeq
λ(t)(x
′)
]
. (12)
This brings us to our second main result. Note that we
have assumed λ˙ = 0 at the beginning and end of the
protocol. If this assumption is avoided, we pick up an
additional term on the right-hand side of Eq. (11).
The first term in Eq. (11), which corresponds to ap-
proximating ρ(x; t) just by ρeq
λ(t)(x), is zero. This is
as expected, because a protocol that always maintains
the system strictly in equilibrium by definition results
in no heat exchange with the environment. The sec-
ond term, which contains the first correction δρ(1)(x; t)
to ρeq
λ(t)(x), is the difference (indicated by the ∆ nota-
tion) in the entropies of the equilibrium distributions
parametrized by the initial and final control vectors of
the protocol. If we truncate at this term, we reproduce
the quasistatic Clausius equality for diffusive systems∫
dt β(t)〈Q˙〉 [λ(t)] + ∆Seq = 0 [11, 13, 88]. The third
term, corresponding to the second correction δρ(2)(x; t)
to ρeq
λ(t)(x), contains an integral over a quadratic form
involving a positive semidefinite (proof given in the Sup-
plementary Material [86]) matrix ζ(λ), which we iden-
tify as the thermodynamic metric. This metric therefore
arises naturally in the heat and entropy production func-
tionals. Moreover, once the generalized Green’s func-
tion is known, one need only perform an average over an
equilibrium distribution in order to compute the metric.
This computation is in general far simpler than comput-
ing averages over a joint non-equilibrium distribution,
as is required by the original formula for ζ(λ) in [80].
Our approach to calculating the average entropy pro-
duced in the environment also offers a graded method
by which to refine estimates of it, and therefore of opti-
mal protocols, simply by keeping more correction terms
δρ(i)(x; t), i = 3, 4, . . . from Eq. (7) in the approximation
for ρ(x; t) in Eq. (10).
This result—the existence of the metric—is more gen-
eral than previous work in the sense that it requires only
that the state space of the system possesses a unique
equilibrium distribution for every λ, and makes no other
assumptions on the dynamics of Lˆλ(t)(x). However, it
should be noted that the linear response, two-timescale,
and derivative truncation approximations in which the
metric has previously been derived do not require the ex-
istence of the equilibrium distribution. We believe that
our framework, in unifying these approximations in the
context conservative systems, offers an opportunity to
study the relationships between them, and to establish
the weakest conditions under which the metric arises in
nonequilibrium systems.
The harmonic oscillator. The one-dimensional har-
monic potential has been the subject of much study in
stochastic thermodynamics, both experimental and the-
oretical [2, 24, 38, 39, 82, 89–94]. We calculate the ther-
modynamic metric for an overdamped simple harmonic
5oscillator with time-varying spring constant κ and reser-
voir temperature T , using the formalism developed ear-
lier. The control vector is λ(t) = (κ(t), T (t)).
The existence of an equilibrium distribution forces
the Fokker-Planck operator and its adjoint to form a
biorthogonal system, all of the eigenfunctions of which
are real [95]. In the case of a harmonic oscillator, in fact,
they are simply the Hermite polynomials [83]. The gener-
alized Green’s function takes the form of an infinite sum
over outer products of the Hermite polynomials.
Once the generalized Green’s function is known, calcu-
lating the thermodynamic metric reduces to the simple
problem of evaluating the integrals in Eq. (12). The de-
tails of this calculation are given in the Supplementary
Material [86]. The result is stated below.
ζ =
γ
4κ
[
1
κ2
1
κT
1
κT
1
T 2
]
. (13)
The metric in Eq. (13) can be roughly checked by com-
paring with the metric for the same system in the un-
derdamped case, which was calculated using geometric
techniques in [82], and taking the limit as mass goes
to zero. However, it should be noted that that limit is
undefined, because (as shown in [82]) the Ricci scalar
of the control space goes to infinity when mass goes to
zero. A second interesting note is that Eq. (13) is sin-
gular: it has one zero eigenvalue and one positive eigen-
value (γ
(
4κ(T 2 + κ2)
)−1
), unlike its underdamped coun-
terpart. The existence of null directions in thermody-
namic metric has been noted previously [96], but we
believe this is the first system where a null direction has
been observed in the overdamped case that is not present
in the full underdamped treatment.
Future work. In future research, it will be interesting
to understand the convergence properties of the series
representation we have derived for ρ(x; t), and to relate
it to results from previous work, such as [14]. Lastly,
we believe that our approach to solving the overdamped
driven Fokker-Planck equation will go through even in
an underdamped setting with one important difference:
instead of talking about a probability density over posi-
tions, it will necessary to talk about a joint density over
position and momentum, effectively doing a problem in
two dimensions instead of one.
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DEFINITION OF THE GENERALIZED GREEN’S FUNCTION
Here we show how to arrive at the requisite definition of the generalized Green’s function (Eq. 5 in the main text),
and how to use it to derive an iterative solution to the driven Fokker-Planck equation (Eq. 7 in the main text).
We consider a Brownian particle in contact with a reservoir at finite temperature, subject to a possibly time-
dependent potential. The probability density ρ(x; t) over positions of the system evolves in time through the action
of the (overdamped) Fokker-Planck operator Lˆλ(t)(x), according to the Fokker-Planck equation. Calling the potential
Vλ(t), friction coefficient γ, and inverse temperature β = 1/kBT , the overdamped Fokker-Planck equation is
∂tρ(x; t) = Lˆλ(t)(x)ρ(x; t) =
1
γ
∂x
(
∂xVλ(t)(x) +
1
β
∂x
)
ρ(x; t). (S1)
As in the main text, the subscript λ(t) indicates dependence on the control parameter(s) λ. Dots denote derivatives
with respect to time. Eq. (S1) can also be written in the following form, where J(x; t) is the probability current:
∂tρ(x; t) = −∂xJ(x; t), J(x; t) = − 1
γ
(
∂xVλ(t)(x) +
1
β
∂x
)
ρ(x; t). (S2)
We consider natural boundary conditions: ρ(x; t)→ 0 as x→ ±∞, and J(x; t)→ 0 as x→ ±∞.
Assuming the existence of a unique equilibrium distribution ρeq
λ(t)(x) in the state space at all times, we may make
the decomposition ρ(x; t) = ρeq
λ(t)(x)+ δρ(x; t), where δρ is a correction to the equilibrium distribution at time t. Note
that Lˆλ(t)(x)ρeqλ(t)(x) = 0. The dynamics of δρ(x; t) is given by
Lˆλ(t)(x)δρ(x; t) = ∂tρ(x; t). (S3)
We will now show how to arrive at the definition of gλ(t)(x; y), the Green’s function of the adjoint of the Fokker-
Planck operator Lˆ†
λ(t)(x), to solve Eq. (S3). We begin with the statement of Green’s Theorem for Lˆλ(t)(x). Denoting
complex conjugates with the superscript ∗, we have∫
dxu∗(x)Lˆλ(t)(x)v(x) =
∫
dx v(x)
(
Lˆ†
λ(t)u(x)
)∗
(S4)
for any twice-differentiable functions u(x) and v(x). The integration by parts results in a boundary term on the
right-hand side of Eq. (S4). In order to send this term to zero, we have imposed the boundary condition ∂xux → 0 as
x→ ±∞ on u(x). Making the assignment v(x) = δρ(x; t), it remains to fix the function u(x) such that the integral on
the right-hand side of Eq. (S4) is simple to perform. A natural candidate is a Green’s function, but because Lˆλ(t)(x)
is not self-adjoint and has a zero eigenvalue, we require a generalized Green’s function [1, 2]. We choose the definition
Lˆ†
λ(t)(x)u(x; y) = δ(x− y)− ρeqλ(t)(y). Renaming u as g and adding the subscript λ(t) to denote the fact that it must
depend on the specific value of the control vector, we arrive at the definition of gλ(t)(x; y):
Lˆ†
λ(t)(x)gλ(t)(x; y) = δ(x − y)− ρeqλ(t)(y), (S5)
∂xgλ(t)(x; y)→ 0 when x→ ±∞. (S6)
gλ(t)(x; y) is a generalized Green’s function because we subtract an appropriate term from the right-hand side of
Eq. (S5) such that the integrals in Eq. (S4) are well-defined. Note that the term that has been subtracted from the
right-hand side of Eq. (S5) is the product of the eigenfunctions of Lˆλ(t)(x) and Lˆ†λ(t)(x) corresponding to the zero
ii
eigenvalue. The eigenfunction of Lˆ†
λ(t)(x) corresponding to the zero eigenvalue is a constant, which we have set to
unity. The eigenfunctions of Lˆλ(t)(x) are discussed in greater detail in a following section.
As discussed in the main text, the solution to Eq. (S3) takes the form
δρ(x; t) =
∫
dx′ g∗
λ(t)(x
′;x)∂tρ(x′; t), (S7)
leading to the recursion
δρ(x; t) =
∫
dx′ g∗
λ(t)(x
′;x)∂t
(
ρeq
λ(t)(x
′) +
∫
dx′′ g∗
λ(t)(x
′′;x′)∂t
(
ρeq
λ(t)(x
′′) + . . .
))
. (S8)
Taking v(x) = Gλ(t)(x; y) and u(x) = gλ(t)(x; y) in Eq. (S4) leads to the relation Gλ(t)(y;x) = g
∗
λ(t)(x; y), where
Gλ(t)(x; y) is a generalized Green’s function of Lˆλ(t)(x), defined by the following relations:
Lˆλ(t)(x)Gλ(t)(x; y) = δ(x − y)− ρeqλ(t)(x), (S9a)
∂xGλ(t)(x; y)→ 0 when x→ ±∞. (S9b)
Apart from the extra boundary condition Eq. (S9b), Gλ(t)(x, y) must obey all the same boundary conditions as a
solution to Eq. (S1). Eq. (S8) can therefore equivalently be written in terms of Gλ(t)(x; y). Adding ρ
eq
λ(t)(x) to both
sides of the recursion relation, we arrive at
ρ(x; t) = ρeq
λ(t)(x) +
∫
dx′ Gλ(t)(x;x
′) ∂tρ
eq
λ(t)(x
′) +
∫
dx′ Gλ(t)(x;x
′) ∂t
∫
dx′′ Gλ(t)(x
′;x′′) ∂tρ
eq
λ(t)(x
′′) + . . . . (S10)
The form of Eq. (S10) is ρ(x; t) = ρeq
λ(t)(x) +
∑∞
n=1 δρ
(n)(x; t), where the quantities δρ(n) are the corrections to the
equilibrium distribution at time t. We note that the recursive structure of Eq. (S10) allows us to write a Fokker-Planck
type equation for each correction. Writing ρeq
λ(t)(x) = δρ
(0)(x; t) and J(x; t) = δJ (0)(x; t), and defining the ‘currents’
δJ (n)(x; t) = −γ−1 (∂xVλ(t)(x) + β−1∂x) δρ(n)(x; t), we have
Lˆλ(t)(x)δρ(n+1)(x; t) = ∂tδρ(n)(x; t), and Lˆλ(t)(x)δρ(n)(x; t) = −∂xδJ (n)(x; t) ∀n ≥ 0. (S11)
Since all the currents must go to zero at the boundaries, we can conclude the following fact, which is useful for
calculations:
∂t
∫
dx δρ(n) = −
∫
dx ∂xδJ
(n+1) = 0. (S12)
DERIVATION OF EXPRESSION FOR ENTROPY PRODUCTION
In this section we show how to derive a formula for entropy production in terms of ρ(x; t) (Eq. 10 in the main text).
From here on we are concerned with systems that possess a unique equilibrium distribution (as opposed to a steady
state distribution) for every λ. The Langevin equation for such a system in the overdamped limit is given by
γx˙ = f(x, t) +
√
2γ
β
η(t), (S13)
where f(x, t) = −∂xVλ(t)(x) is the force, and η is white noise, defined by the relations 〈η(t)〉 = 0, 〈η(t)η(t′)〉 = δ(t−t′).
The average heat transferred to the reservoir from a time t = 0 to t = Ω is given by
〈Q〉 =
〈∫ Ω
0
dt f(x, t) ◦ x˙
〉
, (S14)
where the integral is defined in the Stratonovich sense. Note that the average in Eq. (S14) is over all trajectories x(t)
of duration Ω. We will now show how to write 〈Q〉 in terms of ρ(x; t).
iii
It is useful to rewrite the Langevin equation in its differential form
γdx = f(x, t)dt+
√
2γ
β
dBt, (S15)
where B is the standard Wiener process. To write Eq. (S14) in terms of ρ(x; t), we simply write down the definition
of the Stratonovich integral, and replace f by its Taylor expansion. We will see that all except two terms go to zero,
and we will arrive at the formula
〈Q〉 =
∫ Ω
0
dt
∫
dx ρ(x; t)
1
γ
(
f2(x; t) +
1
β
f ′(x; t)
)
. (S16)
We discretize the time interval Ω into n increments ∆ti = ti+1 − ti. Adopting the shorthand xi = x(ti), the
corresponding x increments are ∆xi = xi+1 − xi. Using this notation, by definition of the Stratonovich integral, we
have 〈∫ Ω
0
dx f(x, t) ◦ x˙
〉
=
〈
ms-lim
n→∞
n−1∑
i=0
f
(
xi + xi+1
2
,
ti + ti+1
2
)
∆xi
〉
, (S17)
where ms-limn→∞ is a mean-squared limit [3]. Using Eq. (S15) and Itoˆ’s rule, we note that
γ∆xi = f(xi, ti)∆ti +
√
2γ
β
∆Bi, (S18a)
γ2 (∆xi)
2
= f2(xi, ti) (∆ti)
2
+ f(xi, ti)
√
2γ
β
∆ti∆Bi +
2γ
β
∆ti. (S18b)
When we proceed to Taylor expand f about (xi, ti), the limit in Eq. (S17) will kill all terms that are higher than linear
order in ∆ti. Using this fact, Eqs. (S18a), (S18b), and keeping only terms up to linear order in ∆ti, the summand in
Eq. (S17) can be Taylor expanded as follows
f
(
xi + xi+1
2
,
ti + ti+1
2
)
∆xi = f
(
xi +
∆xi
2
, ti +
∆ti
2
)
∆xi
=
(
f(xi, ti) +
∆xi
2
f ′(xi, ti) +
∆ti
2
f˙(xi, ti) +
(
∆xi
2
)2
f ′′(xi, ti) + . . .
)
∆xi
= f(xi, ti)∆xi +
(∆xi)
2
2
f ′(xi, ti) + . . .
=
1
γ
f2(xi, ti)∆ti + f(xi, ti)
√
2
γβ
∆Bi +
1
γβ
f ′(xi, ti)∆ti +O
(
(∆ti)
3/2
)
. (S19)
Substituting Eq. (S19) in Eq. (S17), we have
〈∫ Ω
0
dx f(x, t) ◦ x˙
〉
=
〈
ms-lim
n→∞
n−1∑
i=0
[
1
γ
(
f2(xi, ti) +
1
β
f ′(xi, ti)
)
∆ti + f(xi, ti)
√
2
γβ
∆Bi
]〉
= ms-lim
n→∞
n−1∑
i=0
[
1
γ
〈
f2(xi, ti) +
1
β
f ′(xi, ti)
〉
∆ti +
〈
f(xi, ti)
√
2
γβ
∆Bi
〉]
= ms-lim
n→∞
n−1∑
i=0
{[
1
γ
∫
dxi ρ(xi; ti)
(
f2(xi, ti) +
1
β
f ′(xi, ti)
)
∆ti
]
+
[√
2
γβ
〈f(xi, ti)〉 〈∆Bi〉
]}
=
∫ Ω
0
dt
∫
dx ρ(x; t)
1
γ
(
f2(x, t) +
1
β
f ′(x, t)
)
. (S20)
In the penultimate equality above, we have used the fact that f(xi, ti) is statistically independent of the increment
∆Bi, and the elementary property 〈∆Bi〉 = 0 of the Wiener process.
iv
If the driving protocol for λ is slow enough that the temperature of the reservoir is always well defined, 〈Q〉 and
the average entropy transferred to the reservoir over the time period Ω, 〈∆S〉, are simply related by a factor of β.
Thus we arrive at the formula
〈∆S〉[λ(t)] =
∫ Ω
0
dt
∫
dx ρ(x; t)
1
γ
(
βf2(x, t) + f ′(x, t)
)
. (S21)
We have added the notation [λ(t)] to emphasize that 〈∆S〉 is a functional of the control protocol.
CALCULATION OF ENTROPY PRODUCTION
Here we evaluate the average entropy produced in the reservoir, Eq. (S21), of a driven Brownian system using the
approximation ρ(x; t) = ρeq
λ(t)(x) + δρ
(1)(x; t) + δρ(2)(x; t) (Eq. 11 in the main text). We show that the contribution
of δρ(2)(x; t) to the entropy contains the thermodynamic metric (Eq. 12 in the main text). We imagine varying the
vector of control parameters λ from one set of fixed values to another according to some protocol, starting from time
t = 0 and ending at t = Ω. We are interested in calculating the average entropy produced in the reservoir over this
time period.
Using f(x; t) = ∂xVλ(t)(x), it will be useful to rewrite Eq. (S21) in the following equivalent form
〈∆S〉 [λ(t)] = 1
γβ
∫
dx ρ(x; t)eβVλ(t)(x)∂2xe
−βVλ(t)(x). (S22)
We will make repeated use of a simple relation that follows from this form of 〈∆S〉. Integrating by parts twice, and
then twice again, we have
∫
dx Gλ(t)(x;x
′)eβVλ(t)(x)∂2xe
−βVλ(t)(x) =
∫
dx e−βVλ(t)(x)∂2x
(
Gλ(t)(x;x
′)eβVλ(t)(x)
)
= γβ
∫
dx
(
1− βVλ(t)(x)
) Lˆλ(t)(x)Gλ(t)(x;x′). (S23)
We also note that
∫
dx ∂tρ(x; t) = ∂t
∫
dx ρ(x; t) = ∂t1 = 0. (S24)
Writing the partition function as Zλ(t) and using the representation
ρeq
λ(t) =
1
Zλ(t)
e−βVλ(t)(x), (S25)
the first contribution to 〈∆S〉 is
〈∆S〉0 =
∫ Ω
0
dt
∫
dx
1
γβ
ρeq
λ(t)(x) e
βVλ(t)(x)∂2xe
−βVλ(t)(x)
=
∫ Ω
0
dt
∫
dx
1
γβ
1
Zλ(t)
e−βVλ(t)(x)eβVλ(t)(x)∂2xe
−βVλ(t)(x)
=
∫ Ω
0
dt
1
γβ
∫
dx ∂2xρ
eq
λ(t)(x)
= 0. (S26)
vContinuing, we have the second contribution:
〈∆S〉1 =
∫ Ω
0
dt
1
γβ
∫
dx δρ(1)(x; t) eβVλ(t)(x)∂2xe
−βVλ(t)(x)
=
∫ Ω
0
dt
1
γβ
∫ ∫
dx dx′ Gλ(t)(x;x
′) ∂tρ
eq
λ(t)(x
′) eβVλ(t)(x)∂2xe
−βVλ(t)(x)
=
∫ Ω
0
dt
∫
dx′ ∂tρ
eq
λ(t)(x
′)
∫
dx
(
1− βVλ(t)(x)
) Lˆλ(t)(x)Gλ(t)(x;x′) using Eq. (S23)
(i)
= −
∫ Ω
0
dt
∫
dx′ ∂tρ
eq
λ(t)(x
′)βVλ(t)(x
′) +
∫ Ω
0
dt
∫
dx′ ∂tρ
eq
λ(t)(x
′)
∫
dx βVλ(t)(x)ρ
eq
λ(t)(x) using Eq. (S9a)
(ii)
= −
∫ Ω
0
dt ∂tS
eq
λ(t)
= −∆Seq. (S27)
The second term in (i) is zero due to Eq. (S24). In (ii) we have used
Seq
λ(t) = −
∫
dx ρeq
λ(t)(x) log ρ
eq
λ(t)(x) (S28)
=⇒ ∂tSeqλ(t)
(iii)
= −
∫
dx ∂tρ
eq
λ(t)(x) log ρ
eq
λ(t)(x)
(iv)
=
∫
dx βVλ(t)(x)∂tρ
eq
λ(t)(x). (S29)
In equalities (iii) and (iv) we have used Eq. (S24) and in (iv) we have also used Eq. (S10). We have used the notation
∆Seq to refer to the difference in entropy between the equilibrium probability distributions corresponding to the
values of λ at the beginning and end of the protocol.
The third contribution to 〈∆S〉 is
〈∆S〉2 =
∫ Ω
0
dt
1
γβ
∫
dx δρ(2)(x; t) eβVλ(t)(x)∂2xe
−βVλ(t)(x)
=
∫ Ω
0
dt
1
γβ
∫ ∫
dx dx′′ Gλ(t)(x;x
′′) ∂tδρ(1)(x′′; t) eβVλ(t)(x)∂2xe
−βVλ(t)(x)
=
∫ Ω
0
dt
∫
dx′′ ∂tδρ(1)(x′′; t)
∫
dx
(
1− βVλ(t)(x)
) Lˆλ(t)(x)Gλ(t)(x;x′′) using Eq. (S23)
(v)
= −
∫ Ω
0
dt
(∫
dx′′ ∂tδρ(1)(x′′; t)βVλ(t)(x
′′)−
∫
dx′′ ∂tδρ(1)(x′′; t)
∫
dx ρeq
λ(t)(x)βVλ(t)(x)
)
using Eq. (S9a)
(vi)
= −
∫ Ω
0
dt
∫
dx′′
(
−δρ(1)(x′′; t) ∂t
(
βVλ(t)(x
′′)
)
+ ∂t
(
δρ(1)(x′′; t)βVλ(t)(x
′′)
))
(vii)
= −
∫ Ω
0
dt
(∫
dx′′ δρ(1)(x′′; t) ∂t log ρ
eq
λ(t)(x
′′)
+ ∂t logZλ(t)
∫
dx′′ δρ(1)(x′′; t) +
∫
dx′′ ∂t
(
δρ(1)(x′′; t)βVλ(t)(x
′′)
))
. (S30)
The second term in step (v) is zero due to Eq. (S12). In (vi) we have integrated by parts, and in (vii) we have used
Eq. (S25) to write −βVλ(t)(x′′) = log ρeqλ(t)(x′′) + logZλ(t). We are left with three terms in Eq. (S30). The third term,
which contains a total time derivative, makes no contribution if we assume λ˙ = 0 at the beginning and end of the
protocol. The second term in Eq. (S30) also goes to zero under this assumption. To see this, note that Eq. (S12)
implies that
∫
dx δρ(1)(x; t) is time independent, and∫
dx δρ(1)(x; t) =
∫ ∫
dx dx′Gλ(t)(x;x
′)
∑
i
λ˙i
∂
∂λi
ρeq
λ(t)(x
′),
so putting λ˙ = 0 at the beginning or end of the protocol kills it. We are left with just the first term in Eq. (S30),
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which can be rewritten as follows:
〈∆S〉2 = −
∫ Ω
0
dt
∫
dx′′ δρ(1)(x′′; t) ∂t log ρ
eq
λ(t)(x
′′)
= −
∫ Ω
0
dt
∫ ∫
dx dx′′ Gλ(t)(x
′′;x)∂tρ
eq
λ(t)(x
′′) ∂t log ρ
eq
λ(t)(x)
= −
∫ Ω
0
dt
∫ ∫
dx dx′′ ρeq
λ(t)(x
′′) ∂t log ρ
eq
λ(t)(x
′′)Gλ(t)(x
′′;x) ∂t log ρ
eq
λ(t)(x)
=
∫ Ω
0
dt λ˙
T
ζλ˙, (S31)
where
ζij = −
∫ ∫
dx dx′′ ρeq
λ(t)(x
′′)
∂
∂λi
log ρeq
λ(t)(x
′′)Gλ(t)(x
′′;x)
∂
∂λj
log ρeq
λ(t)(x). (S32)
In the next section we prove that ζ is positive semidefinite, and therefore imposes a metric in λ-space, which allows
us to identify it as the thermodynamic metric.
Gathering contributions, we have
〈∆S〉 [λ(t)] = 0−∆Seq +
∫ Ω
0
dt λ˙
T
ζλ˙, (S33)
up to the second correction δρ(2)(x; t) in ρ(x; t), with ζ given by Eq. (S32).
THE METRIC IS POSITIVE SEMIDEFINITE
Here we show that the object ζ, given in Eq. (S32), is positive semidefinite.
To construct the proof, we require some facts about the eigenfunctions of the Fokker-Planck operator. A brief
discussion of these and their properties follows. A detailed exposition can be found in Chapter 5 of [4].
The Fokker-Planck operator is not self-adjoint. However, when the state space of the Fokker-Planck equation
possesses an equilibrium distribution, the operator can be symmetrized and jointly diagonalized with a biorthogonal
system consisting of its own eigenfunctions (the right eigenfunctions ρr,n) as well as those of its adjoint (the left
eigenfunctions ρl,n). Calling the symmetrized operator Hˆ, the symmetrizing transform is
Hˆ = e−βV/2LˆeβV/2 = eβV/2Lˆ†e−βV/2, (S34)
where we have suppressed the x-dependence of the potential and the λ-dependence of the operators for notational
convenience. Hˆ is a Hermitian operator that shares eigenvalues with Lˆ and Lˆ†. Calling these eigenvalues αn, and the
eigenfunctions Pn, we have
HˆPn = −αnPn. (S35)
The eigenfunctions of Lˆ and Lˆ† are then given by
ρr,n = e
−βV/2Pn and ρl,n = eβV/2Pn, (S36)
respectively, where
Lˆ(x)ρr,n(x) = −αnρr,n(x), (S37a)
Lˆ†(x)ρl,n(x) = −αnρl,n(x). (S37b)
Due to the fact that we require the existence of an equilibrium distribution in the state space at all times, the
eigensystem we have so far described exists at all times. Note that α0 = 0 and αn > 0 ∀n > 0. The zeroth right
eigenfunction is the equilibrium distribution corresponding to the specific value of λ at time t and satisfies the
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normalization condition
∫
dx ρr,0(x) = 1. The zeroth left eigenfunction is a constant, which we set to unity. From
these two facts and Eqs. (S34), (S37a), and (S37b), we have the relation
ρr,n = ρr,0ρl,n. (S38)
For completeness, we note that the right and left eigenfunctions additionally possess the following properties:∫
dx ρr,n(x)ρl,m(x) = δnm (orthogonality), and (S39)∑
n
ρr,n(x)ρl,n(y) = δ(x− y) (completeness). (S40)
In terms of the ρr.n and ρl,n the Green’s function G(x; y) is given by
G(x; y) = −
∑
n6=0
ρr,n(x)ρl,n(y)
αn
. (S41)
Consider the quadratic form λ˙
T
ζλ˙, with ζ given by Eq. (S32). For any λ˙ ∈ Rk where k is the dimensionality of
the control space,
λ˙
T
ζλ˙ = −
∑
i,j
λ˙iλ˙j
∫ ∫
dx′ dx′′ ρr,0(x′′)∂λi log ρr,0(x
′′)G(x′;x′′)∂λj log ρr,0(x
′)
=
∑
n6=0
1
αn
∑
i,j
λ˙iλ˙j
∫ ∫
dx′ dx′′ ∂λi log ρr,0(x
′′)ρr,n(x′)ρr,n(x′′)∂λj log ρr,0(x
′) using Eqs. (S41), (S38)
=
∑
n6=0
1
αn
(∫
dx′′
∑
i
λ˙iρr,n(x
′′)∂λi log ρr,0(x
′)
)2
≥ 0 since αn6=0 > 0. (S42)
THE THERMODYNAMIC METRIC OF THE SIMPLE HARMONIC OSCILLATOR
Here we compute ζ for a one-dimensional system in a harmonic potential with time-dependent spring constant κ
and bath temperature T :
Vλ(t)(x) =
1
2
κ(t)x2, λ(t) = (κ(t), T (t)). (S43)
Writing Boltzmann’s constant as kB , the Fokker-Planck operator for this system is
Lˆλ(t)(x) =
1
γ
[
κ(t) + κ(t)x
∂
∂x
+ kBT
∂2
∂x2
]
. (S44)
The eigenvalues and eigenfunctions of Eq. (S44) are well known, and given, for example, in Chapter 5 of [4]. Using
the notation Hn for the n
th Hermite polynomial, the right and left eigenfunctions are
ρr,n(x) =
1√
2nn!
√
κ
2pikBT
exp
(
−1
2
κ
kBT
x2
)
Hn
(√
κ
2kBT
x
)
, (S45)
ρl,n(x) =
1√
2nn!
Hn
(√
κ
2kBT
x
)
. (S46)
The corresponding eigenvalues are −κn/γ. We remind the reader that the equilibrium distribution at any given time t
is simply the zeroth right eigenfunction ρr,0(x). For this system, ρr,0(x) is a properly normalized Gaussian distribution
with mean 0 and variance kBT/κ.
λ ∈ R2, so ζ ∈ R2×2. We now proceed to calculate the four elements, beginning with ζ11 = ζκκ.
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The derivative of the equilibrium distribution with respect to κ is given by
∂
∂κ
log ρr,0(x) =
1
2κ
− x
2
2kBT
.
Inserting this derivative in Eq. (S32), the expression we need to evaluate for ζκκ is
ζκκ = −
∫
dx
∫
dy
√
κ
2pikBT
exp
(
−1
2
κ
kBT
y2
)(
1
2κ
− x
2
2kBT
)(
1
2κ
− y
2
2kBT
)
∑
n6=0
− γ
κn
1
2nn!
√
κ
2pikBT
exp
(
−1
2
κ
kBT
x2
)
Hn
(√
κ
2kBT
x
)
Hn
(√
κ
2kBT
y
)
.
(S47)
The first thing we will do is transform to the variables x′ =
√
κ/2kBTx, y
′ =
√
κ/2kBTy. Then,
ζκκ =
1
pi
γ
κ3
∫
dx′
∫
dy′ e−(x
′2+y′2)
(
1
2
− x′2
)(
1
2
− y′2
)∑
n6=0
1
n2nn!
Hn (x
′)Hn (y′) . (S48)
Let us consider now the sum in Eq. (S48). For some |α| < 1/2, it is known that
∑
n
αn
n!
Hn (x
′)Hn (y′) =
1√
1− 4α2 exp
(
− 4α√
1− 4α2
(
αx′2 + αy′2 − x′y′)) = f (α, x′, y′) (S49)
(see, for example, Eq. 5.65 in [4]). Dividing both sides of f (α, x′, y′) by α and integrating with respect to α, we have
1 +
∞∑
n=1
αn
n!
Hn (x
′)Hn (y′) = f (α, x′, y′) ,
⇒
∞∑
n=1
αn−1
n!
Hn (x
′)Hn (y′) =
1
α
f (α, x′, y′)− 1
α
⇒
∞∑
n=1
∫ 1/2
0
dα
αn−1
n!
Hn (x
′)Hn (y′) =
∫ 1/2
0
dα
(
1
α
f (α, x′, y′)− 1
α
)
⇒
∞∑
n=1
[αn]
1/2
0
1
nn!
Hn (x
′)Hn (y′) =
∫ 1/2
0
dα
(
1
α
f (α, x′, y′)− 1
α
)
⇒
∞∑
n=1
1
2nnn!
Hn (x
′)Hn (y′) =
∫ 1/2
0
dα
1
α
f (α, x′, y′)− 1
α
. (S50)
Substituting Eq. (S50) in Eq. (S48), we have
ζκκ =
1
pi
γ
κ3
∫
dx′
∫
dy′ e−(x
′2+y′2)
(
1
2
− x′2
)(
1
2
− y′2
)∫ 1/2
0
dα
1
α
f (α, x′, y′)− 1
α
. (S51)
We will first evaluate the x′ and y′ integrals because they are Gaussian. Note that the right hand side of Eq. (S51)
breaks up into two pieces, one involving the integral over α of f/α, and other of 1/α. The second integral (call it II)
evaluates to zero:
II = − 1
pi
γ
κ3
∫ 1/2
0
dα
1
α
∫ ∞
−∞
dx′
(
1
2
− x′2
)
e−x
′2
∫ ∞
−∞
dy′
(
1
2
− y′2
)
e−y
′2
= 0, (S52)
because ∫ ∞
−∞
dx′
(
1
2
− x′2
)
e−x
′2
= 0.
ix
We are now left with just the integral involving f/α. Call it I.
I =
1
pi
γ
κ3
∫ 1/2
0
dα
1
α
1√
1− 4α2
∫ ∞
−∞
dx′
(
1
2
− x′2
)
e
−
(
1+ 4α
2√
1−4α2
)
x′2
∫ ∞
−∞
dy′
(
1
2
− y′2
)
e
−y′2− 4α2√
1−4α2
(y′2−x′y′)
=
1
pi
γ
κ3
∫ 1/2
0
dα
1
α
1√
1− 4α2
∫ ∞
−∞
dx′
(
1
2
− x′2
)
e
−
(
1+ 4α
2√
1−4α2
)
x′2
(
−2√pi
√
1− 4α2 (2x′2 − 1)α2e 4α2√1−4α2 x′2)
= 4
1√
pi
γ
κ3
∫ 1/2
0
dαα
∫ ∞
−∞
dx′
(
1
2
− x′2
)2
e−x
′2
= 4
1√
pi
γ
κ3
∫ 1/2
0
dαα
√
pi
2
= 2
γ
κ3
∫ 1/2
0
dαα
= 2
γ
κ3
[
α2
2
]1/2
0
=
γ
4κ3
. (S53)
Putting the two terms I and II together, we can write
ζκκ = I + II =
γ
4κ3
+ 0 =
γ
4κ3
. (S54)
In order to calculate the other three metric elements, note that in the final expression for ζκκ, the factor γ/κ comes
from the eigenvalues of the Fokker-Planck operator, the factor of 1/4 comes from the integral over α of α multiplied
by a 4, which comes from the integral with respect to y′, and the two remaining factors of 1/κ come from the two
derivatives of the equilibrium distribution with respect to κ. The only difference between ζκκ and the other metric
elements, therefore, will be the last two factors of 1/κ. In particular, differentiating the equilibrium distribution with
respect to T will contribute a factor of 1/T instead of 1/κ, and so we will have ζκT = ζTκ =
γ
4κ2T and ζTT =
γ
4κT 2 .
Therefore the full metric is given by
ζ =
γ
4
[
1
κ3
1
κ2T
1
κ2T
1
κT 2
]
. (S55)
The eigenvalues of this metric are γ4
1
κ(T 2+κ2) and 0. The corresponding eigenvectors are (T/κ, 1) and (−κ/T, 1),
respectively.
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