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Abstract
This paper considers the distributed consensus problem of linear multi-agent systems subject to different matching uncertain-
ties for both the cases without and with a leader of bounded unknown control input. Due to the existence of nonidentical
uncertainties, the multi-agent systems discussed in this paper are essentially heterogeneous. For the case where the commu-
nication graph is undirected and connected, a distributed continuous static consensus protocol based on the relative state
information is first designed, under which the consensus error is uniformly ultimately bounded and exponentially converges to
a small adjustable residual set. A fully distributed adaptive consensus protocol is then designed, which, contrary to the static
protocol, relies on neither the eigenvalues of the Laplacian matrix nor the upper bounds of the uncertainties. For the case
where there exists a leader whose control input is unknown and bounded, distributed static and adaptive consensus protocols
are proposed to ensure the boundedness of the consensus error. It is also shown that the proposed protocols can be redesigned
so as to ensure the boundedness of the consensus error in the presence of bounded external disturbances which do not satisfy
the matching condition. A sufficient condition for the existence of the proposed protocols is that each agent is stabilizable.
Key words: Multi-agent systems; uncertain systems; consensus; distributed tracking; adaptive control.
1 Introduction
Cooperative control of a network of autonomous agents
has been an emerging research direction and attracted
a lot of attention from many scientific communities, es-
pecially the systems and control community. A group of
autonomous agents, by coordinating with each other via
communication or sensing networks, can perform certain
challenging tasks which cannot be well accomplished by
a single agent. Cooperative control of multi-agent sys-
tems has potential applications in broad areas including
spacecraft formation flying, sensor networks, and coop-
erative surveillance [1,2]. In the area of cooperative con-
trol, consensus is an important and fundamental prob-
lem, which means to develop distributed control policies
using only local information to ensure that the agents
reach an agreement on certain quantities of interest.
Two pioneering works on consensus are [3] and [4]. A the-
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oretical explanation is provided in [3] for the alignment
behavior observed in the Vicsek model [5] and a general
framework of the consensus problem for networks of in-
tegrators is proposed in [4]. Since then, the consensus
problem has been extensively studied by various scholars
from different perspectives; see [1,2,6,7,8,9,10,11,12] and
references therein. Existing consensus algorithms can be
roughly categorized into two classes, namely, consensus
without a leader (i.e., leaderless consensus) and consen-
sus with a leader. The latter is also called leader-follower
consensus or distributed tracking. In [6], a sufficient con-
dition is derived to achieve consensus for multi-agent
systems with jointly connected communication graphs.
The authors in [7] design a distributed neighbor-based
estimator to track an active leader. Distributed tracking
algorithms are proposed in [13] and [14] for a network
of agents with first-order dynamics. Consensus of net-
works of double- and high-order integrators is studied
in [15,16]. Consensus algorithms are designed in [8,17]
for multi-agent systems with quantized communication
links. The authors in [18] address a distributed track-
ing problem for multiple Euler-Lagrange systems with a
dynamic leader. The consensus problem of multi-agent
systems with general discrete- and continuous-time lin-
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ear dynamics is studied in [9,10,11,12,19,20,21]. It is
worth noting that the design of the consensus protocols
in [9,10,11,20,21] requires the knowledge of the eigenval-
ues of the Laplacianmatrix of the communication graph,
which is actually global information. To overcome this
limitation, distributed adaptive consensus protocols are
proposed in [22,23]. For the case where there exists a
leader with possibly nonzero control input, distributed
controllers are proposed in [24,23] to solve the leader-
follower consensus problem. A common assumption in
[9,10,11,12,19,20,21,24,23] is that the dynamics of the
agents are identical and precisely known, which might be
restrictive and not practical in many circumstances. In
practical applications, the agents may be subject to cer-
tain parameter uncertainties or unknown external dis-
turbances.
This paper considers the distributed consensus problem
of multi-agent systems with identical nominal linear dy-
namics but subject to different matching uncertainties.
A typical example belonging to this scenario is a net-
work of mass-spring systems with different masses or
unknown spring constants. Due to the existence of the
nonidentical uncertainties which may be time-varying,
nonlinear and unknown, the multi-agent systems dis-
cussed in this paper are essentially heterogeneous. The
heterogeneous multi-agent systems in this paper contain
the homogeneous linear multi-agent systems studied in
[9,10,11,12,19,20,21] as a special case where the uncer-
tainties do not exist. Note that because of the existence
of the uncertainties, the consensus problem in this case
becomes quite challenging to solve and the consensus al-
gorithms given in [9,10,11,12,19,20,21] are not applica-
ble any more.
In this paper, we present a systematic procedure to ad-
dress the distributed robust consensus problem of multi-
agent systems with matching uncertainties for both the
cases without and with a leader of possibly nonzero con-
trol input. First, we consider the case where the com-
munication graph is undirected and connected. A dis-
tributed continuous static consensus protocol based on
the relative states of neighboring agents is designed, un-
der which the consensus error is uniformly ultimately
bounded and exponentially converges to a small resid-
ual set. Note that the design of this protocol relies on
the eigenvalues of the Laplacian matrix and the upper
bounds of the matching uncertainties. In order to remove
these requirements, a fully distributed adaptive proto-
col is further designed, under which the residual set of
the consensus error is also given. One desirable feature is
that for both the static and adaptive protocols, the resid-
ual sets of the consensus error can be made to be reason-
ably small by properly selecting the design parameters of
the protocols and the convergence rates of the consensus
error are explicitly given. Next, we extend to consider
the case where there exists a leader with nonzero control
input. Here we study the general case where the leader’s
control input is not available to any follower, which im-
poses additional difficulty. Distributed static and adap-
tive consensus protocols based on the relative state in-
formation are proposed and designed to ensure that the
consensus error can converge to residual sets which are
explicitly given and adjustable. The case where the ex-
ternal disturbances associated with the agent dynamics
are bounded and do not satisfy the matching condition
is also examined. The proposed consensus protocols are
redesigned to guarantee the boundedness of the consen-
sus error. The existence conditions of the consensus pro-
tocols proposed in this paper are discussed. It is pointed
out that a sufficient condition of the existence of the pro-
tocols is that each agent is stabilizable.
It is worth mentioning that in related works [25,26],
the distributed tracking problem of multi-agent systems
with unknown nonlinear dynamics are discussed. Com-
pared to [25,26], the contribution of this paper is at least
three-fold. First, the agents in [25,26] are restricted to be
first-order and special high-order systems. It is far from
trivial to extend [25,26] to solve the consensus problem of
the general high-order multi-agent systems with match-
ing uncertainties as in this paper. Second, contrary to
[25,26] which consider only the case with a leader, con-
sensus for both the cases with and without a leader is
addressed in this paper. Third, the design of the proto-
cols in [25,26] depends on global information of the com-
munication graph. In contrast, the adaptive consensus
protocols proposed in this paper are fully distributed,
which do not require any global information.
The rest of this paper is organized as follows. Some use-
ful results of graph theory are reviewed in Section 2.
The distributed robust leaderless consensus problem is
discussed in Section 3 for the case with an undirected
graph. The robust leader-follower consensus problem is
addressed in Section 4 for the case where there exists a
leader with unknown control input. The robustness of
the proposed consensus protocols with respect to exter-
nal disturbances which do not satisfy the matching con-
dition is discussed in Section 5. Simulation examples are
presented for illustration in Section 6. Conclusions are
drawn in Section 7.
2 Notation and Graph Theory
IN represents the identity matrix of dimension N . De-
note by 1 a column vector with all entries equal to
one. diag(A1, · · · , An) represents a block-diagonal ma-
trix with matricesAi, i = 1, · · · , n, on its diagonal.A⊗B
denotes the Kronecker product of matrices A and B. For
a vector x ∈ Rn, let ‖x‖ denote its 2-norm. For a sym-
metric matrix A, λmin(A) and λmax(A) denote, respec-
tively, the minimum and maximum eigenvalues of A.
A directed graph G is a pair (V , E), where V =
{v1, · · · , vN} is a nonempty finite set of nodes and
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E ⊆ V × V is a set of edges, in which an edge is repre-
sented by an ordered pair of distinct nodes. For an edge
(vi, vj), node vi is called the parent node, node vj the
child node, and vi is a neighbor of vj . A graph with the
property that (vi, vj) ∈ E implies (vj , vi) ∈ E for any
vi, vj ∈ V is said to be undirected. A path from node vi1
to node vil is a sequence of ordered edges of the form
(vik , vik+1), k = 1, · · · , l − 1. A subgraph Gs = (Vs, Es)
of G is a graph such that Vs ⊆ V and Es ⊆ E . A directed
graph contains a directed spanning tree if there exists
a node called the root, which has no parent node, such
that the node has directed paths to all other nodes in
the graph.
The adjacency matrix A = [aij ] ∈ R
N×N associated
with the directed graph G is defined by aii = 0, aij = 1
if (vj , vi) ∈ E and aij = 0 otherwise. The Laplacian
matrix L = [Lij ] ∈ R
N×N is defined as Lii =
∑
j 6=i aij
and Lij = −aij , i 6= j. For undirected graphs, both A
and L are symmetric.
Lemma 1 [6] Zero is an eigenvalue of L with 1 as a right
eigenvector and all nonzero eigenvalues have positive real
parts. Furthermore, zero is a simple eigenvalue of L if
and only if G has a directed spanning tree.
3 Distributed Robust Leaderless Consensus
In this paper, we consider a network of N autonomous
agents with identical nominal linear dynamics but sub-
ject to heterogeneous uncertainties. The dynamics of the
i-th agent are described by
x˙i = Axi +Bui +Hi(xi, t) + νi(t), i = 1, · · · , N, (1)
where xi ∈ R
n is the state, ui ∈ R
p is the control input,
A and B are constant known matrices with compatible
dimensions, and Hi(xi, t) ∈ R
n and νi(t) ∈ R
n denote,
respectively, the parameter uncertainties and external
disturbances associated with the i-th agent, which are
assumed to satisfy the following standard matching con-
dition [27,28].
Assumption 1 There exist functions Hˆi(xi, t) and νˆi(t)
such that Hi(xi, t) = BHˆi(xi, t) and νi(t) = Bνˆi(t),
i = 1, · · · , N .
By letting fi(xi, t) = Hˆi(xi, t)+ νˆi represent the lumped
uncertainty of the i-th agent, (1) can be rewritten into
x˙i = Axi +B[ui + fi(xi, t)], i = 1, · · · , N. (2)
In the previous related works [9,10,29,20,19,11,22,23],
the agents are identical linear systems and free of un-
certainties. In contrast, the agents (2) considered in this
paper are subject to nonidentical uncertainties, which
makes the resulting multi-agent systems are essentially
heterogeneous. The agents (2) can recover the nominal
linear agents in [9,10,29,20,19,11,22,23] when the uncer-
tainties fi(xi, t) do not exist. Note that the existence of
the uncertainties associated with the agents makes the
consensus problem quite challenging to solve, as detailed
in the sequel.
Regarding the bounds of the uncertainties fi(xi, t), we
introduce the following assumption.
Assumption 2 There exist continuous scalar valued
functions ρi(xi, t), i = 1, · · · , N , such that ‖fi(xi, t)‖ ≤
ρi(xi, t), i = 1, · · · , N , for all t ≥ 0 and xi ∈ R
n.
The communication graph among the N agents is repre-
sented by a undirected graph G, which is assumed to be
connected throughout this section. The objective of this
section is to solve the consensus problem for the agents in
(2), i.e., to design distributed consensus protocols such
that limt→∞ ‖xi(t)− xj(t)‖ = 0, ∀ i, j = 1, · · · , N .
3.1 Distributed Static Consensus Protocol
Based on the relative states of neighboring agents, the
following distributed static consensus protocol is pro-
posed:
ui = cK
N∑
j=0
aij(xi − xj) + ρi(xi, t)
× g(K
N∑
j=0
aij(xi − xj)), i = 1, · · · , N,
(3)
where c > 0 is the constant coupling gain, K ∈ Rp×n is
the feedback gain matrix, aij is the (i, j)-th entry of the
adjacencymatrixA associated with G, and the nonlinear
function g(·) is defined as follows: for w ∈ Rn,
g(w) =
{
w
‖w‖ if ρi(xi, t)‖w‖ > κ
w
κ
if ρi(xi, t)‖w‖ ≤ κ
, (4)
where κ is a small positive value.
Let x = [xT1 , · · · , x
T
N ]
T and ρ(x, t) = diag(ρ1(x1, t), · · · ,
ρN(xN , t)). Using (3) for (2), we can obtain the closed-
loop network dynamics as
x˙ = (IN ⊗A+ cL ⊗BK)x+ (IN ⊗B)F (x, t)
+ [ρ(x, t)⊗B]G(x),
(5)
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where L denotes the Laplacian matrix of G, and
F (x, t) ,

f1(x1, t)
...
fN(xN , t)
 , G(x) ,

g(K
∑N
j=1 L1jxj)
...
g(K
∑N
j=1 LNjxj)
 .
(6)
Let ξ = (M ⊗ In)x, where M = IN −
1
N
11T and ξ =
[ξT1 , · · · , ξ
T
N ]
T . It is easy to see that 0 is a simple eigen-
value of M with 1 as a corresponding right eigenvector
and 1 is the other eigenvalue with multiplicity N − 1.
Then, it follows that ξ = 0 if and only if x1 = · · · = xN .
Therefore, the consensus problem under the protocol (3)
is solved if and only if ξ asymptotically converges to zero.
Hereafter, we refer to ξ as the consensus error. By not-
ing that LM = L, it is not difficult to obtain from (5)
that the consensus error ξ satisfies
ξ˙ = (IN ⊗A+ cL ⊗BK)ξ + (M ⊗B)F (x, t)
+ [Mρ(x, t)⊗B]G(ξ).
(7)
The following result provides a sufficient condition to
design the consensus protocol (3).
Theorem1 Suppose that the communication graphG is
undirected and connected and Assumption 2 holds. The
parameters in the distributed protocol (3) are designed
as c ≥ 1
λ2
and K = −BTP−1, where λ2 is the smallest
nonzero eigenvalue of L and P > 0 is a solution to the
following linear matrix inequality (LMI):
AP + PAT − 2BBT < 0, (8)
Then, the consensus error ξ of (7) is uniformly ultimately
bounded and exponentially converges to the residual set
D1 , {ξ : ‖ξ‖
2 ≤
2λmax(P )Nκ
αλ2
}, (9)
with a convergence rate faster than exp(−αt), where
α =
−λmax(AP + PA
T − 2BBT )
λmax(P )
. (10)
Proof Consider the following Lyapunov function can-
didate:
V1 =
1
2
ξT (L ⊗ P−1)ξ.
By the definition of ξ, it is easy to see that (1T ⊗I)ξ = 0.
For a connected graph G, it then follows from Lemma 1
that
V1(ξ) ≥
1
2
λ2ξ
T (IN ⊗ P
−1)ξ ≥
λ2
2λmax(P )
‖ξ‖2. (11)
The time derivative of V1 along the trajectory of (5) is
given by
V˙1 = ξ
T (L ⊗ P−1A+ cL2 ⊗ P−1BK)ξ
+ ξT (L ⊗ P−1B)F (x, t)
+ ξT [Lρ(x, t)⊗ P−1B]G(ξ).
(12)
By using Assumption 2, we can obtain that
ξT (L ⊗ P−1B)F (x, t)
≤
N∑
i=1
‖BTP−1
N∑
j=1
Lijξj‖‖fi(xi, t)‖
≤
N∑
i=1
ρi(xi, t)‖B
TP−1
N∑
j=1
Lijξj‖.
(13)
Next, consider the following three cases.
i) ρi(xi, t)‖K
∑N
j=1 Lijξj‖ > κ, i = 1, · · · , N .
In this case, it follows from (4) and (6) that
ξT [Lρ(x, t) ⊗ P−1B]G(ξ)
= −
N∑
i=1
ρi(xi, t)‖B
TP−1
N∑
j=1
Lijξj‖.
(14)
Substituting (14) and and (13) into (12) yields V˙1 ≤
1
2ξ
TX ξ, where X = L ⊗ (P−1A + ATP−1) − 2cL2 ⊗
P−1BBTP−1.
ii) ρi(xi, t)‖K
∑N
j=1 Lijξj‖ ≤ κ, i = 1, · · · , N .
In this case, we can get from (4) and (6) that
ξT [Lρ(x, t)⊗ P−1B]G(ξ)
= −
N∑
i=1
ρi(xi, t)
κ
‖BTP−1
N∑
j=1
Lijξj‖
2 ≤ 0.
(15)
Substituting (14), (13), and (15) into (12) gives
V˙1 ≤
1
2
ξTX ξ +Nκ. (16)
iii) ξ satisfies neither case i) nor case ii).
Without loss of generality, assume that ρi(xi, t)‖K
∑N
j=1 Lijξj‖ >
κ, i = 1, · · · , l, and ρi(xi, t)‖K
∑N
j=1 Lijξj‖ ≤ κ,
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i = l+1, · · · , N , where 2 ≤ l ≤ N − 1. By combing (14)
and (15), in this case we can get that
ξT [Lρ(x, t)⊗ P−1B]G(ξ)
≤ −
l∑
i=1
ρi(xi, t)‖B
TP−1
N∑
j=1
Lijξj‖.
(17)
Then, it follows from (12), (14), (17), and (13) that V˙1 ≤
1
2ξ
TX ξ + (N − l)κ.
Therefore, by analyzing the above three cases, we get
that V˙1 satisfies (16) for all ξ ∈ R
Nn. Note that (16) can
be rewritten as
V˙1 ≤ −αV1 + αV1 +
1
2
ξTX ξ +Nκ
= −αV1 +
1
2
ξT (X + αL ⊗ P−1)ξ +Nκ,
(18)
where α > 0.
Because G is connected, it follows from Lemma 1 that
zero is a simple eigenvalue of L and all the other eigen-
values are positive. Let U = [ 1√
N
Y1 ] and UT =
[
1
T
√
N
Y2
]
,
with Y1 ∈ R
N×(N−1), Y2 ∈ R(N−1)×N , be such unitary
matrices that UTLU = Λ , diag(0, λ2, · · · , λN ), where
λ2 ≤ · · · ≤ λN are the nonzero eigenvalues of L. Let
ξ¯ , [ξ¯T1 , · · · , ξ¯
T
N ]
T = (UT ⊗ P−1)ξ. By the definitions
of ξ and ξ¯, it is easy to see that ξ¯1 = (
1
T√
N
⊗ P−1)ξ =
( 1
T√
N
M ⊗ P−1)x = 0. Then, it follows that
ξT (X + αL ⊗ P−1)ξ
=
N∑
i=2
λiξ¯
T
i (AP + PA
T + αP − 2cλiBB
T )ξ¯i
≤
N∑
i=2
λiξ¯
T
i (AP + PA
T + αP − 2BBT )ξ¯i.
(19)
Because α = −λmax(AP+PA
T−2BBT )
λmax(P )
, we can see from
(19) that ξT (X + αL ⊗ P−1)ξ ≤ 0. Then, we can get
from (18) that
V˙1 ≤ −αV1 +Nκ. (20)
By using the well-known Comparison lemma (Lemma
3.4 in [30]), we can obtain from (20) that
V1(ξ) ≤ [V1(ξ(0))−
Nκ
α
]exp(−αt) +
Nκ
α
, (21)
which, by (11), implies that ξ exponentially converges
to the residual set D1 in (9) with a convergence rate not
less than exp(−αt). 
Remark 1 The distributed consensus protocol (3)
consists of a linear part and a nonlinear part, where
the term ρi(xi, t)g(K
∑N
j=1 aij(xi − xj)) is used to sup-
press the effect of the uncertainties fi(xi, t). For the
case where fi(xi, t) = 0, we can accordingly remove
ρi(xi, t)g(K
∑N
j=1 aij(xi − xj)) from (3), which can re-
cover the static consensus protocols as in [9,29,11]. As
shown in Proposition 2 of [9], a necessary and sufficient
condition for the existence of a P > 0 to the LMI (8) is
that (A,B) is stabilizable. Therefore, a sufficient con-
dition for the existence of (3) satisfying Theorem 1 is
that (A,B) is stabilizable. Note that in Theorem 1 the
parameters c and K of (3) are independently designed.
Note that the nonlinear component g(·) in (4) is contin-
uous, which is actually a continuous approximation, via
the boundary layer concept [28,30], of the discontinuous
function gˆ(w) =
{
w
‖w‖ if ‖w‖ 6= 0
0 if ‖w‖ = 0
. The value of κ in
(4) defines the size of the boundary layer. As κ→ 0, the
continuous function g(·) approaches the discontinuous
function gˆ(·).
Corollary 1 Assume that G is connected and Assump-
tion 2 holds. The consensus error ξ converges to zero
under the discontinuous consensus protocol:
ui = cK
N∑
j=1
aij(xi − xj) + ρi(xi, t)
× gˆ(K
N∑
j=1
aij(xi − xj)), i = 1, · · · , N,
(22)
where c and K are chosen as in Theorem 1.
Remark 2 An inherent drawback of the discontinuous
protocol (22) is that it will result in the undesirable chat-
tering effect in real implementation, due to imperfec-
tions in switching devices [31,28]. The effect of chatter-
ing is avoided by using the continuous protocol (3). The
cast is that the protocol (3) does no guarantee asymp-
totic stability but rather uniform ultimate boundedness
of the consensus error ξ. Note that the residual set D1 of
ξ depends on the smallest nonzero eigenvalue of L, the
number of agents, the largest eigenvalue of P , and the
size κ of the boundary layer. By choosing a sufficiently
small κ, the consensus error ξ under the protocol (3) can
converge to an arbitrarily small neighborhood of zero,
which is acceptable in most applications.
3.2 Distributed Adaptive Consensus Protocol
In the last subsection, the design of the distributed pro-
tocol (3) relies on the minimal nonzero eigenvalue λ2 of
L and the upper bounds ρi(xi, t) of the matching un-
certainties fi(xi, t). However, λ2 is global information in
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the sense that each agent has to know the entire com-
munication graph to compute it. Besides, the bounds
ρi(xi, t) of the uncertainties fi(xi, t) might not be eas-
ily obtained in some cases, e.g., fi(xi, t) contains cer-
tain unknown external disturbances. In this subsection,
we will implement some adaptive control ideas to com-
pensate the lack of λ2 and ρi(xi, t) and thereby to solve
the consensus problem using only the local information
available to each agent.
Beforemoving forward, we introduce a modified assump-
tion regarding the bounds of the lumped uncertainties
fi(xi, t), i = 1, · · · , N .
Assumption 3 There are positive constants di and ei
such that ‖fi(xi, t)‖ ≤ di + ei‖xi‖, i = 1, · · · , N .
Based on the local state information of neighboring
agents, we propose the following distributed adaptive
protocol to each agent:
ui = d¯iK
N∑
j=1
aij(xi − xj) + r(K
N∑
j=1
aij(xi − xj)),
˙¯di = τi[−ϕid¯i + (
N∑
j=1
aij(xi − xj)
T )Γ(
N∑
j=1
aij(xi − xj))
+ ‖K
N∑
j=1
aij(xi − xj)‖],
˙¯ei = ǫi[−ψie¯i + ‖K
N∑
j=1
aij(xi − xj)‖‖xi‖], i = 1, · · · , N,
(23)
where d¯i(t) and e¯i(t) are the adaptive gains associated
with the i-th agent, Γ ∈ Rn×n is the feedback gain ma-
trix, τi and ǫi are positive scalars, ϕi and ψi are small
positive constants chosen by the designer, the nonlinear
function r(·) is defined as follows: for w ∈ Rn,
r(w) =
{
w(d¯i+e¯i‖xi‖)
‖w‖ if (d¯i + e¯i‖xi‖)‖w‖ > κ
w(d¯i+e¯i‖xi‖)2
κ
if (d¯i + e¯i‖xi‖)‖w‖ ≤ κ
,
(24)
and the rest of the variables are defined as in (3).
Let the consensus error ξ be defined as in (7) and D =
diag(d¯1, · · · , d¯N ). Then, it is not difficult to get from (2)
and (23) that the closed-loop network dynamics can be
written as
ξ˙ = (IN ⊗A+MDL⊗BK)ξ + (M ⊗B)F (x, t)
+ (M ⊗B)R(ξ),
˙¯di = τi[−ϕid¯i + (
N∑
j=1
Lijξ
T
j )Γ(
N∑
j=1
Lijξj) + ‖K
N∑
j=1
Lijξj‖],
˙¯ei = ǫi[−ψie¯i + ‖K
N∑
j=1
Lijξj‖‖xi‖], i = 1, · · · , N,
(25)
where
R(ξ) ,

r(K
∑N
j=1 L1jξj)
...
r(K
∑N
j=1 LNjξj)
 , (26)
and the rest of the variables are defined as in (5).
To establish the ultimate boundedness of the states ξ, d¯i,
and e¯i of (25), we use the following Lyapunov function
candidate
V2 =
1
2
ξT (L ⊗ P−1)ξ +
N∑
i=1
d˜2i
2τi
+
N∑
i=1
e˜2i
2ǫi
, (27)
where e˜i = e¯i − ei, d˜i = d¯i − β, i = 1, · · · , N , and
β ≥ maxi=1,··· ,N{di, 1λ2 }.
Theorem 3 Suppose that G is connected and Assump-
tion 3 holds. The feedback gain matrices of the dis-
tributed adaptive protocol (23) are designed as K =
−BTP−1 and Γ = P−1BBTP−1, where P > 0 is a so-
lution to the LMI (8). Then, both the consensus error
ξ and the adaptive gains d¯i and e¯i, i = 1, · · · , N , in
(25) are uniformly ultimately bounded and the following
statements hold.
i) For any ϕi and ψi, ξ, d˜i, and e˜i exponentially converge
to the residual set
D2 , {ξ, d˜i, e˜i : V2 <
1
2δ
N∑
i=1
(β2ϕi + e
2
iψi) +
Nκ
4δ
},
(28)
with a convergence rate faster than exp(−δt), where
δ , mini=1,··· ,N{α, ϕiτi, ψiǫi} and α is defined as in
(10).
ii) If smallϕi andψi satisfy ̺ , maxi=1,··· ,N{ϕiτi, ψiǫi} <
α, then in addition to i), ξ exponentially converges to
the residual set
D3 , {ξ : ‖ξ‖
2 ≤
λmax(P )
λ2(α− ̺)
[
N∑
i=1
(β2ϕi+e
2
iψi)+
1
2
Nκ]}.
(29)
6
with a convergence rate faster than exp(−̺t).
Proof The time derivative of V2 along (25) can be ob-
tained as
V˙2 = ξ
T [(L ⊗ P−1A+ LD˜L ⊗ P−1BK)ξ
+ (L ⊗ P−1B)F (x, t) + (L ⊗ P−1B)R(ξ)]
+
N∑
i=1
d˜i[−ϕi(d˜i + β) + (
N∑
j=1
Lijξ
T
j )Γ(
N∑
j=1
Lijξj)
+ ‖K
N∑
j=1
Lijξj‖] +
N∑
i=1
e˜i[−ψi(e˜i + ei)
+ ‖K
N∑
j=1
Lijξj‖‖xi‖],
(30)
where D˜(t) = diag(d˜1 + β, · · · , d˜N + β).
By noting that K = −BP−1, it is easy to get that
ξT (LD˜L ⊗ P−1BK)ξ
= −
N∑
i=1
(d˜i + β)(
N∑
j=1
Lijξj)
TP−1BBTP−1(
N∑
j=1
Lijξj).
(31)
In light of Assumption 3, we can obtain that
ξT (L ⊗ P−1B)F (x, t)
≤
N∑
j=1
(di + ei‖xi‖)‖B
TP−1
N∑
j=1
Lijξj‖.
(32)
In what follows, we consider three cases.
i) (d¯i + e¯i‖xi‖)‖K
∑N
j=1 Lijξj‖ > κ, i = 1, · · · , N .
In this case, we can get from (24) and (26) that
ξT (L ⊗ P−1B)R(ξ)
= −
N∑
i=1
[d˜i + β + (e˜i + ei)‖xi‖]‖B
TP−1
N∑
j=1
Lijξj‖.
(33)
Substituting (31), (32), and (33) into (30) yields
V˙2 ≤
1
2
ξTYξ −
N∑
i=1
(β − di)‖B
TP−1
N∑
j=1
Lijξj‖
−
1
2
N∑
i=1
(ϕid˜
2
i + ψie˜
2
i ) +
1
2
N∑
i=1
(β2ϕi + e
2
iψi)
≤
1
2
ξTYξ −
1
2
N∑
i=1
(ϕid˜
2
i + ψie˜
2
i ) +
1
2
N∑
i=1
(β2ϕi + e
2
iψi),
where Y , L⊗(P−1A+ATP−1)−2βL2⊗P−1BBTP−1
and we have used the facts that β ≥ maxi=1,··· ,N di and
−d˜2i − d˜iβ ≤ −
1
2 d˜
2
i +
1
2β
2.
ii) (d¯i + e¯i‖xi‖)‖K
∑N
j=1 Lijξj‖ ≤ κ, i = 1, · · · , N .
In this case, we can get from (24) and (26) that
ξT (L ⊗ P−1B)R(ξ)
= −
N∑
i=1
(d¯i + e¯i‖xi‖)
2
κ
‖BTP−1
N∑
j=1
Lijξj‖
2.
(34)
Then, it follows from (31), (32), (34), and (30) that
V˙2 ≤
1
2
ξTYξ −
1
2
N∑
i=1
(ϕid˜
2
i + ψie˜
2
i )
+
1
2
N∑
i=1
(β2ϕi + e
2
iψi) +
1
4
Nκ,
(35)
where we have used the fact that − (d¯i+e¯i‖xi‖)
2
κ
‖BTP−1∑N
j=1 Lijξj‖
2+(d¯i+e¯i‖xi‖)‖B
TP−1
∑N
j=1 Lijξj‖ ≤
1
4κ,
for (d¯i + e¯i‖xi‖)‖K
∑N
j=1 Lijξj‖ ≤ κ, i = 1, · · · , N .
iii) (d¯i + e¯i‖xi‖)‖K
∑N
j=1 Lijξj‖ > κ, i = 1, · · · , l, and
(d¯i + e¯i‖xi‖)‖K
∑N
j=1 Lijξj‖ ≤ κ, i = l + 1, · · · , N ,
where 2 ≤ l ≤ N − 1.
By following similar steps in the two cases above, it is
not difficult to get that
V˙2 ≤
1
2
ξTYξ −
1
2
N∑
i=1
(ϕid˜
2
i + ψie˜
2
i )
+
1
2
N∑
i=1
(β2ϕi + e
2
iψi) +
1
4
(N − l)κ.
Therefore, based on the above three cases, we can get
that V˙2 satisfies (35) for all ξ ∈ R
Nn. Note that (35) can
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be rewritten into
V˙2 ≤ −δV2 + δV2 +
1
2
ξTYξ −
1
2
N∑
i=1
(ϕid˜
2
i + ψie˜
2
i )
+
1
2
N∑
i=1
(β2ϕi + e
2
iψi) +
1
4
Nκ
= −δV2 +
1
2
ξT (Y + δL⊗ P−1)ξ −
1
2
N∑
i=1
[(ϕi −
δ
τi
)d˜2i
+ (ψi −
δ
ǫi
)e˜2i )] +
1
2
N∑
i=1
(β2ϕi + e
2
iψi) +
1
4
Nκ.
(36)
Because βλ2 ≥ 1 and 0 < δ ≤ α, by following simi-
lar steps in the proof of Theorem 1, we can show that
ξT (Y + δL ⊗ P−1)ξ ≤ 0. Further, by noting that δ ≤
mini=1,··· ,N{ϕiτi, ψiǫi}, it follows from (36) that
V˙2 ≤ −δV2 +
1
2
N∑
i=1
(β2ϕi + e
2
iψi) +
1
4
Nκ, (37)
which implies that
V2 ≤ [V2(0)−
Nκ
4δ
−
1
2δ
N∑
i=1
(β2ϕi + e
2
iψi)]exp(−δt)
+
1
2δ
N∑
i=1
(β2ϕi + e
2
iψi) +
Nκ
4δ
.
(38)
Therefore, V2 exponentially converges to the residual set
D2 in (28) with a convergence rate faster than exp(−δt),
which, in light of V2 ≥
λ2
2λmax(P )
‖ξ‖2, implies that ξ, d¯i,
and e¯i are uniformly ultimately bounded.
Next, if ̺ , maxi=1,··· ,N{ϕiτi, ψiǫi} ≤ α, then we can
choose δ = ̺ and it is easy to see that D3 increase as ϕi
and ψi decrease. However, for the case where ̺ < α, we
can obtain a smaller residual set for ξ by rewriting (36)
into
V˙2 ≤ −̺V2 +
1
2
ξT (Y + αL ⊗ P−1)ξ +
1
4
Nκ
−
α− ̺
2
ξT (L ⊗ P−1)ξ +
1
2
N∑
i=1
(β2ϕi + e
2
iψi)
≤ −̺V2 −
λ2(α − ̺)
2λmax(P )
‖ξ‖2 +
1
2
N∑
i=1
(β2ϕi + e
2
iψi)
+
1
4
Nκ.
(39)
Obviously, it follows from (39) that V˙2 ≤ −̺V2 if ‖ξ‖
2 >
λmax(P )
λ2(α−̺) [
∑N
i=1(β
2ϕi + e
2
iψi) +
1
2Nκ]. Then, by noting
V2 ≥
λ2
2λmax(P )
‖ξ‖2, we can get that if ̺ ≤ α then ξ
exponentially converges to the residual set D3 in (29)
with a convergence rate faster than exp(−̺t). 
Remark 3 It is worth mentioning that adding −ϕid¯i
and −ψie¯i into (23) is essentially motivated by the so-
called σ-modification technique in [32,27], which plays
a vital role to guarantee the ultimate boundedness of
the consensus error ξ and the adaptive gains d¯i and e¯i.
From (28) and (29), we can observe that the residual sets
D2 and D3 decrease as κ decreases. Given κ, smaller ϕi
and ψi give a smaller bound for ξ and at the same time
yield a larger bound for d¯i and e¯i. For the case where
ϕi = 0 and ψi = 0, d¯i and e¯i will tend to infinity. In real
implementations, if large d¯i and e¯i are acceptable, we
can choose ϕi, ψi, and κ to be relatively small in order
to guarantee a small consensus error ξ.
Remark 4 Contrary to the static protocol (3), the de-
sign of the adaptive protocol (23) relies on only the agent
dynamics, requiring neither the minimal nonzero eigen-
value of L nor the upper bounds of of the uncertainties
fi(xi, t). Thus, the adaptive controller (23) can be im-
plemented by each agent in a fully distributed fashion
without requiring any global information.
Remark 5 A special case of the uncertainties fi(xi, t)
satisfying Assumptions 1 and 2 is that there exist posi-
tive constants di such that ‖fi(xi, t)‖ ≤ di, i = 1, · · · , N .
For this case, the proposed protocols (3) and (23) can
be accordingly simplified. For (3), we can simply replace
ρi(xi, t) by di. The adaptive protocol (23) in this case
can be modified into
ui = d¯iK
N∑
j=1
aij(xi − xj) + r¯(K
N∑
j=1
aij(xi − xj)),
˙¯di = τi[−ϕid¯i + (
N∑
j=1
aij(xi − xj)
T )Γ(
N∑
j=1
aij(xi − xj))
+ ‖K
N∑
j=1
aij(xi − xj)‖], i = 1, · · · , N,
(40)
where the nonlinear function r¯(·) is defined such that
r¯(w) =
{
wd¯i
‖w‖ , if d¯i‖w‖ > κ
wd¯i
κ
, if d¯i‖w‖ ≤ κ
and the rest of the vari-
ables are defined as in (23).
4 Distributed Robust Leader-Follower Consen-
sus with a Leader of Nonzero Control Input
For the leaderless consensus problem in the previous sec-
tion where the communication graph is undirected, the
final consensus values reached by the agents under the
protocols (3) and (23) are generally difficult to be explic-
itly obtained. The main difficulty lies in that the agents
are subject to uncertainties and the protocols (3) and
8
(23) are essentially nonlinear. In this section, we con-
sider the leader-follower consensus problem, for which
case the agents’ states are required to converge onto a
reference trajectory.
Consider a network of N + 1 agents consisting of N
followers and one leader. Without loss of generality, let
the agent indexed by 0 be the leader and the agents
indexed by 1, · · · , N , be the followers. The dynamics
of the followers are described by (2). For simplicity, we
assume that the leader has the nominal linear dynamics,
given by
x˙0 = Ax0 +Bu0, (41)
where x0 ∈ R
n is the state and u0 ∈ R
p is the control in-
put of the leader. In some applications, the leader might
need its own control action to achieve certain objectives,
e.g., to reach a desirable consensus value. In this sec-
tion, we consider the general case where u0 is possibly
nonzero and time varying and not accessible to any fol-
lower, which is much harder to solve than the case with
u0 = 0.
Before moving forward, the following mild assumption
is needed.
Assumption 4 The leader’s control input u0 is
bounded, i.e., there exists a positive scalar γ such that
‖u0‖ ≤ γ.
It is assumed that the leader receives no information
from any follower and the state of the leader is available
to only a subset of the followers. The communication
graph among the N + 1 agents is represented by a di-
rected graph Ĝ, which satisfies the following assumption.
Assumption 5 Ĝ contains a directed spanning tree with
the leader as the root and the subgraph associated with
the N followers is undirected.
Denote by L̂ the Laplacianmatrix associatedwith Ĝ. Be-
cause the leader has no neighbors, L̂ can be partitioned
as L̂ =
[
0 01×N
L2 L1
]
, whereL2 ∈ R
N×1 andL1 ∈ RN×N .
By Lemma 1 and Assumption 5, it is clear that L1 > 0.
The objective of this paper is to solve the leader-follower
consensus problem for the agents in (2) and (41), i.e., to
design distributed protocols under which the states of
the N followers converge to the state of the leader.
4.1 Distributed Static Consensus Protocol
Based on the relative states of neighboring agents, the
following distributed static controller is proposed for
each follower:
ui = c1K
N∑
j=0
aij(xi − xj) + [c2 + ρi(xi, t)]
× g˜(K
N∑
j=0
aij(xi − xj)), i = 1, · · · , N,
(42)
where c1 > 0 and c2 > 0 ∈ R are constant coupling
gains, aij is the (i, j)-th entry of the adjacency matrix
associated with Ĝ, the nonlinear function g˜(·) is defined
as follows: for w ∈ Rn,
g˜(w) =
{
w
‖w‖ if [γ + ρi(xi, t)]‖w‖ > κ
w
κ
if [γ + ρi(xi, t)]‖w‖ ≤ κ
, (43)
with κ being a small positive value, and the rest of the
variables are defined as in (3).
Let x = [xT1 , · · · , x
T
N ]
T , ζi = xi − x0, i = 1, · · · , N , and
ζ = [ζT1 , · · · , ζ
T
N ]
T . Using (42) for (2) and (41), we can
obtain the closed-loop network dynamics as
ζ˙ = (IN ⊗A+ c1L1 ⊗BK)ζ + (IN ⊗B)F (x, t)
+ [(c2IN + ρ(x, t))⊗B]G˜(ζ)− (1⊗B)u0,
(44)
where F (x, t) and ρ(x, t) are defined as in (5) and
G˜(ξ) ,

g˜(K
∑N
j=1 L1jξj)
...
g˜(K
∑N
j=1 LNjξj)
 , (45)
with Lij being the (i, j)-th entry of L̂ associated with Ĝ.
Clearly, the leader-follower consensus problem is solved
if ζ of (5) converges to zero. Hereafter, we refer to ζ as
the leader-follower consensus error.
Theorem 3 Suppose that Assumptions 2, 4, and 5 hold.
The parameters in the distributed protocol (42) are de-
signed as c1 ≥
1
λmin(L1) , c2 ≥ γ, and K = −B
TP−1,
where P > 0 is a solution to the LMI (8). Then, the
leader-follower consensus error ζ of (44) is uniformly ul-
timately bounded and exponentially converges to the
residual set
D4 , {ζ : ‖ζ‖
2 ≤
2λmax(P )Nκ
αλmin(L1)
}, (46)
with a convergence rate faster than exp(−αt), where α
is defined as in (10).
Proof Consider the following Lyapunov function can-
didate
V3 =
1
2
ζT (L1 ⊗ P
−1)ζ.
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By Lemma 1 and Assumption 5, we know that L1 > 0,
implying that V3 is positive definite. The time derivative
of V3 along the trajectory of (44) is given by
V˙3 = ζ
T (L1 ⊗ P
−1A+ c1L21 ⊗ P
−1BK)ζ
+ ζT [(L1 ⊗ P
−1B)F (x, t) − (L11⊗ P−1B)u0]
+ ζT [L1(c2IN + ρ(x, t))⊗ P
−1B]G˜(ζ).
(47)
In virtue of Assumption 4, we have
−ζT (L11⊗ P
−1B)u0 ≤
N∑
i=1
‖BTP−1
N∑
j=1
Lijζj‖‖u0‖
≤ γ
N∑
i=1
‖BTP−1
N∑
j=1
Lijζj‖.
(48)
Similarly as in the proof of Theorem 1, it is easy to see
that
ζT (L1 ⊗ P
−1B)F (x, t) ≤
N∑
i=1
ρi(xi, t)‖B
TP−1
N∑
j=1
Lijζj‖.
(49)
Next, consider the following three cases.
i) [γ + ρi(xi, t)]‖K
∑N
j=1 Lijζj‖ > κ, i = 1, · · · , N .
In this case, it follows from (4) and (45) that
ζT [L1(c2IN + ρ(x, t)) ⊗ P
−1B]G˜(ζ)
= −
N∑
i=1
[c2 + ρi(xi, t)]‖B
TP−1
N∑
j=1
Lijζj‖.
(50)
Substituting (48), (50), and (49) into (47) gives
V˙3 ≤
1
2
ζTZζ − (c2 − γ)
N∑
i=1
‖BTP−1
N∑
j=1
Lijζj‖
≤
1
2
ζTZζ,
where Z = L1 ⊗ (P
−1A + ATP−1) − 2c1L21 ⊗
P−1BBTP−1.
ii) [γ + ρi(xi, t)]‖K
∑N
j=1 Lijζj‖ ≤ κ, i = 1, · · · , N .
In this case, we have
ζT [L1(c2IN + ρ(x, t))⊗ P
−1B]G˜(ζ)
= −
N∑
i=1
c2 + ρi(xi, t)
κ
‖BTP−1
N∑
j=1
Lijζj‖
2 ≤ 0.
(51)
Then, it follows from (47), (48), (51), and (49) that
V˙3 ≤
1
2
ξTZζ +
N∑
i=1
[γ + ρi(xi, t)]‖B
TP−1
N∑
j=1
Lijζj‖
≤
1
2
ζTZζ +Nκ.
(52)
iii) [γ + ρi(xi, t)]‖K
∑N
j=1 Lijζj‖ > κ, i = 1, · · · , l, and
[γ + ρi(xi, t)]‖K
∑N
j=1 Lijζj‖ ≤ κ, i = l + 1, · · · , N ,
where 2 ≤ l ≤ N − 1. In this case, we can get that
ζT [L1(c2IN + ρ(x, t)) ⊗ P
−1B]G˜(ζ)
≤ −
l∑
i=1
[c2 + ρi(xi, t)]‖B
TP−1
N∑
j=1
Lijζj‖.
(53)
Then, it follows from (47), (48), (53), and (49) that
V˙3 ≤
1
2
ζTZζ − (c2 − γ)
l∑
i=1
‖BTP−1
N∑
j=1
Lijζj‖
+
N∑
i=l+1
[γ + ρi(xi, t)]‖B
TP−1
N∑
j=1
Lijζj‖
≤
1
2
ζTZζ + (N − l)κ.
Therefore, by examining the above three cases, we know
that V˙3 satisfies (52) for all ζ ∈ R
Mn. Note that (52)
can be rewritten as
V˙3 ≤ −αV3 +
1
2
ζT (Z + αL1 ⊗ P
−1)ζ +Nκ. (54)
Because α = −λmax(AP+PA
T−2BBT )
λmax(P )
, in light of (8), we
can obtain that
(L
− 1
2
1 ⊗ P )(Z + αL1 ⊗ P
−1)(L−
1
2
1 ⊗ P )
= IN ⊗ (AP + PA
T + αP )− 2c1L1 ⊗BB
T
≤ IN ⊗ [AP + PA
T + αP − 2BBT ] < 0.
Then, it follows from (54) that V˙3 ≤ −αV3 + Nκ. The
rest of the proof can be completed by following similar
steps in the proof of Theorem 1, which is omitted here
for conciseness. 
Remark 6 Different from (3), the term c2g˜(K
∑N
j=0 aij(xi−
xj)) in the consensus protocol (42) is used to deal with
the effect of the leader’s nonzero control input u0. Due
to the nonzero u0, modifications are accordingly made
onto g(·) in (4) to get the nonlinear function g˜ in (45).
Similarly as in Theorem 1, the parameters c1, c2, and
10
K are independently designed in Theorem 4, where c2
is related to only the upper bound of u0.
4.2 Distributed Adaptive Consensus Protocol
In the last subsection, the design of the distributed
protocol (42) relies on λmin(L1) and the upper bound γ
of the leader’s control input u0 and the upper bounds
ρi(xi, t) of the matching uncertainties fi(xi, t). The ob-
jective of this subsection is to design a fully distributed
consensus protocol without requiring the aforemen-
tioned global information. To this end, we propose the
following distributed adaptive protocol to each follower
as
ui = dˆiK
N∑
j=0
aij(xi − xj) + r(K
N∑
j=0
aij(xi − xj)),
˙ˆ
di = τi[−ϕidˆi + (
N∑
j=0
aij(xi − xj)
T )Γ(
N∑
j=0
aij(xi − xj))
+ ‖K
N∑
j=0
aij(xi − xj)‖],
˙ˆei = ǫi[−ψieˆi + ‖K
N∑
j=0
aij(xi − xj)‖‖xi‖], i = 1, · · · , N,
(55)
where dˆi(t) and eˆi(t) are the adaptive gains associated
with the i-th follower and the rest of the variables are
defined as in (23).
Let the leader-follower consensus error ζ be defined as
in (44) and D̂ = diag(dˆ1, · · · , dˆN ). Then, it follows from
(2), (41), and (55) that the closed-loop network dynam-
ics can be obtained as
ζ˙ = (IN ⊗A+ D̂L1 ⊗BK)ζ + (IN ⊗B)F (x, t)
+ (IN ⊗B)R(ζ) − (1⊗B)u0,
˙ˆ
di = τi[−ϕid¯i + (
N∑
j=1
Lijζ
T
j )Γ(
N∑
j=1
Lijζj) + ‖K
N∑
j=1
Lijζj‖],
˙ˆei = ǫi[−ψieˆi + ‖K
N∑
j=1
Lijζj‖‖xi‖], i = 1, · · · , N,
(56)
where R(·) remains the same as in (26) and the rest of
the variables are defined as in (44).
To present the following theorem, we use a Lyapunov
function in the form of
V4 =
1
2
ζT (L1 ⊗ P
−1)ζ +
N∑
i=1
d˘2i
2τi
+
N∑
i=1
e˘2i
2ǫi
,
where e˘i = eˆi − ei, d˘i = dˆi − βˆ, i = 1, · · · , N , and
βˆ ≥ maxi=1,··· ,N{di + γ, 1λmin(L1)}.
Theorem 4 Supposing that Assumptions 3, 4, and 5
hold, the leader-follower consensus error ζ and the adap-
tive gains dˆi and eˆi, i = 1, · · · , N , in (56) are uniformly
ultimately bounded under the distributed adaptive pro-
tocol (55) withK and Γ designed as in Theorem 3.More-
over, the following two assertions hold.
i) For any ϕi and ψi, ξ, d˘i, and e˘i exponentially converge
to the residual set
D5 , {ζ, d˘i, e˘i : V4 <
1
2δ
N∑
i=1
(βˆ2ϕi + e
2
iψi) +
Nκ
4δ
},
(57)
with a convergence rate faster than exp(−δt), where
δ and α are defined as in Theorem 2 and (10), respec-
tively.
ii) If ̺ < α, where ̺ is defined in Theorem 2, then in ad-
dition to i), ζ exponentially converges to the residual
set
D6 , {ζ : ‖ζ‖
2 ≤
λmax(P )
λmin(L1)(α − ̺)
[
N∑
i=1
(βˆ2ϕi + e
2
iψi)
+
1
2
Nκ]},
(58)
with a convergence rate faster than exp(−̺t)
Proof It can be completed by following similar steps as
in the proofs of Theorems 2 and 3. 
Remark 7 In related works [24,23], distributed pro-
tocols are designed to achieve leader-follower consensus
for linear multi-agent systems with a leader of bounded
control input. Compared to [24,23] where the agents
have linear nominal dynamics, the multi-agent system
considered in this section is subject to nonidentical
matching uncertainties, for which case it is quite chal-
lenging to show the boundedness of the consensus errors
and the adaptive gains. In [25,26], the distributed track-
ing problem of multi-agent systems with unknown non-
linear dynamics are discussed, where the agents are re-
stricted to be first-order and special high-order systems.
In contrast, this paper considers general high-order
multi-agent systems with matching uncertainties. Con-
trary to the protocols in [25,26] whose design depends
on global information of the communication graph, the
adaptive consensus protocols (23) and (55) proposed in
this paper are fully distributed, which do not require
any global information. Besides, both the cases with
and without a leader are addressed in this paper.
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5 Robustness With Respect To Bounded Non-
matching Disturbances
In the preceding sections, the external disturbances in
(1) are assumed to satisfy the matching condition, i.e.,
Assumption 1. In this section, we examine the case where
the agents are subject to external disturbances which
do not necessarily satisfy the matching condition and
investigate whether the proposed protocols in the pre-
ceding sections still ensure the boundedness of the con-
sensus error. For conciseness, we consider here only the
case of the leaderless consensus problem. The case of the
leader-follower consensus problem can also be similarly
discussed.
Consider a network of N agents whose communication
graph is represented by an undirected graph G. The dy-
namics of the i-th agent is described by
x˙i = Axi +B[ui + fi(xi, t)] + ωi, (59)
where fi(xi, t) is the lumped matching uncertainty de-
fined as in (2) and ωi ∈ R
n is the bounded non-matching
external disturbance, satisfying
Assumption 6 There exist positive constants υi such
that ‖ωi‖ ≤ υi, i = 1, · · · , N .
First, we will investigate whether the distributed static
protocol (3) can ensure the ultimate boundedness of the
consensus error ξ for the agents in (59). Using (3) for
(59), we can obtain the closed-loop network dynamics in
terms of ξ as
ξ˙ = (IN ⊗A+ cL⊗BK)ξ + (M ⊗B)F (x, t)
+ [Mρ(x, t)⊗B]G(ξ) + (M ⊗ I)ω,
(60)
where ω = [ωT1 , · · · , ω
T
N ]
T and the rest of the variables
are defined as in (7).
The result redesign the static protocol (3) to guarantee
the boundedness of ξ in (60).
Theorem5 Suppose that the communication graphG is
connected and Assumptions 2 and 5 hold. The consensus
error ξ in (60) is ultimately bounded under the static
protocol (3) with c ≥ 1
λ2
and K = −BTQ−1, where
Q > 0 is a solution to the following LMI:
AQ+QAT + εQ− 2BBT < 0, (61)
where ε > 1. Moreover, ξ exponentially converges to the
residual set
D7 , {ξ : ‖ξ‖
2 ≤
2λmax(Q)
(ε− 1)λ2
[
λmax(L)
2λmin(Q)
N∑
i=1
υ2i +Nκ]},
(62)
with a convergence rate faster than exp(−(ε− 1)t).
Proof. Consider the following Lyapunov function can-
didate:
V5 =
1
2
ξT (L ⊗Q−1)ξ.
By following similar steps as in the proof of Theorem
1, we can get that the time derivative of V5 along the
trajectory of (60) satisfies
V˙5 ≤
1
2
ξTRξ + ξT (L ⊗Q−1)ω +Nκ, (63)
whereR , L⊗(Q−1A+ATQ−1)−2cL2⊗Q−1BBTQ−1.
Using the following fact:
1
2
ξT (L ⊗Q−1)ξ − ξT (L ⊗Q−1)ω +
1
2
ωT (L ⊗Q−1)ω
=
1
2
(ξ − ω)T (L ⊗Q−1)(ξ − ω) ≥ 0,
(64)
we can get from (63) that
V˙5 ≤
1
2
ξT (R+ L⊗Q−1)ξ +
1
2
ωT (L ⊗Q−1)ω +Nκ
≤
1
2
ξT (R+ L⊗Q−1)ξ +
λmax(L)
2λmin(Q)
N∑
i=1
υ2i +Nκ.
(65)
Note that (65) can be rewritten into
V˙5 ≤ −(ε− 1)V5 +
1
2
ξT [R+ εL⊗Q−1]ξ
+
λmax(L)
2λmin(Q)
N∑
i=1
υ2i +Nκ.
(66)
Letting ξ¯ be defined as in the proof of Theorem 1, we
have
ξT [R+ εL ⊗Q−1]ξ
=
N∑
i=2
λiξ¯
T
i [AQ +QA
T + εQ− 2cλiBB
T ]ξ¯i
≤
N∑
i=2
λiξ¯
T
i [AQ +QA
T + εQ− 2BBT ]ξ¯i ≤ 0.
(67)
Therefore, we get from (66) and (67) that
V˙5 ≤ −(ε− 1)V5 +
λmax(L)
2λmin(Q)
N∑
i=1
υ2i +Nκ, (68)
which, together with (11), implies that ξ exponentially
converges to the residual set D7 in (62) with a conver-
gence rate not less than exp(−(ε− 1)t). 
12
Remark 8 As shown in Proposition 1 in [29], there ex-
ists a Q > 0 satisfying (61) if and only if (A,B) is con-
trollable. Thus, a sufficient condition for the existence of
(3) satisfying Theorem 5 is that (A,B) is controllable,
which, compared to the existence condition of (3) satis-
fying Theorems 1-4, is stronger. It is worth mentioning
that large ε in (61) yields a faster convergence rate of
the consensus error ξ, but meanwhile generally implies
a high-gain K in the protocol (3). In implementation, a
tradeoff has to be made when choosing ε.
Next, we will redesign the distributed adaptive protocol
(23) to ensure the boundedness of the consensus error
for the agents in (59). Using (23) for (59), we can obtain
the closed-loop dynamics of the network as
ξ˙ = (IN ⊗A+MDL⊗BK)ξ + (M ⊗B)F (x, t)
+ (M ⊗B)R(ξ) + (M ⊗ I)ω,
˙¯di = τi[−ϕid¯i + (
N∑
j=1
Lijξ
T
j )Γ(
N∑
j=1
Lijξj) + ‖K
N∑
j=1
Lijξj‖],
˙¯ei = ǫi[−ψie¯i + ‖K
N∑
j=1
Lijξj‖‖xi‖], i = 1, · · · , N,
(69)
where the variables are defined as in (5) and (60).
Theorem 6 Suppose that G is connected and Assump-
tions 3 and 5 hold. Then, both the consensus error ξ
and the adaptive gains d¯i and e¯i, i = 1, · · · , N , in (25)
are uniformly ultimately bounded under the distributed
adaptive protocol (23) with K = −BTQ−1 and Γ =
Q−1BBTQ−1, where Q > 0 is a solution to the LMI
(61). Moreover, we have
i) For any ϕi and ψi, ξ, d˜i, and e˜i exponentially converge
to the residual set
D8 , {ξ, d˜i, e˜i : V6 <
1
2σ
N∑
i=1
(β2ϕi + e
2
iψi)
+
λmax(L)
2σλmin(Q)
N∑
i=1
υ2i +
Nκ
4σ
},
(70)
with a convergence rate faster than exp(−σt), where
σ , mini=1,··· ,N{ε− 1, ϕiτi, ψiǫi} and
V6 =
1
2
ξT (L ⊗Q−1)ξ +
N∑
i=1
d˜2i
2τi
+
N∑
i=1
e˜2i
2ǫi
, (71)
where the variables are defined as in (27).
ii) If ϕi and ψi satisfy ̺ < ε − 1, where ̺ is defined
in Theorem 2, then in addition to i), ξ exponentially
converges to the residual set
D9 , {ξ : ‖ξ‖
2 ≤
λmax(Q)
λ2(ε− 1− ̺)
[
N∑
i=1
(β2ϕi + e
2
iψi)
+
λmax(L)
λmin(Q)
N∑
i=1
υ2i +
1
2
Nκ]}.
(72)
with a convergence rate faster than exp(−̺t).
Proof Choose the Lyapunov function candidate as in
(71). By following similar steps as in the proof of Theo-
rem 2, it is not difficult to get that the time derivative
of V6 along the trajectory of (69) can be obtained as
V˙6 ≤
1
2
ξTWξ + ξT (L ⊗Q−1)ω +
1
4
Nκ
−
1
2
N∑
i=1
(ϕid˜
2
i + ψie˜
2
i ) +
1
2
N∑
i=1
(β2ϕi + e
2
iψi),
(73)
whereW , L⊗(Q−1A+ATQ−1)−2βL2⊗Q−1BBTQ−1.
Using the fact (64), we can get from (73) that
V˙6 ≤
1
2
ξT (W + L⊗Q−1)ξ +
1
2
ωT (L ⊗Q−1)ω +
1
4
Nκ
−
1
2
N∑
i=1
(ϕid˜
2
i + ψie˜
2
i ) +
1
2
N∑
i=1
(β2ϕi + e
2
iψi),
(74)
Note that (74) can be rewritten into
V˙6 ≤ −σV6 +
1
2
ξT [W + (σ + 1)L⊗Q−1]ξ
+
1
2
ωT (L ⊗Q−1)ω −
1
2
N∑
i=1
[(ϕi −
σ
τi
)d˜2i
+ (ψi −
σ
ǫi
)e˜2i )] +
1
2
N∑
i=1
(β2ϕi + e
2
iψi) +
1
4
Nκ
≤ −σV6 +
1
2
ξT [W + (σ + 1)L⊗Q−1]ξ
+
λmax(L)
2λmin(Q)
N∑
i=1
υ2i +
1
2
N∑
i=1
(β2ϕi + e
2
iψi) +
1
4
Nκ,
(75)
wherewe have used the fact that σ ≤ mini=1,··· ,N{ϕiτi, ψiǫi}
to get that last inequality. Since σ ≤ ε − 1, simi-
larly as in the proof of Theorem 5, we can show that
ξT [W + (σ + 1)L ⊗ Q−1]ξ ≤ 0. Then, it follows from
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(75) that
V˙6 ≤ −σV6 +
λmax(L)
2λmin(Q)
N∑
i=1
υ2i +
1
2
N∑
i=1
(β2ϕi + e
2
iψi)
+
1
4
Nκ,
(76)
which implies that V6 exponentially converges to the
residual set D8 in (70) with a convergence rate faster
than exp(−σt). By following similar steps as in the last
part of the proof of Theorem 2, it is not difficult to show
that for the case where ϕi and ψi satisfy ̺ < ε − 1,
ξ exponentially converges to the residual set D9. The
details are omitted here for conciseness. 
Remark 9 Compared to the residual sets of the consen-
sus error ξ for the agents in Sections 3 and 4, the residual
sets of ξ for the agents in (59) further depends on the
largest eigenvalue of L and the magnitudes of the non-
matching disturbances. Contrary to the residual sets of
ξ for the agents in (1) which can be accordingly adjusted
by properly choosing the design parameters of the con-
sensus protocols, the residual sets of ξ for the agents in
(59) contain a constant term related to the magnitudes
of the non-matching disturbances.
6 Simulation Examples
In this section, two numerical examples are presented to
illustrate the theoretical results.
1 6
2 5
3 4
Fig. 1. The leaderless communication graph.
Example 1 Consider a network of mass-spring systems
with a common mass m but different unknown spring
constants, described by
my¨i + kiyi = ui, i = 1, · · · , N, (77)
where yi are the displacements from certain reference
positions and ki, i = 1, · · · , N, are the bounded unknown
spring constants. Denote by xi = [ yi y˙i ]
T
the state of
the i-th agent. Then, (77) can be rewritten as
x˙i = Axi +B(ui + kiExi), i = 1, · · · , N, (78)
with A = [ 0 10 0 ], B =
[
0
1
m
]
, E = [−1 0 ] . It is easy to
see that kiExi, i = 1, · · · , N , satisfy Assumption 2, i.e.,
‖kiExi‖ ≤ ki‖xi‖, i = 1, · · · , N .
Because the spring constants ki are unknown, we will use
the adaptive protocol (23) to solve the consensus prob-
lem. Let m = 2.5kg and ki be randomly chosen. Solving
the LMI (8) by using the Sedumi toolbox [33] gives the
feedback gain matrices of (23) as K = − [ 0.6693 2.4595 ]
and Γ = [ 0.4480 1.64621.6462 6.0489 ] . Assume that the communica-
tion topology is given in Fig. 1. In (23), select κ = 0.5,
ϕi = ψi = 0.05, and τi = ǫi = 10, i = 1, · · · , 6, in (23).
The state trajectories xi(t) of (78) under (23) designed
as above are depicted in Fig. 2, which implies that con-
sensus is indeed achieved. The adaptive gains d¯i and e¯i
in (23) are shown in Fig. 3, fromwhich it can be observed
that d¯i and e¯i tend to be quite small.
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Fig. 2. The state trajectories of the mass-spring systems.
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Fig. 3. The adaptive gains d¯i and e¯i in (23).
Example 2 Consider a group of Chua’s circuits, whose
dynamics in the dimensionless form are given by [34]
x˙i1 = a[−xi1 + xi2 − h(xi1)] + ui,
x˙i2 = xi1 − xi2 + xi3,
x˙i2 = −bxi2, i = 0, · · · , N,
(79)
where a > 0, b > 0, and h(xi1) is a nonlinear function
represented by h(xi1) = m
1
ixi1+
1
2 (m
2
i −m
1
i )(|xi1+1|−
|xi1−1|),wherem
1
i < 0 andm
2
i < 0. The circuit indexed
by 0 is the leader and the other circuits are the followers.
It is assumed that the Chua’s circuits have nonidentical
nonlinear components, i.e., m1i and m
2
i are different for
different Chua’s circuits. By letting xi = [xi1, xi2, xi3]
T ,
then (79) can be rewritten in a compact form as
x˙i = Axi +B[ui + fi(xi)], i = 0, · · · , N, (80)
whereA =
[
−m10(a+1) a 0
1 −1 1
0 −b 0
]
,B =
[
1
0
0
]
, f0(x0) =
a
2 (m
1
0−
m20)(|x01 + 1| − |x01 − 1|), fi(xi) = a(m
1
0 − m
1
i )xi1 +
a
2 (m
1
i −m
2
i )(|xi1+1|− |xi1− 1|), i = 1, · · · , N . For sim-
plicity, we let u0 = 0 and take f0(x0) as the virtual con-
trol input of the leader, which clearly satisfies ‖f0(x0)‖ ≤
a
2 |m
1
0−m
2
0|. Let a = 9, b = 18,m
1
0 = −
3
4 , andm
2
0 = −
4
3 .
In this case, the leader displays a double-scroll chaotic
attractor [34]. The parametersm1i andm
2
i , i = 1, · · · , N ,
are randomly chosenwithin the interval [−6, 0). It is easy
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to see that ‖fi(xi)‖ ≤ a|m
1
0 −m
1
i |‖xi‖+ a|m
1
i −m
2
i |
= 1894 ‖xi‖+54, i = 1, · · · , N. Note that m
1
0 is a param-
eter of the leader, which might not be available to the
followers. Therefore, although fi(xi) satisfy the above
condition, the upper bound ofm1i −m
1
0 might be not ex-
plicitly known for the followers. Hence, we will use the
adaptive protocol (55) to solve the leader-follower con-
sensus problem.
0 1 6
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3 4
Fig. 4. The leader-follower communication graph.
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Fig. 5. The state trajectories of the Chua’s circuits.
The communication graph is given as in Fig. 4,
where the node indexed by 0 is the leader. Solv-
ing the LMI (8) gives the feedback gain matri-
ces of (55) as K = − [ 16.9070 16.5791 1.8297 ] and
Γ =
[
285.8453 280.3016 30.9344
280.3016 274.8654 30.3344
30.9344 30.3344 3.3477
]
. To illustrate Theorem
4, select κ = 0.5, ϕi = ψi = 0.05, and τi = ǫi = 5,
i = 1, · · · , 6, in (55). The state trajectories xi(t) of the
circuits under (55) designed as above are depicted in
Fig. 5, implying that leader-follower consensus is indeed
achieved. The adaptive gains dˆi and eˆi in (55) are shown
in Fig. 6, which are clearly bounded.
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Fig. 6. The adaptive gains dˆi and eˆi in (23).
7 Conclusion
This paper has addressed the robust consensus prob-
lem for multi-agent systems with heterogeneous match-
ing uncertainties. For both the cases with and without
a leader having a bounded unknown control input, sev-
eral distributed continuous static and adaptive consen-
sus protocols have been designed, under which the con-
sensus error has been shown to be ultimately bounded
and exponentially converges to small adjustable resid-
ual sets. It should be noted that the proposed adaptive
consensus protocols can be implemented in a fully dis-
tributed fashion without requiring any global informa-
tion of the communication graph or the upper bounds
of the uncertainties and the leader’s control input. It
has been also shown that the proposed protocols can
be redesigned so as to ensure the boundedness of the
consensus error in the presence of bounded external dis-
turbances which do not necessarily satisfy the matching
condition. An interesting direction for future study is
to discuss the case with general directed and switching
communication graphs.
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