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Abstract
We present a novel perspective on uncertainty quantification in deep learning,
based on the bias-variance decomposition of ensembles. We argue that the existing
uncertainty estimation methods are suboptimal in estimating the prediction error
of an ensemble, and propose a new two-stage procedure instead, where in the first
stage we estimate the unknown function using an ensemble, and in the second
stage we fit a separate neural net to the errors of the first model. We argue that
this has several advantages, among which better control over regularization such
as early stopping, and a more accurate approximation to the aleatoric uncertainty.
We extensively test our method on both synthetic as well as real world MRI data,
and find that our method significantly improves uncertainty estimates compared to
various alternatives such as dropout and deep ensemble based methods.
1 Introduction
Uncertainty estimation for predictive models is essential for any system or agent that needs to make
decisions. It helps doctors assess the reliability of a automated diagnosis system and self-driving cars
to decide whether to break, swerve or ask help from the driver. Uncertainty estimation is essential to
AI safety [Amodei et al., 2016].
Predictive uncertainty consists of an irreducible (or aleatoric) and a reducible (or epistemic) com-
ponent [Kiureghian and Ditlevsen, 2007]. From a Bayesian modeling perspective [Ghahramani,
2015], the lowest level of the uncertainty is in the data noise, which is irreducible. The higher-level
uncertainties can be found in the model parameters and the model architecture, which are reducible.
The uncertainty at each level is represented by the probability distribution of the quantity of interest.
The quality of the uncertainty estimation, however, depends on the choice of the prior distribution
and the accuracy of the approximate posterior distribution, as the exact posterior is often infeasible to
compute. The deep ensembles [Lakshminarayanan et al., 2017] offers a non-Bayesian yet probabilis-
tic approach for uncertainty modeling, which has shown favorable results compared to their Bayesian
counterparts. In this work, we explore the theoretical aspects of the deep ensembles from the view of
the bias-variance decomposition, and propose to model the uncertainty at each level using the error
decomposition. We discuss the limitations of the state-of-the-art aleatoric uncertainty estimation
methods [Kendall and Gal, 2017, Tanno et al., 2017, Nix and Weigend, 1994], and introduce a
novel two-step heteroscedastic regression method that leads to significantly more accurate results.
In addition, we analyze the signal and the noise components in the prediction errors, and present a
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simple supervised method for predictive uncertainty estimation, which achieves competitive results
over MC dropout [Gal and Ghahramani, 2016] and deep ensembles on real-world data.
2 Notation
We use the following notations in this paper: y(x) is a noisy label and h(x) is the true label. y(x) =
h(x)+(x), where the noise (x) ∼ N (0, σ2(x)) is sampled from a zero-mean Gaussian distribution
with variance σ2(x). hˆ(x), σˆ(x) and ˆ(x) are estimates of h(x), σ(x) and (x) respectively. K is the
number of ensemble members, and µˆ(x) = 1K
∑
k hˆ(x) is the mean of the ensemble. D is a dataset.
s is a random seed and SK is a set of K random seeds. N is the total number of training points, and
xtest is a test point.
3 Uncertainty Quantification from Bias-Variance Decomposition
We define the predictive uncertainty as the expected squared error (or the generalization error) that
the target predictor makes conditioning on a training set Dtrain, and the expectation is over all possible
noisy labels y(x), and random seeds s. The target can be predicted by a single model or by the mean
of an ensemble. In both cases, the bias-variance decomposition of the expected error produces three
terms: squared bias, irreducible noise and variance of parameters. We interpret them as three types of
uncertainties: model architecture, data noise and model parameters. The decomposition for single
predictors is similar to [Bishop, 2006] as follows1:
Ey(x)
[
Es
[(
y(x)− hˆ(x;D, s))2 | D = Dtrain]]︸ ︷︷ ︸
predictive
(1)
=
(
h(x)− Es[hˆ(x;D, s) | D = Dtrain]
)2
+ E(x)[2(x)]
+ Es
[
hˆ(x;D, s)2 | D = Dtrain
]− Es [hˆ(x;D, s) | D = Dtrain]2 (2)
= biass
[[
hˆ(x;Dtrain, s)
]2]︸ ︷︷ ︸
model architecture
+ σ2(x)︸ ︷︷ ︸
data noise
+Vars
[
hˆ(x;Dtrain, s)
]︸ ︷︷ ︸
model parameters
. (3)
For Bayesian methods such as [Gal and Ghahramani, 2016, Kingma et al., 2015, Blundell et al., 2015,
Hernández-Lobato and Adams, 2015, Neal, 1996, Welling and Teh, 2011], each target prediction
hˆ(x;Dtrain, s) is produced by the predictor whose weights are sampled from the true or approxi-
mate posterior distribution based on s, and the predictive uncertainty is the parameter uncertainty
Vars
[
hˆ(x;Dtrain, s)
]
in Eq. 3. For non-Bayesian methods such as the deep ensembles [Lakshmi-
narayanan et al., 2017], each target prediction hˆ(x;Dtrain, s) is produced by an ensemble member
initialized with an independent s and trained using the entire Dtrain. The predictive uncertainty is
computed as Es
[
σˆ2(x;Dtrain, s)
]
+Vars
[
hˆ(x;Dtrain, s)
]
, which can be interpreted as modelling the
sum of the data noise and parameter uncertainties.
All of these methods are very useful. For example, the parameter uncertainty can be used to indicate
the out-of-distribution data [Gal and Ghahramani, 2016]. However, low parameter uncertainty does
not translate into low prediction error. Suppose a model has a very simple architecture (i.e. high
bias and low variance), its parameter uncertainty is low regardless of the input data, but it can
severely underfit, and thus the prediction error is high due to the high model architecture uncertainty.
Further, calibrating the parameter uncertainty cannot solve the problem. Instead, the other types of
uncertainties need to be taken into account.
Meanwhile, the bias-variance decomposition for ensemble predictors is:
1The difference is that [Bishop, 2006] computes the expected error by averaging over an infinite number of
training sets D with a fixed s, whereas we condition on D and sample s.
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Ey(x)
[
ESK
[(
y(x)− µˆ(x;D,SK)
)2 | D = Dtrain]]︸ ︷︷ ︸
predictive
(4)
=biasSK
[[
µˆ(x;D,SK)
]2 | D = Dtrain]+ σ2(x) + VarSK [µˆ(x;D,SK) | D = Dtrain] (5)
= biass
[[
hˆ(x;Dtrain, s)
]2]︸ ︷︷ ︸
model architecture
+ σ2(x)︸ ︷︷ ︸
data noise
+
1
K
Vars
[
hˆ(x;Dtrain, s)
]
︸ ︷︷ ︸
model parameters
. (6)
This decomposition is different from the one for bagging [Breiman, 1996, Louppe, 2014, Geurts et al.,
2006, Hastie et al., 2009]: their ensemble members are trained using bootstrap [Efron, 1979] samples
D′train of Dtrain rather than the entire Dtrain, so their expectation of the error is w.r.t. D
′
train in addition
to y(x) and SK , and their parameter uncertainty is
VarD′train,SK
[
µˆ(x;D′train,SK)
]
= ρ(x) +
1− ρ(x)
K
VarD′train,s
[
hˆ(x;D′train, s)
]
(7)
where ρ(x) is the Pearson’s correlation coefficient between two predictions. In our case, all ensemble
predictions are conditioned on the same training set Dtrain, so the conditional covariance between two
ensemble predictions is zero since the only source of randomness is the independent random seeds.
Eqs. 3 and 6 show the model architecture and data noise uncertainties are the same in the two
cases, but the parameter uncertainty differs by 1K . This means the ensemble predictors achieve lower
expected error than single predictors, and its expected error gets smaller as the number of ensemble
members K increases. In addition, to model the parameter uncertainty for the ensemble methods
such as the MC dropout [Gal and Ghahramani, 2016] or the deep ensembles [Lakshminarayanan
et al., 2017], we propose to use 1K Vars
[
hˆ(x;Dtrain, s)
]
, instead of the prevalent approach, which is
Vars
[
hˆ(x;Dtrain, s)
]
.
4 Supervised Predictive Uncertainty Estimation
The predictive uncertainty for a single ensemble is the squared prediction error2:
(
y(x)− µˆ(x;Dtrain, SK)
)2
=
(
h(x)− µˆ(x;Dtrain, SK)
)2
+ 2(x)
(
h(x)− µˆ(x;Dtrain, SK)
)
+ 2(x).
(8)
We use the same model that predicts the target to predict the squared error in Eq. 8, where it outputs
the log of the estimated squared error, and we minimize its distance from the true error on the same
training set Dtrain. Predicting the squared (or absolute) prediction error of Eq. 8 is a much more
challenging task than predicting the target. If the true target is predicted well, then the approximate
bias µˆ(x;Dtrain, SK) − h(x) is small, and the squared error is close to 2(x), which is difficult to
predict exactly. On the other hand, if the approximate bias is high but the noise is small, then there is
still a good amount of signal that can be learned by an error predictor. Therefore, the accuracy of the
error prediction depends on two factors: 1). the signal-to-noise ratio in the error, and 2). the model
complexity of the error prediction network.
5 Two-Step Heteroscedastic Regression
Given noisy labels y(x) where y(x) = h(x) + (x) and (x) ∼ N (0, σ2(x)), our task is to estimate
both the true function h(x) and the data noise uncertainty σ2(x). Estimating σ2(x) is equivalent to
estimating the aleatoric uncertainty in [Kendall and Gal, 2017, Tanno et al., 2017, Nix and Weigend,
2From this point on, we assume there is only one noisy label per x.
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1994]. We assume h(x) and σ2(x) are smooth, and propose to estimate the two separately in two
steps3.
In step one, we estimate the true labels h(x) from the noisy labels y(x), which is a denoising task. If
the additive Gaussian noises are homoscedastic, namely σ2(x) = C for all x and C is a constant,
h(x) can be estimated by the squared loss via maximum likelihood estimation [Vincent et al., 2010]
(the network prediction is hˆ(x)):
1
N
∑
n
log p(y(xn)|hˆ(xn)) = 1
N
∑
n
||y(xn)− hˆ(xn)||2
σ2(xn)
+ log σ2(xn) (9)
∝ 1
N
∑
n
||y(xn)− hˆ(xn)||2. (10)
However, if the noises are heteroscedastic, the squared error in Eq. 9 is inversely weighted by σ2(xn)
for each xn. This weighting scheme places more emphasis on points with lower (estimated) noise
variance. But if we are interested in the prediction accuracy of h(x) instead of the data likelihood,
then all points should be evaluated equally, so we propose to use the same loss as in Eq. 10.
In step two, we estimate σ2(x) from the squared noise 2(x). If 2(x) are known during training (e.g.,
in image denoising, if we are given both the corrupted images y(x) and the corresponding noiseless
images h(x) for training, then 2(x) =
(
y(x) − h(x))2), then 2(x)σ2(x) ∼ χ21 and we minimize the
negative log-likelihood loss (the network prediction is σˆ2(x)):
nllσˆ2(x) =
1
N
∑
n
2(xn)
2σˆ2(xn)
+
1
2
log σˆ2(xn). (11)
For each xn, since we have only one sample (xn) from N (0, σ2(xn)), 2(xn) is the best estimate
of σ2(xn), however, this obviously overfits terribly. Instead, in order to generalize, we rely on a
smoothness assumption of σ2(x) to interpolate between the training data 2(x1), . . . , 2(xN ) in order
to predict σ2(xtest). If 2(x) are unknown (e.g., in depth regression, we are given only the noisy depth
labels), we first approximate 2(x), then minimize the same loss in Eq. 11 with the approximate
2(x). The approximation comes from Eq. 8, which we rewrite as follows:
ˆ2(x;Dtrain, SK) = 2(x) + U(x;Dtrain, SK), (12)
where 2(x) is approximated by the squared ensemble prediction error:
ˆ2(x;Dtrain, SK) =
(
y(x)− µˆ(x;Dtrain, SK)
)2
, (13)
and U(x;Dtrain, SK) is an auxiliary term:
U(x;Dtrain, SK) =
(
h(x)− µˆ(x;Dtrain, SK)
)2
+ 2(x)
(
h(x)− µˆ(x;Dtrain, SK)
)
. (14)
Unfortunately, U(x;Dtrain, SK) is unknown, because we do not know h(x), but its value can be made
small by using highly flexible (i.e. low bias and high variance) models [Geman et al., 1992].
Since the training data y(xn) and 2(xn) or ˆ2(xn) are noisy, we use early stopping [Prechelt, 1998]
to the training of the loss functions Eqs. 10 and 11 to prevent overfitting. We summarize our method
in Algorithm 1. In contrast, the current state-of-the-art methods [Kendall and Gal, 2017, Tanno et al.,
2017, Nix and Weigend, 1994] simultaneously estimate h(x) and σ2(x) using the negative Gaussian
log-likelihood loss:
3We note that this method can still estimate the aleatoric uncertainty if the primary goal is classification.
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1N
∑
n
(
y(xn)− hˆ(xn)
)2
2σˆ2(xn)
+
1
2
log σˆ2(xn), (15)
where the optimal value for σˆ2(xn) is the squared prediction error
(
y(xn)− hˆ(xn)
)2
[Bishop, 1994].
If an ensemble of K members is used, then σ2(x) is estimated by 1K
∑
k σˆ
2(x), whose optimal value
is the mean of the squared prediction errors:
1
K
∑
k
σˆ2(x;Dtrain, sk) = 1
K
∑
k
(
y(x)− hˆ(x;Dtrain, sk)
)2
(16)
=2(x) + U(x;Dtrain, SK) + V(x;Dtrain, SK), (17)
where V(x;Dtrain, SK) is the biased sample variance of the target predictions:
V(x;Dtrain, SK) = 1
K
∑
k
(
hˆ(x;Dtrain, sk)− µˆ(x;Dtrain, SK)
)2
. (18)
Eqs. 13 and 16 are two methods to approximate 2(x): the former is the error of the ensemble
mean, and the latter is the mean of the ensemble errors. Regarding the joint training approach, we
summarize three issues as follows:
1. The early stopping criterion is based on the validation accuracy for the noisy label y(x),
which is used as a proxy for selecting the best model for h(x) [Prechelt, 1998]. However,
h(x) and σ2(x) are independent quantities, they do not arrive at their optimal epochs
synchronously.
2. In Eq. 17, to make the sum of U(x;Dtrain, SK) and V(x;Dtrain, SK) equal to zero,
U(x;Dtrain, SK) needs to be negative and has the same magnitude as V(x;Dtrain, SK); how-
ever, the sign of U(x;Dtrain, SK) depends on the unknown h(x) and (separately) random
(x). If we simply increase the model complexity of the target predictors, the magnitude
of U(x;Dtrain, SK) will decrease but that of V(x;Dtrain, SK) will increase, and vice versa
[Geman et al., 1992].
3. If we are interested in the prediction accuracy of hˆ(x) rather than the data likelihood, we
cannot remove the weighing factor 1σˆ2(x) from the loss of the target estimate hˆ(x).
Algorithm 1: Two-step heteroscedastic regression (true labels h(x) are unknown).
Input: N data points x1, . . . , xN and noisy labels y(x1), . . . , y(xN ).
Output: estimated target yˆ(xtest) and data noise uncertainty σˆ2(xtest) for test data xtest.
1 Step 1: train an ensemble hˆ1, . . . , hˆK to minimize: 1N
∑
n
(
y(xn)− hˆk(xn)
)2
for each k, and
compute the mean µˆ(xn) = 1K
∑
k hˆk(xn). Select µˆ∗ based on the validation accuracy using early
stopping, then output µˆ∗(xtest).
2 Step 2: compute ˆ2(xn) =
(
y(xn)− µˆ∗(xn)
)2
, then train σˆ to minimize the nll in Eq. 11. Select σˆ∗
based on the validation accuracy using early stopping, then output σˆ2∗(xtest).
6 Experiments
6.1 Heteroscedastic Regression
We use the same dataset in Section B.1 of [Nix and Weigend, 1994]: given noisy curves y(x) =
h(x) + (x), (x) ∼ N (0, σ2(x)) and x ∈ [0, pi/2], and we want to estimate h(x) and σ2(x) whose
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true values are: h(x) = sin (4x) sin (5x) and σ2(x) = 0.02 + 0.02× (1− sin (4x))2. We generate
4000/1000/1000 noisy curves as the training/validation/test set, where each curve contains 100
random points. We use a simple two-layer neural network with 5000 hidden units followed by
the ReLU non-linearities [Nair and Hinton, 2010]. Choosing the right number of hidden units is
important, because we need to balance between over-parameterizing, where the network copies the
inputs, and under-parameterizing, where it does not have enough capacity to learn the true signal.
We train the network using the Adam optimizer [Kingma and Ba, 2015] with the suggested learning
rate 10−5 [Nix and Weigend, 1994]. Methods of [Kendall and Gal, 2017, Tanno et al., 2017] use
(variational) dropout [Srivastava et al., 2014, Kingma et al., 2015] to measure the model parameters
uncertainty, but since we are only interested in the data noise uncertainty, we do not use dropout for
ease of comparison. Following [Lakshminarayanan et al., 2017], all methods use an ensemble of five
models. We evaluate the results using the mean absolute error for both h(x) and σ2(x). The results
are reported every 500 epochs up to the 10000-th epoch, and each experiment is run 10 times.
Figure 2 illustrates a main issue for the joint training approach, typified by [Kendall and Gal, 2017]:
the optimal model for h(x) and σ2(x) is different (the optimal model for h(x) is around the 9000-th
epoch, but for σ2(x) it is around the 3000-th). Using the prediction accuracy for the noisy targets
as the early stopping criterion only works for selecting the best model for the true target. Table 1
compares the test prediction errors on h(x) and σ2(x), and our method achieves better results due to
the separation of early stopping criteria, and more accurate modeling for h(x) and σ2(x).
Figure 1: σ2(x) and samples of 2(x). Figure 2: Errors of y(x), h(x) and σ
2(x)
from the joint estimation methods.
Table 1: Prediction errors on the test set (mean ± std. error).
Method h(x) (×10−2) ↓ σ2(x) (×10−3) ↓
Nix and Weigend [Nix and Weigend, 1994] 3.40 ± 0.01 4.07 ± 0.02
Kendall and Gal [Kendall and Gal, 2017] 3.40 ± 0.01 5.05 ± 0.01
Tanno et al. [Tanno et al., 2017] 3.37 ± 0.01 4.83 ± 0.01
Ours (2(x) unknown) 3.33 ± 0.01 3.62 ± 0.01
Ours (2(x) known) n/a 3.49 ± 0.01
6.2 Predictive Uncertainty Estimation
We perform the experiments on two computer vision tasks: single image super-resolution and MRI
reconstruction. Their details are described below. In both tasks, we assume the ground truth images
are noisy. We compare our supervised predictive uncertainty estimation method with two state-of-the-
art approaches, which are the MC dropout (with dropout rate 0.1, 0.2 and 0.5) and the deep ensembles
(with and without the adversarial training [Goodfellow et al., 2015]). Since our goal is to predict the
exact prediction error (which contains the random noise (x)), instead of inferring the underlying
noise variance σ2(x) that generates (x), we use regression losses, such as L1 or MSE, to predict the
error.
Single image super-resolution. Given a single low resolution (LR) image, the task is to estimate
its high resolution (HR) counterpart. We use the ESPCN model [Shi et al., 2016] for this task due
6
to its efficiency4. This model is a convolutional neural network with the upscaling handled at the
last layer using periodic shuffling. For this reason, we split the network at the second to last layer
for the deep ensembles method. The images are processed in the YCbCr color space as opposed to
RGB, and the model infers only the luminance channel, as humans are more sensitive to luminance
changes [Schulter et al., 2015]. During training, the model minimizes the MSE loss between the true
HR image and the estimated one from the corresponding LR image. Following [Shi et al., 2016], we
use the BSD300 dataset [Martin et al., 2001], where 200 images are used for training and 100 for test,
and we train and evaluate using image upscaling factors 3 and 4. The mean and std for the test targets
is 0.44 ± 0.10. For ease of comparison, we use the Adam optimizer [Kingma and Ba, 2015] with
learning rate 0.0005, and train for a total of 500 epochs for all methods. We use the MSE loss in our
method for error prediction.
Figure 3: Predictive uncertainty estimation on the luminance channel for super resolution. There is a
good amount of signal in the true uncertainty, and our predicted uncertainty learns it well.
MRI reconstruction. Magnetic resonance imaging (MRI) is a widely used medical diagnostic tool
for a variety of diseases. However, the long acquisition time in MRI leads to a number of undesirable
outcomes, including patient discomfort and artifacts from patient motion [Zbontar et al., 2018]. To
reduce the acquisition time, the scanning of the MRI data is accelerated with sub-sampling (the
scanning takes place in the Fourier space, a.k.a. k-space, of the image). The fastMRI challenge5 hosts
a large number of raw knee MRI data collected from anonymized patients in real hospitals [Zbontar
et al., 2018]. The task is to reconstruct the fully sampled MRI data from the sub-sampled k-space
input data, where the inputs were scanned with an acceleration factor of 4 or 8. The challenge has
973/199 multi-coil knee MRI volumes in the training/validation set, and each volume contains around
36 slices on average. The mean and std for the validation targets is (5.08± 3.40)× 10−5. We run the
experiments using an U-net [Ronneberger et al., 2015] implementation provided by Facebook6 for
simplicity. To demonstrate our supervised method is scalable, we also implement a smaller version
of the Adaptive-CS-Net [Pezzotti et al., 2020], which is the winning solution for this challenge7.
Training a single Adaptive-CS-Net model takes 3 days on 2 Nvidia GV100 GPUs. Lastly, we use the
NMSE loss in our method to predict the prediction error.
As discussed earlier, the predictive uncertainty should indicate the prediction accuracy on unseen data.
Hence, we evaluate the uncertainty estimation results by comparing the square root of the predictive
uncertainty with the absolute prediction error using the absolute and relative error metrics: L1, MSE
and the normalized MSE (NMSE). We calibrate the uncertainty estimates in baseline methods using
a scaling approach: min
α
∑
i(di − αui)2, where i is the pixel index, d the true absolute prediction
error and u the square root of the predictive uncertainty on the training set. The optimal α can be
found analytically as:
∑
i diui/
∑
i u
2
i , and we multiply α with the test uncertainty estimates for
calibration. This calibration step is vital to the baseline methods.
In Table 2, we compare the predictive uncertainty estimation results. As illustrated in Figure 3 and 4,
the errors (and the input data) in the MRI reconstruction task are more noisy than super resolution,
which means the randomness of (x) in the errors plays an important role. The MC dropout performs
poorly on this task since its predictive uncertainty does not model the noise variance σ2(x), which has
4https://github.com/pytorch/examples/tree/master/super_resolution
5https://fastmri.org/
6https://github.com/facebookresearch/fastMRI
7https://ai.facebook.com/blog/results-of-the-first-fastmri-image-reconstruction-challenge
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Figure 4: Predictive uncertainty estimation on a knee MRI. The true uncertainty is very noisy, and
our predicted uncertainty extracts the signal (approximate bias) from the true uncertainty.
a positive correlation with 2(x). Compared to the deep ensembles, our supervised method performs
slightly worse on the L1 metric, but better on the MSE and NMSE metrics. In addition, the strong
performance from the Adaptive-CS-Net demonstrates the scalability of our method. On the other
hand, the errors in super resolution have clearer signals, and our method performs better than the
baselines (except for the NMSE metric on scale 3).
Lastly, we note it is possible that a test set contains out-of-distribution (OOD) data, which can
potentially make our supervised method less accurate. The OOD data can be detected when we use
the ensemble to predict the test target, as the parameter uncertainty of the ensemble indicates whether
the test data is OOD. However, in this paper, we do not perform this step.
7 Related Work
Our supervised predictive uncertainty estimation method is related to confidence calibration. For
example, variants [Guo et al., 2017, Liang et al., 2018, Kuleshov et al., 2018] of Platt scaling [Platt,
1999] have been proposed to calibrate modern deep networks. From the perspective of inferring
the generalization error, earlier methods such as [Dietterich, 1998, Nadeau and Bengio, 1999] laid
the groundwork on analyzing the performance of a learning algorithm. However, these methods
do not directly predict the prediction error. Further, the heteroscedastic regression problem has
been tackled in different areas using methods such as Gaussian Process regression [Le et al., 2005],
the Tobit regression in image denosing [Plötz and Roth, 2017] and the autoregressive conditional
heteroskedasticity for time series data [Engle, 1982], etc. When the aleatoric uncertainty is known
during training, it can be modeled explicitly [Hu et al., 2019] based on the Probabilistic U-net [Kohl
et al., 2018] in classification.
8 Conclusions
In this paper we analyzed different factors that contribute to predictive uncertainties in deep learning.
Our analysis is along the lines of the classical bias-variance decomposition, but doing it rigorously
we found a number of issues and suboptimalities in the current literature. We propose a simple
but novel two stage procedure based on these insights, and find significant improvements in the
aleatoric uncertainty estimation. In addition, we demonstrate the supervised approach for predictive
uncertainty estimation achieves competitive results on the real-world data.
9 Broader Impact
Uncertainty is an essential ingredient for any decision making agent. It represents a very general topic
and as such may have implications in a broad spectrum of application areas ranging from autonomous
driving to healthcare. It will help make predictions more explainable and trustworthy. In this paper
we apply the technology to MRI image reconstruction, where it can help the physician to better assess
the reconstructed image in terms of accuracy.
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Table 2: Predictive uncertainty estimations for single image super-resolution and MRI reconstruction
tasks. All baseline methods are calibrated on the training set. The true absolute errors are on the
same magnitude as the L1 error. AT means adversarial training, and Ours (ACSNet) in the MRI
reconstruction task means we use the Adaptive-CS-Net. The best mean predictions are in bold.
Super Resolution
Scale Method L1(×10−2) ↓ MSE (×10−3) ↓ NMSE ↓
3
MC Dropout (p=0.1) 2.98 ± 1.10 2.28 ± 1.96 0.66 ± 0.18
MC Dropout (p=0.2) 3.08 ± 1.04 2.34 ± 1.88 0.63 ± 0.22
MC Dropout (p=0.5) 3.58 ± 1.10 2.78 ± 1.98 0.39 ± 0.10
Deep Ensembles 2.27 ± 0.92 1.41 ± 1.17 0.44 ± 0.05
Deep Ensembles + AT 2.42 ± 0.86 1.47 ± 1.21 0.47 ± 0.08
Ours 2.20 ± 0.93 1.37 ± 1.19 0.44 ± 0.03
4
MC Dropout (p=0.1) 3.59 ± 1.23 3.16 ± 2.40 0.67 ± 0.37
MC Dropout (p=0.2) 3.43 ± 1.12 2.94 ± 2.30 0.58 ± 0.13
MC Dropout (p=0.5) 4.30 ± 1.19 3.80 ± 2.44 0.48 ± 0.19
Deep Ensembles 2.96 ± 0.95 2.11 ± 1.60 0.50 ± 0.11
Deep Ensembles + AT 3.02 ± 0.91 2.14 ± 1.63 0.51 ± 0.12
Ours 2.67 ± 1.04 1.94 ± 1.55 0.46 ± 0.04
MRI Reconstruction
Acceleration Method L1(×10−6) ↓ MSE (×10−11) ↓ NMSE ↓
4
MC Dropout (p=0.1) 3.75 ± 1.97 4.01 ± 4.82 0.99 ± 0.00
MC Dropout (p=0.2) 3.99 ± 2.18 4.64 ± 5.71 0.99 ± 0.00
MC Dropout (p=0.5) 4.92 ± 2.93 6.98 ± 8.85 0.99 ± 0.00
Deep Ensembles 2.13 ± 1.09 1.71 ± 2.22 0.48 ± 0.06
Deep Ensembles + AT 2.58 ± 1.30 2.45 ± 3.02 0.69 ± 0.04
Ours 2.14 ± 1.08 1.34 ± 1.67 0.40 ± 0.03
Ours (ACSNet) 1.69 ± 0.71 0.66 ± 1.15 0.37 ± 0.02
8
MC Dropout (p=0.1) 5.10 ± 3.02 8.80 ± 11.40 0.99 ± 0.00
MC Dropout (p=0.2) 5.58 ± 3.43 10.71 ± 13.92 0.99 ± 0.00
MC Dropout (p=0.5) 7.06 ± 4.57 16.42 ± 21.40 0.99 ± 0.00
Deep Ensembles 2.88 ± 1.65 3.27 ± 4.35 0.43 ± 0.04
Deep Ensembles + AT 3.17 ± 1.86 4.76 ± 6.44 0.60 ± 0.06
Ours 2.92 ± 1.68 3.21 ± 4.23 0.43 ± 0.03
Ours (ACSNet) 2.30 ± 1.17 1.53 ± 2.19 0.39 ± 0.03
Acknowledgements
We thank Dimitrios Mavroeidis, Daniel Worrall, Patrick Forré, Tim Bakker, Balaji Lakshminarayanan,
Yarin Gal and Alex Kendall for helpful discussions. This research was supported by NWO Perspective
Grant DLMedIA as well as the in-cash and in-kind contributions by Philips.
References
D. Amodei, C. Olah, J. Steinhardt, P. Christiano, J. Schulman, and D. Mané. Concrete problems in ai
safety. arXiv preprint: 1606.06565, 2016.
C. M. Bishop. Mixture density networks. Neural Computing Research Group Report: NCRG/94/004,
1994.
C. M. Bishop. Pattern recognition and machine learning. Springer, 2006.
C. Blundell, J. Cornebise, K. Kavukcuoglu, and D. Wierstra. Weight uncertainty in neural networks.
ICML, 2015.
L. Breiman. Bagging predictors. Machine Learning, 1996.
T. G. Dietterich. Approximate statistical tests for comparing supervised classification learning
algorithms. Neural Computation, 1998.
9
B. Efron. Bootstrap methods: Another look at the jackknife. Annals of Statistics, 1979.
R. F. Engle. Autoregressive conditional heteroscedasticity with estimates of the variance of united
kingdom inflation. Econometrica, 1982.
Y. Gal and Z. Ghahramani. Dropout as a bayesian approximation: representing model uncertainty in
deep learning. ICML, 2016.
S. Geman, E. Bienenstock, and R. Doursat. Neural networks and the bias/variance dilemma. Neural
Computation, 1992.
P. Geurts, D. Ernst, and L. Wehenkel. Extremely randomized trees. Machine Learning, 2006.
Z. Ghahramani. Probabilistic machine learning and artificial intelligence. Nature, 2015.
I. J. Goodfellow, J. Shlens, and C. Szegedy. Explaining and harnessing adversarial examples. ICLR,
2015.
C. Guo, G. Pleiss, Y. Sun, and K. Q. Weinberger. On calibration of modern neural networks. ICML,
2017.
T. Hastie, R. Tibshirani, and J. Friedman. The elements of statistical learning. Springer, New York,
2009.
J. M. Hernández-Lobato and R. P. Adams. Probabilistic backpropagation for scalable learning of
bayesian neural networks. ICML, 2015.
S. Hu, D. Worrall, S. Knegt, B. Veeling, H. Huisman, and M. Welling. Supervised uncertainty
quantification for segmentation with multiple annotations. MICCAI, 2019.
A. Kendall and Y. Gal. What uncertainties do we need in bayesian deep learning for computer vision?
NIPS, 2017.
D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. ICLR, 2015.
D. P. Kingma, T. Salimans, and M. Welling. Variational dropout and the local reparameterization
trick. NIPS, 2015.
A. D. Kiureghian and O. Ditlevsen. Aleatory or epistemic? does it matter? Special Workshop on Risk
Acceptance and Risk Communication, 2007.
S. A. A. Kohl, B. Romera-Paredes, C. Meyer, J. D. Fauw, J. R. Ledsam, K. H. Maier-Hein, S. M. A.
Eslami, D. J. Rezende, and O. Ronneberger. A probabilistic u-net for segmentation of ambiguous
images. NeurIPS, 2018.
V. Kuleshov, N. Fenner, and S. Ermon. Accurate uncertainties for deep learning using calibrated
regression. ICML, 2018.
B. Lakshminarayanan, A. Pritzel, and C. Blundell. Simple and scalable predictive uncertainty
estimation using deep ensembles. NIPS, 2017.
Q. V. Le, A. J. Smola, and S. Canu. Heteroscedastic gaussian process regression. ICML, 2005.
S. Liang, Y. Li, and R. Srikant. Enhancing the reliability of out-of-distribution image detection in
neural networks. ICLR, 2018.
G. Louppe. Understanding random forests: from theory to practice. PhD thesis, University of Liège,
2014.
D. Martin, C. Fowlkes, D. Tal, and J. Malik. A database of human segmented natural images and
its application to evaluating segmentation algorithms and measuring ecological statistics. ICCV,
2001.
C. Nadeau and Y. Bengio. Inference for the generalization error. NIPS, 1999.
V. Nair and G. E. Hinton. Rectified linear units improve restricted boltzmann machines. ICML, 2010.
10
R. M. Neal. Bayesian learning for neural networks. Springer Science & Business Media, 1996.
D. A. Nix and A. S. Weigend. Estimating the mean and variance of the target probability distribution.
IEEE International Conference on Neural Networks, 1994.
N. Pezzotti, S. Yousefi, M. S. Elmahdy, J. van Gemert, C. Schülke, M. Doneva, T. Nielsen, S. Kas-
tryulin, B. P. Lelieveldt, M. J. van Osch, E. de Weerdt, and M. Staring. An adaptive intelligence
algorithm for undersampled knee mri reconstruction: Application to the 2019 fastmri challenge.
arXiv preprint: 2004.07339, 2020.
J. Platt. Probabilistic outputs for support vector machines and comparisons to regularized likelihood
methods. Advances in Large Margin Classifiers, 1999.
T. Plötz and S. Roth. Benchmarking denoising algorithms with real photographs. CVPR, 2017.
L. Prechelt. Early stopping - but when? Neural Networks: Tricks of the Trade, 1998.
O. Ronneberger, P. Fischer, and T. Brox. U-net: Convolutional networks for biomedical image
segmentation. MICCAI, 2015.
S. Schulter, C. Leistner, and H. Bischof. Fast and accurate image upscaling with super-resolution
forests. CVPR, 2015.
W. Shi, J. Caballero, F. Huszár, J. Totz, A. P. Aitken, R. Bishop, D. Rueckert, and Z. Wang. Real-time
single image and video super-resolution using an efficient sub-pixel convolutional neural network.
CVPR, 2016.
N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov. Dropout: A simple way
to prevent neural networks from overfitting. JMLR, 2014.
R. Tanno, D. E. Worrall, A. Ghosh, E. Kaden, S. N. Sotiropoulos, A. Criminisi, and D. C. Alexan-
der. Bayesian image quality transfer with cnns: Exploring uncertainty in dmri super-resolution.
MICCAI, 2017.
T. Tieleman and G. Hinton. Lecture 6.5 - rmsprop: Divide the gradient by a running average of its
recent magnitude. COURSERA: Neural networks for machine learning, 2012.
P. Vincent, H. Larochelle, I. Lajoie, Y. Bengio, and P.-A. Manzagol. Stacked denoising autoencoders:
Learning useful representations in a deep network with a local denoising criterion. JMLR, 2010.
M. Welling and Y. W. Teh. Bayesian learning via stochastic gradient langevin dynamics. ICML,
2011.
J. Zbontar, F. Knoll, A. Sriram, M. J. Muckley, M. Bruno, A. Defazio, M. Parente, K. J. Geras, J. Kat-
snelson, H. Chandarana, Z. Zhang, M. Drozdzal, A. Romero, M. Rabbat, P. Vincent, J. Pinkerton,
D. Wang, N. Yakubova, E. Owens, C. L. Zitnick, M. P. Recht, D. K. Sodickson, and Y. W. Lui.
fastmri: An open dataset and benchmarks for accelerated mri. arXiv preprint: 1811.08839, 2018.
Appendices
A Derivation of Eq. 4 in the Main Text
For the derivation below, we use the fact that the conditional covariance between two ensemble
predictions conditioned on the same training set Dtrain is zero.
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Ey(x)
[
ESK
[(
y(x)− µˆ(x;D,SK)
)2 | D = Dtrain]]︸ ︷︷ ︸
predictive
(19)
=biasSK
[[
µˆ(x;D,SK)
]2 | D = Dtrain]+ σ2(x) + VarSK [µˆ(x;D,SK) | D = Dtrain] (20)
=
(
h(x)− ESK
[
µˆ(x;Dtrain,SK)
])2
+ σ2(x) + VarSK
[ 1
K
∑
k
hˆ(x;D, sk)
] | D = Dtrain] (21)
=
(
h(x)− Es
[
hˆ(x;Dtrain, s)
])2
+ σ2(x)+
1
K2
[∑
k
Varsk
[
hˆ(x;Dtrain, sk)
]
+ 2
∑
i<j
Cov
(
hˆ(x;D, si), hˆ(x;D, sj) | D = Dtrain
)] (22)
= biass
[[
hˆ(x;Dtrain, s)
]2]︸ ︷︷ ︸
model architecture
+ σ2(x)︸ ︷︷ ︸
data noise
+
1
K
Vars
[
hˆ(x;Dtrain, s)
]
︸ ︷︷ ︸
model parameters
. (23)
B Training Details of the Heteroscedastic Regression Task
Since methods of [Kendall and Gal, 2017, Nix and Weigend, 1994] use the shared-weight architecture,
we implement them using the same and twice the number of parameters than other methods. We
achieve better results using the same number of parameters, which we report in the main text. In
addition, following [Lakshminarayanan et al., 2017], we use an ensemble of five models to predict
the target. For methods of [Tanno et al., 2017] and ours, we use an additional ensemble of five models
to predict the uncertainty.
C Training Details of the MRI Reconstruction Task
We use the NYU fastMRI dataset [Zbontar et al., 2018], which is the first large-scale release of the
raw MRI data. The knee dataset contains both single- and multi-coil MRIs. We use the multi-coil
one as it is more clinically relevant [Zbontar et al., 2018]. In this dataset, the train and validation sets
provide fully-sampled k-space data, but the test set does not. Since the fully-sampled k-space data
are required to evaluate the estimates of the prediction errors, we train all methods on the training set
and report results on the validation set. Table 3 shows the details of the dataset.
Table 3: fastMRI knee dataset.
Volumes Slices Sizes (GB)
train 973 34742 931
validation 199 7135 192
To train the U-net model, we follow [Zbontar et al., 2018] for the procedure. It uses a weighted
zero-filled cropped image as input with resolution 320 × 320, and trains with the L1 loss. It trains 40
epochs with the initial learning rate 0.001, then decay the learning rate by a factor of 0.1 and train for
an additional 10 epochs. In addition, it uses the validation set during training for model selection, but
since we treat the validation set as our test set, we use the model at the end of training as the final
model. Further, it uses the RMSProp optimizer [Tieleman and Hinton, 2012], which we replace with
Adam [Kingma and Ba, 2015]. Lastly, we use 64 as the initial number of channels, and do not use
dropout (except for MC dropout) or weight decay.
To train the Adaptive-CS-Net, we follow [Pezzotti et al., 2020] for the procedure. It uses the
uncropped k-space data as input, and trains with a weighted sum of Multiscale-SSIM and L1 loss.
We implement a smaller version of their model without the fine-tuning step.
Following [Lakshminarayanan et al., 2017], we train an ensemble of five models to predict the target
in all methods. For our method, we train one addition model to predict the ensemble prediction error,
which uses the same architecture and training procedure as the target network. We found that using
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the target network’s trained weights to initialize the error prediction network can improve its accuracy.
For ease of comparison, we do not use early stopping to select the best error prediction model for our
method, although the results could possibly be better if early stopping is used. (This is also true for
the super resolution task.)
All U-net based methods have the same number of parameters except for the deep ensembles, which
use twice the number of parameters than others due to its shared-weight architecture. Table 4 reports
the number of model parameters for all methods in descending order.
Table 4: Number of model parameters.
Method #Params
Deep Ensemble (+ AT) 27.66 M
MC Dropout (p=0.1 / 0.2 / 0.5) 13.39 M
Ours (U-net) 13.39 M
Ours (Adaptive-CS-Net) 11.35 M
D Additional Results on the Predictive Uncertainty Estimation Experiment
Table 5 (µ ± σ) shows our method achieves competitive prediction accuracy over the MC dropout
[Gal and Ghahramani, 2016] and the deep ensembles [Lakshminarayanan et al., 2017]. A benefit of
our method is that we do not need to modify the target network. In contrast, the MC dropout needs
to insert the dropout layers, and the deep ensembles need to split the last layer into two branches.
However, any modification to the target network can potentially affect its performance.
In the main text, we use scaling on the training set to calibrate the uncertainty estimation results for
the baseline methods. Table 6 (µ ± σ) shows their original results without the calibration step (since
our method does not need calibration, we simply copy our results from the main text). The table
shows our results are significantly better over the baselines (except for the NMSE metric on scale 3
of the super resolution task), and this means the calibration step can significantly improve the results
for the deep ensembles, while it has a mixed effect on the MC dropout.
Figures 5 and 6 provide additional test predictive uncertainty estimations for the super resolution and
MRI reconstruction tasks, respectively.
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Table 5: Prediction accuracy for super resolution and MRI reconstruction. The best mean predictions
are in bold.
Super Resolution
Scale Method NMSE (×10−2) ↓ PSNR ↑ SSIM ↑
3
MC Dropout (p=0.1) 1.57 ± 1.34 25.37 ± 3.0 0.76 ± 0.09
MC Dropout (p=0.2) 1.70 ± 1.37 24.84 ± 2.7 0.75 ± 0.10
MC Dropout (p=0.5) 3.14 ± 2.44 21.83 ± 2.3 0.69 ± 0.10
Deep Ensemble 1.47 ± 1.33 25.87 ± 3.3 0.78 ± 0.10
Deep Ensemble + AT 1.47 ± 1.33 25.87 ± 3.3 0.77 ± 0.10
Ours 1.41 ± 1.31 26.11 ± 3.4 0.78 ± 0.10
4
MC Dropout (p=0.1) 2.23 ± 1.70 23.65 ± 2.7 0.68 ± 0.11
MC Dropout (p=0.2) 2.25 ± 1.72 23.60 ± 2.7 0.67 ± 0.11
MC Dropout (p=0.5) 3.56 ± 1.96 21.16 ± 2.6 0.61 ± 0.12
Deep Ensemble 2.02 ± 1.68 24.34 ± 3.1 0.69 ± 0.12
Deep Ensemble + AT 2.03 ± 1.68 24.29 ± 3.1 0.68 ± 0.12
Ours 1.93 ± 1.66 24.58 ± 3.2 0.70 ± 0.12
MRI Reconstruction
Acceleration Method NMSE (×10−3) ↓ PSNR ↑ SSIM ↑
4
MC Dropout (p=0.1) 9.33 ± 6.1 36.41 ± 2.1 0.89 ± 0.06
MC Dropout (p=0.2) 10.27 ± 5.5 35.91 ± 2.0 0.89 ± 0.06
MC Dropout (p=0.5) 14.56 ± 6.8 34.34 ± 2.0 0.87 ± 0.05
Deep Ensemble 8.23 ± 5.9 37.07 ± 2.2 0.90 ± 0.06
Deep Ensemble + AT 8.36 ± 5.9 36.98 ± 2.2 0.90 ± 0.06
Ours 8.23 ± 5.7 37.05 ± 2.2 0.90 ± 0.06
Ours (A-CS-Net) 5.78 ± 5.0 39.25 ± 3.1 0.92 ± 0.06
8
MC Dropout (p=0.1) 17.04 ± 8.1 33.61 ± 1.9 0.85 ± 0.06
MC Dropout (p=0.2) 19.70 ± 7.4 32.91 ± 1.9 0.84 ± 0.06
MC Dropout (p=0.5) 29.10 ± 9.3 31.20 ± 2.0 0.81 ± 0.06
Deep Ensemble 14.73 ± 7.1 34.29 ± 1.9 0.86 ± 0.06
Deep Ensemble + AT 14.97 ± 7.2 34.21 ± 1.9 0.86 ± 0.06
Ours 14.63 ± 6.8 34.31 ± 1.9 0.86 ± 0.06
Ours (A-CS-Net) 9.62 ± 6.4 36.44 ± 2.3 0.89 ± 0.07
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Table 6: Uncertainty estimation results. The baseline methods do not use calibration. The best mean
predictions are in bold.
Super Resolution
Scale Method L1 (×10−2) ↓ MSE (×10−3) ↓ NMSE ↓
3
MC Dropout (p=0.1) 2.85 ± 1.17 2.33 ± 2.10 0.64 ± 0.11
MC Dropout (p=0.2) 3.06 ± 1.05 2.35 ± 1.89 0.63 ± 0.21
MC Dropout (p=0.5) 3.69 ± 1.03 2.77 ± 1.83 0.40 ± 0.12
Deep Ensemble 2.86 ± 0.97 1.71 ± 1.11 0.60 ± 0.20
Deep Ensemble + AT 2.95 ± 0.83 1.67 ± 1.05 0.62 ± 0.25
Ours 2.20 ± 0.93 1.37 ± 1.19 0.44 ± 0.03
4
MC Dropout (p=0.1) 3.43 ± 1.33 3.38 ± 2.76 0.66 ± 0.14
MC Dropout (p=0.2) 3.31 ± 1.19 2.98 ± 2.43 0.58 ± 0.10
MC Dropout (p=0.5) 4.38 ± 1.14 3.79 ± 2.32 0.49 ± 0.22
Deep Ensemble 3.80 ± 0.92 2.57 ± 1.30 0.72 ± 0.37
Deep Ensemble + AT 4.26 ± 0.82 2.88 ± 1.23 0.86 ± 0.50
Ours 2.67 ± 1.04 1.94 ± 1.55 0.46 ± 0.04
MRI Reconstruction
Scale Method L1 (×10−6) ↓ MSE (×10−11) ↓ NMSE ↓
4
MC Dropout (p=0.1) 2.69 ± 1.49 2.27 ± 2.79 0.57 ± 0.05
MC Dropout (p=0.2) 3.02 ± 1.94 2.84 ± 3.82 0.56 ± 0.08
MC Dropout (p=0.5) 4.74 ± 3.54 6.11 ± 9.09 0.72 ± 0.23
Deep Ensemble 2.44 ± 1.23 2.46 ± 3.49 0.63 ± 0.20
Deep Ensemble + AT 2.55 ± 1.33 8.34 ± 1.34 1.76 ± 1.11
Ours 2.14 ± 1.08 1.34 ± 1.67 0.40 ± 0.03
Ours (ACSNet) 1.69 ± 0.71 0.66 ± 1.15 0.37 ± 0.02
8
MC Dropout (p=0.1) 3.55 ± 2.11 4.78 ± 6.19 0.56 ± 0.05
MC Dropout (p=0.2) 3.90 ± 2.52 5.61 ± 7.42 0.53 ± 0.04
MC Dropout (p=0.5) 5.53 ± 3.78 9.21 ± 12.31 0.56 ± 0.06
Deep Ensemble 3.17 ± 1.76 3.64 ± 4.83 0.49 ± 0.05
Deep Ensemble + AT 3.30 ± 1.87 8.48 ± 12.92 0.93 ± 0.35
Ours 2.92 ± 1.68 3.21 ± 4.23 0.43 ± 0.03
Ours (ACSNet) 2.30 ± 1.17 1.53 ± 2.19 0.39 ± 0.03
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Figure 5: Our Predictive Uncertainty Estimation for Super Resolution.
16
Figure 6: Our Predictive Uncertainty Estimation for MRI Reconstruction.
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