The empirical trade literature has long been puzzled by the finding of a large and non-decreasing distance coefficient in the gravity equation amid falling transportation costs over time. To shed new light on this puzzle, the recent theoretical literature shifts its focus to the differential effects of distance on the extensive and intensive margins of trade. However, so far there is a lack of corresponding contributions from studies of empirical gravity equations. This paper provides the first evidence using data for about 150-200 countries between the years 1980 and 2009. Extensive and intensive margins are measured based on bilateral trade data of more than 3100 product items. It is found that the distance effect on the extensive margins declines while that on the intensive margins rises over time.
Introduction
A quintessential element of the gravity equation of international trade flows is distance. The assumption of "iceberg" type variable costs in theoretical trade models implies an unambiguous negative distance effect on bilateral trade, which is strongly supported by empirical evidence. With transportation costs per kilometer falling rapidly after the World War II for all ranges of distance but falling faster for longer distance because of advancement in air transport technology (Hummels, 2007) , one would expect the effect of geographical distance on international trade flows to reduce over time. However, empirical evidence consistently suggests otherwise: the coefficient of distance in the gravity equation remains the same or even becomes bigger (in absolute terms) over time (Leamer and Levinsohn, 1995; Disdier and Head, 2008) . 1 This counter-expectation result comes to be known as the distance puzzle in the trade literature.
To shed new light on this puzzle, the recent theoretical literature shifts its focus to the differential effects of distance on the extensive margin (trade in products not previously traded) and intensive margin (trade in products previously traded) of trade (e.g. Chaney, 2008; Helpman, Melitz, and Rubinstein, 2008; Chaney, 2013) . For instance, Krautheim (2012) argues that the distance effect on trade flows can remain large when transportation costs decrease, if the extensive margins become larger with closer countries. The rationale is that, as closer countries trade more for selective products, they accumulate more knowledge of each other's markets; as a result, they face a lower fixed cost in entering each other's untapped product markets, compared with breaking into unfamiliar markets in more distant countries. 2 Bernard, Jensen, Redding, and Schott (2007) find that distance has a strong negative effect on the number of products exported by US firms, but not on the amount they export, supporting the hypothesis that the fixed cost to trade is a positive function of distance. This implies that distinguishing between the extensive and intensive margins of trade and recognizing the differential effects of distance on them could potentially offer a gateway to solving the distance puzzle.
1 Yotov (2012) provides supporting evidence of globalization by showing that intranational trade gets smaller compared with international trade over time, but his findings do not necessarily imply that long-distance trade costs decrease faster than short distance costs over time.
2 Also based on the idea of firm networks, Chaney (2013) explains why the distance elasticity of aggregate trade flows could be independent of transportation technology and therefore constant over time.
To our knowledge, so far there have been no empirical studies examining the distance effects on the extensive and intensive margins of trade based on gravity equations. Lin and Sim (2012) provide some evidence of increasing extensive margins at longer distance but increasing intensive margins at shorter distance. However, they do not estimate any gravity equations for the two margins and therefore cannot verify how the distance coefficients on them evolve. The current paper provides the first piece of evidence of such using Standard International Trade Classification (SITC) five-digit bilateral trade data. This is the most dissaggregate data available for the large number of countries and the long time duration considered in this paper.
Methodology and Data

Extensive and Intensive Margins
Following Hummels and Klenow (2005) , we measure the extensive margin of exports from county j to county i in year t as
where p is a product index; P i jt is the set of products that j exports to i; P iW t is the set of products that all counties in the world (W ) export to i; T iW t (p) is the export flows for product p from all counties in the world to i. The numerator of (1) is the number of product varieties that j exports to i, and the denominator is the number of product varieties all countries in the world export to i, with both being weighted by the world export flows of the products to i. In other words, more important products in i's import basket are weighted more heavily. Therefore, EM i jt measures the diversity of j's exports to i compared with the diversity of world's exports to i. By construction, the measure is bounded between 0 and 1, where a larger number means j is present in more of i's import markets.
The intensive margin of exports from j to i in year t is
where T i jt (p) is the export flows for a product p, from j to i. The numerator of (2) is j's total exports to i and the denominator is the world's total exports of the same type of products to i. Therefore, IM i jt measures the overall market share j has for the set of products that it exports to i. The measure is also bounded between 0 and 1, where a larger number means j commands a larger share of i's import markets where it has a presence.
The product of the two margins is
where T i jt is aggregate exports from j to i; EM i jt · IM i jt equals the market share of j in i's overall import market.
Gravity Model
Taking the logs of (3) yields
This indicates that if lnT i jt can be modeled by a gravity equation g(x), i.e. lnT i jt = g(x) where x is a set of factors, then we can also model its linear components using the same gravity equation up to a scale factor, i.e. lnEM i jt = ag(x), lnIM i jt = bg(x), and lnT jt = (1 a b)g(x) where a, b 2 R. For g(x) we adopt the general equilibrium framework suggested by Anderson and van Wincoop (2003) :
where D i j is the geographical distance between i and j (in km); d t is year indicator; Y is real GDP measured in purchasing power parity (PPP) terms; y is real per-capita GDP (PPP); X is a vector containing trade cost variables, dummies for regional trade agreements (RTA), General Agreement on Tariffs and
Trade/World Trade Organization (GATT/WTO) memberships, currency union, common border, common language, colony and colonizer, the numbers of island and landlocked countries in a pair (0,1 or 2) and the geographic area of a country; u it and v jt are, respectively, the importer-time and exporter-time fixed effects (FEs) to control for the multilateral resistance terms. The interaction between d and ln(D i j ) allows the coefficient of the latter to vary over time.
Data
We use data for every five years, Our first sample covers 71 exporting countries and 158 importing countries and has no zero observations.
In this sample, we keep the country-pairs throughout the sample period fixed as in 1980. Carrère and Schiff (2005) and Lin and Sim (2012) suggest that using the rising coefficient for distance in year-byyear cross-country regressions as evidence of increasing impediment of geographical distance on bilateral trade could be misleading. This is because in the early period of a sample, countries farther apart are less likely to trade with each other and therefore are excluded from the estimation. Keeping the country-pair fixed over time can avoid this problem.
The estimate coefficient on the log distance variable and its 95% confidence intervals are shown in The distance effect on the extensive margins is unmistakably diminishing (in absolute terms) over time, with the coefficient of log distance reducing by around 15% in total during the three decades. The attenuation of the distance effect is particularly acute since year 2000. Our finding stands opposite to the proposition of Krautheim (2012) . One possible explanation for our finding is that the rapid advancement of the Internet and e-commerce, especially in the last decade, has reduced the information and setup costs for exporters, allowing them to enter deeper into previously unfamiliar territories. As such, the impediment of distance on countries' effort to expand their export varieties in those markets has diminished over time.
On the contrary, the distance effect on the intensive margins is increasing (in absolute terms) over time, with the coefficient increasing by an even larger proportion of around 24% during the three decades.
Again, the decrease is particularly notable since year 2000. But there are no obvious explanations for the growing distance effect on the intensive margin, echoing the original puzzle of a growing distance effect on bilateral trade flows.
We offer several sensitivity tests for the OLS estimations in Figure 1 . First, we estimate the model without restricting the country-pairs to be the same as those with non-zero trade in 1980. This sample (1) and (2) with the conventional measures of extensive and intensive margins. The conventional measure of extensive margins is equal to the number of products j exports to i in year t, and the conventional measure of intensive margins is the average number of exports per product that j exports to i in year t. That is, the conventional measures are absolute, unweighted measures, as in contrast to the relative, weighted measures by Hummels and Klenow (2005) . The results of both sensitivity tests are qualitatively the same as Figure 1 .
To save space, we omit the details here.
Helpman, Melitz, and Rubinstein (2008) (HMR) note that frequently observed "zeros" in the bilateral trade data might be associated with firms' fixed costs of exporting and emphasize the importance of accounting for them to avoid selection bias in the gravity model. In the third sensitivity test, we include zero observations in the sample but keep the country-pairs fixed as in 1980. In this sample, the numbers of exporting and importing countries are 143 and 167 respectively. Following HMR, we use a common religion index as the exclusion restriction variable for their two-stage method. 3 As shown in Figure 2 , the point estimates of the distance coefficients are similar to those from the OLS estimates without zero Krautheim (2012) suggests that the information spillover effect on the fixed costs of international trade can be sector-specific. Therefore, we also estimate distance effects at the sectoral level to see if any sector exhibits properties in line with Krautheim's proposition. Sectors are categorized according to the SITC one-digit codes. 5 The results are shown in Table 1 . To save space, we only report the results for every decade. First, distance has significant and negative effects on both extensive and intensive margins for all sectors in all periods. For the extensive margins, except for sectors (3) (crude materials, inedible, except fuels) and (4) Figure 1 . 4 As the rule of thumb, OLS standard errors and HMR standard errors have a relationship of s OLS · 1 |r I,religion | ⇡ s HMR , where I is an indicator of positive trade flows, religion is the religious proximity variable and r is the correlation coefficient. As |r| < 1 in the sample, we always have s OLS < s HMR . Therefore, the weak power of the exclusion restriction measured by r leads to large HMR standard errors. 5 We, however, combine the food and live animals groups and omit the service sector. 
Conclusion
We have provided the first evidence of distance effects on the extensive and intensive margins of bilateral trade over time. The two margins are calculated based on data for 3,121 product items, and the data cover 158-195 countries between the years 1980 and 2009. We find that the distance effect on the extensive margins becomes smaller (in absolute terms) over time, while that on the intensive margins becomes larger. The same conclusion is reached even when we further allow the distance effects to vary across sectors.
