It is common in agricultural research to have experimental units that consist of multiple observational units. For instance, treatments may be applied to pens of animals, pens being the experimental units, while weights are measured on individual animals, the observational units. If there are a small number of experimental units, the power of statistical tests for treatment effects can be small regardless of the number of observational units. We show that it is possible to increase the power of such statistical tests by taking advantage of prior knowledge of the intrac1ass correlation. Our assertion is that such prior knowledge is often available although infrequently used. We present several simple methods for taking advantage of this prior knowledge and show that the power of tests based on these methods can be substantially greater than the power of conventional tests especially when the number of experimental units is small.
Introduction
In many areas of agricultural research, one may have a limited number of experimental units per treatment but have a large number of observational units within each experimental unit. For example, the treatments may be applied to just a few pens of animals but there are many animals per pen upon which observations are taken. The treatments may be temperatures which are applied to growth chambers but measurements are taken on the individual plants within the chamber.
In the case of balanced experimental designs, traditional analysis of variance is equivalent to obtaining a mean for each experimental unit, then performing the analysis on means. The power of hypothesis tests for treatment effects can be low when the number of experimental units is small, and increasing the number of observational units per treatment beyond just of few units per treatment often has minimal effect on increasing the power. To overcome this problem, a researcher may be tempted to use the observational units as the units of analysis disregarding the random effects of the experimental units (e.g. disregarding pen effects as being negligible in comparison to animal to animal variability). This will increase the degrees of freedom for error but will generally result in a significant inflation in the Type I error. For instance, Blair, Higgins, Topping, Mortimer (1983) demonstrated this effect with real data in an educational setting involving classrooms as experimental units and students within classrooms as observational units. It is reasonable to conjecture that similar results would carryover to various experimental situations in agricultural.
Random variability among experimental units induces a correlation on observations within each unit called the intraclass correlation (ICC) . If the value of the ICC is known, methods in Graybill (1976) can be applied to substantially improve the power of statistical tests in comparison to tests which do not take into account the value of ICC. For instance, results from Blair and Higgins (1986) confirm that using a known ICC can substantially increase the power of statistical tests for differences between means especially when the number of experimental units per treatment is small (2 or 3). The obvious problem with their procedure is that one will rarely know the ICC. However, if a researcher has prior knowledge about the ICC, their results suggest that the power of tests for differences in treatment means can be substantially improved by incorporating this knowledge into the statistical testing procedure.
This study investigates some simple procedures that take advantage of prior knowledge about the ICC. The idea is as follows. Prior knowledge about the ICC is used to determine a "likely" value of the ICC. Both formal Bayesian and heuristic non-Bayesian methods are considered here. This value in turn is used in the test statistic proposed by Blair and Higgins (1986) as if it were the true value. Through simulations, it is shown that such test statistics hold their Type I error at near nominal levels and provide the desired increase in power.
Model and Test Statistics
The mathematical model is Yijk = Ili + Y ij + Eijk where I = 1, 2, ... , t; j = 1, 2, ... , mi; and k = 1, 2, ... nij .
An individual observation. Mean value for ith treatment.
Notation and Assumptions
Random effect of jth experimental unit within ith treatment. The two-sample t-test on the means of the experimental units is given by The null hypothesis is rejected if T L ta,df where df = 2(mn -1).
Prior Knowledge Assumption
Our assertion is that it is often reasonable for a researcher to have prior knowledge about the ICC. Since the ICC is the fraction of the total variance due to the variability among experimental units, we believe that a researcher might very well have enough experience with similar data to be able to answer the question, " Blair, et. al. (1983) in the educational setting).
This prior knowledge can then be fashioned into either a prior interval for the ICC, (rl, ru), or a prior distribution for the ICC, 7r(p).
Moreover, we speculate that in many agricultural situations the ICC is not likely to be large. For instance, in an experiment in which treatments were applied to pastures, and observations were taken on cows grazing on the pastures, we found the ICC to be less than 0.10. In an on-farm variety demonstration trial in which multiple measurements were taken on rows of corn (the rows being the experimental units), the ICC was .25. More research is needed to confirm our speculations; however, the potential gains that may accrue from knowing the ICC should encourage more researchers to publish estimated values for components of variance and the ICC. considered, but in our simulation study, we found little or no difference between the results with df = 2(mn -1) and the degrees of freedom from Satterthwaite's approximation.
The procedures for determining the assessed ICC are listed below.
Procedure 1: TRUE As a comparison to the other procedures, the true ICC is used.
Procedure 2: MID The midpoint of a specified prior interval is used as the assessed value.
Procedure 3: URL The assessed value is the generalized maximum likelihood estimate (GMLE) of the posterior distribution for a Uniform (d, ru) prior distribution.
Procedure 4: BAB The assessed value is the GMLE of the posterior distribution for a Beta (a, (3) prior distribution.
For comparison purposes, the parameters for the Beta distribution were chosen to match the mean and variance of the corresponding uniform prior.
Bayes Estimation of the ICC
The model is rewritten in vector notation as Y = Xp, + E where Y is a tmn x 1 vector, II-is a t x 1 vector, E is a tmn x 1 vector, and X is a tmn x t design matrix. Since E ijk = ')Iij The prior density of Jl is the noninformative constant prior over mt.
b.
The prior density of a is the noninformative prior for scale parameters written as
c. The prior density of p is denoted as 7r(p), the actual density not being needed in the derivation of the conditional posterior density.
d.
The prior parameters It, cr, and p are independent random variables.
An advantage of the above prior information is that a researcher only needs to supply prior information on the ICC since the noninformative priors for location and scale parameters are used (Berger, 1985, pg. 85-86) . From the assumptions and prior information, the joint prior density of Jl, a, and p can be written as 7T(p"a,p) IX 7T(p)/a where Jl E m t , a 2.. 0, and 0 ~ p ~ 1.
The steps to derive the conditional posterior density of ICC given Yare as follows.
(See Bond (1996) 
where C = X IV -IX = mn I txt , and ,a is the least squares estimator of p. which is
The value of p which maximizes this function is known as the generalized maximum likelihood estimate or GMLE of the ICC (see Berger, 1985, p. 133 ). The GMLE is found using numerical methods.
Type I Error and Power
A simulation study was done to investigate Type I error and power of the proposed Bond (1996) showed that the Type I error rate is conservative if the assessed value of the ICC is consistently greater than the true value, while the opposite is true if the assessed value is consistently smaller than the true value. The lengths of the prior intervals 1 through 12 give an indication of what is reasonable in terms of how close one must be to the true ICC in order for the proposed test statistics to have a Type I error rate near the nominal value.
We examined the maximum power advantages of our 4 procedures for each of the 144 combinations of m, n, and prior interval selection. Table 2 contains 
Summary and Conclusions
The procedures studied here are recommended because they have desirable Type I error rates and power advantages over the traditional method. The lack of distinction among our procedures indicates that prior knowledge may be expressed by the researcher in of the subjectivity of prior information, it seems reasonable that an agricultural researcher 
