This paper is dedicated to new methods of constructing weight structures and weight-exact localizations; our arguments generalize their bounded versions considered in previous papers of the authors. We start from a class of objects P of a triangulated category C that satisfies a certain (countable) negativity condition (there are no C-extensions of positive degrees between elements of P; we actually need a somewhat stronger condition of this sort) to obtain a weight structure both "halves" of which are closed either with respect to C-coproducts of less than α objects (for α being a fixed regular cardinal) or with respect to all coproducts (provided that C is closed with respect to coproducts of this sort). This construction gives all "reasonable" weight structures satisfying the latter conditions. In particular, we obtain certain weight structures on spectra (in SH) consisting of less than α cells, and on certain localizations of SH; these results are new.
Introduction
This paper is dedicated to new methods of constructing weight structures and weight-exact localizations; we mostly consider triangulated categories that are closed with respect to coproducts (at least, of bounded cardinality). Our results vastly extend the properties of bounded weight structures considered in previous papers.
We recall that weight structures are important counterparts of t-structures; they were independently introduced by the first author (in [Bon10] ) and by D. Pauksztello (under the name of co-t-structures; see [Pau12] ). Weight structures have found several applications to motives and representation theory, and there also exist Hodge-theoretic and "topological" examples (we will often mention the latter in the current paper). Somewhat similarly to t-structures, a weight structure w on a triangulated category C is given by a couple of classes of objects C w≥0 and C w≤0 satisfying certain axioms.
Certainly, this makes the construction and the classification of weight structures important problems. There are two main methods for constructing a weight structure on C starting from a specified class of its objects.
Firstly (as proved in [Bon10] ), one can start from a class N of objects that are "pure", i.e., they "should belong" to the heart C w=0 = C w≥0 ∩ C w≤0 of some w. Then N should be negative (i.e., there exist only zero morphisms between N and N [i] for i > 0); if this is the case then there exists a unique bounded weight structure w ′ on the smallest strict triangulated subcategory C ′ of C containing N such that N ⊂ C ′ w ′ =0 . Moreover, this method yields all bounded weight structures. Yet it gives no unbounded weight structures; thus it is not appropriate for "large" triangulated categories (say, for those that are closed with respect to coproducts). 1 Secondly, for a given set L one can look for a minimal class LO ⊃ L that can be completed to a weight structure (i.e., there exists w such that LO = C w≤0 ; one says that w is generated by L if C w≥0 consists precisely of those P ∈ Obj C such that there are only zero morphisms between L and P [i] for i > 0). D. Pauksztello has proved in [Pau12] that any set of compact objects of C does generate some weight structure (note that this weight structure is automatically unique), and in [Bon16] it was proved that it suffices to assume that L is a perfect set (as defined by A. Neeman and H. Krause). Any weight structure obtained this way is automatically smashing, i.e., C w≥0 is closed with respect to small Ccoproducts (whereas C w≤0 is closed with respect to coproducts automatically). This assumption on weight structures is rather reasonable since it gives certain "control of weights" (see Proposition 2.5.1 and Theorem 4.4.3 of [Bon16] ). 2 However, the second approach does not give a "precise" description of the weight structure generated by L. Moreover, one surely cannot apply it (in its current form) to the classification of weight structures that are just α-smashing (i.e., C and C w≤0 are closed only with respect to coproducts of less than α objects, where α is a fixed infinite regular cardinal number).
In the current paper we generalize the first method to obtain a very general construction of α-smashing weight structures (starting from a class N that satisfies a certain stronger version of the negativity condition). Our Theorem 2.2.1 essentially (cf. Corollary 2.3.1 where we extend this theorem to the setting of smashing weight structures) vastly generalizes [Bon10, Theorem 4.
5.2];
3 thus it yields the so-called spherical weight structure w sph on the stable homotopy category (see §4.6 of ibid. and §2.4 of [Bon15] ) and gives some new information on it (in particular, this weight structure restricts to spectra consisting of less than α cells for any infinite cardinal α). Furthermore, for any α-smashing or smashing weight structure on C our new method gives a "compatible" weight structure on a "rather large" subcategory of C. Under certain quite reasonable conditions on (C, w) this subcategory equals C (see Corollaries 2.3.1(3) and 4.1.4(II.2) below); thus the new approach yields all weight structures satisfying these conditions. Taking into account (also) other parts of Theorem 2.2.1 and Corollary 2.3.1 one may say that these results give the tools to "deal with α-generated (and class-generated) weight structures as if they were bounded".
A related question (that yields plenty of non-trivial examples for our existence of weight structures results) is when on a Verdier localization C ′ of C by a (triangulated) subcategory D there exists a weight structure w ′ such that the localization functor π sends C w≤0 into C ′ w ′ ≤0 and C w≥0 into C ′ w ′ ≥0 (one says that π is weight-exact and w descends to C ′ ). In [BoS16] we have constructed a vast family of examples of this situation (note that the existence of w ′ of this sort is a much weaker assumption than the one that w "restricts" to D; this is one of the settings where weight structures and t-structures behave quite differently). In the current paper we give a certain if and only if criterion for the existence of w ′ on C ′ (and also prove that if w ′ satisfying these conditions 2 Moreover, for any triangulated category C that is well generated in the sense of Neeman, any smashing weight structure w on C is generated by a perfect set of objects (moreover, w is also (strongly) well generated in a certain sense; see Theorem 4.4.3(II.2) of [Bon16] ). This statement doesn't make the construction of perfectly generated weight structures that are not compactly generated easy; however, a rich family of examples is mentioned in Remark 4.3.10 of ibid. (these weight structures are dual to the ones constructed in Corollary 4.3.9(2) of ibid. by means of Brown-Comenetz duality).
3 And the argument we use for the proofs is quite different from the clumsy argument used for the proof of loc. cit.
exists then it can be easily and canonically described in terms of w). We also describe a general construction that produces a vast family of weight-exact localizations and computes their hearts; this result generalizes the (main general) Theorems 4.2.3 and 4.3.1.4 of [BoS16] . Moreover, we obtain some new results on localizations of additive categories.
Let us now describe the contents of the paper. Some more information of this sort may be found in the beginnings of sections.
Section 1 is mostly dedicated to recollections on categories and weight structures; yet the easy Proposition 1.2.5 is new.
In §2 we prove some nice general lemmas on triangulated categories and use them to prove our main "construction of weight structures" Theorem 2.2.1 (yet one of its parts and some related results are proved in §4.1 only; see also Corollary 2.3.1 for the "smashing" version of this theorem). We also discuss examples for our theorem (this includes the aforementioned spherical weight structure on SH) and the relation of our construction to earlier results in this direction (i.e., to compactly generated and perfectly generated weight structures).
In §3 we study weight-exact localizations and their hearts (similarly to the aforementioned results of [BoS16] , the heart Hw ′ of w ′ can be described in terms of Hw only). We also discuss the relation of our results to so-called generalized universal localizations of rings (other related terms are silting and tilting objects; cf. Definition 5.1 of [BaPa13] ).
In §4 we use the theory of countable homotopy colimits (in triangulated categories) to construct and study certain functors R <∞ and L +∞ adjoint to embeddings, and to prove that the smallest triangulated subcategory of C that contains C w=0 and is closed under countable coproducts also contains C w≥0 if w is left non-degenerate; this subcategory equals C if we assume some more (rather reasonable) conditions. We also give some examples and comments to the results of §3. Next we recall some basics of the theory of weight complexes; it is used for the study of hearts in the previous section and also can be used for the calculation of the intersection of triangulated C 1 , C 2 ⊂ C (we formulate a statement of this sort that significantly generalized the main abstract result of [Bon18a] ).
Preliminaries
In §1.1 we introduce some definitions; possibly, the most "unusual" of them is the notion of an α-smashing category.
In §1.2 we recall some basics on weight structures and prove a few new results (that are rather easy).
Some definitions and conventions
We introduce some notions that will be used throughout the paper. Most of our definitions and conventions are well-known.
• Given a category C and X, Y ∈ Obj C we will write C(X, Y ) for the set of morphisms from X to Y in C.
• For categories C ′ , C we write C ′ ⊂ C if C ′ is a full subcategory of C.
• Given a category C and X, Y ∈ Obj C, we say that X is a retract of Y if id X can be factored through Y .
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• An additive subcategory B of additive category C is said to be Karoubiclosed in C if it contains all C-retracts of its objects. The full subcategory Kar C (B) of C whose objects are all C-retracts of objects of B will be called the Karoubi-closure of B in C.
• The Karoubi envelope Kar(B) (no lower index) of an additive category B is the category of "formal images" of idempotents in B. So, its objects are the pairs (A, p) for A ∈ Obj B, p ∈ B(A, A), p 2 = p, and the morphisms are given by the formula
The correspondence A → (A, id A ) (for A ∈ Obj B) fully embeds B into Kar(B). Moreover, Kar(B) is Karoubian, i.e., any idempotent morphism yields a direct sum decomposition in Kar(B).
• For an additive category B we write K(B) for the homotopy category of (cohomological) complexes over B; its full subcategory of bounded complexes will be denoted by K b (B). We will write M = (M i ) if M i ∈ Obj B are the terms of the complex M .
• A cardinal α is said to be regular if it cannot be presented as a sum of less then α cardinals that are less than α.
Throughout the paper α will denote some infinite regular cardinal that one can usually assume to be fixed.
• We will say that an additive category B is α-smashing whenever it contains coproducts for arbitrary families of its objects of cardinality less than α. For B satisfying this condition we will say that a class P ⊂ Obj B is α-smashing (in B) if it is closed with respect to B-coproducts of less than α of its elements. 5 Respectively, we will say that some P ⊂ Obj B or B itself is smashing whenever the corresponding object class contains B-coproducts of arbitrary small families of its elements.
6 So, if we will say that some P ⊂ Obj B is α-smashing (resp., smashing) then we will automatically mean that B is α-smashing (resp., smashing) also.
• The symbol C below will always denote some triangulated category; usually it will be endowed with a weight structure w. The symbols C ′ and D will also be used for triangulated categories only.
• For M, N ∈ Obj C we will write
Given P ⊂ Obj C we will write P ⊥ for the class
Dually,
• Given f ∈ C(M, N ), where M, N ∈ Obj C, we will call the third vertex of
• Assume that P is a subclass of Obj C. We will say that P is strict if it contains all objects of C isomorphic to its elements.
• For any A, B, C ∈ Obj C we will say that C is an extension of B by A if there exists a distinguished triangle A → C → B → A [1] .
• P ⊂ Obj C is said to be extension-closed if it is closed with respect to extensions and contains 0 (hence it is also strict).
We will call the smallest extension-closed subclass of objects of C that contains a given class B ⊂ Obj C the extension-closure of B.
• We will say that P strongly generates a subcategory D ⊂ C if D is the smallest full strict triangulated subcategory of C such that P ⊂ Obj D.
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• If C is an α-smashing (resp., smashing) triangulated category and P ⊂ Obj D then we will write [P] α (resp. [P] cl ) for the smallest extensionclosed α-smashing (resp., smashing) subclass of Obj C that contains P.
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Moreover, we will say that a full triangulated subcategory D ⊂ C is an α-localizing (resp., localizing) subcategory of C whenever the class Obj D is α-smashing (resp., smashing) in C. Respectively, we will call the full subcategory of C whose objects class equals
cl ) the α-localizing (resp., localizing) subcategory of C generated by P (note that this subcategory is certainly triangulated); we will write P α (resp. P cl ) for this subcategory.
Remark 1.1.1. 1. In this paper all categories are locally small, i.e., morphism classes (between two objects) in all categories are assumed to be sets. We will use the term class-categories for those "generalized" categories that do not necessarily satisfy this condition.
2. Certainly, class-categories become locally small and smashing categories become α-smashing for the corresponding α if one passes to a larger universe. We prefer to avoid this point of view below; this is usually easy (yet cf. Remark 3.2.3(4) below). However, the reader may easily note that some of our proofs can be simplified (in the obvious way) using larger universes. On the other hand, the reader interested in the arguments overcoming set-theoretic difficulties certainly should mind the distinction between the words "set" and "class" in the text.
3. Since the only class-categories in this paper that are not necessarily categories are localizations of (locally small) categories, we we will not mention class-categories in our formulations. For this reason we will sometimes say that a Verdier quotient category exists to mean that it is a (locally small) category.
Yet these restrictions can be ignored. In particular, this is the case for part 2 of the following well-known proposition. Proposition 1.1.2. Assume that C is an α-smashing category.
1. Then the coproduct of any family of C-distinguished triangles that is of cardinality less than α is distinguished also.
2. Let D be an α-localizing subcategory of C, and assume that the Verdier localization C ′ = C/D exists. Then C ′ is α-smashing also and the localization functor π commutes with coproducts of less than α objects.
2. This is Lemma 3.2.10 of ibid.
Weight structures: basics
Definition 1.2.1. A couple of subclasses C w≤0 and C w≥0 ⊂ Obj C will be said to define a weight structure w on a triangulated category C if they satisfy the following conditions. (i) C w≤0 and C w≥0 are Karoubi-closed in C (i.e., contain all C-retracts of their elements).
(ii) Semi-invariance with respect to translations.
We will also need the following definitions. Definition 1.2.2. Let i, j ∈ Z; assume that C is a triangulated category endowed with a weight structure w.
1. The full subcategory Hw ⊂ C whose object class is C w=0 = C w≥0 ∩ C w≤0 is called the heart of w.
3. C [i,j] denotes C w≥i ∩ C w≤j ; so, this class equals {0} if i > j.
C b ⊂ C (resp. C − , resp. C + ) will be the full subcategory of C whose object class is ∪ i,j∈Z C [i,j] (resp. ∪ i∈Z C w≤i , resp. ∪ i∈Z C w≥i ). We will say that the objects of these subcategories are w-bounded, w-bounded above, and w-bounded below, respectively.
4. We will say that M ∈ Obj C is right (resp. left) w-degenerate if it belongs to ∩ l∈z C w≤l (resp. to ∩ l∈Z C w≥l ).
Respectively, we will say that w is right (resp. left) non-degenerate whenever all its right (resp. left) degenerate objects are zero.
5. Let C ′ be a triangulated category endowed with a weight structure w ′ ; let F : C → C ′ be an exact functor.
We will say that F is left weight-exact (with respect to w, w ′ ) if it maps C w≤0 into C ′ w ′ ≤0 ; it will be called right weight-exact if it sends C w≥0 into C ′ w ′ ≥0 . F is called weight-exact if it is both left and right weight-exact. In the latter case F obviously restricts to an additive functor Hw → Hw ′ that will be denoted by HF .
6. For a triangulated subcategory D ⊂ C we will say that w restricts to D whenever the couple (C w≤0 ∩ Obj D, C w≥0 ∩ Obj D) is a weight structure on D.
7. For a regular cardinal α we will say that w is α-smashing (resp., smashing) if C is α-smashing (resp., smashing) and the class C w≥0 is so as well (and we will not usually say that C is α-smashing or smashing, respectively).
8. We will say that a class P ⊂ Obj C α-generates (resp., class-generates) w whenever C is α-smashing,
cl , and
cl ; see §1.1).
9. We will say that P ⊂ Obj C generates w if
10. Let P be a class of objects of an α-smashing (resp., smashing) triangulated category D.
We will say that P is α-negative (resp.,
. ℵ 1 -negative classes of objects will also be called countably negative ones.
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Remark 1.2.3. 1. A simple (though rather important) example of a weight structure comes from the stupid filtration on K(B) (or on K b (B)) for an arbitrary additive category B.
In either of these categories we take C w≤0 (resp. C w≥0 ) to be the class of objects in C that are homotopy equivalent to those complexes in C ⊂ K(B) that are concentrated in degrees ≥ 0 (resp. ≤ 0). Then one can take weight decompositions of objects given by stupid filtrations of complexes (cf. Remark 1.2.3(1) of [BoS18a] ); so we will use the notation w st for this weight structure. The heart of this stupid weight structure is the Karoubi-closure of B in C; thus for K(B) this heart is equivalent to Kar(B) (see Remark 2.1.4 below).
2. A weight decomposition (of any M ∈ Obj C) is (almost) never canonical. Still some choice of a weight decomposition of M [−m] shifted by [m] (for some m ∈ Z) is often needed. So we take a distinguished triangle
with some w ≥m+1 M ∈ C w≥m+1 , w ≤m M ∈ C w≤m ; we will call it an m-weight decomposition of M . We will use this notation below (though w ≥m+1 M and w ≤m M are not canonically determined by M ). Moreover, when we will write arrows of the type w ≤m M → M or M → w ≥m+1 M we will always assume that they come from some m-weight decomposition of M .
3. In the current paper we use the "homological convention" for weight structures; it was previously used in [Bon14] , [Bon16] , [BoK17] , [BoS18a] , [BoS18b] , [Bon18a] , and [Bon18b] , whereas in [Bon10] the roles of C w≤0 and C w≥0 are interchanged, i.e., one considers C w≤0 = C w≥0 and C w≥0 = C w≤0 . 4. Moreover, in [Bon10] both "halves" of w were required to be additive. Yet this additional restriction is easily seen to follow from the remaining axioms; see Remark 1.2.3(4) of [BoS18a] (or Proposition 1.2.4(4) below).
Thus any weight structure is ℵ 0 -smashing. Now we list a collection of properties of weight structures; we assume that C is (a triangulated category) endowed with a (fixed) weight structure w.
1. The axiomatics of weight structures is self-dual, i.e., on the category D = C op (so, Obj D = Obj C) there exists the (opposite) weight structure w op for which D w op ≤0 = C w≥0 and D w op ≥0 = C w≤0 .
2. C b , C + , and C − are Karoubi-closed triangulated subcategories of C, w restricts to each of them, and the hearts of the resulting weight structures equal Hw.
4. C w≤0 , C w≥0 , and C w=0 are (additive and) extension-closed.
5. C w≤0 is closed with respect to C-coproducts (i.e., it contains all those small coproducts of its elements that exist in C).
is a C-distinguished triangle and A, C ∈ C w=0 then this distinguished triangle splits; hence B ∼ = A C ∈ C w=0 .
7. For any (fixed) m-weight decomposition of M and an n-weight decomposition of M ′ (see Remark 1.2.3(2)) any morphism g ∈ C(M, M ′ ) can be extended to a morphism of the corresponding distinguished triangles:
Moreover, if m < n then this extension is unique (provided that the rows are fixed).
8. Take arbitrary choices of w ≤i M for all i ∈ Z. Then there exist unique morphisms c i : 11. Let v be another weight structure for C; assume C w≤0 ⊂ C v≤0 and C w≥0 ⊂ C v≥0 . Then w = v (i.e., these inclusions are equalities).
12. If M ∈ C w≥m then any choice of
14. If M belongs to C w≤0 (resp. to C w≥0 ) then it is a retract of any choice of w ≤0 M (resp. of w ≥0 M ).
15. w is completely determined by any class P that generates it, and we have P ⊂ C w≤0 for any P of this sort.
16. If C is α-smashing then the class
17. If w is α-smashing (and so, C is α-smashing also) then the classes C w=0 , C [0, 1] , and (more generally) C [m,n] are α-smashing. Moreover, the class
18. If w is α-smashing then C w=0 is an α-negative class.
Proof. Assertions 1-11 were proved in [Bon10] (pay attention to Remark 1.2.3(3) above!). Assertion 12 follows immediately from assertion 4. Assertion 13 is an easy consequence of assertion 7.
Assertion 14 is precisely Proposition 2.1.4(10) of [Bon16] (and follows immediately from assertion 13); assertion 15 is justified in Remark 2.1.5(1) of ibid. (and also easily follows from assertion 3).
Assertion 16 immediately follows from assertion 5. 17. The first part of the assertion is immediate from the definition of α-smashing weight structures combined with assertion 5. To obtain the "moreover" part of the assertion one should invoke assertion 4.
Assertion 18 is an easy combination of the Orthogonality axiom in Definition 1.2.1 with assertion 17.
We also single out two important (though simple) statements closely related to our proposition. Proposition 1.2.5. Assume that C is endowed with a weight structure w; let C ′ be a full triangulated subcategory of C.
1. Assume that C ′ is endowed with a weight structure w ′ . Then the embedding C ′ → C is weight-exact with respect to (w ′ , w) if and only if (w restricts to C ′ and)
Proof. 1. The "if" implication is immediate from definitions. Now we verify the converse implication; so we should check that that
follow from the definition of weight-exactness. Thus the converse inclusions follow from Proposition 1.2.4(3). 2. Obviously, w restricts to C ′ whenever for any object of C ′ there exists its weight decomposition inside C ′ . Now, if Obj C ′ contains Obj C − then for any M ∈ Obj C ′ and any w-
′ ; hence this choice of w ≥1 M is C-isomorphic to an object of C ′ as well. The proof of the assertion in the case Obj C + ⊂ Obj C ′ is dual to that in the previous case (and the statement itself is dual also; see Proposition 1.2.4(1)). Remark 1.2.6. 1. Below we will consider the following subcategory of C containing C − : in an ℵ 1 -smashing C we will use the notation C a− for the ℵ 1 -localizing subcategory of C generated by Obj C − . We will say that the objects of C a− are almost bounded above (with respect to w). Proposition 1.2.5(2) certainly implies that w restricts to C a− . 2. We formulate two more easy properties of C a− . Since C w≤m ⊥ Obj C +∞ , for any m ∈ Z we obtain that Obj C a− ⊥ Obj C +∞ also.
Moreover, any left weight-exact functor F : (C, w) → (D, v) that respects countable coproducts sends almost bounded above objects of C into that of D.
2 On α-generated and class-generated weight structures
In §2.1 prove two useful and general (though somewhat technical and easy) statements on triangulated categories that will be used for the construction of weight structures (as well as of so-called weak weight decompositions) below. In §2.2 we prove our first main theorem 2.2.1 on the existence and properties of a weight structure α-generated by an α-negative class P ⊂ Obj C; we also describe some examples and the relation of α-generated weight structures to (general) α-smashing ones.
In §2.3 we extend earlier results to the setting of class-generated weight structures. Once again we discuss examples as well as the relation of class-generated weight structures to earlier constructions of smashing weight structures.
Two useful lemmas
To prove the existence of certain weight decompositions we will need the following lemma. The formulation of its second part (as well as its proof) closely follows related arguments in several previous papers of the authors.
Proposition 2.1.1. Let P and Q be extension-closed α-smashing classes of objects in a triangulated α-smashing category C.
1. Then the set P ⋆ Q of all extensions of elements of Q by elements of P is α-smashing also.
2. Assume that P ⊥ Q [1] . Then P ⋆ Q is extension-closed.
Proof. 1. Immediate from Proposition 1.1.2(1).
2. It suffices to verify the following: for any distinguished triangles
with P i ∈ P and Q i ∈ Q there exists a distinguished triangle P 3 → E → Q 3 such that P 3 is an extension of P 2 by P 1 and Q 3 is an extension of Q 2 by Q 1 .
Since
whose rows are the corresponding distinguished triangles. Applying Proposition 1.1.11 of [BBD82] to the left hand square of this diagram we deduce the existence of a commutative diagram
whose rows and columns are distinguished triangles (for some P 3 , Q 3 ∈ Obj C).
Hence we obtain the result. 3. Since the class
is extension-closed and closed with respect to all coproducts that exist in C, it contains P whenever it contains P. Now we prove that certain classes of objects are Karoubian (see §1.1).
Proposition 2.1.2. Suppose that C
′ is a full subcategory of C, F ′ is an exact endofunctor on C ′ into itself, and P is an extension-closed subclass of Obj C
Proof. 1. The proof is an easy generalization of the arguments used for the proof of [Sch11, Theorem 3.1].
Certainly we can assume that Kar(C ′ ) ∼ = C and P is strict in C. Then the universal property of the Karoubi envelope construction yields that F ′ extends to an exact endofunctor of C; we will use the notation F for this extension. We obviously have
Now let M ∈ P, and assume that
Taking the direct sum of the triangles 0 → F (X)
and
, we obtain the distinguished triangle
.
belongs to P according to our assumptions.
Since P is extension-closed, it is also additive; hence the object
belongs to P. Taking the (split) distinguished triangle
(where pr X is the natural projection of H into X) we conclude that
Obviously, this assertion is the categorical dual to the previous one.
Corollary 2.1.3. 1. If P satisfies the assumptions of any of the parts of our proposition and is also strict (i.e., closed with respect to C-isomorphism) then it is also Karoubi-closed in C.
2. Assume that C is α-smashing for some α ≥ ℵ 1 . Then for any P ⊂ Obj C we obtain that the classes
α are Karoubian and Karoubi-closed in C.
Proof. 1. Just note that any strict Karoubian subclass of Obj C is obviously Karoubi-closed in C.
2. Certainly,
) and apply part 1 (resp. part 2) of Proposition 2.1.2 to obtain that C 1 (resp. C 2 ) is Karoubian. Since these classes are strict in C by definition, we also obtain that they are Karoubi-closed in C.
appear to be the main examples of the functors that can be taken for F in the context of Proposition 2.1.2. Our main reason to consider a "general" functor F is that these two examples are "not quite self-dual".
2. Recall that in Remark 3.3 of [Sch11] it was proved that for an arbitrary additive category B the classes C 1 and C 2 of B-complexes concentrated in degrees at most 0 and at least 0, respectively, are Karoubian (hence, their closures with respect to K(B)-isomorphisms are Karoubi-closed in the category K(B)).
We (essentially) repeat the proof here. It certainly suffices to prove that C 1 is Karoubian since the statement for C 2 is its dual. We take C ′ = K − (B) (the homotopy category of bounded above complexes) and
This example explains why we consider two not (necessarily) equal triangulated categories C ′ ⊂ C in Proposition 2.1.2 (note that the functor F cannot be extended to C = K(B) in general).
3. Certainly, we may take P = Obj C in Corollary 2.1.3; thus any ℵ 1 -smashing triangulated category C in Karoubian. So we re-prove Proposition 1.6.8 of [Nee01] using a certain Eilenberg swindle argument.
Generating weight structures by (countably) negative classes
Till the end of this subsection we will assume that C and C ′ are α-smashing triangulated categories for some regular α.
We prove the basic properties of weight structures that are α-generated by some P ⊂ Obj C (see Definition 1.2.2 and §1.1 for the definitions mentioned in our theorem).
Theorem 2.2.1. 1. Assume that α > ℵ 0 and P is an α-negative class of objects of an (α-smashing) triangulated category C ′ ; denote by C the α-localizing subcategory of C ′ generated by P. Then there exists an α-smashing weight structure w on C that is α-generated by P.
2. Conversely, if a weight structure w on a (triangulated α-smashing) category C is α-generated by some P ⊂ Obj C then P is α-negative. Moreover, w is left non-degenerate and generated by P.
3. The heart of the weight structure w in part 2 consists of all C-retracts of coproducts of families of elements of P of cardinality less that α. 4. Assume that (C, w) is as in assertion 2 and F : C → D is an exact functor respecting coproducts of less than α objects, where D is a triangulated category endowed with a weight structure v. Then F is left weight-exact if and only if
5. Under the assumptions of the previous assertion suppose in addition that F is weight-exact and surjective on objects, and α > ℵ 0 . Then the weight structure v is α-generated by F (P).
In particular, w is the only α-smashing weight structure on C whose heart contains P.
6. Assume that α ≥ ℵ 1 and C is an α-smashing triangulated category. Then a class P ⊂ Obj C is α-negative if and only if the class P α consisting of all coproducts of families of elements of C of cardinality less than α is countably negative.
Proof. 1. We should prove that the couple
α is α-smashing). These classes are Karoubi-closed in C according to Corollary 2.1.3(2). The corresponding semi-invariance with respect to shifts properties are obvious. Since P is α-negative, the orthogonality axiom follows from Proposition 2.1.1(3) (we take
α , and s = 0 in it). Parts 1 and 2 of the proposition imply that the class
) (where the operation −⋆− is defined in Proposition 2.1.1 (1)) is extension-closed and α-smashing; hence it coincides with Obj C and we obtain the weight decomposition axiom.
2. Once again, if w is α-generated by P then w is α-smashing. Hence C w=0 is α-negative (see Proposition 1.2.4(18)); thus P also is. Now let M be a left weight-degenerate object of C; consider the class P = ⊥ M . Since P[i] ⊂ C w=i for all i ∈ Z, the orthogonality axiom for w implies that P contains ∪ i∈Z P[i]. Since P is obviously α-smashing and extension-closed, it also contains M ; hence M = 0.
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12 If α ≥ ℵ 1 then nothing will change if we take C ′ -retracts here, since C is Karoubi-closed in C ′ (apply either Corollary 2.1.3(2) or Remark 2.1.4(3)). 13 This simple argument probably originates from [Nee01] .
Lastly, the class R = (∪ i<0 P[i])
⊥ certainly contains C w≥0 . So for N ∈ R we should verify that N ∈ C w≥0 . Once again we note that the class ⊥ N is α-smashing and extension-closed; since it contains P[i] for all i < 0, it also contains
Hence N belongs to C w≥0 (see Proposition 1.2.4(3)). Thus R = C w≥0 indeed.
3. Denote our candidate for C w=0 by C. Firstly we note that C ⊂ C w=0 since the latter class is α-smashing (see Proposition 1.2.4(17)) and Karoubiclosed in C.
Applying Proposition 1.2.4(6) we obtain that C is extension-closed (since this class is certainly additive); certainly, it is also α-smashing.
Next, the class C ⋆ C w≥1 is extension-closed and α-smashing according to Proposition 2.1.1 (1, 2) . Hence this class coincides with 14)) we obtain that M ∈ C.
4. Since F respects coproducts of less than α objects, we have
It remains to recall that D v≤0 is closed with respect to D-coproducts (see Proposition 1.2.4(5)), and D v≤0 is α-smashing whenever v is (by definition).
5. According to Proposition 3.1.1(1) below we have
α )). Since F respects coproducts and w is α-smashing, we obtain that v is α-smashing also. Hence We conclude by noting that the "in particular" part of our assertion immediately follows from the "main" part if we take F being the identity of C.
6. The "only if" implication is obvious; the converse one is given by Corollary 4.1.4(I.2) below. Now we discuss examples to our theorem and its actuality. Remark 2.2.2.
1. It is certainly interesting to know which α-smashing weight structures are α-generated by some classes of objects. Obviously, if w is α-generated by some P then it is also α-generated by C w=0 . So, the question is whether C = C w=0 α . We don't know any "complete" answer to this question; so here we will only note that this is the case if C = P α for some class P ⊂ Obj C b (according to Proposition 1.2.4(9)).
If we assume in addition that w is generated by this P then this condition may be re-formulated as follows:
Some more results in this direction may be found in Corollary 4.1.4(II.2) and Remark 4.1.5(1) below.
2. Now we describe rather explicit examples of P ⊂ Obj C ′ such that P satisfies the α-negativity condition.
Certainly, for any α-smashing additive category B the class Obj B is α-smashing in the category C ′ = K(B), and part 4 of our theorem implies that the corresponding w is the restriction to C of the weight structure w st on C ′ (see Remark 1.2.3(1)).
One can easily generalize this example by choosing some d ≥ 0 and a differential graded category C such that C i (M, N ) = {0} for any M, N ∈ Obj B whenever i > 0 or i < −d (see §6.1 of [Bon10] for the notation) that is α-smashing in the obvious sense. We take C ′ to be the homotopy category of the easily defined category of unbounded twisted complexes over C (cf. loc. cit.; twisted complexes were originally defined in [BoK90] , and we assume C i (M, N ) = {0} for i < −d to ensure that unbounded twisted complexes can be defined without any problem). Then the homotopy category of C is a full subcategory of C ′ that easily seen to be α-negative in it.
Lastly, one can obtain plenty of examples of α-generated weight structures via weight-exact localizations; see Theorem 3. 3. For any α-smashing weight structure w on C, any regular infinite β ≤ α, and any P ⊂ C w=0 part 1 of our theorem gives a weight structure on the category P β . Moreover, Proposition 1.2.5(1) (along with part 4 of our theorem) implies that this weight structure is the restriction of w to P β . So, if we fix P and vary β then we obtain a filtration of C by subcategories such that w restricts to them. As we will demonstrate in Remark 2.3.2(3) below, it does make sense to take P = C w=0 here.
4. Certainly, a class P ⊂ Obj C is ℵ 0 -negative if and only if P ⊥ P[i] for all i ≥ 0 (we will also say that P is just negative if the latter condition is fulfilled). The authors doubt that any similar easy criterion is available for α > ℵ 0 (yet see Theorem 2.2.1(6)). However, we will mention a certain condition that implies α-negativity in Remark 4.3.4 below.
5. The filtration on an α-smashing category C generated by a given α-negative P ⊂ Obj C (see part 3 of this remark) can easily be "completed" by terms corresponding to those cardinals that are not regular (and less than α). Indeed, to any cardinal β (that is less than α) one can associate the subcategory C β P = ∪ γ≤β P γ (here γ runs through regular cardinals that are not greater than β). C β P certainly coincides with P β if β is regular, and the weight structure w α-generated by P obviously restricts to C β P . So, the only "problem" with C β P is that it does not have to be β-smashing (unless β is regular).
6. Lastly, we wouldn't have to exclude the case α = ℵ 0 in parts 1 and 5 of our theorem if we have had modified our definition of the weight structure ℵ 0 -generated by P as follows:
On class-generated weight structures
Due to the importance of the smashing case of our statements we treat them separately (though this is not absolutely necessary; cf. Remark 1.1.1 (2)). So till the end of this section we will assume that C is smashing.
The following corollary is possibly even more actual than Theorem 2.2.1 itself. Once again, one may consult Definition 1.2.2 and §1.1 for the definitions mentioned in it.
Corollary 2.3.1. 1. The natural "smashing" versions of all of the assertions of Theorem 2.2.1 are fulfilled.
In particular, if C is generated by its class-negative class of objects P as its own localizing subcategory then there exists a smashing weight structure w on C that is class-generated by P. Moreover, w is generated by P, w is the only smashing weight structure on C whose heart contains P, and C w=0 consists of all C-retracts of coproducts of families of elements of P. Furthermore, for a smashing weight structure v on (a smashing triangulated category) D an exact functor F : C → D that respect coproducts is left (resp. right) weight-exact if and only if it sends P into C w≤0 (resp. into C w≥0 ).
2. For any infinite regular α this weight structure w restricts to an α-smashing weight structure w α that is α-generated by P on the category P α . Furthermore, for any (not necessary regular) cardinal β our w restricts to the triangulated subcategory of C whose object class equals C β P = ∪ γ≤β Obj( P γ ) (here γ runs through regular cardinals that are not greater than β).
3. A smashing weight structure w on C is class-generated by C w=0 whenever C = P cl for some P ⊂ Obj C b . Moreover, if w is generated by P then it suffices to assume that for each M ∈ P there exists
Proof. 1. It is easily seen that this statement follows from Theorem 2.2.1 applied for α running through all infinite regular cardinals. Indeed, a weight structure (and a triangulated category) is smashing if and only if it is α-smashing for all α, P is class-negative if and only if it is α-negative for all α, etc., and it remains to note that for any I ⊂ Z (the "actual" cases here are I = Z, I = N,
cl is the union of [(∪ i∈I P[i])] α for all (infinite regular) α (since this union is obviously closed with respect to C-coproducts).
Alternatively, one can modify the proof Theorem 2.2.1 in the obvious way, or pass to a larger universe (cf. Remark 1.1.1(2)).
2. Both statements follow from our definitions along with Theorem 2.2.1(1) immediately.
3. To prove the first statement it suffices to recall that P ⊂ C b = C w=0 (see Proposition 1.2.4(9)). Next, if P generates w then P ⊂ C w≤0 (see Proposition 1.2.4(15)), whereas the assumption on the existence of i M is equivalent to M ∈ C w≥−iM according to Proposition 1.2.4(3). Now we discuss the assumptions of our corollary and examples for it.
Remark 2.3.2.
1. The assumptions on P in part 3 of the corollary are fulfilled for the categorical duals of all the Gersten weight structures studied in [Bon18b] (whereas these Gersten weight structures themselves are cosmashing and cocompactly cogenerated); see Theorems 3.3.2(7) and 5.1.2(II.6) of ibid. Now we describe a simple example for our corollary that is actual for [BoK17] . For a smashing additive category B one can take the smashing category C ′ = K(B), consider its localizing subcategory C generated by Obj B, and the weight structure w class-generated by Obj B in C. w is the only smashing weight structure on C whose heart contains Obj B (see part 1 of our corollary). On the other hand, the stupid weight structure on C ′ (see Remark 1.2.3) is smashing on C ′ ; it restricts to C since Obj C contains C Another interesting observation is that this category C ′ is easily seen not to contain non-zero right or left weight-degenerate objects. Moreover, C ′ is "usually" distinct from C. For instance, for B being the category of free
is non-zero and it is not contained in the corresponding C ⊂ C ′ = K(B) since Z/4Z[i] ⊥ M for all i ∈ Z (and it follows that Obj C ⊥ C ′ M ). Note also that C ′ is ℵ 1 -well-generated in this case, see Theorem 5.9 of [Nee08] .
Furthermore, this example can be easily generalized using twisted complexes over negative differential graded categories (cf. Remark 2.2.2(2)).
2. So we recall that an object M ∈ Obj C is said to be compact if the functor C(M, −) : C → Ab respects coproducts. Certainly, if P consists of compact objects then it is class-negative if and only if it is negative (see Remark 2.2.2(4)). Negative classes of compact objects yield an important family of examples for our theorem (note here that the clumsy argument used for the proof of the corresponding particular case of our theorem in [Bon10, Theorem 4.5.2] can be used only if we have a negative set of compact generators, and passing to a larger universe does not help here).
Moreover, one can obtain plenty of examples as follows: an arbitrary set of compact objects in C generates a smashing weight structure w (see Theorem 5 of [Pau12] or Remark 4.2.2(1) of [Bon16] ), and w restricts to the weight structure class-generated by C w=0 on the localizing subcategory of C that is class-generated by C w=0 (see Corollary 2.3.1(1)).
3. Now we describe an important example to our corollary in detail.
We take C = SH (the stable homotopy category) and P = {S} (the sphere spectrum). Then S is compact, P is negative in SH and also generates SH as its own localizing subcategory. Hence P is also class-negative; thus there exists a weight structure class-generated by P on SH. We also obtain that w is generated by P. Hence w coincides with the spherical weight structure w sph on SH; this weight structure was studied in §4.6 of [Bon10] and in §2.4 of [Bon15] . Now, the equality
cl is not mentioned in these papers (so, the result is new).
Moreover, we obtain a filtration of SH by P α (and by SH β P ) such that w sph restricts to its levels. It can be easily verified that for any β > ℵ 0 a spectrum P belongs to SH β P (recall that this class equals Obj( P β ) if β is regular) if and only if P can be presented by CW complexes consisting of less than β cells (here one can apply the fact that for a regular β the category of spectra satisfying this condition is obviously β-smashing). Moreover, the category P ℵ0 consists of finite spectra; cf. §4.6 of [Bon10] .
Lastly we note that part 2 of our corollary gives the following nice weightexactness criterion for w sph : an exact functor F : C → D as in the corollary (i.e., F respects coproducts and D is endowed with a smashing weight structure v) is left (resp., right) weight-exact if and only if
4. Recall that a class P ⊂ Obj C is said to be perfect (cf. Remark 4.3.4 below) if the morphism class
is closed with respect to coproducts (cf. Remark 4.3.5 of [Bon16] where this definition of perfect classes is shown to be closely related to other versions of this notion, which essentially originates from [Nee01]); P is said to be countably perfect if the class Null(P) is closed with respect to countable coproducts. Certainly, any class of compact objects (of C) is perfect.
Now, Theorem 4.3.1 of [Bon16] says that any countably perfect set of objects generates some weight structure; this result appears to be the most general statement on the construction of unbounded weight structures.
14 So it is an actual question which weight structures constructed by means of the results of the current paper cannot be obtained from that theorem.
Firstly we note that loc. cit. cannot be applied if C is not smashing (in contrast to Theorem 2.2.1); moreover, it appears to be quite difficult to extend the arguments used in the proof of loc. cit. to the non-smashing setting.
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Another way to obtain examples that are not perfectly generated is to consider "big ascending systems" of triangulated categories. In particular, if {C i : i ∈ I} is a proper class of non-zero smashing triangulated categories that are generated by class-negative classes P i ⊂ Obj C i then one can take the category C whose objects are those families (M i : M i ∈ Obj C i ) such that {i ∈ I; M i = 0} is (only) a set. This C is easily seen to be generated by the corresponding class-negative class P as its own localizing subcategory; yet it is easily seen not to be generated by any set of objects (as its own localizing subcategory). Thus the corresponding weight structure w is not generated by any set of objects either. One may say that Corollary 2.3.1 can be used for treating weight structure for "really big" triangulated categories in contrast to Theorem 4.3.1 of [Bon16] . Note also that no version of the pseudo-perfectness assumption on C (see Remark 4.3.4 below) is sufficient to make the proof of loc. cit. work.
5. Our calculation of C w=0 for a class-generated weight structure w yields that w coincides with the weight structure class-generated by some P ⊂ C w=0 (certainly, this is the case if and only if C = P cl ) if and only if any element of C w=0 is a retract of a coproduct of a family of elements of P. Hence it is rather reasonable to ask when one can choose a set P satisfying this condition. So we recall the following statement: a set P satisfying our conditions exists whenever C is generated by some set of its objects as its own localizing subcategory (see Proposition 2.5.1(10) of [Bon16] ).
3 On weight-exact localizations
This section is dedicated to those localization functors π : C → C ′ that are weight-exact (with respect to some (w, w ′ ); we will say that w descends to C ′ if such a weight structure w ′ exists). We start with some statements concerning weight-exact functors that are essentially surjective on objects. Next we prove Theorem 3.1.3 that contains both an if and only if criterion for the weight-exactness of π (and so, for the existence of the corresponding w ′ ) and a construction of a vast family of weight-exact localizations (that contains the families considered in [BoS16] ).
In §3.2 we calculate the heart of the weight structure w ′ constructed by means of the aforementioned theorem. These statements are natural generalizations of the corresponding results of [BoS16] (and the remaining "calculational" statements automatically extend to our setting also); in particular, Hw ′ can be obtained from Hw by means of a certain universal construction that mentions additive categories only.
In §3.3 we discuss the relation of weight-exact localizations to generalized universal localizations of rings.
Criteria for weight-exactness of localizations
We start from the following general statement.
Proposition 3.1.1. Let C and C ′ be triangulated categories endowed with weight structures w and w ′ , respectively; let F : C → C ′ be an exact functor that is essentially surjective on objects.
1. Then F is weight-exact with respect to (w, w ′ ) if and only if w ′ = (Kar C ′ (F (C w≤0 ) ), Kar C ′ (F (C w≥0 )) ).
2. Moreover, if this is the case then we also have C
3. Furthermore, if F is weight-exact and respects coproducts of less than α objects (resp., all small coproducts) and w is α-smashing (resp. smashing) then w ′ also is. 4. Assume that F is weight-exact; let G : C ′ → D be an exact functor, where D is a triangulated category endowed with a weight structure v, and assume that G•F is weight-exact (with respect to (w, v) ). Then G is weight-exact (with respect to (w ′ , v)) also.
Conversely, if F is weight-exact with respect to (w, w ′ ) then we certainly have
According to Proposition 1.2.4(11) it remains to verify that (Kar C ′ (F (C w≤0 )), Kar C ′ (F (C w≥0 ))) is a weight structure on C ′ also. Now, the orthogonality axiom for this couple follows from that for w ′ , whereas the remaining axioms are obvious (in particular, one can take C ′ -weight decompositions "coming from C"; cf. the proof of assertion 2).
. The proof of the converse inclusion is a simple application of the axioms of weight structures.
For N ∈ C ′ [m,n] and M ∈ Obj C such that F (M ) ∼ = N we apply F to an n-weight decomposition of M to obtain a w ′ -n-decomposition distinguished triangle
and it suffices to verify that N ′ = F (w ≤n M ) is a retract of an element of F (C [m,n] ). Now we apply an "almost dual" argument to N ′ . For M ′ = w ≤n M we take an m − 1-weight decomposition of M and apply F to it to obtain the following triangle:
. It remains to recall that w ≥m M ′ ∈ C [m,n] according to Proposition 1.2.4(12). 3. We should prove that C ′ w ′ ≥0 is closed with respect to coproducts of less than α objects (resp., all coproducts). Since C ′ w ′ ≥0 = Kar C ′ (F (C w≥0 )), this statement follows from the corresponding property of w (note that a coproduct of retracts of F (M i ) for M i ∈ C w≥0 is a retract of F (M i )).
4. Obvious from the description of w ′ .
Remark 3.1.2. Part 1 of our proposition certainly means that there is at most one weight structure w ′ such that F is weight-exact; this weight structure exists whenever (Kar C ′ (F (C w≤0 )), Kar C ′ (F (C w≥0 )) ) is a weight structure on C ′ . In the latter case we will say that w descends to C ′ , and the corresponding w ′ is the descended weight structure. Below we will be interested in the case where F is some Verdier localization functor (certainly, F is surjective on objects in this case).
We will usually use the following notation: D is a full triangulated subcategory of C, C ′ = C/D, π : C → C ′ is the localization functor, w ′ denotes the couple (Kar C ′ (π(C w≤0 )), Kar C ′ (π(C w≥0 ))) whether this is a weight structure on C ′ or not. Some more comments to our proposition are given in Remark 4.2.4 below. Now we prove our first theorem about weight-exact localizations.
Theorem 3.1.3. Assume that w is a weight structure on C, and D is its full triangulated subcategory such that the Verdier localization C ′ = C/D exists (i.e., all its Hom-classes are sets; see Remark 1.1.1(3)).
1. Then w descends to a weight structure w ′ on C ′ (see Remark 3.
1.2) if and only if for any
such that i factors through (an element of) C w≤0 and j factors through C w≥0 . 2. The assumption of assertion 1 is fulfilled whenever for any M ∈ Obj D there exists a distinguished triangle
with L D N ∈ Obj D ∩ C w≤0 and R D N ∈ Obj D ∩ C w≥0 . If this condition is fulfilled then we will say that there exist weak w-decompositions inside D.
3. Weak w-decompositions exist inside D if either (i) there exists a regular (infinite) cardinal α such that w is α-smashing (and so, C also is) and D = B α , where B = B 0 ∪ B 1 ∪ B 2 , and B 0 consists of cones (in C) of a class S of Hw-morphisms, elements of B 1 are left w-degenerate, and elements of B 2 are right w-degenerate.
(ii) C and w are smashing and D = B cl for B as above.
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Moreover, in case (i) the functor π respects coproducts of less than α objects, and in case (ii) π respects all coproducts (thus the category C ′ in these cases is closed with respect to coproducts of the corresponding sorts), and the descended weight structure w ′ is α-smashing (resp., smashing).
Proof. Recall that we write π for the localization functor C → C ′ . 1. Assume that D(N ) exists for any N ∈ Obj C. Then we check that the couple w ′ described in Remark 3.1.2 is a weight structure on C.
′ by construction. Moreover, any object of C ′ possesses a "decomposition with respect to w ′ " obtained by applying π to a weight decomposition of its preimage in C.
Hence it remains to prove the orthogonality axiom. It certainly suffices to verify that π(C w≤0 ) ⊥ C ′ π(C w≥1 ).
So, let φ ∈ C ′ (X, Y ), where X ∈ C w≤0 , Y ∈ C w≥1 (here we use the same notation for objects of C and for their images in C ′ ). By the theory of Verdier localizations, φ can be presented as a composition f •s −1 , where f ∈ C(T, Y ), s ∈ C(T, X) for some object T of C such that E = Cone(s)[−1] ∈ Obj D. Denote by p the cone map X → E [1] and by q the composed morphism E → Y . Consider a decomposition of the type (3.1.1) for E:
The composition j [1] •p is zero since it factors through a morphism from X ∈ C w≤0 to an element of C w≥1 (by our assumptions on D(E)); hence p factors as i [1] •p ′ , where p ′ ∈ C(X, LE [1] ). Applying the octahedron axiom of triangulated categories to the corresponding commutative triangle we obtain the existence of
Since the morphism f • e • b factors through i, it is zero by our assumptions on D(E) (since it factors through a morphism from C w≤0 into Y ∈ C w≥1 ); hence f • e factors through X. Since C(X, Y ) = {0}, f • e = 0 in C; thus φ = 0.
Conversely, assume that w ′ is a weight structure on C ′ . We take the −1-weight decomposition of M , i.e., a choice of the distinguished triangle (1.2.1) for M = N and m = −1. Then the "boundary" morphism w ≥0 N s → (w ≤−1 N ) [1] in this triangle is invertible in C ′ (since its cone is killed by π). Choose some w ≥1 N and consider the canonical morphism w ≥0 N f → w ≥1 N "compatible with g = id N " as given by Proposition 1.2.4(7) (cf. part 8 of that proposition). Then f • s −1 = 0 in C ′ by the orthogonality axiom for w ′ . Hence π(f ) = 0; thus f factors through some object of D. We take this object for RN and complete the corresponding composition map j : N → w ≥0 N → RN to a distinguished triangle that we denote as in (3.1.1).
It remains to verify that i factors through C w≤0 . Completing the commutative triangle N → RN → w ≥0 N to a commutative diagram
we obtain that i factors through w ≤0 N ∈ C w≤0 indeed.
2. It certainly suffices to verify that the distinguished triangle (3.1.2) satisfies the conditions for D (N ) (see (3.1.1)) , which is obvious.
3. We should prove that the class D = (Obj D ∩ C w≤0 ) ⋆ D (Obj D ∩ C w≥0 ) (where − ⋆ − is defined in Proposition 2.1.1(1))) equals Obj D.
In case (i) this class is extension-closed and α-smashing according to Proposition 2. 1.1(1,2) . Since In case (ii) we note that (∪ i∈Z P[i]) cl is the union of the classes (∪ i∈Z P[i]) α for all (infinite regular) α (cf. the proof of Corollary 2.3.1(1)); hence D = Obj D in this case as well. Lastly, the functor π respects the coproducts in question according to Proposition 1.1.2(2) (cf. also Corollary 3.2.11 of [Nee01] ) hence w ′ is α-smashing (resp., smashing) according to Proposition 3.1.1(3). [BoS16] , where the case B = B 0 and α = ℵ 0 was considered. We also do not assume that C is small (as was done in loc. cit.); yet this does not really affect the proof.
In §3.2 below we will give certain descriptions of Hw ′ in the settings of parts 2 and 3 of our theorem; these statements and their proofs are closely related to Theorem 4.2.3(4-5) of [BoS16] .
Note also that part 2 of that theorem is a particular case of our Proposition 3.1.1(2).
2. One of the main settings considered in ibid. was as follows:
is the homotopy category of bounded complexes (where R is a unital ring and FGProjR − Mod is the category of finitely generated projective left R-modules), w is the stupid weight structure on C, B = B 0 = Cone(S) for S being a set of morphisms in FGProj R − Mod. It was proved that the endomorphism ring of π( R R) ( R R is R considered as a left R-module) in C ′ gives the so-called non-commutative or universal localization of R with respect to S (a-la Cohn; cf. §3.3 below).
3. Now we make some remarks related to part 1 of our theorem. Applying Proposition 1.2.4 (7) we immediately obtain that a distinguished triangle of the form (3.1.1) satisfies the factorizability assumptions in question if and only if i factors through any fixed choice w ≤0 N and j factors through a (fixed) choice of w ≥0 N . Another equivalent formulation is that for any Y ∈ C w≥1 , Y ′ ∈ C w≤−1 , and morphisms f ∈ C(N, Y ), f ′ ∈ C(Y ′ , N ), the compositions f • i and j • f ′ are zero. Next, we don't have any examples of weight-exact localizations π : C → C/D for which we can prove that weak w-decompositions inside D (as in part 2 of the theorem) do not exist. However, in §3.3 we will describe a reasonable candidate for such an example in terms of so-called generalized universal localizations of rings.
Another interesting question is whether given any triangulated subcategory D of C the class {N ∈ Obj C} such that a triangle D (N ) (see (3.1.1) ) exists is extension-closed.
Some more comments to our theorem can be found in §4.2 below.
Calculation of hearts for weight-exact localizations
To calculate the functor Hπ : Hw → Hw ′ under the assumptions of Theorem 3.1.3(3) we prove that it is "essentially determined" by the w-bounded subcategories of C and D. Next, for any set P ⊂ C w=0 we take C P = P α and D P = Cone(S ∩ Mor(C P )) α . Then these categories are essentially small, w restricts to a weight structure w P on C P , and w P descends to a weight structure w ′P on C ′P = C P /D P . Moreover, we have a natural direct system of weight-exact functors i P : C ′P → C ′ (for P running through all subsets of C w=0 ) that gives a full embedding of the 2-colimit category lim − →P C ′P,b into C ′b .
Proof. 1. Obvious (recall that C + , C − , and C b are full strict triangulated subcategories of C).
2. π restricts to a full embedding C − /D − → C ′ according to (the easy) Proposition 4.4.2 below. Dualizing this statement we obtain that C + /D + embeds into C ′ also. Lastly, combining these two statements one obtains that π embeds the category C b /D b into C ′ as well (recall that w restricts to C − and note that the objects of C − that are bounded below with respect to this restriction are precisely the objects of C b ). 3. This statement can be easily deduced from the simple Proposition 1.1.9 of [BBD82] , and it essentially coincides with Corollary 3.1.4(2) of [BoS18b] .
4. The category C P is essentially small according to Proposition 3.2.5 of [Nee01] ; hence D P also is. w restricts to C P according to Theorem 2.2.1(1,4) (along with Proposition 1.2.5(1); see also Remark 2.2.2(6) for the case α = ℵ 0 ). w P descends to C ′P according to Theorem 3.1.3(3(i)). Our definitions easily give the existence and weight-exactness of the functor i P ; see the diagram
Next, applying assertion 2 we obtain that in the commutative square of functors
the rows are full embeddings. Recalling the definition of Verdier localizations along with our assertion 3 (and Proposition 1.2.4(10)) we obtain that it remains to verify the following: for any set Q of objects of C b there exists a set P ⊂ C w=0 such that Q ⊂ Obj C P . The latter statement immediately follows from Proposition 1.2.4(9). Now we are able (essentially) to calculate the functor Hπ. Our arguments are rather similar to that of [BoS16] (and also rely on several results of loc. cit.); yet the conclusions are much more general. Theorem 3.2.2. Assume that a weight structure w on C is α-smashing for some regular α (resp., w is smashing); let D be the α-localizing (resp. localizing) subcategory of C generated by B = B 0 ∪ B 1 ∪ B 2 , where B 0 consists of cones (in C) of a class S 0 of Hw-morphisms, elements of B 1 are left w-degenerate, and elements of B 2 are right w-degenerate. Suppose that the localization functor π : C → C ′ = C/D exists (in the sense of Remark 1.1.1(3)). 1. Then for the heart Hw ′ of the the weight structure w ′ descended from w to C ′ (see Theorem 3.1.3(3)) the corresponding functor Hπ : Hw → Hw ′ factors as the composition of the localization π Hw of the category Hw by the morphism class S = {s ∈ Mor(Hw) : Cone(s) ∈ Obj D} with a full embedding
Any morphism in this category Hw[S −1 ] can be presented as gs −1 i, where g, s, and i are Hw-morphisms, s ∈ S, and i is a coretraction (i.e., it is split injective).
3. Hw[S −1 ] is the target of the universal additive functor Hw → B that makes all elements of S 0 invertible and respects coproducts of less than α objects (resp., all small coproducts; so, a functor satisfying this universality condition exists whenever C ′ does). 4. Hw[S −1 ] is isomorphic (in the obvious way) to the category Hw[S ′−1 ], where S ′ is the closure of S 0 ∪ {id(M ) : M ∈ C w=0 } with respect to coproducts of less than α morphisms (resp., with respect to all small coproducts).
Proof. It is easily seen that Proposition 3.2.1(4) reduces the α-smashing version of our assertions to the case where C is small. Moreover, this proposition also implies the following: if C, w, and D are as in the smashing version of our assertions, and for any regular cardinal β and P being a subset of C w=0 we write C P,β for P β C , D P,β = Cone(S ∩Mor(C P )) β , then for the corresponding weight structures w ′P,β on C ′P,β = C P,β /D P,β the natural functors i P : C ′P,β → C ′ induce a full embedding of the 2-colimit C ′P,β,b into C ′b (here we set (P, β) ≤ (P ′ , β ′ ) whenever P ⊂ P ′ and β ≤ β ′ ). Hence to prove this version of our theorem it also suffices to consider the case where C is small and α-smashing (for some regular α). Thus we can ignore the existence of localizations matter.
1. Proposition 3.2.1 allows us to assume that w is bounded, D is strongly generated by the set Cone(S), and (respectively) α = ℵ 0 . In this case Theorem 4.2.3(4) of [BoS16] (2)) and Hw is closed with respect to C-coproducts of this sort (see Proposition 1.2.4(17)), the localization functor π Hw is an additive functor that respects coproducts of less than α objects and makes all elements of S 0 invertible. Thus to check our assertion it suffices to verify that any functor F : Hw → B that fulfils these properties uniquely factors through π Hw . Moreover, assertion 2 implies that the factorization is unique if exists. Now the theory of weight complexes (that we will recall below) gives an explicit factorization of F through π Hw .
We consider the composition G = K w (F ) • t : C → K w (B) (see Definition 4.3.1 and Proposition 4.3.2). We claim that G factors through the localization functor π : C → C ′ . By the universal property of "abstract" localizations, it suffices to verify for any
According to Proposition 4.3.2(6), it suffices to check that G(X) = 0. Moreover, Proposition 4.3.2(3,2,6) confines us to checking that G(X) = 0 if X ∈ B. Now, the latter fact is given by Proposition 4.3.2(7) if X ∈ B 1 or X ∈ B 2 , whereas for X ∈ B 0 one should apply parts 4 and 6 of the proposition.
Thus the restriction of G to Hw factors through π Hw , and it remains to note that this restriction equals the composition of F with the embedding Hw → K w (Hw) according to part 4 of the proposition.
4. The functor Hw → Hw[S ′−1 ] is additive and respects coproducts of less than α objects according to (the rather easy) Proposition 4.4.1 below. Hence it factors through π Hw according to the universality property given by the previous assertion. Since any additive functor from Hw that respects coproducts of this sort and makes elements of S 0 invertible also makes all elements of S ′ invertible, we obtain that π Hw factors through this localization Hw → Hw[S ′−1 ]. Hence these two localization functors are isomorphic. . So, we have an explicit description of all morphisms in this localization (that is closely related to part 2 of our theorem) as well as of a sum, a direct sum, and any composition of morphisms presented in this form; the most nasty part of the proposition gives a criterion of two parallel morphisms to be equal.
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Moreover, the description of Hw[S ′−1 ] (and so, also of Hw ′ ) becomes much easier if B 0 ⊂ C w=0 (localizations of this type can be called pure ones). We will discuss this case and some examples for it in Remark 4.2.3 below.
3. For an α-smashing additive Karoubian (say, small) category A one can take w being the stupid weight structure on the category C = K(A). Then A ∼ = Hw and for any S 0 ∈ Mor(A) part 4 of our theorem says that the corresponding functor A → A[S −1 ] is a restriction of the localization π : C → C ′ . Thus one obtains a "triangulated method" of calculating the universal functor described in part 3 of our theorem.
One can also easily prove that it is actually not necessary to assume that A is Karoubian in this statement (cf. the proof of [BoS16, Theorem 4.2.3(5)]).
4. The reduction to the case of a small C in the beginning of the proof of our theorem is significantly harder than similar arguments in other parts of the paper. So we describe certain alternatives to this reasoning. Firstly, it appears that the corresponding results of [BoS16] (and their proofs) can be generalized to the setting of non-small categories. Secondly, one can certainly "pass to a larger universe". Lastly, instead of Proposition 3.2.1(4) one may apply Proposition 4.1.6 below (see Remark 4.1.7(2)).
Relation to generalized universal localizations of rings
We recall Definition 7.1 of [BaPa13] (cf. also §15 of [Kra05] where generalized universal localization of rings were called homological localizations).
Definition 3.3.1. Let R be a ring and B a set of compact objects of D(R). Then the generalized universal localization of R with respect to B is the initial object in the category of ring homomorphisms
This notion generalizes Cohn's universal localization as the latter is the universal ring homomorphism such that Cone(s)⊗ L R U ∼ = 0 for s running through a set of morphisms between finite dimensional projective modules.
Unlike the Cohn's universal localization, the generalized universal localization doesn't always exist (see Example 15.2 in [Kra05] ).
The relation of our constructions to the theory of generalized universal localizations is given by the following proposition. Proposition 3.3.2. Let R be a ring and B a set of objects of C = K b (FGProj(R)) such that the stupid weight structure on C (see Remarks 1.2.3(1) and 3.1.4(2)) descends to the localization C ′ of C by the triangulated subcategory D strongly generated by B.
Then the generalized universal localization with respect to B exists and is isomorphic to the endomorphisms ring of the image π( R R) ∈ Obj C ′ ( R R is R considered as a left R-module) in this localization.
Proof. Any map of rings
). The assumptions of the theorem say that there is a weight structure w ′ on C ′ and the localization functor π : C → C ′ is weight-exact. Now assume that f makes objects of B acyclic. By definition of localization, the functor C → K b (FGProj(U )) factors through π. By Corollary 3.5 of [Sos17] (cf. also §6.3 of [Bon10] ; note that all these categories are easily seen to admit differential graded enhancements, see ibid.) there exists a weight-exact functor
(this is the "strong version" of the weak weight complex functor; see §4.3 below) and moreover the functor
uniquely. This implies that f factors through the induced map
Moreover, this factorization is unique. Indeed, any unital ring homomorphism g :
; since q g = q as we have just proved, we immediately obtain the uniqueness of g.
Applying Theorem 3.1.3(1) along with Remark 3.1.4(3) (and Remark 1.2.3(1)) we immediately deduce the following statement. and N ≤0 (concentrated in cohomological degrees at least zero and at most zero, respectively) such that i (resp. j) factors through the corresponding morphism N ≥0 → N (resp. N → N ≤0 ). Then the generalized universal localization of R with respect to B exists. Remark 3.3.4. We don't know whether this condition is necessary. If the generalized universal localization of R with respect to class of complexes B exists, we do have a sequence of functors
The second functor is not an equivalence in general and we don't know whether there necessarily exists a descended weight structure on
However, under certain assumptions we are able to prove that the condition is necessary using the results of [BaPa13] .
An extra condition that makes (generalized) universal localizations behave better is the property of the underlying morphism to be a homological epimorphism.
The property has a well-known re-formulation in terms of derived categories. 19 and T admits a perfect R-resolution (recall that a complex is said to be perfect if it is bounded and its terms are finitely generated and projective). Assume that the embedding T cl → D(R) admits a left adjoint π and
Then the following holds: Remark 3.3.8. In Example 8.1 of [BaPa13] a certain weight-exact localization functor was constructed. The authors take an explicit classical partial tilting module T for a certain (noetherian) ring R that has projective dimension 2, and show that there exists a universal homological localization with respect to (a projective resolution) of T (using Proposition 3.3.7). Now, this proposition implies that the stupid weight structure on K b (FGProj(R)) descends to the localization by the subcategory generated by {T }.
The authors suspect that the corresponding subcategory D does not admit ("stupid") weak weight decompositions; yet we don't know how to prove this. One can probably deduce this statement from Theorem 3.2.2 (cf. also Remark 3.2.3(2)). Another interesting question is to find "explicit" decompositions of the type (3.1.1) for objects of D.
Supplements, examples, and applications
In this section we recall some definitions and statements that were used in the proofs above, obtain some new results, and discuss examples to the propositions of previous sections.
In §4.1 we construct a weight-exact right adjoint R <∞ to the embedding C a− → C (see Remark 1.2.6; our construction uses countable homotopy colimits as introduced in [BoN93] ). Next we use it to prove Theorem 2.2.1(6) and to prove that C "often" equals C w=0
ℵ1 . Moreover, we study the conditions ensuring that a countably smashing weight structure w on C restricts to an ℵ 1 -localizing subcategory D ⊂ C.
In §4.2 we give some more comments and examples to the results of the previous section.
In §4.3 we recall some basics of the theory of weight complexes (that was used in the proof of Theorem 3.2.2(3)). We also combine this theory with the main results of previous sections to obtain certain "weight complex criteria" for an object M of C to belong to a triangulated subcategory of C (that is generated by certain "w-simple" object), and ensuring that M belongs to a certain D ⊂ C if it belongs to Obj C 1 ∩ Obj C 2 .
In §4.4 we prove two simple lemmas on localizations of additive categories.
Almost bounded above objects as homotopy colimits
Now we prove a collection of nice properties of almost bounded above objects; this gives a proof of Theorem 2.2.1(6). Moreover, we will prove that w can be easily "recovered from" its restriction to C a− (see Remark 1.2.6); recall that C a− is the ℵ 1 -localizing subcategory of C generated by C − ). So we assume that C is ℵ 1 -smashing. Our arguments are based on countable homotopy colimits (in triangulated categories) as defined in [BoN93] . So we start from recalling some basics on this notion. The following properties of homotopy colimits (of this sort) are probably well-known; all of them were justified in §4.1 of [Bon16] (cf. also §3.5 of [Wei95] ).
Remark 4.1.2. 1. These homotopy colimits are not really canonical and functorial in Y i since the choice of a cone is not canonical. They are only defined up to non-canonical isomorphisms; still this is satisfactory for our purposes.
2. Let H be a cohomological functor from C into abelian groups. Then the connecting morphisms
it is an isomorphism whenever the maps H(φ i [1] ) are surjective for i ≫ 0.
In particular, for any C ∈ Obj C the connecting morphisms give a surjection
Moreover, if for a compatible system of morphisms f i : Y i → C we consider any f : Y → C that "lifts" (f i ) via this surjection then for any H satisfying the aforementioned conditions the map H(f ) is isomorphic to lim ← − H(f i ).
Theorem 4.1.3. Assume that w is an ℵ 1 -smashing weight structure (on C), and α is some infinite regular cardinal. Then the following statements are valid.
1. The embedding C a− → C possesses an exact right adjoint R <∞ whose kernel is the subcategory C +∞ (recall that C +∞ is the subcategory of left w-degenerate objects), whereas the embedding C +∞ → C possesses an exact left adjoint L +∞ . Moreover, for any M ∈ Obj C there exists a distinguished triangle
2. For any M ∈ Obj C the object R <∞ (M ) is C-isomorphic to lim − →i w ≤i M ; here we take arbitrary choices of w ≤i M for all i ≥ 0 and connect these objects by the unique morphisms provided by Proposition 1.2.4(8).
3. Obj C a− = ⊥ Obj C +∞ ; hence Obj C a− is α-smashing whenever C is.
4. For the restriction w a− of w to C a− (see Remark 1.2.6(1)) we have C a− wa−≤0 = C w≤0 , whereas C w≥0 consists precisely of extensions of elements of C a− wa−≥0 by objects of C +∞ .
Moreover, the functor R <∞ is weight-exact.
5. C a− wa−≥0 coincides with the class of all lim
6. Assume that the class Obj C +∞ is α-smashing in C (in particular, this is the case if w is α-smashing). Then R <∞ respects coproducts of less than α objects.
Proof. For M ′ = lim − →i w ≤i M we choose some connecting morphism c : M ′ → M compatible with the i-weight decomposition morphisms w ≤i M → M (see Remark 4.1.2(2)).
We claim that a cone C of c is a left w-degenerate object of C. To verify this statement we need certain cohomological functors. So for any N ∈ Obj C we consider the virtual t-truncations of the representable functor H N = C(−, N ); in §2.4 of [Bon16] these truncations are denoted by τ ≥n H N for n ∈ Z. The latter functors are cohomological functors from C into Ab (see §2.5 of [Bon10] ) that send countable coproducts into products (see Remark 2.5.2 of [Bon16] ; recall that w is ℵ 1 -smashing). Moreover, Proposition 2.4.6 of ibid. immediately implies that for T ∈ Obj C and m ∈ Z we have T ∈ C ≥m if and only if τ ≥l H N (T ) = {0} for all N ∈ Obj C and l > −m (we will now apply both implications of this criterion).
Hence the application of all τ ≥l H N to the connecting morphisms w ≤i M ci → w ≤i M → M gives isomorphisms whenever i > 1 − l. Thus the homomorphisms τ ≥l H N (c) are bijective for all N and l; therefore C is left w-degenerate indeed. Moreover, the definition of M ′ implies that M ′ ∈ Obj C a− . Recall that Obj C a− ⊥ Obj C +∞ according to Remark 1.2.6(2); hence applying Theorem 9.1.13 of [Nee01] we obtain the following: the existence of distinguished triangles
with M ′ ∈ Obj C a− and C ∈ Obj C +∞ imply that a Bousfield localisation functor exists for the pair C a− ⊂ C (see Definition 9.1.1 of ibid.). Combining this statement with other results of ibid. (see the proof of the aforementioned theorem and Proposition 9.1.18 of ibid.) we easily obtain assertions 1-3 (note also that the functors R <∞ and L +∞ are exact according to Lemma 5.3.6 of ibid.).
4. C a−wa−≤0 = C w≤0 since w a− is a restriction of w and Obj C a− contains C w≤0 . Hence both w and w a− are generated by C w≤0 (in the corresponding categories). Hence Proposition 1.2.6(II.1) of [Bon16] (cf. also Remark 2.1.5(1) of ibid.) gives the desired relation of C a−wa−≥0 to C w≥0 . If M ∈ C w≤0 then we certainly have lim − → w ≤i M = M ; hence R <∞ is left weight-exact. Lastly, the description of R <∞ reduces the right weight-exactness of R <∞ to assertion 5.
5. Since the class C a− wa−≥0 contains Obj C − ∩ C w≥0 , contains countable C-coproducts of its objects, and the shift [1] restricts to it, the definition of 1. Suppose that w ′ is an ℵ 1 -smashing weight structure on an ℵ 1 -localizing subcategory C ′ of C, and the class C are α-smashing in C also. 2. A class P ⊂ Obj C is α-negative if and only if the class P α consisting of all coproducts of families of elements of P of cardinality less than α is countably negative.
II. Assume that C is smashing. 1. Then a class P ⊂ Obj C is class-negative if and only if the class P cl consisting of all small coproducts of elements of P is countably negative. 2. Assume that C is endowed with a ℵ 1 -smashing weight structure w, the class Obj C +∞ ⊂ Obj C is smashing, and C = P cl , where P ⊂ Obj( Obj C + ℵ1 ) is a set that is countably perfect (i.e. the class Null(P) = {f ∈ Mor(C); C(P, −)(f ) = 0 ∀P ∈ P} is closed with respect to countable coproducts; see Remark 2.3.2(4)). Then C a− = C w=0 ℵ1 .
Proof. I.1. Certainly, the class C 
(1).
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is α-smashing also, and applying Theorem 4.1.3(5) we obtain that C ′ a−w ′ a−≤0 is α-smashing also (here we use the obvious fact that C-homotopy colimits respect C-coproducts).
2. The "only if" implication is obvious. Conversely, assume that P α is countably negative. Denote by w ′ the weight structure ℵ 1 -generated by P α on the category C ′ = P ℵ1 (see Theorem 2.2.1(1)); note that all objects of C ′ are almost w ′ -bounded above by the definition of this notion. Thus the previous assertion implies that the class
α and the orthogonality axiom for
cl is the union of
α for all infinite regular α). 2. The corollary in the end of [Kra02, §1] 21 implies that C = P cl ℵ1 . Next, Theorem 4.1.3(6) certainly yields that the functor R <∞ respects all small coproducts. Thus C a− = R <∞ (P)
cl ℵ1 (note that R <∞ is essentially surjective on objects). Lastly recall that R <∞ is also weight-exact (see part 4 of the theorem); thus R <∞ (P) ⊂ Obj C a−+ ℵ1 = Obj C b ℵ1 = C w=0 ℵ1 (here one can apply part 5 of our theorem to obtain the first of these equalities).
Remark 4.1.5. 1. Certainly, under the assumptions of part II.2 of our corollary if w is non-degenerate then C = C w=0 ℵ1 ; hence w is ℵ 1 -generated by C w=0 . Moreover, even if w is left degenerate we may still "recover" w from the weight structure ℵ 1 -generated by C w=0 ; see Theorem 4.1.3(4).
2. If w is (ℵ 1 -smashing and) left non-degenerate then Theorem 4.1.3(4) implies that C w≥0 is contained in C a− . In particular, this is the case for the stupid weight structure of K(B) for any α-smashing additive B (see Remark 1.2.3; certainly, in this case this statement can be easily verified directly).
3. It may make sense to prove that Cone(c) ∈ C w≥i (in the proof above) for all i ∈ Z via computing C(Z, −)(M ′ ) for Z ∈ C w≤i . The problem is that these functors are "difficult to control" if Z is not compact; so this plan is not so easy to realize if w is not generated by a class of compact objects. Still the author has some ideas for overcoming this difficulty (and considering arbitrary Z ∈ C w≤i ); this requires some new lemmas on countable homotopy colimits in C.
This method may also yield some alternative to Corollary 4.1.4(II.2) that would ensure that C a− = C w=0 ℵ1 under certain assumptions on the (existence and properties of) the t-structure right adjacent to w; see Definition 2.1.2(6) and Theorem 3.1.2 of [Bon16] . Yet this argument probably does not work without the assumption that this t-structure is countably smashing (in the naturally defined sense).
4. Assume once again that w is ℵ 1 -smashing and left non-degenerate. Let H : C → A be a homological functor that respects countable coproducts, where A is an abelian category; assume that H kills C w=i for all i > 0.
Applying Proposition 1.2.4(9) we obtain that H also kills C [1,i] for all i > 0. Thus Theorem 4.1.3(4,5 ) implies that H kills C w≥1 .
This observation can be used to obtain a nice easy proof of the stable Hurewicz theorem. Now we describe those categories to which a countably smashing weight structure restricts. Proposition 4.1.6. Let w be an α-smashing (resp. smashing) weight structure structure on C for α > ℵ 0 . Then for an α-localizing (resp. localizing) subcategory D of C the following conditions are equivalent.
A. w restricts to D.
where L ⊂ Obj C +∞ and D ′ is a triangulated subcategory of C a− such that w restricts to it.
C. For any M ∈ Obj D we have L +∞ (M ) ∈ Obj D (where L +∞ : C → C +∞ is the functor defined in Theorem 4.1.3(1)) and there exists a choice of w ≤i M for all i ∈ Z such that for the connecting morphisms c i :
D. There exists a class of objects Q ⊂ Obj D that α-generates (resp. classgenerates) D and the assumptions of condition C are fulfilled for its elements.
Proof. We recall that Theorem 4.1.3(2) says that
Since D is an ℵ 1 -localizing subcategory of C we obtain that R <∞ (M ) ∈ Obj D. Now, part 1 of the theorem gives a distinguished triangle
hence L +∞ (M ) belongs to Obj D also. Moreover, the restriction of w to D restricts to the triangulated subcategory D ′ whose object class equals Obj D ∩ Obj C a− according to Proposition 1.2.5(2). Thus condition A implies condition B.
Conversely, if condition B is fulfilled then for any
with X ∈ Obj C a− and Y ∈ Obj C +∞ as well as a w-decomposition D-morphism w ≤0 X → X. The octahedron axiom of triangulated categories (along with Proposition 1.2.4(4)) is easily seen to imply that the composition morphism w ≤0 X → M gives a weight decomposition for M . Thus condition B implies condition A.
To prove that A implies C it remains to take (once again) for M ∈ Obj D a choice w ≤i M ∈ Obj D for all i ∈ Z to obtain that cones of the corresponding c i belong to Obj D also.
Obviously, condition C implies condition D.
Lastly assume that condition D is fulfilled. We argue somewhat similarly to the proof of Theorem 3.1.3(3). To verify condition A we should prove that the class P = C w≤0 ⋆ (Obj D ∩ C w≥1 ) contains Obj D. Proposition 2.1.1(1,2) implies that P is an α-smashing (resp., smashing) extension-closed class of objects. Hence it suffices to verify that P contains ∪ j∈Z Q[j]. Next, using the distinguished triangle (4.1.1) we obtain that for any M ∈ Q and j ∈ Z it suffices to verify that R <∞ (M [j]) ∈ P . Next, the aforementioned isomorphism 1. One can certainly re-formulate the assumption that w restricts to D ′ in condition B using the fact that the remaining conditions of our proposition are equivalent to each other. Note also that we have Cone(c i )[−i] ∈ C w=0 , and these objects are the terms of some choices of (weak) weight complexes both for X and R <∞ (X) (see Proposition 4.3.2 below). Thus the question whether w restricts to D has an answer in terms of objects of C +∞ and of Hw.
2. Our proposition easily implies that for any α-smashing (C, w) there exists an inductive system of essentially small α-localizing triangulated subcategories C i ⊂ C such that w restricts to them and C is isomorphic to the 2-colimit of C i ; cf. Proposition 3.2.1(4).
3. One can also use similar methods to obtain a new statement on the existence of weight structures (on subcategories of C and on C itself); this construction should yield all countably smashing weight structures. Still this result would probably be too clumsy to be useful.
Some examples and comments (to §3)
We start from an easy application of Theorem 3.1.3. We formulate it for the smashing setting; however, part 1 of the following proposition can be carried over to the α-smashing setting without any problems.
3. The only fact that remains to be verified so that we can apply the previous assertions is that acyclic spectra in SH are right w sph -degenerate; this statement is given by Proposition 2.4.3(5) of [Bon15] .
Next recall that w sph is class-generated by {S} and w ′ is smashing (see Theorem 3.1.3(3)); hence w ′ is class-generated by {π(S)} according to Theorem 2.2.1(5). We also obtain that not all elements of π(Obj( S )) = π(Obj SH fin ) are compact; it certainly follows that π(S) is not compact.
We make some comments to this proposition along with Theorem 3.1.3 itself.
Remark 4.2.2. 1. Recall also that non-zero acyclic object in SH do exist; see Theorem 16.17 of [Mar83] . Moreover, under the assumptions of part 2 of our proposition the weight structure w ′ is also (strongly) well-generated in the sense of [Bon16, Remark 4.4.4(1)]. Thus part 3 of the proposition is a source of interesting class-generated weight structures; they are (perfectly and) well-generated. Moreover, the author suspect that C ′ does not contain non-zero compact objects in this case; this would certainly imply that this w ′ is not compactly generated. 2. Since w is class-generated (under the assumptions of part 2 of our proposition), w is left non-degenerate (see Theorem 2.2.1(2)); thus B 1 is zero automatically. Applying Proposition 3.2.1(2) we obtain that the restriction of π to C + is a full embedding also. We obtain that it suffices to assume that Q ⊂ Obj C + in this part of the assertion.
On the other hand, for any compactly (or well) generated C and its localizing subcategory D generated by a set B the quotient C ′ is well-generated; thus if a smashing weight structure w on C descends to a weight structure w ′ on D then w ′ is strongly well-generated (and so, perfectly generated). In particular (to apply Theorem 3.1.3(3(ii))) one can take B = B 0 ∪ B 2 with any sets B 0 ⊂ C [0, 1] and B 2 consisting of right w-degenerate objects.
3. Arguing as in the proof of Theorem 3.1.3(1) one can easily obtain the following statement.
Let F 0 : C → C 0 and F ′ : C 0 → C ′ be exact functors such that the composition F = F ′ • F 0 is weight-exact (with respect to certain w and w ′ ), and assume in addition that F 0 is a localization functor (C → C/D) and that for any M, N ∈ Obj C the restriction of the homomorphism C 0 (F 0 (M ), F 0 (N )) → C ′ (F (M ), F (N )) induced by F ′ to the image of C(M, N ) in C 0 (F 0 (M ), F 0 (N )) is injective (in particular, this is certainly the case if F ′ is injective on morphisms). Then for any N ∈ Obj D there exists a distinguished triangle D(N ) (see (3.1.1)) in D; thus w descends to C 0 .
We also give some examples of weight-exact localizations such that Hπ is not an equivalence, and yet Hw ′ has an easy description. In the α-smashing case of the theorem all coproducts of less than α elements of B 0 are killed by π; denote this class of objects by B <α 0 . Then the additive functor from Hw that is bijective on objects, surjective on morphisms, and kills all morphisms that factor through B This statement is closely related to a similar calculation given by Proposition 8.1.1(2) of [Bon10] . It gives an easy (and rather "stupid") way of obtaining α-smashing weight structures that are not smashing. One can localize a (smashing) category C endowed with a smashing weight structure w by B 0 α for B 0 being (say) a subset of C w=0 . Then the category Kar(B <α 0 ) is essentially small; hence it is not smashing and the localization functor π cannot respect coproducts since its restriction Hπ does not.
Moreover, the authors suspect that neither C ′ nor Hw ′ can be smashing in this case. A useful observation here is that for M i ∈ C w=0 the coproduct of π(M i ) (if exists) is a retract of π( M i ). We use it to demonstrate that Hw ′ is not smashing in the case C = SH, w = w sph , and B 0 = {S}. Then Hw is isomorphic to the category of free abelian groups (so we will write its objects as abelian groups; recall that S corresponds to Z), and Hπ kills those morphisms whose images have less than α generators. We take all M i equal to Z ⊕α (the direct sum of α copies of Z) for i running through I = α. We also make some comments to Proposition 3.1.1. The only existing general recipe of constructing weight-exact functors that are surjective of objects is the theory of weight-exact localizations (see Theorem 3.1.3). However, some interesting examples where w descends to C and F is not a localization functor can be easily constructed. It easily follows from Corollary 4.3.3 of [Bon10] that the aforementioned spherical weight structure w sph restricts to the category SH fin of finite spectra. We denote the resulting weight structure by w fin sph ; its heart consists of finite coproducts of S. We take F being the singular homology functor whose target is C ′ = D b (Z). The latter category is equivalent to K b (FGFrAb), where FGFrAb is the category of finitely generated free abelian groups. Hence F is weight-exact with respect to (w fin sph , w st ) (see Remark 1. 2.3(1) ). The functor F is essentially surjective on objects since any object of D b (Z) splits as the (finite) direct sum of its shifted (co)homology (considered as finitely generated abelian groups) that can be lifted to (the corresponding shifts of) their Moore spectra (that are certainly finite).
This example can be generalized as follows: let w be a bounded weight structure on C such that Hw is the category of finitely generated left projective modules over a left Noetherian left semihereditary ring R (i.e., R is an unital associative Noetherian ring such that any submodule of a left finitely generated projective R-module is projective). Take F being the (weak) weight complex functor (see Proposition 4.3.2 below). As explained in Remark 3.3.4 of [Bon10] , in this case F is actually an exact functor into K b (Hw) ∼ = D b (R); thus it is weight-exact if we take w ′ = w st . One can also easily check that F is essentially surjective on objects (since any finitely generated left R-module has a two-term resolution by objects of Hw). Note now that plenty of examples of this setting can be constructed using twisted complexes over certain negative differential graded categories (cf. §6 of [Bon10] or Remark 2.2.2(2)). [BoS18a] we obtain that all parts of Proposition 3.1.1 can be generalized as follows: instead of an exact functor F that is essentially surjective on objects one can take its composition with a full embedding i : C ′ → C ′′ such that any object of C ′′ is a retract of an object of i(C ′ ). 24 So, one may say that the corresponding weight structure on C ′′ (if exists) is descended from w also.
On weight complexes and subcategories
We recall some basics on the theory of weight complexes. It was developed in §3 of [Bon10] ; recall also that in §2.2 of [Bon16] some parts of the theory were exposed more carefully. In particular, in the latter paper it was noted that the weight complex functor is defined canonically only on a certain category C w that is (canonically) equivalent to C and not on C itself. Still distinctions between equivalent triangulated categories are irrelevant for our purposes; so make a choice of functor t that is equivalent to the "canonic" weight complex C w → K w (Hw). Here for any additive category B the category weak homotopy category K w (B) of B-complexes is defined as follows. 
