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Multi-parameter singular Radon transforms
Elias M. Stein and Brian Street∗
Abstract
The purpose of this announcement is to describe a development given in a series of forthcoming
papers by the authors that concern operators of the form
f 7→ ψ (x)
∫
f (γt (x))K (t) dt,
where γt (x) = γ (t, x) is a C
∞ function defined on a neighborhood of the origin in (t, x) ∈ RN ×Rn
satisfying γ0 (x) ≡ x, K (t) is a “multi-parameter singular kernel” supported near t = 0, and ψ
is a cutoff function supported near x = 0. This note concerns the case when K is a “product
kernel.” The goal is to give conditions on γ such that the above operator is bounded on Lp for
1 < p <∞. Associated maximal functions are also discussed. The “single-parameter” case when K
is a Caldero´n-Zygmund kernel was studied by Christ, Nagel, Stein, and Wainger. The theory here
extends these results to the multi-parameter context and also deals effectively with the case when
γ is real-analytic.
1 Introduction
The purpose of this note is to announce the results from a three part series of papers by the authors
[Str10, SS10a, SS10b], and to give an overview of the main ideas in a somewhat simpler context. The
object is to study the Lp (1 < p <∞) boundedness of operators of the form
Tf (x) = ψ (x)
∫
f (γt (x))K (t) dt, (1.1)
where γt (x) = γ (t, x) : R
N
0 ×R
n
0 → R
n is a C∞ function with γ0 (x) ≡ x, ψ ∈ C∞0 (R
n) is supported on
a small neighborhood of 0 ∈ Rn, and K is an appropriate “multi-parameter” singular kernel supported
on a small neighborhood of 0 ∈ RN . Here we have written RN0 for a neighborhood of the origin in R
N .
The case when K is a Caldero´n-Zygmund kernel (that is, when the number of parameters, ν, equals
1) was studied in the paper of Christ, Nagel, Stein, and Wainger [CNSW99]. Given the complexity
of the formulation and proof of our general results, we will here restrict ourselves to the case when
K is a “product kernel” and give only an outline of the main points of the argument contained in
[Str10, SS10a, SS10b]. Some of these results, valid in a more general setting, are indicated in Section 9.
In the definition of a product kernel given in Section 3, we fix a decomposition of RN into ν factors,
RN = RN1 × · · · × RNν , and write t = (t1, . . . , tν). The main goal of the papers [Str10, SS10a] is to
give conditions on γ for which the operator T given by (1.1) is bounded on Lp (1 < p < ∞) for every
such product kernel (supported on a sufficiently small neighborhood of 0 ∈ RN ). Under these same
conditions, one also obtains the Lp boundedness of the corresponding maximal function:
Mf (x) = ψ (x) sup
0<δ1,...,δν<<1
∫
|t|≤1
|f (γδ1t1,...,δνtν (x))| dt. (1.2)
To simplify the presentation we limit ourselves to the special case when γ is given by
γt (x) = exp
 ∑
0<|α|≤L
tαXα
x,
∗The second author was partially supported by NSF DMS-0802587.
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where the Xα are C
∞ vector fields. I.e., γ is an exponential of a finite sum of vector fields. In our cited
work, more general γ are considered. See Section 9 for some comments on this.
In [SS10b], it is shown that when γ is assumed to be real analytic, many of the assumptions necessary
to carry out to proofs in our work hold automatically. This is discussed in Section 2.
1.1 Statement of main results
In this section, we state the main results from this paper. Consider a C∞ function
γt (x) = exp
 ∑
0<|α|≤L
tαXα
x, (1.3)
where the Xα are C
∞ vector fields on Rn. Here, and in what follows, we will be restricting attention to
(t, x) in some small neighborhood of the origin RN × Rn.
Decompose RN = RN1 × · · · × RNν as in the introduction. We will be considering product kernels
K (t1, . . . , tν) relative to this decomposition of R
N (see Definition 3.2). For a multi-index α ∈ NN , we
obtain a corresponding decomposition α = (α1, . . . , αν) where αµ ∈ NNµ and tα =
∏
µ t
αµ
µ .
Our goal is to give conditions on the vector fields Xα such that the operator T given by (1.1) and
the operator M given by (1.2) are bounded on Lp (1 < p <∞).
Corresponding to a multi-index α ∈ Nν , we assign a formal “degree” deg (α) = (|α1| , . . . , |αν |) ∈ Nν .
This assigns to each vector field Xα the formal degree deg (α). We say α is a “pure power” if deg (α) is
non-zero in precisely one component; otherwise we say α is a “non-pure power.” This yields two finite
sets of vector fields, paired with formal degrees:
P := {(Xα, deg (α)) : α is a pure power} ,
N := {(Xα, deg (α)) : α is a non-pure power} .
Let S be the smallest set of vector fields paired with formal degrees such that
• P ⊆ S and
• if (X, d) , (Y, e) ∈ S, then ([X,Y ] , d+ e) ∈ S.
We are now prepared to state the two assumptions we make on the vector fields Xα.
• A “finite-type” condition: there exists a finite subset F ⊆ S such that for every (X, d) ∈ S, we
have
X =
∑
(Y,e)∈F
e≤d
cYXY, (1.4)
where cYX ∈ C
∞, and e ≤ d means that the inequality holds coordinatewise (that is, eµ ≤ dµ for
each µ).
• An “algebraic” condition: for every (X, d) ∈ N , there exists a finite subset F ⊆ S such that
X =
∑
(Y,e)∈F
e≤d
cYXY, (1.5)
where cYX ∈ C
∞. Note that, if the finite type condition holds, one may take F as in that condition.
Theorem 1.1. Under the above two conditions, the operator T given by (1.1) (for any product kernel
K (t1, . . . , tν) with small support) and the operator M given by (1.2) are bounded on Lp (1 < p <∞).
Remark 1.2. A more general version of our result can be found in our cited work, where the following
issues are addressed:
• γ is not restricted to be of the form (1.3) (see Section 9).
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• A more general class of kernels than product kernels is studied.
• The sums (1.4) and (1.5) are replaced with more general (and more complicated) conditions.
Remark 1.3. Our general results for the case ν = 1 in fact have wider scope than those in [CNSW99].
See also the comments in Section 9. Note that when ν = 1 the algebraic condition (1.5) is vacuous,
and the finite type condition follows from Ho¨rmander’s condition: that the Lie algebra generated by
the {Xα} spans the tangent space at 0. We remark that when ν > 1, Ho¨rmander’s condition implies
neither the finite type condition, nor the algebraic condition. For example, decompose R2 = R×R and
write (t1, t2) ∈ R× R. Then for x ∈ R (n = 1)
γt1,t2 (x) = exp
(
t31
∂
∂x
+ t1t2
∂
∂x
+ t32
∂
∂x
)
x = x+ t31 + t1t2 + t
3
2 (1.6)
does not satisfy the algebraic condition. This would have been true, as well, if we had taken t21 and t
2
2
instead of t31 and t
3
2. However, the more general algebraic condition in our cited work allows for the case
of t21 and t
2
2. Furthermore, there exist product kernels K (t1, t2) such that if γ is given by (1.6), then
operator T given by (1.1) is not bounded on L2 (which is not true if we use t21 and t
2
2)–see [Str10]. For
(x, y) ∈ R2, if we set X1 =
∂
∂x
, X2 = e
− 1
x2
∂
∂y
, and X3 =
∂
∂y
, then
exp
(
t1X1 + t
2
1X2 + t2X3
)
(x, y)
does not satisfy the finite type condition, while X1, X2, and X3 clearly satisfy Ho¨rmander’s condition.
Remark 1.4. If the finite type condition holds, then the involutive distribution1 generated by the vector
fields in P is finitely generated as a C∞ module (the vector fields in F generate it). In this context, the
Frobenius theorem applies to foliate the manifold into leaves. Further, if the algebraic condition also
holds, then the vector fields corresponding to the non-pure powers are tangent to these leaves. More
is true: the finite-type and algebraic conditions can be thought of as “scale invariant” versions of the
above. This is discussed in Section 4. In the single parameter case (ν = 1) this scale invariance comes
“for free.” However, in the multi-parameter case (ν > 1) this scale invariance is an essential point.
Remark 1.5. The algebraic condition excludes examples like
f 7→ ψ (x)
∫
f (x− st)K (s, t) ds dt,
where K (s, t) is a product kernel corresponding to (s, t) ∈ R2 = R× R (here, x ∈ R). It is well known
that there exist product kernels such that the above operator is not bounded on L2. This dates back to
[NW77]. See [Str10] for a further discussion.
Remark 1.6. Some other work that overlaps with our results is in the recent work “Singular integrals with
flag kernels on graded groups: I” by Nagel, Ricci, Stein, and Wainger. Also, earlier work by Carbery,
Wright, and Wainger [CWW00, CWW06, CWW09]. Some other related works include [CHKY09, RS92].
2 When γ is real analytic
The third paper in the series [SS10b] deals with the special case when γ is assumed to be real analytic
(in both variables). Once again, we assume in this note that γ is given by (1.3). In this case assuming
that γ is real analytic is the same as assuming that each Xα is real analytic. The essential point in this
situation is the following proposition.
Proposition 2.1. When γ is real analytic (equivalently when each Xα is real analytic), the finite type
condition holds automatically.
1Here, we are using distribution to mean a C∞ module of vector fields, and an involutive distribution is one which is
closed under Lie brackets.
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Proposition 2.1 is a consequence of the Weierstrass preparation theorem.2 We refer the reader to
[SS10b] for details.
Corollary 2.2. If each Xα is real analytic, and the algebraic condition holds, then T andM are bounded
on Lp (1 < p <∞).
Proof. This follows directly from combining Theorem 1.1 and Proposition 2.1.
Corollary 2.3. If ν = 1 (i.e., when K is a Caldero´n-Zygmund kernel) and if each Xα is real analytic,
then T and M are bounded on Lp (1 < p <∞).
Proof. This follows from Corollary 2.2 since the algebraic condition is vacuous when ν = 1.
Actually, more is true for the maximal function. Indeed, we have the following result.
Theorem 2.4. For any ν > 0, if each Xα is real analytic, then M is bounded on L
p (1 < p ≤ ∞).
Proof idea. Consider,
Mf (x) . ψ (x) sup
j1,...,jν∈N
∫
|t|≤a
∣∣∣∣∣∣f
exp
 ∑
0<|α|≤L
2−j1|α1| · · · 2−jν |αν |tαXα
 x
∣∣∣∣∣∣ dt,
where a > 0 is some small number (depending on the Xα). Following an idea of Christ [Chr92], we
study the stronger maximal operator
M˜f (x) = ψ (x) sup
kα∈N
∫
|t|≤a
∣∣∣∣∣∣f
exp
 ∑
0<|α|≤L
2−kαtαXα
 x
∣∣∣∣∣∣ dt.
It is easy to see that Mf (x) . M˜f (x), since one may take kα = j1 |α1| + · · · + jν |αν |. Furthermore,
because of the form of M˜, each Xα behaves like a vector field corresponding to a pure power. Thus, the
algebraic condition holds automatically. Since the finite type condition holds by Proposition 2.1, the
proof of Theorem 1.1 (with minor modifications) goes through to prove that M˜ is bounded on Lp.
The above results generalize to the case when γ is merely assumed to be a germ of a real analytic
function satisfying γ0 (x) ≡ x. I.e., γ not necessarily of the form (1.3). We take a moment, here, to
discuss the the generalizations of Corollary 2.3 and Theorem 2.4. Proposition 2.1 and Corollary 2.2 can
also be generalized, but we defer a discussion of this to [SS10b].
Theorem 2.5. Suppose ν = 1 (i.e., K is a Caldero´n-Zygmund kernel) and γ is a real analytic function
with γ0 (x) ≡ x. Then the operator T given by (1.1) is bounded on Lp (1 < p <∞).
Theorem 2.6. Suppose γ is a real analytic function satisfying γ0 (x) ≡ x. Then the operator M given
by (1.2) (for any ν) is bounded on Lp (1 < p ≤ ∞).
Theorem 2.6 generalizes some results from the literature. A well known result of Bourgain [Bou89]
deals with the special case of Theorem 2.6 when ν = 1, p = 2, and γt (x) = x + tv (x), where x ∈ R
2,
t ∈ R, and v is a real analytic vector field on R2–Theorem 2.6 extends this to 1 < p ≤ ∞ and allows
x ∈ Rn for any n (instead of only n = 2). Also, a result of Christ [Chr92] deals with a special case of
Theorem 2.4 where each Xα is a left invariant vector field on a nilpotent Lie group (and therefore real
analytic). In fact, the proof of Theorem 2.6 incorporates ideas both from [Chr92] and [Bou89]. We refer
the reader to these references and [SS10b] for further details on these issues.
2This is closely related to the fact that the involutive distribution generated by a finite collection of real analytic vector
fields is automatically locally finitely generated as a C∞ module and the Frobenius theorem applies. This dates back to
[Nag66, Lob70].
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3 Product Kernels
In this section, we discuss the notion of a product kernel. Our main reference for the following is [NRS01]
and we refer the reader there for further information.
We fix a decomposition RN = RN1 × · · · × RNν as in the introduction. Our goal is to define the
notion of a product kernel K (t1, . . . , tν), relative to this decomposition.
Definition 3.1. A k-normalized bump function on RN is a Ck function supported on the unit ball with
Ck norm bounded by 1.
The definitions that follow turn out to be independent of the choice of k ≥ 1, and we therefore refer
to normalized bump functions (which can be taken to mean 1-normalized bump functions, for instance).
Definition 3.2. A product kernel relative to the decomposition RN = RN1×· · ·×RNν is a distribution
K (t1, . . . , tν), which corresponds with a C
∞ function away from the coordinate axes tµ = 0 and which
satisfies:
• For each multi-index α = (α1, . . . , αν), there is a constant Cα such that∣∣∂α1t1 · · · ∂ανtν K (t)∣∣ ≤ Cα |t1|−N1−|α1| · · · |tν |−Nν−|αν | .
• We proceed recursively on ν:
– For ν = 1, given any normalized bump function φ and and R > 0,∫
K (t)φ (Rt) dt
is bounded independently of φ and R.
– For ν > 1, given any 1 ≤ µ ≤ ν, any normalized bump function φ on RNµ , and any R > 0,
the distribution
Kφ,R (t1, . . . , tµ−1, tµ+1, . . . , tν) =
∫
K (t)φ (Rtµ) dtµ
is a product kernel on the lower dimensional space RN1 × · · · × RNµ−1 × RNµ+1 × · · · × RNν ,
uniformly in R and φ.
Remark 3.3. The setting in [NRS01] was slightly more general: product kernels were defined relative to
a decomposition of RN into subspaces which were homogeneous under certain dilations. Here, we have
chosen the standard dilations on each RNµ . The framework in our cited work takes into account these
more general product kernels, and even kernels which are not product kernels. We do not discuss this
here, though.
Given δ = (δ1, . . . , δν) ∈ [0,∞)
ν , define δ (t1, . . . , tν) = (δ1t1, . . . , δνtν). Further, for j = (j1, . . . , jν) ∈
Zν , define 2j =
(
2j1 , . . . , 2jν
)
∈ (0,∞)ν . Finally, for a function f (t) define
f(2
j) (t) = 2j1N1+···+jνNνf
(
2jt
)
.
Note that
∫
f(2
j) (t) dt =
∫
f (t) dt.
Let BN (a) denote the ball in RN of radius a > 0. We use the following characterization of product
kernels, which is a slight modification of a result of [NRS01].
Proposition 3.4. Suppose {ηj}j∈Nν is a bounded subset of C
∞
0
(
BN (a)
)
satisfying∫
ηj (t) dtµ = 0, if jµ 6= 0. (3.1)
Then the sum ∑
j∈Nν
η
(2j)
j
converges in distribution to a product kernel which is supported in BN (a). Conversely, every product
kernel supported in BN (a) can be decomposed in this way.
5
Recall our object of study. We are interested in operators of the form
Tf (x) = ψ (x)
∫
f (γt (x))K (t) dt,
where K (t) is a product kernel supported in BN (a) for some small a > 0. Proposition 3.4 allows us to
decompose
K (t) =
∑
j∈Nν
η
(2j)
j (t) ,
where {ηj}j∈Nν ⊂ C
∞
0
(
BN (a)
)
is a bounded set, satisfying (3.1). This yields a corresponding decom-
position of T . Indeed, define
Tjf (x) = ψ (x)
∫
f (γt (x)) η
(2j)
j (t) dt. (3.2)
Then, T =
∑
j∈Nν Tj .
4 Scaling and the Frobenius theorem
The heart of the proof that T is bounded on Lp (1 < p < ∞) is the idea that for j, k ∈ Nν , j 6= k,
Tj and Tk are essentially of the same form, but at different “scales.” Because they reside at different
scales, we will obtain, for instance, the almost orthogonality estimate,∥∥T ∗j Tk∥∥L2→L2 , ‖TjT ∗k ‖L2→L2 . 2−ǫ|j−k|, (4.1)
for some ǫ > 0. The L2 boundedness of T then follows immediately from the Cotlar-Stein lemma.
The key to proving this almost orthogonality is to use an appropriate scaling map which is adapted
to the vector fields. This scaling map was developed in [Str11], based on ideas from [NSW85, TW03].
As was pointed out in [Str11], and as will be discussed below, these scaling maps can be viewed as the
coordinate charts defining the leaves in a quantitative version of the Frobenius theorem on involutive
distributions.
Let F be the finite set of vector fields with formal degrees given in the finite type condition. Enu-
merate the set F to obtain a finite list of vector fields with formal degrees (X1, d1) , . . . , (Xq, dq). Notice,
by the finite type assumption, we have
[Xj , Xk] =
∑
dl≤dj+dk
clj,kXl, (4.2)
where dl ≤ dj + dk denotes that the inequality holds coordinatewise, and clj,k ∈ C
∞.
Let D be the distribution3 generated by X1, . . . , Xq. Note that D is involutive: if X,Y ∈ D, then
[X,Y ] ∈ D. This follows directly from (4.2). Because of this, the classical Frobenius theorem applies to
foliate the ambient space into leaves; the tangent bundle to each leaf given by D.
However, more is true. Let δ ∈ [0, 1]ν and multiply both sides of (4.2) by δdj+dk to obtain,[
δdjXj , δ
dkXk
]
=
∑
dl≤dj+dk
(
δdj+dk−dlclj,k
)
δdlXl.
Defining
c
l,δ
j,k =
{
δdj+dk−dlclj,k if dl ≤ dj + dk
0 otherwise,
we have that cl,δj,k ∈ C
∞ uniformly in δ, and[
δdjXj , δ
dkXk
]
=
∑
l
c
l,δ
j,kδ
dlXl.
3Here, we are using distribution to mean C∞ module of vector fields.
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Because of this one might hope that the Frobenius theorem holds when applied to the vector fields δdjXj
“uniformly” in δ in the sense that appropriate coordinate charts defining the leaves may be controlled
“uniformly” in δ. Indeed, this turns out to be the case and is the main theorem of [Str11].
We turn to describing this theorem now. Let Zj = δ
djXj so that
[Zj , Zk] =
∑
l
c˜lj,kZl,
with c˜lj,k ∈ C
∞ uniformly in δ. Fix x0 ∈ Rn. Our goal is to create a “good” coordinate chart near x0
on the leaf passing through x0 generated by Z1, . . . , Zq (note that this leaf is independent of δ ∈ (0, 1)
ν
,
but we wish to have good estimates on this chart in terms of Z1, . . . , Zq; in particular, the theorem will
be meaningful even if Z1, . . . , Zq span the tangent space and the leaf is the entire ambient space).
For ξ > 0, x0 ∈ Rn, define
BZ (x0, ξ) =
{
y
∣∣∣∣ ∃γ : [0, 1]→ Rn, γ (0) = x0, γ (1) = y,
γ′ (t) =
q∑
j=1
aj (t)Zj (γ (t)) , |aj (t)| < ξ, ∀t
}
;
BZ (x0, ξ) is called a Carnot-Carathe´odory ball. Note that BZ (x0, ξ) is an open neighborhood of the
point x0 on the leaf passing through x0 generated by Z1, . . . , Zq. Let n0 = dim span {Z1 (x0) , . . . , Zq (x0)}
(the dimension of this leaf). The quantitative Frobenius theorem we will use is
Theorem 4.1 ([Str11]). There exist ξ, η ≈ 1 and a smooth map Φ : Bn0 (η)→ BZ (x0, 1) such that:
• Φ is one-to-one.
• BZ (x0, ξ) ⊆ Φ (Bn0 (η)).
• If we let Yj be the pull back of Zj via the map Φ to Bn0 (η), then Y1, . . . , Yq span the tangent space.
More precisely,
1 . inf
u∈Bn0(η)
sup
1≤j1,...,jn0≤q
∣∣det [Yj1 (u) : · · · : Yjn0 (u)]∣∣ .
• Y1, . . . , Yq are smooth. That is,
‖Yj‖Cm(Bn0 (η)) . 1.
In the above, all implicit constants can be chosen to depend only on n, upper bounds for a finite number
of the Cm norms of the Zj and c˜
l
j,k, and q. In particular, when Zj = δ
djXj as in our primary example,
the implicit constants are independent of δ.
Notice that the implicit constants in Theorem 4.1 do not depend on lower bounds for quantities like∣∣∣∣ detn0×n0 [Z1 (x0) : · · · : Zq (x0)]
∣∣∣∣ ,
where detn0×n0 A denotes the vector whose coordinates are the determinates of the n0×n0 submatricies
of A. This is what sets Theorem 4.1 apart from classical versions of the Frobenius theorem.
In particular, recall the sets P and N of vector fields with formal degrees corresponding to the pure
powers and non-pure powers, respectively. From the finite type condition we obtain the vector fields
F = {(X1, d1) , . . . , (Xq, dq)}. For each j0 ∈ Nν , and x0 ∈ Rn (x0 near 0), we consider the vector fields
Z1 = 2
−j0·d1X1, . . . , Zq = 2
−j0·dqXq,
which satisfy the hypotheses of Theorem 4.1 uniformly in j0, x0. We therefore obtain the map Φ = Φx0,j0
as in Theorem 4.1. Let Y1, . . . , Yq be the pull backs of Z1, . . . , Zq so that Y1, . . . , Yq span the tangent
space uniformly in j0, x0.
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Further, we let Yα be the pull back of 2
−j0·αXα, where
γt (x) = exp
 ∑
0<|α|≤L
tαXα
x.
By (1.4) and (1.5) Yα is a finite linear combination, with coefficients in C
∞ of the Yl. Thus Yα ∈ C∞
uniformly in j0. Furthermore, since each Yl is in the Lie algebra generated by Yα where α is a pure
power (this comes from the corresponding statement about the Xl), and since the Yl span the tangent
space uniformly in j0, we have that {Yα : α is a pure power} satisfies Ho¨rmander’s condition, uniformly
in j0.
Let j, k ∈ Nν and set j0 = j ∧ k ∈ Nν . I.e., the µth coordinate of j0 is the minimum of the µth
coordinates of j and k. Consider,
γ2−kt ◦ γ
−1
2−js (x) = exp
 ∑
0<|α|≤L
tα2−k·deg(α)Xα
 exp
− ∑
0<|α|≤L
sα2−j·deg(α)Xα
x.
Hence, if we define,
θt,s (u) = Φ
−1
x0,j0
◦ γ2−kt ◦ γ
−1
2−js ◦ Φx0,j0 (u) ,
then,
θt,s (u) = exp
 ∑
0<|α|≤L
tα2−(k−j0)·deg(α)Yα
 exp
− ∑
0<|α|≤L
sα2−(j−j0)·deg(α)Yα
 u. (4.3)
We have suppressed the dependence of θ on j, k, x0.
Recall, α is a pure power if deg (α) is non-zero in only one component. Thus, if α is a pure power,
either (k − j0) · deg (α) or (j − j0) · deg (α) will be 0. It follows that each vector field Yα corresponding
to a pure power appears unscaled in at least one of the two exponentials in (4.3). Hence, the vector
fields in the exponentials of (4.3) (namely,
{
2−(k−j0)·deg(α)Yα, 2
−(j−j0)·deg(α)Yα
}
) satisfy Ho¨rmander’s
condition uniformly in j, k, x0. This argument is the main reason we had to distinguish between pure
powers and non-pure powers.
The way θ comes up in our argument is as follows,
T ∗j Tkf (x) = ψ (x)
∫
f
(
γ2−kt ◦ γ
−1
2−js (x)
)
κ (s, t, x) ηj (s)ηk (t) ds dt,
where κ ∈ C∞. Thus, if we let Φ#x0,j0 denote the map Φ
#
x0,j0
f = f ◦ Φx0,j0 , then we see,
Φ#x0,j0T
∗
j Tk
(
Φ#x0,j0
)−1
g (u) = ψ (Φx0,j0 (u))
∫
g (θt,s (u)) κ˜ (s, t, u) ηj (s)ηk (t) ds dt. (4.4)
(4.4) alone is not quite enough to directly show (4.1), however it is close. We outline the proof of the
L2 theorem in Section 5.
5 The L2 theorem
In this section, we outline the proof of the case p = 2 of Theorem 1.1 (for the operator T ). This describes
work from [Str10].
As discussed in Section 4, our goal is to show∥∥T ∗j Tk∥∥L2→L2 , ‖TjT ∗k ‖L2→L2 . 2−ǫ|j−k|, (5.1)
where Tj and Tk are defined in (3.2). We focus on the estimate for T
∗
j Tk, the other estimate being
similar. In what follows ǫ > 0 is a constant that may change from line to line, but is always independent
of j, k. To prove (5.1) it suffices to show∥∥∥(T ∗kTjT ∗j Tk)n+1∥∥∥
L2→L2
. 2−ǫ|j−k|, (5.2)
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which proves (5.1) with ǫ replaced by ǫ2(n+1) . Recall, n is the dimension of the ambient space. It is easy
to see that ∥∥T ∗kTjT ∗j Tk∥∥L1→L1 . 1,
and therefore to prove (5.2), interpolation shows that it suffices to show∥∥∥(T ∗k TjT ∗j Tk)n+1∥∥∥
L∞→L∞
. 2−ǫ|j−k|. (5.3)
Fix a point x0 and a bounded function f . To show (5.3) we show that∣∣∣(T ∗kTjT ∗j Tk)n+1 f (x0)∣∣∣ . 2−ǫ|j−k| ‖f‖L∞ . (5.4)
Recall
Tjf (x) = ψ (x)
∫
f (γt (x)) η
(2j)
j (t) dt, (5.5)
where ηj ∈ C∞0
(
BN (a)
)
(and satisfies certain cancellation conditions); with a similar formula for Tk.
Here, a > 0 is small if the support of K is small, and therefore, we may take a > 0 as small as we like
(since the Theorem 1.1 is about kernels K with small support).
Since T ∗k and T
∗
j are essentially of the same form as Tk and Tj (with γt replaced by γ
−1
t ), by taking
a > 0 small enough, (5.5) shows that
(
T ∗kTjT
∗
j Tk
)n+1
f (x0) depends only on the values of f in BZ (x0, ξ)
where j0 = j ∧ k, Z1 = 2−j0·d1X1, . . . , Zq = 2−j0·dqXq, and ξ is as in Theorem 4.1. Thus to prove (5.4)
it suffices to show ∣∣∣∣Φ#x0,j0 (T ∗kTjT ∗j Tk)n+1 (Φ#x0,j0)−1 g (0)∣∣∣∣ . 2−ǫ|j−k| ‖g‖L∞ ,
where g is supported on Bn0 (η) (and n0, η > 0 are as in Theorem 4.1).
Putting all this together, to prove (5.1) it suffices to show∥∥∥∥∥
(
Φ#x0,j0T
∗
k TjT
∗
j Tk
(
Φ#x0,j0
)−1)n+1∥∥∥∥∥
L∞→L∞
. 2−ǫ|j−k|, (5.6)
where ǫ > 0 and the implicit constant are independent of j, k, and x0. Fortunately, (5.6) follows from
methods developed in the single parameter case by Christ, Nagel, Stein, and Wainger [CNSW99].
We close this section by briefly outlining the proof of (5.6); we refer the reader to [Str10] for more
precise details. By a computation like the one leading up to (4.4) and an application of the Campbell-
Hausdorff formula it is easy to see that
Φ#x0,j0T
∗
k TjT
∗
j Tk
(
Φ#x0,j0
)−1
g (u) = ψ˜ (u)
∫
f (Θt (u)) κ˜ (t, u) η˜ (t) dt,
where η˜ ∈ C∞0 and is supported near 0 ∈ R
4N , κ˜ ∈ C∞, and4
Θt (u) ∼ exp
∑
0<|α|
tαWα
u, (5.7)
and {Wα} satisfy Ho¨rmander’s condition, uniformly in any relevant parameters. Using results from
[CNSW99] it is then easy to show that[
Φ#x0,j0T
∗
k TjT
∗
j Tk
(
Φ#x0,j0
)−1]n
g (u) = ψ˜ (u)
∫
g (v)h (u, v) dv, (5.8)
4(5.7) means that Θt (u) = exp
(∑
0<|α|≤L t
αWα
)
u+ O
(
|t|L+1
)
as t→ 0.
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where h (u, v) has a certain level of “smoothness” in v. Indeed, one can show that (uniformly in u),
h (u, ·) ∈ L1δ for some δ > 0, where L
1
δ is the space of those f ∈ L
1 such that,∫
|f (y − z)− f (y)| dy . |z|δ .
There is also “cancellation” in the operator Φ#x0,j0T
∗
kTjT
∗
j Tk
(
Φ#x0,j0
)−1
induced by the cancellation
condition in ηj , ηk. One can use this cancellation together with the smoothness from (5.8) to show that∥∥∥∥[Φ#x0,j0T ∗kTjT ∗j Tk (Φ#x0,j0)−1]nΦ#x0,j0T ∗kTjT ∗j Tk (Φ#x0,j0)−1∥∥∥∥
L∞→L∞
. 2−ǫ|j−k|,
which completes the proof of (5.6) and therefore of (5.1).
Remark 5.1. A significant issue dealt with is related to the fact that Tj and T
∗
k do not necessarily
commute. The proof of (5.6) exploits this possibility, allowing us to take vectors in (4.3) from both
exponentials to obtain a collection that satisfies Ho¨rmander’s condition. This allows one to exploit,
for instance, the commutator of two vector fields, one from each exponential. This is in contrast to
the case when ν = 1, where one needs only look at one of the exponentials. This accounts for one
of the differences between our cited work and [CNSW99]. Of course, there are case where Tj and T
∗
k
(approximately) commute (for instance, certain cases when all the Xα commute), and our theorem
applies. In these cases, one does not need to exploit the commutator of two vector fields, one from each
of the exponentials in (4.3).
6 The Littlewood-Paley theory
In order to extend the results from L2 to Lp (1 < p <∞) we use a Littlewood-Paley theory adapted to
the operator T . Recall the vector fields with formal degrees (X1, d1) , . . . , (Xq, dq) from Section 4 (these
vector fields are nothing more than an enumeration of the set F from the finite-type condition).
For each µ, 1 ≤ µ ≤ ν, consider those vector fields with formal degrees (Xj, dj) such that dj is
non-zero in only the µth component. Think of these vector fields as vector fields with one-parameter
formal degrees, where the one parameter is the µth component of dj . Enumerate these vector fields and
one-parameter formal degrees (Xµ1 , d
µ
1 ) , . . . ,
(
Xµqµ , d
µ
qµ
)
where dµj ∈ (0,∞).
For
(
t1, . . . , tqµ
)
∈ Rqµ and j ∈ Z, define 2j
(
t1, . . . , tqµ
)
=
(
2jd
µ
1 t1, . . . , 2
jdµqµ tqµ
)
. For a function
f (t) (with t ∈ Rqµ), define
f(2
j) = 2
j
(
d
µ
1
+···+dµqµ
)
f
(
2jt
)
.
Decompose
δ0 =
∞∑
j=0
η
(2j)
j (t) ,
where {ηj} ⊂ C
∞
0 (B
qµ (a)) is a bounded set and
∫
ηj = 0 if j 6= 0 (here, a > 0 is a small number).
Fix ψ0 ∈ C∞0 (R
n) which is 1 on a neighborhood of 0 and supported on a small neighborhood of 0.
Define,
D
µ
j f (x) = ψ0 (x)
∫
R
qµ
f
(
et·X
µ
x
)
ψ0
(
et·X
µ
x
)
η
(2j)
j (t) dt,
where Xµ =
(
X
µ
1 , . . . , X
µ
qµ
)
. Note that
∑∞
j=0D
µ
j = ψ
2
0 .
For j = (j1, . . . , jν) ∈ Nν , define,
Dj = D
1
j1
· · ·Dνjν .
Note that
∑
j∈Nν Dj = ψ
2ν
0 .
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Theorem 6.1 (Littlewood-Paley square function). For f supported sufficiently close to 0 ∈ Rn and
1 < p <∞, ∥∥∥∥∥∥∥
∑
j∈Nν
|Djf |
2

1
2
∥∥∥∥∥∥∥
Lp
≈ ‖f‖Lp .
For M ∈ N, define
UMf (x) =
∑
j∈Nν
∑
k∈Nν
|k−j|≤M
DjDk.
Theorem 6.2 (Caldero´n reproducing formula). Fix ψ1 ≺ ψ0, ψ1 ∈ C∞0 . For every p (1 < p <∞) there
exists an M , and an operator VM : L
p → Lp such that ψ1UMVM = ψ1 = VMUMψ1.
Proof sketch. Note that ψ4ν0 = UM +RM , where
RM =
∑
j∈Nν
∑
k∈Nν
|k−j|>M
DjDk.
For each fixed p, 1 < p <∞, one has,
lim
M→∞
‖RM‖Lp→Lp = 0. (6.1)
TakingM =M (p) such that ‖RM‖Lp→Lp is sufficiently small, VM can be constructed using a Neumann
series. For p = 2, (6.1) follows from the ideas in Section 5. For other p, an interpolation argument is
used.
The use of Theorem 6.2 is that instead of proving the Lp boundedness of T , it suffices to prove the
Lp boundedness of TUM for some M =M (p) (here we have used Tψ1 = T if the support of T is chosen
to be on a sufficiently small neighborhood of 0–where we have taken ψ1 ≡ 1 on a neighborhood of 0).
We close this section by outlining the proof of the . part of Theorem 6.1. We defer further discussion
of all other results in this section to [SS10a].
By a well-known reduction, to prove the . part of Theorem 6.1 it suffices to show that for any ν
sequences ǫµj ∈ {−1, 1}, j ∈ N, 1 ≤ µ ≤ ν, we have
∞∑
j1,...,jν=0
ǫ1j1D
1
j1
· · · ǫνjνD
ν
jν
,
is bounded on Lp (with bound independent of the choice of the sequences ǫµ). As a consequence, it
suffices to show for each µ,
Sµ :=
∞∑
j=0
ǫ
µ
jD
µ
j
is bounded on Lp (with bound independent of the sequence).
If the vector fields Xµ1 , . . . , X
µ
qµ
span the tangent space at each point, then it is easy to see that Sµ
is a Caldero´n-Zygmund singular integral operator associated to single parameter Carnot-Carathe´odory
balls generated by (Xµ1 , d
µ
1 ) , . . . ,
(
Xµqµ , d
µ
qµ
)
(which, in turn, endow the ambient space with the structure
of a space of homogeneous type–see [NSW85]). The Lp boundedness of Sµ then follows from classical
results (see, e.g., [Ste93]).
It does not follow from our assumptions that Xµ1 , . . . , X
µ
qµ
span the tangent space. However,
it does follow from our assumptions that
[
X
µ
j , X
µ
k
]
can be written as a C∞ linear combination of
X
µ
1 , . . . , X
µ
qµ
and therefore the classical theorem of Frobenius applies to foliate the ambient space into
leaves; Xµ1 , . . . , X
µ
qµ
spanning the tangent space to each leaf. One would then like to apply the above
argument (seeing Sµ as a Caldero´n-Zygmund singular integral operator) to each leaf (uniformly in the
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leaf), and use this to prove the Lp boundedness of Sµ on the entire space. To do this, one needs ap-
propriately uniform control of the coordinate charts defining the leaves. Theorem 4.1 gives just such
control, and this argument then yields the Lp boundedness of Sµ.
Along a similar line, let σ ∈ C∞0 (R
qµ) be a non-negative function which is 1 on a neighborhood of
0, and supported on a small neighborhood of 0. Define,
A
µ
j f (x) = ψ0 (x)
∫
f
(
et·X
µ
x
)
ψ0
(
et·X
µ
x
)
σ(2
j) (t) dt
= ψ0 (x)
∫
f
(
e(2
−jt)·Xµx
)
ψ0
(
e(2
−jt)·Xµx
)
σ (t) dt,
and define
Mµf (x) = sup
j∈N
A
µ
j |f | (x) .
By a similar argument using the Frobenius theorem to reduce the question to the classical theory of
spaces of homogeneous type, we have ‖Mµf‖Lp . ‖f‖Lp for 1 < p ≤ ∞.
7 Auxiliary operators
To prove Theorem 1.1, we need to use several auxiliary operators. Recall, we have decomposed T =∑
j∈Nν Tj, we have defined a Littlewood-Paley square function in terms of operators Dj in Section 6,
and we have introduced some “averaging” operators Aµj at the end of Section 6. In what follows, we
will have many operators with a subscript with values in Nν (e.g., Tj , j ∈ Nν). For such operators we
define Tj for j ∈ Zν \ Nν to be 0.
For k1, k2 ∈ Z
ν , we define the operator Tk1,k2 on sequences of measurable functions {fj}j∈Nν by
Tk1,k2 {fj}j∈Nν = {DjTj+k1Dj+k2fj}j∈Nν .
The use of Tk1,k2 comes from the following proposition:
Proposition 7.1. Fix p, 1 < p <∞. If there exists ǫ > 0 such that
‖Tk1,k2‖Lp(ℓ2(Nν))→Lp(ℓ2(Nν)) . 2
−ǫ(|k1|+|k2|),
then T : Lp → Lp. Here, Lp (ℓq (Nν)) denotes the Lp space of functions on Rn taking values in the
Banach space ℓq (Nν).
Proof. Take M =M (p) as in Theorem 6.2, so that it suffices to prove TUM : L
p → Lp. Consider, using
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Theorem 6.1 and the triangle inequality, we have
‖TUMf‖Lp ≈
∥∥∥∥∥∥∥
∑
j∈Nν
|DjTUMf |
2

1
2
∥∥∥∥∥∥∥
Lp
=
∥∥∥∥∥∥∥∥∥
∑
j∈Nν
∣∣∣∣∣∣∣∣
∑
j1,j2∈N
ν
|l|≤M
DjTj1Dj2Dj2+lf
∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥
Lp
=
∥∥∥∥∥∥∥∥∥
∑
j∈Nν
∣∣∣∣∣∣∣∣
∑
k1,k2∈Z
ν
|l|≤M
DjTj+k1Dj+k2Dj+k2+lf
∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥
Lp
≤
∑
k1,k2∈Z
ν
|l|≤M
∥∥∥∥∥∥∥
∑
j∈Nν
|DjTj+k1Dj+k2Dj+k2+lf |
2

1
2
∥∥∥∥∥∥∥
Lp
=
∑
k1,k2∈Z
ν
|l|≤M
∥∥∥Tk1,k2 {Dj+k2+lf}j∈Nν∥∥∥
Lp(ℓ2(Nν))
.
∑
k1,k2∈Z
ν
|l|≤M
2−ǫ(|k1|+|k2|)
∥∥∥{Dj+k2+lf}j∈Nν∥∥∥
Lp(ℓ2(Nν))
.
∥∥∥∥∥∥∥
∑
j∈Nν
|Djf |
2

1
2
∥∥∥∥∥∥∥
Lp
. ‖f‖Lp ,
which completes the proof.
Our proof of the Lp boundedness of T will proceed by applying Proposition 7.1. A similar idea
is used for M, however M does not have the inherent cancellation that T does. Because of this, we
introduce this cancellation in an ad hoc way. To do this we proceed by induction on ν (the base case
ν = 0 will be trivial–this will be explained more in what follows). We will construct an operator Bj
(j ∈ Nν) which has cancellation similar to Tj and which (under our inductive hypothesis) satisfies∥∥supj |Bjf |∥∥Lp . ‖f‖Lp (1 < p <∞) if and only if ‖Mf‖Lp . ‖f‖Lp .
Let N∞ = N ∪ {∞}. For a subset E ⊆ {1, . . . , ν} and j = (j1, . . . , jν) ∈ Nν , define jE ∈ Nν∞ to be
equal to jµ for those components µ ∈ E and equal to ∞ in the rest of the components. For t ∈ RN , we
define 2−jE t in the usual way, with the convention that 2−∞ = 0; thus 2−jE t is zero in every coordinate
corresponding to tµ where µ ∈ Ec. We may think of these dilations as |E|-parameter dilations acting on
the lower dimensional space consisting of those coordinates tµ with µ ∈ E. Notice that j∅ = (∞, · · · ,∞)
and j{1,...,ν} = j.
Let σ0 ∈ C∞0 (R) be a non-negative function supported on a small neighborhood of 0, with σ0 ≥ 1
on a neighborhood of 0. For t = (t1, . . . , tm) ∈ Rm (for any m), we define σ (t) = σ0 (t1) · · ·σ0 (tm). We
use this σ to define the operators Aµj as at the end of Section 6. Let ψ1, ψ2 ∈ C
∞
0 (R
n), with ψ1, ψ2 ≥ 0,
ψ2 ≺ ψ1 ≺ ψ0, and ψ1, ψ2 ≥ 1 on a neighborhood of 0. We define, for j ∈ Nν∞,
Mjf (x) = ψ2 (x)
∫
f (γ2−jt (x))ψ2 (γ2−jt (x))σ (t) dt.
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Notice,
M(∞,··· ,∞)f (x) =Mj∅f (x) = ψ
2
2 (x)
[∫
σ (t) dt
]
f (x) . (7.1)
It is immediate to see
Mf (x) . sup
j∈Nν
Mj |f | (x) .
Thus, to prove M is bounded on Lp (1 < p ≤ ∞), it suffices to show∥∥∥∥ sup
j∈Nν
|Mjf |
∥∥∥∥
Lp
. ‖f‖Lp , (7.2)
for 1 < p ≤ ∞.
Recall the operators Aµj from Section 6 (replace ψ0 with ψ1 in the definition of A
µ
j ). For j =
(j1, . . . , jν) ∈ Nν∞, define
Aj = A
1
j1
· · ·Aνjν .
Note that
A(∞,··· ,∞) =
[∫
σ (t) dt
]ν
ψ2ν1 .
Thus, to prove (7.2) it suffices to show∥∥∥∥ sup
j∈Nν
∣∣Aj∅Mj{1,...,ν}f ∣∣∥∥∥∥
Lp
. ‖f‖Lp . (7.3)
It is easy to see that MjE is of the same form as Mj but with ν replaced by |E|. Thus, we may
assume (for induction) that
∥∥supj∈Nν |MjEf |∥∥Lp . ‖f‖Lp for 1 < p ≤ ∞ and E ( {1, . . . , ν}. In light
of (7.1), the base case E = ∅ is trivial.
Fix p (1 < p ≤ 2).5 As discussed at the end of Section 6,∥∥∥∥∥ supj∈Nν∞ |Ajf |
∥∥∥∥∥
Lp
. ‖f‖Lp .
It follows that, for E ( {1, . . . , ν}, ∥∥∥∥ sup
j∈Nν
|AjEcMjEf |
∥∥∥∥
Lp
. ‖f‖Lp .
Define the operator,
Bj =
∑
E⊆{1,...,ν}
(−1)|E|AjEcMjE .
By the above discussion, showing (7.2) is equivalent to showing∥∥∥∥ sup
j∈Nν
|Bjf |
∥∥∥∥
Lp
. ‖f‖Lp .
In fact, we show the stronger result:∥∥∥∥∥∥∥
∑
j∈Nν
|Bjf |
2

1
2
∥∥∥∥∥∥∥
Lp
. ‖f‖Lp . (7.4)
For k ∈ Zν , define the vector valued operator
Bk {fj}j∈Nν = {BjDj+kfj}j∈Nν .
From the above discussion, and a proof along the lines of Proposition 7.1, we have the following.
5The maximal result for p > 2 follows from the result for p = 2 and interpolation with the trivial result p =∞.
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Proposition 7.2. Fix p, 1 < p <∞. If there exists ǫ > 0 such that
‖Bk‖Lp(ℓ2(Nν))→Lp(ℓ2(Nν)) . 2
−ǫ|k|,
then M is bounded on Lp.
8 Completion of the proof
In this section, we outline the remaining points in the proof of Theorem 1.1. Since the L2 adjoint of T
is essentially of the same form as T (with γt (x) replaced by γ
−1
t (x)) and since M is trivially bounded
on L∞, it suffices to verify Theorem 1.1 for 1 < p ≤ 2. In light of Propositions 7.1 and 7.2 we wish to
show that for every p, 1 < p ≤ 2, there exists ǫ = ǫ (p) > 0 such that
‖Tk1,k2‖Lp(ℓ2(Nν))→Lp(ℓ2(Nν)) . 2
−ǫ(|k1|+|k2|), ‖Bk‖Lp(ℓ2(Nν))→Lp(ℓ2(Nν)) . 2
−ǫ|k|. (8.1)
Step 1. Using the methods of Section 5, we show
‖DjTj+k1Dj+k2‖L2→L2 . 2
−ǫ2(|k1|+|k2|), ‖BjDj+k‖L2→L2 . 2
−ǫ2|k|,
for some ǫ2 > 0. As a consequence, we obtain
‖Tk1,k2‖L2(ℓ2(Nν))→L2(ℓ2(Nν)) . 2
−ǫ2(|k1|+|k2|), ‖Bk‖L2(ℓ2(Nν))→L2(ℓ2(Nν)) . 2
−ǫ2|k|. (8.2)
It is easy to see that
‖Tk1,k2‖L1(ℓ1(Nν))→L1(ℓ1(Nν)) . 1, ‖Bk‖L1(ℓ1(Nν))→L1(ℓ1(Nν)) . 1. (8.3)
Interpolating (8.2) and (8.3) we obtain for 1 < p ≤ 2,
‖Tk1,k2‖Lp(ℓp(Nν))→Lp(ℓp(Nν)) . 2
−ǫp(|k1|+|k2|), ‖Bk‖Lp(ℓp(Nν))→Lp(ℓp(Nν)) . 2
−ǫp|k|, (8.4)
where ǫp > 0.
Step 2. (8.2) shows that M is bounded on L2. A bootstrapping argument like the one from [NSW78]
then can be used (in conjunction with (8.4)) to show that M is bounded on Lp (1 < p ≤ 2), thereby
completing the proof for M.
Step 3. The Lp boundedness of M can be used to show that
‖Tk1,k2‖Lp(ℓ∞(Nν))→Lp(ℓ∞(Nν)) . 1.
Interpolating this with (8.4) yields (8.1) and completes the proof.
9 More general results
The discussion in this note has been restricted to γ of the form
γt (x) = exp
 ∑
0<|α|≤L
tαXα
x,
an exponential of a finite sum of vector fields. However, our cited work is not limited to such γ.
If γ were of the form
γt (x) = exp (A (t))x, (9.1)
where A (t) is a vector field depending smoothly on t with A (0) ≡ 0, then the discussion in this note
would be easy to generalize. Unfortunately, not every γ is of this form. Fortunately, there is a simple
alternative. Given γ define a vector field depending on t, W (t), by
W (t) =W (t, x) =
d
dǫ
∣∣∣∣
ǫ=1
γǫt ◦ γ
−1
t (x) ∈ TxR
n. (9.2)
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Note that W (0) ≡ 0. Moreover, the map γ 7→ W is a bijection (in an appropriate sense). Everywhere
in this note where one might wish to use A, it suffices to use W instead.
We now informally state a special case of the main result of [Str10, SS10a], but refer the reader to
those papers for a more rigorous statement in full generality. The setting is the same as Theorem 1.1,
and so we are given a decomposition RN = RN1 × · · · × RNν . We are interested in the Lp boundedness
of operators of the form
Tf (x) = ψ (x)
∫
f (γt (x))K (t) dt,
where K is a product kernel relative to this decomposition (with small support). γ is a C∞ function
satisfying γ0 (x) ≡ x, but we do not assume that γ is given by (9.1).
For a set of vector fields V , let D (V) denote the involutive distribution generated by V ; that is, let
D (V) be the smallest C∞ module containing V and closed under Lie brackets.
Given γ define W by (9.2). Decompose W as a Taylor series in t,
W (t) ∼
∑
0<|α|
tαXα,
where each Xα is a C
∞ vector field. We define pure powers and non-pure powers just as in Section 1.1.
Our assumptions are (informally stated) as follows:
(i) For every δ ∈ (0, 1]ν ,
Dδ = D
({
δ
|α1|
1 · · · δ
|αν |
ν Xα : α is a pure power
})
is finitely generated as a C∞ module “uniformly” in δ.
(ii) W (δt) =W (δ1t1, . . . , δνtν) ∈ Dδ “uniformly” in δ ∈ (0, 1]
ν
.
Remark 9.1. Note that, if it were not for the “uniform” part of the above assumptions, they would be
independent of δ. Thus it is the uniform part which is the heart of the above assumptions. We refer the
reader to [Str10] for a more detailed discussion of these assumptions.
Theorem 9.2. Under the above assumptions (made precise in [Str10]) the operator T : Lp → Lp
(1 < p <∞).
Remark 9.3. There is also a corresponding maximal result. See [SS10a].
Remark 9.4. If γt (x) = exp (A (t))x, where A (0) ≡ 0, then the above assumptions can be (equivalently)
stated with W replaced by A. The point of using W is that that every γ has a corresponding W , while
not every γ has a corresponding A.
Remark 9.5. In the single parameter case (ν = 1), the assumptions of [CNSW99] can be equivalently
stated as: the {Xα} satisfy Ho¨rmander’s condition. This is a special case of the above assumptions. If
the Xα do not satisfy Ho¨rmander’s condition, the above assumptions still hold (in the case ν = 1) if:
(i) The involutive distribution generated by the {Xα} is finitely generated as a C∞-module.
(ii) W is tangent to the leaves of the foliation corresponding to this distribution in an appropriate
“scale invariant” way.
When the {Xα} satisfy Ho¨rmander’s condition, this involutive distribution is the entire space of smooth
sections of the tangent bundle (and is therefore clearly finitely generated) and there is only one leaf (the
entire space). Thus, W is trivially tangent to this leaf (the scale invariance turns out to follow as well).
Remark 9.6. We have not separated the above conditions into analogs of the finite type and algebraic
conditions discussed in Section 1.1, however this can be done. See [SS10b].
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There is another way in which our cited work is more general than what is discussed here: we
deal with a larger class of singular kernels K than product kernels. We defer a general discussion to
[Str10], and instead discuss a special case that illustrates the ideas. The setting is the three dimensional
Heisenberg group H1. As a manifold H1 is R3 and we write (x, y, t) for the coordinates of H1. For
j = (j1, j2) ∈ Z and (x, y, t) ∈ H1, write 2j (x, y, t) =
(
2j1x, 2j2y, 2j1+j2t
)
; and for a function f (x, y, t)
write f(2
j) (x, y, t) = 22j1+2j2f
(
2j1x, 2j2y, 2j1+j2t
)
.
Let {ηj}j∈Z2 ⊆ C
∞
0
(
B3 (1)
)
be a bounded set such that∫
ηj (x, y, t) dx dt = 0 =
∫
ηj (x, y, t) dy dt, ∀j ∈ Z
2.
Let K be a distribution defined by
K (x, y, t) =
∑
j∈Z2
η
(2j)
j (x, y, t) .
Proposition 9.7. The operator defined by f 7→ f ∗ K is bounded on Lp (1 < p < ∞) where the
convolution is taken in the sense of H1.
The idea of Proposition 9.7 is the following. We may write f ∗K as
f ∗K (ξ) =
∫
f
(
exX+yY+tT ξ
)
K (x, y, t) dt,
where X,Y, T are the usual left invariant vector fields on H1 satisfying [X,Y ] = T and T is in the
center of the Lie algebra. Because of our dilations we assign the formal degrees (X, (1, 0)), (Y, (0, 1)),
and (T, (1, 1)); so that T is a vector field corresponding to a non-pure power. Note that (T, (1, 1)) =
([X,Y ] , (1, 0) + (0, 1)) and so the algebraic condition is satisfied. The finite type condition trivially
holds.
Remark 9.8. If the convolution in Proposition 9.7 is replaced with the convolution using the usual
group structure of R3, then there are kernels K (of the above type) such that the above operator is
not bounded on Lp for any p. Moreover, the algebraic condition is not satisfied. Indeed, if the usual
Euclidean group structure is used, then X , Y , and T would be replaced with ∂
∂x
, ∂
∂y
, and ∂
∂t
, respectively.
Since
[
∂
∂x
, ∂
∂y
]
= 0, the algebraic condition fails.
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