




























Figure 2. Alternative hypotheses for the phylogenetic position of acoelomorphs and Xenotur-
bellida within metazoans.
(A) Basal position of Acoelomorpha within bilaterians, but Xenoturbella located within the
deuterostomes [10]. (B) Grouping of Acoelomorpha with Xenoturbella at the base of the bilat-
erians [6]. (C) New hypothesis of Xenacoelomorpha as sister group to echinoderms and hemi-
chordates within the deuterostomes [2].
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R153comparative developmental studies
between chordates and hemichordates
have revealed a conserved network of
regulatory genes involved in patterning
ancient deuterostome axes [13]. Some
of these, such as Hox genes, have been
investigated in acoels [14] and
Xenoturbella [15], and both their
presence or absence and expression
patterns again would suggest some
secondary loss of complexity in these
animals. Further studies will be
required to assess the extent of these
losses. From the revised placement of
Xenacoelomorpha within the
deuterostomes, it follows that at least
three major deuterostome clades
(Xenacoelomopha, Echinodermata,
and Urochordata) must have
independently altered their body plans
in radical ways. This extensive
character loss and divergence make
it difficult to reconstruct early
deuterostome evolution.
Although significant for our
understanding of deuterostome
evolution, the impact of these new
findings on early bilaterian evolution is
more profound: if this new topology is
true, and acoelomorphs are not basal
bilaterians, it has serious implications
for our understanding of the early
evolution of bilaterians. Acoelomorphs
would lose their promise as an early
lineage that captured a snapshot of
evolution along the stem leading to
bilaterians. Rather than representing
a compelling series of transitional
character states, acoelomorph
features such as a blind gut and lack
of coeloms would instead represent
secondary losses or simplifications.Likewise, molecular genetic features
of acoels considered ancestral and
transitional, such as a limited Hox
cluster, would also represent
secondary loss [3,14]. If it stands the
test of time this revised topology will
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A new study shows that sparse coding — a principle which elegantly explains
neural selectivity in the early visual system—may also explain selectivity in V4,
an intermediate visual area implicated in object vision.Ben D.B. Willmore
Our brains recognise visual objects
almost instantaneously and without
noticeable effort. Objects can often
be identified from any angle, evenwhen they are partially covered by
other objects, and, remarkably, we can
usually identify objects that we have
never seen before. Such flexible,
robust object recognition is an
impressive feat, which even the most
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cannot match. The difficulty of visual
object recognition makes it an
intriguing area of research, and
a model for the study of general
intelligence. But the difficulty of the
problem — and the fact that our brains
provide us with no insight about how
it is solved — means that it is difficult
to guide research into how object
recognition is performed. A study
reported in this issue ofCurrent Biology
by Carlson et al. [1] provides a new,
principled direction to explore by
combining novel experiments using
adaptive stimuli with a broad
theoretical perspective based on
sparse coding.
Adaptive Stimulus Strategy
The early visual system — the retina,
lateral geniculate nucleus and primary
visual cortex — is one of the most
thoroughly understood parts of the
mammalian brain. One might expect
that the techniques that have been
used to study early vision could also be
applied to understand higher-level
visual processes such as object
recognition. In fact, however, object
vision remains relatively poorly
understood.
The success of research on the early
visual system is largely due to
a rigorously reductionist approach
begun by Kuffler [2] and Hubel and
Wiesel [3]. These pioneering studies
investigated the selectivity of individual
neurons by reducing visual stimuli to
their simplest elements. For example,
Kuffler [2] measured the selectivity of
cat retinal ganglion cells by recording
the action potentials these neurons
produced when spots of light — single
pixels — were projected onto the
retina.
The use of such simple stimuli rests
on a crucial insight: that neural
responses to complex, real-world
stimuli might eventually be understood
by studying responses to the elements
of those stimuli. In the early visual
system, this insight has been validated
by subsequent research: neural
responses to complex stimuli can
now be predicted [4] and decoded
[5] using responses to their elements,
indicating that this insight is largely
correct. However, in the ventral visual
pathway — which is implicated in
object vision — this insight no longer
holds. In V4, a mid-level ventral area,
neurons show combinations of subtle
selectivity and invariance that aredifficult to describe in terms of
individual pixels [6,7]. This problem
becomes more severe higher in the
pathway [8].
This suggests that a different
approach is needed for investigating
the responses of neurons in the ventral
pathway. Rather than attempting to
infer how neurons behave based on
their responses to elementary stimuli,
we must directly investigate responses
to complex stimuli. Significant
progress has recently beenmade using
natural stimuli [9]. This is challenging,
however, because the number of
complex visual stimuli is extremely
large: a grid of just 10 x 10 pixels can
represent over 1030 different images
[10]. The standard neurophysiological
approach — measuring neural
responses to all stimuli in the set —
would (technical challenges aside) take
many millennia to complete.
The new study by Carlson et al.
[1] exemplifies a powerful alternative
approach: principled exploration
of stimulus space. The authors
constructed a parameterised stimulus
framework where each stimulus is
a continuous two-dimensional contour
made of curved line segments.
The location and curvature of the
segments are described by a small
number of parameters, so that
changing the parameters produces an
array of different contours with convex
and concave regions. As a set, these
contours cover much of the region of
stimulus space for which ventral visual
neurons are thought to be selective.
However, the stimulus set is still far
too large to record neural responses to
them all. Instead, Carlson et al. [1] used
an adaptive strategy, which has already
been employed successfully (using
more complex, three-dimensional
stimuli) in a study of the higher visual
cortex [11]. First, a random set of
stimuli were presented to an awake
fixating monkey, while recording action
potentials elicited in a V4 neuron. Next,
the most successful stimuli — those
that elicited the strongest neural
responses — were selected, and their
parameters were randomly adjusted
to produce a newgeneration of variants
on the successful stimuli. The variants
were then presented to the monkey,
and the procedure was repeated
several times. Carlson et al. [1] found
that this procedure rapidly identified
stimuli that consistently elicited large
responses from V4 neurons. They then
analysed these preferred stimuli, andfound a common trait: the preferred
stimuli tended to contain acute
curvature, rather than flatter curves
or straight lines. This suggests that V4
neurons themselves are selective for
acute curvature.
Sparse Coding
Why do V4 neurons prefer acute
curvature? At first sight, such
a preference is surprising because
real visual images are dominated by
gentle curves and straight lines [12],
while acute curvature is relatively rare
(Figure 1). One might expect that visual
neurons would be selective for the
more common type of curvature.
However, there are strong theoretical
reasons to believe that V4 neurons may
prefer acute curvature precisely
because it is rare.
Sparse coding is the theoretical
principle that, to maximise the
efficiency of neural codes, action
potentials should be rare events.
This simple idea has surprisingly
far-reaching implications: sparse
codes have been shown to minimise
both energy consumption [13] and
the information-theoretic redundancy
of neural codes [14,15] (though these
advantages are not necessarily
conferred by precisely the same forms
of sparseness [16]). In the early visual
system, sparse coding provides
a simple, accurate account of neural
selectivity, particularly of V1 simple
cells [17].
It is widely theorised that sparse
coding is also important higher in
the visual system; however, there
is little direct evidence for this idea.
The study by Carlson et al. [1] fills
this gap using a modelling study
which suggests that sparse coding
may be responsible for the acute
curvature preference they observe
in V4. The authors created a population
of model neurons which, like real
V4 neurons, were selective for
contour curvature, orientation
and object-relative position [7].
They trained this population to
represent contours extracted from
real objects, optimising the tuning
of the neurons to maximise the
discriminability of different objects
based on the neural responses.
Initially, Carlson et al. [1] found that
the neurons did not develop the same
preference for acute curvature as V4
neurons. Instead, they preferred the flat
contours and shallow curvature which
are more common in natural images.
Figure 1. Real images are dominated by straight lines and gentle curves, but acute curvature
is perceptually significant.
(A) A natural image. (B) The same image with some of its major contours highlighted (right).
The majority of contours (highlighted in blue) have shallow curvature; regions with acute curva-
ture (red circles) occur much more rarely. However, acute curvature occurs at perceptually
significant locations, such as where one object occludes another. Points of acute curvature
are therefore particularly useful for discriminating one object from another. Carlson et al. [1]
show that V4 neurons tend to be selective for acute curvature, and that this preference may
arise because V4 neurons are constrained to represent contours using a sparse code.
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constraint: that the responses of
their model neurons should be sparse.
When they did so, they found that
preferences of the model neurons
moved towards acute curvature.
Thus, the sparse constraint forced the
neurons to represent contours in terms
of rare, but highly distinctive, acute
curvature, rather than ubiquitous
shallow curvature. Since real V4
neurons show the same preference
for acute curvature, this suggests
that they may operate under the
same sparse constraint.Conclusion
Taken together, the two parts of this
new study [1] provide convergent
evidence that neurons in V4 form an
efficient, sparse code for the contours
of objects. The physiological data
show that V4 neurons prefer acute
curvature, while the modelling data
suggest that this preference may
arise because V4 is constrained to
form a sparse code for contours.
Thus, sparse coding — a theoretical
principle that is strongly implicated
in the structure of primary visual
cortex — may also be an important
guiding principle for understanding
higher visual areas.
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the P Granules
A recently identified novel role for PPTR-1, the regulatory subunit of
phosphatase 2A, in P granule segregation challenges the belief that P granules
are responsible for determining the germline in Caenorhabditis elegans.Matthew R. Marcello1,2,3
and Andrew Singson2,3
Germ cells are the precursors to all
tissues and cell types and investigating
germline development is critical to
understanding cellular totipotency and
immortality [1]. There are two
prevailing theories of germline
development: inductive and
determinative [2]. Inductive
development occurs in mammals,
where the germline develops asa result of instructive cell–cell signaling
[1,2]. In most organisms, with the
exception of mammals and birds, the
germline develops by the asymmetric
segregation of intrinsic factors that
determine which cells become the
germline [1–3]. Until recently, the
germline of the nematode
Caenorhabditis elegans was
hypothesized to be determined by the
asymmetric division of granules in the
cytoplasm of the germ cells known as
P granules [1]. Gallo et al. [4] have now
