With the fast-growing popularity of smart phones in recent years, augmented reality (AR) on mobile devices is gaining more attention and becomes more demanding than ever before. However, the limited processors in mobile devices are not quite promising for AR applications that require real-time processing speed. The challenge exists due to the fact that, while fast features are usually not robust enough in matchings, robust features like SIFT or SURF are not computationally efficient. There is always a tradeoff between robustness and efficiency and it seems that we have to sacrifice one for the other. While this is true for most existing features, researchers have been working on designing new features with both robustness and efficiency. In this article, we are not trying to present a completely new feature. Instead, we propose an efficient matching method for robust features. An adaptive scoring scheme and a more distinctive descriptor are also proposed for performance improvements. Besides, we have developed an outdoor augmented reality system that is based on our proposed methods. The system demonstrates that not only it can achieve robust matchings efficiently, it is also capable to handle large occlusions such as passengers and moving vehicles, which is another challenge for many AR applications.
INTRODUCTION
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One of the most challenging problems in the vision community as well as in augmented reality area is to conduct image matchings efficiently with sufficient robustness. While there are many robust features that have good image matching performance, these features are not computationally efficient for real-time applications. Many fast features have been designed in recent years, however, most of these features sacrifice the robustness to meet with the real-time requirements. While the tradeoffs do exist for certain features, there are other ways to improve both of them. In this article, we will cope with such a challenging problem.
We know that SIFT [Lowe 1999 ] and SURF [Bay et al. 2008 ] are two of the most popular robust features. Both of them first detect keypoints and then calculate the descriptors. Among the two phases, detections consume much more time than forming descriptors. One important reason with the inefficiency of detections is that it conducts scale space analysis and detect keypoints across all the scales. If we can avoid the process of scale space analysis, the timing performance will be significantly improved. In this work, we are employing the retrieval techniques to achieve such goal. However, a series of other challenges need to be handled to maintain the robustness of the proposed method.
Another requirement of many AR system is the ability to handle occlusions and dynamics. A hierarchical partitioning method is proposed to conquer this problem efficiently.
We summarize our original contributions as follows.
(1) We have proposed a novel matching speedup framework that can be applied to all existing pointbased matching techniques. A partitioning scheme and a propagation method are also proposed in the framework. (2) We have developed an outdoor tracking and AR system based on the proposed matching framework.
The system contains offline process and online process, which will be discussed in more details. (3) We have constructed a database that contains a large number of outdoor images. Extensive experiments have been conducted on the dataset to verify effectiveness of the proposed methods.
We talk about the details of our method in the remainder of this article. After talking about some related work in Section 2, we present the way to use retrieval techniques to replace scale space analysis in Section 3. We propose a hierarchical partitioning scheme and a distinctive descriptor for both efficiency and robustness in Section 4 and Section 5, respectively. In Section 6, we present an augmented reality system that is based on the proposed method. We show our experimental results in Section 7 and conclude the article in the last section.
RELATED WORK
In augmented reality, the fundamental problems are image matching and tracking with specific features. In the past years, many popular methods that utilize filtering and association techniques are well applied in the tracking applications [Lipton et al. 1998; Isard and Blake 1998; Rosales and Sclaroff 1999; Cham and Rehg 1999; Boykov and Huttenlocher 2000; Li and Chellappa 2000; Chen et al. 2001] . While these methods can achieve fast speed, a common drawback is that the tracking relies on consecutive frames to work. Moreover, most of these features are not robust, so the tracking is fragile under several conditions such as noises, fast motions, lighting changes etc.
There are also many robust features applied in tracking [Se et al. 2001; Tamimi et al. 2005; Wolf et al. 2002; Takacs et al. 2008] . Se et al. [2001] propose a vision-based simultaneous localization and mapping (SLAM) system by tracking the SIFT features. SIFT features are robust in scale, orientation and viewpoint variations so they are good natural visual landmarks for tracking over long periods of time from different views. Tamimi et al. [2005] propose an approach that reduces the number of features generated by SIFT, and with the help of a particle filter, the robot location can still be tracked accurately. Wolf et al. [2002] use local scale-invariant features and combine with Monte-Carlo localization to estimate robot positions. The system is robust against occlusions and dynamics such as passengers. In Takacs et al. [2008] , the system achieves fast updates and scalability by pruning of irrelevant features based on proximity to the user. The network latency is avoided by adapting retrieval algorithms based on robust descriptors.
The robust features such as SIFT or SURF are time-consuming and thus not suitable for most AR applications especially on mobile devices. Several simplified-version of these features are designed to achieve faster speed. Wagner et al. [2008] presented a modified SIFT that is created from a fixed patch size of 15 × 15 pixels and form a descriptor with only 36 dimensions. The modified feature is used for efficient nature tracking with interactive speed on current-generation phones. Henze et al. [2009] combines the simplified SIFT with a scalable vocabulary tree to achieve interactive object recognition on mobile phones. The simplified features consume less computational cost which is necessary for mobile applications. Azad et al. [2009] presented a combination of the Harris corner detector and the SIFT descriptor, which computes features with a high repeatability and good matching properties. By replacing the SIFT keypoint detector with extended Harris corner detector, the algorithm can generate features in real time.
While these methods can speedup the matching process, the feature robustness are usually sacrificed. Moreover, these methods can only achieve 2-3 times faster compared to original robust features such as SURF. For many mobile AR applications, such speed is still not fast enough. A speed-vsrobustness graph of various features is shown in Figure 1 . The figure shows that not only can our method achieve faster speed than existing simplified robust features such as 36D-SIFT [Wagner et al. 2008] , but that it also maintains close-to-SIFT robustness in the matching process.
RETRIEVAL IN SCALE SPACE
Scale space theory is a framework for multiscale signal representation. It is usually used to handle image structures at different scales by representing an image as a family of image pyramids. Most popular scale-invariant features such as SIFT and SURF make use of scale space analysis to match images in different scale levels. However, as Table I shows, the original multi-scale detection is the most costly part in the feature generation process. Therefore, detection on multiple scales is computationally inefficient especially for portable devices with less computing powers.
To match a live image with an existing database image. The workload can be largely reduced if we put scale space analysis of the database image in an offline process, and detect the scale of live image by retrieval techniques (as in Figure 2 ). In this way, the whole detection process can be significantly speeded up. Take working on a 1.5GHz processor as an example, the scale-invariant detections on 640 by 480 images usually take about 900ms for SIFT detectors and 300ms for SURF detectors, but singlescale detection only takes 90ms and 25ms respectively, and retrieval process costs about 5ms to 10ms. Therefore, by putting space analysis offline, we have
where T one-scale and T scale-invariant are detection time for single scale and multiple scales respectively, and T retrieval denotes the time used for retrieval. To analyze interest points in scale space, Fast-Hessian detector as in SURF is used. Differently from SURF, instead of changing the box filter size, we keep the filter size constant and apply it to image pyramids for up to 9 scales with scale step σ = 1.2. The image at each scale is built into the database for retrieval. Note that in this case, we are not analyzing the scale for a single feature point, we analyze the scale of feature points as a whole in the image.
HIERARCHICAL IMAGE PARTITIONING

Partitioning into Grids
In most cases, it is parts of the query image rather than the whole image that have corresponding matches in the database (as in Figure 3 (a) and 3(c)). It is possible that querying the whole image with bag of features would give us the correct results. However, the unmatched parts will lower the ranking or similarity score and reduce retrieval accuracy.
To better refine the retrieval results, we divide the query image into 4 × 4 grids. Dividing a 640 × 480 image into 2 × 2 or 3 × 3 will not improve the speed much. Dividing image into too many grids will make each grid containing too few features thus not robust. For images with higher dimensions, a larger grid size could be possible. In our work, all the images are 640 × 480 and the 4 × 4 partitioning is the most efficient way. As shown in Figure 4 (a), there are sixteen 1 × 1 grids, nine 2 × 2 grids, four 3 × 3 grids and one 4 × 4 grid (image itself). Not all these hierarchical grids are used to query their corresponding matches in the database. We will discuss about this in the next section. In Figure 4 (a), the grid with red rectangle is used as the query grid.
On the other side, it is also true that in many cases the query image is only portion of the whole image in database, like example in Figure 3 (b) and 3(c). So it is also necessary to do hierarchical partitioning on images in retrieval database. There are totally 16 + 9 + 4 + 1 = 30 hierarchical grids for one image, and any grid with number of features greater than N 0 will be constructed in the database. This is to make sure that every image (or grid) in retrieval database has sufficient number of features to be identified with less ambiguity. In our experiments, we set N 0 = 100. As the image scale level goes up in its pyramids, the number of features is largely decreased. Therefore, for most images, there will be only 40 to 50 hierarchical grids across all 9 scales.
Besides increasing the retrieval accuracy, there are two more benefits of hierarchical partitioning, fast matching and occlusion handling, which will be discussed later.
Query with Hierarchical Grids
As we mentioned previously, different from hierarchical grids of a database image, not all grids of the query image are used in querying process. This is because many grids have overlapping parts, and it is inefficient to query the database with duplicate parts for many times. Therefore, we design our query strategy in following three steps.
Step (1). We select top three 1 × 1 grids with the largest number of features. The number must be greater than threshold N 0 to be a valid candidate grid regardless of its size. In decreasing order, we query each grid (if valid) to retrieve the most promising hierarchical grid with the highest rank score in database. Pairwise matching is conducted to validate query results. A query is considered successful if the number of inlier matches is greater than threshold N 0 . In our experiments, we set N 0 = 100 and N 0 = 20. If all three queries fail, go to the next step.
Step (2). Similar process as the first step, but one 2 × 2 grid and one 3 × 3 grid is used to query the database. We select both grids that have the largest number of features among their sizes. If all queries fail, go to step three.
Step (3). Use the 4 × 4 (whole image) grid to query. In step (2), we use one single 2 × 2 grid and one single 3 × 3 grid instead of multiple 2 × 2 grids because the subsequent 2 × 2 grids have too many overlapped parts with the first 2 × 2 grid, so the improvements are less promising compared to a 3 × 3 grid which include more new parts. Furthermore, though most of the time step (3) is not reached, with step (3), it makes sure that the query results are as good as querying without partitions in the worst case. Table II shows the accuracy rate of image retrieval within a database with over 200 different images. With about 40 hierarchical grids per image, there will be around 8,000 grids in the database. However, for each grid querying, there are multiple correct matches in the database since many grids have overlapping parts. As the table shows, to get a correct match, the first step is sufficient in most case. On average, 1.6 queries are needed to achieve accuracy up to 98.3%.
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Scoring Scheme for Grid Retrieval
Every hierarchical grid is constructed into the retrieval database with its bag of features going through a vocabulary tree. In our implementation, a tree of 6 levels with branching factor 10 is used. A scoring scheme is designed so that vocabulary tree is adaptive to handle hierarchical grids.
We assign a 2-dimension weight w i = (w 1 i , w 2 i ) to each node i in the vocabulary tree based on its entropy e i and level l i . The entropy is also 2-dimensional and defined as,
where e 1 i is the image entropy and e 2 i is the grid entropy. N is the number of images in the database, and M is the number of grids in the database. N i and M i are the number of images and grids with at least one descriptor vector path through node i.
Besides entropy, we also found that the performance is further improved by assigning the lower level nodes with higher weights. Therefore, the weight w i is defined as,
with the root node has l i = 0 and a leaf node has l i = 6. Then, the query vector q i and database vector d i are
where n i and m i are the number of descriptor vectors of query grid and database grid, respectively, with a path going through node i. The 2-dimensional score is given based on the normalized differences between the two vectors,
The ranking will be based on s 1 . If multiple grids have the same s 1 , which is usually the case when there are fewer images, they will be ranked according to the values of s 2 .
MATCHING WITH EFFICIENT DESCRIPTORS
Color-Enhanced Descriptors
Descriptor generations usually have much less computational cost compared to keypoint detections. Due to the robustness and efficiency of SURF descriptors, it seems promising if we can use it directly. However, since we do keypoint detections on a single scale, for a SURF descriptor, with no changes on its repeatedness property, the distinctiveness has been reduced. We propose a new descriptor that is based on colors to compensate for its distinctiveness. We use the normalized 64-dimension SURF descriptor as the first 64 elements in our 128-dimension descriptor. The next 64 elements will be two 32-D descriptors that are based on r and g values, where r = R/(R + G + B) and g = G/(R + G + B). When computing the two color descriptors, same orientation as SURF descriptor but a smaller neighborhood of pixels are used. As shown in Figure 5 , four 4 × 4 pixel neighborhoods around the keypoint are considered in forming the rg color descriptor. A histogram with 8 bins is generated for each 4 × 4 neighborhood, which will give us 32 elements in total for both r and g descriptor. The processing time for the proposed descriptor is about 1.4 to 1.6 times of that for SURF descriptor, which is a trivial part compared to the whole matching process. figure. H 1 is calculated from the matched points in the red area (x 1 and x 1 are one matching pair). The corresponding point for x 2 can be estimated by x 2 = H 1 · x 2 . The real corresponding point x 2 can be found nearby x 2 . Then, H 2 is calculated from all matched points within the blue rectangle. Similarly, x 3 can be founded in the neighborhood of estimated location x 3 .
Matching Propagations
We query the database with a selected grid on the query image. This process will return the most similar hierarchical grid in the database. In order to calculate the camera pose for this query image, we need to match those features on the two corresponding grids. The proposed efficient descriptors are used in the matching process.
It takes much less time to match two grids since there are fewer features compared to the whole image. However, it is better to match all the feature points on image to obtain a more accurate and stable camera pose. With the proposed matching propagation method, we can match all these features in an efficient way. Figure 6 shows the detailed matching propagation process. The basic idea is that for a nearby unmatched feature point on the query image, the location of its matching feature on database image can be estimated by applying the homographic transformation which is calculated from existing matched features. So instead of searching the whole image space, we have restricted the searching range within a much smaller area. Since we apply image matchings for outdoor buildings in our application, the building surfaces are almost planar-like compared to the viewpoint distance. Therefore, the homographic transformation is sufficient for estimating locations for most features on the image. The matching time with 2 propagation steps is about 10ms-25ms, compared to 100ms-150ms for directly matching the whole images. Since there are nearly 90% that the smallest 1 × 1 grid is selected, on average the propagation method will save a large portion of computational time.
AUGMENTED REALITY APPLICATION WITH PROPOSED METHODS
System Overview
We have developed an augmented reality (AR) system in large scale outdoor areas based on the proposed methods. The system consists of offline process and online process, as shown in Figure 7 . For offline stage, we build up three components that will be used in the AR system. In the first component, for each place of interests, we construct a database with images taken from different viewpoints. The database will be used for live image matching and camera pose recovery. The proposed descriptors and matching methods are used in order to achieve camera tracking in real time. We also build a 3D point cloud from these images with the bundler algorithm [Agarwal et al. 2009 ]. The point cloud is used for pose calculations in 3D space. The system is to extended to multiple places of interests that covers a large scale area in the second component. Besides one database for each place, an additional global database is constructed which is composed of images from different places. The database is used to locate the camera at initialization process. The third component is the virtual environment that covers these places of interests. The 3D points cloud for each place of interests is manually registered with this virtual environment. The AR system also provides users with a virtual view of their current real world environment.
For online stage, the users first locate themselves by querying the global database. Once the place of interests is identified, the corresponding grids database and 3D points cloud are selected. With real-time camera tracking, the users can see augmented information on live views for the current environment. The users can also interact with the augmented objects with hand gestures. A virtual camera is also set according to the camera pose in real world. So users can see more virtual buildings or other virtual objects in both virtual and real environment.
Virtual World Reconstruction
We use LIDAR data and aerial images as the input to reconstruct 3D virtual environment, which mainly includes buildings and the ground. The method [Zhou and Neumann 2009 ] is used to convert LIDAR data to triangular meshes and Wang and Neumann [2009] is used to automatically map the textures. Figure 8 shows one portion of the reconstructed virtual environment.
Camera Tracking and Virtual Camera
Each 3D point in the points cloud corresponds to some 2D feature point in database grids. When we match features between the query grid and the returned grid, we also know the matchings with the point cloud. Therefore, the current camera pose can be calculated from these 2D to 3D matching points. Figure 9 shows augmented 3D objects positioned according to the calculated camera pose and Figure 10 shows the corresponding camera pose in the virtual environment.
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Interacting with Augmented Realities
By using different hand gestures, the users can interact with the AR objects accordingly. We use a simplified version of method proposed in Kolsch and Turk [2005] for hand gesture recognition, since fewer gestures are required in our application. Currently, only interacting with 2D annotations is provided, and it is scaling (zoom in or out) and translation (up, down, left or right) . As shown in Figure 11 (a) to 11(e), these interactions with AR objects can be easily achieved by moving hands accordingly. One important characteristic of interacting with hands is that while the camera is tracking the real scene, parts of the scene are occluded by the hands so the recognition results are seriously affected. The proposed hierarchical grids can solve this problem effectively.
EXPERIMENTAL RESULTS
Computational Performance
We have tested the proposed algorithms on a portable device with a 1.5GHz processor. Figure 12 shows our comparisons of four different matching schemes on 500 frames. As we can see from the comparisons, by shifting the scale space analysis from detection process to offline process and replace scale detections with retrieval techniques, we can almost double the frame rate. Moreover, with hierarchical partitioning method, the matching time can be further reduced significantly with frame rate up to 4 to 6 times.
Distinctiveness of Proposed Descriptors
We use Fast-Hessian detectors to detect keypoints on a single image scale that is obtained through retrieval process. The detected keypoints are not as distinctive as those detected by scale-invariant detectors. However, with the proposed descriptors, the matching performance is competitive to matching with original SURF features. We have tested the proposed descriptors on our database with about 3400 images that are taken for different outdoor landmarks. Figure 13 shows the precision-recall curve for several promising fast features.
Retrieval Accuracy for Hierarchical Grids
In our augmented reality system, we have to handle the occluding cases that are either caused by moving vehicles and passengers, or by users' hand during interactions. The latter case is more challenging because the occlusions are usually larger, moving faster and lasting longer. With the hierarchical partitioning grids, we can effectively handle these occlusions without affecting the performance. Figure 14 shows some examples of retrieving with occluded images. The first row gives the retrieval results by using the whole image and the second row shows results of retrieving with grids. Figure 15 (a) and Figure 15 (b) show quantitative comparisons of these two types of retrievals. We have tested more than 200 occluded images on our constructed database. We can observe that while using the whole image can give slightly better performance in usual cases, for occluded images, the grid retrieval method is performing much better. 
CONCLUSION
We propose an efficient matching method for robust features. We first use retrieval techniques to replace scale space analysis in the feature detection process. The scale analysis of database image is conducted in offline stage and a single-scale detection is done for the live image. It can increase speed of the whole detection process by up to 8-10 times. For single scale keypoints detection, the feature distinctiveness is weakened. To compensate this, an adaptive scoring scheme and a color-enhanced descriptor are also proposed for performance improvements. The feature matching process is also a time consuming part. We first match features within a grid then propagate matchings to the whole image. In this way, the matching can be speeded up by 3-5 times with robustness maintained. Moreover, based on the proposed speedup methods, we have developed an outdoor augmented reality system. The system demonstrates that not only it can achieve robust matchings efficiently, it is also capable to handle large occlusions such as passengers and moving vehicles due to the partitioning characteristics.
