The paper concerns scattering of plane waves by a bounded obstacle with complex valued impedance boundary conditions. We study the spectrum of the Neumannto-Dirichlet operator for small wave numbers and long wave asymptotic behavior of the solutions of the scattering problem. The study includes the case when k = 0 is an eigenvalue or a resonance. The transformation from the impedance to the Dirichlet boundary condition as impedance grows is described. A relation between poles and zeroes of the scattering matrix in the non-self adjoint case is established. The results are applied to a problem of scattering by an obstacle with a springy coating. The paper describes the dependence of the impedance on the properties of the material, that is on forces due to the deviation of the boundary of the obstacle from the equilibrium position.
Introduction
We consider the scattering of plane waves by a bounded obstacle O ∈ R 3 with a smooth boundary ∂O ∈ C 2 and impedance boundary conditions. The scattered field u = u(r), r = (x, y, z) satisfies the Helmholtz equation in Ω = R 3 \O and radiation conditions: ∆u(r) + k 2 u(r) = 0, r ∈ Ω, k > 0, |r|=R ∂u(r) ∂|r|
The Robin boundary condition holds at the boundary:
where α ∈ S 2 is the direction of the incident plane wave, n is the exterior normal for O (directed into Ω).
In the mathematical literature, the impedance is usually assumed to be purely imaginary with negative imaginary part (see, e.g., [5, 9, 17] ). In [13] , [14] one can find the theorem on the existence of the solution to the problem (1)- (2) with ℑγ ≤ 0 and the long wave asymptotics away from resonance regimes. We are not imposing any restrictions on the real or imaginary parts of γ. Recall that γ is determined by the forces at the boundary of the obstacle. Existence of an elastic component of the force (proportional to the displacement) defines the real part of γ. A friction (the force proportional to the velocity of the displacement) defines the imaginary part of γ. A more detailed analysis of the dependence of on the forces is given in Appendix I. Thus, all the values of the impedance are of interest, including those which correspond to artificial forces such as "negative friction" or negative compressibility coefficient.
For the sake of transparency, we assume that the impedance does not depend on the point of the boundary. We also will assume that γ = γ(k) is analytic in k in a neighborhood of the point k = 0. The latter preserves the analyticity of the scattering matrix and will allow us to discuss poles. Using perturbation arguments one can easily extend the main results below to the case of sufficiently smooth γ(k).
Let us recall that any solution of the problem (1) has the following asymptotic behavior at infinity:
Function u ∞ ∈ L 2 (S 2 ) is called the scattering amplitude (it depends also on k and α), and the square of its norm
is called the total cross-section. Problem (1)-(2) can be easily reformulated in terms of the Neumann-to Dirichlet operator D = D(k) which maps the normal derivative ∂u ∂n | ∂Ω of the Neumann problem for the equations (1) into the value u| ∂Ω of the solution at the boundary. Let u(r) ∈ H 2 loc (Ω) satisfy (1) . Then ∂u ∂n | ∂Ω ∈ H 1/2 (∂Ω), u| ∂Ω ∈ H 3/2 (∂Ω) and D(k) is a bounded operator from H 1/2 (∂Ω) into H 3/2 (∂Ω). In fact, it is a pseudo-differential operator of order −1 (see, e.g., [18] ) and will be considered as a compact operator in L 2 (∂Ω):
If operator D(k) is considered for complex k ∈ C it is understood as an analytic continuation of (5) .
From the Green formula it follows that
where G k (r, s) is the Green function of the Neumann problem (see [16] for the existence of G k ). Thus, problem (1)-(2) for u ∈ H 2 loc (Ω) is equivalent to the equation
and the corresponding field is given by (6) with ∂u ∂n = v. Let {ς j (k), j = 0, 1, 2, ...} be the set of eigenvalues of operator D(k), and let {ϕ j (k)} be the corresponding eigenfunctions. Usually we will not mark the dependence of these functions ϕ j (k) = ϕ j (k, r) on r ∈ ∂Ω.
We study the spectrum of the operator D(k), solvability and properties of the solution of the scattering problem (1)-(2) and of the total cross-section σ k (u). In particular, it is shown that the eigenvalues {ς j (k)} of the operator D(k) are analytic in a neighborhood of k = 0, and the inverse values {ς −1 j (k)}, k ≥ 0, belong to a half strip in the upper complex half plane {z : 0 < ℑz < c(k), ℜz < d(k)}. Long wave asymptotic of the solution of (1)- (2) is obtained and the location of resonances is described. We show convergence of the impedance problem to the Dirichlet problem when the impedance grows along any ray through the origin different from (0, −∞). These general results are applied to a scattering problem for an obstacle coating by a springy layer. Some other results related to topics discussed below can be found in [3, 11] .
The paper is organized as follows. The main results are stated in the next section. The proofs are given in section 3 followed by an attachment containing additional discussions concerning springy covers.
Main Results.
The following theorem is rather simple, but very essential. A proof will be given in the next section.
∈ Sp(D(k)) implies the existence and uniqueness of the solution of problem (1)- (2) .
Operator D(k) is meromorphic in k ∈ C with all the poles located in the lower half plane. Let γ(k) be analytic in some connected domain U ⊂ C, and
Then the solution of problem (1)- (2) exists and is meromorphic in k ∈ U as an element of H 2 loc (Ω). 2. The eigenvalues {ς j (k)} and eigenfunctions {ϕ j (k), j = 0, 1, 2, ...} of D(k) are analytic in some neighborhoods of the origin k = 0. To be more exact, for any ε > 0 there exists a neighborhood U ε of the origin in the complex k-plane such that L 2 (∂Ω) can be represented as a sum
where the projection operators
and orthogonal when k = 0, and the first space is finite dimensional and has the form:
Here, eigenfunctions ϕ j (k) are analytic in k ∈ U ε (together with their eigenvalues ς j (k)), linearly independent for each k and orthogonal when k = 0. The second space is also invariant for D(k), and the norm of the restriction of The last statement can be found in [1, 4.2] . We will show that the last statement of the theorem leads to the convergence of the solutions of the impedance problem (1)- (2) to the solution of the corresponding Dirichlet problem if the impedance grows along any ray through the origin different from (0, −∞). Namely, the following theorem holds.
Theorem 2. Let u t be the solution of (1)- (2) with γ = te iδ , where −π < δ < π], and let w be the scattered field in the case of the Dirichlet boundary condition, i.e. w satisfies (1) and w = −e ik(r·α) on ∂Ω. Then
An analog of Theorem 2 with k = 0 was proved recently in [2] . Now we are going to discuss the long wave asymptotics (k → 0) of the solution of problem (1)- (2) . Since the problem is equivalent to (7), it is obvious that the result depends on the asymptotics of functions 1 − γ(k)ς j (k) as k → 0, where ς = ς j (k), j = 0, 1, 2, ..., are eigenvalues of operator (5) . The impedance γ(k) can be an arbitrary function, and therefore first we will study the asymptotics of the functions ς = ς j (k). Then we impose certain conditions on the difference 1 − γ(k)ς j (k) and obtain some results for the solution of (1)- (2) .
Note that operator D(0) is symmetric, and therefore numbers ς = ς j (0) are real (which is not necessarily true for ς j (k), k > 0) . Moreover, ς j (0) < 0 since operator D(0) is negative, see (26). We always can enumerate the eigenvalues in such a way that the sequence {ς j (0)} is not decreasing. Recall that the eigenfunctions {ϕ j (0)} of the operator D(0) form an orthonormal basis in L 2 (∂Ω). They also can be chosen to be real valued. The eigenfunctions {ϕ j (k)} for complex k, |k| ≪ 1, are analytic in k due to Theorem 2. Let u 0 be the unit function on ∂Ω and let c j be the scalar projection of u 0 on ϕ j , i.e.,
Note that eigenfunctions ϕ j (0) which correspond to a multiple eigenvalue of operator D(0) can not be chosen absolutely arbitrary, since the existence of analytic in k continuation leads to some restriction in their choice. 
where S is the area of ∂Ω and C is its electrostatic capacity.
The following relation holds
ς ′ j (0) = −i 4π (c j ) 2 , j = 0, 1, 2, . . .
Let the impedance γ(k) be analytic in a neighborhood of k = 0 and
Then the solution of (1)- (2) exists in some neighborhood of k = 0 and is analytic in k as an element of H 2 loc (Ω). Let γ(k) be analytic in a neighborhood of k = 0 and
Then the solution of (1)- (2) exists and depends meromorphically (as an element of H 2 loc (Ω)) on k in some neighborhood of k = 0. It has a pole of the first order at k = 0, and the value of u at the boundary has the form
where
The scattering amplitude has the form
The total cross-section has the form
4. For any ε > 0 and U ε , N ε defined in theorem 1, there exists a γ-independent (in the class of impedances analytic in some fixed neighborhood of k = 0) domain V ε ⊂ U ε such that the solution u of the scattering problem (1)- (2) and the total cross-section σ k (u) have poles at all points k ∈ V ε , where γ(k)ς j (k) = 1 for some j ≤ N ε with c j = 0.
Remarks. 1. When k = 0 is a pole, the main part of the scattering amplitude does not depend on the angle of scattering θ ∈ S 2 (see (16)), so the scattering is isotropic. 2. In the case of a sphere, the growth of the total cross section in resonance regimes is well studied in acoustics (see, e.g., [12] ). It was noted that the scattering of acoustic waves by small air bubbles in the water has total cross section which is more than 500 times larger than geometrical cross section of the bubble.
Order of the poles in (14) and (17) at k = 0 was restricted by the assumption (13) . In general, these poles may have any order which is defined by the order with which functions 1 − γ(k)ς j (k) vanish at k = 0. There is another condition which restricts the order of these poles.
Recall that the scattering matrix is the operator
where S 2 is the unit sphere in R 3 , F is the operator with the integral kernel u ∞ = u ∞ (θ, α):
Operator S is unitary when γ is real, k > 0 (see, e.g., [7] ). Obviously, the latter is equivalent to the relation
The unitarity of S and (18), (4) immediately imply the following statement.
Then the scattering amplitude has a pole at k = 0 of at most the first order and the total cross-section has a pole at k = 0 of at most the second order.
Example. Consider the case when O = B is the ball of radius R = 1 centered at the origin. Recall that functions 
where f n,m are the coefficients of the expansion of the right-hand side f in equation (7) in the basis {Y n,m }. The same result will be obtained if problem (1)- (2) is solved by means of (7), (6) . It is convenient to enumerate the eigenfunctions ϕ n,m of D(k) by two indexes: ϕ n,m = Y n,m /||Y n,m ||, and introduce c n,m instead of c p (see (12) ). Then c 0 = c 0,0 = √ 4π and c n,m = 0 for (n, m) = (0, 0). Since f = 1 when k = 0, we have
of multiplicity 2n + 1. In particular, ς 0 (k) = 1/(−1 + ik) and
The field u may have a pole of any order at k = 0 if γ(k) is not real. For example, a pole of a high order can be obtained if γ(
then the order of the pole is restricted by theorem 4 and the result depends on whether n = 0 or n > 0. If γ(k) ≡ −1, (i.e., n = 0), then the field and the scattering amplitude have poles of the first order, and therefore the total cross-section σ k (u) has a pole of the second order. If γ(k) ≡ −(n + 1), n > 0, the scattering amplitude and the total cross-section do not have poles at k = 0. The latter is a consequence of the fact that c n,m = 0, (n, m) = (0, 0).
Scattering matrix. It is well known that in the self-adjoint case (in particular, for impedance boundary conditions with a real valued impedance) the scattering matrix S, k > 0, is unitary, and the relation S(k)S * (k) = I, k > 0, implies that the set of poles and the set of zeroes of S, k ∈ C, are complex conjugate. The next statement generalizes this fact.
We will use the subindex γ to indicate the dependence of the scattering matrix S and operator F on the impedance.
Theorem 5. 1. Let the impedance γ(k) be an entire function (not necessarily real valued on R).
Then γ 1 (k) = γ(k) is an entire function, and 1) the following relation replaces (19) :
2) the following two statements are equivalent:
Remark. The existence of a non-trivial kernel of S γ (k) at a point k = k 0 , 0 < k 0 ≪ 1, allows one to concentrate energy at a boundary of a small obstacle using an incident wave for which the scattered wave has zero amplitude, see [8] for a practical implementation of this effect. In fact, let v be the solution of (1)- (2) 
This relation is valid for real γ, and therefore it is valid for complex γ due to the analyticity of both sides in γ. (To show (20) for real γ we note that (19) and the reciprocity identity for F lead to Su ∞ (−θ, −α) = u ∞ (θ, α), k > 0, which justifies (20) for k > 0, and therefore for all k ∈ C).
The following is an equivalent form of (20) . Let u be a solution of the problem
Then
Let now Ω be the exterior of the ball of radius r 0 ≪ 1 centered at the origin, and let γ = −ik 0 . Then u = e −ik|r| |r| satisfies (21), u in ≡ 1, u out ≡ 0 and the field u and the density of the energy in a small neighborhood of the boundary are much bigger than in any other point if r 0 is small enough.
An obstacle with a springy coating. The last statement of this section concerns one applied problem: acoustic scattering by an obstacle coated by a springy material. It is modeled (see Attachment) by problem (1)- (2) with the impedance
The value of Z depends on the relative characteristics of the cover layer and the exterior medium. For example, Z ≫ 1 if there is a gas layer around the obstacle with an elastic exterior membrane (for example, rubber) and radial walls in the layer attached to both the obstacle and the membrane, and the whole construction is submerged into a liquid.
The walls are needed in order to achieve a springy character of the layer (to localize the output of a point exterior pressure). The attachment contains calculation of Z for this particular construction. The last statement of Theorem 3 implies Theorem 6. For each i 0 < ∞ there exists Z 0 such that the total cross-section of problem (1)- (2) with impedance γ(k) = −Zk 2 , Z ≥ Z 0 , has poles at points
for all i ≤ i 0 with c i = 0.
Note that the value of ℑς ′ i (0) < 0 in the formula above is given in item 2 of Theorem 3. Hence, generally (when the number of non-zero coefficients c i is infinite) the number of poles in any neighborhood of k = 0 tends to infinity when Z → ∞.
Theorem 6 shows a similarity between standard Helmholtz resonators and the construction discussed above which we will call "a gas layer in a liquid". The main feature of Helmholtz resonators is the presence of poles of the scattering cross-section as close to the point k = 0 as we please. The same is true for k ± 0 in the case of a gas layer in a liquid. Moreover, one can deform the Helmholtz resonator into a springy covered obstacle by changing simultaneously the shape of the resonator and the impedance in such a way, that the scattering cross-sections of all the intermediate problems have poles at the same distance from the origin.
Proofs.
We will start with a couple of general formulas needed below. First, let us recall the well known formulas for the scattering amplitude and total cross section:
where k > 0 and R is large enough, so that the ball |r| < R contains the obstacle. The Green formula for the solutions of (1) implies
Note that the second formula in (24) is an obvious consequence of (25). Formula (25) remains valid if k = 0 and the second condition in (1) is replaced by the decay of u at infinity. In this case,
Thus operator D(0) is negative. Proof of Theorem 1. Operator D is compact in both spaces L 2 (∂Ω) and H 1/2 (∂Ω), and condition
∈ Sp(D(k)) implies the solvability of (7), and therefore, the existence of the solution of problem (1)
-(2).
Let u be a solution of the non-homogeneous problem (1) with a right-hand side of the equation in the space L 2 com (Ω) (functions from L 2 with compact supports) and with zero Neumann boundary condition. Function u, being considered as element of the Sobolev space H 2 loc (Ω), admits a meromorphic continuation to the whole complex plane k ∈ C with all the poles located in the lower half plane, see [19, 20] . Indeed, a pole at a point k = k 0 , ℑk 0 > 0, would lead to a complex eigenvalue of the Neumann Laplacian, a real pole k = k 0 = 0 would lead to a non-uniqueness of the solution of problem (1) with the Neumann boundary condition, and a pole at the origin would lead to the existence of a decaying at infinity harmonic function in Ω with zero Neumann boundary condition, see [20] . This properties of u immediately imply that operator
is meromorphic in the whole k-plane with all the poles in the lower half plane. (Recall that operator D(k) for complex k is understood as an analytic continuation from the operator on semiaxis k > 0). To obtain the same analytic properties of operator D(k) in L 2 (∂Ω), one needs to study the kernel G k of the operator (see (6) ). A standard approach to the construction of the Green function (reduction to an integral equation on the boundary) allows one to show that G k = G 0 + (G k − G 0 ) where G 0 is the Green function of the Neumann problem for the Laplacian, function G k (x, s) − G 0 (x, s) has a weak singularity at x = s, and the operator in L 2 (∂Ω) with the kernel G k (x, s) − G 0 (x, s) is meromorphic in k ∈ C. Poles in the region ℑk ≥ 0 do not exist by the same reason as for operator (27) .
The analytic Fredholm theorem implies that (I −γ(k)D(k)) −1 is meromorphic in k ∈ U if the latter operator is bounded for some value of k ∈ U. In fact, one needs to refer to a Fredholm theorem for a meromorphic family of operators, see [4] .
Let us prove the second statement of the theorem. The kernel G k is real and symmetric when k = iρ, ρ ≥ 0. Thus the operator D(iρ) is symmetric. If a family of compact operators (which is D(k) in our case) is symmetric on a ray and analytic in its neighborhood, then the eigenfunctions and eigenvalues of this family are analytic on the ray, see [10] . In particular, the eigenfunctions and eigenvalues of D(k) are analytic at k = 0. Let us give a little more detail.
Formula (26) implies that ς j (0) < 0. Besides, ς j (0) → 0 as j → ∞ since operator D(0) is compact. Let us fix α ∈ (ε/2, ε) which is not an eigenvalue of D(0). Let Γ 1 be a bounded contour in the half plane Rek < −α which encloses all the eigenvalues ς j (0) < −α and let Γ 2 be a circle of radius α centered at k = 0 (which encloses the remaining eigenvalues). Obviously, operators
are analytic in k in a small neighborhood U ε of the origin, commute with D(k), and P 1 (k) + P 2 (k) = I is the identity operator. We define L 1,ε (k) as the range of operator
, ρ ≥ 0, are spanned by the corresponding sets of eigenfunctions of the symmetric operator D(iρ), and P i (iρ), ρ ≥ 0, are orthogonal projections, and therefore they are self-adjoint. Thus eigenfunctions of P 1 (iρ) (which are also eigenfunctions of D(iρ)) admit an analytic continuation (see [10] ). We refer to the same source [10] but in a simpler situation of a finite dimensional operator (one also could reduce the statement above to the statement for a matrix which is symmetric on a segment and analytic in a neighborhood of the segment). The norm of D(k)P 2 (k) does not exceed α < ε when k = 0, and therefore it does not exceed ε when k ∈ U ε if U ε is small enough. The second statement of the theorem is proved. Let us prove the last statement. It is well known that the operator σ : u| ∂Ω → u ∞ is bounded (and compact) in L 2 , i.e.,
Indeed, consider the operators which map Dirichlet data on ∂Ω into the solution u of the Dirichlet problem and its derivative u r on the sphere r = R, R ≫ 1. These operators are given by formulas similar to (6) . The kernels of these operators are smooth when s ∈ ∂Ω, |r| = R, and therefore the operators are bounded (and compact). Thus an application of the first formula in (24) implies (28). On the other hand, from the second formula in (24) it follows that ℑς
, where u j is the solution of the problem (1) whose Neumann data is an eigenfunction of D(k) with the eigenvalue ς j (k). This and (28) imply that 0 < ℑς −1 j < c(k) for some c(k) < ∞ and all j. The estimate ℜς
where the first operator in the right-hand side is negative (see (26)) and the second one is bounded (and compact). The compactness of the second operator can be easily derived from the fact that the kernel of operator D −1 (k) is the normal derivative of the Green function of the Dirichlet problem. The theorem is proved.
Proof of Theorem 2. Condition (2) implies
is the unbounded operator in L 2 (∂Ω) which corresponds to the Dirichlet-to-Neumann map. Let us write it in the form N = A + iB, where operators A and B are self-adjoint. Hence, we can rewrite (24) as (Bu, u) = 1 k σ(u), and (28) implies that operator B is bounded.
We rewrite (29) in the form
Consider first the case of sin δ = 0. Since operator A is self-adjoint, we have
From (31) and the identity
which is valid for any h in the domain of A, it also follows that
Since functions f, f 1 are smooth and belong to the domain of A, relations (30), (31) and (33) imply the first of relations (9) . The second relation follows from the first one and (28). Case of δ = 0 is treated similarly. One needs only to note that operator A is bounded from above [1, 4.2] and therefore, estimate (31) holds with the right-hand side replaced by 1
The proof is complete.
The following lemma will be needed for the proof of Theorem 3. Recall that operator
Obviously, the kernel of operator D 0 is the Green function of the Neumann problem for the Laplacian in the exterior of Ω. Let us show that D 1 is the one dimensional operator of the projection on the constant u 0 :
Proof. It is enough to prove the statement above for smooth v or v ∈ H 1/2 (∂Ω). Let u be a solution of problem (1) with the Neumann data at the boundary equal to v, i.e.,
We also assume that u satisfies the radiation condition (1). Green's formula implies that [19] . We expand the left and right hand sides in the formula above in the Taylor series and equate the linear terms. Then we arrive at
From this equation it follows that |u 1 | < C < ∞ as r 0 → ∞. On the other hand, (34) implies that △u 1 = 0 in Ω, (u 1 ) n = 0 on ∂Ω. Thus, u 1 is constant in Ω. The integral of the first term in the right hand side of (35) decays at infinity, and the integral of the send term is a constant. Hence the first integral is zero, and
It remains to note that
The proof is complete. Proof of Theorem 3. The integral kernel of operator −D(0) is positive (see, e.g., [15, Example 3, XIII.12] ). Thus, from the Perron-Frobenius theorem it follows that ς 0 is simple and the sign of the corresponding eigenfunction is not changing. The latter implies that c 0 = 0. Let us prove (12) . Let u be a harmonic function in Ω equal to u 0 ≡ 1 on ∂Ω.
The first statement is proved. Let us prove the second statement. Since operator D(k) is analytic and D(0) is symmetric, the standard perturbation theory implies that
and Lemma 7 justifies statement 2. Let us prove the last two statements. Since operators (27) are bounded and analytic in k, operators
are compact and analytic in k. Thus, if
∈ Sp(D(0)), then the analytic Fredholm theorem implies that the solution v ∈ H 1/2 (∂Ω) of equation (7) exists and is analytic in k in some neighborhood of k = 0, and therefore (see [19] ) solution u ∈ H 2 loc (Ω) of (1)- (2) exists in some neighborhood of k = 0 and is analytic in k.
Let now
= ς p (0) and (13) hold. We fix ε = −γ(0)/2, split L 2 (∂Ω) according to (8) and represent the right hand side f in equation (7) in the form
Then solution v ∈ H 1/2 (∂Ω) has the form
where subindex i in the first operator on the right indicates the restriction of the operator on the space L i,ε (k):
From the choice of ε it follows that the operator
is analytic in a neighborhood of k = 0, and therefore the same is true for v 2 ∈ H 1/2 (∂Ω). In order to find v 1 , we write P 1 (k)f in the form
Then, as k → 0, we have
Hence,
Since u = Dv, r ∈ ∂Ω, (37) immediately implies (14) . In order to obtain (17), we note that the Green formula allows us to rewrite the first equality in (24) in the form
This, (37) and (14) imply that, as k → 0,
where coefficients b j are defined in (15) . This proves (17) . The last statement of the theorem follows from analyticity of v 2 , (36) and linear independence of functions ϕ j . The proof is complete. Proof of theorem 5. The first statement is an analytic in γ extension of (19) (γ 1 appears in that statement because the integral kernel of operator F * contains complex conjugation). Let us prove the second statement. From (24) it follows that the integral kernel u ∞ of operator F is smooth with respect to θ, α and meromorphic in k, i.e., (18) is a meromorphic family of Fredholm operators. Consider S −1 γ (k). From the relation S −1 γ (k)S γ (k) = I it follows that S γ (k) has a pole at k = k 0 if and only if S −1 γ (k) has a non-trivial kernel at this point.
Consider now operator S γ (k) which is defined as follows. If S
γ (k) and S γ (k) have non-trivial kernels at the same points k ∈ C.
Let us construct operator S γ (k). First we assume that k > 0. From (22) it follows that S −1
On the other hand, after complex conjugation in (21) and application of (22), we get
We extend the last relation analytically in the complex plane k.
This proves the second statement of the theorem. The last statement follows immediately from Theorem 1. The proof is complete.
boundary coincides with the normal velocity of the cover of the obstacle (there are no voids between media and the cover), the Hooke's law implies
Here n is the interior unit normal vector to ∂Ω, the left hand side is the radial displacement (the integral with respect to time of the normal velocity), β > 0 is the compressibility coefficient (for "springs"), and the sign minus on the right indicates that the layer shrinks when β > 0 increases. Note that β could depend on the point r ∈ ∂Ω. The second equation in (38) implies that
From here and the Hooke law it follows that ∂p ∂n (r) + βρ l ω 2 p(r) = 0, r ∈ ∂Ω.
We obtained the impedance boundary condition for p, where the impedance has the form (23) with Z = βρ l . B. Evaluation of the compressibility coefficient. Consider a rigid obstacle O covered by an elastic membrane with a gas (for example, air) layer in between them and numerous rigid walls fixed to the obstacle and the membrane which partition the gas layer into small chambers. We assume that the sizes of chambers are small enough so that the impedance can be considered as local. All the construction is submerged into a liquid. We will show that the compressibility coefficient β is given by the following expression
where ρ g the density of the gas in the chambers, c g is the speed of the sound propagation there, h is the distance between the obstacle and the membrane, γ g = C p /C v is the ratio of heat capacities of the gas with constant pressure and volume respectively. In fact, Kliperon's law implies that
where P, V are values of unperturbed pressure and volume in the chambers, µ is molecular weight of the gas, R is the universal gas constant. Let ∆P, ∆V be the change in P and V respectively. Assuming that the temperature is constant, we get ∆V ∆P = − V P .
Let V = Sh, ∆V = S∆h, where S is the area of the chamber base. Then
From (43) it follows that
and since
we obtain
We substitute the latter expression into (44) and arrive at (42). From (42) and (41), taking into account that ω = kc l , we obtain the following final expression for the impedance in the problem under consideration
Let us find this value assuming that the air is used as a gas and water with zero temperature is outside of the construction. Then 
Note that both k and γ are measured in unites of (length) −1 . C. Impedance when a friction is present. Assume that oscillations of a springy cover is accompanied by friction. Usually, a force due to friction is proportional to the velocity: F f r = −εdu/dn. In natural circumstances, ε ≥ 0, but one also can create artificially a situation when ε < 0 (negative friction). Let us write an analog of (39). By equating all the forces, we obtain − ε ∂u ∂n + −1 β 1 −iω du dn (r) = p(r), r ∈ ∂Ω.
Using (40), we obtain dp dn (r) + (βρ l )ω 
One can see that the presence of a friction creates an imaginary part of γ, and natural friction corresponds to ℑγ < 0, and "negative friction" corresponds to ℑγ > 0.
