In this article, we study a form of free transport for the interpolated free group factors, extending the work of Guionnet and Shlyakhtenko for the usual free group factors [GS14]. Our model for the interpolated free group factors comes from a canonical finite von Neumann algebra M(Γ, µ) associated to a finite, connected, weighted graph (Γ, V, E, µ) [Har13, Har15] . With this model, we use an operator-valued version of Voiculescu's free difference quotient introduced in [Har15] to state a Schwinger-Dyson equation which is valid for the generators of M(Γ, µ). We construct free transport for appropriate perturbations of this equation. Also, M(Γ, µ) can be constructed using the machinery of Shlyakhtenko's operator-valued semicircular systems [Shl99] .
Introduction
The interpolated free group factors L(F t ) for t ∈ [1, ∞] were discovered and developed independently by Dykema [Dyk94] and Rǎdulescu [Rȃd94] . They satisfy the following properties:
• pL(F t )p = L(F r ) where r = 1 + t−1 tr(p) 2 and p is a nonzero projection in L(F t ) • If t ∈ N ∪ {∞} then L(F t ) is the usual free group factor on t generators.
For non-integer t, these share many of the same properties of their integer counterparts. Namely, they are non-Γ, strongly solid II 1 factors. In this paper, we demonstrate another similarity: the existence of free transport.
For our purposes, the most convenient way to describe an interpolated free group factor is via a weighted graph. Specifically, we consider a finite, connected, undirected, weighted graph (Γ, V, E, µ) with vertex set V , edge set E, and weighting µ : V → (0, 1] satisfying v∈V µ(v) = 1. One can associate to this data a C * -algebra S(Γ, µ) and a von Neumann algebra M(Γ, µ). A simple non-degeneracy condition on the weighting determines whether M(Γ, µ) is a factor, and when S(Γ, µ) is simple with unique trace. If M(Γ, µ) is a factor, then it is necessarily isomorphic to L(F t ) where
w∼v n v,w µ(w).
See Equation 1 and the discussion immediately preceding it. In particular, if Γ consists of a single vertex with n-loops, M(Γ, µ) ∼ = L(F n ), and S(Γ, µ) is the C*-algebra generated by a free semicircular system (cf. Figure 1) . The algebras M(Γ, µ) were initially studied in [GJS11] in determining the isomorphism classes of von Neumann algebras arising from planar algebras. Slightly more general versions of M(Γ, µ) were studied by the first author in [Har13] , and the C*-algebra counterparts S(Γ, µ) were studied in [HP14a, HP14b, Har15] . 
The utility of free transport, from the perspective of operator algebras, comes from its ability to establish embeddings and isomorphisms of C*-algebras and von Neumann algebras. It was first studied by Guionnet and Shlyakhtenko in [GS14] , wherein they established a criterion for self-adjoint operators to generate C* and von Neumann algebras isomorphic to the C* and von Neumann algebras (respectively) generated by a family of free semicircular operators. In particular, the criterion is that the joint law of these self-adjoint operators (with respect to some tracial state) satisfy a formula called the Schwinger-Dyson equation. The Schwinger-Dyson equation is actually a class of equations parameterized by non-commutative power series called potentials.
It is known that the joint law of free semicircular operators x 1 , . . . , x n satisfies the Schwinger-Dyson equation with the quadratic potential:
Guionnet and Shlyakhtenko showed that if self-adjoint operators have a joint law satisfying the Schwinger-Dyson equation with a potential that is a sufficiently small perturbation of V 0 , then they generate the same C* and von Neumann algebras as a free semicircular family. It is in this sense that we think of the free semicircle law as a distributional focal point: self-adjoint operators with joint laws which are "close" to the free semicircle law generate the same C* and von Neumann algebras as a free semicircular family. Several examples of self-adjoint operators whose joint law satisfy the aforementioned criterion have been demonstrated. Using estimates of Dabrowski from [Dab14] , Guionnet and Shlyakhtenko originally showed that the generators of the q-deformed free group factors satisfy a Schwinger-Dyson equation, and for sufficiently small parameter |q| are isomorphic to the free group factors. Later, the second author and Zeng established a similar result for the generators of the mixed q-Gaussian algebras of [BS94] in both the finite and infinite variable cases (see [NZ16] and [NZ15] ).
Interestingly, in the non-tracial setting the distributional focal point is no longer the free semicircle law, but instead the joint law of semicircular operators x 1 , . . . , x n generating a free Araki-Woods factor from [Shl97] . The corresponding potentials are quadratic potentials of the form:
where A is self-adjoint matrix associated to x 1 , . . . , x n and the particular free ArakiWoods factor they generate. This was established by the second named author in [Nel15a] , wherein it was also shown that the generators of the q-deformed free ArakiWoods algebras of [Hia02] satisfy a Schwinger-Dyson equation, and for sufficiently small parameter |q| are isomorphic to free Araki-Woods factors.
In this paper, we consider an operator-valued setting, and show that the interpolated free group factors offer yet more distributional focal points. The corresponding potentials are:
where (Γ, E, V, µ) is a finite, connected, undirected, weighted graph so that M(Γ, µ) is isomorphic to an interpolated free group factor. We remark that non-perturbative operator valued transport has been considered in [DGS17] . We note that different choices of weightings µ correspond to (potentially) different interpolated free group factors. Thus, it is tempting to ask if V µ and Vμ can be "close" for different weightings µ andμ, but the operator-valued setting will preclude such comparisons.
Free graph algebra
Suppose (Γ, V, E, µ) is a finite, connected, weighted, and undirected graph with vertex set V , a weighting function µ : V → (0, ∞) satisfying v∈V µ(v) = 1, and edge set E. We form the directed version of Γ, ( Γ, V, E, µ). The edge set E of this directed graph is determined as follows:
• For each e ∈ E having two distinct vertices v and w as endpoints, there are two edges and op in E. We have s( ) = v, t( ) = w, s( op ) = w and t( ) = v.
• For each e ∈ E serving as a loop at a vertex, v, there is one edge ∈ E which is a loop based on v. For such loops, we will declare = op .
The mapping → op induces an involution on E. We let Π and Λ denote the set of paths and loops in Γ, respectively. It will be convenient later to define for ∈ E the quantity µ( ) := µ(s( ))µ(t( )). We denote by ∞ (V ) the space of complex valued functions on V , and by p v the indicator function on v ∈ V . We explicitly construct the free graph algebra as follows: Let C[ E] be the the complex vector space with basis E. C[ E] comes equipped with a ∞ (V ) − ∞ (V ) bimodule structure determined by
and ∞ (V )-valued inner product given by
which is extended to be linear in the right variable.
We now define the Fock space of Γ, F(Γ) to be the right C*-Hilbert module
F(Γ) has a canonical left action by ∞ (V ) given by bounded, adjointable operators:
For each ∈ E, we define the creation operator ( ) by
( ) is bounded and adjointable with adjoint given by
Note that we have p s( ) x p t( ) = x , and x * = x op . This implies that x 1 · · · x n = 0 unless 1 2 · · · n ∈ Π. We denote S(Γ, µ) to be the C*-algebra generated by ∞ (V ) and (x ) ∈ E . From [Shl99, HP14a] , there is a faithful conditional expectation E :
Let τ : S(Γ, µ) → C be given by τ (x) = µ • E(x). We call τ the free graph law corresponding to (Γ, µ). As shown in [HP14a] , τ is a faithful tracial state on S(Γ, µ). We denote M(Γ, µ) by the von Neumann algebra generated by S(Γ, µ) in the GNS representation under τ . Note that x 2 2 = µ( ) for all ∈ E. We have the following theorems about the structures of S(Γ, µ) and M(Γ, µ). Har13] ). Suppose (Γ, V, E, µ) is a finite, connected, unoriented, weighted graph with at least two edges. If α, β ∈ V , then write α ∼ β if α and β are joined by at least one edge, and let n α,β be the number of edges joining with α and β as endpoints. Finally, let V > be the set of vertices, β satisfying µ(β) > α∼β n α,β µ(α). We have
where r γ ≤ p γ and τ (r γ ) = µ(γ) − α∼γ n α,β µ(α). Moreover, the parameter, t, can be computed using Dykema's "free dimension" formulas [Dyk93, DR13] . In particular, M(Γ, µ) is a factor if and only if V > is empty.
We note that if M(Γ, µ) is a factor, necessarily L(F t ), then Dykema's free dimension calculations give
Theorem ( [Har15] ). Let Γ and V > be as in the statement of the previous theorem . Let V = be the set of vertices β satisfying µ(β) = α∼β n α,β µ(α), and let V ≥ = V > ∪V = .
Let I be the norm-closed ideal generated by some p α with α ∈ V \ V ≥ . Then I contains {p β |β ∈ V \ V ≥ } and does not intersect {p γ |γ ∈ V ≥ }. In addition, I is generated by
x ∈ E . Furthermore, we have
(1) I is simple, has unique tracial state, and has stable rank 1.
(2) I is unital if and only if V = is empty. If V = is empty, then
where I is unital, and the strong operator closures of I and I coincide in L 2 (S(Γ, µ), τ ), and I/I ∼ = β∈V= C.
where the first group is the free abelian group on the classes of projections
In particular, S(Γ, µ) is simple with unique tracial state if and only if V ≥ is empty.
Remark 1.1. The free graph algebra can also be constructed as follows: For each pair e, e ∈ E, we define the map η e,e : ∞ (V ) → ∞ (V ) to be the linear extension of
If we let M E ( ∞ (V )) be the |E| × |E| matrices over ∞ (V ), we see that the mapping η :
given by (η(x)) e,e = η e,e (x) is completely positive. The free graph algebra will be realized as the C*-algebra Φ( ∞ (V ), η) from [Shl99] . This C*-algebra is generated by ∞ (V ) as well as self-adjoint operators (X e ) e∈E with a faithful conditional expectation Ψ :
given by Ψ(X e aX e ) = η e,e (a) for a ∈ ∞ (V ). See [Shl99] for more details.
Free differential calculus
In this section we introduce differential operators and establish some notation.
The edge differentials, cyclic derivatives, and notation
We fix a finite, unoriented, weighted graph (Γ, V, E, µ). Denote M(Γ, µ) by M. Let A be the complex * -algebra generated by ∞ (V ) and (x ) ∈ E . From [Har15] we have derivations ∂ : A → A ⊗ A op for each ∈ E given by:
and the Leibniz rule. These are known as free difference quotients.
We have the following lemma from [Har15] .
Lemma 2.1. For each ∈ E, the derivation ∂ is closable as a densely defined operator from
As our free difference quotients are valued in A ⊗ A op , we establish the following notation for this algebra:
• Let m : A⊗A op → A be the linear extension of the multiplier map: m(a⊗b) = ab.
• Let σ : A ⊗ A op → A ⊗ A op be the linear extension of the flip: σ(a ⊗ b) = b ⊗ a.
• We define an adjoint on A ⊗ A op by (a ⊗ b) * = a * ⊗ b * .
• We also consider the conjugate linear involution on
• Note that multiplication in A ⊗ A op is given by
• We let # denote the standard action of A⊗A op on A: for a ∈ A and b⊗c ∈ A⊗A op (b ⊗ c)#a := bac.
We will also consider a particular compression of M | E| (A⊗A op ), the algebra of | E| by | E| matrices over A⊗A op . We let P be the diagonal matrix satisfying [P ] = p s( ) ⊗p t( ) , and we let M(A) be the compression P M | E| (A ⊗ A op )P . On this algebra, we establish the following notation:
•
We will also consider vectors of a particular form that respect the graph structure. A E will denote the set of functions f : E → A with the condition that
These are E-tuples such that the entry corresponding to ∈ E is a linear combination of paths in Γ that begin at s( ) and end at t( ). We will often write f to mean f ( ). Write x ∈ A E for the vector (x) = x . On this space, we establish the following notation:
• For f 1 , f 2 ∈ A E , we define a dot product f 1 #f 2 ∈ A by f 1 #f 2 := (f 1 ) (f 2 ) op .
• For f 1 , f 2 ∈ A E we define an inner product on A E defined by
• We use # to also denote the standard action of M(A) on A E : for Q ∈ M(A) and
Thus, A E is characterized by f = P #f for all f ∈ A E .
• Observe that for Q ∈ M(A) and f ∈ A E , we have (Q#f )
We let J : A E → M(A) denote the non-commutative Jacobian:
By our definition of A E , note that
In particular, observe that J x = P . It follows from an easy computation that for Q ∈ M(A)
is thought of as a densely defined operator. Given ∈ E, we set D to be the cyclic derivative
whenever a is a monomial in (x ) ∈ E , and it is easy to check that
We then define D : A → A E to be the cyclic gradient:
2.2 The Banach algebra, B R Suppose (Γ, V, E, µ) is a finite, weighted, undirected graph. We denote by B the universal unital * -algebra generated by ∞ (V ) and {z : ∈ E} subject to the following relations:
Notice that these relations imply that z 1 z 2 · · · z n is nonzero if and only if 1 · · · n ∈ Π. There is a canonical * -homomorphism B → S(Γ, µ) which is the identity on ∞ (V ) and maps z → x for all ∈ E. We also have B E and M(B) defined in the same way as in Subsection 2.1 with the same conventions and notations. In particular, we have differential operators on B which correspond via the * -homomorphism B → S(Γ, µ) to the free difference quotients, cyclic derivatives, cyclic gradients, and non-commutative Jacobian from subsection 2.1. We will denote these operators in the same way when the context is clear, and as {∂ z } ∈ E , {D z } ∈ E , D z , and J z , respectively, otherwise.
Given R > 0, we place a norm on B by
We denote the completion of B with respect to · R by B R . One can think of B R as power series in the z with radius of convergence at least R and "constant terms" supported on p v for v ∈ V . We have the following important fact.
Fact 2.2. Suppose A is any Banach * -algebra, and π : B → A is a unital * -homomorphism. If the following two conditions hold
Then π extends to a contractive * -homomorphism from B R into A.
We note that when
(by [HP14a] ) these hypothesis are satisfied for the canonical map from B to A. Moreover, if the above is a strict inequality, Lemma 2.1 and an argument similar to Lemma 37 in [Dab14] tells us that this map is injective. In this case, we denote by A R the image of B R in S(Γ, µ), and we define the norm · R on A R in the obvious way. It follows that B R contains all power series that appear as elements in B R for any R ≥ R. It is straightforward to see that the canonical map B R → B R is injective, so we will sometimes realize B R as a dense * -subalgebra of B R in the norm · R .
Recall that µ( ) = µ(s( )) · µ(t( )). We define N µ on B to be the weighted number operator:
and N µ (p v ) = 0 for all v ∈ V . For R > R, it is easy to see that N µ extends to a bounded map N µ : B R → B R . We define Σ µ as:
and Σ µ (p v ) = 0 for all v ∈ V , which we note is the inverse of N µ restricted elements with no ∞ (V ) terms. We note that Σ µ extends to a bounded map on B R . B E R will denote the set of functions f : E → B R with the condition that f = P #f . B E R is equipped with the norm
We will let B⊗ R B op be the projective tensor product of B R and B op R equipped with norm · R⊗πR . We use the same notations and conventions as on B ⊗ B op . Note that the action of B ⊗ B op on B extends to a bounded action of B⊗ R B op on B R with
Note that the action of M(B) on B E extends to a bounded action of
The following results were observed in [GS14] 
where C(R, S) = (eS log(R/S)) −1 . Consequently
S ≤ C(R, S), and 
The Schwinger-Dyson equation
Equivalently, for each f ∈ B E DV, f = P, J f
• Tr) as a densely defined operator, this is further equivalent to saying J * (P ) = DV .
Let A be a Banach * -algebra with equipped with a linear functional ϕ : A → C, and let π : B → A be a unital * -homomorphism satisfying the two conditions in Fact 2.2. Let us still dneote by π the contractive * -homomorphism π : B R → A. We will say that ϕ satisfies the Schwinger-Dyson equation with potential
Let M ∈ M(B) be the diagonal matrix satisfying [M ] = µ( ) [P ] . Then by Lemma 2.1,
Thus, for R ≥ max x , τ satisfies the Schwinger-Dyson equation with potential
The Schwinger-Dyson equation with quadratic potential corresponding to a graph with one vertex was studied in [GS14] . The joint law of a free semicircular family is the unique solution to this Schwinger-Dyson equation, and it was shown that small perturbations to this quadratic potential have solutions to the corresponding Schwinger-Dyson equation coming from the joint law of operators that generate the same C* and von Neumann algebras as a free semicircular family. Moreover, these operators can be realized as an invertible family of non-commutative power series in the free semicircular operators. Here, we study more general graphs and weighting, and note that the focal von Neumann algebras are generalized from free group factors to interpolated free group factors.
The existence and uniqueness of solutions to the Schwinger-Dyson equation is highly non-trivial. The following proposition says that so long as potentials are close to some V µ , then the Schwinger-Dyson equation has a unique solution. The majority of Section 3 is dedicated to showing the existence of solutions for potentials close to V µ . Aside from the inclusion of condition (ii) (which is innocuous but essential to this operator-valued setting) the proof is identical to that in [GMS06, Theorem 2.1].
Proposition 2.5. Fix a weighting µ on the vertices V . Given C > 0 and R > C + 2, there exists a constant K > 0 such that if V − V µ R < K, then there is at most one linear functional ϕ : B R → C such that (i) ϕ satisfies the Schwinger-Dyson equation with potential V ;
Free Transport
We fix a finite, undirected, weighted graph (Γ, V, E, µ). Recall that the SchwingerDyson equation which τ satisfies is:
where µ( ) = µ(s( ))µ(t( )) and V µ = 1 2 ∈ E µ( )x * x . Throughout this section we will fix some R > max ∈ E x and W ∈ B R . We are interested in finding a y ∈ S(Γ, µ) E whose joint law with respect to τ satisfies the Schwinger-Dyson equation with potential V µ + W . It will turn out that when W R is sufficiently small, there exists such a y of the form x + f , for f = Dg and g ∈ A R with g R small. Thus we will assume outright that y = x + f and examine the implications of this equality on the Schwinger-Dyson equation. First note that the Schwinger-Dyson equation we are interested in solving is J * y (P ) = M #y + (DW )(y) = D(V µ + W )(y). We will express this entirely in terms of x (given that y = x + f ) using a change of variables formula. We will then make an effort to write both sides of the equation as cyclic gradients. This final form (cf. Corollary 3.7) will be amenable to a fixed point argument (cf. Theorem 3.14).
Many of the results in this section follow mutatis mutandis from proofs for the corresponding results in Section 3 of [GS14] . For the reader's convenience, we have included proofs in the appendix.
Equivalent forms of the Schwinger-Dyson equation
When necessary we will add subscripts to the differential operators when we need to differentiate between ∂ and ∂ y , for example.
for q ∈ A R . Then:
Proof. For , φ ∈ E we havẽ
This implies (i). Next we compute for q ∈ A:
The rest of (ii) follows from (2). To show (iii), it suffices to assume g is a monomial. In this case
Thus we have
so that J y T = J y. This same computation implies
Proposition 3.2. Assume y = x + f with f = Dg and g = g * ∈ A R for some R > max ∈ E
x . Further assume J y is invertible in M(A R ). Then the SchwingerDyson equation with potential V µ + W is equivalent to
Proof. This is the analogue of [GS14, Lemma 3.3]. A detailed proof can be found in the appendix.
Theorem 3.3. Let f = Dg, with g = g * ∈ A R for some R > max ∈ E x ||. For each m ∈ N, the following equality holds:
Proof. This is the analogue of [GS14, Lemma 3.4]. A detailed proof can be found in the appendix
Proof. It suffices to prove the result when g = x 1 · · · x n , in which case we have
Lemma 3.5. For f = Dg, with g = g * ∈ A R for some R > max ∈ E x || the following equality holds:
Proof. Note that if m = 1 in Theorem 3.3 we have
so by the previous lemma we have the desired equality.
Proposition 3.6. Let f = Dg, with g = g * ∈ A R for some R > max ∈ E x ||. Then
Proof. We have
as desired.
Corollary 3.7. Assume y = x + f with f = Dg and g = g * ∈ A R for some R > max ∈ E
x . Further assume J f R⊗πR < 1. Then the joint law of y with respect to τ satisfies the Schwinger-Dyson equation with potential V µ + W if and only if
Proof. Observe that the condition on J f implies J y = P + J f is invertible in M(A R ). So, by Proposition 3.2, Lemma 3.5, and Lemma 3.6, the Schwinger-Dyson equation with potential V µ + W is equivalent to
Using the expansion
(−1) m J f m and Theorem 3.3 this becomes
Substituting f = Dg completes the proof.
Estimates on terms in the Schwinger-Dyson Equation
Recall that if τ is the free graph law corresponding to (Γ, V, E, µ), then τ (x 1 · · · x n ) ≤ C n for all n ∈ N and 1 , . . . , n ∈ E. For a path γ = 1 2 · · · n , we will write x γ for a x 1 · · · x n and µ(γ) for µ( 1 ) + · · · + µ( n ).
Proof. This is the analogue of [GS14, Lemma 3.8]. A detailed proof can be found in the appendix.
Proof. This is the analogue of [GS14, Lemma 3.9]. A detailed proof can be found in the appendix.
Note that by removing D from the Schwinger-Dyson equation as in Corollary 3.7, we have
By making the substitution g = Σ µ g , we obtain the equation
and is locally bounded:
Proof. This is the analogue of [GS14, Lemma 3.11]. A detailed proof can be found in the appendix.
Proposition 3.11. If x ∈ B E R , and y, z ∈ B E R , then
Proof. Write W (x) = γ c γ x γ where the sum is over paths γ in Γ. Then
Assume that W ∈ B S for S > R + 1 R . Then F is locally bounded and locally Lipschitz on
From Proposition 3.11, we have
Next, since M is a diagonal matrix and µ( ) = µ( op ) we have
Putting these together along with Lemma 3.10, we obtain the claimed local bound and local Lipschitz constant.
Existence of a solution
Assumptions 3.13. We now make the following assumptions:
1. We choose R large enough so that R min
Theorem 3.14. Let R and S be as in Assumptions 3.13, and B = g g R ≤ min ∈ E µ( ) . Define F as above by
then F maps B into itself and is a strict contraction on B. Consequently, there exists a unique g ∈ B with F (g) = g. Moreover, g R ≤ 10 W R .
Proof. We first note that the condition on R implies
hence R > 2C. Moreover, this condition implies R > 4 and so for g ∈ B we have
Thus, the hypothesis of Theorem 3.12 are satisfied, and this gives
So F maps B to itself. Now, by Lemma 2.3 and our other assumption on W S , we know
With this, the Lipschitz constant for F from Theorem 3.12 for f, g ∈ B is bounded by
Thus, F is a strict contraction on B. Now, let g 0 = 0 ∈ B. Inductively define g n ∈ B by g n := F (g n−1 ). Note that g 1 = F (0) = −W . Then g n converges to the unique fixed point g ∈ B: F (g) = g. Note that
Consequently, g R ≤ 10 W R .
Corollary 3.15. Assume R, S, and W satisfy Assumptions 3.13. Then there exists a constant K > 0 depending on R, S, and µ, so that if W S < K, then there exists y = x + Dg with g ∈ A R such that
That is, the joint law of y with respect to τ satisfies the Schwinger-Dyson equation with potential V µ + W .
Proof. Letĝ ∈ B be the fixed point from Theorem 3.14. Let g ∈ A R be the image of Σ µĝ ∈ B R under the canonical homomorphism. Fix some R ∈ [C, R) and observe that
So, given K sufficiently small, we can ensure J Dg R ⊗πR < 1. Consequently, J y = P + J Dg is invertible in M(A R ). Hence the Schwinger-Dyson equation is equivalent to equation in Corollary 3.7. This is satisfied by g since F (ĝ) =ĝ.
Isomorphism results
Let R and S be as in Assumptions 3.13. In this section, we present our main result. We first observe the following inverse function theorem, which follows by the same argument as in [GS14, Corollary 2.4] or [NZ15, Lemma 3.6].
Proposition 4.1. Let R > R > C. Then there exists a constant K ∈ (0, R − R ) so that if f ∈ A E R with f R < K, then there exists h ∈ B E R +K satisfying h(x + f ) = x. Theorem 4.2. Let N be a C*-algebra equipped with a linear functional ϕ. Suppose there exists a unital contractive * -homomorphism π : B → N with dense range, with R > max π(z ) . Then there exists a constant K > 0 depending only on R, S, and µ so that if ϕ satisfies the Schwinger-Dyson equation with some potential V ∈ B S and V − V µ S < K, then we have the following trace-preserving isomorphisms:
In particular, ϕ is a faithful tracial state on N .
Proof. Denote W := V − V µ . The desired constant K will simply be a minimum of the constants required to apply several of the previous results in this paper. Let K 1 be as in Proposition 2.5 and let K 2 be as in Corollary 3.15. Let K 3 be as Proposition 4.1 and set
Set K = min{K 1 , K 2 , K 3 } and assume W S < K. Let y be as in Corollary 3.15; that is, y = x + f = x + Dg with g ∈ A R and hence y ∈ S(Γ, µ). Furthermore, the joint law of y with respect to τ is the unique solution to the Schwinger-Dyson equation with potential V . This means the map N π(z ) → y ∈ S(Γ, µ), ∈ E, extends to an isomorphism N ∼ = C * (y : ∈ E) and
In particular, this implies that ϕ is faithful and tracial on N . Clearly this isomorphism extends to an isomorphism W * (N, ϕ) ∼ = W * (y e : e ∈ E). We conclude the proof by noting that y generates the same C*-algebra (and hence von Neumann algebra) as x. Indeed, recall f = Dg = DΣ µĝ , whereĝ ∈ B R is the fixed point of F from Theorem 3.14. In particular, ĝ R ≤ 10 W R and hence
Thus, the hypothesis of Proposition 4.1 are satisfied and we can write y = h(x) for some h ∈ B E R+K 3
. Hence x and y generate the same C*-algebra.
Remark 4.3. Let P • be a finite-depth subfactor planar algebra. For more details, see [Pet10] . In [GJS10] Guionnet, Jones and Shlyakhtenko have studied the von Neumann algebra M 0 which can be described as 
Appendix
Proof of Proposition 3.2. Expressing y as x+f and using Lemma 3.1, the SchwingerDyson equation becomes
Then, using
Since J y = P + J f is invertible, we now apply (P + J f )# to both sides. We get
It is easy to check that (DW )(x + f ) + (J f )#(DW )(x + f ) = D(W (x + f )). Using this and
P +J f , we obtain the desired form of the equation.
Proof of Theorem 3.3. We will show that this holds weakly. i.e. we show that for
From this definition we see that
We examine the first term on the right hand side. This is
This cancels with the − J * ([J f ] m ), q term above. We now concentrate on
Using the tracial property, the expression in (4) is equivalent to
We will show that this is the same as 1
that both are derivatives of the same expression. For t ∈ R, define x t by x t = x + tq . Expanding f as a power series and keeping in mind that terms with exactly one "t" survive below, we have: b . Then, as i+1 rangers over E, the are at most n i − 1 terms in ∂ i+1 (x γ 
µ( ), we have
