Deep -space optical communication systems generally require the use of the Sun-lit Earth as the pointing reference. For simple single -frame spatial acquisition processors, the uncertainties in Earth albedo can result in an irreducible error in acquiring the spatial location of the receiver. Multiple frame processing algorithms can be used to estimate the Earth albedo. The prior knowledge of the image shape and orientation can then be used to derive the location of the receiver.
INTRODUCTION
Accurate spatial acquisition and tracking are critical for the operation of free -space optical communication systems. In order to maintain the signal power loss to within an acceptable level, tracking accuracy on the order of 1 /10 to 1/20 of the transmitted beamwidth is generally required. For a system operating at 0.5 pm wavelength using a 30 cm aperture, the desired pointing accuracy will be on the order of 0.1 Arad. Since the angular resolution of the optical system is roughly equal to its transmitted beamwidth, the narrow pointing requirement implies that the spatial tracking subsystem must be capable of resolving the receiver location to better than 10 times its minimal optical resolution.
Spatial acquisition is generally accomplished by deriving the information of the receiver location from the output of a focal -plane detector array. Deriving the angular coordinate of the receiver is equivalent to determining the position of its image. Once the spatial coordinate of the pointing reference is determined, the tracking loop can then be closed by determining the pointing offset from the desired orientation. A fine spatial resolution on the acquisition detector will allow more accurate pointing of the signal beam. However, a better spatial resolution is generally accomplished by reducing the detector field -of -view and, consequently, increasing the difficulty in acquiring the target. Therefore, in order to achieve the desired pointing accuracy, a sub -pixel resolution of the location of the pointing reference will generally be required.
The problem of acquiring and tracking the spatial location of the receiver has been investigated by several authors [1] - [4] . Most of the studies, however, were carried out with the assumption that an uplink beacon is available as the pointing reference. The effective pointing error in this case decreases with increasing beacon strength or, equivalently, with increasing integration time. In the latter case it is assumed that the beacon strength remains constant so that increasing the integration time, i.e., decreasing the tracking loop bandwidth, will result in an effective increase of the detector signal -to-noise ratio (SNR). For deep -space optical communication systems, however, the use of a groundbased pointing beacon can be quite undesirable. This is because the atmospheric turbulence effectively limits the divergence of the uplink signal to no better than several microradians. Consequently, in order to achieve the desired SNR at the acquisition detector, a very high signal power will be required for the beacon laser.
An alternative to using the active laser beacon is to use the Sun -lit Earth as a pointing reference. Sun -light reflected off the Earth's surface can provide a high SNR at the tracking detector. However, in contrast to the uplink laser which can be regarded as a point source, the Sun -lit Earth presents an extended target at the tracking detector. For example, for a spacecraft equipped with a 10 cm-diameter tracking telescope at Mars, the angular spread of the Earth will be 4 -5 times the transmitted beamwidth. Equivalently, the image of Earth will span 4 -5 pixels at the tracking detector. The required pointing accuracy, on the other hand, is less than 1 /10 of the transmitted beamwidth. As a result, special care must be taken in order to extract the pointing information based on an extended source image.
The purpose of this paper is to study the performance of extended -source tracking algorithms. The rest of this paper is organized as follows. Section 2 describes the conventional single -frame maximum -likelihood tracking algorithm for determining the pointing reference. The effect of uncertainties in source brightness distribution (albedo
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The problem of acquiring and tracking the spatial location of the receiver has been investigated by several authors [l]- [4] . Most of the studies, however, were carried out with the assumption that an uplink beacon is available as the pointing reference. The effective pointing error in this case decreases with increasing beacon strength or, equivalent!y, with increasing integration time. In the latter case it is assumed that the beacon strength remains constant so that increasing the integration time, i.e., decreasing the tracking loop bandwidth, will result in an effective increase of the detector signal-to-noise ratio (SNR). For deep-space optical communication systems, however, the use of a groundbased pointing beacon can be quite undesirable. This is because the atmospheric turbulence effectively limits the divergence of the uplink signal to no better than several microradians. Consequently, in order to achieve the desired SNR at the acquisition detector, a very high signal power will be required for the beacon laser.
An alternative to using the active laser beacon is to use the Sun-lit Earth as a pointing reference. Sun-light reflected off the Earth's surface can provide a high SNR at the tracking detector. However, in contrast to the uplink laser which can be regarded as a point source, the Sun-lit Earth presents an extended target at the tracking detector. For example, for a spacecraft equipped with a 10 cm-diameter tracking telescope at Mars, the angular spread of the Earth will be 4-5 times the transmitted beamwidth. Equivalently, the image of Earth will span 4-5 pixels at the tracking detector. The required pointing accuracy, on the other hand, is less than 1/10 of the transmitted beamwidth. As a result, special care must be taken in order to extract the pointing information based on an extended source image.
The purpose of this paper is to study the performance of extended-source tracking algorithms. The rest of this paper is organized as follows. Section 2 describes the conventional single-frame maximum-likelihood tracking algorithm for determining the pointing reference. The effect of uncertainties in source brightness distribution (albedo variation) will be analyzed in Section 3 by studying the Cramer -Rao bound (CRB) on the mean square tracking error. It will be shown that, in the presence of albedo uncertainties, the performance of the single -frame tracking system does not improve indefinitely with increasing signal power. A multiple -frame processing algorithm can be used to estimate the Earth albedo to within a linear translation. The prior knowledge about the image size and orientation can then be used to extract the location from the image albedo. Once the image albedo is fully resolved, the ML algorithm can then be applied to direct the transmitted signal. Section 4 provides a simple description of the multiple -frame algorithm. Finally, the results will be summarized in Section 5.
SINGLE -FRAME SPATIAL TRACKING ALGORITHM
The problem of estimating the angular coordinate of the receiver is equivalent to estimating the location of the receiver image on the detector focal plane. If it is assumed that the shape, size, and orientation of Earth are known, then the problem of locating the receiver is equivalent to locating a fixed reference point on the Earth image. Without loss of generality, this reference point is chosen to be the geometric center r of the image.
The acquisition detector, which is typically a charge -coupled device (CCD), has discrete spatial cells (pixels) that occupy a finite area A. The output of each detector pixel represents the total optical energy collected over the pixel area. Because of the granularity of the optical signal, the output of the (i, j)th pixel Iiij will be a Poisson distributed random variable with a mean Aii(ro) where the argument ro is the coordinate of the image center. The average detector photocount from the (i, j)th pixel when the image center is located at r can be given in terms of the source intensity distribution as Aii (r) = To j I (P -r)d2p , (1) ,2
where To is the integration time, I(p) is the intensity distribution of the Earth image when the image center is located at r = 0, and I(p -r) denote the brightness distribution of the image where the geometric center is displaced by an amount r. The integral is carried out over the surface of the (i, j)th pixel.
The simplest type of spatial tracker derives its pointing information based on a single frame of the Earth image. For a known source brightness distribution, I(p), the maximum a posteriori (MAP) estimator [5] of the image center rMAP is given by MAP = arg {max {PM {kij }) }} , (2) where P(ri{kij }) denotes the probability of that the center is located at r given the photocount records {kij }. If it is assumed that the prior probability distribution of ro is uniformly distributed, then the decision rule can be reduced to the following maximum -likelihood (ML) rule: where we have used the assumptions that kij are independent and Poisson distributed with parameter Aij(r), and the fact that the logarithmic transformation does not change the maximum of a function. The ML decision rule can be further simplified by realizing that Eli"' Ei )ii(r) is proportional to the total power received by the receiver, and is therefore independent of the location of the geometric center r. Consequently, the ML decision rule can be written as N N = arg max EE kij log Aij (r) i=1 j=1 (4) For an unbiased estimator, the performance of the estimator can be estimated by using the Cramer -Rao bound [4] on the mean square estimation error:
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where TO is the integration time, /(/?) is the intensity distribution of the Earth image when the image center is located at r = 0, and I(p r) denote the brightness distribution of the image where the geometric center is displaced by an amount r. The integral is carried out over the surface of the (ij) th pixel.
The simplest type of spatial tracker derives its pointing information based on a single frame of the Earth image. For a known source brightness distribution, /(/>), the maximum a posteriori (MAP) estimator [5] of the image center ^MAP is given by HtfAP = arg|max{P(r|{^})}| ,
where P(r\{kij}) denotes the probability of that the center is located at r given the photocount records {kij}. If it is assumed that the prior probability distribution of r0 is uniformly distributed, then the decision rule can be reduced to the following maximum-likelihood (ML) rule:
where we have used the assumptions that k^ are independent and Poisson distributed with parameter At-j(r), and the fact that the logarithmic transformation does not change the maximum of a function. The ML decision rule can be further simplified by realizing that ]J2t-=1 53,-=1 A,-j(r) is proportional to the total power received by the receiver, and is therefore independent of the location of the geometric center r. Consequently, the ML decision rule can be written as
For an unbiased estimator, the performance of the estimator can be estimated by using the Cramer-Rao bound [4] on the mean square estimation error:
where F(r) = Ei kij log aij (r), and E[x] denotes the expectation value (over {k15}) of the variable x. By using the assumption that kij are independent and Poisson distributed, the lower bound can be further reduced to Given the source intensity distribution, I(p, r), the variance of tracking error can be calculated. It should be noted that the Cramer -Rao bound is a lower bound on the estimator error. However, it provides an analytically tractable expression, and is therefore very useful in estimating the performance of the tracking system.
The CRB in Eq. (6) is in general a function of ro, the actual geometric center. Furthermore, the CRB depends on both the shape of the image, as well as its intensity. The dependence of (6) on the total SNR can be seen by normalizing the receiver count parameter {aii(r)} as Aij (r) = Nogij (r) , (7) where No is the average number of photons received over the tracking sensor, and gi1(r) is the fraction of photons that falls onto the (i, j)th pixel. By definition, >ij gij(r) = 1. Given the above definition, the Cramer -Rao bound can be written as It is easily seen that the performance of the tracking system improves with increasing SNR and, at sufficiently high SNR, the mean square error in estimating the receiver location is negligible.
EFFECTS OF EARTH ALBEDO VARIATION
The results derived above show that, for a bright source with a well defined intensity distribution, the error in estimating the location of image center is negligible. Unfortunately, the derivation that leads to Eq.(8) assumes that the exact source intensity distribution I(p) is known at the receiver. In some cases, the intensity distribution of the receiver can be quite unpredictable. For example, for a deep -space vehicle using the sun -lit Earth as the pointing reference, the albedo variation of the Earth can be caused by the weather pattern and changing surface condition. Furthermore, these conditions are in general time -varying so that they cannot be expected to remain constant.
In order to quantify the effect of intensity uncertainty on the spatial tracking subsystem, some assumptions on the intensity error distribution are required. For this analysis, we shall assume that the estimated source intensity distribution Î(p) differs from the actual source intensity I(p) by a small amount 61(p). Furthermore, it will be assumed that 51(p) is a zero-mean Gaussian random process with an autocorrelation function 46(P,1/) = < 6I(P) 610 > (10) The maximum likelihood estimator must estimate the location of the image based on an incomplete knowledge of the source albedo. In other words, the estimate r" for the image center can be written as = arg [max P( {kij }Ir,Î(p -r))] = arg {maxF'(r)} .
(11) r r where F'(r) = log[P( {kij } Ir, Î(p -r))] is the likelihood function, and we have used the fact that a logarithmic transformation does not affect the location of a functional maximum.
Given the formulation of the estimator in Eq.(11), the variance of the estimation error can again be given in terms of its Cramer -Rao bound shown in Eq. (5) by replacing the log-likelihood function by F'(r). The expression 54 / SPIE Vol. 1059 Space Sensing, Communications, and Networking (1989) where F(r) = ]T.. kij log At-j(r), and E[x] denotes the expectation value (over {k^}) of the variable x. By using the assumption that k^ are independent and Poisson distributed, the lower bound can be further reduced to
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where NQ is the average number of photons received over the tracking sensor, and 9ij(r) is the fraction of photons that falls onto the (ijj)th pixel. By definition, Y^ij9ij( r) = * Given the above definition, the Cramer-Rao bound can be written as
It is easily seen that the performance of the tracking system improves with increasing SNR and, at sufficiently high SNR, the mean square error in estimating the receiver location is negligible.
The results derived above show that, for a bright source with a well defined intensity distribution, the error in estimating the location of image center is negligible. Unfortunately, the derivation that leads to Eq.(8) assumes that the exact source intensity distribution I(p) is known at the receiver. In some cases, the intensity distribution of the receiver can be quite unpredictable. For example, for a deep-space vehicle using the sun-lit Earth as the pointing reference, the albedo variation of the Earth can be caused by the weather pattern and changing surface condition. Furthermore, these conditions are in general time-varying so that they cannot be expected to remain constant.
In order to quantify the effect of intensity uncertainty on the spatial tracking subsystem, some assumptions on the intensity error distribution are required. For this analysis, we shall assume that the estimated source intensity distribution I(p) differs from the actual source intensity I(p) by a small amount 6I(p). Furthermore, it will be assumed that 6I(p) is a zero-mean Gaussian random process with an autocorrelation function (10)
The maximum likelihood estimator must estimate the location of the image based on an incomplete knowledge of the source albedo. In other words, the estimate f for the image center can be written as 
where F'(r) = log[P({kij}\r,I(p r))] is the likelihood function, and we have used the fact that a logarithmic transformation does not affect the location of a functional maximum.
Given the formulation of the estimator in Eq.(ll), the variance of the estimation error can again be given in terms of its Cramer-Rao bound shown in Eq.(5) by replacing the log-likelihood function by F'(r). The expression is in general very complicated and some simplifying assumptions will be made to reduce the complexity. First, we shall assume that the actual intensity distribution I(p) can be modeled as a random variable with mean Î(p). In other words, the error in our initial estimate of the Earth albedo is a zero-mean process. Consequently, the mean photocount expected over the (i, j)th pixel, iii, is a random variable with mean (r) = To J I(p -r)d2r .
(12)
When the source intensity is sufficiently high, or over a sufficiently long integration time, the fluctuation in the Poisson count statistics will be small compared to its mean. In this case one can approximate the detector photocount {kij} by its mean value, {AO, and the likelihood function in Eq.(11) can be reduced to F'(r) = log[P( {Kii }Ir, I(p -r))]
By using this approximation, the probability given in (11) can be interpreted as the probability of receiving \ij(ro) given the source intensity distribution {ñii(r) }. Since it is assumed that I(p) differs from Î(p) by a zero -mean Gaussian process .I(p), it follows that the probability in Eq.(13) can be written as
027)m l aii,tm
where M is the total number of pixels used in the decision, and ai tn., and I aij,tmI denote the matrix inverse and the determinant of the covariance matrix aij,tm, respectively. The elements of the covariance matrix can be given by airara( r) = < Equations (5) and (16) together present an analytical form of the mean square estimator error. Given the estimated intensity pattern I(p), and the intensity correlation function ¢(p, p'), the lower bound for the variance in estimating the image location can be calculated. Unfortunately, for general distributions of I(p) and q5(p, p'), the expressions in Eqs.(16) are very difficult to evaluate. In order to obtain some insight to the functional dependence of tracking error variance and the source intensity error, therefore, some simplifications are required. In the following we shall present several simple cases that will illustrate these dependencies.
Example 1: White intensity noise with spectral density 72. That is, 0(P, Pi) = < bAP) "691) > = is in general very complicated and some simplifying assumptions will be made to reduce the complexity. First, we shall assume that the actual intensity distribution I(p) can be modeled as a random variable with mean I(p). In other words, the error in our initial estimate of the Earth albedo is a zero-mean process. Consequently, the mean photocount expected over the (i,j)th pixel, \{j, is a random variable with mean
When the source intensity is sufficiently high, or over a sufficiently long integration time, the fluctuation in the Poisson count statistics will be small compared to its mean. In this case one can approximate the detector photocount {kij} by its mean value, {A,-j}, and the likelihood function in Eq.(ll) can be reduced to
By using this approximation, the probability given in (11) can be interpreted as the probability of receiving A,j(ro) given the source intensity distribution {A,-j(r)}. Since it is assumed that I(p) differs from I(p) by a zero-mean Gaussian process <$/(/?), it follows that the probability in Eq.(13) can be written as
where M is the total number of pixels used in the decision, and 0^m and 10-,-j^l denote the matrix inverse and the determinant of the covariance matrix o^/m, respectively. The elements of the covariance matrix can be given by
By differentiating the likelihood function in Eq.(14) and taking the expectation values, the Cramer-Rao bound of the estimator error variance can be given in terms of Eq. Equations (5) and (16) together present an analytical form of the mean square estimator error. Given the estimated intensity pattern /(p), and the intensity correlation function <^(p, p'), the lower bound for the variance in estimating the image location can be calculated. Unfortunately, for general distributions of I(p) and <^(/?,//), the expressions in Eqs.(16) are very difficult to evaluate. In order to obtain some insight to the functional dependence of tracking error variance and the source intensity error, therefore, some simplifications are required. In the following we shall present several simple cases that will illustrate these dependencies.
Example 1: White intensity noise with spectral density j2 . That is,
= < 6I(P)
where A is the area of a pixel element, and 5(x) is the Dirac delta function. Example 2: White intensity fluctuation with spectral density that is proportional to the total signal intensity. In other words,
9S(P, P) = 7
A o ó(P -P) (20) That is, the uncertainty in image brightness is proportional to the intensity of the image. An example of this type of intensity uncertainty is the unknown albedo variation of the source. An increase in the integration time at the tracking detector will only result in a proportional increase of the uncertainty. Under this condition, the CRB reduces to 
MULTIPLE -FRAME TRACKING OF EARTH
Since the single -frame spatial tracker cannot provide the needed tracking accuracy unless an accurate prior knowledge of the Earth albedo is available, a tracking system that derives its pointing reference based on multiple frames of the source image should be investigated. In this Section, we shall show that, with multiple frames of the source image taken with known spatial offsets, it is possible to resolve the image albedo to within a linear translation. The prior knowledge about the shape and orientation of the Earth can then be applied to extract the location of the image center from the estimated albedo.
The basic multiple -frame spatial tracking algorithm uses the detector photocounts from the nth frame, {{k,]) and the (n -1)th estimate of the source intensity distribution, I_i(p), to estimate the location of the image center and to update the albedo estimate. This process can then be repeated until the albedo estimate converges. To visualize the process of estimating the image albedo, a block diagram of the detection process is shown in Figure 1 where A is the area of a pixel element, and S(x) is the Dirac delta function. An example of this type of intensity uncertainty is the random dark counts from the tracking detector. By using Eq.(15), the correlation matrix can be calculated. The result is *y,£m = 7 2 M;m (18) where Sij is the Kronecker's delta. By substituting Eq. (18) into Eqs.(lGa-c), and using the fact that ^/ro's do not depend on r, the Cramer-Rao bound can be reduced to where we have factored out the total number of detected photons, NQ by making the substitution \ij(r) = Nogij(r). It is easily seen from Eq.(19) that the variance in estimating the image location is directly proportional to the uncertainties in source intensity distribution, 72 . Furthermore, the variance of the estimator error decreases with increasing NQ and, at a very high signal count, the variance is negligible.
Example 2: White intensity fluctuation with spectral density that is proportional to the total signal intensity. In other words,
That is, the uncertainty in image brightness is proportional to the intensity of the image. An example of this type of intensity uncertainty is the unknown albedo variation of the source. An increase in the integration time at the tracking detector will only result in a proportional increase of the uncertainty. Under this condition, the CRB reduces to
Note that, even though the Cramer-Rao bound still depends linearly on 72 , the lower bound no longer depends on the total detector SNR. Consequently, Eq.(21) represents an irreducible error floor for the estimator.
MULTIPLE-FRAME TRACKING OF EARTH
Since the single-frame spatial tracker cannot provide the needed tracking accuracy unless an accurate prior knowledge of the Earth albedo is available, a tracking system that derives its pointing reference based on multiple frames of the source image should be investigated. In this Section, we shall show that, with multiple frames of the source image taken with known spatial offsets, it is possible to resolve the image albedo to within a linear translation. The prior knowledge about the shape and orientation of the Earth can then be applied to extract the location of the image center from the estimated albedo.
The basic multiple-frame spatial tracking algorithm uses the detector photocounts from the nih frame, {[&n];j} and the (n -l)th estimate of the source intensity distribution, 7n _i(p), to estimate the location of the image center fn and to update the albedo estimate. This process can then be repeated until the albedo estimate converges. To visualize the process of estimating the image albedo, a block diagram of the detection process is shown in Figure 1 . The linear operator Tiij denotes the following:
The noise in the detection process 5k1 can be modeled as a zero mean random variable with variance (23) Given the above detection model, a discrete time model of the linear detection /estimation process can be given as rn = rn-1 + Orn (24a)
In(P) = In-1(P) + Ain(P) Given the discrete time model in Eqs.(24a-c), the problem of estimating the Earth albedo is equivalent to estimating the "state" of the linear system, In (p), given the detector outputs {Kn, n = 0, 1, ... }. If the "state" can be successfully estimated, then the ML algorithm described in the previous section can be used to derive the image center. One implementation of the estimator is given by the following equations:
Equation (25a) is the (nonlinear) ML estimator for the image center, while (25b) and (25c) together represent a linear estimator for the image albedo. The linear operator Gn denotes the feedback at time t = n. The block diagram of this linear estimator is shown in Figure 2 .
Since solution to the linear estimator shown in Figure 2 is well established for finite state control theory, and since any implementation of such an estimator will necessarily require digital computational hardware that is discrete in nature, we shall generate a (spatially) discrete approximation to the continuous functions 1(p) and I(p) by dividing the receiver FOV into Q x Q resolution elements. The resulting piece -wise constant arrays are denoted by I,, and Ia,,,, respectively. The subscripts (p, v) denote the Cartesian coordinate within the FOV. The intensity pattern of an image where the center coordinate is displaced by 04 is therefore {Iµ_,70, -ç }. For convenience, we shall also introduce the Q2-element vectors i(rl, (*) and Ì(r¡, (*) such that a one -to-one correspondence exists between these vectors and the matrices l_ ,,_ç and Îµ_,7,,,_ç. Similarly, M element vectors Kn and An can be defined with the elements of the matrices Kn and An, respectively. In this representation, the operators H and Gn are M x Q2 and Q2 x M matrices, respectively.
At high SNR, Kn N =in = H Ì(q, C). If the Earth image remains stationary within the detector FOV, i.e., rn = rn_1 = r, then the estimator defined by Eq.(25) will converge to an estimate Î(p) which satisfies H I(i , C) = K X(77, C) = H I0, C) (26) It is straight-forward to show that the estimated center, r", also satisfies the ML algorithm given by Eq. (25a). However, since H is a rank-reducing operator, the linear system defined by Eq.(26), which contains M equations, does not have a unique solution to the Q2 elements of the image albedo. Consequently, if the source remains stationary within the field of view, the multiple -frame tracker cannot fully resolve the source albedo.
If the source is allowed to move within the field -of -view, and L frames are taken, then the resulting albedo estimates, 004} must satisfy Eq.(26) for all frames. Since each detector pixel covers N = Q2 IM resolution elements, it is obvious that only N independent frames are available. The total number of independent linear equations, therefore, is Q2. The number of unknowns, however, is Q2 + 2L, since for each frame there are the two Given the discrete time model in Eqs.(24a-c), the problem of estimating the Earth albedo is equivalent to estimating the "state" of the linear system, 7n (p), given the detector outputs {Kn ,n = 0,1,...}. If the "state" can be successfully estimated, then the ML algorithm described in the previous section can be used to derive the image center. One implementation of the estimator is given by the following equations:
Since solution to the linear estimator shown in Figure 2 is well established for finite state control theory, and since any implementation of such an estimator will necessarily require digital computational hardware that is discrete in nature, we shall generate a (spatially) discrete approximation to the continuous functions I(p) and I(p) by dividing the receiver FOV into Q x Q resolution elements. The resulting piece-wise constant arrays are denoted by 7^fl/ and 7^, respectively. The subscripts (n,v) denote the Cartesian coordinate within the FOV. The intensity pattern of an image where the center coordinate is displaced by (r;, £) is therefore {7/1 _ T?)l/ _^}. For convenience, we shall also introduce the Q2-element vectors 1(^0 an d I(f/> C) such that a one-to-one correspondence exists between these vectors and the matrices 7A,_ f7>l/_£ and 7^_^)V_^. Similarly, M element vectors Kn and An can be defined with the elements of the matrices Kn and An , respectively. In this representation, the operators H and Gn are M x Q 2 and Q2 x M matrices, respectively.
At high SNR, Kn « A n = H I(77,£). If the Earth image remains stationary within the detector FOV, i.e., rn = rn _i = r, then the estimator defined by Eq.(25) will converge to an estimate I(p) which satisfies H-ffoO = K « Afo.C) = H.Ifo,C) -
It is straight-forward to show that the estimated center, r, also satisfies the ML algorithm given by Eq. (25a). However, since H is a rank-reducing operator, the linear system defined by Eq.(26), which contains M equations, does not have a unique solution to the Q2 elements of the image albedo. Consequently, if the source remains stationary within the field of view, the multiple-frame tracker cannot fully resolve the source albedo.
If the source is allowed to move within the field-of-view, and L frames are taken, then the resulting albedo estimates, {1(77, £)} must satisfy Eq.(26) for all frames. Since each detector pixel covers TV = Q 2 /M resolution elements, it is obvious that only N independent frames are available. The total number of independent linear equations, therefore, is Q2 . The number of unknowns, however, is Q2 + 27,, since for each frame there are the two coordinates of the image center. As a result, the system does not possess a unique solution. If, however, it is assumed that the motion increments, An, are known for all i, then we can define the new operator Hi such that
and the system of linear equations reduces to
The set of linear equations defined in (28) can be solved for the image albedo 10 0,6). 6o). Consequently, for a multipleframe tracking system the albedo can be resolved only to within a linear translation. Once the image albedo is fully resolved, additional information regarding the shape and size of the image can then be used to calculate the center location from the known albedo.
For actual deep -space systems, the Earth will most likely remain near -stationary with respect to the center of mass of the spacecraft. However, jitters in the spacecraft attitude will result in an effective motion of the source image within the detector FOV. If the jitter can be accurately measured (by inertial sensors, for example), then the above algorithm can be used to completely resolve the source image albedo to within a linear translation. Once the source albedo is fully resolved, then the additional information on the source size and shape can be used to derive the true center location. The ML tracking algorithm described in Section 2 can then be implemented to provide an accurate high-bandwidth spatial tracking.
CONCLUSIONS
Because of the large link distance involved, it is desirable that the optical communication package aboard a planetary spacecraft derives its pointing reference directly from the image of the Sun -lit Earth on the tracking detector. When the intensity distribution of the pointing reference can be precisely characterized, the performance of a single -frame maximum -likelihood algorithm is known to improve with increasing image intensity or detector exposure time. When the intensity distribution is not known in sufficient detail, however, the mean -square tracking error will not decrease indefinitely with increasing exposure time. An example of this problem occurs for a planetary spacecraft using the Sun -lit Earth as a pointing reference. Since the Earth albedo cannot be precisely specified because of changing weather and ground conditions, the single frame ML algorithm cannot be expected to provide an accurate pointing reference. On the other hand, multiple -frame image processing algorithms can be used to estimate source intensity distribution to within a linear translation. The prior knowledge of the image size and orientation can then be used to provide accurate tracking of Earth. 6 . ACKNOWLEDGMENT coordinates of the image center. As a result, the system does not possess a unique solution. If, however, it is assumed that the motion increments, Ar,, are known for all i, then we can define the new operator H, such that Ai?,-,Co + AC,-) , (27) and the system of linear equations reduces to Vt = l,..,L .
The set of linear equations defined in (28) can be solved for the image albedo 1(770, Co)-Consequently, for a multipleframe tracking system the albedo can be resolved only to within a linear translation. Once the image albedo is fully resolved, additional information regarding the shape and size of the image can then be used to calculate the center location from the known albedo,
For actual deep-space systems, the Earth will most likely remain near-stationary with respect to the center of mass of the spacecraft. However, jitters in the spacecraft attitude will result in an effective motion of the source image within the detector FOV. If the jitter can be accurately measured (by inertial sensors, for example), then the above algorithm can be used to completely resolve the source image albedo to within a linear translation. Once the source albedo is fully resolved, then the additional information on the source size and shape can be used to derive the true center location. The ML tracking algorithm described in Section 2 can then be implemented to provide an accurate high-bandwidth spatial tracking.
Because of the large link distance involved, it is desirable that the optical communication package aboard a planetary spacecraft derives its pointing reference directly from the image of the Sun-lit Earth on the tracking detector. When the intensity distribution of the pointing reference can be precisely characterized, the performance of a single-frame maximum-likelihood algorithm is known to improve with increasing image intensity or detector exposure time. When the intensity distribution is not known in sufficient detail, however, the mean-square tracking error will not decrease indefinitely with increasing exposure time. An example of this problem occurs for a planetary spacecraft using the Sun-lit Earth as a pointing reference. Since the Earth albedo cannot be precisely specified because of changing weather and ground conditions, the single frame ML algorithm cannot be expected to provide an accurate pointing reference. On the other hand, multiple-frame image processing algorithms can be used to estimate source intensity distribution to within a linear translation. The prior knowledge of the image size and orientation can then be used to provide accurate tracking of Earth.
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