ABSTRACT In recent years, graph-based dimensionality reduction methods became increasingly more significant since they have been successfully applied in various computer vision and machine learning problems. The key point in graph-based dimensionality reduction methods is how to construct an appropriate graph to reflect the underlying distribution of data. However, most existing methods usually consider graph construction and dimensionality reduction as two separate processes. To overcome this limitation, a multiple locality-constrained graph optimization for dimensionality reduction (MLGODR) algorithm is proposed in this paper. The proposed MLGODR possesses two characteristics. First, MLGODR integrates graph optimization and dimensionality reduction into a unified framework. Thus, a graph that characterizes the distribution of input data and a matrix that projects the input data into a low-dimensional subspace can be learned simultaneously. Second, to better exploit the local structure of input data, a locality constraint that adaptively combines multiple distance measurements is introduced into our objective function. Moreover, an effective updating algorithm is also designed to solve the proposed MLGODR. Extensive experiments are performed on four image databases and four UCI data sets. The experimental results demonstrate that our method outperforms the compared approaches in both classification and cluster tasks.
I. INTRODUCTION
Dimensionality reduction aims to transform the highdimensional data into a meaningful low-dimensional subspace and has attracted much attention over the past decades. Since the dimensionality reduction methods cannot only extract the most useful low-dimensional features from the high-dimensional data to alleviate the ''curse of dimensionality'' problem [1] but also reduce the computational cost for subsequent tasks, they have been widely employed in many practical applications, such as image classification, data clustering and speech recognition [2] . In addition, dimensionality reduction is also a very active and important research topic in machine learning and some other related fields [3] , [4] .
Currently, a large number of dimensionality reduction methods have been proposed. Principal component analysis (PCA) [5] and linear discriminant analysis (LDA) [6] are two typical linear dimensionality reduction methods that aim to learn a linear transformation to project the high-dimensional data into the low-dimensional space. However, since the linear dimensionality reduction methods cannot adequately discover the nonlinear structure of data [7] - [9] , a number of manifold learning techniques, such as ISOMAP [7] , locally linear embedding (LLE) [8] and Laplacian eigenmap (LE) [9] , were proposed. Compared with the linear methods, the main advantage of these manifold learning based dimensionality reduction techniques is that they can exploit the essential nonlinear manifold structure of the data hidden in the high-dimensional space [10] . Nevertheless, although these methods can obtain an effective low-dimensional representation of high-dimensional data, they cannot provide an explicit mapping from the high-dimensional space to the low-dimensional space. Thus, some linearized versions of manifold learning (such as isometric projection [11] , neighborhood preserving embedding [12] and locality preserving projection [13] ) have been proposed to overcome this ''out of sample'' problem [14] .
In [15] , some researchers proved that the abovementioned dimensionality reduction methods can be unified into a general framework termed graph embedding. In this framework, a graph is first built based on the given original highdimensional data, and then the low-dimensional features of data are learned according to the graph. Therefore, how to construct a ''high-quality'' graph to discover the underlying structure and distribution of high-dimensional data has become a popular topic, and many graph construction techniques have been proposed [16] . k-nearest neighbors graph (kNN-graph) and ε-ball graph (ε-graph) are two classical graph construction approaches. Since both of them are very easily implemented, they have been widely used in graphbased dimensionality reduction methods [7] - [9] , [11] - [14] . However, the neighborhood parameters (i.e., k or ε) in kNN and ε-ball graphs are difficult to tune. Therefore, once the parameters are set improperly, the intrinsic structures of input data cannot be well discovered. In addition, both kNN-graph and ε-graph set the same neighborhood parameter value for all samples, which also decreases their effectiveness because the same parameter value cannot reflect the local structure of nonuniformly distributed samples [17] . To adaptively construct the graph, Yang and Chen [17] presented an approach named sample-dependent graph (SG), which seeks neighbors for each sample according to the similarities between it and all other samples. Therefore, the neighbors of each sample in the SG can be adaptively determined. Recently, some representation based techniques were adopted for graph construction. Qiao et al. [18] developed a sparsity preserving projections (SPP) algorithm for dimensionality reduction. In SPP, each input sample was sparsely represented by other samples through L1-norm regularized regression so that the neighborhood relationship and weights of the graph can be simultaneously obtained according to the representative coefficients. Besides dimensionality reduction, the graph constructed by the L1-norm (L1-graph) was also widely utilized in semi-supervised learning and clustering tasks [19] - [21] . Although the L1-norm can adaptively construct a sparse graph, it failed to capture the global structures of data. That is, the sparse representative coefficients corresponding to each sample are derived separately and there is no global constraint on the solution [22] . To address this problem, Liu et al. [22] developed a low-rank representation (LRR) method for graph construction. In LRR-graph, a nuclearnorm was imposed to make the matrix of all representative coefficients to be low-rank. Thus, LRR-graph is able to capture the global structure of the data. Moreover, for the sake of considering the correlation of data, the L2-norm regularized least square regression was used to construct the graph, i.e., LSR-graph [23] , [24] . Similarly, Peng et al. [25] also adopted the L2-norm regularized regression for graph construction and proposed a L2-graph. Compared with the L1-graph and LRR-graph, L2-norm based graph construction methods (i.e., LSR-graph and L2-graph) possess a grouping effect, which tends to group highly correlated data together [23] .
In [26] , Zhang et al. noted that a ''high-quality'' graph should be appropriate for the learning task. Thus, a main limitation of the aforementioned graph construction techniques is that they only focused on how to construct a ''good'' graph, but neglected the relationship between the graph and dimensionality reduction. In other words, the graphs were constructed first and then fixedly used in the subsequent projection matrix learning. Hence, it failed to ensure that the graphs are suitable for dimensionality reduction. To overcome this limitation, it is realized that the graph learning and dimensionality reduction processes should be combined into one framework [26] , [27] so that the graph that reflects the distribution of input data and the projection matrix that maps the high-dimensional data into a low-dimensional subspace can be optimized jointly. Zhang et al. [26] developed an algorithm called graph-optimized locality preserving projections (GoLPP), which integrated graph construction and LPP into a unified objective function. Compared with classical LPP which learns the projection matrix based on kNN-graph or ε-graph, the main advantage of GoLPP is that it can optimize the graph and projection matrix during the dimensionality reduction process simultaneously. However, the entropy regularization in GoLPP may lead the graph to be dense and lack sparsity. In [27] , an algorithm termed graph optimization for dimensionality reduction with sparsity constraints (GODRSC) was proposed. GODRSC can be considered as an extension of GoLPP, which replaced the entropy regularization of GoLPP with L1-norm regularization. Therefore, the optimized graph in GODRSC can be sparse.
Although GoLPP and GODRSC achieved better performances than some other graph embedding based dimensionality reduction approaches, the data locality (i.e., local structure of samples) was ignored in them. In other words, due to GoLPP and GODRSC did not take the distances among input data into consideration, the low-dimensional features of nearby high-dimensional samples obtained by them may be far apart from each other. Thus, the intrinsic structure of input data cannot be well preserved. Recently, some studies [7] - [9] , [12] , [13] , [28] , [29] have shown that the data locality is a crucial issue not only in dimensionality reduction [7] - [9] , [12] , [13] but also in some other applications [28] - [35] . Hence, it is vital to integrate the distance information of data into graph learning so that the data locality can be considered during dimensionality reduction. Currently, various schemes [30] , [36] - [41] have been adopted to measure the distance between data, such as exponential function [30] , Euclidean distance [36] , innerproduct [37] , [38] , shape interaction weighting (SIW) [39] , etc. These distance measurements were proposed based on different assumptions or principles, which may only be suitable to characterize the structure of a particular kind of data [29] , [38] . As a result, which one of them can perform best for a specific task and input data is still need to be verified.
To address the limitations of existing methods, we propose a novel algorithm named multiple locality-constrained graph optimization for dimensionality reduction (MLGODR) in this paper. The proposed MLGODR algorithm possesses some attractive advantages as follows: (1) MLGODR inherits the merits of GoLPP and GODRSC, which integrates the graph optimization and projection matrix learning into a unified model. Therefore, the graph in our algorithm can be updated during dimensionality reduction; (2) Similar to GODRSC and some other representation based graph construction techniques, the proposed MLGODR also represents each input sample with other samples and then derives the graph from the representative coefficients. However, through replacing the L1-norm regularization of GODRSC with a locality constraint, the intrinsic structure of the data can be well exploited in our algorithm; (3) Unlike the existing locality-constrained techniques that only utilized one kind of measurement to model the distance of data [28] - [35] , MLGODR adaptively combines various distance measurements into the locality constraint, which makes our algorithm more flexible and adjustable to different input data. Moreover, an iterative updating based optimization strategy is also presented to solve our MLGODR.
The rest of this paper is organized as follows: Section II briefly reviews some related work. In Section III, we present the proposed MLGODR model. Section IV provides a series of experimental results to evaluate the performance of the proposed method. Finally, conclusions are given in Section V.
II. RELATED WORK
In this section, two graph optimization based dimensionality reduction algorithms and some typical distance measurements utilized in existing locality-constrained based techniques are briefly reviewed.
A. GRAPH-OPTIMIZED LOCALITY PRESERVING PROJECTIONS
Given a matrix X = [x 1 , x 2 , . . . , x N ] ∈ R D×N containing N input samples in D dimensional space, instead of defining the kNN-graph or ε-graph before dimensionality reduction, the graph-optimized locality preserving projections (GoLPP) algorithm [26] optimizes the graph and projection matrix simultaneously by the following unified objective function:
where
is a projection matrix that projects the input samples into d dimensional space, S = [S ij ] ∈ R N ×N denotes the affinity weight matrix of the graph,
S ij lnS ij is an entropy regularization for uniformity measurement of the graph, and η is a trade-off parameter. According to [26] , Equation (1) can be transformed to a trace ratio problem and optimized by an alternative iteration strategy.
B. GRAPH OPTIMIZATION FOR DIMENSIONALITY REDUCTION WITH SPARSITY CONSTRAINTS
GoLPP employs the entropy of graph as regularization, which may lose the original data information and result in the optimized graph lacking sparsity [27] . To address this shortcoming, Zhang et al. [27] developed an algorithm called graph optimization for dimensionality reduction with sparsity constraints (GODRSC). Similar to GoLPP, GODRSC also combines the optimizations of graph and projection matrix into one framework. However, through introducing the L1-norm as regularization, the objective function of GODRSC is defined as:
where the definitions of x i (i = 1, . . . , N ), S and P are the same as those in GoLPP, S i is the i-th column vector of S which is obtained based on the coefficients of represent sample x i by other samples from X , ||S i || 1 is the L1-norm regularization which makes S i to be sparse and λ i is the trade-off parameter. Similar to (1), the objective function of GODRSC in (2) can also be transformed into a trace ratio problem, and the optimal graph and projection matrix can be jointly optimized by an alternative iteration strategy.
C. DISTANCE MEASUREMENTS
In the locality-constrained methods, the researchers always utilized some measurements to characterize the distance between two data samples so that the intrinsic structure and distribution of input data can be considered. In [36] , Fang et al. proposed a locality-constrained graph construction algorithm that adopted the L2-norm to calculate the VOLUME 6, 2018
Euclidean distance between two samples (e.g., x i and x j ) as:
Due to its simplicity, the Euclidean distance has been widely used in other locality based techniques [29] , [38] . Exponential functions have also been utilized for distance measure in some studies. In [29] and [30] , the distance between samples was obtained by
where σ is a positive parameter. To make sure that the distance between any two samples is in the interval [0, 1], Dornaika et al. presented another exponential function for distance measurement as [40] :
In [37] , the inner-product was used to characterize the similarity between data samples. Thus, the distance measurement based on inner-product can be presented as:
wherex i andx j are the normalized vectors of x i and x j . For the sake of better reflecting the structure of input data, Tang et al. combined an exponential function and the inner-product to propose a distance measurement as [42] :
where the parameter σ was empirically set as the mean of 1 − |x T ix j |(i, j = 1, . . . , N ) in their work. Since it has been shown that the L1-norm is less sensitive to noise and outliers [43] , Shen et al. [41] proposed an L1-norm based distance measurement in their localityconstrained classification algorithm as:
Recently, a shape interaction weighting (SIW) scheme was proposed for distance measurement in locality-constrained graph construction [39] . SIW was derived from the shape interaction matrix (SIM) of the input data and can reflect the intrinsic local structure when the data have multiple subspaces distribution. The SIW can be calculated by:
where u i is the normalized shape interaction representation of sample x i , which can be obtained by the skinny singular value decomposition of input data set X . For more details about SIW, the readers can refer to [39] .
III. MULTIPLE LOCALITY-CONSTRAINT GRAPH OPTIMIZATION FOR DIMENSIONALITY REDUCTION
From Section II, we can see that GoLPP and GODRSC adopted the entropy and L1-norm as regularizations and ignored the data locality of input samples. Thus, the graph obtained by these two algorithms may not accurately reflect the intrinsic structure of data. To overcome this disadvantage, the distance between samples should be considered. However, as we have shown in Section II, there are various measurements for distance computation in locality based approaches [29] , [30] , [37] - [41] . In [29] and [38] , it has been analyzed that different distance measurements are suitable for different tasks and data. Therefore, the existing locality based approaches that utilized only one type of distance measurement to characterize the structure of data may not fit all situations.
In this section, a novel algorithm termed multiple localityconstrained graph optimization for dimensionality reduction (MLGODR) is proposed. Similar to GoLPP and GODRSC, MLGODR also integrates the graph learning and dimensionality reduction into a unified framework. However, by adaptively combining multiple distance measurements for regularization, the locality information of data can be effectively preserved by MLGODR.
A. THE PROPOSED MODEL
Given a data matrix X = [x 1 , x 2 , . . . , x n ] ∈ R D×n including n samples in D dimensional space. In order to simultaneously achieve dimensionality reduction and graph learning, the objective function of our MLGODR is expressed as follows:
where x i is the i-th sample in X , P ∈ R D×d (D d) represents the projection matrix which maps the high-dimensional data into a low-dimensional subspace, S = [S ij ] n×n denotes the affinity weight matrix of graph, S ij is the element in the i-th row and j-th column of S, D is a diagonal matrix with
the Laplacian matrix of S, I
is an identity matrix and β > 0 is a trade-off parameter. Because some researchers have shown that the non-negativity is consistent with biological modeling of visual data [44] , and usually leads to better results for data representation [45] and graph construction [46] , a constraint S ≥ 0 is also introduced in (10) to ensure that the reconstruction coefficient is nonnegative. In addition, the constraint S ii = 0 is used to forbid a sample to be represented by itself.
The first term in (10) is the same as LPP, which aims to accomplish the dimensionality reduction based on the graph (i.e., S), while the purpose of the second term in (10) is to learn the graph by the linear representation. Thus, through combining the two terms together and solve P and S jointly, the projection matrix learning and graph optimization procedures can be integrated into a unified framework in our model. Furthermore, from the second term ||X −XS|| 2 in (10), it can be seen that the graph S in our algorithm is determined by the representative relationship of input data, which is similar to GODRSC [27] and some other representation based graph construction techniques [18] , [22] , [23] . Specifically, if a sample x j participates in representing sample x i , there is an edge between them in the graph and the weight of this edge (i.e., S ij in S) is set as the representative coefficient corresponding to x j . At the same time, we can find that the projection matrix P in (10) is learned based on the weights of graph S. That is, minimizing the first term of (10) will cause a heavy penalty if the low-dimensional features of two samples x i and x j (i.e., P T x i and P T x j ) are far apart from each other while the weight of the edge between them in the graph (S ij ) is large. Hence, for the sake of better capturing the local information of input data, it is preferable to select nearby samples to represent each other and set the representative coefficients of distant samples to relatively small values.
In our algorithm, a constraint that adaptively fuses multiple distance measurements is introduced to fully exploit the intrinsic structure of the data. Suppose that there are M measurements to compute the distance between two samples, the constraint in the proposed MLGODR is:
where From the definitions of distance measurements in Section II, it is obvious that a larger W m ij indicates that x i is more distant to x j under the m-th distance measurement and vice versa. Thus, minimizing the constraint in (11) would enforce our algorithm to assign small or nearly zero values to the weights of edges in S that correspond to large W m ij . That is, the samples far away from each other are unlikely to be connected in the graph obtained by MLGODR, which not only makes our algorithm tend to reject distant samples for data representation [29] but also ensures our algorithm to be locally smooth, i.e., the samples selected to represent nearby data are also similar [30] . Moreover, through vector µ = [µ 1 , µ 2 , . . . , µ M ], the complementary information of the locality adaptor matrix obtained by multiple distance measurements can be adaptively combined in our constraint. Finally, it should be noted that (11) does not contain any sparsity constraint (such as the L1-norm). This is because some studies have proven that the locality constraint must lead to sparsity but not necessarily vice versa [29] , [30] , [36] .
By incorporating the multiple locality constraint with (10) , the final objective function of our MLGODR can be obtained as:
where α and β are positive trade-off parameters.
B. OPTIMIZATION ALGORITHM
From (12), we can see that there are three variables (i.e., P, S and µ) need to be optimized, and the objective function of MLGODR is not convex to them jointly. Therefore, finding the global optimal solution of (12) is unrealistic. To address this issue, we exploit an iterative update scheme to optimize the objective function of the proposed algorithm. The iteration algorithm consists of three steps.
1) FIXING P AND µ TO UPDATE S
First, we suppose P and µ are fixed, the optimization problem with respect to S in (12) can be reduced to
where ∈ R n×n is a matrix with all elements as 1,
The optimization problem in (13) can be decomposed into n subproblems for each column of S (denoted as S * i ) corresponding to sample x i . Each sub-problem can be regarded as a weighted nonnegative sparse coding task as:
where R j * i is the j-th element of the i-th column in matrix R, and S j * i is the j-th element in the vector S * i . Here, we adopt the popular alternating direction method (ADM) [22] , [47] to optimize (14) since it was proved to be an efficient method for solving such problems [36] .
2) FIXING S AND µ TO UPDATE P Second, we fix S and µ to update P. After removing the irrelevant terms, the optimization problem of P in (12) can be reduced to:
To solve P, the Lagrangian function of (15) is derived as:
where λ is a Lagrangian multiplier. By setting the partial derivation of (16) with respect to P to be zero, the projection matrix that minimizes (15) can be obtained by solving a generalized eigenvalue problem as:
Let λ 1 , . . . , λ d denote the first d smallest eigenvalues of (17), and p 1 , . . . , p d are d eigenvectors associated with them, the optimized P that projects high-dimensional data into low-dimensional subspace is obtained as:
3) FIXING S AND P TO UPDATE µ Finally, we fix S and P to update optimization problem of µ in (12) can be rewritten as:
where ω m = ||W m • S|| 2 (m = 1, 2, . . . , M ) and ω = [ω 1 , ω 2 , . . . , ω M ] T . Solving µ in (19) is a convex quadratic programming (QP) problem. According to the suggestions in [48] and [49] , the coordinate descent algorithm (CDA) [50] is employed in our algorithm to solve (19) .
Finally, the primary optimization procedure of the proposed MLGODR can be summarized in Algorithm 1. In Algorithm 1, the stop criterion can be defined as the difference of objective function values in two successive iterations is less than a threshold or a prespecified maximum iteration number is reached.
Algorithm 1 MLGODR Algorithm
Input: the training data X = {x 1 , x 2 , . . . , x n } ∈ R D×n and the trade-off parameters α, β Output: the projection matrix P, graph S and weighted fusion coefficient vector µ Initialize P, S and µ Calculate the locality adaptor matrix W m (m = 1, . . . , M ) using different distance measurements repeat Update S according to (13) by ADM method in [22, 47] Update P according to (17) Update µ according to (19) using the CDA method in [50] until satisfy the stop criterion
C. CONVERGENCE ANALYSIS
In this section, we analyze the convergence of the proposed MLGODR algorithm. According to Part B of Section III, the optimization procedure of our algorithm can be divided into three sub-problems formulated in (13), (15) and (19) . For the first sub-problem in (13) , it is equivalent to solving (14) , in which the ADM algorithm [22] , [47] is utilized to update S. Since ADM can find the local minimum of (14), the value of our objective function will decrease after solving S in each iteration. For the second sub-problem in (15), we have shown that the Lagrangian function of it is differentiable, and the projection matrix P has a closed-form solution in (17) . Thus, solving P will reduce the value of our objective function. In [48] and [49] , it was proved that the third sub-problem of our algorithm in (19) is convex. Hence, optimizing µ via CDA will also decrease the value of our objective function. Finally, the objective function of our MLGODR has a lower bound because all terms in (12) are no less than zero. Therefore, according to the ''Cauchy's convergence rule'' [51] , the proposed algorithm is convergent.
D. COMPUTATION COMPLEXITY
The computation complexity of MLGODR in Algorithm 1 is analyzed in this section. Suppose there are M distance measurements adopted in our algorithm, the computation complexity of calculating them is O(MDn 2 ). According to [36] , the computation complexity of solving S is O(ln 3 ), where l is the number of iterations in ADM. The costs of updating the projection matrix P and vector µ are O(D 3 ) and O(M 2 ) [49] . Thus, the total computation complexity of the proposed MLGODR is O [MDn 2 + t(ln 3 + D 3 + M 2 )], where t is the number of iterations in Algorithm 1.
IV. EXPERIMENTS
In this section, the performance of the proposed MLGODR is verified and compared with some graph-based dimensionality reduction algorithms [12] , [13] , [17] , [18] , [22] , [23] , [26] , [52] on four image databases and four UCI databases. Among the algorithms to be compared, NPE [12] and LPP [13] are graph-based dimensionality reduction methods that use the k nearest neighbor or ε-ball strategy to construct the graph. SGLPP [17] adopts the sample dependent scheme for graph construction. SPP [18] is a classical dimensionality reduction method based on the L1-graph. In LRR-NPE [22] , LSR-NPE [23] and L2-NPE [25] , the LRR-graph, LSR-graph and L2-graph are first constructed and then used in the NPE model to project the high-dimensional data into a low-dimensional space. GoLPP [26] and GODRSC [52] are both graph optimization algorithms, which can simultaneously learn the optimal graph and projection matrix.
A. CLASSIFICATION
In this section, the proposed MLGODR is performed for classification task on three face databases including AR [53] , Extended YaleB [35] and CMU PIE [54] . [53] It consists of more than 4,000 frontal face images from 126 individuals. There are 26 images for each person with different illumination, expression, and facial occlusion taken in two separate sessions. We evaluate the proposed method on a subset of this dataset including 50 male and 50 female individuals. For each person, we choose 14 images with illumination and expression variations. In our experiment, all images are cropped to 32×32 pixels.
1) DATABASE DESCRIPTION a: AR FACE DATABASE
b: EXTENDED YaleB FACE DATABASE [35] It contains 2414 frontal face images from 38 subjects. There are approximately 64 pictures per subject taken under various laboratory controlled lighting conditions. In this experiment, all images are directly downloaded from Deng Cai's website 1 and resized to 32×32 pixels. [54] It consists of 68 individuals with 41,368 face images with different poses, illumination conditions and expressions. In this study, we utilize a subset of this database which contains 24 images of each individual, and all images are resized to 32×32 pixels. Table 1 provides the detailed information of these three face databases, and some sample images of these databases are shown in Fig. 1 . 
c: CMU PIE FACE DATABASE

2) EXPERIMENT SETTING
In our experiments, we normalize the intensities of the images to [0, 1] and then randomly select l, e and t samples from each individual as training set, validation set and test set in each database. Table 1 shows the values of l, e and t for different databases. We repeat the random sample selection 10 times and record the mean and standard deviation of the classification accuracy. The seven distance measurements in Part C of Section II are employed in the proposed MLGODR, and the value of the heat kernel parameter σ in (4) is set to 1 empirically. The values of the parameter α and β in our algorithm are tuned from the set {0.001 0.01 0.1 1 10 100}, and the best parameter values are determined by the experimental results on validation set. The parameter k in the kNN-graph of LPP and NPE is empirically set as 5, and the values of other parameters in the compared approaches are set according to their corresponding literatures. In this study, the nearest neighbor classifier is employed to perform the classification due to its simplicity.
3) EXPERIMENTAL RESULTS AND ANALYSIS
Firstly, the influence of α and β values on the performance of our method is tested on the validation sets. From the classification results of MLGODR under different parameter values shown in Fig. 2 , the optimal values of α and β for our algorithm to achieve its best performances on different databases can be easily found. Moreover, we can also see that the proposed MLGODR performs better under relatively smaller α and larger β values in most case. On the one hand, a too large α value will make our MLGODR overemphasize the local information of data, while the projection matrix and representative relationship of data cannot be well learned. On the other hand, a too small β value will also lead the representative relationship of data to be neglected in our approach, and the projection matrix can only be learned based on the local information.
Then, the classification performance of our MLGODR is compared with other algorithms on test sets. According to the validation results in Fig. 2 , the parameter values are set as VOLUME 6, 2018 see that the classification performances of all algorithms first improve with the increase of subspace dimension and then become stable after they achieve their best performances. It can also be found that the proposed MLGODR generally outperforms other related approaches. Table 2 shows the best average classification results. From this table, we can observe the following points: First, the classification results of LPP and NPE are relatively lower than other algorithms due to the simple kNN-graph in them fails to accurately capture the distribution of input data. Second, SGLPP, LSR-NPE, LRR-NPE, L2-NPE and SPP achieve better classification results than LPP and NPE in most cases, this is because that they adopt more sophisticated strategies for graph construction and can obtain better graphs than the kNN-graph. Third, GoLPP and GODRSC simultaneously learn the optimal graph and the projection matrix. Hence, their classification performances are better than most other approaches on Extended YaleB and CMU PIE databases. However, we can also find that the performance of GoLPP is inferior to LSR-NPE, LRR-NPE and SPP on AR database. As analyzed in Section I and II, the reason of this phenomenon may be that GoLPP ignores the sparsity and the original information of the data. Finally, it is clear that the proposed MLGODR outperforms all other algorithms. This is attributed to MLGODR employing multiple distance measurements as a locality constraint so that the local information of original data can be well explored. Moreover, since the proposed MLGODR needs to calculate the distances between data by different measurements and utilizes an iterative algorithm for optimization, its running time is longer than some other approaches. Nevertheless, the running time of MLGODR is much less than GODRSC due to the projection matrix in our method is solved as a generalized eigenvalue problem rather than a trace ratio problem in GODRSC.
Next, the performance of our MLGODR model, which adopts multiple distance measurements as a locality constraint, is compared with the same model with a single distance measurement as locality constraint. In Table 3 , ''Multiple'' denotes that the proposed model uses multiple distance Table 3 , it can be found that ''Multiple'' achieves the best performance, which demonstrates that adaptively combining multiple distance measurements is more effective than considering only one type of distance measurement in our model. Furthermore, the weights of various distance measurements obtained by our MLGODR on different databases are also shown in Fig. 4 . From this figure, we can see that the weights corresponding to W 2 , W 3 and W 7 are relatively larger than others. This may due to that the exponential function based measurements (W 2 and W 3 ) are more suitable for image data [38] and the SIW based measurement (W 7 ) can strengthen the intra-subspace compactness of data [39] .
Moreover, we take the Extended YaleB database as an example to compare the three graph optimization based dimensionality reduction approaches. Here, 20 individuals are randomly selected and the absolute affinity weight matrix of graphs optimized by GoLPP, GODRSC and our MLGODR are shown in Fig. 5 . It can be seen that Fig. 5c shows clearer classwise block-diagonal structure than Figs. 5a and 5b, which means the samples from the same class are more likely to be connected in the graph obtained by our MLGODR. The results in Fig. 5 can also intuitively explain why our MLGODR outperforms GoLPP and GODRSC in the classification task.
Finally, in order to verify the convergence of our MLGODR, the convergence curves of the proposed approach on three image databases are shown in Fig. 6 . In this figure, the x-axis and y-axis represent the iteration numbers and the value of the objective function, respectively. From this figure, we can find the iterative update scheme in Algorithm 1 converges fast.
B. CLUSTERING
In this section, we evaluate the effectiveness of the proposed MLGODR for clustering task on COIL20 database [55] and four UCI datasets. 2 
1) DATABASE DESCRIPTION
The COIL20 database contains 20 objects viewed from varying angles at an interval of 5 • , which results in 72 images for each object. In our experiment, all images in COIL20 are cropped to 32×32 pixels. The UCI datasets used in our experiment include Glass, Sonar, Heart and Air. The basic information of the COIL20 database and UCI datasets are shown in Table 4 .
2) EXPERIMENT SETTING
In this experiment, we adopt the k-means algorithm to cluster the low-dimensional features obtained by various approaches and then compare their results. The clustering 2 http://www.mlearn.ics.uci.edu/MLRepository.html accuracy (ACC) is employed to measure the clustering performance, which is defined as [39] :
where σ (x, y) = 1 if x = y, and σ (x, y) = 0 otherwise, n is the total number of samples used for clustering, c i is the real class label of the i-th sample, l i is the label of the i-th sample assigned by the k-means algorithm, and map(·) is a function to map each cluster label l i to its corresponding ground truth (real class label c i ) [56] . In (20) , the value range of ACC is from 0 to 1, and the larger the value of ACC is, the better the performance of the algorithm is. Here, it is worth mentioning that we repeat each clustering experiment 20 times with random initializations because the performance of the k-means algorithm is sensitive to the initialization. Thus, the average ACCs and their corresponding standard deviations obtained the same manner as those in the classification experiments. Besides the dimensionality reduction approaches, we also compare the performance of our MLGODR with the Sparse Subspace Clustering (SSC) [57] methods in this experiment.
3) EXPERIMENTAL RESULTS AND ANALYSIS
First, the clustering results of all algorithms on four UCI datasets (Glass, Sonar, Heart and Air) and COIL20 database are presented in Table 5 . From this table, we can obtain similar observations to those in Part A of Section IV. Firstly, the clustering performances of LPP and NPE are worse than other methods in most cases due to the simple kNN-graph cannot well capture the intrinsic structure of input data. Secondly, the graphs in SGLPP, LSR-NPE, LRR-NPE, L2-NPE, SPP, GoLPP and GODRSC are more elegant than the kNN-graph, thus their performances are superior to LPP and NPE. Finally, the proposed MLGODR, which utilizes multiple distance measurements as a locality constraint, outperforms all other methods. Furthermore, we can also find that since the graph learning and clustering are conducted in two independent steps in SSC, its performance is inferior to our MLGODR. Second, the proposed model with multiple distance measurements as a locality constraint is compared with the same model adopts a single distance measurement as a locality constraint in clustering task. From the experimental results in Table 6 , it is clear that considering multiple distance information in our MLGODR outperforms the same model that takes single distance information into account. From the weights of different measurements obtained by MLGODR in Fig. 7 , it can be found that the inner-product and L1-norm based distance measurements (W 4 , W 5 and W 6 ) are more suitable for UCI datasets. For COIL20, since the samples in it are images, the weight of exponential function based measurement W 3 is the largest.
Third, the clustering performance of our MLGODR under different parameter values is also evaluated. From the experimental results shown in Fig. 8 , it can be found that the proposed method performs better when the value of α is small and the value of β is large, which is consistent with our analysis in the classification experiment in Part A of Section IV.
Finally, the convergence curves of our MLGODR on different databases for clustering are shown in Fig. 9 . Similar to Fig. 6 , it can also be found that the proposed algorithm converges very fast.
V. CONCLUSION
In this paper, we propose a novel approach named multiple locality-constrained graph optimization for dimensionality reduction (MLGODR), which takes multiple types of distance information into consideration and integrates the projection matrix learning and graph optimization into one unified objective function. As a result, the graph in MLGODR can be automatically optimized rather than predefined. Moreover, the locality constraint with multiple types of distance information makes our MLGODR better capture the intrinsic structure of data. The performance of the proposed method is evaluated on several widely used databases and compared with some other related algorithms. The experimental results justify the advantage of MLGODR.
