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1. Introduction
Solid-state lasers are the tool of choice for the generation of intense ultrashort optical
pulses, which are key for a plethora of applications, for example in industry [1], medicine [2]
and science [3–5]. The demands on the driving laser system (for example to initiate a
desired physical process, maximize the processing speed or minimize the data acquisition
time) go hand in hand with the continuous advances of these applications. Particularly
prominent scientific examples of such demanding applications are the generation of coher-
ent extreme ultraviolet radiation with high harmonic generation [6–8], the generation of
attosecond pulses [4, 9] and, even more ambitious, laser-particle acceleration [10–12]. The
driving-laser requirements for these applications target at peak powers of multiple-GW
and multiple-TW, respectively, while multi-kHz repetition rates are desired. Thus, a lot of
effort has been made to push the performance of laser systems towards high pulse energy
at high repetition rate, i.e. high average power, while simultaneously maintaining a high
beam quality and all other system parameters.
There are established laser concepts available today that either operate at extremely
high pulse energy [13] and peak power (up to the PW-level [14–17]) or at high average
power (up to the kW-level [18–21]). However, a multitude of physical effects, such as
beam-quality degradation induced by thermo-optic effects [22] or mode instabilities [23–
25], as well as pulse-quality degradation induced by nonlinear effects [26] or even optically-
induced damage [27], hamper the simultaneous maximization of both parameters. Despite
some further advances, favored by established power-scaling techniques such as chirped-
pulse amplification (CPA) [28], it is not expected that those ambitious requirements will
be fulfilled in the near future.
Coherent combination of the ultrashort pulses [29] delivered by an amplifier array,
referred to as spatial combination, has proven to be a promising power-scaling approach.
With each amplifier being added to the array, an improvement in both pulse energy and
average power can be achieved. As the amplifier count has to considerably grow to reach
the ambitious energy being targeted, divided-pulse amplification (DPA) [30–32], in the
scope of temporal combination, can be applied as another scaling concept. This concept
involves the coherent pulse stacking of pulse bursts and can be employed to improve the
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energy extraction from an amplifier.
Although both techniques are applicable to numerous laser concepts [33–36], fibers are
particularly well-suited for them. This is, in part, because their waveguide structure
provides reproducible and excellent beam quality, which is a requirement for efficient
combination. Moreover, their high single-pass gain and their simple design allows for
straightforward amplifier-array architectures. While fibers can handle very high average
powers [21] (limited currently only by the onset of mode instabilities), the high signal
intensities arising from the confinement of the light in small cores cause detrimental
nonlinearities or even damage, hampering the energy extraction [37]. A further increase
in pulse energy, and therewith peak power, requires larger core diameters of the fibers, but
this approach is currently limited by manufacturing tolerances. It is true that this can be
improved using a longer stretched pulse duration in state-of-the-art fiber-CPA systems.
However, this would require extremely large and expensive gratings in the compressor
in order to keep the pulse compression efficient. These are difficult to manufacture and
increase the system footprint. This brings DPA into the spotlight, as a means to access
more of the extractable energy from the fiber, which will be the focus of this thesis.
In particular, fiber amplifiers doped with ytterbium are considered in this work. At the
beginning of this thesis, the highest reported pulse energy achieved with DPA (temporal
combination) was 430µJ at an average power of 77W [38], corresponding to a peak power
of ∼ 1GW. In terms of spatial combination an average power of 88W with 500 µJ [39]
pulse energy or 30W with 3mJ [40], corresponding to a peak power of 5.4GW, were
demonstrated. In this work, average-power and energy values well above those perfor-
mance figures could be achieved by merging both combination concepts.
The thesis is structured as follows: In Chapter 2 the mathematical description of ultra-
short pulses and polarization properties is introduced. Furthermore, the amplification of
ultrashort pulses and saturation-induced dynamics are considered. In Chapter 3, a dis-
tinction is made between spatial and temporal combination techniques that are briefly in-
troduced and categorized. Using a polarization-based combination approach, the impact
of beam- and pulse-parameter mismatches on the combination efficiency are discussed.
Subsequently, these considerations are transferred to the principle of DPA and the effect
of saturation at high energy extraction is analyzed. The requirements for the experimen-
tal realization are finalized in Chapter 4 by discussing the active stabilization techniques
required for coherent combination and pulse stacking. In Chapter 5, the experiments done
in the frame of this thesis are presented. First, the focus is on the temporal combina-
tion, i.e. DPA, and the experimental results are compared with theoretical simulations
based on the model described in previous chapters. Finally, both combination approaches
3are merged and the spatio-temporal combination of ultrashort pulses is demonstrated in a
proof-of-principle experiment. In this regard, the phase stabilization of actively-controlled
temporal and spatio-temporal combination setups is investigated. Applying the findings
to a high-power fiber amplification system, a performance beyond current state-of-the-art
has been achieved. The thesis will be summarized in Chapter 6, after a brief discussion
of future perspectives.
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2. Fundamentals
In this chapter, the fundamentals of the physical phenomena that can be found in ultrafast
fiber amplifiers and that are relevant for this work are summarized. Thus, in Sec. 2.1
and in Sec. 2.2, ytterbium-doped fibers are briefly explained and the amplification of
ultrashort pulses is considered. Subsequently, the polarization states of light and their
manipulation are described in Sec. 2.3. Finally, the propagation of ultrashort pulses
through nonlinear dispersive media is considered in Sec. 2.4. This knowledge will be
necessary for the amplification of divided pulses and the pulse-division and -combination
technique employed in this work.
2.1. Ytterbium-Doped Fibers
Fibers possess unique properties, such as an efficient heat dissipation which results in an
excellent power-independent beam quality. These properties are rooted in their waveguide
nature and makes fibers robust against environmental perturbations [41]. Today, the most
common host material for high-power active fibers is silica glass doped with ytterbium
(Yb) [42]. In Fig. 2.1a the effective emission and absorption cross-sections in Yb-doped
germanosilicate glass are shown. They provide a broad amplification range (∼ 970 nm to
∼ 1200 nm [43]), which is advantageous for the amplification of ultrashort pulses that are
typically centered around 1030 nm. There are two absorption local maxima (at ∼ 915 nm
and ∼ 976 nm), which are addressable by commercially available semiconductor pump
diodes. When pumping at 976 nm and emitting at 1030 nm, the quantum defect1 is
comparably small (∼ 5%), keeping the thermal load at low levels and allowing for high
amplification efficiency.
More importantly, the achievable performance with a fiber depends on its particular
design. In Fig. 2.1b the schematic cross-sectional index profile of a standard step-index
fiber is depicted. This is the simplest structure to guide several transverse modes, which is
achieved by total internal reflection between the core and the cladding that have slightly
different refractive indexes nclad < nco. The number of supported modes is determined
1The quantum defect is the difference between the pump photon energy and the signal photon energy.
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Figure 2.1.: (a) Effective absorption and emission cross-sections in Yb-doped germanosili-
cate glass [42]. Representation of different fiber designs: (b) step-index fiber [45], (c)
photonic-crystal fiber [46], and (d) large-pitch fiber [41] (illustration not to scale).
by the normalized frequency parameter V = krcoNA, where NA =
√
n2co − n2clad is the
numerical aperture, rco is the radius of the core and k = 2pi/λ is the wave number with
the wavelength λ [44]. Single-mode operation is ensured in case of V  2.4, which is
typically the preferred regime, since this fundamental mode (for weakly guiding fibers the
so-called LP01) possesses a nearly Gaussian shape (compare to Fig. 2.2 in the following
section).
State-of-the-art high-power fibers utilize the double-cladding technique. While the sig-
nal is guided by the inner cladding, the pump is guided by a larger surrounding cladding.
This allows the use of low-brightness high-power pump diodes, whose light can be easily
coupled in the cladding and absorbed by the core as it propagates along the fiber. An
essential parameter for double-clad fibers is the overlap of both the pump (p) and the
signal (s) with the doped area and is given by2
Γs/p =
∫
Adop
|F (x, y)|2dA∫ |F (x, y)|2dA =

Γs ≈ 1− exp
(
−2Adop
Amod
)
,
Γp ≈ Adop
Aclad
,
 (2.1)
with F (x, y) being the transverse mode profile and Adop, Amod and Aclad being the doped,
the mode and the cladding areas, respectively.
For the amplification of ultrashort pulses, nonlinear effects (see Subsec. 2.4.2) can have
a detrimental effect on the pulse. The crucial factors are the fiber length, which is kept as
short as possible to still provide sufficient gain, and the effective mode-field diameter [41]
2Γs is obtained assuming a Gaussian beam with cross-section Amod (the beam radius is defined at 1/e2)
being transmitted through a circular aperture with Adop. Γp is obtained assuming the pump radiation
within Aclad as flat-top profile.
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MFD = 2
√
Aeff
pi
, (2.2)
with the effective area Aeff (depending on the modal distribution and, therefore, on the
fiber parameters) being defined as [26]
Aeff =
[ ∞∫
−∞
∞∫
−∞
|F (x, y)|2dxdy
]2
∞∫
−∞
∞∫
−∞
|F (x, y)|4dxdy
. (2.3)
A large MFD is essential for high-peak-power operation. Today, the largest possible
MFD of a step-index fiber still supporting single-mode operation is approximately 15 µm
(at 1030 nm) [41]. This is due to the achievable production tolerance of the required small
refractive index difference between the core and the cladding. However, with more sophis-
ticate fiber designs, such as the photonic-crystal fiber (PCF) [46] as depicted in Fig. 2.1c,
larger MFDs are still possible. Here the bulk material surrounding the doped core is
microstructured with several air holes of wavelength or sub-wavelength scale, effectively
reducing the refractive index of this region of the fiber. With this technology MFDs up
to 50 µm [47] are feasible.
There are also fibers with even larger MFDs employing a different guiding mechanism.
These exhibit a higher-order-mode content, since also cladding modes guided by a second
air cladding exist. Here the overlap of the different modes with the doped region has
to be taken into account. Since the fundamental mode has the largest overlap, it will
undergo the highest gain and higher-order modes are suppressed during amplification,
which is referred to as effectively single-mode operation. If additionally the size and the
pitch of the air holes are increased, higher-order modes will be delocalized from the core,
allowing for a preferential gain of the fundamental mode. The first representatives of
these fiber designs were the large-pitch fibers (LPFs) [41], shown in Fig. 2.1d, and allow
for MFDs > 50 µm. For the high-power experiments within this work LPFs with MFDs
of up to ∼ 80 µm have been employed.
2.2. Amplification of Ultrashort Pulses
In this section, a theoretical model describing ultrashort pulses and their amplification in
optical fibers is presented, which will be used both to investigate the dynamics occurring
during pulse amplification and to quantitatively underpin the experiments in the following
8 2. Fundamentals
chapters. In particular, the physics of gain and energy extraction are discussed, while
gain saturation will play an important role for temporally separated amplification. In
this regard, dispersion and nonlinear effects will be presented and discussed in Sec. 2.4,
since they impact the pulse propagation through the fiber. Moreover, it will be shown
that these effects can affect the efficiency of the pulse-combination process, as it will be
considered later on in Chap. 3.
2.2.1. Definition of Ultrashort Pulses
Light is an electromagnetic wave as described by Maxwell’s equations3. Generally, a pulsed
light beam (i.e. a wave packet of finite transverse and temporal width) is polychromatic
and can be considered as a superposition of stationary plane monochromatic waves with
different propagation directions and frequencies. Thus, the electric field is [48]
E(r, t) = 1
2
<
 ∞∫
−∞
∞∫
−∞
E˜(k, ω) exp {i [k(ω)r− ωt]} dkdω
 , (2.4)
with ω being the angular frequency, t the time, r the position in three-dimensional space4,
k the wave vector5, and E˜(k, ω) the spatial and spectral components of the field vector.
In the following it is assumed that the electric field oscillates only along the x-direction.
Moreover, the pulse propagates along the z-direction and the transverse beam profile
F (x, y) is assumed to be constant over the pulse. Since for pulse durations > 100 fs (at
a central wavelength of 1 µm) the spectral bandwidth ∆ω is much narrower than the
central frequency of the light ω0 (where ω0 is the carrier angular frequency), the pulse is
said to be quasi-monochromatic [26, 48]. Separating the fast-oscillating carrier from the
slower-varying amplitude, Eq. (2.4) can be approximated to [48]
E(r, t) ≈ 1
2
F (x, y)<
exp(−iω0t)
ω0+
∆ω
2∫
ω0−∆ω2
E˜(ω) exp {i [k(ω)z − (ω − ω0)t)]} dω
 xˆ, (2.5)
with k = kz denoting the wave number6 and xˆ being the unit vector in x-direction. This
is also known as slowly-varying-envelope approximation, since the pulse envelope varies
3Within the scope of this work all media are considered as non-magnetizable and in absence of free
charges.
4Bold typefaces represent vectors.
5k = kxxˆ+ kyyˆ + kzzˆ, where xˆ, yˆ and zˆ are the unit vectors in x-, y- and z-direction.
6|k| = k =
√
k2x + k
2
y + k
2
z , where kx = ky = 0.
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slowly compared to the carrier. Developing the wave number at the carrier frequency in
a Taylor series results in
k(ω) ≈ k(ω0) +
M∑
m=1
dmk(ω)
m! dωm
∣∣∣∣
ω=ω0
(ω − ω0)m =
M∑
m=0
βm
m!
∣∣∣∣
ω=ω0
(ω − ω0)m, (2.6)
with βm defining the expansion coefficients that correspond to mth-order dispersion
terms [26] (see Subsec. 2.4.1). The phase velocity of the fast carrier is given by vph = ω0β−10
and the group velocity of the slow envelope is given by vg = β−11 . Finally, introducing the
complex pulse envelope A(z, t), Eq. (2.5) can be expressed as
E(r, t) = 1
2
F (x, y)<{A(z, t) exp [i(β0z − ω0t)]} xˆ. (2.7)
Please note that commonly A(z, t) is normalized such that |A(z, t)|2 results in the optical
power7.
The periodicity at which pulses are emitted, for example by a mode-locked oscilla-
tor, is called repetition rate frep = T−1rep , where Trep is the pulse repetition time, with a
corresponding average power P¯ . Moreover, for particular applications, there are other
characteristics of the pulse which are important. One of them is the pulse energy
E =
Trep/2∫
−Trep/2
|A(z, t)|2dt = P¯
frep
, (2.8)
which summarizes the energy content of a pulse at position z. The full width at half
maximum (FWHM) is used throughout this thesis, to define the temporal duration of
a pulse. The shortest achievable pulse duration T0 is given by the available spectral
bandwidth, which is related to T0 via the time-bandwidth product [49]. Typically, for
T0 . 1 ps a pulse is said to be ultrashort. Commonly, a Gaussian pulse envelope
A(0, t) =
√
Ppeak exp
[
−2 ln(2) t
2
T 20
]
, (2.9)
is assumed8, where Ppeak is the peak power. This definition is applied as an initial ansatz
for numeric simulations within this work.
The spatial laser beam profile depends on the properties of the surrounding medium.
7A(z, t) is defined such that |A(z, t)|2 ≡ 1
2
0cn|A′(z, t)|2
∫ ∫∞
−∞ |F (x, y)|2dxdy, so that [|A(z, t)|2]SI =W
and [A′(z, t)]SI =Vm−1; c is the vacuum speed of light and n is the refractive index of the medium [26].
8The term 2 ln(2) is used so that T0 becomes the FWHM of the pulse power.
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While in free-space it can be almost arbitrary, in optical fibers it depends on the waveguide
geometry. Typically, a Gaussian beam profile with a flat spatial phase is sought after, since
it provides the smallest focus and, thus, the highest light intensity, which is crucial for
many applications. This makes fibers an attractive active media, since their fundamental
mode (in a step-inex fiber) can, in most cases, be approximated by [26]
F (x, y) ≈ exp
(
−x
2 + y2
w20
)
, (2.10)
with w0 being the beam radius9 (at z = 0m), as depicted in Fig. 2.2 (left). Using
Eqs. (2.2), (2.3) and (2.10), then Amod ≈ Aeff = piw20 and MFD = 2w0.
For large beam diameters and short propagation distances F (x, y) can be assumed to be
constant. However, for large propagation distances the spatial Gaussian beam evolution
has to be taken into account. Assuming Eq. (2.10) as the initial beam profile, at position
z it has changed to [49]
F (x, y, z) =
1
q(z)
exp
(
−ikx
2 + y2
2q(z)
)
, (2.11)
with the complex beam parameter [49]
1
q(z)
=
1
R(z)
− i λ
piw2(z)
. (2.12)
Thereby, the wavelength is λ, the radius of curvature at z is R(z) = z[1 + (zR/z)2], the
beam radius at z is w(z) = w0
√
1 + (z/zR)2 and the Rayleigh length is zR = piw20/(M2λ)
(r,t
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Figure 2.2.: Quality of the Gaussian approximation to the fundamental fiber mode of a
step-index fiber (LP01 at V = 2.4, compare to Sec. 2.1) on the left. Illustration of the real
field amplitude evolution of the Gaussian beam on the right.
9The beam radius is defined as the distance from the beam axis at which F (x, y) is reduced to 1/e.
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with the beam quality factorM2 [50]. The evolution of the real field amplitude of a Gauss-
ian beam is illustrated in Fig. 2.2 (right). The spatial beam properties will be important
for the efficiency of the free-space beam-combination process, as will be considered in
Chap. 3. In the following, a model describing the amplification of pulses is introduced.
2.2.2. One-Dimensional Rate Equations
The amplification of a signal in an active medium can be numerically modeled by solving
the rate equations [51–53]. These are coupled differential equations that can be formulated
for a certain number of signals being present in the amplifier. In this section, a one-
dimensional approach is considered, assuming that the signals are propagating in the
±z-direction without any transverse dependence. Furthermore, amplified spontaneous
emission (ASE) will be neglected10. Indicating the signals to be amplified (s) and the
pump signals (p) with j, the evolution of the local population density of the upper laser
level11 N2(z, t) and of the signal powers Pj(z, t) at position z and time t are
∂N2(z, t)
∂t
=
∑
j
σ(ωj)
~ωj
Pj(z, t)Γj
Adop
[N2,tr(ωj)−N2(z, t)]− N2(z, t)
τ2
, (2.13)
±
[
∂
∂z
+ β1,j
∂
∂t
]
Pj(z, t) = {σ(ωj) [N2(z, t)−N2,tr(ωj)]− α(ωj)}Pj(z, t)Γj, (2.14)
with the photon energy12 ~ωj, the upper state lifetime τ2, the loss factor α(ωj) and
the overlap factor Γj = Γs/p according to Eq. (2.1) (assumed to be z-independent). In
terms of fibers, each signal Pj(z, t) can be interpreted as a sum of fiber modes [44].
The effective absorption cross-sections σabs(ωj) and the effective emission cross-sections
σem(ωj) (as depicted in Fig. 2.1a for Yb-doped germanosilicate glass) are grouped into
σ(ωj) = σabs(ωj) + σem(ωj). Then, the transparency inversion density is given by
N2,tr(ωj) = Ntot
σabs(ωj)
σ(ωj)
, (2.15)
with the total active-ion concentration Ntot being the sum of the population densities of
the upper and the lower laser level.
10ASE can be added, e.g. by introducing several frequency channels [51].
11Note that N2 is considered locally in one-dimensional direction as an average integrated over the
transverse direction.
12~ denotes the reduced Planck constant
h
2pi
.
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Inversion Build-Up
A steady-state case is considered to obtain an expression for the evolution of the popu-
lation density of the upper laser level during the pump process. Since the time scale on
which the signal pulse is present in the amplifier is much shorter than the time between
consecutive pulses (T0  1/frep), the effect of the pump during the signal transit time will
be neglected. Assuming a constant pump power P¯p at angular frequency ωp, the inversion
build-up time is [49]
τinv =
τ2
1 +
P¯p
Pp,sat
, (2.16)
with the saturation power of the pump Pp,sat being
Pp,sat =
~ωp
σ(ωp)
Adop
Γpτ2
. (2.17)
With this, the temporal evolution of the population density N2 is
N2(t) = N2,max + (N2,0 −N2,max) exp
(
− t
τinv
)
, (2.18)
with N2,0 being the initial population level and N2,max being the maximum population
density for a given pump P¯p, which is
N2,max = N2,tr(ωp)
P¯p
Pp,sat
1 +
P¯p
Pp,sat
. (2.19)
The maximum reachable inversion depends on the pump photon energy. For P¯p  Pp,sat,
regarding Eqs. (2.15) and (2.19) and using the cross-sections from Fig. 2.1a, it results in
N2,max ≈ 0.5Ntot if pumped at 976 nm wavelength and N2,max > 0.95Ntot when pumping
around 915 nm. But the increased quantum defect may lead to an increased thermal load
in the fiber, which can enforce mode instabilities [25].
2.2.3. Pulse Dynamics using the Frantz-Nodvik Model
Transient gain dynamics have to be taken into account for the amplification of pulses. If
the effects that occur during the amplification are fast compared to the inversion build-up
time and upper state lifetime, i.e. the pulse duration T0  τinv  τ2, then Eqs. (2.13)
2.2. Amplification of Ultrashort Pulses 13
and (2.14) will be simplified to13
∂∆N(z, t)
∂t
= −σ(ω0)
~ω0
P (z, t)Γs
Adop
∆N(z, t), (2.20)
±
[
∂
∂z
+ β1
∂
∂t
]
P (z, t) = σ(ω0)P (z, t)Γs∆N(z, t), (2.21)
restricting to a single pulse with the power Ps(z, t) = P (z, t), central angular frequency
ωs = ω0 and group velocity β−11,s = β
−1
1 being present in the amplifier. Moreover, the
abbreviation ∆N(z, t) = N2(z, t)−N2,tr(ω0) is introduced. An analytic solution of these
equations was found by Frantz and Nodvik [55] and is14
P (z, t) =
P0(t− β1z)
1− [1−G−10 (z)] exp(−E−1sat ∫ t−β1z−∞ P0(t′)dt′) , (2.22)
∆N(z, t) =
∆N0(z)
1 +G0(z)
[
exp
(
E−1sat
∫ t−β1z
−∞ P0(t
′)dt′
)
− 1
] . (2.23)
These so-called Frantz-Nodvik equations provide the evolution of any arbitrary pulse
shape P0(t) and any build-up inversion distribution ∆N0(z) at each position z and time
t along the amplifier. Important parameters are the saturation energy
Esat =
~ω0
σ(ω0)
Adop
Γs
, (2.24)
and the small-signal gain
G0(z) = exp
σ(ω0)Γs z∫
0
∆N0(z
′)dz′
 . (2.25)
The maximum gain is given by the small-signal gain and, hence, by a fixed number of
active ions being available. Therefore, this gain cannot be maintained for arbitrarily high
signal energy due to energy conservation. Thus, for increasing signal energy the gain is
reduced, which is referred to as saturation. As a pulse propagates through an amplifier its
13Furthermore, an instantaneous response of the material polarization P(r, t) (see Subsec. 2.4.2) is as-
sumed [54].
14Basically, Eqs. (2.22) and (2.23) are valid for four-level and inverse three-level systems of the amplifying
medium, which is related to a pump wavelength of 915 nm and 976 nm, respectively, assuming a 1030 nm
signal. In the case of a three-level system a factor of two within the exponential terms has to be
considered [49, 55]. Furthermore, Eqs. (2.22) and (2.23) are general expressions. As periodic signals
are considered (see Subsec. 2.2.1), the integration limits are restricted to ±Trep/2.
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leading edge experiences an unadulterated inversion, whereas its trailing edge experiences
the residual inversion that has not been depleted by the leading edge. This results in a
decreasing gain factor over the pulse envelope and in a deformation of its shape. But the
amount of pulse deformation is given by the total inversion level in the fiber and not by
a particular inversion distribution. Furthermore, from Eq. (2.23) it can be seen that the
inversion distribution after a pulse was propagating through the amplifier, is determined
by the total input pulse energy, not by a particular pulse shape [56]. In Fig. 2.3a the
normalized shapes of the amplified pulses according to Eq. (2.22) are depicted as an
illustration of the pulse deformation. A Gaussian pulse shape, according to Eq. (2.9), at
different fractions of Esat and G0(L) = 30dB are assumed. The corresponding normalized
final inversion across the amplifier, according to Eq. (2.23), is depicted in Fig. 2.3b. It
can be seen that the closer the energy of the initial pulse gets to the saturation energy of
the amplifier, the stronger the inversion is depleted and the more the pulse is deformed.
In order to compensate for this effect, the initial pulse can be pre-shaped [56].
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Figure 2.3.: (a) Pulse-shape deformation due to saturation of the amplifier for an initial
Gaussian pulse with seed pulse energies at different fractions of Esat (depicted normalized
to the respective peak powers Ppeak and to the pulse duration T0) and (b) the corresponding
final inversion distribution along the fiber (normalized to the total ion concentration Ntot
and to the length L). A small-signal gain of G0 = 30dB is assumed.
2.2.4. Energy and Efficiency Considerations
As mentioned in Subsec. 2.2.3, the relation between the input and the output energy of
an amplifier does not depend on the dynamics of the amplification process. Thus, the
pulse energy at a particular position z within the amplifier is obtained by the temporal
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integration of Eq. (2.22) and results in [55]
E(z) = Esat ln
{
1 +G0(z)
[
exp
(
E0
Esat
)
− 1
]}
, (2.26)
where E0 is the initial pulse energy. Hence, the energy gain is
G(z) =
E(z)
E0
, (2.27)
which can either be calculated for the whole amplifier length with z = L or at each position
z (step-wise) for numerical simulations. The outcomes of Eq. (2.26) and Eq. (2.27) for
different G0(L) and E0/Esat ratio are depicted in Fig. 2.4a and Fig. 2.4b, respectively.
Achieving a desired amplified pulse energy requires either a small initial pulse energy and
a high small-signal gain or a higher initial pulse energy and a lower small-signal gain.
There are two extreme operation regimes of an amplifier that can be emphasized. In the
small-signal regime, a low energy of the initial pulse does not affect the inversion and
the energy growth is exponential, such that G(z) ≈ G0(z). In the saturated regime, the
inversion gets strongly depleted (compare to Fig. 2.3b) and the energy growth becomes
slower, such that G(z) ≈ 1 + ln [G0(z)]Esat/E0 [27].
A measure for the overall energy content stored in an amplifier is the stored energy. It
is determined both by the pump frequency and power and by the active volume of the
amplifier. However, due to the quantum defect, the energy that can be extracted by a
pulse at the signal frequency with a certain energy and spatial overlap with the doped
area is always less than the stored energy. For an infinitely high initial pulse energy, the
(b)(a)
Figure 2.4.: (a) Amplified pulse energy E(L) and (b) energy gain G(L) as a function of the
small-signal gain G0(L) and the input pulse energy E0 normalized to the saturation energy
Esat (after [56]).
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extractable energy approaches its maximum, which is [49]
Emaxextr = ω0Adop
L∫
0
∆N0(z)dz = Esat ln [G0(L)] , (2.28)
using Eqs. (2.24) and (2.25). This extractable energy, as can be seen in Eq. (2.28), is
determined by the small-signal gain. In Fig. 2.5a Emaxextr is depicted as a function of the
doped-core diameter (for a fiber length of 1m) at a signal wavelength of 1030 nm and for
both a pump wavelength of 915 nm and 976 nm, respectively. The maximum extractable
energy if pumped at 915 nm will be about twice as large as that obtained by pumping at
976 nm.
The ratio between the actual extracted energy Eextr and the maximum extractable
energy Emaxextr is represented by the extraction efficiency [49]
ηextr =
Eextr
Emaxextr
=
E(L)− E0
Esat ln [G0(L)]
. (2.29)
In Fig. 2.5b the extraction efficiency is depicted for the same parameters used in Fig. 2.4b.
A direct comparison demonstrates that there has to be a trade-off in either obtaining
maximum gain or maximum extraction efficiency. This is the reason for the so-called
master-oscillator power-amplifier (MOPA) architectures. In these, low-energy pulses de-
livered by an oscillator are amplified in several stages. The first amplification stages
operate at high gain and provide sufficient energy for efficient energy extraction in the
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Figure 2.5.: (a) Maximum extractable energy Emaxextr as a function of the doped-core diameter
for the pump wavelengths 915 nm and 976 nm assuming a fiber length of L = 1m and a signal
wavelength of 1030 nm (Ntot = 3 · 1025m−3 [57]). Additionally, the saturation energy Esat
and the energy damage threshold Edam with and without end-caps (d = 5mm, M2 = 1.1)
and assuming a pulse duration of T0 = 1 ns are shown (note that for these a constant Γs = 0.8
is assumed). (b) Extraction efficiency ηextr as a function of the small-signal gain G0(L) and
the input energy E0 normalized to the saturation energy Esat (after [56]).
2.3. Polarization of Light 17
final amplifier.
Irrespective of higher order effects, it is not straightforward to extract arbitrarily high
energy from an amplifier with an arbitrary pulse. Typically, for sufficiently high energy
surface damage occurs due to a breakdown caused by a field intensification at imperfec-
tions on the surface. Within the bulk material fracture occurs either due to local heat
deposition (for pulse durations T0 > 100 ps) or, ultimately, due to electron avalanche
breakdown caused by multi-photon ionization (for T0 < 20 ps) [27]. However, for silica
glass at an operation wavelength around 1 µm and pulse durations of T0 > 20 ps the
empiric formula [27, 53]
Edam ≈
[
1 +
(
dλM2
Aeff
)2]
AeffT
0.4
0 · 109
J
m2s0.4
(2.30)
provides a reasonably good estimation for this optically-induced damage that compares
well with the experimental observations in fiber-based chirped-pulse-amplification systems
(see Subsec. 2.4.1). The term within the brackets describes the impact of fused silica end-
caps with thickness d that can be spliced to the fiber-end facet. Within these the beam
expands, which increases the damage threshold. For example, assuming a fiber with
MFD = 80 µm, d = 5 mm and T0 = 1 ns (λ = 1030 nm, M2 = 1.1), the use of end-caps
results in an improvement of Edam by a factor of ∼ 3. In Fig. 2.5a both the damage
energy threshold assuming a pulse duration of 1 ns (which is appropriate for stretched
pulses and a moderate stretcher/compressor size) and the saturation energy, according to
Eq. (2.24), are depicted. For this pulse duration Edam is in the order of Esat making it
difficult to extract much of the available energy. With end-caps it can be increased above
Esat, as additionally shown in Fig. 2.5a. However, there is even more energy available
from the fiber, but damage still limits the energy extraction. In order to make this energy
accessible, the energy of a pulse can be distributed on several pulses. This constitutes the
basic concept of divided-pulse amplification, which will be introduced in Chap. 3.
2.3. Polarization of Light
In the scope of this work, the division of beams or pulses using their polarization is con-
sidered. Therefore, the description of polarization as a property of light will be explained
in the following. Moreover, the phenomenon of birefringence is described in Subsec. 2.3.2,
which can be used to alter the state of polarization of the light. Therefore, a calculus
describing this manipulation is introduced in Subsec. 2.3.3.
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2.3.1. Description of Polarization
In Subsec. 2.2.1 the electric field vector was restricted to only one transverse compo-
nent. This can be generalized, since the polarization of the field is a property in three-
dimensional space15. Polarization describes the trajectory described by the electric field
vector tip with time. For paraxial fields propagating along z only the field components
lying on the transverse x-y-plane are of concern. Following Eq. (2.7) this can be expressed
as [58]
E(r, t) = 1
2
F (x, y)<{[Ax(z, t)xˆ+ Ay(z, t)yˆ] exp [i(β0z − ω0t)]} , (2.31)
with xˆ and yˆ being the unit vectors orienting the field in x- and y-direction and the
complex envelope amplitudes being
Ax(z, t) = |Ax(z, t)| exp [iφx(z, t)] ,
Ay(z, t) = |Ay(z, t)| exp [iφy(z, t)] .
}
(2.32)
The relation between the individual field vector components determines a specific state
of polarization. Hence, the polarization state is defined by two orthogonal oscillating
amplitudes and their relative phase ∆φ = φy − φx, which can by visualized in the x-y-
projection plane. The field is linearly polarized for ∆φ = mpi with m ∈ Z or for one of
both amplitudes vanishing (e.g. Ax = 0). Circular polarization is obtained for |Ax| = |Ay|
and a phase difference of multiples of pi/2. It can be distinguished between right-handed
circularly polarized for ∆φ = pi/2 + 2mpi with m ∈ Z and left-handed circularly polarized
for ∆φ = 3/2pi + 2mpi. For any other arbitrary amplitude and phase relation the field is
elliptically polarized. Figure 2.6 summarizes these possible states for |Ax| = |Ay| [48].
Within a set coordinate system, there is a notation regarding the interaction of the elec-
tric field in the vicinity of a surface. The polarization components lying in the plane of
incidence and those perpendicular to that are called p and s [58], respectively16. Through-
out this thesis the x- and the y-component will be referred to as the p-polarized and
s-polarized component, respectively.
2.3.2. Birefringence
The state of polarization of a polarized beam propagating through a linear anisotropic
dielectric medium can change depending on the propagation direction and the initial state
of polarization, which is referred to as birefringence. Such materials possess different op-
15In general the complex electric field vector is E(r, t) = Ex(r, t)xˆ+ Ey(r, t)yˆ + Ez(r, t)zˆ.
16Inherited from the German notation parallel and senkrecht [58].
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Figure 2.6.: Right- (top row) and left-handed (bottom row) elliptical polarization states at
different relative phases ∆φ and equal amplitudes |Ax| = |Ay| = 1 (after [48]).
tical properties on distinct axes in space stemming from the different polarizability of
the molecules which are organized in periodic regular patterns, as for example in crys-
tals [58]. Uniaxial crystals have one axis of symmetry, along which the properties are
isotropic, which is called the optical axis. The polarization component of the electric field
propagating perpendicular to it will experience a refractive index n = no (ordinary index).
On the other hand, the polarization component parallel to the optical axis will experience
a refractive index ne (extraordinary index). For ne > no the crystal is positive and for
ne < no negative uniaxial birefringent [58]. In general, the index change with propagation
direction can be expressed by an optical indicatrix or mathematically by a tensor of the
dielectric permittivity [59].
Uniaxial crystals can be applied to deliberately manipulate the state of polarization of
a beam. The maximum imposed phase difference between both polarization components,
propagating parallel (phase ϕe) and orthogonally (phase ϕo) to the optical axis, is
∆ϕ = ϕe − ϕo = 2pi
λ
d(ne − no) = 2pi
λ
d∆n, (2.33)
where λ is the wavelength of the incident field and d is the thickness of the crystal. For
the special cases of ∆ϕ = pi and ∆ϕ = pi/2 a half-wave plate (HWP, d∆n = λ/2) and
a quarter-wave plate (QWP, d∆n = λ/4) are obtained, respectively, which can be used,
for example, to alternate between the states depicted in Fig. 2.6. While a QWP can be
applied to change from linear to elliptic or circular polarization and vice-versa, an HWP
can be used to rotate the orientation of the linear polarization state.
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2.3.3. Jones Calculus
The state of polarization of a given electric field vector can be manipulated by optical
elements, such as wave plates or polarizers. To evaluate this effect the so-called Jones
calculus can be applied. As indicated by Eq. (2.32), the field is characterized by its
complex envelopes Ax and Ay at any time t. These can now be expressed as a Jones
vector [58, 60]
J =
[
Ax
Ay
]
. (2.34)
The effect of an optical element on the different field components can be represented by
a two-by-two matrix, assuming the element to be linear. Hence, with the input and the
output vectors being defined by J1 and J2, respectively, the matrix notation
J2 =MJ1 (2.35)
can be applied, withM denoting the Jones matrix describing the optical element. For a
system containing n elements it follows:
M =MnMn−1 · · ·M2M1. (2.36)
Jones matrices for polarizing beam splitters (PBS), HWPs and QWPs are summarized
in Tab. 2.1. Therefore, the parameters Rs, Tp and θ are introduced, denoting the power
Table 2.1.: Jones matrices for a linear polarizer and a wave plate [58, 60]. Please note that
the constant phase factor in case of wave plates is omitted (for more information on these
Jones matrices compare to Appendix A).
Optical element Jones matrix
Linear polarizer ideal transmission non-idealized transmission
(PBS) MT =
[
1 0
0 0
]
MT(Tp, Rs) =
[√
Tp 0
0
√
1−Rs
]
ideal reflection non-idealized reflection
MR = (i)
[
0 0
0 1
]
MR(Tp, Rs) = (i)
[√
1− Tp 0
0
√
Rs
]
Wave plate HWP (∆ϕ = pi) rotated HWP
MHWP =
[
1 0
0 −1
]
MHWP(θ) =
[
cos(2θ) sin(2θ)
sin(2θ) − cos(2θ)
]
QWP (∆ϕ = pi/2) rotated QWP
MQWP =
[
1 0
0 −i
]
MQWP(θ) =
[
cos2(θ)− i sin2(θ) (1 + i) sin(θ) cos(θ)
(1 + i) sin(θ) cos(θ) sin2(θ)− i cos2(θ)
]
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reflectance of the s-polarization component, the power transmittance of the p-polarization
component and the orientation angle between the optical axis and the p-polarization axis,
respectively.
2.4. Propagation of Ultrashort Pulses in Nonlinear
and Dispersive Media
The propagation of ultrashort pulses through optical fibers can change their temporal
and spectral properties. Therefore, the impact of dispersion is discussed in Subsec. 2.4.1.
Furthermore, the signal confinement in small cores can lead to high intensities upon
amplification that, due to the long interaction lengths with the material, can give rise to
nonlinear effects. The most important nonlinear effects for this work are considered in
Subsec. 2.4.2.
2.4.1. Dispersion
Upon the propagation of a pulse through an optical fiber it can happen that its temporal
width changes. The underlying phenomenon is called dispersion, which is the dependence
of the refractive index on the frequency. Here, two different types of dispersion for single-
mode fibers are considered, namely: material dispersion and waveguide dispersion.
If an optical pulse (which can be considered as a wavepacket comprising a number of
distinct frequency components) propagates through silica glass, its frequency components
will experience different phase velocities caused by slightly different refractive indexes.
Thus, the pulse width spreads depending on its spectral bandwidth. In Fig. 2.7a the
refractive index of fused silica as a function of the wavelength is shown and, in Fig. 2.7b,
the corresponding pulse-width broadening for an ultrashort pulse propagating through
fibers of different lengths is illustrated. Dispersion generally acts in the frequency domain
and, according to Eq. (2.7), this can be expressed as
E(r, t) = 1
2
F (x, y)<
exp (iβ0z)
∞∫
−∞
A˜(z,Ω) exp
[
i
(
M∑
m=1
βm
m!
Ωm − Ωt
)]
dΩ
 xˆ, (2.37)
with Ω = ω − ω0 and βm being the mth expansion coefficients of the wave number, as
defined by Eq. (2.6).
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Figure 2.7.: (a) Refractive index for fused silica (material dispersion regarding Sellmeier
equation [26]) and simulated effective refractive index (chromatic dispersion) for both a
6 µm-core step-index fiber and an 81µm-core LPF as a function of the wavelength. A 10 nm
bandwidth around 1030 nm is highlighted in blue. (b) Pulse broadening induced by dis-
persion assuming a pulse duration of T0 = 300 fs and fiber lengths of L = 3m and 10m
and β2 = 19 fs2/mm [26] (the pulse form P (t) is normalized to its initial peak power Ppeak,
after [26]).
Furthermore, the waveguide itself can have an impact on the propagation constant17
β(ω) = k0neff(ω). Here, the effective refractive index neff(ω) is affected by the waveguide
design. Waveguide dispersion cannot be separated from the material dispersion and their
sum is referred to as chromatic dispersion [58]. In Fig. 2.7a the chromatic dispersion
of both a 6 µm-core step-index fiber and an 81 µm-core LPF is shown. As can be seen,
for large-core fibers the impact of the waveguide dispersion is negligibly small and it is
sufficient to consider only material dispersion.
Although dispersion is typically an unwanted effect in ultrafast amplifiers, it can be
exploited to mitigate nonlinear effects. Here, an ultrashort pulse is stretched in time prior
to amplification by using a large amount of dispersion which imprints a chirp (compare
to Fig. 2.7b). The angular dispersion of optical gratings can be converted into a temporal
delay (using multiple passes), which typically is orders of magnitude larger than what is
reasonable exploiting material dispersion. After amplification, the pulse is compressed to
its initial duration by removing the chirp (using dispersion of opposite sign), resulting in
pulse-peak powers beyond the limitations of the amplifier medium using non-stretched
pulses. This successful concept is known as chirped-pulse amplification (CPA) [28] and is
the core of most state-of-the-art high-power ultrafast laser systems. For most simulations
in this work, the pulses are considered to be in the so-called CPA regime, in which the
temporal pulse shape resembles the spectrum [61].
17In the context of optical fibers, the propagation constant typically is denoted by β(ω) and not by k(ω),
as done for free space.
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2.4.2. Nonlinear Effects
In linear optics, the interaction of light with a dielectric medium causes a polarization
density P(r, t) in it that depends linearly on the electric field strength E(r, t). This
harmonic response to the field oscillations will become anharmonic, if the field is strong
enough. In this case P(r, t) can be approximated as a power series of the form [59]
P(r, t) = 0
(
χ(1) · E(r, t) + χ(2) : E(r, t)2 + χ(3) ... E(r, t)3 + · · ·
)
, (2.38)
with 0 being the vacuum permittivity and χ(n) being the nth-order susceptibility ten-
sors18. Thus, while at low field strengths χ(1) provides the dominant contributions, at
high field strengths the contribution of the higher order terms of χ(n) becomes significant.
Since χ(2) effects are only present in media without inversion symmetry (e.g. crystals),
this term vanishes for silica glass (the common host material for optical fibers). On the
other hand, in silica a variety of different χ(3)-effects exists, but in the following only those
relevant for this work are considered.
Self-Phase Modulation (SPM)
At significant field strengths, the refractive index of an optical fiber becomes intensity-
dependent. This is known as nonlinear refraction or optical Kerr effect. This dependence
can be expressed as [26]
n(I) = n0 + n2I, (2.39)
with n0 being the linear refractive index and n2 being the nonlinear-index coefficient19.
The magnitude of n2 varies across literature, while n2 = 3.2 · 10−20 m2/W [59] at a wave-
length of 1 µm fits best most of the experimental observations. Due to the tensor nature
of χ(3) this value depends on the state of polarization of the electric field. Thus n2 is 1.5
times lower for circularly polarized light than for linearly polarized light [62].
Since an optical pulse has a time-varying shape, the Kerr effect will cause a temporal
phase change upon propagation [26]:
φNL(z, T ) = γ
z∫
0
|A(z′, T )|2dz′, (2.40)
18Please note that Eq. (2.38) implies an instantaneous response of the medium (e.g. neglecting the
Raman effect) [26].
19The term n2I requires the definition n2 =
3
4n200c
<{χ(3)}, such that [n2] = 1m2/W [59].
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where A(z, T ) is the pulse envelope, see for example Eq. (2.9), considered in the moving
frame T = t− β1z. The nonlinear parameter γ is given by
γ =
ω0n2
cAeff
, (2.41)
with the effective area Aeff given by Eq. (2.3). As a result of Eq. (2.40), new frequency
components are generated, which broadens the spectrum of the pulse and may transfer
some amount of the energy from the main pulse into side pulses20. This phenomenon is
referred to as self-phase modulation (SPM). The maximum nonlinear phase generated by
the pulse-peak power Ppeak and accumulated along an amplifier of length L is defined by
the so-called B-integral, which is [63]
B = γ
L∫
0
Ppeak(z)dz. (2.42)
Assuming stretched pulses with a Gaussain-like shape and no phase compensation being
applied, the B-integral should be kept somewhere below B . 3 . . . 5 rad at the output of
high peak-power laser systems to avoid serious pulse distortions [49].
Self-Focusing (SF)
The spatial counterpart of SPM is self-focusing (SF), which is caused by the intensity-
dependent refractive index (Eq. (2.39)), changing across the spatial beam profile rather
than along the temporal pulse shape. Hence, according to Eq. (2.10), the beam center
experiences a higher refractive index than its periphery, resulting in a focusing lens. The
point where self-focusing balances the diffraction of the beam is given by the critical
power [59]
Pcr =
pi(0.61)2λ20
8n0n2
, (2.43)
for which the beam width remains constant. At powers P > Pcr the beam will be focused
and may cause unavoidable damage of the material. Equation (2.43) holds, in good
approximation, also for fibers [64]. For fused silica (n0 = 1.45 [65]) and a wavelength of
1030 nm, Pcr ≈ 3MW for linearly polarized light and can be increased to Pcr ≈ 5MW for
circular polarization [62].
20This holds for transform-limited pulses. Depending on the initial chirp of the pulse frequency compo-
nents can also vanish.
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Nonlinear Polarization Rotation (NLPR)
Nonlinear polarization rotation (NLPR) in optical fibers [66–68] is a phenomenon that is
caused by the effects of SPM, cross-phase modulation (XPM) [26] and a weak birefringence
(see Subsec. 2.3.2), which leads to a peak-power-dependent change in the polarization
state of a pulse coupled into a fiber. Typically, fibers are assumed to exhibit negligible
birefringence, which may only be caused by production tolerances of the particular fiber,
due to, for example, frozen tensions, torsion or geometrical deviations from a perfectly
shaped structure. In particular, considering a (weakly) linear birefringent fiber, an axis
of symmetry is introduced allowing to split both polarization components (see Sec. 2.3
Eq. (2.32)) with respect to that axis. The phase difference between both polarization
components created by this intrinsic birefringence will be enhanced by the effect of XPM,
inducing nonlinear birefringence21 [69]. Degenerated four-wave-mixing [26] then can cause
an energy transfer between both polarization components resulting in a rotation of the
polarization ellipse.
2.4.3. Pulse Propagation Equation
The evolution of linearly polarized pulses in optical fibers including both nonlinear effects
and dispersion is governed by the so-called nonlinear Schrödinger equation [26]. Assuming
a perfectly cylindrical fiber cross-section with only one linearly polarized pulse present in
the fiber it is
∂A(z, T )
∂z
+
iβ2
2
∂2A(z, T )
∂T 2
+
α
2
A(z, T ) = iγ|A(z, T )|2A(z, T ), (2.44)
with γ being the nonlinear parameter given by Eq. (2.41), α being, depending on its sign,
either an absorption or gain coefficient and β2 being the second-order expansion coefficient
of the propagation constant22.
A popular approach for solving these equations numerically is the so-called split-step
Fourier method [26]. Herein, the propagation of the optical field is divided in small
slices where nonlinear effects and dispersion are considered to act independently from one
another. Thus, the respective effect can be applied alternately in time and frequency
domain, where the numeric calculation works best.
21Note that this phase difference leads to a change of its ellipticity and not of the orientation of the
ellipse (see Sec. 2.3 Fig. 2.6).
22For the simulations done within this work only the second-order dispersion is considered. If necessary,
higher-order dispersion terms can be added according to Eq. (2.6) [26].
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3. Spatial and Temporal
Combination of Ultrashort Pulses
In many performance-hungry fields, in which the capacity of a single processing unit is
exhausted, parallelization is the scaling technique of choice. Very similarly, this concept
has also been transferred to lasers. The combination of pulses or beams from several
lasers or amplifiers allows for the operation above the limits of a single-emitter. The first
demonstrations of the combination of continuously emitting lasers date back to the 70’s
with the evanescent coupling of adjacent semiconductor oscillators [70, 71].
Although there is a diversity of combination techniques that do not exclude each other,
two major differentiations are made within this work, which are represented by Fig. 3.1.
The first one is between phase-sensitive and non-phase-sensitive combination [72]. While
the phase-sensitive approaches refer to those with temporally stable phase relationships
between the beams, in the non-phase-sensitive approaches this relative phase stability is
not mandatory. Second, it can be distinguished between the signals having the same or
different spectra. In both non-phase-sensitive cases, beams of separate lasers are either
incoherently superposed [73, 74] or placed side-by-side [75], resulting simply in the addition
of their average powers. Thus, these are viable approaches for continuously emitting lasers
or pulsed lasers with pulse durations longer than nanoseconds [76]; the temporal triggering
of shorter pulses is not feasible with current conventional electronic delays. Moreover, the
narrow spectra are advantageous for spectral side-by-side packing. Such lasers are of
interest for applications where the temporal and the spatial quality of the signal are not
of concern, for example as in high-power pump diode bars. Today, the achievable average
power from fiber-based systems combined using non-phase-sensitive methods reaches up
Non-phase-sensitive Phase-sensitive
Spectrally heterogeneous
Spectrally homogeneous
Figure 3.1.: Classification of the diverse combination approaches.
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to 100 kW [77–79]. However, non-phase-sensitive combining approaches will not be further
addressed within the scope of this work, since, in order to ensure the synchronization of
ultrashort pulses, in practice phase-sensitive combining approaches have to be considered.
If all the signals have identical spectra and are coherent to each other, their superposi-
tion will lead to interference. Thus, their relative phases are either self-organized (referred
to as passive stabilization) [80–86] or controlled by an external feedback loop (referred
to as active stabilization) [87–90], such to result in constructive interference. As sources
for the combination it is possible to use, for example, phase-locked continuously emitting
lasers [87, 89, 91–93] or even femtosecond pulses that are amplified in separate fiber am-
plifiers [88, 90]. Furthermore, spectral synthesis for additional pulse shortening [94–96]
or to counteract gain narrowing [97, 98] has also been demonstrated using phase-sensitive
combination techniques.
In this chapter, the phase-sensitive combination of spectrally homogeneous ultrashort
pulses will be considered in more detail. A further distinction is made between spatial
and temporal combination, which are discussed in Sec. 3.1 and Sec. 3.2, respectively.
Although these approaches are applicable to different laser architectures [33–36], the focus
is set on ultrafast fiber-laser systems, since the unique properties of fibers make them
ideal candidates for these concepts. First, polarization-based spatial pulse division and
combination are introduced. In this context, the impact of beam- [99, 100] and pulse-
parameter [101] mismatches on the combination efficiency is covered, which forms the
basis of the combination process. As part of this work, the temporal combination is
discussed as an energy-scaling concept. Therefore, the requirements on polarization-based
temporal pulse division and combination are analyzed. Furthermore, the amplification of
temporally divided pulses and their combination in passively phase-stable architectures
are discussed. These considerations constitute the basis for the experiments, which will
be presented in Chap. 5 and pursue the goal of merging both the spatial and the temporal
combination approaches in a single power- and energy-scalable system. Finally, this could
be demonstrated for the first time and allowed for unprecedented performance of up to
12mJ femtosecond pulses at an average power of 700W delivered by a fiber-based system.
3.1. Spatial Combination
The separation of the amplification process among several parallel amplifiers or lasers
and the subsequent superposition of the emitted beams or pulses is referred to as spatial
combination. A requirement for constructive superposition is mutual coherence. Although
it has been demonstrated that pulses from independent oscillators can be synchronized
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passively via optical coupling due to injection seeding [80], the focus in this thesis is on
the combination of amplifiers. In order to ensure intrinsic mutual coherence between the
pulses to be combined, a single source is used to seed an amplifier array, as illustrated in
Fig. 3.2.
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Figure 3.2.: Illustration of a coherent amplifier array comprising N parallel amplifiers
seeded by a single source with subsequent combination.
The coherent combination allows operating the laser system at performance levels be-
yond the physical limitations of a single amplifier. From a simplified point of view, the
use of N channels allows for scaling both the average power and the pulse energy by a
factor of N . However, any beam- or pulse-parameter mismatch will affect the combination
and, hence, reduce this factor, which will be discussed later on in Subsec. 3.1.3. In the
following section, some beam division and combination approaches are considered.
3.1.1. Division and Combination Approaches
Usually, beam division is achieved via intensity beam splitters (IBSs) or polarizing beam
splitters (PBSs). In Fig. 3.3a, these two possibilities are schematically depicted1. IBSs
provide a fixed splitting ratio and maintain the state of polarization of the incident beam.
PBSs are typically used in combination with a half-wave plate (HWP) to provide a variable
splitting ratio between the separated orthogonally-polarized components. Both types of
beam division can be cascaded, in order to end up with a number N of beams. Typically,
tree-type implementations of these approaches are employed, as depicted in Fig. 3.3b. In
this case, the power is equally distributed among the beams assuming a constant splitting
ratio of one (50:50) for each beam splitter. Another possibility is, for example, a bus-type
implementation, as shown in Fig. 3.3c. Here, a variable splitting ratio is required in order
to obtain, again, an equal power distribution among the separated beams. Although
there are IBSs that exhibit different splitting ratios commercially available, this can be
achieved in a flexible way by employing combinations of HWPs and PBSs, which will be
1The approach based on using diffractive optical elements (DOEs) [102] is not considered here, since in
the context of ultrashort pulses a lot of effort has to be made to compensate for angular dispersion [72].
However, this approach has already been demonstrated in continuous-wave operation [103, 104].
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Figure 3.3.: (a) Beam division with an intensity beam splitter (IBS) or with a combination
of a half-wave plate (HWP) and a polarizing beam splitter (PBS). Cascaded beam division
into a number of N beams via a (b) tree-type and (c) bus-type implementation. Beam
combination in (d) filled-aperture (illustrated for a tree-type implementation) and (e) tiled-
aperture implementation. Beam profiles in the near and the far field are shown.
considered in more detail in Subsec. 3.1.2. Generally, for a division on N channels N − 1
beam splitters are required. There is also an all-fiber solution with the advantage that an
amplifier can be easily introduced in each dividing branch [105]. However, since in high-
power operation the required initial seed power for N channels can become remarkable
for a moderate N , nonlinear effects are severe and non-bendable rod-type fibers may have
to be employed, for which fiber-beam splitters are not available, yet.
Beam combination is typically done in free space, due to the high intensities appearing.
Here, a further differentiation can be made between tiled- or filled-aperture implementa-
tions [75]. In the former case, the beams from a parallel amplifier array are superposed
in the far field. In the latter case, the beams are superposed both in the near and the
far field employing a similar beam-splitter arrangement as for the beam division but in
reverse order. As illustration, in Fig. 3.3d-e both implementations and their resulting
beam profiles are shown for the combination of four beams emitted by parallel ampli-
fiers. Assuming identical beam parameters at the output of each amplifier channel and
with an ideal beam overlap, the beam parameters remain unchanged upon combination
in the filled-aperture case. However, although the tiled-aperture implementation requires
significantly less combination elements, it suffers from poor efficiency [72]. Therefore,
the filled-aperture approach (illustrated in Fig. 3.3d for a tree-type implementation) is
preferred in most situations, as long as the final combination element can withstand the
envisioned laser parameters. In the following, beam division and filled-aperture combi-
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nation via polarization are considered in more detail, since this is the technique used for
the experiments within this work. As part of this thesis, the impact of non-idealized
polarizers is discussed.
3.1.2. Polarization Beam Combination
In this section, the beam division and combination by means of polarization are con-
sidered in more detail. Figure 3.4 shows an illustration of a two-channel polarization
beam combination setup employing combinations of HWPs and PBSs. Within this the-
sis, such a scheme will be referred to as tree-type implementation. We assume an initially
p-polarized pulse defined by the Jones vector J0 = Appˆ (note that pˆ = xˆ and the tempo-
ral dependence is omitted) according to Eq. (2.34). Using now the Jones matrices for a
rotated HWP and, for the more generalized case, a non-idealized polarizer from Tab. 2.1,
the signals at both the transmission and reflection port of the PBS are
JT =MT(Tp, Rs)MHWP(θ)J0,
JR =MR(Tp, Rs)MHWP(θ)J0,
}
(3.1)
with the indices T and R denoting transmission and reflection at the PBS. In the idealized
case of Tp = Rs = 1, an orientation angle θ = 22.5◦ of the HWP with respect to the p-
polarization axis results in a rotation of the incoming linear polarization by 45◦. Hence, for
incident p- or s-polarized pulses an equal power division for both orthogonal polarization
components |Ap|2 = |As|2 is obtained. For clarity, an overview of the evolution of the
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Figure 3.4.: Scheme of a two-channel polarization beam combination setup employing half-
wave plates (HWPs) and (idealized) polarizing beam splitters (PBSs). The evolution of the
state of polarization is illustrated under the setup via Jones vectors J (a phase jump between
both polarization components has been omitted).
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orientation of the polarization vector is additionally depicted in Fig. 3.4.
After amplification of the pulses in their respective channel, beam combination is
achieved in an analogous way as beam division. The individual orthogonally-polarized
pulses are superposed at a PBS, resulting in a 45◦ inclined linear polarization state. De-
viations from the expected polarization state will cause a loss at a subsequent polarizer.
Therefore, another HWP and PBS are employed in order to separate the combined and the
uncombined parts, i.e. to clean the beam. Considering the combination of the two beams
JR = Assˆ (note that sˆ = yˆ) and JT = Appˆ and assuming an additional final polarizer
transmission, the combined output is
Jcomb =MT(Tp, Rs)MHWP(θ) [MR(Tp, Rs)JR +MT(Tp, Rs)JT] . (3.2)
Finally, using Eq. (2.32), the intensity of the combined beam is
Icomb ∼ Tp
[
Tp cos
2(2θ)|Ap|2 +Rs sin2(2θ)|As|2 +
√
TpRs sin(4θ)AsA
∗
p cos(∆φ)
]
. (3.3)
Any phase mismatches ∆φ = φs − φp between the orthogonally-polarized superposed
beams will change the resulting polarization state from linear to elliptical (or even circular)
polarization, equivalent to that shown in Fig. 2.6. Hence, this will cause a power loss at
the final polarizer. The implementation shown in Fig. 3.4 is similar to a Mach-Zehnder
interferometer. Thus, in order to obtain constructive interference at the output, the
optical paths have to be matched. Moreover, any perturbations for that need to be
compensated for to keep the constructive interference, making an active stabilization
necessary, which will be covered in Chap. 4.
Typically, non-ideal PBSs are characterized by Tp < Rs < 1 [106], given by their par-
ticular dielectric reflection-layer design. In Fig. 3.5a, the effect on the beam division is
illustrated. As a consequence, the residual amount of Tp and Rs lead to a leakage of
the unintended polarization components to the opposite ports of the PBS, i.e. reflection
of the p-component and transmission of the s-component. It is worth noting that an
equal power-division will not result in orthogonal pulses at both output ports due to the
leakage at the PBS. For illustration purposes, this impact is illustrated in Fig. 3.5b for
arbitrarily chosen Tp = 0.8 and Rs = 0.9. Additionally, the idealized case of Tp = Rs = 1
is also shown as functions of the orientation angle θ of the HWP with respect to the p-
polarization axis. Here, the power for the transmitted and reflected s- and p-polarization
components are denoted by |AT/R,p|2 and |AT/R,s|2, respectively. In the perfect case, an
equal power division is obtained at θ = 22.5◦, but this changes for the non-perfect case.
Upon combination, those leakages lead to an intrinsic power loss for spatial combination
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Figure 3.5.: (a) Polarizing pulse division using a combination of half-wave plate (HWP)
and non-idealized polarizing beam splitter (PBS). An initially p-polarized pulse given by its
Jones vector J0 is divided into both the reflected pulse JR and the transmitted pulse JT.
Additionally, the vectorial decomposition of a Jones vector J into its polarization components
|Ap| and |As|, respectively, is illustrated. (b) Transmitted and reflected powers |AT/R,p|2
and |AT/R,s|2 as a function of the orientation angle θ of the HWP with respect to the p-
polarization axis. Both Tp = Rs = 1.0 for perfect division and Tp = 0.8 and Rs = 0.9 for
non-perfect division are illustrated.
setups. In temporal combination additionally the pulse contrast is affected, which will be
considered in Sec. 3.2.
In order to divide a beam into an array of N > 2 amplifiers, cascaded beam-splitter
arrangements as depicted in Fig. 3.3b-c can be employed. There are slight differences be-
tween tree-type and bus-type implementations regarding the number of transmissions and
reflections in PBSs. In general, the division procedure in a tree-type implementation can
be considered, in the ideal case, as binary steps. For the final experiment, a combination
of both implementations is applied. While the division step in two branches is done in
a tree-type manner (Eq. (3.1)), further channels are added to each branch in a bus-type
configuration. Thus, the mth beam at division step m = 1, 2 . . . ,M can be expressed as2
Jm =MR(Tp, Rs)MHWP(θm)
{
m−1∏
j=1
MT(Tp, Rs)MHWP(θm−j)
}
JT/R, (3.4)
with JT/R defining either the initially transmitted or reflected beam, which results ulti-
mately in M beams (that are reflected in PBSs) in each branch. The subsequent beam
combination is achieved in a similar way as beam division. Finally, the efficiency of the
combination is an important quantity. It depends on several parameters, which will be
investigated in the following section.
2Please note that the matrix multiplication is not commutative.
34 3. Spatial and Temporal Combination of Ultrashort Pulses
3.1.3. Efficiency of the Combination Process
As mentioned earlier, theoretically, a linear improvement of both the average power and
the pulse energy with the number of combined amplifier channels can be obtained. Un-
fortunately, in real experimental conditions beam- or pulse-parameter mismatches are un-
avoidable, which will reduce the theoretical scaling factor. In the following, an efficiency
parameter for the combination process is defined and detrimental effects are discussed.
Definition of the Efficiency
In order to evaluate the beam and pulse combination, the so-called combination efficiency
is introduced, which is the most common definition for spatial combination. It is, for N
amplified pulses to be combined, given by
ηspatcomb =
P¯comb
N∑
n=1
P¯ ′n
, (3.5)
with P¯comb denoting the combined output average power and P¯ ′n being the average power
of the nth channel at the system output. The combination efficiency results in values
between zero and one and considers strictly the physical combination of the pulses and
beams disregarding any losses, for example, induced by the combination elements or depo-
larization of the amplifiers. Practically, its the ratio of the measured output average power
P¯comb to the sum of the individual powers P¯ ′n of each amplification channel measured at
the output of the system. This definition is easy to measure under experimental condi-
tions and, in good approximation, it cancels out the losses introduced by the combination
elements. However, it does not allow for a correct comparison with single amplifier sys-
tems, since the additional number of optical elements placed in the beam path introduce
losses. Therefore, the system efficiency [107] can be introduced, which is
ηspatsys =
P¯comb
N∑
n=1
P¯n
, (3.6)
where P¯n denote the average powers directly at the amplifier outputs with P¯n ≥ P¯ ′n. Thus,
any losses introduced by the combination elements are included, which may be of concern
for a large element-count. However, for practical reasons it might be difficult to access
these measuring points, making an estimation of the power-transmission for the individual
channels through their respective combination branches necessary. In the following, the
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impact of beam- and pulse-parameter mismatches on the efficiency of the combination is
analyzed and the requirements on beam-alignment precision are given.
Beam-Parameter Mismatches
As mentioned above, any beam- or pulse-parameter mismatch results in a decrease of
the combination efficiency. According to Eq. (2.7), typically the impact of spatial and
temporal mismatches can be studied independently. For now, only spatial mismatches,
such as beam-size differences, beam displacement, beam tilt, optical path differences and
power variations, as schematically depicted in Fig. 3.6a, are considered.
Generally, the initial beam parameters are defined by the emitting fiber and they will
remain constant over subsequent pulses. Thus, the same considerations as for continuous-
wave operation hold [99, 100]. First, the impact of a beam tilt is discussed. For simplicity,
the superposition of two beams, each being defined by Eq. (2.11) at position z = 0m,
is considered3. Assuming that beam 1 and beam 2 have the same beam waist diameters
2w01 = 2w02 = 2w0, the impact of a tilt of one of these beams by an angle α as a function
of the beam size is shown in Fig. 3.6b. As can be seen, the effect of a misaligned beam
pointing becomes stronger for larger beam sizes, since the spatial phase differences become
more pronounced. For example, while a pointing accuracy of α ≈ 60 µrad is required for
beam diameters of 2w0 = 2mm to keep the combination efficiency ηspatcomb ≥ 99%, it has
to be about five times more precise for a beam of 2w0 = 10mm. Moreover, variations in
the power4 and the beam waist positions, i.e. a difference in the optical paths (Fig. 3.6a),
can lead to a degradation of the efficiency, which is summarized in Fig. 3.6c. In absence
of nonlinear effects (Subsec. 2.4.2), the power ratio P2/P1 between both beams has to
be within about 30% to keep ηspatcomb ≥ 99%, i.e. it is rather tolerant. The optical path
difference ∆z has to be aligned within half the Rayleigh length zR, i.e. it becomes more
difficult for small beam sizes. Here, both slight differences in the beam size and in the
wavefront curvature lead to a combination mismatch. The impact of these two parameters
on the temporal pulse stacking will be considered in Chap. 5. Furthermore, relative
differences in the beam waist sizes w02/w01 and parallel beam displacement ∆s (Fig. 3.6a)
normalized to 2w01 as reference are summarized in Fig. 3.6d. Again for ηspatcomb ≥ 99%,
while the relative beam waist sizes can differ by almost 20%, the lateral displacement
3Please note that due to the Gaussian beam propagation the combination efficiency can be different for
beams being superposed at z 6= 0m.
4Here, a constant spitting ratio (50:50) of the combination element is assumed and power variations
related to that situation are considered. Please note that non-matched powers in polarization-beam-
combination setups, according to Fig. 3.4, result in a departure from 45◦ of the orientation of the linear
polarization of two superposed s- and p-polarized beams, which can be compensted by a subsequent
HWP. In this way, the spitting ratio has to be adjusted, for example, for bus-type combination schemes.
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Figure 3.6.: (a) Pictographs describing spatial effects that have a detrimental impact on the
combination efficiency between two beams. Dependence of the combination efficiency ηspatcomb:
(b) on a beam tilt α between two beams having the same beam waist diameter 2w0; (c) on
an optical path difference ∆z normalized to the Rayleigh length zR and on the power ratio
P2/P1 between both beams; (d) on the ratio between both beam sizes w02/w01 and on the
lateral beam displacement ∆s normalized to 2w01 (the carrier wavelength is λ0 = 1030 nm,
the color code is identical for (b)-(d)).
with respect to the beam diameter needs to be within 10% (for w01 = w02). Please note
that a difference in the beam waists is equivalent to a difference in the divergence angles,
since these parameters are connected by the beam-parameter product [49].
In fact, since all effects contribute to the total combination process, everyone of them
should be optimized to keep the overall combination efficiency high. However, while
the system is fairly tolerant against power variations, the beam sizes and optical path
differences, the lateral beam displacement and tilt need to be adjusted more precisely.
Under experimental conditions, this is more or less easy to realize with fibers by a careful
geometrical beam matching in both the near and the far field. For the free-space beam
sizes intended for the experiments, standard mirror mounts are available that allow for
obtaining a beam pointing better than 20 µrad and good thermal stability [108, 109].
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Pulse-Parameter Mismatches
On top of the beam-parameter mismatches described above, there are also pulse-parameter
mismatches that will decrease the combination efficiency as well. In the following, the
discussion will be restricted to temporal effects and a Gaussian-pulse shape, as given by
Eq. (2.9), will be assumed.
For an efficient combination of two transform-limited pulses, these have to be super-
posed with sub-wavelength accuracy. As illustration, the superposition of two pulses is
considered where one of them is delayed by τ (which manifests as a linear phase φ(ω) = τω
in the spectral domain). In Fig. 3.7a the resulting combination efficiency as a function of
the delay normalized to the pulse duration T0 is shown. The fast oscillations arise from
interference between the underlying electric fields, which is constructive for τ = mλ0/c, ex-
pressed as integer multiplesm of the carrier wavelength λ0 (shown in the inset). Typically,
an active stabilization control (see Chap. 4) maximizes the superposition of these oscil-
lations within a certain frequency bandwidth. The walk-off between the pulse envelopes
leads to both a decreasing interference contrast and to a lower achievable combination
efficiency. This is additionally shown in Fig. 3.7a for pulse durations of 2T0 and 3T0. Ob-
viously, the bearable delay depends strongly on the transform-limited pulse duration and,
thus, on the bandwidth [101]. To keep ηspatcomb > 99% the delay should be matched within
τ . 0.2T0, which corresponds to an adjustment of the optical path-length difference in
the order of 9µm for T0 = 150 fs with a carrier wavelength of 1030 nm. In first order, this
can be easily realized by standard available translation stages [110]. It is worth noting
that the same requirement will hold also for stretched femtosecond pulses. This results
in a constant phase factor for each divided pulse (phase difference stays the same) and,
thus, the bandwidth dependence remains unchanged [101].
As the pulse propagates through a fiber amplifier it accumulates a certain amount of
spectral phase caused by dispersion (Subsec. 2.4.1). On top of that, it may accumulate an
intensity-dependent temporal phase due to nonlinearities (Subsec. 2.4.2). In order to study
the impact of these effects on the combination efficiency, the superposition of two pulses
with an initial duration of T0 = 150 fs (corresponding to a bandwidth of ∆λ ≈ 10 nm) is
shown in Fig. 3.7b. In this plot one of the pulses is modified by SPM with an absolute
B-integral of ∆B and by material dispersion with an equivalent propagation length of
∆L and a refractive index n(ω) for fused silica (see Fig. 2.7a). The resulting modification
of the carrier phase has been corrected for both parameters to have zero phase offset
with respect to the envelope. Regarding the experiments in this work, the fibers used for
spatial combination do not exceed lengths of about 1.1m and, typically, differ in length
by less than 3 cm. Thus, the overall impact of this effect on the combination efficiency can
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Figure 3.7.: Combination efficiency ηspatcomb of two superposed Gaussian pulses of duration T0
(the carrier wavelength is λ0 = 1030 nm): (a) Depicted as a function of the temporal delay τ
between them (2T0 and 3T0 are additionally shown). The oscillations arise from interference
between the underlying electric fields and are shown in the inset as a function of the carrier
wavelength λ0. (b) η
spat
comb depicted as a function of both the B-integral difference ∆B and
the fiber-length difference ∆L for an initial pulse duration of T0 = 150 fs (corresponding to
a bandwidth of ∆λ ≈ 10 nm at 1030 nm).
be considered as negligible. The most important conclusion from Fig. 3.7b is that the B-
integrals have to be matched. Within ∆L ≤ 3 cm the difference should be ∆B  0.3 rad
to keep ηspatcomb > 99% for this particular bandwidth being considered. It is worth noting
that, according to Eq. (2.42), the B-integral depends on the evolution of pulse-peak power
in the fiber. Thus, a B-integral difference can be caused between pulses that are amplified
in fibers of different lengths, even though the power at their outputs can be equalized by
balancing the pump and/or the seed powers.
3.2. Temporal Combination
Contrary to the spatial combination case presented in the previous section, temporal
combination refers to the distribution of the pulse energy among several pulse replicas
within a single beam. After serial amplification in an amplifier, this temporal pulse
spreading is reversed and the pulse replicas are coherently stacked into a single intense
pulse. Generally, serial amplification of several pulse replicas allows operating an amplifier
at an energy beyond the nonlinear or damage limitations associated with the amplification
of a single intense pulse. In this regard, this strategy can be employed either as extension
to or instead of the CPA technique.
There are different temporal combination approaches. In principle, they differ in the
generation process of the initial sequence of pulse replicas and, ultimately, in the stack-
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ing procedure. Moreover, the intended energy extraction from the amplifier determines
whether it is operated in the small-signal amplification regime or in the saturated regime
(see Subsec. 2.2.4). In this regard, the two extreme cases which will be referred to here as
the continuously-pulsed mode and the burst operation mode, can be considered. These
are schematically depicted in Fig. 3.8. In the continuously-pulsed mode the sequence of
pulses is directly provided by the seed source typically operating at a high repetition rate
(e.g. MHz-level) and, thus, low pulse energy. Therefore, depending on the energy being
targeted, a large number of pulses need to be stacked in order to obtain the desired energy
gain, making the use of optical cavities necessary [111–114]. On the contrary, in burst
mode a sequence of pulse replicas is generated before amplification and it is stacked again
afterwards. The repetition rate is typically lower than in the continuously-pulsed case
(e.g. kHz-level), potentially providing higher initial pulse energy, which tends to improve
the energy extraction. In this case, only a few pulses need to be stacked, for which simple,
individual delay lines can be applied [30, 31].
The focus of this work is aimed at the burst mode, which will be extensively covered
in the following sections. Within this thesis, pulse division and stacking schemes are
discussed and their power-scalability is investigated.
3.2.1. Techniques for Pulse Burst Generation and Stacking
The burst mode has first been demonstrated on excimer lasers [30] and is commonly
referred to as divided-pulse amplification (DPA) since its first demonstration using fem-
tosecond pulses [32]. As mentioned above, an initial pulse is split into M temporally
delayed pulse replicas prior to amplification. Thereby, the pulse peak power (at the
amplifier output) is reduced by a factor of M which mitigates nonlinear effects (see Sub-
sec. 2.4.2) and increases the achievable pulse energy. Ultimately, the pulse replicas are
stacked into a single pulse. In the following, approaches to the generation and stacking of
bursts of stretched and non-stretched ultrashort pulses are considered. Furthermore, the
amplification of pulse bursts is also discussed.
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There are different approaches for generating bursts of ultrashort pulses. The most
common one is to carve out a sequence out of a continuous pulse train using an acousto-
optic modulator (AOM). This approach sets stringent requirements on the pulse-stacking
approach (GHz electronics and phase shifters). Another straightforward technique is the
temporal separation of the orthogonal polarization components of a linearly polarized
pulse. This was first demonstrated using birefringent crystals [115–117]. The difference
in the group velocities of the ordinary and extraordinary field components of a pulse
(given by vg,o and vg,e, respectively) traveling through the crystal causes a delay between
them. If the crystal5 is of thickness d, the orthogonally-polarized pulse envelopes will be
separated in time by
τ =
d
c
|ng,e − ng,o| = d
∣∣∣∣ 1vg,e − 1vg,o
∣∣∣∣ , (3.7)
with ng,o and ng,e being the ordinary and extraordinary group indexes, respectively. For
example, calcite provides a delay of ∼ 590 fsmm−1 and yttrium vanadate ∼ 740 fsmm−1
at 1030 nm [65]. Typically, these crystals are of several centimeters length at maximum
and, thus, can be used to generate replicas of femtosecond and picosecond pulses, at most.
The relative intensity of the separated pulses depends on the orientation angle θ of
the optical axis of the crystal with respect to the linear-polarization orientation of the
initial pulse. Hence, for θ = 45◦ two orthogonally-polarized pulses of equal intensity are
obtained. Further divisions can be achieved by cascading several crystals. Such an ar-
rangement consists of crystals with alternating orientations, with those at odd-numbered
positions being orientated at θ = 45◦ and those at even-numbered positions being orien-
tated at θ = 0◦, which is illustrated in Fig. 3.9a. The thickness d1 of the shortest crystal
has to be chosen such that the temporal delay τ1 leads to a complete separation of two con-
secutive pulses. Assuming the thickness of the kth subsequent crystal to be dk = 2k−1d1,
a total number K of crystals (where k = 1, 2, . . . , K) results in a burst ofM = 2K equally
spaced pulse replicas [32]. The polarization pattern of the final pulse burst depends on
the crystal order, which is additionally depicted in Fig. 3.9a. While a crystal stack of
steadily increasing thickness generates a burst with the first half being orthogonally po-
larized to the second half, a stack of steadily decreasing thickness dk = 2K−kdK generates
a burst of alternating orthogonal polarizations6. Please note that insufficient delays would
result in an overlap of adjacent pulses. This may cause cross-phase modulation [26] when
propagating through a fiber and, moreover, interference effects if they have the same
5So-called a-cut crystals are considered in which the optical axis lies in the x-y-plane, i.e. perpendicular
to the propagation direction [118].
6Moreover, equal pulse spacing is no requirement such that the given dk are rather minimum thicknesses.
Furthermore, the crystals can be used in random order, which is not considered here.
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polarization [118].
In order to scale this technique to high pulse energy, stretched pulses are required. The
delay provided by birefringent crystals is then insufficient, as the stretched pulse durations
are typically longer than several tens of picoseconds. As an alternative, free-space delay
lines [31, 119] can easily provide delays on a nanosecond scale. Therefore, combinations
of HWPs and PBSs can be used, as depicted in Fig. 3.9b. In this case, the relative
pulse intensities are set by the orientation angles θ of the HWPs. An initially p-polarized
pulse will be rotated by 45◦ and, hence, equally split on a subsequent idealized PBS for
θ1 = 22.5
◦ (compare to Fig. 3.5b). While the p-polarized component gets transmitted
by both PBSs in a delay line, the s-polarized component is delayed by a free-space path
and, finally, reflected along the direction of the previously transmitted pulse. Following
the same considerations done for Eq. (3.1), two pulse replicas are generated after the first
delay line producing a delay τ1, given by
J1(t) =M2T(Tp, Rs)MHWP(θ1)J0(t) +M2R(Tp, Rs)MHWP(θ1)J0(t− τ1), (3.8)
which for further delay lines k = 2, 3, . . . , K can be iteratively expanded to
Jk(t) =M2T(Tp, Rs)MHWP(θk)Jk−1(t) +M2R(Tp, Rs)MHWP(θk)Jk−1(t− τk). (3.9)
An identical sequence of birefringent crystals [120] or free-space delay lines [30] has to
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be applied in reverse order to stack the pulse burst again, which is additionally shown in
Fig. 3.9. For an efficient stacking, the optical path lengths have to be matched. Passively
stable implementations, such as Sagnac loops [30, 121] or double passes [31, 32] (as will be
considered in Subsec. 3.2.3), are straightforward techniques free from the requirement on
active stabilization (see Chap. 4), since pulses pass identical optical paths and there are
no significant amplitude or phase changes among them. In these passive arrangements,
however, for the pulse stacking to take place the linear polarization state of the generated
pulse burst needs to be rotated by 90◦. A Faraday rotator can be employed in case of a
double-pass configuration. In this sense, previously non-delayed pulse replicas are delayed
and vice-versa. Thus, the final stacked pulse is orthogonally polarized to the initial pulse,
which can be easily separated from each other by an additional PBS.
As already indicated in Subsec. 3.1.2, the quality of the PBSs used for temporal com-
bination can be a matter of concern. Therefore, pulse stacking will be considered in more
detail, in the following. Within this work, an efficiency parameter is introduced, which
is a measure for the quality of the pulse stacking. Moreover, the impact of polarization
misalignments will be analyzed.
3.2.2. Pulse-Stacking Efficiency
In this section, the pulse-stacking efficiency and the pulse contrast are introduced as a
means to evaluate the pulse-stacking process. Therefore, the requirements on the align-
ment precision of the HWPs and its impact on the generated pulse burst are discussed.
The impact of the quality of the PBSs on the stacking efficiency and the pulse contrast
is also considered. In order to obtain an estimate for the theoretical maximum, the am-
plification of the burst taking place between the pulse division and stacking stages is not
taken into account, but it will be discussed in Subsec. 3.2.3.
In contrast to spatial combination, in the temporal case any combination mismatches
are not ejected in the form of energy losses, but rather as parasitic side pulses. These
parasitic pulses traveling along a wrong path lead to a reduction of the pulse contrast and
the efficiency of pulse stacking. Therefore, a temporal pulse-stacking efficiency
ηtempstack =
Ep,main
Ep,comb
(3.10)
can be defined, with Ep,main being the pulse energy contained within the main pulse and
Ep,comb being the overall combined output pulse energy including parasitic pulses. This
efficiency considers only the energy distribution at the system output, but not any losses
that occur during pulse stacking or from an additional spatial combination (as will be
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introduced in Chap. 5). Thus, using Eq. (3.6) and Eq. (3.10), the total system efficiency
is given by
ηsys = η
spat
sys η
temp
stack. (3.11)
Equation (3.11) constitutes the most practical definition of efficiency for temporal and
spatio-temporal implementations. It relates the energy confined in the main pulse after
pulse stacking to the overall pulse energy at the output of the amplifier or, even, amplifier
array [107].
Additionally, for certain applications the pulse contrast might be of concern. Within
this thesis the pulse contrast is considered as the pulse-energy ratio of the main pulse to
the strongest parasitic pulse Ep,para, i.e. pre- or post-pulse7,8:
C = 10 log10
(
Ep,main
Ep,para
)
dB. (3.12)
Under experimental conditions, intensity variations among the created burst and, con-
sequently, an associated intrinsic combination loss may be unavoidable (largely caused by
an imperfect angular alignment of the crystals9 or the HWPs). In terms of crystals, the
angle between the optical axis and the linear polarization of the pulses must be exactly
|θ| = 45◦ to obtain an equal intensity splitting at each crystal. An alignment accuracy of
±δθ may impact the splitting ratios and cause intensity variations among the individual
pulse replicas of the generated burst. Considering delay lines employing HWP-PBS com-
binations, the effect is twice as large since the required angle of the HWP is 2|θ ± δθ|,
with |θ| = 22.5◦ resulting in a rotation of the linear polarization state by 45◦ and, hence,
equal intensity splitting at the subsequent PBS. Assuming K delay lines and a variation
δθ of the orientation angle (in radians), the intensity ratio between the strongest and the
weakest pulse replica is10
R =
[
cos(2δθ) + sin(2δθ)
cos(2δθ)− sin(2δθ)
]2K
. (3.13)
7Particularly, the position of the temporal pre- or post-pulses considered for the pulse contrast is related
to the delays provided by the delay lines. This means that the pulse quality of the compressed main
pulse is not considered in this definition of pulse contrast. Since, for example, significant side-lobes
may arise for B & 3 rad, the Strehl ratio [56] could be used, too.
8Please note that a large number of parasitic pulses being present may have a detrimental impact for
particular applications, which is not considered in this definition of the pulse contrast. The overall
energy being lost to parasitic pulses at the system output is considered by the stacking efficiency.
9Additionally, the crystals might be tilt off the x-y-plane (or differ from non-perfect a-cut) producing a
walk-off and a phase difference between orthogonal polarizations. This may also have an impact on the
combination efficiency but it has been neglected in this work [118, 122, 123]. Moreover, a difference in
dispersion of both optical paths has to be considered for very short pulses [124].
10In the case of crystals, 2δθ has to be replaced by δθ in Eq. (3.13) [125].
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The resulting intensity ratios for the generation of a burst of up to 64 pulse replicas with
K = 1, 2, . . . , 6 are shown in Fig. 3.10a, where different angle uncertainties δθ between 0.5◦
and 2◦ for each element are assumed. As can be seen from the figure, with an increasing
number of pulse divisions care has to be taken for the alignment precision of the HWPs
to obtain the desired energy distribution within the burst; in this case equalized pulse
energies (R = 1). It has been assumed that δθ = 1◦ is the practical accuracy, for which the
corresponding bursts of four and 32 pulse replicas generated via HWP-PBS combinations
(according to Fig. 3.9b) are exemplarily depicted in Fig. 3.10b. Pulse-peak variations
are clearly observable with the resulting ratios of R ≈ 1.3 and R ≈ 2, respectively. Such
undesired variations may promote distinct nonlinear phases within a subsequent fiber
and, predominantly, have an impact on the final recombination. Thus, for few pulse
division stages these are easier to handle whereas for a larger number of division stages a
higher precision is required. While for these examples idealized PBSs with Tp = Rs = 1
have been assumed, non-idealized PBSs possessing Tp < Rs < 1 would further affect these
pulse-peak variations and, additionally, distribute pulse energy in unintended polarization
components of the individual pulse replicas.
As an example for non-idealized PBSs, a pulse division into four replicas and subsequent
stacking in a double-pass setup is illustrated step-wise in Fig. 3.11. In this figure Tp = 0.97
and Rs = 0.99 have been assumed, which are typical specifications for commercially
available high-power PBS cubes [106]. Disregarding the angle uncertainty discussed above,
the polarization components being reflected or transmitted into unintended ports of the
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Figure 3.10.: (a) Intensity ratio R between the strongest and the weakest pulse replica in
a burst as a function of the number of generated pulse replicas 2K (with K = 1, 2, . . . , 6)
for angle uncertainties δθ of 0.5◦, 1◦ and 2◦ (dashed lines are for the guidance of the eye).
The bursts are generated with combinations of HWPs and PBSs (Tp = Rs = 1) assuming
θk = θ + δθ = (22.5 + 1)
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blue and red lines represent p- and s-polarization, respectively.
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PBSs during the pulse division lead to slight deviations from the expected s- and p-
polarizations, as indicated in Fig. 3.11. This, in turn, results in parasitic pulses during
pulse stacking, as indicated below the stacked pulse. There are two reasons for this. First,
polarization components of different pulse replicas leak into the wrong optical paths, i.e.
parts that need to be delayed are non-delayed and vice-versa. For K delay lines, 2K+1−1
time slots are possible with the main pulse being at the 2Kth position. In Fig. 3.11,
these slots, produced by the delays τk, are marked by dashed lines. Second, peak-power
differences among the individual pulses of the burst result in an imbalance between p- and
s-polarization components upon superposition. This translates into deviations from the
expected ±45◦ linear-polarization orientation before each HWP (which are required to
obtain again p- and s-polarized pulses for the next stacking step). Eventually, while the
occurrence of parasitic pulses can be evaluated by the stacking efficiency and the pulse
contrast, the overall power loss, related to the reduced peak power of the stacked pulse
in Fig. 3.11, is considered by the system efficiency.
The impact of the parameters Tp, Rs and δθ on the pulse stacking can be also simul-
taneously considered. For this, the intrinsic temporal stacking efficiency and the pulse
contrast, according to Eqs. (3.10) and (3.12), can be calculated in a Monte Carlo simula-
tion [126], which gives a statistical average on the achievable values. Considering a pure
pulse division and subsequent stacking in a passive double-pass configuration (without
amplifier) with again up to K = 6 delay lines, 105 iterations are carried out for random
adjustments of each HWP with θk = 22.5◦ ± δθ within δθ = 1◦ and the Faraday rotator
with θ = 45◦ ± δθ for Tp = Rs = 1 (related to idealized PBSs and similarly to crystals),
Tp = 0.99 and Rs = 0.999 (typical for commercially available high-power thin-film polar-
izers [127]), and Tp = 0.97 and Rs = 0.99. The resulting temporal stacking efficiencies are
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on average  99% for the considered cases and the loss in energy, in this regard, is negli-
gible. However, the pulse contrast is degraded, which can be an important parameter for
particular applications. The corresponding intrinsic pulse contrast is shown in Fig. 3.12a
with the circles showing the mean values and the error bars the minimum and maximum
deviations. In the case of Tp = Rs = 1 (blue) the theoretically infinite pulse contrast is
reduced on average to ∼ 35dB for the number of pulse replicas being considered. For a
lower quality of the PBSs it gets more likely reduced to ∼ 30dB for the case of Tp = 0.99
and Rs = 0.999 (orange) and <30dB for the case of Tp = 0.97 and Rs = 0.99 (red). While
the stacking efficiency and the pulse contrast describe the quality of the stacked pulse,
the system efficiency considers the power loss upon pulse stacking. The corresponding
intrinsic system efficiency11, according to Eq. (3.11), for the considered parameters is
shown in Fig. 3.12b. As can be seen, the system efficiency is drastically decreased for
degrading PBS specifications (Tp and Rs) and for an increasing number of pulses. Thus,
high-quality PBSs are preferred in order to improve both the intrinsic pulse contrast and
the intrinsic system efficiency. Potentially, the reduction of the pulse contrast can be
mitigated by placing high contrast polarizers [128] in the delay lines to reject undesired
polarization components. Moreover, this parameter can be further improved by a more
precise angle alignment of the HWPs (e.g. C  50dB for δθ  0.2◦). However, in terms of
burst amplification to high energy, amplifier saturation plays the most critical role when
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Figure 3.12.: (a) Monte Carlo simulation of the intrinsic pulse contrast C for 2K generated
pulse replicas (with K = 1, 2, . . . , 6) that are stacked back in a double-pass configuration
without amplification. Random settings of all θk = θ ± δθ = (22.5± 1)◦ for each HWP-PBS
combination and θ = (45± 1)◦ for the Faraday rotator are assumed. The simulation has
been done for 105 iterations and for different Tp and Rs. The circles represent the mean
values and the error bars the minimum and maximum deviations. (b) Corresponding mean
system efficiency ηsys (dashed lines are for the guidance of the eye).
11As the total output energy from an amplifier is used as reference, which typically is placed after pulse
division, the total energy of the divided pulses is used as reference, too, which omits losses introduced
upon pulse division.
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determining the pulse contrast and the system efficiency, as will be investigated in the
following.
3.2.3. Amplification of Divided Pulses
As part of this work, the amplification of pulse bursts and its potential impact on their
temporal stacking is analyzed in this section. In contrast to the spatial-combination case,
the generated pulse replicas are amplified by a single amplifier and any mismatch in their
relative peak powers and nonlinear phases can have severe consequences, depending on
the type of implementation. In this regard, constraints on passive DPA implementations
will be disclosed.
Following Subsec. 2.2.4, there are two extreme operation regimes of an amplifier that
can be distinguished: small-signal amplification and amplifier saturation. In the former
case, the inversion stays almost constant during amplification and, thus, the overall shape
of the burst envelope is not affected by the amplification. Thus, the accumulated nonlinear
phase, which depends on the particular fiber and pulse parameters, is almost identical for
each pulse replica, which is beneficial for a good stacking efficiency. This phase, described
by the B-integral defined in Eq. (2.42), is reduced by the number M of pulses, due to
the reduction of the peak power of each individual pulse. Therefore, the total pulse en-
ergy can be increased by a factor of M without degrading the pulse quality. This can be
attractive especially for systems that are limited by nonlinear effects, such as picosecond
fiber lasers [32], for which the stretcher and compressor dimensions required for achiev-
ing a comparable stretching ratio with CPA are impractically large due to their limited
bandwidth. Although DPA has also been demonstrated for stretcher-free femtosecond
fiber-laser systems [32, 121, 129], the pulse energy achieved has just been in the order of
a few microjoules. In order to reach a higher pulse energy it might be a better choice to
use stretched pulses and DPA. In this sense, the grating size can be kept moderate and
the stretched pulse duration can be increased further by the number of pulse replicas.
This allows for operation in a deeper saturation regime of the amplifier than that possible
with a single stretched pulse and a given amplifier. However, associated to this regime is
a deformation of the pulses and the intensity envelope of the burst, as shown in Fig. 2.3a.
In this context, the effect of the amplification on a pulse burst and on the temporal
combination is investigated both experimentally and theoretically. In order to do this,
femtosecond pulses stretched to 1.3 ns are used, from which a burst of four pulses with
a constant intensity envelope is generated. This pulse burst is amplified in an LPF
with a core diameter of 81 µm. This experiment is done in the fiber-CPA system, which
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will also be employed for the final experiment and which will be described in detail in
Subsec. 5.2.4. At a constant average power of 1W, the seed energy is increased from 4 µJ
(frep = 2.1MHz) to 118 µJ (frep = 76 kHz) in order to increase the extracted energy from
the fiber. In Fig. 3.13a the corresponding amplified bursts at different output energy are
shown. Due to the time-frequency mapping for large stretching ratios, the pulse shapes in
both time and frequency domain are the same. As can be seen, at an output energy of 50 µJ
the shape of the input burst remains quasi unchanged, which in principle corresponds to
the small-signal case for the amplifier. If the energy is increased, the amplifier will start to
saturate. Thus, the first pulse replica experiences the highest gain and partially depletes
the initial inversion. Consequently, the gain available for subsequent pulse replicas is
reduced, which ultimately deforms the overall shape of the burst envelope. This is clearly
observable in Fig. 3.13a for increasing burst energy of up to 1.3mJ. Furthermore, the
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Figure 3.13.: (a) Photo-diode traces (measured with a <18 ps rise-time photo-diode to-
gether with a 30GS/s sampling oscilloscope) showing pulse bursts comprising four stretched
pulse replicas amplified to burst energies of 50µJ (at frep = 2.1MHz), 540µJ (at 200 kHz)
and 1.3mJ (at 76 kHz). The seed power is 1W and the peak powers of the pulse replicas
in the initial burst are equal. (b) Pulse-shape deformation within the burst of 1.3mJ. The
pulse replicas at the output of the amplifier are laid on top of each other. The difference of
the normalized powers between the first and the fourth pulse replica is additionally shown
as dashed line. (c) Simulated pulse burst analogously to the measurement. (d) Spectral de-
formation and residual spectral phase (dashed lines with the corresponding colors) between
the first and the fourth pulse replica at 1.3mJ.
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differential gain over the course of the pulse leads, additionally, to a deformation of its
shape, as discussed in Subsec. 2.2.3. This effect is illustrated in Fig. 3.13b by laying the
individual pulse replicas for the case of 1.3mJ on top of each other. The front of the
pulse experiences higher gain than its tail, effectively tilting the pulse shape towards its
front. As a result of the decreasing gain along the burst, this effect is most dominant for
the first pulse and weakened for subsequent ones. The difference between the normalized
shape of the first and the fourth pulse replica is additionally illustrated in Fig. 3.13b.
Associated to the different amplitude evolution of each pulse replica along the amplifier
is a mismatch of their nonlinear phase. In order to study this effect, a numeric model
based on the split-step Fourier method, including second-order dispersion, SPM and the
Frantz-Nodvik amplification model has been developed using the information given in
Sec. 2.2 and Sec. 2.4. Fitting the simulation parameters12 to the experiment, a good
agreement between the simulation and experimental results can be found, which is shown
in Fig. 3.13c. With this, the saturation energy13 has been estimated to be Esat = 1mJ.
The pulse-shape deformation affects the spectral shape, which is shown in Fig. 3.13d for
the case of 1.3mJ. Additionally, the residual spectral phase (after compression) for both
the first and the fourth pulse replica is depicted. As clearly seen in Eq. (2.40), the different
evolution of the pulse amplitudes along the amplifier leads to different nonlinear phases.
The B-integral difference between the first and the fourth pulse is ∆B = 3.9 rad, which
would result in a significant drop in the combination efficiency according to Fig. 3.7b.
Moreover, the different pulse-shape deformations get imprinted on the nonlinear phases
resulting in additional phase differences between the pulses.
In fact, both pulse amplitude and shape mismatches, as well as nonlinear phase mis-
matches, will have a detrimental impact on the efficiency of the subsequent pulse stacking,
especially for passive implementations [131]. To emphasize this statement, a double-pass
DPA scheme, as shown in Fig. 3.14a, will be considered in the following. For this, the
simulations are restricted to SPM and the Frantz-Nodvik equations (2.22) and (2.23), as
the impact of dispersion is the same for each pulse replica and makes the calculations
more involved. To gain a deeper insight about the interplay of saturation and nonlinear
phase, a variable maximum B-integral Bmax is used as a normalization constant, such
12The main simulation parameters are: P¯s = 1W, frep = 76 kHz. . . 2.1MHz, P¯maxp = 250W
(counter propagation), λs = 1028nm, λp = 976nm, T0 = 250 fs (spectral hard-cut considered),
L = 1m, MFD = 60µm, dclad = 255µm, ddop = 63 µm, n2 = 3.2 · 10−20m2/W, β2 = 19 fs2/mm,
Ntot = 3 · 1025m−3, τ2 = 800µs and the cross-sections shown in Fig. 2.1a.
13According to Eq. (2.24) Esat depends on the MFD. The MFD of a fiber with a core diameter of 81µm
is about 78µm, which shrinks depending on the heat load [130]. Assuming an MFD of 60µm provides
a good agreement between simulation and measurement, for the operation at ∼ 100W amplified power.
Moreover, Esat corresponds to the average saturation energy weighted by the spectral shape.
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Figure 3.14.: Simulated system efficiency as a function of the maximum B-integral Bmax
and the total amplified pulse energy normalized to the saturation energy Esat for DPA (a) in
a double pass without optimization applying two, four and eight pulse replicas (b)-(d), (e)
in a double pass with optimization (f)-(h), and (i) using the optimization of two separated
stages for pulse division and stacking (j)-(l). For all Tp = Rs = 1 is assumed. Input and
output bursts at 2Esat are illustrated above the figures.
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that B(t) = Bmax/Ppeak(L)
∫ L
0
|A(z, t)|2dz, which is the integrated evolution of the burst
envelope |A(z, t)|2 normalized to the maximum peak power Ppeak(L) at the amplifier out-
put z = L. With this, 250 fs pulses stretched to 1.3 ns are divided and amplified14 in
a double-pass amplifier configuration. In forward direction, pulse division is achieved by
free-space delay lines with decreasing lengths comprising HWPs and PBSs (see Fig. 3.9b).
Pulse stacking is achieved in the backward path using the same delay lines, while a Fara-
day rotator is used in front of the back-reflecting mirror. In Fig. 3.14b-d the system
efficiencies as defined by Eq. (3.11) are shown as functions of both Bmax and the total
amplified pulse energy for the cases of generating two, four and eight pulse replicas. From
the figures it can be inferred that gain saturation and nonlinear phase mismatches become
more pronounced at both high pulse energy and high Bmax. As discussed above, a burst
of constant amplitude envelope (generated with the HWPs at angles of θ = 22.5◦) gets
deformed after amplification. The magnitude of this deformation depends on the satura-
tion level, resulting in different B-integrals for the individual pulse replicas. This, in turn,
degrades the system efficiency. As illustration, the input and output bursts are depicted
above Fig. 3.14b-d for an output energy of 2Esat. In the limiting case of Bmax = 0 rad,
a comparably small efficiency decrease is observable. The residual degradation is due
to pulse-amplitude mismatches during the backward pulse stacking, which lead to com-
bination losses at the PBSs caused by deviations from the expected linear-polarization
inclination. For K > 1 delay lines this is translated into pre- and post-pulses. In the sec-
ond limiting case, i.e. in the small-signal regime, the burst shape stays almost constant
and, thus, the B-integral difference among the pulses is negligible. Hence, high system
efficiencies are achievable even for large Bmax. As the amplifier starts to saturate both
the pulse-amplitude and B-integral differences become more pronounced, start degrading
and, thus, the system efficiency at higher nonlinearities, which will be shown later on.
The HWPs can be used for optimization in order to find an intermediate orientation
between the optima for the forward and backward propagating bursts. Since the B-
integral has the most severe impact, an optimization routine is implemented that tries to
minimize the B-integral differences between the pulse replicas in the burst. Considering
the same double-pass scheme (Fig. 3.14e), but now with the optimization, the resulting
system efficiency (again for two, four and eight pulse replicas) is shown in Fig. 3.14f-h.
Except for the case of two pulse replicas, no noticeable improvement can be achieved
with the optimization. The reason is the limited number of degrees of freedom for the
optimization, something that becomes obvious from the pulse bursts above the figures.
14The changed simulation parameters are: P¯s = 1W, frep is varied in order to obtain a total seed-pulse
energy up to 150µJ, P¯p = 200W (counter propagation).
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Due to saturation the symmetry of the setup is broken, which cannot be compensated
for in both propagation directions. In the special case of two pulse replicas, a trade-off
between B-integral matching and pulse-stacking losses due to amplitude mismatches can
be found to some extent. However, already at pulse energies in the order of the saturation
energy a drop in efficiency is observable making any further scaling difficult.
A solution is to break the symmetry of such a DPA implementation. Therefore, the
pulse division has to be separated from the pulse stacking, as depicted in Fig. 3.14i.
With this, enough degrees of freedom can be introduced for arbitrary pulse-burst shaping
independently from the pulse stacking. For example, this can be realized electronically
applying modulators in conjunction with arbitrary waveform generators or optically using
the HWPs. Additionally, the HWPs from the pulse stacker can be optimized15, too.
For the simulations a single-pass amplification is assumed while the amplifier is kept
the same as in previous simulations. In Fig. 3.14j-l the achieved system efficiency is
depicted. Evidently, the efficiency is strongly improved when matching the B-integrals,
even at higher pulse energy. The impact of slight nonlinear-phase differences arising from
the different pulse-shape deformations seems to be negligible. Moreover, increasing the
number of pulse replicas allows for a further scaling of the pulse energy. Please note
that in this simulation only the optimization of the B-integrals has been considered. In
fact, at high saturation levels and low B-integrals the amplitude mismatch becomes more
pronounced than the B-integral mismatch, which is not compensated for by the algorithm
and, hence, leads to a much worse efficiency than what would actually be possible (clearly
visible in Fig. 3.14j-l bottom right). However, it can be estimated, in the context of a
few pulse replicas, that for small B-integrals (in this case . 1 rad) amplitude optimization
should be preferred (analogously to the impact of a power mismatch shown in Fig. 3.6c
and the B-integral mismatch shown in Fig. 3.7b).
Pulse-amplitude and B-integral differences can degrade both the system efficiency and
the pulse contrast. As an example, the pulse contrast C is shown in Fig. 3.15a as a
function of the total amplifier output energy normalized to Esat, considering the case of
four pulse replicas for the three scenarios depicted in Fig. 3.14c,g,k (double pass with
and without optimization and separated pulse division and stacking with optimization)
at Bmax = 5 rad. For passively stable double-pass implementations the pulse contrast
degrades drastically with increasing energy, i.e. amplifier saturation, which cannot be
optimized by the HWPs due to the limited degrees of freedom. In contrast, by separating
the pulse division from the pulse stacking this situation can be tremendously improved.
15The optimization includes the variation of the HWPs and a constant compensation phase, as done by
an active stabilization (see Chap. 4), for each pulse stacking step.
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Figure 3.15.: (a) Pulse contrast C as a function of the total amplified pulse energy nor-
malized to the saturation energy Esat for a maximum B-integral Bmax = 5 rad and using
four pulse replicas for DPA in a double pass with (blue) and without (orange) optimization.
Additionally, the results using the optimization of two separated stages for pulse division
and stacking (red) are also shown. In all cases Tp = Rs = 1 is assumed. The intrinsic pulse
contrast (see Subsec. 3.2.2) is shown as grey dashed line. (b) Stacked pulses (uncompressed)
for both cases using the optimization at an amplified energy of 2Esat.
Therefore, a pulse contrast of  25dB can be achieved at high pulse energy, which can be
further improved with additional pulse-division steps. Please note that these are best case
estimates and no uncertainty on the HWP orientation is considered, as for the intrinsic
pulse contrast (∼ 35dB, grey dashed line in Fig. 3.15a) from Subsec. 3.2.2. As an example,
the corresponding (uncompressed) stacked pulses for both optimized cases are shown in
Fig. 3.15b at an energy of 2Esat. Besides the deformation of the main pulse, strong
pre- and post-pulses occur for the double-pass case. This can be drastically improved
by shaping the burst-amplitude envelope in order to match the nonlinear phases of the
individual pulse replicas, which is possible by separating the pulse division stage from the
stacking stage.
As it has been shown in this section, the amplification of divided pulses can have a
negative impact on the intrinsic pulse contrast (see Subsec. 3.2.2). With the separation
of the pulse division and the pulse stacking stages, the pulse contrast can be strongly
improved in comparison to passively stable (double-pass) implementations. In fact, the
achievable contrast is good enough for most applications (e.g. high harmonic genera-
tion [8]). However, there are other applications, such as laser-particle acceleration [12],
which have even higher requirements on the pulse contrast. For these advanced appli-
cations further contrast-improving concepts need to be applied, which should be taken
into account for future investigations. Examples of such concepts could potentially be a
peak-power-sensitive process, such as nonlinear pulse compression [132] in which the peak
power of the main pulse can be tremendously increased compared to that of the parasitic
pulses, or a plasma mirror [133].
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3.3. State of the Art
In the last decade, there has been a very fast development of the mentioned combining
approaches. The experimental demonstrations of actively-stabilized spatial combination
schemes and passive DPA applied to femtosecond Yb-doped fiber-laser systems are sum-
marized in Fig. 3.16 in terms of pulse energy and average power. These are results that
have been demonstrated both before the beginning and during the duration of this thesis.
Since the beginning of this work, the highest pulse energy demonstrated has been 5.7mJ
(corresponding to a peak power of 22GW) at an average power of 230W [136]. This
demonstration used the spatial combination of four LPFs with a core diameter of 90 µm.
Recently, the average power could be further scaled to 1 kW with a pulse energy of 1mJ,
using the spatial combination of eight LPFs with a core diameter of 81 µm [137]. The
author of this thesis has been also actively involved in the experiments leading to those
results. Recently, DPA of two pulse replicas in a passive Sagnac-type implementation,
comprising two large-mode-area fibers with MFDs of 60 µm, allowed for a pulse energy
of 1.1mJ at an average power of 55W [138]. The results stemming from this work are
marked as enlarged solid symbols. Thus, a pulse energy of 12mJ with an average power of
700W has been achieved. This is a record for ultrafast fiber lasers, obtained by merging
the spatial and temporal combination approaches in a scalable architecture.
In the scope of this work, both the spatial and the temporal combination concepts are
used in conjunction with an active-stabilization loop to ensure stable long-term operation.
The stabilization techniques applied will be briefly explained in the following chapter.
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Figure 3.16.: Pulse-energy and average-power demonstrations of actively-stabilized spa-
tial combination (blue diamonds), passively-stabilized temporal combination (green circles),
actively-stabilized temporal combination (green solid circle) and actively-stabilized spatio-
temporal combination (red solid square) of femtosecond Yb-doped fiber-laser systems over
the last decade. The results obtained during this thesis are shown as enlarged symbols.
4. Phase-Stabilization Techniques
Coherent combination is a promising power-scaling technique, as it was explained in the
previous chapter. In general, each pair of beams being generated and recombined, for
example within an amplifier array, can be thought of as an interferometer. Thus, the
relative optical phases of these beams are sensitive against environmental perturbations
(such as atmospheric turbulences, mechanical vibrations and thermal drifts in the laser
system) and need to be controlled in order to ensure constructive superposition.
In Sec. 3.1, the impact of a delay as a result of an optical path-length mismatch for the
superposition of ultrashort pulses was investigated. The optical path-length difference
can be aligned on a micrometer scale, in a first order approximation, but actually it needs
to be optimized on a sub-wavelength scale to match the carrier oscillations (compare to
Fig. 3.7a). This can be achieved with passively stable implementations, such as Sagnac
loops. They provide intrinsically matched optical paths as the beam paths are identi-
cal (with the beams simply counter-propagating through them). However, these setups
are not easily scalable to large channel-counts in spatial combination and have too few
degrees of freedom for the temporal combination to operate efficiently in the saturated
amplifier regime (e.g. in a double-pass implementation as a special case of a Sagnac
loop). Hence, another scalable interferometer architecture is required. A common choice
are cascaded Mach-Zehnder-type interferometers that can be realized in tree- or bus-type
implementations (see Fig. 3.3) and have to be actively phase-locked.
Active phase-stabilization techniques are, in principle, based on phase-difference de-
tection. From this phase difference, an error signal can be retrieved which is then fed
back to a phase-shifting element. Such elements can be piezo actuators with mirrors at-
tached to them (e.g. [29]), acousto-optic modulators (AOMs, e.g. [143]) or electro-optic
modulators (EOMs, e.g. [144]). The choice of the phase-shifting element depends on the
amplitude and frequency range of the perturbations. Previous investigations in labora-
tory conditions demonstrated that the phase noise that needs to be compensated extends
only to the lower kilohertz range [91]. Prominent phase detection techniques are hetero-
dyne detection [87, 91, 144], Hänsch-Couillaud (HC) [145], Locking of Optical Coherence
by Single-detector Electronic-frequency Tagging (LOCSET) [146] and Stochastic Parallel
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Gradient Descent (SPGD) [147]. In the following, the active stabilization techniques used
in the experiments in this work are explained.
4.1. Hänsch-Couillaud Method
The Hänsch-Couillaud (HC) method was developed for locking the frequency of an os-
cillator to a reference cavity by measuring the state of polarization of their superposed
outputs [145]. This phase-sensitive measurement can be applied to polarization-based
spatial-combination implementations. A phase difference between orthogonally-polarized
superposed beams changes the resulting polarization state and, thus, the ratio between
the transmitted and reflected power at a subsequent PBS (Subsec. 3.1.2). Hence, HC
detection can be employed to stabilize the superposition by measuring the polarization
state [29].
As an example, a general amplifier array in a bus-type spatial combination scheme is
depicted in Fig. 4.1a. In order to explain the working principle of an HC detector, only
the first two amplifier channels are considered. A small power fraction, directly after
superposing the beams of those two amplifiers, is sent to the HC1 detector, comprising
a QWP, a PBS and two photo-diodes. The QWP is set to θ = 45◦ with respect to the
p-polarization axis introducing a fixed phase difference of ±pi/2 between the orthogonal
components of the superposed fields projected to the axis of the QWP. These are split at
the subsequent PBS and separately detected by their respective photo-diode. Assuming
the field J = Appˆ + Assˆ is a superposition from the two channels, and using the Jones
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Figure 4.1.: (a) Schematic of an HC stabilization setup for an amplifier array in a bus-
type spatial combination scheme (LF: low-pass filtering at the input of the stabilization
electronics, PBS: polarizing beam splitter, HWP: half-wave plate, QWP: quarter-wave plate).
(b) Normalized HC signal S/S0 (with the total signal being S0 = ST + SR) as a function of
the phase difference φs − φp between both orthogonal polarization components for different
power ratios |As|2/|Ap|2.
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matrices from Tab. 2.1, the fields measured by each photo-diode are
ST ∼ |MTMQWP(θ)J|2 = |As|
2
2
+
|Ap|2
2
− |As||Ap| sin(φs − φp),
SR ∼ |MRMQWP(θ)J|2 = |As|
2
2
+
|Ap|2
2
+ |As||Ap| sin(φs − φp),
 (4.1)
with the complex amplitudes Ap and As defined according to Eq. (2.32). The HC signal
S is related to the signal difference SR − ST, obtained by electronic subtraction, which
results in
S ∼ 2|As||Ap| sin(φs − φp). (4.2)
This signal is shown normalized to the total signal S0 = ST + SR in Fig. 4.1b. The
HC signal is zero for linear polarization (inclined by 45◦ for |As| = |Ap|) of the combined
beam. Any phase change (within ±pi/2) leads to a non-zero error signal for elliptic
polarization which reaches its maximum for circular polarization. The sign of the error
signal depends on the direction of the phase shift, which can be used for correction at the
phase shifters shown in Fig. 4.1a. The feedback-system will operate at a zero error signal,
which corresponds to a local optimum of the superposition of the carrier oscillations.
However, phase differences that are multiples of 2pi cause a shift of the pulse envelope,
according to Fig. 3.7a, which decreases the combination efficiency and the signal-to-noise
ratio of the HC signal.
In principle, the regulation bandwidth of the HC technique is only limited by the laser
repetition rate. Thus, it can be scaled to multiple channels without bandwidth-constraints
using multiple HC detectors. According to Fig. 4.1a, for N amplifier channels N − 1 HC
detectors are required. In a cascaded stabilization setup, the response of any subsequent
HC detector is influenced by the previous ones. For bus-type arrays, the HC signal of the
mth detector is
Sm ∼ 2
m∑
j=1
|Am+1||Aj| sin(φm+1 − φj), (4.3)
with |Am+1| and φm+1 being the amplitude and phase of the (m + 1)th channel (for
m = 1, 2, . . . , N − 1) that is orthogonally superposed to the already combined channels
j = 1, 2, . . . ,m with amplitude |Aj| and phase φj. The error signal from the detectors
further downstream the optical path is influenced by phase errors in previous combination
steps.
Furthermore, for a strong HC signal a well-balanced power ratio between both photo-
diodes and, thus, the amplifier channels is beneficial, such that |As|2/|Ap|2 = 1. This con-
dition is always fulfilled in tree-type arrays but it is only met for the first combination step
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in bus-type arrays. Here, the power ratio between the superposed beams changes at each
subsequent combination step to 1/m. Hence, according to Eqs. (4.1) and (4.3) the ratio be-
tween the strength of the error signal and the DC component max(S)/S0 = 2
√
m/(1 +m)
decreases the signal-to-noise ratio of the HC signal at the respective step. This is illus-
trated in Fig. 4.1b for the ratios |As|2/|Ap|2 = 1, 1/10 and 1/100. Depending on the
sensitivity of the electronics, the stabilization of hundred channels per bus is still feasible.
4.2. LOCSET Method
LOCSET [146] is a phase-stabilization method for amplifier arrays requiring only a single
detector at the system output, as illustrated in Fig. 4.2a. Based on a dithering and
coherent demodulation technique using distinct RF modulation frequencies, independent
error signals can be determined from the beat notes caused by the interference between all
the individual beams on the photo-detector. LOCSET is referred to as a self-synchronous
configuration when all channels are modulated and as a self-referenced configuration when
one channel acts as an unmodulated reference.
The error-signal generation can be described analytically for the most general case of
self-synchronous LOCSET [146]. Using the notation from Eq. (2.7) and Eq. (2.32), the
modulated real electric field Em(t) of the mth amplifier (all the amplifiers emit radiation
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Figure 4.2.: (a) Schematic of a LOCSET stabilization setup for an amplifier array in a bus-
type spatial combination scheme (BF: band-pass filtering at the input of the stabilization
electronics, PBS: polarizing beam splitter, HWP: half-wave plate, QWP: quarter-wave plate).
(b) Cartoon of the modulation (with the modulation frequencies f1 and f2 as well as the
band-pass filtering at the input shown in blue) and coherent demodulation showing the
generated side-bands up to the first harmonic of the laser repetition rate frep. The low-pass
filtering for the demodulation at f1 is also shown in orange.
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that is identically polarized and spatially uniform) can be expressed as
Em(t) = 1
2
<{|Am(t)| exp [i(φm + βm sin(2pifmt))]} , (4.4)
with |Am(t)| and φm being the complex amplitude and phase, respectively, and fm and βm
being the RF modulation frequency and modulation depth of the mth amplifier channel.
The intensity on the photo-detector from all N superposed fields is
I(t) ∼ 1
2
{[
N∑
l=1
El(t)
]
·
[
N∑
j=1
E∗j (t)
]
+ c.c.
}
, (4.5)
with l and j being the summation indices for the N phase-modulated channels. From
Eq. (4.5) the mth error signal Sm expected when demodulating with the respective RF
modulation frequency fm and after an integrating low-pass filter can be deduced:
Sm ∼ 1
T
T∫
0
I(t) sin(2pifmt)dt. (4.6)
The integration time should be chosen to be sufficiently long to isolate the individual
modulation signals and mitigate cross-talk between them (T  1/|fm−fj 6=m|) but, at the
same time, it should be short compared to the time scale of the fluctuations to be canceled.
This becomes clear in frequency domain, which is illustrated in Fig. 4.2b for the example of
two modulation frequencies f1 and f2 that appear as side-bands around the laser repetition
rate1 frep. The phase changes to be detected are within a frequency band around f1 and
f2, which is typically band-pass filtered at the input of the stabilization electronics. After
demodulation at the respective frequency, for example f1, new components are generated
at f ± f1. The newly created baseband includes the desired phase information, which
is low-pass filtered by integrating the signal with time T . This corresponds to a filter
bandwidth proportional to 1/T . On the one hand, if the integration time is too short,
frequency components of the f2 − f1 (or 2f1) peak will be within the filter bandwidth
distorting the error signal. On the other hand, if the integration time is too long, only
slow phase changes within the f1 band will be detected. Hence, the spacing between
two adjacent modulation frequencies should be larger than twice the bandwidth to be
regulated.
The contributions from all undesired dither frequencies to the error signal will be sig-
nificantly smaller than the desired ones, if the above mentioned integration-time condition
1In this example, only frequencies up to the first harmonic are considered.
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is met. Applying it to Eq. (4.6), the error signal can be approximated by [146, 148]
Sm ∼
√
ImJ1(βm)
N∑
j=1
j 6=m
√
IjJ0(βj) sin(φj − φm), (4.7)
with Jn being the Bessel function of the first kind and nth order. Equation (4.7) resembles
the weighted phase difference of the mth channel to the mean phase of the ensemble of all
channels. As in the HC technique, the sign of the error signal corresponds to the direction
of the phase change, which is minimized to zero in the feedback-loop.
The signal strength depends on the modulation depth and the intensities from the
amplifier channels on the photo-detector. The magnitude of βm constitutes a trade-off
between sufficient signal-to-noise ratio supporting stable operation and degradation of
the combination efficiency [149]. For the experiments herein, self-referenced LOCSET is
applied as special case of Eq. (4.7), with one channel being unmodulated, i.e. β0 = 0.
The combination of N channels requires N − 1 different modulation frequencies, which
are significantly lower than the laser repetition rate. This reduces the achievable regulation
bandwidth. Additionally, the phase modulators have a maximum supported bandwidth,
which needs to be taken into account. In this regard, a single frequency dithering method
based on time division multiplexing has been suggested [150]. However, this technique en-
counters similar restrictions in the number of time slots that can be allocated in the time
domain as in the number of frequencies that can be addressed in the frequency domain.
For very large amplification arrays, a cascaded implementation of LOCSET using more
than one photo-detector for channel groups can be applied [151], reducing the number of
modulation frequencies needed.
In summary, the HC method exhibits the advantage over LOCSET of being scalable
without losing regulation bandwidth. On the other hand, LOCSET provides a simpler
setup and does not require any defined polarization properties. In the experiments, the HC
method is applied for polarization-based spatial combination. Unfortunately, it cannot be
applied in its classical form for temporal combination based on actively-controlled DPA.
Therefore, LOCSET is used in this respect, which will become clear in the following
chapter.
5. Spatio-Temporal Combination of
Ultrashort Pulses
In the previous chapters the fundamentals for both spatial and temporal combination as
power-scaling concepts for ultrafast fiber-laser systems were worked out and their specific
requirements were discussed. Moreover, the current state of the art of laser systems based
on these concepts was reviewed. In this chapter, an actively stabilized spatio-temporal
combination scheme will be experimentally demonstrated for the first time. First, the
principle of the actively controlled divided-pulse amplification concept and its experimen-
tal demonstration will be described. Second, this concept will be applied as an extension
to the spatial combination approach and both its feasibility and the requirements for its
realization are investigated. Finally, a high-power laser system achieving 12mJ of pulse
energy with 700W of average power, corresponding to a record performance for ultrafast
fiber-based laser systems, will be presented.
5.1. Active Divided-Pulse Amplification
5.1.1. Principle
The concept of divided-pulse amplification was introduced in Sec. 3.2. It was shown that
the symmetry requirements of passively stable Sagnac-type implementations hinder their
use for high-energy applications. Therefore, in order to obtain a full control over the
pulse-burst shape, the generation of the burst has to be separated from its stacking. This
has the advantage that saturation effects from the amplifier can be counteracted. Due to
the necessity of an active stabilization to ensure stable pulse stacking, this technique is
referred to as active divided-pulse amplification (aDPA) [140].
A schematic of the aDPA implementation is depicted in Fig. 5.1. The pulse division
and stacking is done using free-space delay lines, which comprise combinations of HWPs
and PBSs, and it follows the same procedure described in Subsec. 3.2.1. Here, a double
pass through a single PBS is used both for compactness and for obtaining perpendicular
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Figure 5.1.: Schematic of the aDPA implementation showing the pulse burst generation and
shaping of up to four pulse replicas before amplification and pulse burst stacking afterwards.
incidence on a piezo-mounted mirror employed to achieve optical-path matching. More
specifically, the delay line is divided in two parts each containing a QWP which rotates
the linear polarization state by 90◦ after passing through it twice. Hence, the p-polarized
component is directly transmitted through the PBS, while the s-polarized component
goes through the delay line and then it is reflected at the PBS in the same direction as
the initially transmitted p-component. The delay lines decrease in length, resulting in an
alternating pattern of orthogonal polarizations in the pulse burst. Their lengths should
be appropriately chosen to ensure a complete separation of the pulse replicas. Since this
is also the configuration used in the experiments, the generation of four pulse replicas
using two delay lines is illustrated in Fig. 5.1. However, this can be easily extended
using further delay lines, as indicated by the dotted beam part. After amplification, the
generated burst is stacked back to a single pulse on a setup as that used for pulse division
(but in reverse order).
In contrast to passive DPA implementations, the most important difference is that the
HWP orientation angles can be modified independently in both the pulse division and the
pulse stacking stages, providing more degrees of freedom. In this context, to arbitrarily
shape the relative amplitudes of a burst of four pulse replicas, three degrees of freedom are
necessary. For the example depicted Fig. 5.1, both HWP1 and HWP2 can be used to alter
the power balance between the pulses. The resulting response to the burst is shown as an
inset in Fig. 5.1. A further degree of freedom is obtained by inserting another small delay
line, also shown in the inset, which controls the attenuation of all p-polarized pulses by
using HWP3. It is worth noting that this kind of shaping setup provides an instantaneous
response, which is advantageous for investigations, and works well for four pulse replicas.
However, it becomes challenging for an increasing number K of delay lines, since the
binary pulse division generates 2K pulses, but provides intrinsically only K degrees of
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freedom. In this respect, a further scaling seems more feasible by using an electronically
controlled burst shaping, by applying, for example, acousto-optic modulators. Finally, the
pulse stacking can also be optimized using HWP5 and HWP6. Note that HWP4 needs to
be fixed at θ = 45◦ in order to rotate the polarization of the burst by 90◦.
Due to the separation of the stages for pulse division and stacking, the delay lines need
to be matched and be actively stabilized, in order to compensate for any perturbations.
In Chap. 4, both the HC technique and the LOCSET technique were introduced. The
first one, in its classical configuration, cannot be applied to polarization-based temporal
combination schemes, since the orthogonal polarizations of subsequent pulses lead to a
vanishing HC signal. Thus, LOCSET will be applied in the following, since it has the
advantage of maximizing the power measured at the system output (after pulse stacking).
The path length of each individual delay line is independently optimized using piezo-
mounted mirrors placed within the delay lines used for pulse division. Due to the distinct
RF modulation frequencies, applied to the dither of each path, they can be addressed
for phase correction in the feedback system. Therefore, a small power fraction at the
output is sent to a photo-diode. In the following, the results of the first experimental
demonstration of aDPA are presented and discussed.
5.1.2. Experimental Demonstration
Setup
The feasibility of aDPA is demonstrated in a first proof-of-principle experiment applying it
to an already existing state-of-the-art fiber-CPA system, which is depicted in Fig. 5.2. As
seed source, a commercially available 40MHz bulk mode-locked oscillator is employed. It
delivers 300 fs pulses at a central wavelength of 1028 nm (6 nm bandwidth) with an average
power of 150mW. These pulses are stretched to a duration of about 2 ns in an Offner-
type stretcher [152] employing a 35 cm wide dielectric grating with 1740 lines/mm and a
diffraction efficiency of about 90%. Two roof prisms displace the beam twice allowing for
two passes through the stretcher, resulting in eight passes on the grating. The stretcher
supports a total spectral width (hard-cut) of 7.5 nm, with the path difference between
the shortest and the longest wavelength corresponding to a temporal spread of 4.2 ns [53].
In order to keep the system dimensions moderate, the stretcher and the final compressor
share the same grating. The final compressed pulse duration can be optimized by slightly
detuning the stretched pulse duration using a motorized mini-compressor placed right
after the stretcher, to avoid any movement of the large compressor gratings.
Afterwards, a clock signal is extracted from the beam, in order to trigger the acousto-
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optic modulators (AOMs) in the system. To ultimately increase the pulse energy, the
repetition rate is reduced to 1MHz by a first fiber-coupled AOM. It is followed by a core-
pumped 1m long 6 µm-core Yb-doped step-index fiber (SIF), where the optical signal is
amplified to 300mW. Throughout the system, optical isolators are placed between the am-
plifiers to suppress any feedback. A phase-shaper, consisting of a spatial-light modulator
(SLM) with 128 pixels, is employed to pre-compensate the nonlinear terms of the spectral
phase accumulated in the system due to, for example, SPM or higher-order dispersion
terms. The phase to be compensated is retrieved using a multiphoton intrapulse interfer-
ence phase scan (MIIPS) device [153], which measures the second-harmonic spectrum at
the output of the compressor. Since the SLM setup introduces about 50% losses, another
amplifier is employed. It comprises a counter-propagating pumped large-pitch fiber (LPF)
with a core diameter of 63 µm and a length of 80 cm, fixed in a water-cooled aluminum
module. Angle-polished end-caps are spliced on both sides of each LPF to protect the
facets and to avoid feedback. The fiber-coupled pump diodes employed in the system
operate at 976 nm. A second AOM sets the final desired repetition rate. Both AOMs in
the system are synchronized to the clock signal with the help of electronic pulse-pickers.
The last component of the front-end system is another water-cooled amplifier module
comprising a counter-propagating pumped 90 µm-core LPF with a length of 80 cm, used
to provide sufficient seed for the main amplifier.
Finally, for the main amplification stage the aDPA technique is applied, as described in
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Figure 5.2.: Experimental setup consisting of an oscillator, a stretcher and a compressor,
acousto-optic modulators (AOMs), a phase-shaper with a spatial-light modulator (SLM),
three pre-amplifiers and the main amplifier (SIF: step-index fiber, LPF: large-pitch fiber)
as well as the temporal pulse division and stacking stages. The red lines denote free-space
propagation, the blue lines denote propagation in fibers (light blue corresponds to Yb-doped
fibers) and the black lines are electronic connections. The grey box represents the part of
the setup placed in a housing.
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detail in Subsec. 5.1.1. The lengths of the first and second delay lines are 3.7m and 2.2m,
respectively, corresponding to temporal delays of 12.3 ns and 7.3 ns. A single stretched
pulse or a burst of two or four pulses can be generated depending on the settings of
the HWPs. In the delay lines, PBS cubes specified with Tp > 0.97 and Rs > 0.99 are
applied. The main amplifier is a 90µm-core LPF with a length of 1.1m. It possesses
an air-clad diameter of 280µm and is pumped in the counter-propagating direction with
a 200µm fiber-coupled pump diode providing up to 200W of average power at 976 nm.
After amplification, the pulses are stacked back to a single pulse, which is ultimately
compressed in a Treacy-type grating compressor [154].
Experiment
In order to demonstrate the potential of the pulse division approach, the seed pulse energy
is set to 500 µJ at a repetition rate of 10 kHz, which is launched into the pulse divider to
generate a burst of four pulses. Shaping it iteratively in order to keep the peak powers
of the amplified pulses equal after amplification even when increasing the pump power,
an overall energy of 6.5mJ could be achieved at the fiber output1, which illustrates the
energy-scaling capability of DPA. This value was limited by the available pump power
for the chosen repetition rate2. Please note that this experiment was aimed solely at
demonstrating the ability to overcome the damage threshold of the fiber when using the
amplification of divided pulses and not at maximizing the combination efficiency. The
shaped input burst and the corresponding amplified output burst are depicted in Fig. 5.3.
It is worth noting that a non-divided pulse at this energy would instantaneously dam-
age the fiber. According to Eq. (2.30), the energy-damage threshold can be estimated
to be 3.4mJ (assuming an MFD of 75µm and 5mm thick end-caps; without end-caps it
is 1.4mJ). In this experiment, damage is prevented by the temporal distribution of the
energy over 22 ns corresponding to an effective stretched pulse duration of 4 · 2 ns = 8 ns,
with approximately 1.6mJ contained in each pulse replica after amplification. In this
regard it has recently been verified that the damage threshold (according to Eq. (2.30))
for M times the (stretched) pulse duration (T0) scales accordingly for M pulse divisions
(Edam ∼
√
T0 ∼
√
M) [155]. Using a split-step Fourier simulation tool3 based on the
1The theoretical maximum extractable energy in this experiment is estimated to be ∼ 10mJ according
to Eq. (2.28), with a saturation energy of Esat = 1.3 mJ.
2The repetition rate was not decreased further to keep ASE negligible.
3The main simulation parameters are: P¯s = 2W, frep = 10 kHz, P¯p = 100W (counter propagation),
λs = 1028 nm, T0 = 200 fs (spectral hard-cut considered), λp = 976 nm, L = 1.1m, MFD = 75µm,
dclad = 280µm, ddop = 70µm, n2 = 3.2 · 10−20 m2/W, β2 = 19 fs2/mm, Ntot = 3 · 1025m−3,
τ2 = 800µs and the cross-sections shown in Fig. 2.1a. Here, the seed power, the pump power and
the MFD were matched in order to fit the burst shape and the output energy.
66 5. Spatio-Temporal Combination of Ultrashort Pulses
0 10 20 30 40
Time / ns
0.0
0.2
0.4
0.6
0.8
1.0
No
rm
aliz
ed 
pow
er
Measurement
Simulation
0 10 20 30 40
Time / ns
0.0
0.2
0.4
0.6
0.8
1.0
No
rm
aliz
ed 
pow
er
(a) (b)
22 ns
Figure 5.3.: Simulated and measured (with a 1-ns-rise-time photo-diode) amplification of
a burst of four pulses that has been shaped to deliver equal amplitudes after amplification
showing (a) the pre-shaped input and (b) the amplified output at a total pulse energy of
6.5mJ. For the simulations, the hard-cut in the stretcher is considered.
theory described in Sec. 2.2 and Sec. 2.4, the amplification can be simulated and reveal
B-integrals of 25 rad, 18 rad, 12 rad and 7 rad for the first, second, third and fourth pulse,
respectively. According to the discussion of the impact of B-integral mismatches between
pulses to be combined, as illustrated by Fig. 3.7b in Subsec. 3.1.3, the combination ef-
ficiency drops significantly for ∆B  1 rad. Additionally, not only the large B-integral
mismatches make the pulses difficult to combine, but the high nonlinearity level itself
reduces the pulse quality. As already indicated in Subsec. 3.2.3, the equalization of the
pulse amplitudes is only efficient for B-integrals  1 rad. At higher B-integrals, the ∆B
among the pulse replicas need to be reduced. This typically results in a shape of the
amplified burst with decreasing amplitudes.
To illustrate this behavior, the three major burst shaping scenarios are summarized in
Fig. 5.4. This simulations are related to the experimental conditions4 with an amplified
output of 2.4mJ. First, the amplification of a burst of stretched pulses with equal input
amplitudes is assumed without any shaping and optimization. In Fig. 5.4a-d the input
(shaded in grey) and the output burst, the evolution along the amplifier fiber of the
pulse energies and the B-integrals of the individual pulse replicas as well as the stacked
(uncompressed) pulse burst are shown. Since the first pulse experiences the full inversion
of the fiber, it gets the highest gain, which progressively decreases for subsequent pulses.
Thus, the output pulse energies are very different among the individual pulses of the
burst. Associated to this is a strong spreading of the B-integrals, with a total difference
of 4.3 rad. This, indeed, leads to a degradation of the pulse quality, the apparition of side-
pulses and a drastic drop in the stacking efficiency. Moreover, a phase variation across
4The changed simulation parameters are: P¯s = 1W, frep = 30 kHz, P¯p = 100W.
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Figure 5.4.: Simulations of different burst shaping scenarios for (a)-(d) the unshaped case,
with (a) showing the input (shaded in gray) and the amplified output burst of stretched
pulses, (b) showing the evolution of the pulse energies of the pulse replicas along the ampli-
fying fiber, (c) showing the evolution of the B-integrals and (d) the uncompressed stacked
pulse, (e)-(h) equivalently the case of matched amplitudes at the output and (i)-(l) the case
of matched B-integrals. In each case the total output energy is 2.4mJ.
the main pulse leads to severe modulations in its pulse envelope. It is easy to see from
the figures that the energy contained in the first pulse of the burst is the limiting factor
for the energy extraction due to the damage limit of the fiber. This can be considerably
improved if the input burst is shaped such that the output pulses are of equal amplitudes
and an optimization5 for the pulse stacking is applied, which is illustrated in Fig. 5.4e-h.
As can be seen, the pulse energies of the individual pulses evolve in such a way that
they become identical at the fiber output. Due to the uniform energy distribution, the
energy contained in the first pulse is approximately halved compared to the unshaped
case. However, there is still a discrepancy in the B-integrals, which hampers an efficient
pulse stacking. For the last case, the input burst is shaped to match the B-integrals
of the individual pulses of the output burst, which is illustrated in Fig. 5.4i-l. As a
consequence, a burst shape of decreasing amplitudes is obtained, but to a much weaker
extent compared to the unshaped case. The stacking efficiency is greatly improved, with
only <0.2% of energy lost in side-pulses. Depending on the strength of the nonlinearities,
5The optimization includes the variation of the HWPs and a constant compensation phase, as done by
the active stabilization, for each pulse stacking step.
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the optimum case will usually be somewhere in between the cases of matching amplitudes
and B-integrals. However, B-integral mismatches have the most severe impact on the
efficiency and are typically the dominating effect. It is worth noting that at a certain
extracted energy the energy contained in the first pulse determines the damage limit.
Despite these shaping strategies, saturation-induced burst deformation typically is an
unwanted effect. When targeting a certain energy at the output of the fiber, this defor-
mation can be mitigated by increasing the saturation energy6. According to Eq. (2.24),
this can be realized, for example, by increasing the core size of the fiber.
In order to experimentally verify these findings, in a first proof-of-principle the am-
plified burst is sent through the stacking stage. The repetition rate is set to 30 kHz to
exploit the average-power capability of the fiber. Applying active stabilization, stable
operation up to about 2.4mJ overall energy (72.5W average power) at the fiber output
could be achieved. This energy (E) corresponds to an operation at E/Esat ≈ 2. At this
energy the system efficiency decreased from initially more than 89% to 75%. This system
efficiency is shown in Fig. 5.5a as a function of the energy contained in the stacked pulse
(red solid markers). Additionally, the results using the split-step Fourier simulation tool7,
including dispersion, SPM and the B-integral optimization, are depicted (green square
markers). There is a clear discrepancy between the experiment and the theoretical expec-
tation, which will be discussed later on. In contrast, with passive DPA, according to the
simulated efficiencies depicted in Fig. 3.14g, an operation at E/Esat & 2 would not have
been possible. The corresponding combined pulse is shown in Fig. 5.5b, where pre- and
post-pulses are hard to discern. The possible temporal positions of these pulse replicas
are indicated by the dashed lines. Finally, the pulses are compressed with a compressor
efficiency of 75% resulting in 1.25mJ pulse energy (37.5W average power). The measured
autocorrelation, depicted in Fig. 5.5c, shows wings arising from residual nonlinear phase
terms. The (matched) B-integral is estimated to be 6.3 rad. Assuming a sech2 pulse shape
(corresponding to a deconvolution factor of 1.54), the pulse duration is estimated to be
380 fs, which corresponds to a peak power of 2.9GW [140].
Theoretically, a system efficiency >90% should be possible according to the simula-
tion, which is denoted in Fig. 5.5a by the green square markers. Although this confirms
6This can be seen from Eqs. (2.22) and (2.23). Increasing the saturation energy reduces the exponential
term containing the integral that is responsible for the deformation. Otherwise the seed pulse energy
has to be decreased.
7The main simulation parameters are: P¯s = 1W, frep = 30 kHz, P¯p = 48 . . . 120W (counter
propagation), λs = 1028nm, T0 = 200 fs (spectral hard-cut considered), λp = 976nm,
L = 1.1 m, MFD = 75 µm, dclad = 280µm, ddop = 70µm, n2 = 3.2 · 10−20 m2/W, β2 = 19 fs2/mm,
Ntot = 3 · 1025 m−3, τ2 = 800µs, the cross-sections shown in Fig. 2.1a, Tp = 0.97 and Rs = 0.99 for the
PBSs.
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Figure 5.5.: (a) System efficiency as a function of the stacked (uncompressed) pulse energy
for the experiment (red solid circle markers) and the simulation with and without NLPR
(blue diamond markers and green square markers, respectively). (b) Photo-diode trace of
the stacked pulse at a pulse energy of 2.4mJ (measured with a 1-ns-rise-time photo-diode).
(c) Measured autocorrelation trace and sech2 fit. (d) Simulated combination efficiency for
two Gaussian beams originating at z = 0m as a function of their beam-waist diameters
2w0 and of the optical path difference ∆z between them. The lengths corresponding to the
two delay lines from the experiment (as well as a potential third one) and the beam waist
diameter are marked as dashed lines.
the predictions from Subsec. 3.2.3, experimentally an energy- or peak-power-dependent
decrease in efficiency is observed. In order to investigate this mismatch with the simu-
lation, different effects need to be taken into account. Effects, such as the onset of
self-focusing (Subsec. 2.4.2), the spectral reshaping (Subsec. 3.2.3) and the electronically-
induced refractive-index change [156, 157] have been considered and it was found that
these play a minor role. Another possibility for the degradation of the efficiency is non-
linear polarization rotation (NLPR) in optical fibers (Subsec. 2.4.2). Regarding a fiber
amplifier operating with high nonlinearity, this effect is recognized as a power loss when
placing a linear polarizer after the amplifier. Due to the peak-power differences between
the pulse replicas within the amplified burst (which is required to match their B-integrals)
NLPR is different for each replica hampering a correct power division at a subsequent PBS
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in the delay lines. This may result in an efficiency decrease. A drop in efficiency similar
to that observed in the experiment could be obtained in the simulations when adding the
effect of NLPR8. This is, additionally, depicted in Fig. 5.5a using blue diamond markers.
The experimental observations can, then, be potentially explained by this effect.
Moreover, differences in the optical path between the delayed and the non-delayed
beams occurring in the pulse stacking stage may lead to beam-parameter mismatches,
in terms of wavefront curvature and beam size, caused by beam divergence. While the
optical path difference between the first and the second pulse is ∆z1 = 2.2m according to
the first delay line, the difference between the first and the fourth pulse is ∆z2 = 5.9m.
Thus, depending on the beam size and the optical path difference ∆z, as discussed in
Subsec. 3.1.3, this may degrade the combination efficiency. To illustrate this effect, the
resulting combination efficiency for the superposition of two Gaussian beams, according to
Eq. (2.10), as a function of the beam-waist diameter 2w0 is shown in Fig. 5.5d. Thereby,
one of the two beams is propagated a distance ∆z, according to Eq. (2.11). As predicted
by the beam-parameter product [49], smaller beams diverge more strongly, which leads to
a more pronounced impact on the combination efficiency. The beam size in the experiment
was about 3mm. This diameter and, additionally, the lengths ∆z1 and ∆z2 are marked
in Fig. 5.5d by dashed lines. A potential third delay line, required for stacking eight pulse
replicas, is additionally marked. As can be seen, while the impact of the short delay line is
negligible, both delay lines together should cause a combination loss of about 5%. Please
note that the results presented correspond to the combination of two pulse replicas. In
the case of four or more pulses the effect on the efficiency is expected to be lower.
On top of this, the power ratio between the pulse replicas can be as high as two, as can
be seen from Fig. 5.4i, which has an additional impact on the efficiency because of the
unmatched powers between the pulses to be combined, as can be seen in Fig. 3.6c. Note,
however, that this represents a constant loss, neglecting mode-size changes at the fiber
output, and does not explain the energy-dependent loss from Fig. 5.5a. Experimentally,
this loss can be observed as a ring-shaped beam being ejected at the loss port of the final
PBS (see Fig. 5.1). In general, the beam-parameter mismatch can be improved either by
increasing the beam size to & 5mm or by employing 4f -imaging delay lines.
In the last part of this section different implementations of the delay lines for pulse
division/stacking are discussed. The reason for this is the unstable operation of the main
amplifier observed when employing high-gain amplifiers (as it will be reported in the next
8In general, the interaction of both intrinsic and nonlinear birefringence and degenerate four-wave
mixing, governed by the coupled Schrödinger equations [26], is of complicated nature. Although NLPR
has been added to the simulation tool and the overall trend of the efficiency decrease in Fig. 5.5a can
be reproduced, the results are not reliable since the birefringence of the fiber is unknown.
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experiment presented in Subsec. 5.2.2) in conjunction with double-pass delay lines (used
for the experiment described in this section, see Fig. 5.2). Double-pass delay lines are
employed for the temporal pulse division due to their advantage of being compact and
easy to adjust. This implementation has also been used for pulse stacking. However,
in case of non-ideal PBSs (Tp < Rs < 1) the interferometric match of the beam path
may cause back reflections and, thus, lasing of the main amplifier. The stacking of two
orthogonally-polarized pulses of equal power is depicted in Fig. 5.6a as an illustration of
this. The s-polarized pulse is delayed and superposed with the p-polarized non-delayed
pulse, as already described in Subsec. 5.1.1. More specifically, the s-polarized pulse is
reflected in the first part of the delay line and, after a double pass through a QWP, its
polarization is rotated to p-state so that it is transmitted through the PBS, entering the
second part of the delay line. However, upon this transmission, a small amount of the
power within the delay line, namely Rs(1− Tp), can be reflected back towards the input.
For example, in case of the PBSs used in the experiment, with Tp = 0.97 and Rs = 0.99
and assuming two pulse replicas of the same power, this results in about 1.5% feedback.
This may lead to an unstable operation for high-gain amplifiers.
In order to prevent back reflections, single PBS ring-implementations or double PBS
implementations can be used. For the first case, the delayed beam travels along a loop
being reflected twice at the PBS as illustrated in Fig. 5.6b. In the case of two PBSs,
as illustrated in Fig. 5.6c, potential pre- and post-pulses are mitigated by the second
PBS. The pulse contrast, as discussed in Subsec. 3.2.2, can be an important parameter
for particular applications. Thus, while for both single PBS cases the fraction (1 − Rs)
of the power from the first pulse is generated as pre-pulse, for the case of two PBSs it
is (1 − Rs)2 and, thus, much weaker. Assuming the values from above, these result in
(a) (b) (c)
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Figure 5.6.: Different possibilities of the delay-line layout using (a) a single PBS imple-
mentation with a double pass, (b) a single PBS implementation with a ring pass and (c) a
double PBS implementation. The power content of each pulse is given in terms of the power
transmissivity Tp and power reflectivity Rs of the PBS.
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0.5% and 0.005% of the total energy9, respectively. The power fractions of the generated
pre- and post-pulses of either case are given in Fig. 5.6a-c. Please note that, since the
polarization state of any pre- and post-pulse is rotated approximately 45◦ with respect
to the main pulse, about half of their power is ejected at the subsequent PBS. In the
following experiments, back-reflection-free delay lines for pulse stacking are used.
5.2. Spatio-Temporal Combination
In the previous section, aDPA has been presented and demonstrated in a proof-of-principle
experiment. In contrast to passive DPA, saturation effects of the amplifier can be coun-
teracted and higher pulse energy achieved. Compared to the state of the art prior to
this work, the pulse energy could be improved by a factor of almost three [38]. In the
following, the temporal combination concept will be used in a setup that also incorporates
spatial combination. Therefore, the scalability of the aDPA architecture is exploited and
applied to an amplifier array.
5.2.1. Principle
The second experimental part of this thesis focuses on merging both the spatial and
the temporal combination concepts in order to scale the achievable pulse energy at high
average powers beyond the current state of the art. The conceptual changes to the aDPA
architecture presented in Subsec. 5.1.1 are explained in the following.
A principle scheme is depicted in Fig. 5.7. While the temporal pulse division and sub-
sequent pulse stacking stages correspond to the aDPA implementation shown in Fig. 5.1,
the single amplifier is now replaced by an amplifier array. Here, a burst of four pulse repli-
cas (potentially shaped), analogous to the description from Subsec. 5.1.1, is considered.
The pulse replicas within the burst are orthogonally polarized, i.e. s- and p-polarized, in
alternating order. Thus, another HWP (set to θ = 22.5◦) and PBS can divide the burst
into the two branches of a Mach-Zehnder-type interferometer. As a result, bursts of four
pulses enter each branch. While the reflected burst is s-polarized, the transmitted burst
is p-polarized, which is rotated to the s-polarization upon a double pass in a delay line
including a piezo-driven mirror for active-phase stabilization. Please note that the respec-
tive phase information in terms of the incident state of polarization remains imprinted
9Please note that including angle uncertainties of the HWPs (Subsec. 3.2.2) will increase the energy
contained in these parasitic pulses. Moreover, in the case of more than two pulse replicas saturation-
induced amplitude and nonlinear-phase mismatches (Subsec. 3.2.3) will additionally affect this pulse
contrast.
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Figure 5.7.: Schematic of the spatio-temporal combination implementation showing the
pulse burst generation and shaping of up to four pulse replicas, their amplification in four
amplifier channels and subsequent combination. Dotted beam parts indicate further potential
extensions.
on each pulse replica, which is illustrated by the inset in Fig. 5.7. Thus, upon combina-
tion, the initial polarization pattern will be recovered. As introduced in Subsec. 3.1.2,
the division into two separate branches is considered as a tree-type division. Within each
branch of the Mach-Zehnder-type interferometer further divisions in sub-branches can be
introduced, which is indicated in Fig. 5.7 for four amplifier channels using a bus-type
implementation. For each sub-branch, an active stabilization is required. Please note
that the number of channels within each branch can be scaled independently; however,
the powers of the two branches or the splitting ratio of the combination element have to
be matched, as discussed in Subsec. 3.1.3.
After amplification, all divided beams are combined and all divided pulses are stacked
upon each other. For active stabilization of both the temporal and the spatial combina-
tion, LOCSET (as explained in Chap. 4) can be applied. In Subsec. 5.1.1 it has already
been mentioned that the HC method cannot be used to stabilize the stacking of tempo-
rally divided pulses with orthogonal polarizations. However, the number of modulation
frequencies required for LOCSET scales linearly with the number of channels and delay
lines to be stabilized, reducing the available regulation bandwidth. Fortunately, the po-
larization of the bursts within the sub-branches is homogeneous, making the application
of HC possible. Therefore, for each combination step within the main branches, HC de-
tectors are required. This is indicated in Fig. 5.7 for the combination of two amplifiers
denoted by 1 and 2 in branch 1 as well as 3 and 4 in branch 2. LOCSET, again, is re-
quired later in order to stabilize the final spatial superposition, after which the orthogonal
polarization pattern in the burst is recovered. Thus, for the stabilization of N amplifier
channels and M delay lines M + 1 modulation frequencies and N − 2 HC detectors are
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necessary. It is worth noting that all uncombined fractions upon the beam combination
of the sub-branches are ejected by subsequent PBSs, while those of the final spatial com-
bination step and all temporal stacking steps are ejected at the final PBS in the following
manner: half through the loss port and half through the output. In the following, the first
experimental demonstration of an actively-controlled spatio-temporal combination setup
will be presented.
5.2.2. Experimental Demonstration
The small-signal gain and the saturated amplification regime were explained in Sub-
sec. 2.2.4 and in Subsec. 3.2.3 it was shown that aDPA allows for high system efficiencies
in both regimes. The intention of the following experiment is to demonstrate the spatio-
temporal combination, i.e. aDPA with four pulse replicas amplified in two amplifier
channels, and to investigate its efficiency in the mentioned amplification regimes.
Setup
In order to demonstrate and explore the feasibility of the actively-controlled spatio-
temporal combination scheme, a proof-of-principle experiment has been performed [141].
A low-power setup has been built, which is shown in Fig. 5.8. The goal of this setup is
to test the system efficiency in both the small-signal gain and in the saturated amplifica-
tion regimes with different B-integrals. Even though, for a given amplifier, short pulses
are required to increase the impact of nonlinear effects without saturating the amplifier,
longer pulses are advantageous for saturating the amplifier while keeping the nonlinearity
moderate. Thus, two different front-ends, providing femtosecond pulses with different
stretching ratios, are employed. While for the first one 200 fs pulses from a 40MHz bulk
mode-locked oscillator are stretched in 170m fiber with a 6 µm core to a duration of
approximately 50 ps, for the second one pulses from the CPA front-end described in Sub-
sec. 5.1.2 (which are femtosecond pulses stretched to approximately 1.5 ns duration) are
used. These pulses are pre-amplified in two core-pumped Yb-doped 6 µm-core SIFs with
lengths of 1m each, enclosing an AOM in order to provide mW-level seed pulses adjustable
in energy. The clock signal is picked with a photo-diode after the output of the front-end
and optical isolators are used between the amplifiers. The pulse division and shaping
of up to four pulse replicas is realized using the same free-space delay lines described in
Subsec. 5.1.2. The lengths are chosen to provide a constant temporal separation of 4.3 ns
between each pulse replica. After the temporal division a spatial one is done using another
HWP and a PBS cube, which split the burst in two amplifier channels. Thus, according
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Figure 5.8.: Experimental setup used to demonstrate the spatio-temporal amplification
and combination of bursts comprising up to four pulse replicas amplified in two amplifier
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to the description from Subsec. 5.2.1, bursts of four pulses and homogeneous polarization
enter each channel. Please note that due to the single polarization state of the burst,
standard optical isolators can be employed in each channel. The bursts are amplified in
polarization-maintaining Yb-doped SIFs with core diameters of 6 µm and 1.2m length.
Each pump diode provides up to 300mW at 976 nm. After amplification, the bursts are
superposed and the initial polarization pattern is recovered. A piezo-driven-mirror delay
line is employed to stabilize this Mach-Zehnder-type interferometer. In order to stack
the burst again, the polarization orientation of the initial burst is rotated 90◦ by an-
other HWP. Then the stacking is achieved using ring-delay lines to protect the high-gain
main amplifiers from back reflections and, thus, lasing. Finally, a PBS cube separates
the combined pulse from uncombined fractions. LOCSET is used for active stabilization,
imprinting the modulation frequencies f1 = 7.3 kHz, f2 = 6 kHz and f3 = 4.5 kHz with a
modulation depth of around β ≈ 0.1 on each delay line with the piezo actuators. Using
a single detection at the output, error signals for the respective paths are generated, as
described in Sec. 4.2, to maximize the combined output power.
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Experiment
First, the 50 ps front-end is employed to investigate the system efficiency at high B-
integrals in absence of amplifier saturation. Each main amplifier is seeded with 1mW of
average power that is amplified to a maximum of 280mW. In order to increase the pulse
energy and, thus, the B-integral, the repetition rate is decreased step-wise from initially
10MHz down to 56.8 kHz. The energy of each channel is kept well below the damage
threshold of the fiber, which is estimated to be 3 µJ (according to Eq. (2.30) assuming
an MFD of 7.3 µm without end-cap). Moreover, the amplifiers are not saturated, since
the saturation energy is about 12 µJ per channel (Eq. (2.24)). The system efficiency
achieved is depicted in Fig. 5.9a as a function of the stacked pulse energy, i.e. the energy
at the output of the final PBS contained in the main pulse. This efficiency includes the
spatial combination of both amplifiers for the case of a single pulse and the division into
bursts of two or four pulse replicas, depending on the settings of the HWPs in the pulse
division and stacking stages. As can be seen from the figure, with increasing pulse energy
and, therewith, B-integral only a slight decrease in efficiency is observable. For each
further pulse division, the energy can be increased further, while the system efficiency
stayed above 80% even for operation above the damage threshold (Edam < Esat, shown as
dotted line in Fig. 5.9a). The B-integrals in the main amplifiers at the maximum energies
are 28 rad, 22 rad and 18 rad when using one, two, and four pulse replicas, respectively.
Of course, such high B-integrals drastically degrade the pulse quality after compression;
however, this is not considered here since only the combination process is analyzed in
this study. The decay in efficiency is attributed to residual B-integral differences between
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Figure 5.9.: System efficiency as a function of the stacked pulse energy (within the main
pulse at the output) for the combination of two amplifier channels with or without pulse
division (1 rep., 2 rep., 4 rep.) for (a) 50 ps pulses and (b) 1.5 ns pulses. The maximum theo-
retical system efficiency for the transmission through the combination setup for Tp = 0.98
and Rs = 0.99 is indicated by the horizontal dashed line. The damage energy Edam and the
saturation energy Esat are indicated by the dotted lines.
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the amplifiers10 and among the individual pulses in the bursts, which gets aggravated
for high B-integrals. Furthermore, the maximum possible system efficiency depends on
the specifications of the PBS cubes (disregarding Fresnel reflections at the surfaces of all
optical components), leading to constant levels below 100% efficiency. The transmission
characteristics of K PBSs used for the spatial combination and pulse stacking can be
calculated by (TKp + RKs )/2. Thus, considering K = 3 (for the case of four pulses) and,
additionally, a transmission through the final PBS (Tp), this maximum system efficiency
is ∼ 94% (for Tp = 0.98 and Rs = 0.99), which is indicated by the dashed line in Fig. 5.9a.
The offset between the measurement series for different pulse numbers is most likely due
to slight beam-parameter mismatches, according to the discussion in Subsec. 3.1.3.
In a next step, the 1.5 ns front-end is employed in order to saturate the amplifiers. Note
that, due to the longer pulse duration, the damage threshold increases to reach a level
similar to the saturation energy. Again, the system efficiency for the same cases described
above is determined, which is depicted in Fig. 5.9b (Edam ≈ Esat, shown as dotted lines).
Now the overall seed pulse energy is increased from 2nJ to 0.5 µJ by reducing the repetition
rate from 1MHz to 3.9 kHz. The pulses are amplified to a maximum average power of
300mW for each channel, while the energy of each pulse replica is kept below the damage
energy. The stacked pulse energy, shown in Fig. 5.9b, is corrected for both the system
efficiency and the amplified spontaneous emission (ASE), which is determined to be <7%
below 10 kHz. For a pulse energy below Esat, the decrease in efficiency is attributed to the
same effects as for the picosecond pulses. Above Esat saturation becomes more pronounced
leading to a further drop in efficiency caused by residual phase mismatches between both
channels and among the pulse replicas in the burst. A maximum stacked pulse energy
of 37 µJ (verified by energy-meter measurements at < 10 kHz) is achieved, which is about
three times above the fiber damage threshold for a single pulse. At that energy, the B-
integral in the main amplifier is estimated to be 7 rad, while the system efficiency stayed
above 76%. This achievement already proves the power-scaling capability of the spatio-
temporal combination approach. Please note that for this setup the repetition rate had
to be decreased below the modulation frequencies for the active stabilization in order
to reach a high seed-pulse energy. Thus, only short-term stable operation thanks to a
housing could be achieved for repetition rates . 10 kHz.
The input and amplified bursts of both main amplifiers at the highest energy are shown
in Fig. 5.10a, whereas the corresponding stacked pulse is shown in Fig. 5.10b (the beam
profile is shown in the inset). Please note that, due to the time-frequency mapping at
10Please note that NLPR (see Subsec. 2.4.2) can be neglected due to the high stress-induced birefringence
of the polarization-maintaining fibers.
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Figure 5.10.: Photo-diode traces of (a) the shaped input burst prior spatial division (orange)
and at the outputs of both amplifiers (red and blue) and (b) of the stacked pulse at the
stacked pulse energy of 37µJ (measured with a <18 ps rise-time photo-diode together with
a 30GS/s sampling scope). Beam profile and magnified pre-pulses shown as insets.
large stretching ratios, the temporal pulse shape corresponds to the spectral shape. From
the shaped input burst, the strength of the saturation effect is clearly visible. As discussed
in Subsec. 5.1.2, the equalization of the B-integrals results in a slight amplitude decrease
of the individual pulse replicas within the amplified burst, which has an impact on the
pulse contrast (Subsec. 3.2.2). Moreover, non-matched powers between both channels
(or branches of the last spatial combination step) in polarization-based spatio-temporal
combination setups can decrease the system efficiency and the pulse contrast, too. This
power mismatch results in an unbalance between the superposed pulse amplitudes and,
therewith, polarization components, which causes a change of the expected orthogonal
polarization states between the pulse replicas after combination (for more details see Ap-
pendix B). However, in the experiment, the power ratio between the bursts shown in
Fig. 5.10a is ∼ 0.9 and, compared to the impact of nonlinear phase mismatches, negli-
gible11. At the maximum energy level, the pre- and post-pulse contrast, according to
Eq. (3.12), is C = 18dB. This is visualized by the magnifying inset in Fig. 5.10b.
In conclusion, actively stabilized spatio-temporal combination has been demonstrated
for the first time in a proof-of-principle experiment. Efficient operation has been achieved
for both low pulse energy at high B-integral and high pulse energy in amplifier saturation,
demonstrating the capability of the actively-controlled implementation. However, during
this experiment another effect during long-term operation has been observed, which will
be discussed in the following subsection.
11The powers between both amplifier channels were almost matched. However, the saturation effect on
the bursts from both channels was slightly different, as can be seen from Fig. 5.10a, leading to a varying
power ratio between the polarization components along the superposed burst.
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5.2.3. Temporal Gating
In order to investigate the long-term stability of such a spatio-temporal combination
setup, the combined output power is measured over the duration of one hour. Using the
nanosecond front-end and operating at a repetition rate of 2.5MHz to exclude satura-
tion and nonlinearities, the measured trace of the combined average power is shown in
Fig. 5.11a. This plot has been obtained when employing a burst of four pulse replicas on
both amplifier channels. Besides a weak thermal drift that reduces the power by ∼ 2%,
an undesired bistable operation is observable. Over the course of several minutes the
power switches between the desired maximum level and a roughly 25% lower power level,
which will be referred to as state 1 and state 2, respectively. The corresponding temporal
characteristic of the stacked burst is shown as captured by a fast-photo-diode measure-
ment in Fig. 5.11b. The bursts are either stacked correctly into a single pulse (state 1) or
distributed symmetrically around the expected temporal position (state 2). This behavior
was not observed in the first aDPA experiment. Thus, it seems to occur only for more
than two temporal pulse divisions.
An analytic solution of the corresponding LOCSET error signals for the setup shown in
Fig. 5.8 is derived, following the same calculation steps as explained in Sec. 4.2 [158], to
analyze this phenomenon. In order to do this the temporal and spatial pulse division and
combination is considered using a simplified quasi-time-resolved Jones calculus based on
the formalism described in Subsec. 2.3.3. The complete derivation is described in detail
in Appendix C. To stabilize both temporal stacking steps (denoted as 1 and 2), as well
as the spatial combination step (3) using the relative phase errors ∆φm, the modulation
frequencies fm and the modulation depths βm are considered, with m = 1, 2, 3. Finally,
the error signals after demodulation, according to Eq. (4.6) and choosing an integration
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Figure 5.11.: Long-term stability showing (a) the measured average power for the combina-
tion of two amplifier channels and four pulse replicas and (b) the corresponding photo-diode
traces of the stacked pulses for the two dominant operation states.
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time such that it isolates neighboring modulation frequencies, are given by
S1 ∼ J1(β1) sin(∆φ1) {J0(β3) cos(∆φ3) [J0(β2) cos(∆φ2) + 2] + J0(β2) cos(∆φ2)} , (5.1)
S2 ∼ J1(β2) sin(∆φ2)J0(β1) cos(∆φ1) [J0(β3) cos(∆φ3) + 1] , (5.2)
S3 ∼ J1(β3) sin(∆φ3)J0(β1) cos(∆φ1) [J0(β2) cos(∆φ2) + 2] , (5.3)
where Jn are Bessel functions of the first kind and nth order. Comparing to Eq. (4.7),
there are additional terms occurring. As can be seen, the respective error signals depend
mutually on the phase errors of the different regulation channels. Thus, they influence
each other. The reaction of the closed-loop regulation depends then on both the sign and
the slope of the respective error signal as it strives for vanishing signals. Hence, for each
zero-crossing with the same slope of Sm, a stable operation point is obtained, which in
general can be expressed by
Sm = 0 ∧ ∂Sm
∂∆φm
> 0 , ∀m ∈ {1, 2, 3}. (5.4)
Applying Eq. (5.4) to Eqs. (5.1)-(5.3) reveals the observed states from Fig. 5.11. State
1 (correct pulse combination) is obtained for ∆φ1 = ∆φ2 = ∆φ3 = 0 rad, while the un-
desired state 2 is obtained for ∆φ1 = ∆φ2 = ∆φ3 = pi rad. The latter one rotates the
expected polarization pattern of the burst upon spatial superposition by 90◦. For pur-
poses of understanding, the burst combination after amplification is considered step-wise,
following Fig. 5.8. There, the p- and s-polarized pulses from the burst propagate along
the opposite optical paths at the subsequent temporal pulse-stacking delay line, leading
to a further temporal spreading of the burst instead of to a superposition. Since both
the short and the long delays τ2 and τ1, respectively, are not matched interferometrically,
i.e. 2τ2 6= τ1, the pulses are superposed only partially at the second temporal pulse-
stacking delay line, resulting in the observed state 2 from Fig. 5.11b. Hence, if there are
instantaneous phase perturbations (such as mechanical vibrations or even a shock of the
laser system) that are significant enough to flip the sign of the respective error signal, the
stabilization system will switch between both mentioned states.
The reason of this bistability can be found in the different possibilities for optical
paths that the delay lines provide in the temporal pulse-stacking stage. This problem is
not limited to LOCSET, for example hill-climbing algorithms such as SPGD will yield
the same result, since the combined output average power exhibits two local maxima
(compare to Eq. (C.27) in the appendix).
There are different possibilities to mitigate the mentioned bistability issue. Besides a
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peak-power sensitive measurement, such as a nonlinear process, and introducing a mini-
mum power threshold, altering the error signals themselves such that the undesired states
vanish, ultimately eliminates the instability. This can be realized by using a temporal gate
for the raw-signal acquisition that lets only the desired stacked pulse go through. This
can be implemented optically by employing, for example, a Pockels cell or electronically
by employing a fast electronic switch. Then, the error signals according to Eqs. (5.1)-(5.3)
change to12
Sm ∼ J1(βm) sin(∆φm) [1 + J0(βi) cos(∆φi)] [1 + J0(βj) cos(∆φj)] , (5.5)
with the permutations {m, i, j} of the regulator channels {1, 2, 3}. The error signals from
Eq. (5.5) still influence each other, but no sign reversal occurs13, which suppresses the
undesired secondary stable state. This becomes evident when applying Eq. (5.4). It is
worth noting that a temporally-gated HC detection may also be applied to temporal pulse
stacking, since a single pulse will be windowed.
In order to generalize Eq. (5.5), a simplified simulation is done that resembles the ana-
lytic calculation described in Appendix C. With this, the number of temporal and spatial
pulse divisions can be increased. However, no more than two amplifier channels need
to be considered, since each further spatially separated amplifier channel can be treated
as an independent subsystem (compare to Subsec. 5.2.1) for which the classical LOC-
SET solution described by Eq. (4.7) remains valid (or the HC technique can be applied).
Considering systems employing N = 1 or 2 amplifier channels and up to K = 5 delay
lines for temporal pulse stacking, the obtainable number of stable states are illustrated
in Tab. 5.1. For the case of N = 1 and K = 5, which is equivalent to N = 2 and
K = 4, up to five stable states are possible. These are shown in Fig. 5.12. In all unde-
sired stable states, temporally separated pulses are symmetrically distributed around the
expected temporal position. For example, setting the first occurring combination steps to
∆φ1 = ∆φ2 = 0 rad reproduces the measurement from Fig. 5.11b with the analytic solu-
tions shown in Fig. 5.12a and Fig. 5.12b. However, when applying the temporally-gated
error-signal acquisition from above, the undesired states are suppressed and Eq. (5.5) can
be expressed more generally, forK delay lines orK−1 delay lines and one spatial division,
12Only pulses at the temporal position τ1 + τ2 of Eq. (C.27) are considered.
13This can be seen from the cosine terms by comparing Eqs. (5.1)-(5.3) to Eq. (5.5). For the case without
a temporal gate this cosine terms appear as factor, which may cause a sign change of the respective error
signal S. In the case of a temporal gate being employed, these terms change to [1 + J0(β) cos(∆φ)].
Since, typically, 0 < β < 1 it follows that J0(β) < 1 and, thus, no sign change occurs.
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Table 5.1.: Stable states for
spatio-temporal combination
implementations with N am-
plifier channels and K delay
lines (2K pulse replicas).
2K
N
1 ≥ 2
20 1 1
21 1 1
22 1 2
23 2 3
24 3 5
25 5 > 5
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Figure 5.12.: Illustration of the possible stable states
plotted as multiples of the not interferometrically matched
delay τ for a setup combining N = 2 channels and K = 4
delay lines with the corresponding phase errors denoted by
{∆φ1,∆φ2,∆φ3,∆φ4,∆φ5} (pulse traces are normalized
to the peak power of the desired state (a)).
as14
Sm ∼ J1(βm) sin(∆φm)
K∏
j=1
j =m
[1 + J0(βj) cos(∆φj)] . (5.6)
All these findings from the proof-of-principle experiment are applied to the final experi-
ment, which will be explained in the following.
5.2.4. High-Energy, High-Power Experiment
Setup
In this part the redesigned fiber-CPA system is described [137, 142], with which the
spatio-temporal-combination approach could be scaled to high-performance levels. A
schematic of the system is depicted in Fig. 5.13. The seed source is a 64MHz Kerr-lens
mode-locked Yb:KGW oscillator delivering 60 fs pulses at an average power of 1W and
a central wavelength of 1027 nm. These pulses are stretched to 1.3 ns FWHM duration
using an Offner-type grating stretcher [152], which has a spectral hard-cut of 22 nm that is
centered around 1032 nm. The stretcher and the final compressor share the same grating
(even though it has been drawn separately in Fig. 5.13). Again, a mini-compressor and an
14Equation (5.6) does not apply for the case of K = 0 and N = 1, as no combining occurs.
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Figure 5.13.: High-power fiber-CPA system incorporating temporal pulse stacking of up
to four pulse replicas that are amplified in eight main amplifier channels. The setup con-
sists of an oscillator, a stretcher and a compressor, acousto-optic modulators (AOMs), a
phase-shaper comprising a spatial-light modulator (SLM), five pre-amplifiers and eight main
amplifiers including step-index fibers (SIFs) and large-pitch fibers (LPFs) as well as the tem-
poral pulse division and stacking stages. Active stabilization is achieved by temporally-gated
LOCSET and Hänsch-Couillaud (HC). The red lines denote free-space propagation, the blue
lines denote propagation in fibers (light blue corresponds to Yb-doped fibers) and the black
lines are electronic connections. The grey box represents the housing of the setup.
SLM are used to optimize the compressed pulse quality at the laser output. Afterwards, a
clock signal is extracted using a photo-diode, to trigger all electronics in the system. The
pulses are amplified in a three-stage all-fiber pre-amplifier section enclosing two AOMs
with electronic pulse monitoring and emergency shutdown for damage protection of the
main amplifiers [159]. This setup provides seed pulses with repetition rates adjustable be-
tween 55.9 kHz and 1.06MHz corresponding to average powers between 8mW and 40mW,
respectively. For stability improvements, all following free-space paths have been mini-
mized. Next, the pulses are amplified in a free-space-coupled 80 cm long LPF with a
core diameter of 63 µm to average powers between 200mW and 400mW. It is fixed in a
water-cooled aluminum module to ensure high thermal stability. Throughout the system,
optical isolators are placed in-between the amplifiers for feedback suppression. Subse-
quently, a burst of up to four orthogonally-polarized pulse replicas is generated by means
of two double-pass delay lines, with lengths of 2.4m and 1.2m corresponding to delays
of 8 ns and 4 ns, respectively. These, similar to those employed to previous experiments,
comprise PBS cubes, HWPs and QWPs as well as piezo-driven mirrors for active phase
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stabilization. For arbitrary burst shaping, an additional HWP is required, which is now
included in the second delay line. In order to counteract mismatches in the divergence
of the small beams due to their different propagation lengths, and to adapt them for
coupling in the next amplifier, 4f -imaging lenses are introduced in both delay lines. The
final water-cooled pre-amplifier module consists of another LPF with a core-diameter of
72µm and a length of 80 cm, which provides average powers up to 20W as seed for the
main amplifiers. Moreover, this fiber acts as spatial filter for the separate beams of the in-
dividual pulse replicas, which facilitates consistent coupling efficiencies in the subsequent
main amplifiers.
In the main amplification stage the beam is divided in up to eight parallel amplifiers.
The first division produces two main branches, each including linearly polarized bursts
of up to four pulse replicas, which can be separately isolated from the pre-amplifier.
Within each branch each beam is further split in a subsequent bus-type division stage
and directed to four amplifiers. Piezo-driven mirrors are used in double-pass delay lines
for active stabilization. Each main amplifier consists of an LPF with a core diameter
of 81 µm and 1.1m length, which is fixed in a compact, water-cooled aluminum module
and is pumped by a wavelength-stabilized fiber-coupled pump diode that delivers up
to 250W. All pump diodes throughout the system operate at 976 nm. Furthermore,
to prevent surface-damage, all LPFs are equipped with anti-reflection-coated (and up
to 5mm thick) end-caps. Besides, circular polarization is applied during amplification
using QWPs before and after the amplifiers, in order to reduce the SPM-induced pulse
degradation [62]. Additionally, HWPs are required before the amplifiers to have sufficient
degrees of freedom to compensate for NLPR (see Subsec. 2.4.2). After amplification, the
eight beams are spatially combined in a setup similar to that used for the beam division
but used in the reverse direction. In this stage Brewster-type thin-film polarizers15 (TFPs)
with Tp > 0.99 and Rs > 0.999 are employed [127], because they provide high polarization
contrast, less material and, thus, less heating than PBS cubes. In a first step, the sub-
beams within each main branch are combined. HC detection (Sec. 4.1) is employed to
actively stabilize the two blocks of four amplifiers. Next, the two combined beams from
both branches are superposed into a single beam containing the amplified burst with the
initial polarization pattern. The beam is then enlarged to a diameter of 8mm in order to
reduce divergence and ensure high temporal stacking efficiency (see Fig. 5.5d). Therefore,
two-inch diameter optical components are employed for pulse stacking. A HWP rotates
the polarization pattern of the burst by 90◦. Then, the burst is stacked in back-reflection-
15Please note that the TFPs are optimized for 56◦ incidence, which for simplicity is sketched for 45◦ in
Fig. 5.13.
5.2. Spatio-Temporal Combination 85
free delay lines employing Brewster-type TFPs. Both temporal stacking steps as well as
the last spatial combination step are stabilized via LOCSET (Sec. 4.2). The signal for
the stabilization electronics is obtained from a leak in the mirror placed after the final
TFP (a laser window, as sketched in Fig. 5.13 for clarity, can be used alternatively). The
retrieval of the error signals is achieved by the piezo modulation frequencies f1 = 2 kHz,
f2 = 3 kHz and f3 = 4.3 kHz with modulation depths of approximately β = 0.1. Besides,
temporal gating of the acquired photo-diode signal is also employed (Subsec. 5.2.3) to
suppress undesired multi-stable operation. In this experiment, a fiber-coupled electro-
optic amplitude modulator with 12GHz bandwidth and 30dB extinction ratio is set as
a fast switch in front of the photo-diode. The rectangular window function (with 4 ns
width) and the electronic delay are provided by a waveform generator that is triggered
with the initial clock signal. Finally, the combined pulse is compressed by a Treacy-type
reflection-grating compressor [154], which has a transmission efficiency of 90%.
Experiment
In order to investigate the power- and energy-scaling capability of spatio-temporal combi-
nation, the number of pulse replicas and amplifier channels is step-wise increased. There-
fore, the system is operated with one, two and four pulse replicas that are amplified in two,
four and eight amplifier channels. Additionally, the total seed pulse energy is increased
to increase the extracted energy from the amplifiers. The achieved combined and com-
pressed pulse energies are shown in Fig. 5.14a, with the corresponding system efficiencies
shown in Fig. 5.14b.
First, the system is operated only with single pulses that are amplified in two, four
and eight amplifier channels without any temporal pulse division. While each amplifier
operates at average powers between 110W and 120W, the pulse energy is increased by
decreasing the repetition rate from 1.06MHz to 208 kHz. The stacked pulse energies after
compression are shown in Fig. 5.14a marked as circles. By the spatial combination of
two, four and eight amplifier channels a maximum compressed pulse energy of 1.0mJ,
1.9mJ and 3.7mJ, corresponding to average powers of 206W, 389W and 775W, has
been achieved, respectively. In Fig. 5.14b the system efficiency is depicted. It can be
seen that this parameter is between 98% and 90% even for the maximum pulse energy.
Damage has been observed at a single-pulse energy of about 900 µJ at the fiber output,
which is in the order of the saturation energy (that is estimated to be Esat = 1mJ).
The expected damage threshold according to Eq. (2.30) is ∼ 3mJ when considering the
end-cap and ∼ 900µJ without. In spite of this, damage occurred within the end-cap, even
though the maximum peak power was about five times below the critical self-focusing
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Figure 5.14.: (a) Stacked and compressed pulse energy as a function of the total seed pulse
energy and (b) the corresponding system efficiencies for the combination of two (red), four
(green) and eight (blue) amplifier channels operated with one (circles), two (squares) and
four (diamonds) pulse replicas (dashed lines are for the guidance of the eye).
limit. The cause of this damage is yet unknown and is currently being investigated. At
the achieved combined energies, the amplifiers were not operated at their limits, keeping
the pulse energy at the fiber output around 600 µJ. The decrease in efficiency with an
increasing number of combined channels is mainly attributed to a non-perfect beam-
parameter matching (Subsec. 3.1.3). Nevertheless, an almost linear energy-scaling with
the number of channels can be seen and the system output is more than four times above
the damage threshold of a single pulse in a single fiber.
Next, the HWPs of the delay lines for pulse division and stacking have been adjusted
to generate a burst of two pulse replicas. This configuration allowed decreasing the rep-
etition rate further to 99.6 kHz in order to extract more energy from the amplifiers while
maintaining the average power constant. At higher pulse energies the amplifiers start
to saturate, making a shaping of the envelope of the burst necessary to match their
nonlinear phases (Subsec. 3.2.3). Furthermore, the onset of NLPR (see Subsec. 2.4.2)
during amplification becomes noticeable as a reduced power transmission at the subse-
quent TFPs. This is compensated for with the HWP-QWP combination in front of each
amplifier. Since this effect manifests itself with different strength in each individual fiber
and since the exact evolution of the polarization state and, thus, the overall accumulated
nonlinear phase is unknown, the compressed powers of the amplifiers are slightly adjusted
to obtain the shortest autocorrelations (Subsec. 3.1.3). NLPR affects each pulse replica
differently, due to the different pulse energy, which leads to a not compensable power
loss at the subsequent polarizing element, as described in Subsec. 5.1.2. Nevertheless,
a compressed main-pulse energy of 1.9mJ, 3.7mJ and 7.4mJ, corresponding to average
powers of 200W, 385W and 758W, for the combination of two, four and eight channels
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has been achieved, respectively. These values are shown as squares in Fig. 5.14a with
the corresponding system efficiencies ranging between 92% and 83% in Fig. 5.14b. This
further drop in the efficiency can be attributed to NLPR and/or residual nonlinear phase
mismatches between the pulse replicas as well as between the amplifier channels. The
B-integral accumulated in each main amplifier, taking into account SPM, is estimated to
be ∼ 6 rad, which can potentially be even higher due to NLPR. In Fig. 5.15a-c the traces
for the shaped input burst before spatial division, as well as the amplified burst after
spatial combination and the stacked pulse before compression are shown for the highest
pulse energy. The overall pulse energy at the fiber outputs is about 1.2mJ, while 55%
of it is contained in the first pulse, which is marked in Fig. 5.15b. The possible pre-
and post-pulse positions around the stacked pulse are indicated in Fig. 5.15c by dashed
lines. A magnified pre-pulse is shown in the inset, corresponding to a pulse contrast of
C = 17dB.
Finally, all four pulse replicas are used which allowed for a further increase of the
pulse energy. A stacked and compressed main-pulse energy of 3.1mJ, 6.4mJ and 12mJ,
corresponding to average powers of 186W, 380W and 700W, for the combination of two,
four, and eight amplifier channels has been achieved at a repetition rate of 55.9 kHz,
respectively. These values are depicted in Fig. 5.14a as diamonds. The maximum reached
pulse energy is 13 times higher than the observed damage threshold for a single pulse
in a single fiber. This performance level cannot be reached with conventional ultrafast
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Figure 5.15.: Measured photo-diode traces at the maximum achieved pulse energy of the
shaped input burst before spatial division, the amplified burst after spatial combination
(< 1ns rise-time photo-diode) and the stacked pulse before compression (< 18 ps photo-diode
together with a 30GS/s sampling scope) applying (a)-(c) a burst of two pulses and (d)-(f)
a burst of four pulses together with eight amplifier channels. Possible pre- and post-pulse
positions around the stacked pulses shown in (c) and (f) are indicated by dashed lines.
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fiber-amplifier systems [61]. The corresponding system efficiencies are between 83% and
78%, as shown in Fig. 5.14b, with an estimated B-integral of ∼ 6.5 rad. Generally, the
pulse energy scales almost linearly with the number of amplifier channels independently
from the burst length. However, due to the required burst-envelope shaping, the pulse
energy does not scale linearly with the number of pulse replicas within the burst. The
measured traces for the input and the amplified burst as well as for the stacked pulse are
shown for the case of 12mJ in Fig. 5.15d-f. The total burst energy at the fiber outputs
is 2.2mJ, corresponding to E/Esat = 2.2, which is also more than two times larger than
the damage energy16. However, the energy could not be further increased, since about
38% of it is contained in the first pulse, as shown in Fig. 5.15b, which is very close to the
observed damage threshold. The pulse contrast is C = 19dB with the possible pre- and
post-pulse positions being indicated by dashed lines in Fig. 5.15f.
The spectrum of the compressed pulse at 12mJ is shown in Fig. 5.16a. While the hard-
cut at about 1040 nm is caused by the aperture of the grating in the stretcher/compressor,
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Figure 5.16.: (a) Measured spectrum and residual spectral phase, (b) autocorrelation with
Gaussian fit, (c) retrieved and estimated pulse, and (d) M2 measurement at the maximum
pulse energy of 12mJ (the beam profile is shown in the inset).
16The theoretical maximum extractable energy per fiber is estimated to be ∼ 8.5mJ (according to
Eq. (2.28)).
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the spectral modulation originates from the pixel mask (128) of the SLM covering a
bandwidth of 25 nm. This causes a weak initial spectral modulation with a period of
∼ 0.2 nm, which make side-pulses arising. SPM causes an energy transfer between these
side-pulses and the main pulse, that is enhanced during amplification [160]. The measured
autocorrelation is shown in Fig. 5.16b having a duration of 370 fs, which corresponds to
a pulse duration of 262 fs assuming a Gaussian pulse. Using the residual spectral phase
obtained from the MIIPS algorithm, which is additionally depicted in Fig. 5.16a, and the
spectrum, the temporal pulse can be retrieved, which is shown in Fig. 5.16c. From this,
a pulse duration of 255 fs has been achieved, with a peak power of 43GW. However, in
order to protect the laser system from damage, the MIIPS procedure was run only with
a single amplifier channel in operation. Thus, the exact phase of the overall combined
output can differ from that shown in Fig. 5.16a. Estimating the amount of spectral phase
required to fit the shape of the measured autocorrelation trace revealed a peak power of
35GW and a pulse duration of 298 fs. The corresponding pulse is additionally depicted
in Fig. 5.16c (in orange). In either case this represents the highest peak power and pulse
energy achieved with a fiber-based femtosecond laser system to date. Finally, the beam
quality has been measured. After compression, the onset of self-focusing in air due to the
high peak intensities has been observed which degrades the beam quality. Therefore, a
weak power fraction from the output of the compressor has been used for the diagnostics.
As a future improvement, this issue can be solved by increasing the beam diameter or by
doing the compression and potential beam delivery for applications in vacuum. In any
case, the M2 measurement [50] from the weak reflection confirmed the excellent beam
quality (M2 < 1.15) delivered by the laser system, which is shown in Fig. 5.16d with the
far-field beam profile also shown in the inset.
5.3. Future Perspectives
The energy extraction from an amplifier can be increased using DPA, which has been
demonstrated with the experiments presented in the previous sections. In terms of further
energy scaling with this approach, however, it is necessary to optimize the number of
pulse replicas, which will be considered in this last section. While, on the one hand, the
minimum number of pulse replicas necessary is determined by physical limitations, such as
damage, the maximum number, on the other hand, is determined by practical limitations,
such as losses that can be accumulated due to a large number of optical elements. Because
of the latter, typically, the number of pulse replicas is tried to keep as low as possible.
Since the performance of a particular amplifier system depends on a variety of parameters,
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the discussion in the following will be restricted to the energy and extraction efficiency in
combination with the system efficiency, B-integral and damage, which represent the main
constraints. This analysis will be illustrated with the help of an example related to the
final experiment.
The first focus of the analysis is on energy extraction. For this, the extraction efficiency
can be considered as a measure of the energy yield related to the input energy for a
particular amplifier. In order to get all of the extractable energy out of the amplifier,
an infinitely high input energy (E0  Esat) is necessary. However, from a certain input
energy upwards, the extraction efficiency converges quite slowly towards its maximum, i.e.
the ratio between the energy extraction and the input energy becomes unprofitable from
a practical point of view. As an illustration, the extraction efficiency ηextr (Eq. (2.29))
is shown in Fig. 5.17a as a function of the input energy E0 normalized to the saturation
energy Esat for a small-signal gain of G0 = 30dB. It can be seen from the figure that, as
ηextr increases, the slope saturates. Therefore, the slope of ηextr as a function of E0/Esat
can be used as a general parameter to identify the most profitable operation point for a
certain amplifier layout. Using Eq. (2.26) and Eq. (2.29), this slope parameter can be
defined as
ζ =
∂ηextr
∂
(
E0
Esat
) = 1
ln (G0)

G0 exp
(
E0
Esat
)
1 +G0
[
exp
(
E0
Esat
)
− 1
] − 1
 , (5.7)
which is additionally shown in Fig. 5.17a (in blue). The slope parameter ζ describes the
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Figure 5.17.: (a) Extraction efficiency ηextr and (b) gain G as a function of the input pulse
energy E0 normalized to the saturation energy Esat for a small-signal gain G0 = 30dB.
The slope parameter ζ is shown in both plots with E0/Esat corresponding to ζ = 0.5 being
marked by dashed lines and with ηextr and G corresponding to E0/Esat being marked by
dotted lines.
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resulting change in extraction efficiency (or in output energy) to small changes of the
input energy. For example, for values of ζ > 2 the extraction efficiency is very sensitive
to changes of the input energy, which corresponds to high-gain operation. The related
gain G according to Eq. (2.27) is shown in Fig. 5.17b. Despite a high gain, for a low
input energy the extraction efficiency and, thus, the output energy are low. For ζ < 1
the extraction efficiency becomes more and more insensitive to a change (increase) of the
input energy. At some point it becomes impractical to further increase the input signal
energy, because this change does not lead to any significant variation of ηextr anymore.
Thus, with the choice of ζ, a practical operation point for an amplifier with a given G0
can be set. Please note that such an optimum operation condition is strongly dependent
on the application. Solving Eq. (5.7) for E0/Esat results in the input energy required to
obtain the optimum ηextr:
E0
Esat
(ζ) = ln
{
[ζ ln (G0) + 1]
ζ ln (G0)
(G0 − 1)
G0
}
. (5.8)
Plugging Eq. (5.8) into Eq. (2.29) gives the corresponding extraction efficiency
ηextr(ζ) = 1− ln [ζ ln (G0) + 1]
ln (G0)
(5.9)
and, using additionally Eqs. (2.26) and (2.27), the output energy
E
Esat
(ζ) = ln
[
G0 − 1
ζ ln (G0)
]
. (5.10)
As an example, ζ = 0.5 will be assumed as the most profitable operation point of the
system, which is marked in Fig. 5.17a and Fig. 5.17b by dashed lines. Hence, looking
at the illustration above (G0 = 30dB) this slope parameter will be obtained with an
input energy of E0 ≈ 0.25Esat, which corresponds to an output energy of E ≈ 5.7Esat
and an extraction efficiency of ηextr ≈ 78%. This is additionally indicated in Fig. 5.17a
and Fig. 5.17b by dotted lines. In this case, the gain remains G > 20, which is still an
acceptable performance for high-power fiber amplifiers in most situations.
These considerations can be applied to the main fiber-amplifiers used in the final experi-
ment presented in Subsec. 5.2.4. In that example, with an input energy of ∼ 43µJ (per
channel) an output of 2.2mJ has been achieved. The theoretically estimated maximum
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small-signal gain17 of this particular fiber is ∼ 36.8dB (assuming sufficient pump power
at 976 nm). According to Eq. (2.28), this corresponds to a maximum extractable energy
of Emaxextr ≈ 8.5mJ (Esat = 1mJ). Setting ζ = 0.5 results in a required input energy of
E0 ≈ 210 µJ in order to achieve E ≈ 7mJ at the fiber output with ηextr ≈ 80%. It is
worth noting, however, that G0 depends on the energy being deposited in the amplifier by
the pump laser. Thus, the pump rate (i.e the average power) and the energy-extraction
rate (being related to the repetition rate) determine Emaxextr . With the currently applied
pump power of 250W (per channel), the repetition rate would have to be decreased18 to
frep = 15 kHz to achieve E ≈ 7mJ. Please note that more than 16mJ could be extractable
when pumping at 915 nm, but this, due to the low pump absorption, would require more
than twice as much pump power when keeping the fiber parameters unchanged.
In order to operate the fiber amplifier at 7mJ, both the material damage and the ac-
cumulated nonlinearity have to be taken into account. On the one hand, the damage
threshold of a single pulse (whether in terms of peak power or pulse energy) determines
the minimum number of pulse divisions necessary. On the other hand, the accumulated
nonlinearity determines the quality of the compressed pulse, which is additionally related
to the number of pulse divisions. Furthermore, saturation-induced intra-pulse deforma-
tion and, related to it, nonlinear-phase variations among the pulse replicas are reduced
when using more pulse divisions, which affects the combination efficiency of the pulses.
The accumulated nonlinearity is represented by the B-integral and depends on the evo-
lution of the peak power in the amplifier and, thus, on the pulse shape. For the example
considered here Gaussian-shaped pulses are assumed. Moreover, a phase-compensation
device (phase-shaper) can be employed in practice to mitigate detrimental pulse degra-
dation at high B-integrals. Depending on the ability of the device and according to the
experimental experience, the B-integral should be kept, for example, below ∼ 10 rad with
and below ∼ 3 rad without phase-shaper being applied, in order to avoid severe pulse
distortions. Moreover, circular polarization can be used during amplification to further
reduce the overall nonlinearity [62]. Please note that higher order effects such as NLPR19
are not considered here. As an illustration of these considerations, some simulations20
17The theoretical maximum small-signal gain is obtained for a sufficiently high pump power (P¯p  Pp,sat,
according to Subsec. 2.2.2) and results in Gmax0 = exp {σ(ω0)Γs [N2,tr(ωp)−N2,tr(ω0)]L}. The param-
eters λs = 1028nm and a bandwidth of ∆λs ≈ 6 nm, λp = 976nm, L = 1.1m, MFD = 60µm,
dclad = 255µm, ddop = 63µm, Ntot = 3 · 1025m−3 and the cross-sections shown in Fig. 2.1a (weighted
average using a Gaussian spectrum) are assumed.
18For too low repetition rates, a phase stabilization using LOCSET may become unstable. In this case,
temporally-gated HC detectors might be a solution.
19For example, neglecting NLPR would be a valid assumption for polarization-maintaining fibers.
20Dispersion is neglected for the simulations because it has a negligible impact for short fibers. On the
other hand, SPM, the Frantz-Nodvik amplification model and burst-shaping optimization are included.
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related to the fiber and the stretched pulse duration (1.3 ns) used for the final experiment
explained in the previous section have been carried out. Using these parameters and keep-
ing the total input energy (210 µJ) and, therefore, the total output energy (7mJ) fixed,
the number of pulse divisions K is progressively increased. When doing this, the system
efficiency ηsys, the B-integral and the energy-damage threshold are plotted as a function
of the number M = 2K of pulse replicas with K = 1, 2, . . . , 9 pulse divisions. This is
summarized in Fig. 5.18. For the case considered, the bursts are either shaped to match
the B-integrals of the output pulse replicas (solid lines) or their amplitudes (dashed lines),
which is discussed in the following.
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Figure 5.18.: (a) System efficiency ηsys as a function of the number M of pulse replicas
(logarithmic scale) for an output energy of 7mJ in the cases of matched B-integrals (solid
lines) and matched amplitudes (dashed lines) of the amplified pulse replicas. PBSs with
Tp = Rs = 1 are assumed (blue lines). Additionally, the impact of PBSs with Tp = 0.98 and
Rs = 0.99 (orange lines) is shown. (b) Corresponding B-integral (i.e. the maximum within
a burst) as a function of M . Additionally, the maximum B-integral difference between the
pulse replicas (i.e. the first and the last replica) for the amplitude-matched case is shown
as a dotted line. The B-integral limits of 10 rad and 3 rad are indicated by the light-grey
and the darker grey shaded regions, respectively. (c) Amplified pulse bursts for 8, 16 and
32 pulse replicas in the B-integral-matched case. The intra-pulse deformation of the first
pulses is shown as inset. (d) Corresponding energy of the first pulse replica within the burst
(maximum) as a function of M . The energy below the damage threshold is indicated by the
light-grey shaded region.
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The resulting system efficiencies for both cases are shown in Fig. 5.18a (assuming ideal
PBSs with Tp = Rs = 1). As can be seen, the system efficiency improves with an increasing
number of pulse divisions. Moreover, while at least 128 pulse replicas are necessary for
the amplitude-matched case in order to obtain ηsys > 80%, in the B-integral-matched
case 16 pulse replicas are enough. The reason for this difference is the nonlinear-phase
mismatch among the pulse replicas. To illustrate this, the corresponding B-integrals are
shown in Fig. 5.18b. Associated with the increase in efficiency is an overall decrease of the
nonlinearity. In the B-integral-matched case, B < 10 rad is achieved with 16 pulse replicas
(indicated by the light-grey shaded region), which also comes along with ηsys > 80%. If,
for example, B < 3 rad is required (indicated by the darker grey shaded region), 64 pulse
replicas will be necessary. Although in the amplitude-matched case with 32 pulse replicas
B < 10 rad is obtained, at least 128 pulse replicas are required to keep ηsys > 80% (and,
according to Subsec. 3.1.3 Fig. 3.7b, B-integral differences ∆B . 3 rad, indicated by the
dotted line in Fig. 5.18b).
On top on this, fiber damage has to be considered. The experimentally observed damage
threshold for a pulse replica was21 ∼ 900µJ (see Subsec. 5.2.4). While in the amplitude-
matched case all pulse replicas possess an identical pulse energy, in the B-integral-matched
case the amplified burst envelope decreases in amplitude (which is shown in Fig. 5.18c
for the cases of 8, 16 and 32 pulse replicas). Thus, the first pulse contains more energy
compared to the remaining pulses. In Fig. 5.18d this maximum energy of the first pulse is
depicted for both cases as a function of M . It can be seen that matching the amplitudes
allows going below the damage threshold (indicated by the light-grey shaded region)
with only 16 pulse replicas, whereas at least 32 pulse replicas are required when the B-
integrals are matched to obtain the minimum number of pulses required for a system.
Thus, considering the efficiency and the level of nonlinearity alone is not sufficient in
terms of the B-integral-matched case.
As can be seen from Fig. 5.18a, the system efficiency increases with increasing M for
both the B-integral-matched case and the amplitude-matched case. However, a large
number of delay lines have to be used in the latter case. In practice, this can lead
to alignment mismatches that can accumulate losses upon the pulse stacking, in turn,
degrading the system efficiency (and the pulse contrast). The drawbacks of a high M
become obvious considering the losses that can be introduced by the quality of the PBSs
for a power reflectance and a transmittance of Tp < Rs < 1. As an illustration of this,
the impact on the system efficiency is indicated in Fig. 5.18a by orange lines, assuming
Tp = 0.98 and Tp = 0.99. It can be seen that the maximum achievable system efficiency
21The damage threshold, of course, will change for different system parameters.
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is decreased and drops further with an increasing number of delay lines. Comparing both
cases, in this regard a higher efficiency can be achieved by matching the B-integrals while
simultaneously using a much lower number of pulse replicas. From the analysis it can be
concluded that for a system, with the parameters considered above, 32 pulse replicas will
be required in the B-integral-matched case to obtain 7mJ from the main fiber-amplifier.
It is worth noting that potentially a higher pulse contrast will be achieved in the
amplitude-matched case using much more pulse replicas, if the pulse contrast is an im-
portant requirement for a particular application. However, the pulse contrast is improved
at the expense of efficiency. Thus, there is potentially an optimum between both cases22.
In terms of further scaling, the requirements for > 10mJ from a fiber can be extrapo-
lated. On the one hand, this can be achieved by increasing the fiber length. But this would
tremendously increase the B-integral and would, again, require more pulse divisions. On
the other hand, to increase the extractable energy the core diameter23 of the fiber can be
scaled. For example, doubling the extractable energy being considered to 14mJ can be
achieved by increasing the core size by a factor of
√
2 (while keeping Γs and Γp constant),
since Emaxextr ∼ L ∼ d2dop. Since both the overall energy (and, thus, the energy contained in
the first pulse) and the damage threshold are linearly increased with the core area, in first
order approximation, no further pulse divisions are necessary. In addition, the stretched
pulse duration could be increased24 to ∼ 4 ns to reduce the number of pulse replicas to 16.
Finally, employing additionally spatial combination using ten channels (assuming a total
efficiency of 80%) will make a >100mJ kW-average-power fiber-laser system feasible in
the near future.
Spatio-temporal combination systems may become rather complex as their complexity
scales with the number of temporal and spatial combination channels, bringing integrated
designs in the spotlight. A recent development is electro-optically controlled DPA [161],
where the pulse division is circumvented by employing a high-repetition-rate oscillator
in combination with an AOM for the burst generation. Using a two-channel operation
and electro-optic modulators (EOMs), the polarization pattern required to stack the pulse
replicas with delay lines is achieved by imprinting a particular phase pattern on the bursts
prior to their orthogonal superposition. Additionally, these EOMs can also be used for
the above mentioned phase correction of the individual pulses, in order to compensate for
B-integral mismatches in the amplitude-matched case. On a different account, imaging
22Please note that the algorithm optimizes for either matched amplitudes or (maximum) B-integrals.
23Actually the doped-core diameter, but both the doped core diameter and the core diameter usually
scale linearly with each other.
24For example, exploiting the full bandwidth of the grating used in the experiments by pre-compensating
gain narrowing via pulse-envelope shaping can increase the stretched pulse duration potentially from
1.3 ns to ∼ 4 ns for a rectangular pulse envelope.
96 5. Spatio-Temporal Combination of Ultrashort Pulses
multi-pass cells, such as Herriott cells [162], can be employed for compact and efficient
pulse stacking of long delays. Alternatively, if a large number of pulse replicas (M & 32) is
necessary, cavity approaches will be an interesting choice [111, 114, 163–166]. On the other
hand, in terms of spatial combination, multicore-fibers can be employed to integrate tens
of amplifier channels in a single fiber [167]. Ultimately, the integration of spatio-temporal
combination to advanced and compact fiber-laser designs will bring table-top systems
delivering tens of kW of average power together with J-class pulse energy within reach.
6. Conclusion
There are already laser applications that demand a combination of performance param-
eters that is beyond what established laser concepts can currently fulfill. In particular,
thermal and nonlinear effects constitute the main challenges, hindering the simultaneous
generation of both high average power and high peak power. Even though state-of-the-
art scaling approaches, such as increasing the beam size and the stretched pulse duration
during amplification enable significant improvements in either respect, the tighter tech-
nological requirements restrict the near-future scaling expectations. The need for alter-
native power-scaling concepts led to the technique of coherent combination of ultrashort
pulses [29], which is the topic of this thesis. In this regard, a distinction has to be made
between spatially and temporally separated amplification. Hereby, the former leads to
a scaling of both the average power and the pulse energy while maintaining all other
pulse- and beam-parameters unchanged [136]. However, even though fibers have a very
high average-power capability, the pulse energy that can be extracted from them is fairly
low and, therefore, a large number of channels is required for the targeted energy-levels.
Thus, temporally separated amplification, also referred to as divided-pulse amplification
(DPA) [30–32], is considered to scale exclusively the extracted energy from an amplifier.
DPA represents the core of this work.
Therefore, pulse-burst generation and pulse stacking based on polarization-sensitive
optical delay lines [30, 31], consisting of half-wave plates (HWPs) and polarizing beam
splitters (PBSs), has been studied. These delay lines are applicable to stretched pulses
and high-energy operation. It has been shown that the polarization purity provided by the
PBSs and the alignment precision of the HWPs results in an unbalanced energy distribu-
tion between orthogonally-polarized components of the divided pulse replicas. In contrast
to spatial combination, pulse energy in unexpected polarization components gets further
distributed in the form of pre- and post-pulses surrounding the desired main stacked pulse.
This, in turn, degrades the intrinsic pulse contrast and stacking efficiency [131].
The amplification of bursts leads to a saturation-induced deformation of their envelope,
which causes an amplitude and nonlinear-phase mismatch among the pulse replicas. It
has been demonstrated that in this amplification regime passively stable Sagnac-type
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implementations [38, 121] only work for the case of two pulse replicas [138]. The symmetry
requirements both for pulse division and stacking as well as the limited number of degrees
of freedom for burst shaping lead to a significant drop in the combination efficiency for
more than two pulse replicas when operating in saturation [131]. Therefore, active DPA
(aDPA) [140] has been introduced, which separates the pulse division from the stacking
and allows treating both stages independently. In this respect, burst-shaping strategies
have been investigated and it has been shown that the non-matched nonlinear phases
of the pulse replicas have a more detrimental effect on the stacking efficiency than non-
matched pulse amplitudes. In a first experimental demonstration employing a burst of
four stretched pulse replicas, a pulse energy of 2.4mJ has been achieved from a single
fiber, with a peak power of the stacked pulse close to 3GW after compression [140].
This has been scaled to 6.5mJ demonstrating the ability of DPA to extract the energy
stored in the fiber. An energy-dependent decrease in efficiency has been observed in these
demonstrations, which is mainly attributed to residual nonlinear phase mismatches and
nonlinear polarization rotation.
In a first demonstration of actively-stabilized spatio-temporal combination, both spatial
and temporal combination concepts have been merged in a scalable architecture [141]. A
multi-stable operation behavior of the temporal and spatio-temporal combination imple-
mentations using single-detector-based phase-stabilization techniques has been discovered
and analyzed. As a solution, temporal gating of the signal acquisition has been introduced
to suppress undesired stabilization states and allowing for long-term stable operation [158].
Finally, a state-of-the-art fiber-based chirped-pulse-amplification (CPA) system has been
redesigned and extended by spatio-temporal combination employing eight parallel main
amplifiers in which bursts of up to four stretched pulse replicas are amplified. This allowed
for < 300 fs pulses with an energy of 12mJ, corresponding to a peak power in excess of
∼ 35GW, at an average power of 700W after pulse stacking and compression [142]. This
is the highest pulse energy (or peak power) from fiber-based systems so far, which is be-
yond what is possible today with conventional ultrafast fiber-amplifier systems [61]. More
importantly, this result represents an unprecedented combination of pulse energy and av-
erage power delivered by a solid-state laser. Besides a good system efficiency, a pulse
contrast of 19dB has also been achieved. In order to further improve the pulse contrast,
as required for high-intensity laser experiments, peak-power-sensitive post-processes, such
as nonlinear pulse compression [132], could potentially be used, but this possibility will
have to be further investigated in future works.
In terms of further scaling, some perspectives of DPA are given. It has been shown
that with an increased seed pulse energy and pump power, a pulse energy of 7mJ can
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be achieved (with 32 pulse replicas and the currently employed stretched pulse duration)
from each main-amplifier fiber. Even 14mJ seem feasible with only 16 pulse replicas,
but it would require an increased stretching ratio, amplitude shaping and larger-core
fibers. Eventually, DPA constitutes a viable scaling approach in addition to state-of-the-
art CPA, with which pulse-energy improvements in the order of one magnitude can be
achieved. Furthermore, DPA is not limited to fibers and has also found application for
other solid-state amplifier concepts [35, 36, 155, 168] and oscillators [169].
In a different context, nonlinear pulse compression [132] in gas-filled hollow-core fibers
has become a viable post-process providing high peak-power, high-repetition-rate few-
cycle laser pulses [170] to fulfill the demanding requirements, for example for high-
harmonic generation [6–8] and, directly linked to it, the generation of attosecond pulses [4].
The concepts of spatial combination [171] and temporal combination [172–174] have also
been applied to nonlinear pulse compression to prevent ionization or self-focusing in the
nonlinear medium.
In order to keep the complexity of spatio-temporal-combination systems manageable,
and their footprint and cost moderate, integrated designs are of interest for future laser
systems. For example, with electro-optically controlled DPA [161] the pulse-division stage
becomes redundant. As the number of pulse replicas to be stacked and the required
delay-line lengths increase further, Herriott cells [162] for compact pulse stacking can be
employed. For a large number of pulse replicas, cavity approaches might be an alter-
native concept [111, 114, 163–166]. Furthermore, the dimensions for spatially separated
amplification can be reduced tremendeously by employing multicore-fibers [167].
Envisioning all these conceptual techniques, spatio-temporal combination constitutes
a promising concept for the next generation of table-top high peak- and average-power
laser systems. Exploiting the advantages of fibers, femtosecond (>100 fs) laser systems
delivering tens of kW average power with J-class pulse energy and diffraction-limited beam
quality (M2 < 1.1) are feasible in the near future.
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Appendix
A. Jones Matrices
Following Eq. (2.33), the Jones matrix for a general wave plate (phase retarder) is [60]
MWP =
[
exp(iϕo) 0
0 exp(iϕe)
]
= exp(iϕo)
[
1 0
0 exp(i∆ϕ)
]
. (A.1)
Typically, one is interested in the phase difference and, therefore, the constant phase
factor exp(iϕo) is usually omitted.
A rotation of an optical system (i.e. a transformation of its x-y-coordinate system) by
an angle θ leads to a transformation of its Jones matrixM toM(θ). Using the rotation
matrix [58]
R(θ) =
[
cos(θ) sin(θ)
− sin(θ) cos(θ)
]
(A.2)
then results in the transformed Jones matrix
M(θ) = R(−θ)MR(θ). (A.3)
In case of any beam splitter, there is a phase jump between the transmitted and reflected
beam (in Tab. 2.1 indicated by (i) between MT and MR). This can be explained by
considering a complex electric field E(r, t) that is divided in E1(r, t) and E2(r, t). In
terms of power conservation the following equation should be fulfilled:
|E(r, t)|2 = |E1(r, t)|2 + |E2(r, t)|2. (A.4)
Hence, the superposition of both fields (e.g. assuming a Michelson interferometer imple-
mentation) should lead to the same result. Thus (brackets omitted)
|E|2 = (E1 + E2)(E1 + E2)∗ = |E1|2 + |E2|2 + E1E∗2 + E∗1E2. (A.5)
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Consequently, the interference term
E1E
∗
2 + E
∗
1E2 = 2{E1E∗2} cos(φ1 − φ2) (A.6)
has to be zero, which requires a phase difference of φ1 − φ2 = ±pi/2 between the two
beams obtained after splitting.
B. Spatio-Temporal Combination
The superposition of two beams (from channel 1 and channel 2) with two pulse replicas is
illustrated in Fig. B.1a. The information of the initially orthogonally-polarized pulse repli-
cas before the spatial division is imprinted in their phases (indicated in Fig. B.1a by the
blue lines). If the bursts within each channel are amplified differently, the corresponding
magnitudes of the p- and s-polarization components will change. As can be seen from the
figure, the desired angle of 90◦ between both resulting pulse replicas is reduced. This can-
not be compensated for by a subsequent HWP and, thus, results in pre- and post-pulses.
In order to simulate this effect, a burst of two pulse replicas that is split into two channels
has been considered. A constant power ratio between them is introduced (the effects of
gain saturation and nonlinear phase differences have been neglected). Subsequently, both
channels are combined and the pulses are stacked. In Fig. B.1b ηspatcomb (orange line) and
ηtempstack (green line), according to Eqs. (3.5) and (3.10), are shown. In this particular case,
both efficiencies decrease similarly with decreasing power ratio. The difference between
both efficiencies will change for bursts with more than two pulse replicas. In any case,
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Figure B.1.: (a) Schematic of the polarization-orientation change for the superposition of
two bursts comprising two pulse replicas that have different powers (vector representation is
illustrated). (b) Simulated spatial combination efficiency ηspatcomb, temporal stacking efficiency
ηtempstack, overall system efficiency ηsys and pulse contrast C as a function of the power ratio
between two beams (channels), each comprising bursts of two pulse replicas.
C. Derivation of the LOCSET Error Signal for Spatio-Temporal Combination 117
the total system efficiency ηsys (black line), according to Eq. (3.11), is in the worst case
(assuming constructive interference) 50%. What can be seen is that even for a power ratio
of, for example, 0.5 the system efficiency remains > 97%, with the content in pre- and post
pulses being 1.5%. Even though the efficiency is high, the (theoretically maximum) pulse
contrast1 C, according to Eq. (3.12), is strongly decreased even for power ratios slightly
below 1. At a power ratio of 0.5, C is 21dB.
C. Derivation of the LOCSET Error Signal for
Spatio-Temporal Combination
A schematic of the experimental setup shown in Fig. 5.8 is depicted in Fig. C.2. It
will be used for illustration purposes of the following derivation. The main functional
steps are marked with roman numerals. These include both temporal pulse division and
stacking steps (I,II,V,VI), the spatial division and combination (III,IV) and the signal
detection at the final output (VII). In order to track all possible temporal positions of
the pulse replicas (analogously to Fig. 3.11) within such a system, a quasi-time-resolved
Jones formalism (according to Subsec. 2.3.3) is applied. For simplicity, the pulses are
considered as complex amplitudes (see Eq. (2.32)) and for, the pulse division, all optical
components are assumed to be ideal (Tp = Rs = 1).
Thus, the Jones vector of the initial p-polarized pulse J0(t) (according to Fig. C.2) is
Piezo-
mounted mirror
HWP
Electronics
PBS
QWP
Photo-
diodef2
f1
Mirror Amplifier 1
f3
Amplifier 2
I II III IV V VI VII
1
2
3
1
2
1
2
s-polarized p-polarized
J0(t) J1(t) J2(t)
J3(t)
J4(t) J5(t) J6(t) J7(t)
Figure C.2.: Schematic of the spatio-temporal combination setup employing two temporal
pulse division stages (I,II), a spatial division into two amplifier channels (III), their combina-
tion (IV), two pulse stacking stages (V,VI) and the error signal detection at the final output
(VII). HWP: half-wave plate, QWP: quarter-wave plate, PBS: polarizing beam splitter.
1Regarding Subsec. 3.2.3, angle uncertainties of the HWPs are not considered and Tp = Rs = 1 for the
PBSs have been assumed.
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represented as
J0(t) =
[
1
0
]
Aδ(t), (C.7)
where A is the complex amplitude and δ is the Dirac delta function. Two pulse replicas
of equal power are generated in the subsequent temporal division (I) delayed by τ1. Using
the Jones matrices2 from Tab. 2.1, the Jones vector at the output of section I is given by
J1(t) =
[
MT
t→t
+ MR
t→t−τ1
M2QWP(45◦)MTM2QWP(45◦)MR
]
MHWP(22.5◦)J0(t) (C.8)
J1(t) =
A√
2
{[
1
0
]
δ(t) +
[
0
1
]
δ(t− τ1)
}
, (C.9)
with the delay τ1 being accounted for as a shift of the temporal position (indicated by
→) of the delayed pulse to t− τ1. In order to simplify the derivation, the following short
notation will be used:
J1(t) =
A√
2
{[
1
0
]
+
[
0
1
]
∗ τ1
}
, (C.10)
with the leading pulse being considered as the reference and the temporal position of the
trailing pulse being denoted by ∗τ1. Please note that the phase dithers imposed by the
piezo-mounted mirrors will be accounted for upon combination, since the position of those
elements can be freely chosen in the division or stacking stages. Next, the generated pulses
are divided again (II). Thereby, a delay τ2 with 2τ2 < τ1 is introduced. Please note that
the derivation is based on the condition that τ1 6= 2τ2. Thus, after the second division,
the Jones vector is
J2(t) =
[
MT
t→t
+ MR
t→t−τ2
M2QWP(45◦)MTM2QWP(45◦)MR
]
MHWP(22.5◦)J1(t) (C.11)
J2(t) =
A
2
{[
1
0
]
+
[
0
1
]
∗ τ2 +
[
1
0
]
∗ τ1 +
[
0
−1
]
∗ (τ1 + τ2)
}
. (C.12)
Equation (C.12) describes a burst of four pulses with alternating p- and s-polarization.
This burst is divided into two spatially separated amplifier channels (III): While the s-
polarized part is reflected towards channel 1, the p-polarized part goes through channel
2. Thus, these two branches can be treated as the two dimensions of the Jones vector,
2The phase shift generated upon reflection will be omitted.
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which is
J3(t) =
[MT +MHWP(45◦)MTM2QWP(45◦)MR]MHWP(22.5◦)J2(t) (C.13)
J3(t) =
A
2
√
2
{[
1
1
]
+
[
1
−1
]
∗ τ2 +
[
1
1
]
∗ τ1 +
[
−1
1
]
∗ (τ1 + τ2)
}
. (C.14)
Disregarding the amplification, the bursts are subsequently spatially combined (IV). An
unknown relative phase Φ3 between them is considered, expressed by
Φ3 = β3 sin(2pif3t) + ∆φ3 → exp(iΦ3) := Ψ3, (C.15)
with β3 being the modulation depth and f3 being the modulation frequency of the piezo-
mounted mirror for LOCSET. In this context, ∆φ3 is the phase error between both ampli-
fier channels. The exponential phase term will be abbreviated by Ψ3. In the case in which
the phases are matched, the alternating linear polarization pattern of the combined burst
is rotated by 45◦. The subsequent HWP is set to −22.5◦, which results in an s-polarized
leading pulse. Then, the Jones vector becomes
J4(t) =MHWP(−22.5◦)
[
1 0
0 Ψ3
]
J3(t) (C.16)
J4(t) =
A
4
{[
1−Ψ3
−1−Ψ3
]
+
[
1 + Ψ3
−1 + Ψ3
]
∗ τ2 +
[
1−Ψ3
−1−Ψ3
]
∗ τ1 +
[
−1−Ψ3
1−Ψ3
]
∗ (τ1 + τ2)
}
,
(C.17)
with the two vector components representing, again, p and s-polarization. Next, the
temporal delay of the short delay line (τ2) is removed (V). The relative phase Φ2 between
the superposed p- and s-polarized pulses is
Φ2 = β2 sin(2pif2t) + ∆φ2 → exp(iΦ2) := Ψ2, (C.18)
with the modulation depth β2, the modulation frequency f2 and the unknown phase error
∆φ2. The subsequent HWP is set to 22.5◦, resulting in an s-polarized leading pulse and
a p-polarized trailing pulse. Combination mismatches will emerge in the form of pre- and
post-pulses after the following stacking step, since undesired polarization components will
travel along the different optical paths of the delay line. After the first temporal stacking
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step the Jones vector is
J5(t) =MHWP(22.5◦)
[
1 0
0 Ψ2
] [
MT
t→t
+ MR
t→t−τ2
M2QWP(45◦)MTM2QWP(45◦)MR
]
J4(t)
(C.19)
J5(t) =
A
4
√
2
{[
1−Ψ3
1−Ψ3
]
+
[
(1 + Ψ3)(1−Ψ2)
(1 + Ψ3)(1 + Ψ2)
]
∗ τ2
+
[
(−1 + Ψ3)Ψ2
(1−Ψ3)Ψ2
]
∗ 2τ2 +
[
1−Ψ3
1−Ψ3
]
∗ τ1
+
[
(1 + Ψ3)(−1−Ψ2)
(1 + Ψ3)(−1 + Ψ2)
]
∗ (τ1 + τ2) +
[
(1−Ψ3)Ψ2
(−1 + Ψ3)Ψ2
]
∗ (τ1 + 2τ2)
}
,
(C.20)
where the s-polarized component is delayed by τ2. Next, the remaining temporal delay
(τ1) is removed (VI). In the best case there are two pulses left, which are superposed after
the delay line. The relative phase Φ1 between the pulses is given by
Φ1 = β1 sin(2pif1t) + ∆φ1 → exp(iΦ1) := Ψ1, (C.21)
with the modulation depth β1, the modulation frequency f1 and the unknown phase error
∆φ1. A further HWP, set to −22.5◦, rotates the stacked pulse to p-polarization (VI).
Hence, it follows
J6(t) =MHWP(−22.5◦)
[
1 0
0 Ψ1
] [
MT
t→t
+ MR
t→t−τ1
M2QWP(45◦)MTM2QWP(45◦)MR
]
J5(t)
(C.22)
J6(t) =
A
8
{[
−1 + Ψ3
−1 + Ψ3
]
+
[
(1 + Ψ3)(1−Ψ2)
(1 + Ψ3)(−1 + Ψ2)
]
∗ τ2 +
[
(−1 + Ψ3)Ψ2
(1−Ψ3)Ψ2
]
∗ 2τ2
+
[
(1−Ψ3)(1−Ψ1)
(1−Ψ3)(−1−Ψ1)
]
∗ τ1 +
[
−(1 + Ψ3)(1 + Ψ2)(1 + Ψ1))
(1 + Ψ3)(1 + Ψ2)(1−Ψ1)
]
∗ (τ1 + τ2)
+
[
(1−Ψ3)(1−Ψ1)Ψ2
(1−Ψ3)(−1−Ψ1)Ψ2
]
∗ (τ1 + 2τ2) +
[
(−1 + Ψ3)Ψ1
(−1 + Ψ3)Ψ1
]
∗ 2τ1
+
[
(1 + Ψ3)(1−Ψ2)Ψ1
(1 + Ψ3)(1−Ψ2)Ψ1
]
∗ (2τ1 + τ2) +
[
(1−Ψ3)Ψ2Ψ1
(1−Ψ3)Ψ2Ψ1
]
∗ (2τ1 + 2τ2)
}
,
(C.23)
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where the s-polarized component is delayed by τ1. Thus, there are nine possible temporal
positions in which pulses can occur. In the best case, i.e. for all Ψm = 1 where m = 1, 2, 3,
only a single p-polarized pulse exists at τ1 + τ2. Finally, after the propagation though the
PBS (VII) only the p-polarization component is left, which is
J7(t) =MTJ6(t) (C.24)
A7,p(t) =
A
8
[(−1 + Ψ3) + (1 + Ψ3)(1−Ψ2) ∗ τ2 + (−1 + Ψ3)Ψ2 ∗ 2τ2
+ (1−Ψ3)(1−Ψ1) ∗ τ1 − (1 + Ψ3)(1 + Ψ2)(1 + Ψ1) ∗ (τ1 + τ2)
+ (1−Ψ3)(1−Ψ1)Ψ2 ∗ (τ1 + 2τ2) + (−1 + Ψ3)Ψ1 ∗ (2τ1)
+(1 + Ψ3)(1−Ψ2)Ψ1 ∗ (2τ1 + τ2) + (1−Ψ3)Ψ2Ψ1 ∗ (2τ1 + 2τ2)] . (C.25)
The slowly varying intensity detected by the photo-diode is then given by
I(t) ∼ 〈A7,p(t)∗A7,p(t)〉 (C.26)
I(t) ∼ A
2
8
[4 + cos Φ1 (cos Φ3(cos Φ2 + 2) + cos Φ2)] , (C.27)
with 〈·〉 denoting the time average, which makes the fast optical oscillation vanish. As-
suming a linear response of the photo-diode, the error signals Sm for the corresponding
Ψm are obtained by demodulation at the respective frequency in the electronic domain
according to Eq. (4.6). If the integration time T  1/|fm − fj 6=m| (with j denoting the
neighboring modulation frequencies) is sufficiently long to isolate the individual modu-
lation signals, the error signals for the three phase-modulation channels will be given
by
S1 ∼ J1(β1) sin(∆φ1) {J0(β3) cos(∆φ3) [J0(β2) cos(∆φ2) + 2] + J0(β2) cos(∆φ2)} , (C.28)
S2 ∼ J1(β2) sin(∆φ2)J0(β1) cos(∆φ1) [J0(β3) cos(∆φ3) + 1] , (C.29)
S3 ∼ J1(β3) sin(∆φ3)J0(β1) cos(∆φ1) [J0(β2) cos(∆φ2) + 2] , (C.30)
where Jn are Bessel functions of the first kind and nth order.
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Zusammenfassung (Summary)
Ultrakurzpulslaser mit hoher mittlerer Ausgangsleistung sind ein etabliertes Werkzeug
für eine Vielzahl von Anwendungen in Wissenschaft und Technik. Die Entwicklung
immer anspruchsvollerer Anwendungen erhöht stetig die Anforderungen an das Laser-
system bezüglich mittlerer Leistung, Pulsenergie und -spitzenleistung. Die gleichzeitige
Bereitstellung all dieser Parameter stellt große Herausforderungen an jedes Lasersystem,
welches immer durch physikalische Gesetze und Fertigungstechnologie begrenzt ist. Eine
Möglichkeit diese Limitierungen zu überwinden ist räumliche und zeitliche kohärente Ad-
dition ultrakurzer Pulse. Diese Verfahren wurden in dieser Arbeit, basierend auf den
dazu hervorragend geeigneten Faserverstärkern, theoretisch und experimentell untersucht.
Wohingegen die räumliche Pulsaddition die Aufteilung der Verstärkung auf parallele Ver-
stärker bezeichnet, wird als zeitliche Pulsaddition die Verstärkung von Pulszügen in
einem Verstärker mit anschließender Pulsaddition bezeichnet, was den Kern der Arbeit
darstellt. Hierbei wird ein (gestreckter) Puls mit Hilfe von optischen Verzögerungsstrecken
in eine Sequenz von Pulsen aufgeteilt, womit die Pulsspitzenleistung gesenkt und folg-
lich nichtlineare Effekte im Verstärker reduziert und damit die Energieextraktion erhöht
werden kann. In diesem Zusammenhang wurden auf Polarisationsstrahlteiler basierende
Verzögerungsstrecken zur Pulsaufteilung und -kombination analysiert. Des Weiteren wur-
den auftretende Effekte in Verstärkersättigung diskutiert und passiv-stabilisierte Anord-
nungen, bei denen Pulsaufteilung und -addition mit den gleichen Elementen geschieht, un-
tersucht. Es wurde gezeigt, dass diese in Bezug auf Energieextraktion stark begrenzt sind.
Aus diesem Grund wurde eine aktiv-stabilisierte Anordnung demonstriert, bei welcher die
Elemente der Pulsaufteilung und -kombination getrennt werden, was eine Kompensation
der Sättigungseffekte und damit eine höhere Kombinationseffizienz ermöglicht. Methoden
der aktiven Stabilisierung wurden diskutiert und es wurde eine für zeitliche Pulskombina-
tion charakteristische Bistabilität entdeckt, welche durch eine gezielte zeitliche Filterung
des Detektionssignals behoben werden kann. Schließlich wurde die räumliche und zeitliche
Pulsaddition in einem aktiv-stabilisierten und skalierbaren Hochleistungsfaserlaser mit
acht Verstärkerkanälen und vier zeitlich kombinierten Pulsen demonstriert. Es konnten
Pulse mit 12mJ Energie und weniger als 300 fs Pulsdauer bei einer mittleren Leistung
von 700W erzeugt werden. Dieser Laser liefert mehr als 35GW Spitzenleistung. Sowohl
die Pulsenergie als auch die Kombination von Pulsenergie und mittlerer Leistung stellt
aktuell den Rekord für Faserlaser dar.
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