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1 Introduction
As theoretically predicted [27, 7] and recently experimentally observed [18, 15],
electrostatic potentials can create bound states in graphene, which corresponds to
emergence of a quantum dot. We consider the case of a graphene sheet with an
attractive Coulomb impurity perturbed by a weak electromagnetic potential and
provide bounds on the energies of the bound states using a model similar to those
of [8].
We begin by considering a graphene sheet with an attractive Coulomb impurity
of strength ν. For energies near the conical point of the energy-quasi-momentum
dispersion relation, the Hamiltonian of an electron in such material is effectively
given by the massless Coulomb-Dirac operator (see [24] and Section IV of [5]).
This operator acts in L2(R2,C2) and is associated to the differential expression
dν := −iσ · ∇ − ν| · |−1. (1)
Here the units are chosen so that the Fermi velocity vF equals 1, and σ = (σ1, σ2) =((
0 1
1 0
)
,
(
0 −i
i 0
))
is the vector of Pauli matrices. For ν ∈ [0, 1/2] (which we
assume throughout in the following) we work with the distinguished self-adjoint
operator Dν in L2(R2,C2) associated to (1) (see [22, 32] and (33) below). The
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supercritical case of ν > 1/2 is not considered here. In that case the canonical
choice of a particular self-adjoint realisation among many possible is not well-
established.
We now state the main results of the paper. Scalar operators like
√−∆ are
applied to vector-valued functions component-wise without reflecting this in the
notation.
Theorem 1.
1. For every ν ∈ [0, 1/2) there exists Cν > 0 such that
|Dν | > Cν
√
−∆ (2)
holds.
2. For any λ ∈ [0, 1) there exists Kλ > 0 such that
|D1/2| > Kλlλ−1(−∆)λ/2 − l−1 (3)
holds for any l > 0.
Note that for ν ∈ (0, 1/2] the inequality (Dν)2 > C(−∆) is false for any C > 0,
since by Corollary 16 the operator domain of Dν is not contained in H1(R2,C2).
The operator inequality (3) is related to the estimate for the fractional Schro¨-
dinger operator with Coulomb potential in L2(R2): For any t ∈ (0, 1/2) there
exists Mt > 0 such that
(−∆)1/2 − 2
(
Γ(3/4)
)2(
Γ(1/4)
)2| · | > Mtl2t−1(−∆)t − l−1 (4)
holds for all l > 0, see (1.3) in [11] (and Theorem 2.3 in [28] for an analogous result
in three dimensions).
Since the negative energy states ofDν belong to the fully occupied valence band
of graphene (Dirac sea) [31, 5], the space of physically available electronic states
is Hν+ := P
ν
+L
2(R2,C2), where P ν+ is the spectral projector of D
ν to the half-line
[0,∞). We now consider perturbations of Dν by electromagnetic potentials, which
are assumed to be weak enough so that the state space is essentially unchanged:
Corollary 2. Suppose that (ν, γ) ∈ ([0, 1/2] × [0,∞)) \ {(1/2, 0)}. Let V be a
non-negative measurable (2 × 2)-matrix function with tr(V 2+γ) ∈ L1(R2). Let w
be a real-valued quadratic form in Hν+ with the domain containing P
ν
+D
(|Dν |1/2).
Assume that there exists C > 0 such that
0 6 w[ϕ] 6 C
(∥∥|Dν |1/2ϕ∥∥2 + ‖ϕ‖2), for all ϕ ∈ P ν+D(|Dν |1/2). (5)
Then the quadratic form
dν(w, V ) : P ν+D
(|Dν |1/2)→ R,
dν(w, V )[ϕ] :=
∥∥|Dν |1/2ϕ∥∥2 +w[ϕ]− ∫
R2
〈
ϕ(x), V (x)ϕ(x)
〉
dx
is closed and bounded from below in Hν+.
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According to Theorem 10.1.2 in [3], there exists a unique self-adjoint operator
Dν(w, V ) in Hν+ associated to d
ν(w, V ). In the following two theorems we study
the negative spectrum of Dν(w, V ). Note that the eigenvalues of Dν(w, V ) can be
interpreted as bound states of a quantum dot.
For numbers and self-adjoint operators we use the notation x± := max{±x, 0}
for the positive and negative parts of x.
Theorem 3. Let ν ∈ [0, 1/2). There exists CCLRν > 0 such that
rank
(
Dν(w, V )
)
− 6 C
CLR
ν
∫
R2
tr
(
V (x)
)2
dx. (6)
Analogues of Theorem 3 are widely known for many bounded from below self-
adjoint operators as Cwickel-Lieb-Rozenblum inequalities (see [26, 6, 19] for the
original contributions and [12] and references therein for further developments).
In particular, in Example 3.3 of [12] it is proved that the estimate
rank
(
(−∆)t − V )− 6 (4πt)−1(1− t)(t−2)/t ∫
R2
tr
(
V (x)
)1/t
dx (7)
holds for all 0 < t < 1. Our proof of Theorem 3 is based on Theorem 1 and (7).
Theorem 4. Let ν ∈ [0, 1/2] and γ > 0. There exists CLTν,γ > 0 such that
tr
(
Dν(w, V )
)γ
− 6 C
LT
ν,γ
∫
R2
tr
(
V (x)
)2+γ
dx. (8)
Theorem 4 is a form of Lieb-Thirring inequality, (see [20] for the original result
and [16] for a review of further developments). In another publication [21] we
prove that D1/2(0, V ) has a negative eigenvalue for any non-trivial V > 0. This
situation is associated with the existence of a virtual level at zero, as observed for
example for the operator
(
− d
2
dr2
− 1
4r2
)
in L2(R+) (see [9], Proposition 3.2). In
particular, the bound (6) cannot hold for ν = 1/2. In this case Theorem 4 is an
equivalent of Hardy-Lieb-Thirring inequality (see [9, 11, 13]).
Certain estimates for the optimal constants in Theorems 1 – 4 can be extracted
from the proofs provided. This results in explicit, but quite involved expressions.
The article is organised in the following way: We start with some auxiliary
results in Section 2, where we prepare useful representations of operators of interest
with the help of certain unitary transforms. One of such representations allows
us to provide a rigorous definition (33) of Dν . In Section 3 we study the operator
(−∆)1/2−α|·|−1 in the representation, in which it can be relatively easily compared
with |Dν |. Such comparison is done in the two critical channels of the angular
momentum decomposition in Section 4. For the non-critical channels we obtain a
lower bound on |Dν | in terms of (−∆)1/2 in Section 5. In the subsequent Section
6 we prove a channel-wise improvement of (4). Finally, in Section 7 we complete
the proofs of Theorems 1 – 4 and Corollary 2.
Acknowledgement: S. M. was supported by the RSF grant 15-11-30007.
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2 Mellin, Fourier and related transforms in polar
coordinates
In this section we introduce several unitary transformations which will be useful
in the subsequent analysis. We also formulate and prove several technical results
needed in the subsequent sections. Let (r, θ), (p, ω) ∈ [0,∞)× [0, 2π) be the polar
coordinates in R2 in coordinate and momentum spaces, respectively.
Fourier transform. We use the standard unitary Fourier transform in L2(R2)
given in the polar coordinates for ϕ ∈ L1(R2) ∩ L2(R2) by
(Fϕ)(p, ω) := 1
2π
∫ ∞
0
∫ 2pi
0
e−ipr cos(ω−θ)ϕ(r, θ) dθ rdr. (9)
Lemma 5. For m ∈ Z and ψ ∈ C∞0
(
[0,∞)) the Fourier transform of
Ψ(m)(r, θ) := r−1/2ψ(r)eimθ (10)
is given in the polar coordinates by
F(Ψ(m))(p, ω) = (−i)meimω
∫ ∞
0
√
rJm(pr)ψ(r)dr. (11)
Proof. According to [1], 10.9.2 and 10.2.2∫ 2pi
0
e−ipr cos(ω−θ)eimθdθ = 2πimJm(−pr)eimω = 2π(−i)mJm(pr)eimω . (12)
Substituting (10) into (9) and using (12) we obtain (11).
Mellin transform. Let M be the unitary Mellin transform, first defined on
C
∞
0 (R+) by
(Mψ)(s) := 1√
2π
∫ ∞
0
r−1/2−isψ(r)dr, (13)
and then extended to a unitary operator M : L2(R+)→ L2(R), see e.g. [17].
Definition 6. For λ ∈ R \ {0} let Dλ be the set of functions ψ ∈ L2(R) such
that there exists Ψ analytic in the strip Sλ :=
{
z ∈ C : Im z/λ ∈ (0, 1)} with the
properties
1. L2-lim
t→+0
Ψ(·+ itλ) = ψ(·);
2. there exists L2-lim
t→1−0
Ψ(·+ itλ);
3. sup
t∈(0,1)
∫
R
∣∣Ψ(s+ itλ)∣∣2ds <∞.
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For λ ∈ R let the operator of multiplication by rλ in L2(R+, dr) be defined on
its maximal domain L2
(
R+, (1+ r
2λ)dr
)
. Applying the lemma of [30] (Section 5.4,
page 125) to justify the translations of the integration contour between different
values of t under Assumption 3 of Definition 6 we obtain
Theorem 7. Let λ ∈ R \ {0}. Then the identity
Dλ =ML2(R+, (1 + r2λ)dr)
holds, and for any ψ ∈ Dλ the function Ψ from Definition 6 satisfies
Ψ(z) = (MrIm zM∗ψ)(Re z), for all z ∈ Sλ.
We conclude that rλ acts as a complex shift in the Mellin space. Indeed, for
λ ∈ R let Rλ : Dλ → L2(R) be the linear operator defined by
Rλψ :=
{
L
2-lim
t→1−0
Ψ(·+ itλ), λ 6= 0;
ψ, λ = 0,
with Ψ as in Definition 6. It follows from Theorem 7 that Rλ is well-defined and
that
MrλM∗ = Rλ (14)
holds (see [17], Section II).
The following lemma will be needed later:
Lemma 8. Let Jm be the Bessel function with m ∈ Z. The relation(
M
(
(−i)m
∫ ∞
0
√·rJm(·r)ψ(r)dr
))
(s) = Ξm(s)(Mψ)(−s)
holds for every ψ ∈ C∞0
(
[0,∞)) and s ∈ R with
Ξm(s) := (−i)|m|2−is
Γ
((|m|+ 1− is)/2)
Γ
((|m|+ 1 + is)/2) . (15)
Proof. It is enough to prove the statement for m ∈ N0, since J−m = (−1)mJm,
see 10.4.1 in [1]. According to 10.22.43 in [1],
lim
R→∞
(−i)m
∫ R
0
t−isJm(t) dt = Ξm(s). (16)
It follows that
sup
L>0
∣∣∣ ∫ L
0
t−isJm(t) dt
∣∣∣ <∞.
The claim now follows from the representation(
M
(
(−i)m
∫ ∞
0
√·rJm(·r)ψ(r)dr
))
(s)
= lim
R→∞
(−i)m√
2π
∫ R
0
p−is
∫
suppψ
√
rJm(pr)ψ(r) dr dp
by Fubini’s theorem, dominated convergence and (16).
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Remark 9. For any m ∈ Z the function Ξm introduced in (15) allows an analytic
continuation to C \
(
− i(1 + |m|+ 2N0)), whereas
Ξ−1m (·) = Ξm(·) (17)
allows an analytic continuation to C \
(
i
(
1 + |m|+ 2N0
))
.
Lemma 10. For (m,λ) ∈ Z× [0, 1] and any ψ ∈ Dλ ⊃ D1 with
Ξ−1m ψ = Ξm(·)ψ ∈ Dλ (18)
the commutation rule
RλΞ−1m ψ = Ξ
−1
m (·+ iλ)Rλψ (19)
applies. Except for (m,λ) = (0, 1) condition (18) is automatically fulfilled for all
ψ ∈ Dλ.
Proof. It follows from Remark 9 that Ξ−1m is analytic in S
1 and, for (m,λ) 6= (0, 1),
in a complex neighbourhood of Sλ. With the help of the Stirling asymptotic
formula
Γ(z) =
√
2π
z
(z
e
)z(
1 +O
(|z|−1)) for all z ∈ C with | arg z| < π − δ, δ > 0
(20)
(see e.g. 5.11.3 in [1]) we conclude that the asymptotics∣∣Ξ−1m (z)∣∣ = ∣∣Ξm(z)∣∣ = |Re z|− Im z(1 +O(|z|−1)) holds for z ∈ S1 as |z| → ∞.
(21)
This implies that
Ξ−1m is analytic and bounded in S
λ for all (m,λ) ∈ (Z× [0, 1]) \ {(0, 1)}, (22)
and the last statement of the lemma follows.
Since ψ ∈ Dλ, there exists Ψ as in Definition 6. Analogously, by (18) there
exists Φ analytic in Sλ corresponding to ϕ := Ξ−1m ψ as in Definition 6. Then ϕ,
ψ ∈ Dλ/2 and by (22)
Φ(·+ iλ/2) = Rλ/2ϕ = Rλ/2Ξ−1m ψ = Ξ−1m (·+ iλ/2)Ψ(·+ iλ/2)
holds on R. Thus Φ and Ξ−1m Ψ must coincide on their joint domain of analyticity
Sλ. Since RλΞ−1m ψ = L
2-lim
t→1−0
Φ(·+ itλ) exists, it must coincide as a function on R
with
L
2-lim
t→1−0
Ξ−1m (·+ itλ)Ψ(·+ itλ) = Ξ−1m (·+ iλ) L2-lim
t→1−0
Ψ(·+ itλ) = Ξ−1m (·+ iλ)Rλψ,
(23)
where the first equality in (23) can be justified by passing to an almost everywhere
convergent subsequence.
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For λ = 1, multiplying (19) by Ξm we conclude
Corollary 11. For m ∈ Z and ψ ∈ D1 (satisfying Ξ−10 ψ ∈ D1 if m = 0) the
identity
ΞmR
1Ξ−1m ψ = V|m|−1/2(·+ i/2)R1ψ
holds with
Vj(z) :=
Γ
(
(j + 1 + iz)/2
)
Γ
(
(j + 1− iz)/2)
2Γ
(
(j + 2 + iz)/2
)
Γ
(
(j + 2− iz)/2) , (24)
for j ∈ N0 − 1/2 and z ∈ C \ i(Z+ 1/2).
We will need the following properties of Vj :
Lemma 12. For every j ∈ N0−1/2 the function (24) is analytic in C\ i(Z+1/2)
and has the following properties:
1. Vj(z) = Vj(−z), for all z ∈ C \ i(Z+ 1/2);
2. Vj(s) is positive and strictly monotonously decreasing for s ∈ R+;
3. Vj(iζ) is positive and strictly monotonously increasing for ζ ∈ [0, 1/2);
4. The relation (
z2 + (j + 1)2
)
Vj(z) =
(
Vj+1(z)
)−1
(25)
holds for all z ∈ C \ i(Z+ 1/2).
Proof. 2. For z ∈ C \ (−N0) let ψ(z) := Γ′(z)/Γ(z) be the digamma function.
Differentiating (24) and using Formula 5.7.7 in [1] we obtain
V ′j (s) = Vj(s) Im
(
ψ
(
(j + 2+ is)/2
)− ψ((j + 1 + is)/2))
= 2sVj(s)
∞∑
k=0
(−1)k+1
s2 + (k + j + 1)2
< 0, for all s > 0.
3. Analogously to 2, we compute
iV ′j (iζ) = 2ζVj(iζ)
∞∑
k=0
(−1)k
(k + j + 1)2 − ζ2 > 0, for all ζ ∈ [0, 1/2).
4. Follows directly from (24) and the recurrence relation Γ(z + 1) = zΓ(z) (valid
for all z ∈ C \ (−N0)).
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Angular decomposition. We can represent arbitrary u ∈ L2(R2) in the polar
coordinates as
u(r, θ) =
1√
2π
∑
m∈Z
r−1/2um(r)eimθ
with
um(r) :=
√
r
2π
∫ 2pi
0
u(r, θ)e−imθdθ.
The map
W : L2(R2)→
⊕
m∈Z
L
2(R+), u 7→
⊕
m∈Z
um (26)
is unitary.
For the proof of the following lemma (based on Lemmata 2.1, 2.2 of [4]) see
the proof of Theorem 2.2.5 in [2].
Lemma 13. For m ∈ Z and z ∈ (1,∞) let
Q|m|−1/2(z) := 2
−|m|−1/2
∫ 1
−1
(1 − t2)|m|−1/2(z − t)−|m|−1/2 dt (27)
be the Legendre function of second kind, see [35], Section 15.3. Let the quadratic
form qm be defined on L
2
(
R+, (1 + p
2)1/2dp
)
by
qm[g] := π
−1
∫∫
R2
+
g(p)Q|m|−1/2
(
1
2
(q
p
+
p
q
))
g(q) dq dp.
Then for every f in the Sobolev space H1/2(R2) the relation∫
R2
|x|−1
∣∣f(x)∣∣2 dx = ∑
m∈Z
qm
[
(Ff)m
]
holds.
The natural Hilbert space for spin-1/2 particles is L2(R2,C2). Moreover, the
natural angular momentum decomposition associated to (1) is not given by (26),
but by
A := SW
(
1 0
0 i
)
,
where the unitary operator S is defined as
S :
⊕
m∈Z
L
2(R+,C
2)→
⊕
κ∈Z+1/2
L
2(R+,C
2),
⊕
m∈Z
(
ϕm
ψm
)
7→
⊕
κ∈Z+1/2
(
ϕκ−1/2
ψκ+1/2
)
.
(28)
For ν ∈ [0, 1/2] and κ ∈ Z+1/2 we define the operators Dνκ,max in L2(R+,C2)
by the differential expressions
dνκ =
 −νr − ddr − κrd
dr
− κ
r
−ν
r
 (29)
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on their maximal domains
D(Dνκ,max) :=
{
u ∈ L2(R+,C2) ∩ ACloc(R+,C2) : dνκu ∈ L2(R+,C2)
}
.
Let Dνmax be the maximal operator in L
2(R2,C2) corresponding to (1) on the
domain
D(Dνmax) :=
{
u ∈ L2(R2,C2) : there exists w ∈ L2(R2,C2) such that
〈u, dνv〉 = 〈w, v〉 holds for all v ∈ C∞0
(
R
2 \ {0},C2)}.
The following Lemma follows from Section 7.3.3 in [29].
Lemma 14. The operator Dνmax preserves the fibres of the half-integer angular
momentum decomposition and satisfies
ADνmaxA∗ =
⊕
κ∈Z+1/2
Dνκ,max.
In the following lemma we construct particular self-adjoint restrictions of Dνκ,max.
Lemma 15. For ν ∈ [0, 1/2] and κ ∈ (Z+ 1/2) let
Cνκ := C
∞
0 (R+,C
2)+˙
{
span{ψνκ}, for κ = ±1/2 and ν ∈ (0, 1/2];
{0}, otherwise, (30)
with
ψνκ(r) :=
√
2π
(
ν√
κ2 − ν2 − κ
)
r
√
κ2−ν2e−r, r ∈ R+. (31)
Then the restriction of Dνκ,max to C
ν
κ is essentially self-adjoint in L
2(R+,C
2). We
define Dνκ to be the self-adjoint operator in L
2(R+,C
2) obtained as the closure of
this restriction.
Proof. For ν ∈ [0, 1/2], κ ∈ Z+ 1/2 let Dν
κ,min be the closure of the restriction of
Dνκ,max to C
∞
0 (R+,C
2). To determine the defect indices of Dν
κ,min we observe that
the fundamental solution of the equation dνκϕ = 0 in R+ is a linear combination
of two functions:
ϕνκ,±(r) :=

(
1/2± 1/2
1/2∓ 1/2
)
r±κ , for ν = 0;(
ν
±√κ2 − ν2 − κ
)
r±
√
κ2−ν2 , for 0 < ν2 < κ2;
ϕνκ,+ :=
(
ν
−κ
)
and ϕνκ, 0(r) :=
(
ν ln r
1− κ ln r
)
, for ν2 = κ2 = 1/4.
Now we apply Theorems 1.4 and 1.5 of [33]. Since ϕνκ,+ 6∈ L2
(
(1,∞)) for any κ
and ν, the differential expression (29) is in the limit point case at infinity. For
κ
2 − ν2 > 1/4 we have ϕνκ,− 6∈ L2
(
(0, 1)
)
and hence (29) is in the limit point
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case at zero. In this case the defect indices of Dν
κ,min are zero and thus D
ν
κ,min is
self-adjoint.
For κ2 − ν2 < 1/4, i.e. κ = ±1/2 and ν ∈ (0, 1/2], any solution of dνκϕ =
0 belongs to L2
(
(0, 1)
)
and hence (29) is in the limit circle case at zero with
the deficiency indices of Dν
κ,min being (1, 1). In this case every one-dimensional
extension of Dν
κ,min which is a restriction of D
ν
κ,max is self-adjoint (see e.g. [3],
Section 4.4.1). Theorem 1.5(2) in [33] implies
lim
ε→+0
〈ϕ(ε), iσ2ψ(ε)〉C2 = 0 for all ϕ ∈ D(Dνκ,min), ψ ∈ D(Dνκ,max). (32)
Choosing ψ(r) := e−rϕνκ,−(r) for ν
2 < κ2 and ψ(r) := e−rϕνκ,0(r) for ν
2 = κ2
in (32), we conclude that ψνκ 6∈ D(Dνκ,min). Thus the closure of the restriction
of Dνκ,max to C
ν
κ is a one-dimensional extension of D
ν
κ,min, hence a self-adjoint
operator.
For ν ∈ (0, 1/2] we now define
Dν := A∗
⊕
κ∈Z+1/2
DνκA. (33)
By Lemma 14, Dν is a self-adjoint operator in L2(R2,C2) corresponding to (1).
Lemma 15 implies
Corollary 16. Let δ·,· be the Kronecker symbol. The set
Cν := C∞0
(
R
2 \ {0},C2)+˙ span{Ψν+,Ψν−}
with
Ψν±(r, θ) :=
(
A∗
⊕
κ∈Z+1/2
δκ,±1/2ψν±1/2
)
(r, θ)
=
(
νei(±1/2−1/2)θ
−i(√1/4− ν2 ∓ 1/2)ei(±1/2+1/2)θ
)
r
√
1/4−ν2−1/2e−r
is an operator core for Dν .
Remark 17. For a particular class of non-semibounded operators a distinguished
self-adjoint realisation can be selected by requiring the positivity of the Schur com-
plement (see [10]). In this sense Dν + diag(1,−1) is a distinguished self-adjoint
realisation of the massive Coulomb-Dirac operator as proven in [22].
MWF-transform. We now introduce the unitary transform
T : L2(R2)→
⊕
m∈Z
L
2(R), T :=MWF , (34)
where M acts fibre-wise. A direct calculation using Lemmata 5 and 8 gives
T ϕ =
⊕
m∈Z
Tm ϕm, (35)
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where for m ∈ Z the operators Tm : L2(R+)→ L2(R) are given by
(Tmφ)(s) := Ξm(s)(Mφ)(−s) for any φ ∈ L2(R+). (36)
In the following two lemmata we study the actions of several operators in the
MWF-representation.
Lemma 18. The relations
(ST )(−iσ · ∇)(ST )∗ =
⊕
κ∈Z+1/2
(R1 ⊗ σ1) (37)
and for any λ ∈ R
T (−∆)λ/2T ∗ =
⊕
m∈Z
Rλ (38)
hold.
Proof. For any (ϕ, ψ) ∈ H1(R2,C2), applying (34), (26) and (28) we obtain
ST (−iσ · ∇)
(
ϕ
ψ
)
= SMW
(
0 pe−iω
peiω 0
)(Fϕ
Fψ
)
=
⊕
κ∈Z+1/2
Mp
(
(Fψ)κ+1/2
(Fϕ)κ−1/2
)
=
( ⊕
κ∈Z+1/2
(MpM∗)⊗ σ1
)
SMWF
(
ϕ
ψ
)
,
which according to (14) and (34) leads to (37). To get (38), the same argument
applies with pλ instead of
(
0 pe−iω
peiω 0
)
and S removed.
Lemma 19. The relation
T | · |−1T ∗ =
⊕
m∈Z
ΞmR
1Ξ−1m (39)
holds.
Proof. For any ϕ ∈ L2
(
R
2,
(
1 + |x|−2) dx) applying (35), (36), (14) and (17) we
obtain for almost every s ∈ R(
T (| · |−1ϕ))(s) = ⊕
m∈Z
Ξm(s)
(
M((·)−1ϕm))(−s) = ⊕
m∈Z
Ξm(s)(R
−1Mϕm)(−s)
=
⊕
m∈Z
Ξm(s)
(
R1
(
(Mϕm)(−·)
))
(s) =
⊕
m∈Z
Ξm(s)
(
R1Ξ−1m Tm ϕm
)
(s).
This together with (35) gives (39).
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U-transform. For κ ∈ Z + 1/2 let the unitary operators Uκ : L2(R+,C2) →
L
2(R,C2) be defined by
Uκ
(
ψ1
ψ2
)
:=
(
ST A∗
⊕
κ˜∈Z+1/2
δκ˜,κ
(
ψ1
ψ2
))
κ
=
( Tκ−1/2ψ1
−iTκ+1/2ψ2
)
. (40)
A straightforward calculation involving (36), (13), (24), (25) and the elemen-
tary properties of the gamma function delivers
Lemma 20. For ν ∈ (0, 1/2] let
β :=
√
1/4− ν2.
The functions (31) from the operator core Cν±1/2 of D
ν
±1/2 satisfy the relation
U±1/2ψν±1/2 = χν±
(
1
νV∓1/2(iβ)
)
+
(
ξν±
ην±
)
with
χν± := νΞ±1/2−1/2
(
i(β + 1/2)
)(· − i)Γ(i ·+β + 1/2)
i(β − 1/2) , (41)
ξν± := νΓ(i ·+β + 1/2)
(
Ξ±1/2−1/2(·) −
(· − i)Ξ±1/2−1/2
(
i(β + 1/2)
)
i(β − 1/2)
)
, (42)
ην± :=
iν2Γ(i ·+β + 1/2)
β ± 1/2
(
Ξ±1/2+1/2(·)−
(· − i)Ξ±1/2+1/2
(
i(β + 1/2)
)
i(β − 1/2)
)
. (43)
3 Fourier-Mellin theory of the relativistic mass-
less Coulomb operator in two dimensions
For α ∈ R consider the symmetric operator
H˜α := (−∆)1/2 − α| · |−1
in L2(R2) on the domain
D(H˜α) := H1(R2) ∩ L2(R2, |x|−2 dx).
According to Lemmata 18 and 19 and Corollary 11 we have
T H˜αT ∗ =
⊕
m∈Z
(
1− αV|m|−1/2(·+ i/2)
)
R1 =:
⊕
m∈Z
H˜αm, (44)
where the right hand side is an orthogonal sum of operators in L2(R) densely
defined on
D(H˜αm) :=
{
ϕ ∈ D1 : Ξ−1m ϕ ∈ D1
}
. (45)
According to Lemma 10, D(H˜αm) = D
1 for m ∈ Z \ {0}. On the other hand,
D(H˜α0 ) 6= D1 for any α 6= 0, which corresponds to the absence of Hardy inequality
in two dimensions.
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Lemma 21. For m ∈ Z and α ∈ R the operator H˜αm is symmetric. It is bounded
below (and non-negative) in L2(R) if and only if
α 6 αm :=
1
V|m|−1/2(0)
=
2Γ2
((
2|m|+ 3)/4)
Γ2
((
2|m|+ 1)/4) . (46)
Proof. For m ∈ Z and ϕ ∈ D(H˜αm) ⊂ D1 using Corollary 11 and Lemma 10 we
compute
〈ϕ, H˜αmϕ〉 = 〈ϕ,R1ϕ〉 − α
〈
ϕ,ΞmR
1Ξ−1m ϕ
〉
=
∫ +∞
−∞
(
1− αV|m|−1/2(s)
)∣∣(R1/2ϕ)(s)∣∣2ds. (47)
Since the right hand side is real-valued, H˜αm is symmetric. By Lemma 12(1, 2) the
condition (46) is equivalent to the non-negativity of 1−αV|m|−1/2(s) for all s ∈ R.
For α > αm, 1 − αV|m|−1/2 is negative on an open interval (−ρ, ρ) (ρ depends on
m and α). For n ∈ N the functions
ϕn := ϕ˜n/‖ϕ˜n‖L2(R), with ϕ˜n(s) := e−n(s−i/2)
2(
1− e−n2(s−i)2)
are normalised in L2(R) and belong to D(H˜αm). Using Lemma 12 we estimate
1− αV|m|−1/2 6
(
1− αV|m|−1/2(ρ/2)
)
1[−ρ/2,ρ/2] + 1R\(−ρ/2,ρ/2) (48)
as a function on R. It follows from (48) that for n big enough (47) becomes
negative with ϕ := ϕn. But then replacing ϕn(s) by λ
isϕn(s) (still normalised
and belonging to D(H˜αm) for all λ ∈ R+) we can make the quadratic form (47)
arbitrarily negative.
Given m ∈ Z, Lemma 21 allows us for α 6 αm to pass from the symmetric
operator H˜αm to the self-adjoint operator H
α
m by Friedrichs extension [14]. The
following description of the domains of Hαm with m 6= 0, α ∈ (0, αm] follows
analogously to Corollary 2 in [17] (see also Section 2.2.3 of [2]) with the help of
Lemma 12:
Lemma 22. Let m ∈ Z \ {0}.
1. For α < V −1|m|−1/2(i/2) the operator H˜
α
m is self-adjoint.
2. For α = V −1|m|−1/2(i/2) the operator H˜
α
m is essentially self-adjoint.
3. For α ∈ (V −1|m|−1/2(i/2), αm] the Friedrichs extension Hαm of H˜αm is the re-
striction of
(H˜αm)
∗ = R1
(
1− αV|m|−1/2(· − i/2)
)
(49)
to
D(Hαm) = D
1+˙ span
{
(· − i/2 + iζm,α)−1
}
,
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where ζm,α is the unique solution of
1− αV|m|−1/2(−iζm,α) = 0 (50)
in (−1/2, 0].
In the case m = 0 the functions V−1/2(· ± i/2) are not bounded on R, which
makes the argument of [17] not directly applicable (as both factors in (49) are
unbounded). Instead of providing an exact description of D(Hα0 ) we prove a
simpler result:
Lemma 23. For α ∈ (0, α0] the domain of the Friedrichs extension Hα0 of H˜α0
satisfies
D(Hα0 ) ⊇ D(H˜α0 )+˙ span{ϕα0 }
with
ϕα0 (s) :=
s− i
(s− 2i)(s− i/2 + iζ0,α)
and ζ0,α defined as in (50). Moreover,
(Hα0 ϕ
α
0 )(s) =
s
(
1− αV−1/2(s+ i/2)
)
(s− i)(s+ i/2 + iζ0,α) (51)
holds for all s ∈ R \ {0}.
Proof. According to Theorem 5.38 in [34], Hα0 is the restriction of (H˜
α
0 )
∗ to
D(Hα0 ) := Q
α
0 ∩ D
(
(H˜α0 )
∗), where Qα0 is the closure of D(H˜α0 ) in the norm of
the quadratic form of H˜α0 + 1.
Since C∞0
(
R2 \ {0}) ⊂ D(H˜α) is dense in H1/2(R2), the representation (44)
shows that D(H˜α0 ) is dense in D
1/2 with respect to the graph norm of R1/2 for all
α ∈ (0, α0]. Lemma 21 implies the inequalities
〈ϕ,R1ϕ〉 > 〈ϕ, H˜α0 ϕ〉 > (1− α/α0)〈ϕ,R1ϕ〉
for all α ∈ (0, α0] and ϕ ∈ D(H˜α0 ). Thus Qα0 = D1/2 ⊂ Qα00 for α ∈ (0, α0) and
the right hand side of (47) coincides with the closure of the quadratic form of H˜α0
on every ϕ ∈ D1/2 for α ∈ (0, α0].
For n ∈ N let ψn(s) := (s − i)(s − 2i)−1(s − i/2 − i/n)−1 ∈ D1/2 ⊂ Qα00 .
Computing the right hand side of (47) on ϕ := ψn − ψm with m 6 n we obtain∫ +∞
−∞
(
1− α0V−1/2(s)
)∣∣R1/2(ψn − ψm)(s)∣∣2ds 6 ∫ +∞
−∞
(
1− α0V−1/2(s)
)
s2(m2s2 + 1)
ds.
By Lemma 12 and monotone convergence we conclude that (ψn)n∈N is a Cauchy
sequence in Qα00 which converges to ϕ
α0
0 in L
2(R). Thus ϕα00 belongs to Q
α0
0 .
For every ϕ ∈ D(H˜α0 ) with α ∈ (0, α0] taking into account the relations
ϕα0 ∈ D1/4, Ξ−10 ϕα0 ∈ D1/4 and
(
1− αV−1/2(· − i/4)
)
ϕα0 (·+ i/4) ∈ D3/4
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(recall (50) and (21)) and using Corollary 11 and Lemma 10 we obtain
〈ϕα0 , H˜α0 ϕ〉 =
〈
ϕα0 ,
(
R1 − αΞ0R1Ξ−10
)
ϕ
〉
= 〈R1/4ϕα0 , R3/4ϕ〉 − α〈R1/4Ξ−10 ϕα0 , R3/4Ξ−10 ϕ〉
=
〈(
1− αV−1/2(· − i/4)
)
ϕα0 (·+ i/4), R3/4ϕ〉
=
〈(
1− αV−1/2(·+ i/2)
)
ϕα0 (·+ i), ϕ
〉
.
It follows that ϕα0 ∈ D
(
(H˜α0 )
∗) and (51) holds for all α ∈ (0, α0].
We now make a crucial observation concerning the functions (31) transformed
in Lemma 20.
Lemma 24. Let ν ∈ (0, 1/2]. The functions (41), (42) and (43) satisfy:
1. ξν± and η
ν
± belong to D
1;
2. Ξ−10 ξ
ν
+ and Ξ
−1
0 η
ν
− belong to D
1;
3. χν± belong to D
(
H
(V−1/2(iβ))
−1
0
)
and
H
(V−1/2(iβ))
−1
0 χ
ν
± =
(
1− (V−1/2(iβ))−1V−1/2(· + i/2))χν±(· + i); (52)
4. χν± belong to D
(
H
(V1/2(iβ))
−1
1
)
.
Proof. 1. By Remark 9 and since the gamma function is analytic in C \ (−N0)
with a simple pole at zero, ξν± and η
ν
± are analytic in a complex neighbourhood of
the strip S1. Thus, for every ρ > 0, ξν± and η
ν
± are bounded on Aρ :=
{
z ∈ C :
Re z ∈ [−ρ, ρ], Im z ∈ [0, 1]}. On S1 \ Aρ substituting the asymptotics (20) into
(42), (43) and (15) (or using (17) and (21)) and choosing ρ big enough we obtain
the properties 1.–3. of Definition 6.
2. Both Ξ−10 ξ
ν
+ and Ξ
−1
0 η
ν
− are analytic in a complex neighbourhood of S
1.
We can thus repeat the proof of 1. taking (21) into account.
3. By Lemma 23, it suffices to show that
χν± + iν
2β − 3
2β − 1Ξ±1/2−1/2
(
i(β + 1/2)
)
ϕ
(V−1/2(iβ))
−1
0 ∈ D
(
H˜
(V−1/2(iβ))
−1
0
)
, (53)
see (45). This follows analogously to 1, since ζ0,(V−1/2(iβ))−1 := −β is the solution
of (50). Formula (52) follows from (53), (44) and (51).
4. The proof is analogous to 3. Since ζ1,(V1/2(iβ))−1 := −β is the solution of
(50) we conclude that
χν± + iνΞ±1/2−1/2
(
i(β + 1/2)
)( · −i/2 + iζ1,(V1/2(iβ))−1)−1
belongs to D
(
H˜
(V1/2(iβ))
−1
1
)
characterised in Lemma 22.
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4 Critical channels estimate
For ν ∈ (0, 1/2] we introduce the (2× 2)-matrix-valued function on R:
Mν±(s) :=
(−νV∓1/2(s+ i/2) 1
1 −νV±1/2(s+ i/2)
)
.
Lemma 25. For any Ψ ∈ Cν±1/2 there exists a decomposition
U±1/2Ψ =
(
ζ
υ
)
+ aχν±
(
1
νV∓1/2(iβ)
)
(54)
with ζ ∈ D
(
H˜
(V∓1/2(iβ))
−1
1/2∓1/2
)
, υ ∈ D
(
H˜
(V±1/2(iβ))
−1
1/2±1/2
)
and a ∈ C. Moreover, the
representation
U±1/2Dν±1/2Ψ =Mν±
(
R1ζ + aχν±(·+ i)
R1υ + aνV∓1/2(iβ)χν±(·+ i)
)
holds.
Proof. The decomposition (54) follows from (30), Lemma 20, (45) and Lemma 24.
For any (̟, ς) ∈ C∞0
(
R+,C
2
)
using (33), (40), Lemmata 18 and 19, Corollary 11,
(52) and (49) we obtain〈
Dν±1/2Ψ,
(
̟
ς
)〉
=
〈
Ψ, Dν±1/2
(
̟
ς
)〉
=
〈
Ψ,
(
A(ST )∗ST Dν(ST )∗ST A∗
⊕
κ∈Z+1/2
δκ,±1/2
(
̟
ς
))
κ=±1/2
〉
=
〈(ζ
υ
)
+ aχν±
(
1
νV∓1/2(iβ)
)
,(
−νΞ1/2∓1/2R1Ξ−11/2∓1/2 R1
R1 −νΞ1/2±1/2R1Ξ−11/2±1/2
)
U±1/2
(
̟
ς
)〉
=
〈
Mν±R
1
(
ζ
υ
)
,U±1/2
(
̟
ς
)〉
+ a
〈
χν±
(
νV∓1/2(iβ)
1
)
,
H(V∓1/2(iβ))−11/2∓1/2 0
0 H
(V±1/2(iβ))
−1
1/2±1/2
U±1/2(̟
ς
)〉
=
〈
U∗±1/2Mν±
(
R1ζ + aχν±(·+ i)
R1υ + aνV∓1/2(iβ)χν±(·+ i)
)
,
(
̟
ς
)〉
.
By density of C∞0
(
R+,C
2) the claim follows.
Lemma 26. For ν ∈ (0, 1/2] define the functions
Kν±(s) :=
∣∣∣1− (V±1/2(iβ))−1V±1/2(s+ i/2)∣∣∣2
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on R \ {0}. Then there exists a constant ην > 0 such that the lower bound
(Mν±)
∗Mν± > ην diag(K
ν
∓,K
ν
±) (55)
holds point-wise on R \ {0}.
Proof. It is enough to establish (55) for Mν+ and then use the relation M
ν
− =
σ1M
ν
+σ1. We introduce the shorthand V := V1/2(iβ) = ν
−2(V−1/2(iβ))−1 (see
(25) for the second equality). For any s ∈ R \ {0}, estimating
Kν±(s) 6 2
(
1 +
(
V±1/2(iβ)
)−2∣∣V±1/2(s+ i/2)∣∣2)
and using (24) we obtain
Kν+(s) 6 2
(
1 + (1 + s2)−1V −2
)
and
Kν−(s) 6 2(1 + ν
4V 2s−2).
Analogously we get
(
Mν+(s)
)∗
Mν+(s) =
 1 + ν2s−2 −ν(1− 2is)s2 + is P (s)
−ν(1 + 2is)
s2 − is P (s) 1 + ν
2(1 + s2)−1

with
P (s) :=
Γ
(
(1 + is)/2
)
Γ(−is/2)
Γ
(
(1 − is)/2)Γ(is/2) , ∣∣P (s)∣∣ = 1.
Thus for any η > 0 the inequality
det
((
Mν+(s)
)∗
Mν+(s)−
η
2
diag
(
Kν−(s),K
ν
+(s)
))
>
As4 + Bs2 + C
s2(1 + s2)V 2
(56)
holds with
A := V 2(1 − η)2,
B := V 2(1 − 2ν2)− (1 + 2V 2 + 2ν2V 2 + ν4V 4)η + (1 + V 2 + ν4V 4)η2,
C := ν4V 2 − ν2(1 + V 2 + ν2V 4 + ν4V 4)η + ν4V 2(1 + V 2)η2.
There exists ην > 0 such that for any η ∈ [0, 2ην ] the coefficients A, B and C
are strictly positive, hence also the right hand side of (56). Since for η = 0 both
eigenvalues of
(
Mν+(s)
)∗
Mν+(s) are positive, both eigenvalues of(
Mν+(s)
)∗
Mν+(s)− η diag
(
Kν−(s),K
ν
+(s)
)
are non-negative for all s ∈ R \ {0} provided η ∈ [0, ην ].
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Remark 27. It is easy to see that
ην = inf
s∈R\{0}
ην−(s), (57)
where ην−(s) is the smallest of the two solutions η of
det
((
Mν+(s)
)∗
Mν+(s)− η diag
(
Kν−(s),K
ν
+(s)
))
= 0.
Numerical analysis indicates that the infimum in (57) is achieved for s = +0 and
is thus equal to
1
2
(
ν2 + 1(
1− V1/2(iβ)−1
)2 + ν2V−1/2(iβ)2
−
√√√√( ν2 + 1(
1− V1/2(iβ)−1
)2 + ν2V−1/2(iβ)2)2 − 4ν4V−1/2(iβ)2(
1− V1/2(iβ)−1
)2
)
.
The final result of this section is
Lemma 28. The inequality
(Dν±1/2)
2
> ην
(U∗±1/2 diag(H(V∓1/2(iβ))−11/2∓1/2 , H(V±1/2(iβ))−11/2±1/2 )U±1/2)2 (58)
holds for any ν ∈ (0, 1/2] with ην defined in Lemma 26.
Proof. For arbitrary Ψ ∈ Cν±1/2 we use (54) to represent U±1/2Ψ. Applying Lem-
mata 25, 26, 23 and 22 together with Equation (52) we get
‖Dν±1/2Ψ‖2 =
∥∥∥∥Mν±( R1ζ + aχν±(·+ i)R1υ + aνV∓1/2(iβ)χν±(·+ i)
)∥∥∥∥2
> ην
∥∥∥∥∥∥∥∥

(
1− V∓1/2(·+ i/2)
V∓1/2(iβ)
)(
R1ζ + aχν±(·+ i)
)
(
1− V±1/2(·+ i/2)
V±1/2(iβ)
)(
R1υ + aνV∓1/2(iβ)χν±(·+ i)
)

∥∥∥∥∥∥∥∥
2
= ην
∥∥U∗±1/2 diag(H(V∓1/2(iβ))−11/2∓1/2 , H(V±1/2(iβ))−11/2±1/2 )U±1/2Ψ∥∥2.
Since Cν±1/2 is an operator core for D
ν
±1/2, we conclude (58).
5 Non-critical channels estimate
Lemma 29. For ν ∈ (0, 1/2] the operator inequalities
(Dνκ)
2
>
(
1− ν(3(16 + ν2)1/2 − 5ν)/8)(U∗κR1Uκ)2 (59)
hold true for all κ ∈ (Z+ 1/2) \ {−1/2, 1/2}.
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Proof. As in Lemma 28, it is enough to prove (59) on the functions from the
operator core Cνκ which, according to (30), coincides with C
∞
0 (R+,C
2).
With the help of Lemma 18, (40) and (33) we get for every ϕ ∈ C∞0 (R+,C2)
‖U∗κR1Uκϕ‖2 =
∥∥∥ ⊕
κ˜∈Z+1/2
δκ˜,κR
1Uκϕ
∥∥∥2
=
∥∥∥ST (−∆)1/2(ST )∗ ⊕
κ˜∈Z+1/2
δκ˜,κ Uκϕ
∥∥∥2
=
∥∥∥A(−iσ · ∇)A∗(ST A∗)∗ ⊕
κ˜∈Z+1/2
δκ˜,κ Uκϕ
∥∥∥2 = ‖D0κϕ‖2.
It is thus enough to prove (59) with D0κ instead of U∗κR1Uκ .
For b ∈ R we introduce a family of matrix-functions
Aνκ(b, s) :=
(
ν2 + b
(
s2 + (1/2− κ)2) 2ν(is+ κ)
2ν(−is+ κ) ν2 + b(s2 + (κ + 1/2)2)
)
, s ∈ R.
A straightforward calculation using Lemma 15, (29) and (13) delivers
‖Dνκϕ‖2 = ‖MDνκϕ‖2 =
∞∫
−∞
〈
(R−1Mϕ)(s), Aνκ(1, s)(R−1Mϕ)(s)
〉
ds.
Thus
‖Dνκϕ‖2 − (1 − b)‖D0κϕ‖2 =
∫ ∞
−∞
〈
(R−1Mϕ)(s), Aνκ(b, s)(R−1Mϕ)(s)
〉
ds (60)
holds. The eigenvalues of Aνκ(b, s) are given by
aνκ,±(b, s) := ν
2 + b/4 + κ2b+ s2b± (4κ2ν2 + 4ν2s2 + κ2b2)1/2. (61)
Note that aνκ,± = a
ν
−κ,±.
We now seek b < 1 such that the inequality aνκ,−(b, s) > 0 holds for all κ ∈
N1+1/2 and s ∈ R. We claim that, for all other parameters being fixed, aνκ,−(b, s)
is an increasing function of κ ∈ N1 + 1/2 provided b > 2ν/
√
15 holds. Indeed,
extending (61) to κ ∈ R, we get
aνκ+1,−(b, s)− aνκ,−(b, s) =
∫ κ+1
κ
∂aν
κ˜,−
∂κ˜
(b, s) dκ˜
= (2κ + 1)b−
∫ κ+1
κ
(4ν2 + b2)κ˜√
(4ν2 + b2)κ˜2 + 4ν2s2
dκ˜ > 4b−
√
4ν2 + b2 > 0.
Note that aν3/2,−(b, s) = a
ν
3/2,−(b,−s). For s > 0 and
b > ν
√
2(
√
13/3− 1)
(
> 2ν/
√
15
)
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we have
∂aν3/2,−(b, s)
∂s
= 2bs− 4ν
2s√
9ν2 + 4ν2s2 + 9b2/4
> 2s
(
b− 2ν2/
√
9ν2 + 9b2/4
)
> 0.
Thus, provided
b > ν
(
3
√
16 + ν2 − 5ν)/8 ( > ν√2(√13/3− 1) for all ν ∈ (0, 1/2])
holds, for any s ∈ R and κ ∈ N1 + 1/2 we have
aνκ,−(b, s) > a
ν
3/2,−(b, 0) = ν
2 + 5b/2− 3
√
ν2 + b2/4 > 0.
It follows now from (60) that
(Dνκ)
2
>
(
1− ν(3(16 + ν2)1/2 − 5ν)/8)(D0κ)2
(and hence (59)) holds for all ν ∈ (0, 1/2] and κ ∈ (Z+ 1/2) \ {−1/2, 1/2}.
6 Critical lower bounds
In this section we prove lower bounds analogous to the critical hydrogen inequality
introduced in Theorem 2.3 of [28] and further developed in [11].
For γ ∈ R we introduce the quadratic form
pγ [f ] :=
∫
R+
pγ
∣∣f(p)∣∣2 dp
on L2
(
R+, (1 + p
γ)dp
)
.
The next theorem will imply a lower bound for the quadratic form of the critical
operator Hαmm . Recall the definition (46) of αm and Lemma 13.
Theorem 30. For any m ∈ Z and λ ∈ (0, 1) there exists Km,λ > 0 such that for
all l > 0 the inequality
p1 − αmqm > Km,λlλ−1pλ − l−1p0 (62)
holds on L2
(
R+, (1 + p)dp
)
.
Proof. Let m ∈ Z, λ ∈ (3/4, 1) and f ∈ L2(R+, (1 + p)dp). Using the non-
negativity of Q|m|−1/2, the Cauchy-Bunyakovsky-Schwarz inequality and that
(q + lλ−1qλ)−1 6 q−1 − lλ−1qλ−2 + l2(λ−1)q2λ−3 holds for all q, l > 0
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(which follows from (1 + z)−1 6 1 − z + z2 for all z > 0 by letting z := (lq)λ−1)
we obtain
qm[f ] =
1
π
∫ ∞
0
∫ ∞
0
f(p)f(q)Q|m|−1/2
(
1
2
(p
q
+
q
p
))
dq dp
6
1
π
∫ ∞
0
∫ ∞
0
∣∣f(p)∣∣2Q|m|−1/2(1
2
(p
q
+
q
p
))(p+ lλ−1pλ
q + lλ−1qλ
)
dq dp
6
1
π
∫ ∞
0
∫ ∞
0
∣∣f(p)∣∣2Q|m|−1/2(1
2
(p
q
+
q
p
))
× (p+ lλ−1pλ)(q−1 − lλ−1qλ−2 + l2(λ−1)q2λ−3)dq dp.
(63)
From (27) it is easy to find the asymptotics
Q|m|−1/2
(
(x+ x−1)/2
) ∼ π1/2Γ(|m|+ 1/2)
Γ
(|m|+ 1)
{
x−|m|−1/2, for x→ +∞;
x|m|+1/2, for x→ +0,
which implies that the function
V|m|−1/2(z) :=
1
π
∫ ∞
0
Q|m|−1/2
(
(x + x−1)/2
)
x−iz−1dx
=
piz
π
∫ ∞
0
Q|m|−1/2
(
1
2
(p
q
+
q
p
))
q−iz−1dq
is well-defined and analytic in the strip
{
z ∈ C : Im z ∈ (−|m|−1/2, |m|+1/2)}. It
also coincides there with the function defined in (24), as can be seen by comparing
Lemma 13 with Lemmata 19, 10 and Corollary 11 or by a calculation as in Section
VI of [17].
We can then rewrite the right hand side of (63) obtaining
qm[f ] = V|m|−1/2(0)p1[f ] +
(
V|m|−1/2(0)− V|m|−1/2
(
i(λ− 1)))lλ−1pλ[f ]
+
(
V|m|−1/2
(
2i(λ− 1))− V|m|−1/2(i(λ− 1)))l2(λ−1)p2λ−1[f ]
+ V|m|−1/2
(
2i(λ− 1))l3(λ−1)p3λ−2[f ].
(64)
Lemmata 21 and 12 imply
V|m|−1/2(0) = α−1m ;
V|m|−1/2(0)− V|m|−1/2
(
i(λ− 1)) < 0;
V|m|−1/2
(
2i(λ− 1))− V|m|−1/2(i(λ− 1)) > 0;
V|m|−1/2
(
2i(λ− 1)) > 0.
(65)
For every λ ∈ (3/4, 1) and ε1, ε2 > 0 there exist C1, C2 > 0 such that the inequal-
ities
l2(λ−1)p2λ−1 6 ε1pλlλ−1 + C1l−1, l3(λ−1)p3λ−2 6 ε2pλlλ−1 + C2l−1 (66)
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hold for all p, l > 0. Substituting (66) into (64) and taking (65) into account by
choosing ε1 and ε2 > 0 small enough we obtain
qm[f ] 6 p
1[f ]/αm − C1(m,λ)lλ−1pλ[f ] + C2(m,λ)l−1p0[f ] (67)
with C1(m,λ), C2(m,λ) > 0 for λ ∈ (3/4, 1). For λ ∈ (0, 3/4], λ′ ∈ (3/4, 1) we
can find a constant C3(λ, λ
′) > 0 with
lλ
′
pλ
′
> −C3(λ, λ′)p0 + lλpλ
and get (67) for λ from (67) for λ′. Rescaling l and using αm > 0 we arrive at
(62).
Corollary 31. For m ∈ Z and λ ∈ (0, 1) the inequality
Hαmm > Km,λl
λ−1Rλ − l−1 (68)
holds for all l > 0 with Km,λ as in (62).
Proof. For any ϕ ∈ D(H˜αmm ) we have
〈ϕ, H˜αmm ϕ〉 = 〈ϕ,R1ϕ〉 − αm〈ϕ, V|m|−1/2(·+ i/2)R1ϕ〉. (69)
By (14), the first term on the right hand side of (69) coincides with p1[M∗ϕ].
Letting
Φ := T ∗
⊕
n∈Z
δn,mϕ
and using Lemma 19, Corollary 11 and Lemma 13 we obtain
〈ϕ, V|m|−1/2(·+ i/2)R1ϕ〉 = 〈Φ, r−1Φ〉 = qm[M∗ϕ].
Thus (69) can be written as
〈ϕ, H˜αmm ϕ〉 = p1[M∗ϕ]− αmqm[M∗ϕ]
for any ϕ ∈ D(H˜αmm ). Using Theorem 30, (14) and that Hαmm is the Friedrichs
extension of H˜αmm we conclude (68).
7 Proofs of the main theorems
Proof of Theorem 1. 1. By Lemma 21
〈ϕ, H˜αmϕ〉 > (1− α/αm)〈ϕ,R1ϕ〉
holds for all m ∈ Z, α ∈ [0, αm) and ϕ ∈ D(H˜αm). Passing to the Friedrichs
extension and using (46) we obtain
Hαm >
(
1− αV|m|−1/2(0)
)
R1. (70)
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By the operator monotonicity of the square root, Lemma 28 implies
|Dν±1/2| > η1/2ν U∗±1/2 diag
(
H
(V∓1/2(iβ))
−1
1/2∓1/2 , H
(V±1/2(iβ))
−1
1/2±1/2
)
U±1/2. (71)
With (70) we conclude
|Dν±1/2| > η1/2ν min
{
1− V−1/2(0)
V−1/2(iβ)
, 1− V1/2(0)
V1/2(iβ)
}
U∗±1/2R1U±1/2. (72)
Lemma 29 implies, in its turn, the estimate
|Dνκ | >
(
1− ν(3(16 + ν2)1/2 − 5ν)/8)1/2 U∗κR1Uκ. (73)
Combining it with (72), (33) and Lemma 18 we arrive at
|Dν | > CνA∗
( ⊕
κ∈Z+1/2
U∗κR1Uκ
)
A = CνT ∗
(⊕
m∈Z
R1
)
T = Cν
√
−∆ (74)
with
Cν := min
{
η1/2ν
(
1− V−1/2(0)
V−1/2(iβ)
)
, η1/2ν
(
1− V1/2(0)
V1/2(iβ)
)
,(
1− ν(3(16 + ν2)1/2 − 5ν)/8)1/2}.
2. Corollary 31 and (71) imply
|Dν±1/2| > η1/2ν
(
min{K0,λ,K1,λ}lλ−1U∗±1/2RλU±1/2 − l−1
)
. (75)
For κ ∈ (Z+ 1/2) \ {−1/2, 1/2} we combine (73) and the simple inequality
R1 > λ−λ(1 − λ)λ−1lλ−1Rλ − l−1
which follows from the spectral theorem. This together with (75) implies (3) with
Kλ := min
{
η
λ/2
1/2K0,λ, η
λ/2
1/2K1,λ, λ
−λ(1 − λ)λ−12−5λ/2(37− 3
√
65)λ/2
}
by a calculation analogous to (74).
Proof of Corollary 2. Under the assumptions of Corollary 2 for any ε > 0
there exists a decomposition
V = Vε +Bε (76)
with
‖ trV 2+γε ‖L1(R2) < ε2+γ and Bε ∈ L∞(R2,C2×2).
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By Ho¨lder and Sobolev inequalities there exists CS > 0 such that for any ϕ ∈
P ν+D
(|Dν |1/2) we get∣∣∣∣ ∫
R2
〈
ϕ(x), Vε(x)ϕ(x)
〉
dx
∣∣∣∣ 6 ε‖ϕ‖2
L
4+2γ
1+γ (R2)
6 εCS
∥∥(−∆)1/(4+2γ)ϕ∥∥2. (77)
Now (2) and the estimate (−∆)1/(2+γ) 6 (−∆)1/2 + 1 imply∥∥(−∆)1/(4+2γ)ϕ∥∥2 6 C−1ν ∥∥|Dν |1/2ϕ∥∥2 + ‖ϕ‖2, (78)
for any ν ∈ [0, 1/2), γ > 0. For ν = 1/2 and γ > 0 we use (3) with λ := 2/(2+ γ),
l := K
(2+γ)/γ
2/(2+γ) obtaining∥∥(−∆)1/(4+2γ)ϕ∥∥2 6 ∥∥|D1/2|1/2ϕ∥∥2 +K−(2+γ)/γ2/(2+γ) ‖ϕ‖2. (79)
Combining (76) and (77) with (78) or (79) we conclude that V is an infinitesimal
form perturbation of dν(0, 0) for all (ν, γ) ∈ ([0, 1/2]× [0,∞)) \ {(1/2, 0)}. This
together with (5) implies that dν(w, V ) is bounded from below by some −M ∈ R
and that
dν(w, V )[·] + (M + 1)‖ · ‖2 and dν(0, 0)[·] + ‖ · ‖2
are equivalent norms on P ν+D
(|Dν |1/2) (see e.g. the proof of Theorem X.17 in
[25]).
Proof of Theorem 3. Using the spectral theorem and (2) we obtain
rank
(
Dν(w, V )
)
− = sup dim
{
X subspace of P ν+D
(|Dν |1/2) :
dν(w, V )[ψ] < 0 for all ψ ∈ X \ {0}
}
6 sup dim
{
X subspace of H1/2(R2,C2) : for all ψ ∈ X \ {0}
∥∥(−∆)1/4ψ∥∥2 − C−1ν ∫
R2
〈
ψ(x), V (x)ψ(x)
〉
dx < 0 holds.
}
= rank
(
(−∆)1/2 − C−1ν V
)
−,
where the operator on the right hand side is the one considered in Example 3.3 of
[12]. The statement now follows from (7) with
CCLRν := 4C
−2
ν /π.
Proof of Theorem 4. For ν < 1/2, the statement follows from Theorem 3 in
the usual way. First, we pass to the integral representation
tr
(
Dν(w, V )
)γ
− = γ
∫ ∞
0
rank
(
Dν(w, V ) + τ
)
−τ
γ−1dτ
6 γ
∫ ∞
0
rank
(
Dν
(
w, (V − τ)+
))
−
τγ−1dτ.
(80)
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Now, applying (6), we can estimate the right hand side of (80) by
γCCLRν
∫
R2
∫ ∞
0
tr
(
V (x)− τ)2
+
τγ−1dτ dx. (81)
For x ∈ R let v1,2(x) be the eigenvalues of V (x). Computing the trace in the
eigenbasis of V (x) we obtain for all τ > 0
tr
(
V (x) − τ)2
+
=
2∑
j=1
(
vj(x)− τ
)2
+
. (82)
Substituting (82) into (81) and computing the integrals we derive (8) with
CLTν,γ =
2CCLRν
(γ + 1)(γ + 2)
, for ν < 1/2.
For ν = 1/2, the inequality (8) follows from (3) by a calculation similar to the
one in the proof of Theorem 1.1 in [11]. Namely, proceeding analogously to the
proof of Theorem 3, but using (3) instead of (2), we observe the inequalities
rank
(
D1/2(w, V ) + τ
)
− 6 rank
(
(−∆)λ/2 −K−1λ l1−λ
(
V + (l−1 − τ)))
−
(83)
for all λ ∈ (0, 1), τ, l > 0. We now let l := (στ)−1 with σ ∈ (0, 1) and estimate the
right hand side of (83) from above with the help of (7) by
(2πλ)−1(1− λ/2)1−4/λK−2/λλ (στ)2(λ−1)/λ
∫
R2
tr
(
V (x)− (1− σ)τ)2/λ
+
dx.
Substituting this into (80) and integrating in τ we get for 2/(2 + γ) < λ < 1
tr
(
Dν(w, V )
)γ
− 6 C
LT
1/2,γ(λ, σ)
∫
R2
tr
(
V (x)
)2+γ
dx
with
CLT1/2,γ(λ, σ) := γ
(
1− λ
2
)1− 4λ Γ(2 + γ − 2λ)Γ(1 + 2λ)
2πλK
2
λ
λ Γ(3 + γ)
σ2−
2
λ (1− σ)−γ−2+ 2λ .
The estimate (8) follows with
CLT1/2,γ := min
λ∈(2/(2+γ),1)
σ∈(0,1)
CLT1/2,γ(λ, σ) = min
λ∈(2/(2+γ),1)
CLT1/2,γ
(
λ,
2(1− λ)
λγ
)
.
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