Abstract. Let G be a closed, non-transitive subgroup of O(n + 1), where n ≥ 2, and let Q n = S n /G. We will show that for each n there is a lower bound for the diameter of Q n . If G is finite then Q n is an orbifold of constant curvature one and an explicit lower bound can be given. For Coxeter groups, the resulting lower bound is independent of dimension. Otherwise, Q n is a spherical Alexandrov space and we will show existence of a lower bound. In the process, we will compute some examples of quotient spaces and their diameters.
Introduction
While representations of compact Lie groups are well understood, the geometry of the corresponding spherical quotients is virtually unknown. Let G be a closed, nontransitive subgroup of O(n + 1), where n ≥ 2, and let Q n = S n /G. The goal of this paper is to find lower bounds for the diameter of Q n . Knowing how small the diameter can get not only gives information about Q n itself, but can also lead to other interesting results. For example, for the equivariant sphere theorem in [21] , let G be a closed subgroup of the isometries of a closed manifold M with positive sectional curvature. Given any point p on the manifold, the tangent space to the orbit Gp at p is invariant under the isotropy group at p, which is a subgroup of the orthogonal group, O(T p M ). Hence, the normal space is also left invariant. Let S [p] be the quotient of the unit sphere in this normal space by the isotropy group at p. This is one of the above spaces Q n . If two points p and q can be found on M so that the diameters of S [p] and S [q] are both less than
, then M is the union of tubular neighborhoods about the orbits of these points. Thus, local diameter information gives global results about the structure of the manifold.
For lower bounds on the diameter, it is only necessary to examine irreducible actions since the diameter of a reducible action is π when there is a point of S n fixed by the entire group, and π 2 otherwise (see [21] and [4] ). If the group is finite, then the resulting quotient space is a constant curvature one orbifold. If Γ acts properly discontinuously and freely, then S n /Γ is a manifold. All such groups are classified in [34] . McGowan [25] used this classification to show that diameters of these manifolds are bounded below by 1 2 arccos( tan( (see also [18] ). This lower bound is optimal and occurs in dimension n = 3.
The problem of classifying all finite subgroups of O(n+1) is equivalent to classifying all orthogonal representations of finite groups. Hence, methods of exhaustive computation, as in the manifold case, are not feasible beyond a few small dimensions.
After providing the necessary background in Section 2, this paper discusses lower bounds on the diameter of S n /Γ when Γ is closed and non-transitive, applications, and an exhaustive computation of the resulting spaces and their diameters for a wide class of groups.
We first examine the diameters of spaces resulting from finite groups in Section 3. Theorem 3.14 If Γ is finite, then there exists , depending only on n, so that diam(S n /Γ) ≥ (n).
The lower bound (n) is explicit in the proof of the theorem, although it does tend to 0 as n gets large. A brief sketch of the proof follows. Using ideas in the proof of Bieberbach's first theorem [9] , it can be shown that elements within a neighborhood of the identity commute, since Γ is a finite group. Then, a finite index abelian subgroup of Γ can be found so that the index can be universally controlled. The diameter of the abelian subgroup, which we prove to be at least π 2 , and the index are used to bound the diameter of S n /Γ by a constant which depends only on n.
Corollary 3.14.1 If Γ is a finite subgroup of the isometry group of M n , where M n is CP n or HP n , then there exists depending only on n, so that diam(M n /Γ) ≥ (n).
The proof is an extension of Theorem 3.14 via a Hopf-fibration argument. . This is achieved as the diameter of a quotient of S 3 . The diameter of Coxeter orbifolds, resulting from groups generated by reflections, increases monotonically in n, and as n approaches infinity, the diameter approaches
We next examine the diameters of spaces resulting from closed, infinite, nontransitive groups in Section 4. If the group is infinite, then the resulting quotient space is an Alexandrov space with curvature bounded below. The explicit orbifold lower bounds in Theorem A do not apply since discreteness was needed in the proof. When the quotient space is an interval, the action is called a cohomogeneity-one action. Since the orbits Γp are isoparametric hypersurfaces in spheres, the length of the intervals are at least π 6 (see [23] ). There are only two examples, in dimensions 7 and 13, where the diameter is equal to π 6 . However, unlike the manifold and Coxeter orbifold cases, there is an entire class of cohomogeneity-one actions on S n , including actions for arbitrarily large dimensions, which result in a quotient space of diameter π 4 .
Theorem 4.3 If Γ is a non-transitive group, then there exists , depending only on n, so that diam(S n /Γ) ≥ (n).
The lower bounds are not explicit since the proof is by contradiction. We show that a non-transitive sequence of groups cannot converge to a transitive subgroup of SO(n+1). The proof relies on a theorem of Montgomery and Zippin [28] , which says that groups converging to a Lie group must eventually be conjugate to subgroups. Corollary 3.14.1 is needed when the transitive group is not simple.
Finally, we summarize the diameter results in Table 2 . For quotient space orbifolds, we find lower bounds which decrease to 0 as n gets large, but it is an interesting question whether optimal lower bounds actually do decrease with n, or whether the optimal lower bound is always achieved in dimension 3, as in the manifold and Coxeter orbifold cases, and whether it is always true, as in the manifold and Coxeter orbifold cases, that the optimal lower bound for the diameter increases to π 2 as n goes to infinity. I would like to thank my advisor, Wolfgang Ziller, for his guidance and patience. I am grateful to Karsten Grove, whose idea of taking limits of groups was the beginning of the proof of Theorem 4.3, and Kevin Whyte, for the idea of the proof of Theorem 3.14.
2. Background 2.1. Riemannian Orbifolds. We present some basic ideas and intuition about Riemannian orbifolds along with references where rigorous definitions and proofs can be found.
While a manifold locally looks like Euclidean space, R n , [13] , an orbifold locally looks like the quotient of R n by a discrete group action (see [29, page 662] or [30, section 2] ). A Riemannian orbifold locally looks (isometrically) like the quotient of a Riemannian manifold by a finite subgroup of its isometry group [4, pages 9-12] . See [4, pages 24-28] and [20, chapter 3] for examples of Riemannian orbifolds.
Remark 2.1. In general, an orbifold is not even homeomorphic to a manifold. For example, look at x → −x as a Z 2 action on R 3 . Now, R 3 /Z 2 is homeomorphic to a cone on RP 2 , but is not homeomorphic to a manifold at the cone point. However, in dimension 2, any orbifold is homeomorphic to a manifold [30, page 422 ]. Yet, orbifolds with cone points are not isomorphic or isometric to manifolds. Remark 2.2. For the purpose of this paper, we drop the Riemannian label and assume that all of our orbifolds are Riemannian.
One can measure distance locally on an orbifold via lifting up to the Riemannian manifold to compute lengths. To measure distance globally, we add up local lengths. While these local lifts are not unique, the length of a curve is well defined [4, pages 18-22] . One can define orbifold curvature as the curvature of the Riemannian manifold in the local lift. Other Riemannian geometric concepts can also be extended to orbifolds. For example, Toponogov's Theorem, Volume Comparison, Sphere Theorems, Finiteness Theorems and The Closed Geodesic Problem are all discussed in [4] .
A good orbifold is the global quotient of a Riemannian manifold by a discrete subgroup of its isometry group [4, page 11] . A bad orbifold is an orbifold which does not arise in this manner. 
there is a point of S
n fixed by the whole group.
Lemma 2.6. ([5],[26]) Let
Reducible actions lead to a large diameter of at least π 2 by the above lemmas. In addition, the resulting diameter corresponding to a group is no larger than the resulting diameter corresponding to its subgroups [26].
3. Finite Groups 3.1. Intuition and Examples. As we saw in Section 2.3, it is only necessary to examine irreducible actions for a lower bound on the diameter, since the diameter is π when there is a point of S n fixed by the entire group and π 2 for all other reducible actions.
Orbifolds. If the group G is finite, then the resulting quotient space is a constant curvature one orbifold. In order to obtain a small diameter, a first guess would be to look at the resulting space corresponding to a large group action. We now look at abelian groups, which provide useful intuition and are necessary in the proof of Theorem 3.14.
Let T(n+1) be the maximal torus in SO(n+1). For n even, diam(S n /T(n + 1)) = π, and for n odd,
For n odd, the maximal torus T(n+1) consists of all n+1 by n+1 real matrices of the form  away from each other.
The following is an example of a group which is abelian, but not contained in a maximal torus. Notice this group is Z 2 × Z 2 . It is abelian and is not contained in a maximal torus S 1 of SO (3) . The x-axis is invariant under this action, but not fixed, so the action is reducible with resulting diameter π 2
. A fundamental domain for the action is the orange peel wedge formed by half of the northern hemisphere, containing positive x and z. On the boundary, (0, y, z) and (0, −y, z) are identified, and (x, y, 0) and (x, −y, 0) are identified. The resulting orbifold is a 3-corner pillow with Z 2 isotropy at all three points.
The following is an example of an irreducible action, which we know will have resulting diameter less than π 2 by Section 2.3. Manifolds and the Diameter. If Γ acts properly discontinuously and freely, then S n /Γ is a manifold. McGowan [25] has shown that diameters of these manifolds are bounded below by 1 2 arccos( tan( (see also [18] ). This lower bound is optimal and occurs in dimension n = 3, as follows.
First, note that a cyclic group Z u acts on S 2 by fixing an axis of rotation, as in Example 3. The diameters of all other manifolds S n /Γ are computed exhaustively and found to be larger than this manifold. The diameters increase monotonically in n and approach π 2 as n approaches infinity.
3.2. Irreducible Group Condition. In this section we prove that a finite, irreducible group must satisfy a certain condition, which is independent of the dimension. In the process, we will prove some lemmas necessary for the next section. Notice that Lemmas 3.6 and 3.8 are true for any closed group, while finiteness is necessary in Lemma 3.9 and Theorem 3.11. 
and so W is a non-empty invariant subspace. Hence, G is reducible.✷ Definition 3.7. In order to examine a neighborhood of the identity in O(n + 1), look at the sup norm on GL(n + 1), M = sup{|Mx| | x ∈ R n+1 and |x| = 1}, where |x| is the Euclidean norm. Then define an epsilon ball about
In [9] , this lemma is only proven for U = B 1/4 (Id), but one can easily modify the proof to work for U = B 1/2− (Id), for any > 0. To show that this holds for U = B 1/2 (Id), it is necessary to show that 2) holds. Assume for contradiction that 2) does not hold for U = B 1/2 (Id). Choose g, h ∈ U which violate 2). Now, g, h must be in B 1/2− (Id) for some > 0, and so 2) does not hold for B 1/2− (Id), a contradiction.
Proof of Lemma 3.9: Let g, h ∈ Γ. We know that Γ is discrete since Γ is finite. Since g i → id in Lemma 3.8, then g i = id for some i. Applying 1 from the lemma repeatedly, we see that
n be a point with a trivial isotropy group for a discrete action of Γ on S n (such points exist as in [22, page 28] 
Since Γ is discrete, it is finite, so label the elements as γ 1 , ..., γ m . Let Proof of Theorem 3.11: Let Γ be finite, and let the action of Γ be irreducible. Then, looking at the sup norm on O(n + 1), we will show that Id − g i ≥ 1 2 for some i, where g i generates the Dirichlet fundamental domain.
Assume not for contradiction. Then all the g i are in B 1/2 (Id), the ball of radius 1/2 about the identity. Applying Lemma 3.9, we see that all the g i commute. Since these generate the group, then the entire group is abelian. By Lemma 3.6, the action is reducible, a contradiction. Thus, by definition of the sup norm, the Euclidean distance between y and g i (y) must be greater than or equal to 1/2 for some i and for some y ∈ S n . For any such i and y, form the triangle consisting of the vectors y and g i (y) through the point (0, ..., 0) and angle θ between them, and with c as the side opposite the angle θ. Using trigonometry, we see that 1/4 ≤ c 2 = 2 − 2 cos θ or 2 cos θ ≤ 7/4. Hence, θ ≤ arccos 7/8. Converting back to spherical distance, which is the Euclidean angle between vectors, we see that d(y, i(y)) ≥ arccos 7/8, as desired.✷ Remark 3.12. This condition on the group is independent of the dimension.
Explicit Lower Bound Given a Fixed Dimension.
In this section, we will prove that given a fixed dimension, there exists a lower bound on the diameter resulting from finite groups. This lower bound is explicit and depends only on the dimension. While finiteness is used in the proof of Theorem 3.14, notice that Lemma 3.13 holds for any closed, non-transitive group G ⊂ O(n + 1).
(compare with [18, page 103] ). The length of this path is at most 2(k − 1)d, since if you hit any ball more than once, you will obtain a loop, which can be discarded. Notice that p was arbitrary, so that given any p ∈ S n /G , we can find some point in S n /G and repeat the process of lifting so that p arises in the intersection of two balls as above.
Proof of Lemma 3.13 Let d be the diameter of S
Theorem 3.14. Let Γ ⊂ O(n + 1) be finite. There exists depending only on n so that
Proof of Theorem 3.14: Let Γ ⊂ O(n + 1) be finite. Let Γ be the subgroup generated by Γ ∩ U ⊂ B 1/2 (Id), which is abelian by Lemma 3.6.
We will universally bound the index of Γ in Γ with a constant depending only on the dimension n. Write Γ = δ 1 Γ ∪ δ 2 Γ ∪ ... ∪ δ k Γ where δ i Γ are distinct cosets, as Γ is finite. We will find a bound on k.
and so δ i and δ j are in the same coset. Since we have written Γ as a union of distinct cosets, then the δ i s are all at least 1 2 away from each other in O(n + 1). Place disjoint 1 2 balls in SO(n + 1) about each δ i . Now k, the index of Γ in Γ must be less than or equal to the maximum number of disjoint 1 2 balls we can put in SO(n + 1). Using volume estimates, it follows that k is bounded above by a constant depending only on the dimension n, call it k.
Finally, we will find a lower bound for the diameter of S n /Γ. Since Γ is abelian, we know that the diameter of
, where k depends only on n, as desired. ✷ Corollary 3.14.1. If Γ is a finite subgroup of the isometry group of M n , where M n is CP n or HP n , then there exists depending only on n, so that
Proof of Corollary 3.14.1: Fix n. The proof is an extension of Theorem 3.14 via a Hopf-fibration argument.
For
, where c is complex conjugation, be finite. Recall that CP n is isometric to S 2n+1 /U (1) via the submersion metric. One obtains the Hopf-fibration from the diagonal embedding of U (1) into SU(n + 1). Now, look at the inverse image of Γ c i in O(2n + 2) via lifting to SU(n + 1) ∪ cSU (n + 1), and call it Γ i . Find a finite abelian subgroup of Γ i as in in Theorem 3.14, and call it Γ i . We know that the index, k, of Γ i in Γ i depends only on n. Diagonalize the Γ i matrices over C. We will now apply U (1) from the Hopf fibration. Notice that Γ i · U (1) will also have index k in Γ i · U (1). Since Γ i and U (1) are all diagonal, they preserve an axis. Hence, they are reducible.
. We use the index k, depending only on n, to obtain a lower bound on the diameter of 
Coxeter Groups.
In this section, we will prove that if Γ is a Coxeter group, a group generated by reflections, (see [24] and [22] for background information) then
. The Weyl group of a Lie group is a Coxeter group, so Coxeter groups are of natural interest. To examine the meaning of the diameter lower bound for Lie groups, let G be a compact Lie group of dimension n + 1. Look at a compact torus T in G. On the Lie algebra level, t ⊂ g, as a maximal abelian subalgebra. Let N (T ) be the normalizer of T . Now, the Weyl group, W = N (T )/T acts on t via conjugation. Let Ad(G) be the adjoint action of G on g. There exists a bi-invariant metric on the Lie algebra so that Ad(G) acts by isometries. Examine S n (1) ⊂ g, where S n (1) has radius one. Now,
Hence, a lower bound on the diameter of (S n (1) ∩ t)/W gives a lower bound on the diameter of S n (1)/Ad(G).
Notation and Background. Let r be a non-trivial vector in R n+1 and define H r as the subspace orthogonal to r. A reflection R r in R n+1 sends r to −r, fixes H r and sends any vector v to
Notice that R r ∈ O(n + 1). A Coxeter group Γ is a finite group generated by reflections. A root system R for Γ is a finite set of nonzero vectors in R n+1 so that each vector r, called a root, satisfies:
A simple system ∆, with simple roots r i , is a real basis for the root system so that each root vector in R is a linear combination of simple roots where the coefficients all have the same sign. Every Coxeter group has a simple system [24] , so let ∆ Γ = {r 1 , r 2 , ..., r m }, where r i is a simple root of the Coxeter group Γ. Γ is generated by the reflections R r i [22] . Let
D is a fundamental domain for Γ and there are no further identifications on the boundary of D [24, pages 22-23] . A dual basis q i for r i , where < q i , r j >= δ ij , forms the vertices of the fundamental domain [22] . Hence, D ∩ S n is a fundamental domain for the action of Γ on S n . All irreducible Coxeter groups, groups for which ∆ Γ is not the union of two nonempty orthogonal subsets, are classified in [22] 
is a dual basis vector for Γ [22, page 52]. Since the dual basis vectors q i are the vertices of the fundamental domain, and the fundamental domain has no additional identifications on it, the diameter of S n /Γ is achieved as the largest spherical distance between dual basis vectors. Since spherical distance is the angle, we look for the two basis vectors with maximum angle between them. After a description of each group and the dual basis vectors, we give the two vectors which achieve the diameter, and also give the value for the diameter. Notice that we eliminate the dihedral group H 
The dual basis vectors are
].
The diameter of
is achieved by q 1 and q 3 and is arccos 
],
is achieved by q 1 and q 4 and is π − arccos √ 2
. F 4 . F 4 has order 2 7 3 2 . It acts on S 3 as follows. This is the group of symmetries of a regular solid in R 4 having 24 (three-dimensional) faces which are octahedra [11] . The simple root vectors are
is achieved by q 1 and q 4 and is ,
is achieved by q 2 and q 6 and is ], q 6 = [
]. The dual basis vectors are
The diameter of
is achieved by q 2 and q 8 and is
A n . A n has order (n + 1)! and acts on S n−1 as follows. Consider the symmetric group S n+1 acting as permutations on the coordinates of R n+1 . Notice that S n+1 fixes the line corresponding to e 1 + e 2 + ... + e n+1 , where e i is the standard basis vector in R n+1 . The orthogonal plane consisting of vectors whose coordinates add up to 0 is left invariant under S n+1 . Let A n be the action of S n+1 restricted to this orthogonal plane. A n fixes the origin in this new R n , and so it acts on S n−1 . Notice that A n is not the group of even permutations. The simple root vectors are
. . .
, . . . ,
, . . . , ],
, . . . , ], . . .
]. . A 3 is the group T − , the full isometry group of a regular tetrahedron including reflection symmetries, as in [20, pages 18-20] .
B n . B n has order 2 n n! and acts on S n−1 as follows. Let S n be as in the description of A n above. The sign change reflections sending e i to its negative and fixing all other e j generate a group of order 2 n isomorphic to Z n 2 . Conjugating a sign change by a transposition will yield another sign change. B n is the semi-direct product of S n and Z . The diameter of
, is arccos 
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The dual basis vectors are 0, 0, 1, 1, . . . , 1, 1],4 = [0, 0, 0, 1, . . . , 1, 1] , . . .
For n ≥ 4, the diameter of
is achieved by q 1 and q n and is arccos √ n n . As n → ∞, the diameter approaches π 2 . For n = 3, the diameter of
is achieved by q 1 and q 2 and is arccos
. Notice that D 3 (= A 3 ) is the group T − as described above. 
Summary of Coxeter Orbifold Diameter Results

Coxeter
Index-2 extension of I , we see that the smallest diameter is achieved by both B n+1 and D n+1 . This smallest diameter, arccos
, increases monotonically in n. As n approaches infinity, the diameter approaches
Infinite Groups
Intuition and Examples.
Cohomogeneity-One Actions and their Resulting Diameter.
When the quotient space is an interval, the action is called a cohomogeneity-one action. In Example 3.1, we saw that the quotient of S 2 by S 1 , the maximal torus of SO(3), is a longitude of length π. In general, since the orbits Gp are isoparametric hypersurfaces in spheres, it is well known that the length of the intervals are . There are only two examples, in dimensions 7 and 13, where the diameter is equal to π 6 . However, unlike the manifold and Coxeter orbifold cases, there is an entire class of cohomogeneity-one actions on S n , including actions for arbitrarily large dimensions, which result in a quotient space of diameter
Arbitrary Actions. If the group is infinite, then the resulting quotient space is an Alexandrov space with curvature bounded below. The explicit orbifold lower bounds in Theorem 1 do not apply since discreteness was needed in the proof. n /G is a point, which has diameter 0. Hence, we restrict to non-transitive actions.
The diameter resulting from a group is smaller than or equal to the diameter resulting from its subgroups, so for any subgroup, we restrict to its closure. This restriction is important, since if G is not closed, then the quotient is not even Hausdorff. For example, look at the group G ⊂ SO(3) acting on S 2 generated as follows. Let r θ be a 2x2 real rotation matrix with rotation angle an irrational multiple of π. Let G be generated by r θ 0 0 1 and 1 0 0 r θ . This action is not transitive on S 2 but any point gets arbitrarily close to any other point. In general, given generators, it can be quite difficult to decide if the resulting group is finite or infinite. For example, for the two generators above, let θ be a rational multiple of π. Notice that G is not cyclic or dihedral. The largest order of any irreducible, finite group in O(3) acting on S 2 is 60 = |I| [1] . Hence, if θ is small enough, then G is infinite.
Existence of a Lower Bound in a Fixed
Dimension. In this section we will prove the following theorem:
Theorem 4.3. If G is a non-transitive group, then there exists , depending only on n, so that diam(S
The lower bounds are not explicit since the proof is by contradiction.
In the proof, we show that a non-transitive sequence of groups cannot converge to a transitive subgroup of SO(n + 1). The following example is good to keep in mind while reading the details of the proof, since we must show that this behavior cannot occur on the sphere: (Compare with Lemma 4.9.) 
There exists a further subsequence so that G i is conjugate to
G i ⊂ G ∞ in G, where G i converges to G ∞ in
the sense of a).
Notation:
We say that 
Proof of 1:
Let G i be a sequence of closed subgroups of a compact group G. Define G ∞ as in 1a.
To show that G ∞ is a group, first notice that multiplication and
∞ by the limit of the sequence g 
Let N be the maximum of n o and n 1 
≤ , as desired. Now, G ∞ is a closed group in G, and so we know it is compact.
Notice that at this point, G ∞ might only consist of id ∈ G, since there may not be any convergent sequences g i . We will next show that by taking a subsequence, we can assume that G ∞ has Property 1c, while also proving Property 1b. Property 1c implies that G ∞ is non-trivial since a Lie group does not contain any subgroup within a small neighborhood of the identity. Let U be an open neighborhood of G ∞ . Assume for contradiction that G ∞ does not have Property 1c
Choose a subsequence so that G i ⊂ U and choose g i ∈ G i so that g i ∈ U . Now, a subsequence of g i must converge to g 1 ∞ ∈ G outside of U or on the boundary of U . We know that g 1 ∞ ∈ G ∞ , since we assumed g i ∈ U . Restrict the groups to those i's which are in the subsequence converging to g 
. . which are compact and contained in G.
, must also form a sequence of subgroups all contained in G. Look at the the Lie algebras g n of (G n ) o . They must form a sequence of subalgebras. These are all in g, the Lie algebra of G, which is finite dimensional, so eventually they must all have the same dimension. Now (G n ) o form a connected sequence of subgroups, and eventually they must all have the same Lie algebra dimension. Hence, they must eventually be the same Lie group. Without loss of generality, we can assume that we have a sequence of proper subgroups
. . which are compact, have the same dimension and have the same identity component G o .
Notice that when we choose a subsequence, then the limiting group can only get larger. Also, among all possible limiting groups, there is a largest possible dimension, but in general, one can achieve different limiting groups by choosing different subsequences. We will argue that there exists a limiting group H ∞ , of largest possible dimension, such that no matter what further subsequence one chooses, the limiting group does not get any larger. If not, one gets a sequence of increasing limiting groups
.. (each one coming from a decreasing choice of a subsequences) all of which have the same dimension and hence the same id component but more and more components. Now one can choose a diagonal subsequence of the choice of subsequences, and the corresponding limiting group will contain all H i ∞ and hence have infinitely many components. But this cannot be since the limiting group is a closed subgroup of G, a compact Lie group, which always has only finitely many components. Hence, there exists a limiting group H ∞ which satisfies Property 1b. In addition, since the negation of Property 1c above resulted in the formation of larger limiting groups by taking subsequences, H ∞ must also satisfy Property 1c.
Relabel G i to the restricted subsequence of groups used to converge to H ∞ as above and in Definition 1a. Relabel so that G ∞ = H ∞ . Now, we know that
We can now apply a Theorem of Montgomery and Zippin [28] which says if G is a Lie group and K is a compact subgroup of G, then there exists in G an open set U containing K with the property that for each subgroup H of G lying in U , there is an element g of G such that g −1 Hg ⊂ K. Applying this to our case, let G be G and let K be G ∞ , as above. Choose U as in Montgomery-Zippin. Choose i o as in Property 1c. Relabel our G i so that they begin at i o , with G 1 = G io ,... We have restricted to the tail of our original group sequence, so this will not change our definition of G ∞ as in Definition 1a. Apply Montgomery-Zippin to choose
. This is a sequence in the compact Lie group G, so there is a subsequence which converges. Restrict the i's further so that
Restrict the g i 's to the i's we are now using. Then g i still converges to g ∞ , since we have taken a subsequence of a converging sequence. Hence,
−1 → G ∞ is also true. Given g ∞ ∈ G ∞ , we will show that there is some conjugate sequence converging to g ∞ . Look at h −1 g ∞ h, which is an element of G ∞ since h ∈ N G (G ∞ ), so call it g ∞ . Hence, we can choose
Since they are already chosen as subgroups of G ∞ , then we know that
where G ∞ is a closed group, then if we restrict the sequence,
Then there is a subsequence and a connected normal compact subgroup
K of G o ∞ so that G o i → K. There exists a further subsequence so that G i is conjugate to G i within G ∞ , where G i → G ∞ and (G i ) o → K.
Proof of Lemma 4.7: Assume that
are a sequence of closed subgroups of G, so apply the proof of part a) from Lemma 4.5 to obtain a group K so that
. By taking limits, we see that
To show that by taking a subsequence, G i is conjugate within G ∞ to G i with G i o → K, notice that G ∞ is a compact subgroup of G, and so it is a Lie group. In addition, 
Proof of Lemma 4.8:
Let A be the set of k−dimensional subalgebras of a compact semi-simple Lie algebra g. Let h ⊂ g be semi-simple, and assume that the dimension of h is k. Let B h be the set of all subalgebras in A conjugate to h. We will show that B h is open and closed in A and hence a component of A.
To show that B h is open, let h 1 ∈ B h . We'll show that there is a neighborhood U of h 1 so that h 2 ⊂ U =⇒ h 2 is conjugate to h 1 . Let H 1 and H 2 be the corresponding connected subgroups of the corresponding Lie group G. Notice that Q i = −B g |h i is invariant under Ad(H i ) and so it extends to a bi-invariant metric on H i , which we again call Q i . We will now show that the diameter of H i with bi-invariant metric Q i is bounded independently of i.
If Q is a bi-invariant metric on G, then Ric Q (x, y) = − B(x, y),
Notice that B h i = λ i B g| h i for some λ i , and so
Applying Bonnet-Myers, we see that To show that B h is closed, let h i be an infinite sequence of subalgebras in B h . Now,
To show that B h is closed, let h 1 ∈ B h . Now B h is a component of A, which has only finitely many components by compactness, and so we obtain the desired result. ✷ Lemma 4.9. 
Proof of Lemma 4.9: We know that K is connected, as in Lemma 4.7, so consider the Lie algebras g i and K, all inside of the vector space V . We will show that g i converge as subspaces to a subalgebra of K. Since G o i ⊂ K, we know that g i is a subalgebra of K. We can assume that the g i all have the same dimension m. The set of all m dimensional subspaces in V is compact, so choose a converging subsequence and rename it g i . Now g i converge to a subspace, call it s of dimension m. To show that s is an algebra, let . Yet, we assumed that K was simple, and we know that K is connected. Hence, the center of K must be finite.
o are conjugate to subgroups of a connected finite group and therefore must be trivial. Hence, Z(g i ) must be trivial, a contradiction to our assumption.
Therefore, g i must be semi-simple. We have already assumed that the g i all have the same dimension m. Look at g i = g
where each factor is a simple ideal. By restricting to a subsequence, we can assume that each g i has exactly q simple ideals. We know that B g i |g
for each p. The g p i are all subalgebras of K, which is also semi-simple. Since they are simple, they are certainly semi-simple. There are only finitely many semi-simple subalgebras of a semi-simple Lie algebra, up to conjugacy, by Lemma 4.8. Since the Killing form is preserved under conjugacy, then there are only finitely many values for λ p i . They are each non-zero since g p i is simple, so choose the smallest λ i and call it λ. We know that λ is not zero.
Notice that
) and so it extends to a bi-invariant metric on G o i , which we again call Q i . We will now show that the diameter of G o i with bi-invariant metric Q i is bounded by a constant independent of i.
We know that
Applying Bonnet-Myers, we see that
Hence, x i will converge to x ∞ ∈ s. Since exp is continuous, we know that g o ∞ = exp x ∞ ∈ S. Hence K = S. Now the connected group G o i are subgroups of K with the same Lie algebra dimension, so they must be the same Lie group. Hence,
Look at the projection π :
, which is a homomorphism of Lie algebras. Now π |g i : g i → Z(K) is also a homomorphism, and so a i = ker(π |g i ), the kernel, is an ideal in g i . In addition, g i is semi-simple, and so there exists an ideal b i so that g i = a i ⊕ b i . We know that b i is semi-simple since g i is semi-simple.
Then π |g i : g i /ker(π |g i ) → Z(K), and so π |g i : b i → Z(K) is one-to-one. Therefore b i is isomorphic to a subalgebra of Z(K). We have arrived at a contradiction unless
ss . Now, repeat the proof of a) to see that
Proof of c): Assume that K is not abelian. As in the proof of a), we know that there exists a subsequence so that
Up to conjugacy within K and by taking a further subsequence, we may assume that
This holds by arguments similar to Lemma 4.7 using the fact that Z(kG 
ss by part a). We will show that we can write Proof of Theorem 4.3: Fix n, and assume for contradiction that we have a sequence of closed, non-transitive G i ⊂ O(n + 1) so that diam(S n /G i ) → 0. We know that conjugation does not change the diameter of the resulting quotient. Therefore, changing the sequence via restriction and conjugation, will not change that diam(S n /G i ) → 0. So, without loss of generality, we may define G ∞ as in Lemma 4.5 and we may assume that G i → G ∞ and G We will first examine these actions. In a), write R n+1 = C j . Then A ∈ U (j) : v → Av, and z ∈ U (1) = Z(U (j)) : v → zv. In b), examine R n+1 = H We know that, K is connected, non-trivial and a normal subgroup in G o ∞ , and that G o i are subgroups of K which converge to K. We will now more closely examine the actions. In a), the only proper, connected, normal subgroups are U (1), the Hopf action, and SU(j), which acts transitively. In b), the only proper, connected, normal subgroups are Sp( ), then K is simple and transitive, so apply arguments in Case 1) to obtain a contradiction. We will examine the remaining groups to obtain a contradication in each case. 
Using the submersion metric, we see that G i /U (1) is in the isometry group of CP j , since G i ✁ U (1) and so orbits get mapped to orbits. We know that G i /G o i = G i /U (1) is finite. Therefore G i /U (1) is a finite subgroup of the isometry group of CP n . Apply Corollary 3.14.1 to obtain a lower bound on the diameter of
. We have arrived at a contradiction to the assumption that the diameter of S n /G i approaches 0. Case 2B): K = Sp(1) We know that G o i = Id is connected and a subgroup of K = Sp (1) . But, the only connected subgroups of Sp (1) are great circles in S 3 , which cannot converge to G i /Sp (1) .
The contradiction is obtained in a similar fashion to Case 3A), using Corollary 3.14.1
to obtain a lower bound on the diameter of
G i /Sp (1) . Case 2C): K = G o ∞ K is transitive. Even though K is not simple, we will still be able to apply arguments which resemble those in Case 1).
Case 2C1): K = Sp( ), which is transitive.
There are no other cases remaining, so the theorem is proven. ✷
