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Abstract
Fiscal and Monetary Policies and Stock Market
by
Ilhami Gunduz

Adviser: Professor Merih Uctum

This dissertation consists of three chapters.
The first chapter analyzes the stock market transmission channel of the monetary policy
of the Turkish economy not only at the aggregate but also at the sectoral level in a structural
vector autoregression (SVAR) framework. I adopt alternative variables as a policy instrument. When the spread is used as a policy instrument, I find that contractionary monetary
policy has a significant negative e↵ect on both output and the price level and it appreciates
the Turkish Lira. In addition, tight monetary policy reduces both aggregate and sectoral
market returns. Hence, the results suggest that policymakers should adopt the spread as a
policy instrument since other policy instruments do not yield the expected impact on the
exchange rate and asset prices.
The second chapter analyzes the impact of the aggregate, income, corporate, and social
security tax revenues on both the U.S. output and the stock market return in a structural
vector autoregression (SVAR) framework between 1960:Q1 and 2015:Q4. Unlike some of
the other studies, I use not only aggregate but also disaggregated tax revenue variables to
examine the impact of fiscal policy. Results show that an exogenous increase in aggregate
tax revenue reduces both the output and the market return. In addition, an increase in
income, corporate, and social security tax revenues reduces both output and the market
return significantly at varying degrees.
The final chapter of the dissertation modifies the Christiano et al. (2012) study. One
of the central results of Christiano et al. (2012) [CIMR (2012)] is that monetary authority
iv

follows inflation forecast targeting rule to destabilize asset markets in the New Keynesian
model. They show that money authority responds to future productivity news shock in the
wrong way by using inflation forecasting targeting rule. In the first part of this study, I
identify the stock market booms in the United States and Japan. In the second part of this
study, I examine the monetary policy by using di↵erent policy settings in a New Keynesian
model. First, I analyze ’news’ shock under a general Taylor rule. Second, I examine the
e↵ect of the news shock in the money supply rule framework. Finally, I consider the model
under habit formation and price indexation. Results show that stock market booms are
independent of the selection of monetary policy tools.
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Chapter 1
Stock Market Transmission Channel
of Monetary Policy: Empirical
Evidence from Turkey
Forthcoming in International Journal of Finance and Economics

1.1

Introduction

Monetary policy is one of the most powerful tools that policymakers adapt to influence the
economy to provide both sustainable economic growth and price stability. As indicated by
(Ireland, 2010), monetary transmission mechanism describes the impact of policy induced
changes in policy instruments on output, price level, employment, and other macroeconomic
variables. Policymakers have the option to adopt di↵erent instruments, which are aggregate money (M1, M2, or M3), nominal interest rate, non-borrowed reserves, and spread to
influence the economy.
One of the main problems that researchers face as they do the macroeconomic analysis is a
break in the data sample, which repeat very often in the data sample due to a financial crisis,
political instability, or both. Turkey is one of the small open-economy emerging countries,
1

which had political instability until 2002. Unlike other emerging countries, Turkey has had
a stable government since the election of the Justice and Development Party (AKP) in 2002.
Thereby, the AKP era would be one of the longest sample periods to obtain reliable results
for the Turkish economy without political instability.
In this study, I specifically analyze the asset pricing transmission channel of monetary
policy for the Turkish economy both at the aggregate and the sectoral levels from 2005:M1
to 2016:M12 in a structural vector autoregression (SVAR) framework. The availability of
sectoral variables data dictates the start date of 2005:M1. Previous studies use VAR models
by excluding stock market variables in which they include output, price level, exchange rate,
aggregate money, and interest rate or they include stock market indexes at the aggregate
and sectoral levels by excluding the exchange rate. In this study, the model includes output,
price level, exchange rate, interest rate, and the stock market indexes at both aggregate and
sectoral levels and uses di↵erent policy instruments.1
I find that neither interbank interest rate nor money supply (M1) as a policy instrument
provides results as significant as three month-spread or six month-spread since the interbank
interest rate and money supply generate price and exchange rate puzzles. Therefore, one
implication of this study is that policymakers should use 3 month-spread or 6 month-spread
to implement contractionary policy since both policy variables significantly reduce output
and inflation rate, appreciate the currency, and reduce both aggregate and sectoral market
returns. In addition, targeting a spread generates neither the price nor the exchange rate
puzzles. Moreover, I find that both 3 month and 6 month-spread have the weakest impact
on the technology sector market return.
The rest of the paper is organized as follows. Section 1.2 describes the related literature and the transmission channels, section 1.3 describes the data, section 1.4 describes the
methodology, section 1.5 presents and interprets the empirical results, section 1.6 summarizes
1

Berument (2007) does not include stock market indexes. Berument and Kutan (2007) do not include
the exchange rate. Furthermore, they do not report the response of output and inflation rate to a shock to
policy instrument.

2

and concludes this study.

1.2

Related Literature and Transmission Channels

The transmission of monetary policy can work through di↵erent channels. Mishkin (1996)
described various transmission channels of monetary policy: interest rate, exchange rate,
bank lending, and asset price channels.
Do we observe all the transmission channels e↵ectively in all the countries? Is the effectiveness of each channel similar among the countries? There is a consensus that the
e↵ectiveness of transmission channels depends on the development level of the economies.
Moreover, most of the monetary policy transmission channels might be active in developed
nations. However, some of these channels might not even exist or are not as e↵ective as in
developing nations (Mengesha and Holmes, 2013).
The e↵ectiveness of monetary policy indicates that results are in line with theory. In
addition, I use the terms ”significant,” ”important,” and ”e↵ective,” interchangeably to
explain that results are in line with theory.
The interest rate is the most commonly used policy variable among the policy makers.
According to the Keynesian view of interest channel of monetary policy, expansionary monetary policy leads to a decrease in interest rate and reduces the cost of capital, which increases
investment. Thereby, both aggregate demand and output increase (Mishkin, 1996).
One of the main problems in the literature is the Price Puzzle. That is, inflation rises
persistently as policymakers raise the interest rate. According to Morsink and Bayoumi
(2001), and Estrella (2015), we might observe the price puzzle when policymakers do not use
enough information to set the monetary policy. In addition, Berument (2007) argues that a
policy variable that creates a price puzzle is not necessarily exogenous. In other words, the
right policy variable does not generate the price puzzle. Estrella (2015) suggests adding lags
of policy variable into the model to eliminate the price puzzle.
3

In addition, Christiano et al. (1994) suggest including commodity prices into the model to
eliminate the price puzzle. There is one point that arises from the addition of the commodity
price index into the model. How should one include the commodity price index into the
model? One should include the world commodity price index by converting it to the national
currency. However, the model includes the exchange rate. Even though it is converted to
national currency, there should be a correlation between the commodity price index and the
exchange rate in the long term. Thereby, results would be biased. The second option is
including the world commodity price index into the model as an exogenous variable to avoid
observing the correlation between lags of world commodity price index and the exchange
rate.
The empirical literature shows that the role of the interest rate in the monetary policy
channel is ambiguous. Disyatat and Vongsinsirikul (2003) find that interest rates play an
important role in transmitting monetary policy in Thailand economy. Golinelli and Rovelli
(2005) find an e↵ective interest rate channel of monetary policy in Czech, Hungary, and
Poland. Aleem (2010) finds that the interest rate channel does not play an important role
in transmitting monetary policy in the Indian economy. Moreover, Mengesha and Holmes
(2013) find that the interest rate channel does not play a significant impact on transmitting
monetary policy in the Eritrean economy.

1.2.1

Exchange rate channel

Under a flexible exchange rate, it is expected that the currency depreciates in the short
run with the adoption of the expansionary monetary policy, whereas it appreciates with the
adoption of the tight monetary policy. Appreciation is a decrease in the exchange rate, and
a depreciation is an increase in the exchange rate.
According to the exchange rate channel of monetary policy, the expansionary monetary
policy reduces the interest rate, which makes foreign assets attractive relative to domestic
assets, which leads to a depreciation of the domestic currency, making domestic products
4

cheaper than foreign products. Hence, both net export and output increase (Mishkin, 1996).
However, the exchange rate channel might be inactive in most low-income economies mainly
due to the intervention of the central banks in the foreign exchange market (Mengesha and
Holmes, 2013).
Furthermore, implementing monetary policy might create the exchange rate puzzle, which
is created when the exchange rate appreciates following an expansionary monetary policy
and depreciates following tight monetary policy.
The empirical literature shows that the exchange rate channel is inconsistent across countries. Eichenbaum and Evans (1995) analyze the impact of contractionary monetary policy
shock on the U.S. exchange rate. They find that tight monetary policy leads to a persistent
appreciation of the dollar. Koray and McMillin (1999) find that contractionary monetary
policy reduces both output and price level and leads to an initial appreciation of the exchange rate, which returns to its initial level in 3 years. By using the Thai data, Disyatat
and Vongsinsirikul (2003) find that the exchange rate channel is not significant since the
exchange rate depreciates during the post-crisis period in response to a shock to the 14day repurchase rate. Golinelli and Rovelli (2005) find an e↵ective exchange rate channel of
monetary policy in Czech, Hungary, and Poland.
Aleem (2010) finds that the exchange rate channel does not play an important role in
transmitting monetary policy in the Indian economy since the exchange rate depreciates in
response to a shock to the overnight call money rate. Mengesha and Holmes (2013) find an
e↵ective exchange rate channel in Eritrea due to a positive response of prices to a shock to
the exchange rate.
By using the Bangladesh data, Afrin (2017) finds an ine↵ective exchange rate channel
due to the non-responsiveness of the exchange rate to a shock to the interest rate.

5

1.2.2

Bank lending channel

According to this channel of monetary policy, expansionary monetary policy increases bank
reserves and bank deposits, which raises the number of available bank loans which in turn
reduces interest rates. Therefore, both investment and output increase (Mishkin, 1996).
Conversely, as policymakers adopt a tight monetary policy, banks terminate old loans and
stop lending to firms in the long-term (Bernanke and Blinder, 1992). Therefore, the bank
lending channel depends on the change in aggregate money. That is, the money supply
determines not only banks’ reserves, but also the interest rate.
The empirical literature supports this view. Morsink and Bayoumi (2001) find that the
bank lending channel of monetary transmission is e↵ective in Japan. Disyatat and Vongsinsirikul (2003) find that the bank lending channel plays an important role in transmitting
monetary policy in Thailand economy. Aleem (2010) finds that the bank lending channel of
monetary policy has a significant impact on transmitting monetary policy in the Indian economy. Mengesha and Holmes (2013) find that the credit channel is e↵ective in Eritrea. Afrin
(2017) finds that the credit channel of monetary transmission is significant in Bangladesh.

1.2.3

Asset price channel

According to the asset pricing channel of monetary policy, expansionary monetary policy
causes interest rates to decrease, which makes equities more attractive than bonds. Hence,
equity prices increase, which increases both investment and output (Mishkin, 1996). There
are not many empirical studies that analyze the asset price channel of monetary policy in
the emerging countries since the stock market in most of the emerging economies is new or
does not even exist.
Thorbecke (1997) finds a positive relationship between expansionary monetary policy
and stock market return by using the US data. Indeed, he finds that monetary policy has a
larger impact on the stock return of small firms compared to large firms due to difficulties

6

in accessing credit.2 Patelis (1997) finds that contractionary monetary policy reduces the
expected stock market return. Vithessonthi and Techarongrojwong (2012) find that expected
increase in repurchase rate reduces the Thai stock market return. However, they find that
unexpected change in the policy variable has no impact on the stock return. In addition,
they find that an expected change in repurchase rate hurts the firm stock return, whereas
unexpected change improves it. Disyatat and Vongsinsirikul (2003) find that asset-pricing
channels do not have a significant impact on the Thailand economy.
Table 1.1 summarizes the country of interest, model, identification method, policy variable, and channels analyzed in the related studies.

1.2.4

Related Literature in the case of Turkey

Berument (2007) analyzes the Turkish economy by using monthly data between 1986 and
2010. He finds that tight monetary policy reduces both output and inflation rate, and the
exchange rate persistently appreciates. He adopts not only industrial production but also
both housing permits and private capacity utilization to measure output (income). Berument
and Kutan (2007) analyze the asset pricing channel in the Turkish economy by using not
only the aggregate but also both sectoral and sub-sectoral stock market indexes. After
contractionary monetary policy, stock market return initially decrease but the subsequently
increases. This result holds for all types of indexes except the merchandise sector.
Çatık and Martin (2012) analyze the impact of monetary policy on the Turkish economy
between 1986:M1 and 2010:M12 by using a Threshold VAR (TVAR) model. They adopt
the interbank interest rate as the threshold variable and March 2004 as the threshold date,
which is called the regime change date. They find that the response of both output and the
inflation rate to tight monetary policy is regime dependent and the responses of both output
and the inflation rate are not consistent in both pre and post-regime periods. They observe
the price puzzle in the pre-regime period, which disappears in the post-regime period. The
2

Large firms do not depend on credit due to collateralization. Hence, the impact of monetary policy on
large firms is not as much as on small firms.
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response of credit is negative in both regimes. The exchange rate initially appreciates then
start to depreciate in the pro-regime, and becomes unresponsive in the post-regime period.

1.3

Data

I use monthly data from 2005:M1 to 2016:M12. I use the following variables in my model: log
growth of output (yt ), inflation rate (⇡t ), spread (rt ), log growth of world commodity price
index (wcpit ), log of exchange rate (qt ), log growth of stock market index (st ), interbank
interest rate (irt ), and log growth of money stock (M 1t ). All the variables are seasonally
adjusted.3 Since gross domestic product (GDP) is not available at the monthly frequency,
I use industrial production to proxy output. The inflation rate is the percentage change in
the consumer price index (CPI).
Following Berument (2007), I adopt the spread as a monetary policy tool. I compute the
spread as 3-month interest rate minus treasury auction rate.4

5

I employ a log growth value of both aggregate and sectoral level stock indexes to measure
the market return. To measure the aggregate stock market return, I use Borsa Istanbul
(BIST) 100 index. In addition, I employ BIST Financial, BIST Industrial, BIST Service,
and BIST Technology indexes to measure the sectoral market return.
I obtain the data from the Turkish Central Bank (CBRT) and St.Louis FRED.
According to Augmented Dickey-Fuller (ADF) Modified Akaike, ADF Modified Schwarz,
and Phillips Perron (PP) unit root test results, which are given in table 1.2, all the variables
are stationary at 5% significance level.
3

If the original source does not seasonally adjust the variable, I use Tramo Seats to make the seasonal
adjustment. TRAMO (Time Series Regression with ARIMA Noise, Missing Observations, and Outliers),
SEATS (Signal Extraction in ARIMA Time Series).
4
I want to thank Hakan Berument for providing Treasury Auction Rate data.
5
I also compute spread as 6-month interest rate minus treasury auction rate.
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1.4

Methodology

Since VAR processes are the suitable model class for describing the data generating process
of a small or moderate set of the time series variables, many researchers have been using
this method to measure the e↵ect of monetary policy on the macroeconomic variables. The
structural representation of the vector autoregressive (VAR) model is

⌥Xt = A0 +

p
X

Ai Xt

i=1

i

+

p
X

C i Zt

i

+ B"t

(1.1)

i=1

where i= 1, 2, ...,p and p is the optimal lag number, ⌥ is a 5x5 contemporaneous coefficients
matrix, Xt is a 5x1 vector of endogenous variables, (yt ): log growth value of output, (⇡t ):
inflation rate, (rt ): spread, (qt ): log of exchange rate, (st ): log of stock market return (st ).
2 3
y
6 t7
6 7
6 ⇡t 7
6 7
6 7
7
Xt = 6
6 rt 7
6 7
6 7
6 qt 7
4 5
st

(1.2)

Because of the aforementioned reason, I include the world commodity price index (WCPI)
into the model exogenously. Zt contains the exogenous variable WCPI. A0 is a vector of
constants, Ai are 5x5 autoregressive coefficient matrices, B is a (5x5) matrix that captures the
linear relations between structural disturbances and reduced disturbances, "t is a 5x1 vector
of structural disturbances. Equation 1.1 is called structural VAR since each endogenous
variable is contemporaneously a↵ected by other endogenous variables.6 In order to identify
the shocks, I need to get the reduced form of VAR from the structural VAR. To do so, I
multiply both side of equation 1.1 by ⌥ 1 .
6

This is also called the Primitive System.
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Xt = ⌥ 1 A0 + ⌥

1

p
X

Ai X t

i+⌥

1

i=1

p
X

C i Zt

i

+ ⌥ 1 B"t

(1.3)

i=1

Hence, I can write down reduced form VAR as

X t = b0 +

p
X

Di Xt

i

i=1

+

p
X

G i Zt

i

+ ut

(1.4)

i=1

Where, b0 = ⌥ 1 A0 , Di = ⌥ 1 Ai , Gi = ⌥ 1 Ci , and ut = ⌥ 1 B"t . Di is an autoregressive
lag polynomial, and ut contains reduced form residuals. We assume that disturbances have
zero covariance and constant variance. I can estimate equation 1.4 by using ordinary least
square (OLS) estimation method.7 I determine the optimal number of lags to 4 by using the
Akaike Information Criterion (AIC).
I assume the following relationship between reduced form residuals ut and the structural
shocks "t .

⌥ut = B"t

(1.5)

To identify the model, I recover structural shocks from the reduced residuals. To do
so, I impose restrictions on both ⌥ and B matrixes by using economic theory, economic
reasoning, and empirical researches. How many restrictions do I need to impose to exactly
identify the model? The number of restrictions depends on the construction of both ⌥ and B
matrixes. When you have neither ⌥ nor B matrix as an identity matrix, the order condition
requires imposing at least K 2 + K(K2

1)

total restrictions on ⌥ and B matrices to identify the

structural shocks (Lütkepohl et al., 2004), where K is the number of endogenous variables.
7

OLS estimates are consistent and asymptotically efficient.
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Identification matrix is as follow
2

6
6
6
6
6
⌥=6
6
6
6
6
4

1

0

0

0

⇡y

1

0

0

ry

r⇡

1

rq

qy

q⇡

0

1

sy

s⇡

sr

sq

0

3

7
7
07
7
7
07
7
7
7
07
5
1

(1.6)

None of the variables has a contemporaneous impact on output (Kim and Roubini, 2000;
Berument, 2007). The output is the only variable which has a contemporaneous impact on
the price level (Berument, 2007). Policymakers adjust the policy variable in response to a
change in economic conditions (Arin et al., 2009; Berument, 2007). However, interest rate
reacts with a lag to stock market news (Arin et al., 2009). Moreover, the exchange rate has a
contemporaneous e↵ect on the spread. However, the spread does not have a contemporaneous
impact on the exchange rate (Berument, 2007). Restrictions are due to CBRT’s practice.
That is, CBRT announces the exchange rate every morning, and the public responds to this
announcement. Due to stock market efficiency hypothesis, the stock market responds to all
the variables contemporaneously (Darrat, 1988; Bjørnland and Leitemo, 2009).

1.5
1.5.1

Empirical Results
Asset price channel of monetary policy when the central
bank adopts 3 month-spread as a policy instrument

Central bankers use di↵erent policy instruments to implement monetary policy. Therefore,
I analyze the impact of using not only 3 month-spread as a policy variable but also, I
examine as robustness checks, the e↵ect of using alternative policy variables, which are 6
month-spread, interbank interest rate, aggregate money (M1), 3 month-spread without world
11

commodity price index, 6 month-spread without world commodity price index, interbank
interest rate without commodity price index, and aggregate money without commodity price
index. I report the results of each alternative monetary policy variable. The confidence
intervals are one-standard deviation error bands.
In this section, I discuss the impact of adopting 3 month-spread as a policy instrument.
To analyze the impact of contractionary monetary policy, I use a SVAR model that includes output, inflation rate, 3 month-spread, exchange rate, BIST100 return, and exogenous
world commodity price index. Hence, Xt = [yt , ⇡t , rt , qt , st ], where st is aggregate stock market return. To analyze the impact of tight monetary policy on the sectoral market return,
I replace the aggregate market return with sectoral market return without changing other
variables in the model.
Figure 1.1 displays the Impulse response functions (IRF) of output, inflation rate, and
exchange rate to a shock to 3 month-spread. According to theory, contractionary monetary
policy leads to an increase in the cost of capital, which is expected to reduce investment.
Thereby, both aggregate demand and output decrease. Results show that tight monetary
policy reduces output, which bottoms out in the fourth month. This finding is in line with
several studies in the literature: Berument (2007); Koray and McMillin (1999); Disyatat and
Vongsinsirikul (2003); Aleem (2010); and Çatık and Martin (2012).8
Contractionary monetary policy reduces inflation rate persistently, which is in line with
several studies in the literature also Berument (2007); Koray and McMillin (1999); Aleem
(2010); Mengesha and Holmes (2013); and Afrin (2017).9 Inflation rate bottoms out in the
fourth month. Hence, using the 3 month-spread has a significant impact on both output and
inflation rate in the conventional direction.
According to the exchange rate channel of monetary policy; as policymakers raise the
interest rates, domestic assets become attractive relative to foreign assets. This leads to
8

In contrast to my results, Mengesha and Holmes (2013); and Afrin (2017) find that output increases in
response to contractionary monetary shock.
9
In contrast to my results, Disyatat and Vongsinsirikul (2003); and Çatık and Martin (2012) observe that
inflation increases in response to contractionary monetary policy. Hence, they observe the price puzzle.

12

an appreciation of the domestic currency, which makes domestic products more expensive
relative to foreign products. Hence, both net export and output decrease. The appreciation
of the exchange rate bottoms out in the fourth month. This finding is in line with several
studies in the literature Berument (2007); Koray and McMillin (1999); and Çatık and Martin
(2012).10 Therefore, monetary authorities can have a significant impact on the exchange rate
by adopting the 3 month-spread as a policy variable.
Now I turn to examine the response of aggregate and sectoral market returns to a shock
to 3 month-spread. According to the theory, contractionary monetary policy causes interest
rates to increase, which makes bonds more attractive relative to equities. Hence, equity
prices decrease, reducing both investment and output. Figure 1.2 displays that as policymakers increase 3 month-spread, the initial insignificant increase of aggregate market return
is followed by a significant and persistent decrease. Results are in line with several studies in the literature Thorbecke (1997); Patelis (1997); Disyatat and Vongsinsirikul (2003);
Berument and Kutan (2007); and Vithessonthi and Techarongrojwong (2012).
The response of financial and service sectors stock returns is similar to the aggregate
return. A persistent and significant decrease follows the initial increase in both financial and
service sector returns. Also, the increase in 3 month-spread reduces industrial sector market
return, which bottoms out in the seventh month. Lastly, the 3 month-spread has the weakest
impact on the technology market return since impulse response never becomes significant.
Contractionary monetary policy reduces significantly not only the aggregate but also the
financial, industrial, and service sector market returns. Hence, employing 3 month-spread
as a policy instrument has a significant impact on both aggregate and sectoral stock market
returns.
To test whether excluding the world commodity price index from the benchmark model
improves the results or not, I run a VAR model by excluding the world commodity price
10

In contrast to my results, Aleem (2010) finds that Indian exchange rate depreciates in response to tight
monetary policy. Moreover, Afrin (2017) observes that exchange rate is irresponsive to contractionary policy
shock in Bangladesh.
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index from the benchmark model. Figure 1.3 displays the response of output, inflation rate,
and the exchange rate to a shock to 3 month-spread. The response of output, inflation rate,
and the exchange rate is similar to the results in the benchmark model.
Figure 1.4 displays the response of aggregate and sectoral market returns to a shock to
3 month-spread. Excluding the world commodity price index from the benchmark model
improves the response of aggregate, financial sector, and industrial sector market returns,
whereas it has no impact on both the service sector and technology sector market returns.
The response of the inflation rate becomes insignificant as I exclude the world commodity
price index from the model. Hence, one should include the world commodity price index
into the model although excluding it from the model improves aggregate and some sectoral
market returns.

1.5.2

Asset price channel of monetary policy when the central
bank adopts 6 month-spread as a policy instrument

In this section, I discuss the impact of adopting 6 month-spread as a policy instrument.
To analyze the impact of contractionary monetary policy, I employ a SVAR model, which
includes output, inflation rate, 6 month-spread, exchange rate, BIST100 return, and exogenous world commodity price index. Moreover, to examine the e↵ect of tight monetary policy
on the sectoral market return, I replace the aggregate stock return with the sectoral return
without changing other variables in the model.
Figure 1.5 displays the response of the model variables to a shock to 6 month-spread.
The response of output to 6 month-spread is similar to the benchmark model. The response
of the inflation rate improves as policymakers adopt a 6 month-spread as a policy variable.
Inflation rate bottoms out in the eleventh month. Also, the exchange rate appreciates about
0.2% as policymakers raise the 6 month-spread and remain significant for the long period.
Figure 1.6 displays the response of aggregate and sectoral market returns to a shock
to 6 month-spread. The impulse responses of the aggregate economies, financial sector,
14

and service sector market returns are almost identical to the benchmark model results. A
persistent and significant decrease follows the initial increases in all returns. The industrial
sector market return decreases, not only significantly but also persistently and bottoms out
in the twelfth month. The response of the technology sector market return is almost identical
to the benchmark model result. The 6 month-spread has the weakest impact on technology
sector market return since the decrease in this sector’s return never becomes significant.
To test whether excluding the world commodity price index from the model improves the
results or not, I employ a VAR model by excluding the world commodity price index from
the model. Figure 1.7 displays the response of output, inflation rate, and the exchange rate
to a shock to 6 month-spread. The response of output, inflation rate, and the exchange rate
is similar to the model results. Hence, excluding the world commodity price index from the
model has no impact on the responses of these variables.
Figure 1.8 displays the response of the aggregate and sectoral market returns to a shock
to 6 month-spread. Excluding the world commodity price index from the model improves the
response of the industrial sector market return. Moreover, excluding the world commodity
price index from the model has no impact on the aggregate, financial, service, and technology
sector returns.

1.5.3

Asset price channel of monetary policy when the central
bank adopts the interbank interest rate as a policy instrument

In this section, I discuss the impact of adopting an interbank interest rate as a policy instrument.
To analyze the e↵ects of tight monetary policy, I employ a VAR model that includes
output, inflation rate, interbank rate, exchange rate, BIST100 return, and exogenous world
commodity price index. To analyze the impact of tight monetary policy on the sectoral
15

market return, I replace the aggregate stock return with sectoral return without changing
the other variables in the model.
Figure 1.9 displays the impulse responses of output, inflation rate, and exchange rate to
a shock to the interbank interest rate. In contrast to the benchmark model, output increases
as policymakers raise the interbank interest rate, but this increase is transitory. In line with
the benchmark model, an increase in the interbank interest rate reduces the inflation rate
0.2% persistently. In contrast to the benchmark model, the increase in the interbank interest
rate leads to a depreciation of the exchange rate, but the result is insignificant.
Figure 1.10 displays the impulse responses of the aggregate and sectoral market returns
to a shock to the interbank interest rate. The aggregate, financial sector, and service sector
market returns increase as policymakers raise the interbank interest rate. However, this
increase is not only much higher than the rise in the benchmark model but also it becomes
insignificant after the first quarter.
Neither the response of industrial nor the technology sector market return is significant.
To test whether excluding the commodity price index from the model improves the results
of using the interbank interest rate as a policy variable or not, I employ a VAR model
by excluding the world commodity price index from the model. Figure 1.11 displays the
impulse responses of output, inflation rate, and the exchange rate to a shock to the interbank
interest rate. The response of output, inflation rate, and the exchange rate is similar to the
benchmark model results.
Figure 1.12 displays the response of aggregate and sectoral market returns to a shock to
interbank interest rate as I excluded the world commodity price index from the model. The
response of aggregate, financial, and service sector market returns is similar to the results.
However, excluding the world commodity price index improves the reaction of both industrial
and technology sector market returns.
The response of output, exchange rate, and some market returns indicate that the interbank interest rate policy variable is not as e↵ective as adopting neither 3 month-spread nor
16

6 month-spread as a policy variable for the Turkish economy.

1.5.4

Asset price channel of monetary policy when the central
bank adopts money supply (M1) as a policy instrument

In this section, I discuss the impact of adopting aggregate money (M1) as a policy instrument.
To analyze the e↵ects of monetary policy, I replace 3-month spread in the benchmark
model with money supply (M1).
Two di↵erent thoughts analyze the impact of change in the money supply on the stock
prices. According to the first thought, the present value of future cash flows determines the
stock prices. One discounts the future cash flows at a discount rate to calculate the present
value of the future cash flows. The money supply would have an impact on the stock prices
as long as expansionary monetary policy alters expected future monetary policy. That is,
agents expect that expansionary monetary policy is followed by contractionary monetary
policy, which leads to an increase in both the interest rate and discount rate. Thereby, the
present value of future earnings decline. Hence, stock prices decrease.
According to the second thought, the expansionary monetary policy reduces interest rate,
which increases money demand and economic activity. Higher economic activity raises cash
flow, which induces stock prices to rise.
Figure 1.13 displays the impulse responses of output, inflation rate, and exchange rate
to a shock to the aggregate money supply. In line with theory, both output and inflation
rate persistently increase as policymakers increase the money supply. However, the results
are insignificant. Furthermore, the increase in the money supply leads to a depreciation of
the exchange rate, followed by an appreciation. However, the results are insignificant.
Figure 1.14 displays the response of the aggregate and sectoral market returns to a shock
to money stock. Aggregate and sectoral market returns decrease significantly in response to
an increase in the money supply. The response of the aggregate, financial, industrial, and
service sector market returns decreases not only significantly but also persistently. Moreover,
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the increase in the money supply has the most substantial impact on the technology sector
market return. After a brief but significant initial decrease, the market return in this sector
rises.
To test whether excluding commodity price index from the model improves the results of
using money supply as a policy variable or not, I employ a VAR model by excluding world
commodity price index from the benchmark model.
Figure 1.15 displays the impulse responses of the model variables to a shock to aggregate
money. Excluding the world commodity price index from the model does not improve the
response of output, inflation rate, and the exchange rate since the results are similar to the
benchmark model results.
Figure 1.16 displays the impulse responses of aggregate and sectoral market returns to
a shock to the aggregate money supply. Excluding the world commodity price index from
the benchmark model does not improve the response of aggregate, financial, service, and
technology sector market returns. Moreover, excluding the world commodity price index
from the model increases the response of the industrial sector market return. However, it is
insignificant.
The results are in the expected direction with the first thought. However, the response of
most of the sectors is insignificant. Hence, employing money supply as a policy instrument
to influence economic variables is not as e↵ective as a 3-month or 6-month spread as a policy
instrument for the Turkish economy.

1.6

Conclusion

In this study, I analyze the impact of monetary policy on output, inflation rate, exchange
rate, aggregate, and sectoral stock market returns by adopting alternative policy instruments.
I find that adopting neither the interbank interest rate nor money stock provides results as
significant as adopting 3 month-spread or 6 month-spread as a policy instrument.
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Using 3 month-spread or 6 month-spread as a policy variable reduces output significantly.
This finding is in line with several studies in the literature Berument (2007); Koray and
McMillin (1999); Disyatat and Vongsinsirikul (2003); Aleem (2010); and Çatık and Martin
(2012).
Furthermore, increase in 3 month-spread or 6 month-spread reduces inflation rate not only
significantly but also persistently, which is in line with Berument (2007); Koray and McMillin
(1999); Aleem (2010); Mengesha and Holmes (2013); and Afrin (2017). In addition, I find
that an increase in 3 month-spread or 6 month-spread causes the exchange rate to appreciate
significantly. This finding is in line with Berument (2007); Koray and McMillin (1999); and
Çatık and Martin (2012). Also, these findings are free from price and exchange rate puzzles.
Implementing the contractionary policy reduces both aggregate and sectoral market returns significantly. I find that the aggregate and sectoral market returns are very sensitive to
change in monetary policy. In addition, both 3 month and 6 month-spread have the weakest
impact on the technology sector market return since the response of technology sector return
never becomes significant. Since the decrease in market return reduces the wealth of asset
holder, policymakers should monitor asset market closely as they implement the new policy.
Contrary to economic theory, adopting the interbank interest rate as a policy variable
increases output. Moreover, adopting the interbank interest rate as a policy variable creates
the exchange rate puzzle.
Implementing aggregate money as a policy variable deteriorates both the aggregate and
sectoral market returns except the technology sector. However, the results are insignificant.
Besides, the response of output, inflation rate, and the exchange rate is insignificant in
response to an increase in the money supply even though the results are in the expected
direction with the economic theory.
In sum, three month-spread or six month-spread appear to be better qualified as an intermediate target since they both impact output, inflation, and the exchange rate in the
expected direction. In addition, three month-spread or six month-spread also have an ex19

pected impact on both aggregate and sectoral market returns.
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21
US
Thailand

Koray and McMillin (1999)

Vithessonthi and Techarongrojwong (2012)

RBESA

NA

Cholesky

Cholesky

VARa
VAR

Cholesky

Cholesky

Cholesky

NA

Cholesky

Cholesky

NA

Cholesky

SVAR

VAR

VAR

VAR

VAR

TVAR

VAR

Cholesky

Call

Repurchase Rate

NBR; FFR

NBRb

91 day T-Bill

FFR

Reserves

Interest Rate

Overnight
Money

14 day Repurchase

Interbank Rate

Inetrbank Rate

Spread

Identification Policy Variable

Credit;

Credit;

Asset

Interest; Exch

Interest

Credit

Interest

Interest;
Exch

Interest; Exch

Credit; Exch; Asset

Credit; Exch; Asset

Interest;
Exch

Asset

Interest; Exch

Channels Analyzed

b

a

He also estimates his model by employing Multi Factor model.
He also adopts Boschen and Mills index, and Event Study approach.

Table 1.1: Country, model, identification method, policy variable, and channel(s) analyzed in the related studies.
TVAR: Threshold VectorAutoregression; SEM: Structural Econometric Model; RBESA: Regression-Based Event Study; FFR:
Federal Funds rate; NBR: Non-borrowed reserves; Interest: Interest rate channel; Credit: Credit or Bank Lending channel;
Exch: Exchange Rate Channel; Asset: Asset Pricing Channel.

US

Eritrea

Mengesha and Holmes (2013)

Thorbecke (1997)

Czech,Hungary,Poland
SEM

Golinelli and Rovelli (2005)

Bangladesh

India

Aleem (2010)

Afrin (2017)

Thailand

Disyatat and Vongsinsirikul
(2003)

US

Turkey

Çatık and Martin (2012)

Estrella (2015)

Turkey

Berument and Kutan (2007)

VAR

Turkey

Berument (2007)

Method

Country

Study

Unit Root Tests
Variable

ADF Modified Akaike

ADF Modified Schwarz

Phillips Perron (PP)

Output
Inflation Rate
Exchange Rate
Commodity Price Index
Spread3m
Spread6m
Interbank Interest Rate
M1
BIST 100
BIST Financial Sector Index
BIST Industrial Sector Index
BIST Service Sector Index
BIST Technology Sector Index

-18.61*
-10.11*
-11.15*
-5.66*
-3.65*
-3.34*
-6.57*
-3.34*
-415*
-4.32*
-5.36*
-3.77*
-4.94*

-18.61*
-10.11*
-11.15*
-5.66*
-3.65*
-3.34*
-6.57*
-3.34*
-4.15*
-4.32*
-5.36*
-3.77*
-4.94*

-33.62*
–20.80*
-11.16*
-7.27*
-4.87*
-4.89*
-5.79*
-15.08*
-9.19*
-9.28*
-8.28*
-9.99*
-8.50*

Table 1.2: Unit Root test results.
* Asterisk indicates that variable is stationary at 5% significance level. ADF Modified
Akaike, ADF Modified Schwarz, and PP tests critical values are 1%: -3.47; 5%: -2.88; 10%:
-2.57
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Figure 1.1: IRF of output, inflation rate, and the exchange rate to a shock to 3 month-spread.
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Figure 1.2: IRF of BIST 100, Financial, Industrial, Service, and Technology indexes to a
shock to 3 month-spread.
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Figure 1.3: IRF of output, inflation rate, and the exchange rate to a shock to 3 month-spread
excluding WCPI.
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Figure 1.4: IRF of BIST 100, Financial, Industrial, Service, and Technology indexes to a
shock to 3 month-spread excluding WCPI.
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Figure 1.5: IRF of output, inflation rate, and the exchange rate to a shock to 6 month-spread.
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Figure 1.6: IRF of BIST 100, BIST Financial, BIST Industrial, BIST Service, and BIST
Technology indexes to a shock to 6 month-spread.
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Figure 1.7: IRF of output, inflation rate, and the exchange rate to a shock to 6 month-spread
excluding the exogenous WCPI.
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Figure 1.8: IRF of BIST 100, BIST Financial, BIST Industrial, BIST Service, and BIST
Technology indexes to a shock to 6 month-spread excluding the exogenous WCPI.
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Figure 1.9: IRF of output, inflation rate, and the exchange rate to a shock to interbank
interest rate.
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Figure 1.10: IRF of BIST 100, BIST Financial, BIST Industrial, BIST Service, and BIST
Technology indexes to a shock to interbank interest rate.
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Figure 1.11: IRF of output, inflation rate, and the exchange rate to a shock to interbank
interest rate excluding the exogenous WCPI.
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Figure 1.12: IRF of BIST 100, BIST Financial, BIST Industrial, BIST Service, and BIST
Technology indexes to a shock to interbank interest rate excluding the exogenous WCPI.
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Figure 1.13: IRF of output, inflation rate, and the exchange rate to a shock to money supply
(M1).
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Figure 1.14: IRF of BIST 100, BIST Financial, BIST Industrial, BIST Service, and BIST
Technology indexes to a shock to money supply (M1).
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Figure 1.15: IRF of output, inflation rate, and the exchange rate to a shock to money supply
(M1) excluding the exogenous WCPI.

37

Figure 1.16: IRF of BIST 100, BIST Financial, BIST Industrial, BIST Service, and BIST
Technology indexes to a shock to money supply (M1) excluding the exogenous WCPI.
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Figure 1.17: Evaluation of Policy variables.
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Appendix A
Correlation Among the Policy
Variables
Policymakers use di↵erent instruments to conduct monetary policy. The choice of the policy
instrument might be depending on not only economic conditions but also the predicted
e↵ectiveness of the policy instrument. Therefore, policymakers adopt di↵erent instruments,
which are aggregate money (M1, M2, or M3), nominal interest rate, non-borrowed reserves,
and spread to influence the economy.
Figure 1.17 displays the evaluation of the policy variables. According to the figure, a
3-month spread and 6-month spread are almost identical. In other words, there is not much
di↵erence between the 3-month spread and 6-month spread. However, the interbank interest
rate has a di↵erent pattern than a 3-month spread or 6-month spread. As either a threemonth spread or 6-month spread decreases, there is a tremendous increase in interbank
interest rate.
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Appendix B
Data Information
B.0.1

Output

The source is the Turkish Central Bank (CBRT). Data are monthly and seasonally adjusted.
The output is defined as a log growth value of industrial production.

B.0.2

Inflation Rate

The source is the Turkish Central Bank (CBRT). Data are monthly and seasonally adjusted.
The inflation rate is defined as a percentage change in the Consumer price index.

B.0.3

3-month spread

The source is Berument (2007). Data are monthly and seasonally adjusted. The 3-month
spread is defined as weighted average interest rates for deposits up to 3 months in Turkish
liras minus treasury auction rate.

B.0.4

6-month spread

The source is Berument (2007). Data are monthly and seasonally adjusted. The 6-month
spread is defined as weighted average interest rates for deposits up to 6 months in Turkish
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liras minus treasury auction rate.

B.0.5

World Commodity Price Index

The source is St.Louis FRED. Data are monthly and seasonally adjusted. The world commodity price index is defined as log growth value of world commodity price index.

B.0.6

Exchange Rate

The source is the Turkish Central Bank (CBRT). Data are monthly and seasonally adjusted.
The exchange rate is the average purchase value. Log growth value of exchange rate.

B.0.7

Aggregate Money (M1)

The source is St Louis FRED. Data are monthly and seasonally adjusted. The aggregate
money is defined as log growth value of M1.

B.0.8

Interbank Interest Rate

The source is the Turkish Central Bank (CBRT). Data are monthly and seasonally adjusted.
Interbank rate is a measure of the overnight funding rate.

B.0.9

BIST Aggregate Index

The source is the Turkish Central Bank (CBRT). Data are monthly and seasonally adjusted.
The aggregate market return is defined as a log growth value of BIST 100 index.

B.0.10

BIST Financial Index

The source is the Turkish Central Bank (CBRT). Data are monthly and seasonally adjusted.
The financial sector market return is defined as a log growth value of BIST Financial index.
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B.0.11

BIST Industrial Index

The source is the Turkish Central Bank (CBRT). Data are monthly and seasonally adjusted.
The industrial sector market return is defined as a log growth value of BIST Industrial index.

B.0.12

BIST Service Index

The source is the Turkish Central Bank (CBRT). Data are monthly and seasonally adjusted.The service sector market return is defined as a log growth value of BIST Service
index.

B.0.13

BIST Technology Index

The source is the Turkish Central Bank (CBRT). Data are monthly and seasonally adjusted.
The technology sector market return is defined as a log growth value of BIST Technology
index.
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Chapter 2
The Impact of Fiscal Policy on the
U.S. Stock Market Return
2.1

Introduction

Fiscal policy is the implementation of government spending and taxation to influence the
economy. The implementation of fiscal policy could be discretionary or operate through
automatic stabilizers. The discretionary policy entails changes in fiscal policy in response to
economic conditions, whereas automatic stabilizers automatically expand fiscal policy during
recessions and contract it during booms. The governments can not change their fiscal stance
arbitrarily because they need to satisfy their long run budget constraint. Nonetheless, having
a budget constraint does not imply that the government has a fiscal discipline.
Policy makers have preferred using monetary policy over fiscal policy until the 2008 financial crisis because of two reasons: first, it takes some time to change the fiscal policy
in response to change in economic conditions, which is called decision lags (Blanchard and
Perotti, 2002). Second, it takes some time for policy changes to be implemented, which is
called implementation lags (Blanchard and Perotti, 2002). On the other hand, as a government plans to implement fiscal policy, the public adjusts their future expectations in
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response to the expected policy change. Hence, the impact of policy change would not be
e↵ective as much as expected by policymakers. The academic scrutiny of the fiscal policy
increased as the U.S. government enacted a stimulus package to mitigate the unemployment
and economic downturn in 2008.
Most of the previous recessions began after the Federal Reserve had raised the interest rate
to decrease the inflation rate. However, this time the downturn was not due to high-interest
rate.1 This downturn started following a sharp rise in defaults on subprime mortgages,
alerted market participants that risk is under-measured. Hence, it was not entirely fixed by
a reversal of the Fed policy. Therefore, the U.S. government intervened in the market to
improve the market outcome by stimulating the economy. Not only the U.S. but also other
countries increased government spending to stimulate their economy (i.e., Japan, Germany,
the U.K., China, and South Korea).
There are three di↵erent theories - Keynesian, Neoclassical, and Ricardian - to examine
the impact of fiscal policy on the macroeconomic variables. According to Keynesian theory, increases in government spending raises aggregate demand, which increases economic
activity and output. In contrast, in the neoclassical theory, discretionary increases in government spending crowd out private investment, which would harm the output. According
to Ricardian theory, implementing fiscal policy has neither a negative nor positive impact
on the macroeconomic variables because spending and taxes would have an equivalent impact on the economy. On the other hand, when there is a tax cut, consumers would expect
higher taxes in the future. Hence, any tax cut is going to be financed with borrowing, and
consumers would save tax cut to pay higher taxes in the future.
In this study, I analyze the e↵ects of an exogenous change in the aggregate, income,
corporate, and social security tax revenues on the U.S. output and the stock market return
in a structural vector autoregression (SVAR) framework. Previous studies mostly focus
on either the impact of the aggregate or disaggregated tax revenues. However, I analyze
1

The recession which starts in 2008.
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the e↵ects of both aggregate and disaggregated tax revenue variables. Moreover, most of
the previous studies use a five-variable vector autoregression (VAR) model which does not
include stock market to analyze the impact of fiscal policy on the macroeconomic variables.2
By contrast, I use a six-variable SVAR model in which I include a stock market index to
analyze the impact of fiscal policy on the macroeconomic variables. Arin et al. (2009) use a
6-variable VAR model to measure the e↵ects of fiscal policy. However, they only examine the
impact of disaggregated tax revenues.3 In addition, I use both Standard and Poor’s (S&P)
500 and Dow Jones Composite stock market indexes to test the sensitivity of the market
return to a shock to fiscal variables. Table 2.1 summarizes the models, methodology, and
variables that are used in similar studies. As I summarize Table 2.1, most of the previous
studies do not focus on the stock market return and components of tax revenue.
I find that as the government increases the aggregate tax revenue, both output and the
market return decrease significantly. I obtain similar results from a change in disaggregated
tax revenue variables. I find that an exogenous increase in income, corporate, and social
security tax revenues reduce both output and the market return at varying degrees. These
results support the Keynesian view of the economy.
The rest of the paper is organized as follows. Section 2.2 summarizes the related literature, section 2.3 describes the data, section 2.4 describes the model and the identification
method, section 2.5 discusses the empirical results, section 2.6 describes the sensitivity analysis, and section 2.7 concludes.

2.2

Related Literature

Most of the previous studies focus on the impact of monetary policy rather than fiscal policy
due to the aforementioned two main problems, which are the decision and implementation
lags.
2

5-variable VAR models include government spending, aggregate tax revenue, output, inflation rate, and
interest rate.
3
Arin et al. (2009) use the Cholesky identification method.
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Darrat (1988) finds that fiscal policy has a significant impact on Canadian stock returns.
However, monetary policy is not e↵ective to determine Canadian stock returns. By using the
U.S. data, Tavares and Valkanov (2001) find that an increase in taxes reduces the return on
stocks, corporate bonds, and government bonds, whereas an increase in government spending
increases returns. However, they find that the impact of a change in government spending
is not as e↵ective as taxes.
In the literature, most researchers employ a model with at least five variables. However, Blanchard and Perotti (2002) create a VAR model by using three variables, which are
output, government spending, and the aggregate tax revenue. They find that an increase
in government spending increases output, whereas an exogenous rise in tax revenue reduces
output. Furthermore, they find that investment decreases when the government increases
both spending and taxes. To identify structural shocks, they use institutional information
to compute some of the elasticity values, which are used as identification restrictions.
By using 12 European countries data, Van Aarle et al. (2003) find a positive relationship
between government spending and output. Moreover, they obtain a negative correlation
between tax revenue and output and also find a positive relationship between fiscal deficit
and stock prices. By using Spanish data, De Castro and de Cos (2008) find that an increase
in government spending increases output. Moreover, they find that the initial response of
output to a tax increase is positive. However, it becomes negative in the medium term.
Parallel to the net taxes, both direct and social security taxes reduce output. Furthermore,
they find that an exogenous change in indirect taxes has no impact on the economic activity
in Spain.
By using Italian data, Giordano et al. (2007) find that government expenditures increase
output. The increase in public wages does not have any significant impact on output. Furthermore, they find a positive relationship between the net tax revenue and output although
the positive response of output is small.4
4

Giordano et al. (2007) use private Gross Domestic Product (GDP), which is GDP minus government
consumption, to measure output.
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By using G-3 countries data, Arin et al. (2009) analyze the impact of di↵erent tax components on the stock market return. They find a negative relationship between market return
and both indirect and labor taxes. Interestingly, they find that market return does not
respond significantly to corporate tax changes. They conclude that observing an insignificant response of market return to a shock to corporate tax would be due to the financing
method of corporations. That is, firms prefer debt financing, not equity financing, due to
the deductibility of interest payments.
Mountford and Uhlig (2009) analyze the impact of fiscal policy on the U.S. macroeconomic variables by using the sign restriction identification method. They find that an
increase in tax reduces output. Furthermore, an output is almost irresponsive to the rise in
government spending.
Afonso and Sousa (2012) not only include stock prices but also housing prices into their
model to analyze the economic data of the U.S., the U.K., Germany, and Italy by using fully
simultaneous system approach in the Bayesian framework.5 They find a positive relationship
between an increase in government spending and output, whereas a negative correlation
between government revenue shocks and output. In addition, an increase in expenditures
reduces stock prices. Lastly, they find that tax revenue shock increases stock prices.
Chatziantoniou et al. (2013) analyze the impact of fiscal policy by using the data of the
U.S., the U.K., and Germany. They find that fiscal policy does not a↵ect the U.S. stock
market return.

2.3

Data

I use quarterly data between 1960:Q1 and 2015:Q4. Variables are government spending (gt ),
output (yt ), inflation rate (⇡t ), aggregate tax revenue (⌧t ), interest rate (rt ), and excess stock
market return (st ).
5

Afonso and Sousa (2012) use neither general government spending nor general government tax revenue
data. They use federal government spending and federal tax revenue data.
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I use the log growth value of government spending, which is the sum of government
consumption and gross public investment.
Aggregate tax revenue is the sum of personal current taxes, taxes on production and
imports, taxes on corporate income, taxes from the rest of the world, and contributions for
government social insurance. Also, I analyze disaggregated tax revenue variables. To do so,
I use income tax (⌧inct ), corporate tax (⌧ct ), and social security tax(⌧sect ) revenues. I use
the log growth value of both aggregate and disaggregated tax revenues. Table 2.2 shows the
definition of fiscal variables in the related studies.
There is no consensus in the literature as to which variable to adopt as a fiscal policy
instrument to determine fiscal policy (Chatziantoniou et al., 2013). However, there is a
strong agreement that one should include both government spending and tax variables in
the model to analyze the impact of fiscal policy (Tavares and Valkanov, 2001; Arin et al.,
2009). Hence, I use both government spending and tax revenue variables to examine the
impact of fiscal policy.
Even though industrial production does not represent the entire GDP, one could use industrial production to measure economic activity since industrial production is susceptible to
interest rate and demand. Therefore, following Bjørnland and Leitemo (2009), and Mbanga
et al. (2019), I use the log growth value of industrial production to measure output.
I use the log growth value of the S&P 500 stock market index to compute the oneperiod stock market return. Following Tavares and Valkanov (2001), and Arin et al. (2009),
I compute excess market return (st ) as one period log stock return minus the 3 month
treasury bill rate.
st = log[1 + Rt ]

T Bill

(2.1)

where Rt is one period log stock return.
I adopt the spread as a monetary policy indicator, which is the di↵erence between 6-month
treasury bill rate and the federal funds rate. Moreover, I use log growth value of consumer
price index to measure inflation rate. All the variables are real, seasonally adjusted, and in
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logs except spread.6
I obtain aggregate tax revenue, disaggregated tax revenue variables, government spending, and industrial output data from the Bureau of Economic Analysis website. I extracted
stock market data from the Bloomberg financial website. I obtain the Treasury bill rate and
consumer price index data from St.Louis FRED.
Table 2.3 displays the unit root test results. According to Augmented Dickey-Fuller
(ADF) and Phillips Perron (PP) unit root test results, all the variables are stationary at a
5% significance level except both S&P 500 and Dow Jones Composite stock market indexes.
Following Sims (1980), and Sims et al. (1990), I will not first di↵erence the stock market
variables in order to preserve the information about the co-movements in the data. Therefore,
I use the level form of the stock market variables in this study.

2.4

Methodology

Since VAR processes are the suitable model class for describing the data generating process
of a small or moderate set of the time series variables, many researchers prefer to use a VAR
model to measure the e↵ect of fiscal policy on macroeconomic variables. The structural
representation of the Vector AutoRegressive (VAR) model is

Xt = B 0 + B 1 Xt

1

+ B"t

(2.2)

Where Xt is a [gt , yt , ⇡t , ⌧t , rt , st ] vector of endogenous variables: gt : government spending, yt :
output, ⇡t : inflation rate, ⌧t : aggregate tax revenue, rt : interest rate, st : excess stock market
return,

is a 6x6 contemporaneous coefficients matrix, B0 is a 6x1 vector of constants, B1 are

6x6 autoregressive coefficient matrices, B is a (6x6) matrix that captures the linear relations
between structural disturbances and reduced disturbances, "t is a 6x1 vector of structural
6

If the original source does not seasonally adjust the variable, I use Tramo Seats to make a seasonal
adjustment. I use Tramo Seats because one could make the seasonal adjustment even if the series contains
some negative values.
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disturbances. Equation 2.2 is called unrestricted VAR since each endogenous variable is
contemporaneously a↵ected by other endogenous variables. This is also called the Primitive
System. Therefore, "t is a primitive system’s error term. In order to identify the shocks, I
need to get the reduced form of VAR from the structural VAR. To do so, I multiply both
sides of equation 2.2 by

1

.

Xt =

1

B0 +

1

B1 Xt

1

+

1

+ ut

1

B"t

(2.3)

Hence, I can write down reduced form VAR as

Xt = c0 + C(L)Xt

Where, c0 =

1

B0 , C(L) =

1

B1 , and ut =

1

(2.4)

B"t

C(L) is an autoregressive lag polynomial, and ut contains reduced form errors. We assume
that disturbances have zero covariance and constant variance. I use Ordinary Least Square
(OLS) estimation method to estimate equation 2.4.7
In order to run a VAR model, one has to determine the optimal number of lags that
is going to be included in the model. In this study, I use di↵erent specifications of the
benchmark model. In addition, I compare the results between the models. In order to have
comparable results, one should use the same optimal lags for di↵erent specifications of the
model. I determine the optimal number of lags to 1 by using the Hannan Quinn Information
Criteria (HQIC) and Schwarz Information Criteria (SBIC). Table 2.4 shows the lag selection
criteria.
There are four approaches to identify the e↵ects of fiscal policy shocks on the macroeconomic variables in a VAR literature.
Sims (1980) introduces the Cholesky decomposition method to identify structural shocks,
which is the oldest identification method in VAR analysis. Although this method has been
7

OLS estimates are consistent and asymptotically efficient.
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criticized by most of the researchers due to being order dependent to analyze the e↵ect of
shocks, Fatás et al. (2001); Tavares and Valkanov (2001); and Arin et al. (2009) use this
recursive approach.8
Ramey and Shapiro (1998) introduce Narrative Event Study identification method in
which they use dummy variables to capture the e↵ect of unanticipated fiscal events such
as the Korean War, the Vietnam War, Carter Reagan Military buildup, and September 11
terrorist attack. Edelberg et al. (1999) use this method as well.
Mountford and Uhlig (2009) introduce sign restriction identification method in which
they impose sign restrictions on impulse responses. This identification method does not
require the number of shocks to be equal to the number of variables.
The last identification method is Blanchard and Perotti (2002) method, which relies on
institutional information about tax and transfer systems in order to identify the automatic
response of taxes and government spending to economic activity. Van Aarle et al. (2003);
Perotti (2005); Giordano et al. (2007); De Castro and de Cos (2008); and Chatziantoniou
et al. (2013) use this identification method. In this study, I adopt the latter approach to
identify shocks to macroeconomic variables.
I assume the following relationship between reduced form residuals ut and the structural
shocks "t .
ut = B"t

(2.5)

where

8
Cholesky decomposition method has been criticizing since inappropriate ordering induces major distortions on the results of the model.
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In order to identify the model, I recover structural shocks from the reduced residuals. To
do so, I impose restrictions on both

and B matrixes by using economic theory, economic

reasoning, and empirical researches. How many restrictions do I need to impose to exactly
identify the model? Number of restrictions depends on the construction of both
matrixes. When you have neither
requires imposing at least K 2 + K(K2

and B

nor B matrix as an identity matrix, the order condition
1)

restrictions on both

and B matrices to identify the

structural shocks (Lütkepohl et al., 2004), where K is the number of endogenous variables.
Therefore, the order condition requires imposing at least
I impose the following restrictions on the
• In the first row of the

K(K 1)
2

restrictions on the

matrix.

matrix.

matrix, the inflation rate and the interest rate contempora-

neously a↵ect government spending. Following Perotti (2005); De Castro and de Cos
(2008); Afonso and Sousa (2011), I set the price elasticity of government spending
to 0.5. Following (De Castro and de Cos, 2008), I set

r
g

⇡
g

equal to zero since government

spending does not include the interest rate on government debt.
• In the second row of the

matrix, government spending has a contemporaneous impact

on output (Arin et al., 2009). Furthermore, tax revenue shocks do not have contemporaneous impact on output (Van Aarle et al., 2003). In addition; inflation rate, interest
rate, and stock market do not contemporaneously influence GDP (Kim and Roubini,
2000; Chatziantoniou et al., 2013).
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• In the third row of the

matrix, government spending and output have contempora-

neous impact on the inflation rate (Fatás et al., 2001).
• In the fourth row of the

matrix, government spending, output, and inflation rate

have contemporaneous impact on government revenue (Fatás et al., 2001). In addition,
following (De Castro and de Cos, 2008), I set

r
⌧

equal to zero since tax revenue does

not include the interest rate on the government debt.
• In the fifth row of the

matrix, monetary policymakers adjust the policy variable in

response to changes in economic conditions (Arin et al., 2009). Hence, government
spending, output, the inflation rate, and tax revenue contemporaneously a↵ect the
interest rate. Moreover, interest rate reacts with a lag to stock market news (Arin
et al., 2009).9
• In the last row of the

matrix, stock market responds to all the variables contempo-

raneously (Darrat, 1988; Bjørnland and Leitemo, 2009) due to stock market efficiency
hypothesis.

2.5

Discussion of Results

In this study, I use impulse response functions (IRF) to report the impact of fiscal policy
shocks on the variables. Following Blanchard and Perotti (2002); Perotti (2005); Giordano
et al. (2007); De Castro and de Cos (2008);Bjørnland and Leitemo (2009); Afonso and Sousa
(2011); Afonso and Sousa (2012); and Chatziantoniou et al. (2013), confidence intervals are
one-standard deviation error bands.
In this section, I discuss the impact of estimation results of the aggregate and di↵erent
tax revenue components on both output and the market return.
9

I test this last identification condition by allowing the correlation between the interest rate and the stock
market return. I report the results of this test in the appendix.
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According to Keynesian theory, change in taxes would have an impact on the aggregate
demand and other economic variables. An increase in tax revenue would reduce the aggregate
demand, which hurts the economy. Hence, both output and the stock market return decrease.
According to Ricardian theory, fiscal policy has no impact on the aggregate demand and
other economic variables. Hence, change in tax revenue has any impact on neither output
nor the stock market return.
As the government increases tax revenue to finance its expenses, government debt would
decrease, which leads to a decrease in the supply of government bonds. Therefore, government bond prices would increase, which makes bonds and other assets less attractive. Hence,
the increase in taxes would lead to lower asset returns (Tavares and Valkanov, 2001).
Figure 2.1 displays the response of output and the market return to a shock to aggregate,
income, corporate, and social security tax revenues.
The first row of Figure 2.1 displays the impulse responses of output and the market
return to a shock to the aggregate tax revenue. In contrast to Tavares and Valkanov (2001);
Van Aarle et al. (2003); Giordano et al. (2007); and Romer and Romer (2010), increase in
the aggregate tax revenue reduces output not only significantly but also persistently. My
results are in line with other studies in the literature.10 The results support the Keynesian
view of the economy.
Now I turn to examine the impact of an exogenous increase in the aggregate tax revenue
on the stock market return. In contrast to Afonso and Sousa (2011); and Afonso and Sousa
(2012), I find that an increase in the aggregate tax revenue reduces market return not only
significantly but also persistently. In other words, my result is in line with Tavares and
Valkanov (2001).
The second row of Figure 2.1 displays the impulse responses of variables to a shock to
income tax revenue. As the government raises income tax revenue, output decreases, which
is significant for up to two years. Furthermore, the market return decreases in response to
10

Blanchard and Perotti (2002); Perotti (2005); De Castro and de Cos (2008); Mountford and Uhlig (2009);
Afonso and Sousa (2011); and Afonso and Sousa (2012) find that implementing new tax reduces output.
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an increase in tax revenue.
The third row of Figure 2.1 displays the impulse responses of variables to a shock to
corporate tax revenue. In contrast to Arin et al. (2009), implementing corporate tax reduces
output, which bottoms out in the first quarter. The response of the market return to an
increase in corporate tax revenue is negative, which is in line with Arin et al. (2009). However,
Arin et al. (2009) result is insignificant.
The last row of Figure 2.1 displays the impulse responses of variables to a shock to the
social security tax revenue. A shock to social security taxes reduces output. In line with my
results, De Castro and de Cos (2008) find a transitory decrease in output as the government
increases social security tax revenue. Indeed, there is a negative relationship between social
security taxes and market return.
A shock to aggregate tax revenue and components of tax revenues reduces both output
and the market return significantly at varying degrees. Also, the response of the market
return to a shock to income tax revenue is the weakest since the result is not significant all
the time.

2.6

Robustness Check

I adopt three di↵erent estimation methods to check the robustness of the benchmark results.11
First, I use the Dow Jones Composite index to test the sensitivity of the choice of the stock
market variable to a shock to fiscal variables.
Second, I test the sensitivity of the benchmark results by adopting di↵erent price elasticity
of government spending. To do so, I estimate the benchmark model by replacing 0.5 price
elasticity of government spending with 1.
Lastly, I adopt the Tax Reduction Act of 1975 as a structural breakpoint since 1975:Q2
11

As another robustness check, I want to test the sensitivity of the choice of the fiscal variables on the
benchmark results by changing the measurement of fiscal variables. To do so, I compute government spending, aggregate tax revenue, and the components of tax revenues as a share of GDP. I rerun a VAR model.
However, the VAR model becomes unstable due to observing multicollinearity.
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tax rebate leads to $100 billion increase in disposable income at 1987 prices (Blanchard and
Perotti, 2002). To account for the impact of the 1975 tax rebate, I estimate the model by
using 1975:Q2 - 2015:Q4 data period. I use the subsample period not only for structural
breakpoint but also robustness check of the entire period result.

2.6.1

Using Dow Jones composite index to measure stock market
return

To test the sensitivity of the stock market return to a shock to aggregate tax revenue and
components of tax revenue, I use the Dow Jones composite index to measure the stock
market return. To do so, I replace the S&P 500 stock index with the Dow Jones composite
index without changing other variables in the benchmark model.
Figure 2.2 displays the results that I obtain from this method. Responses of both output
and the market return to a shock to aggregate tax revenue and components of tax revenue
are similar to the benchmark results. Results show that using di↵erent stock market indexes
has no impact on the benchmark results. Hence, results are free from the choice of the stock
market index variable.

2.6.2

Sensitivity of Price Elasticity of Government Spending

Following Perotti (2005); De Castro and de Cos (2008); and Afonso and Sousa (2011), I
adopt price elasticity of government spending as 0.5 in the benchmark model. However,
there are two criticisms of the choice of elasticity values. First, the elasticity value that
represents di↵erent data periods might not fit the data period in this study. In other words,
adopting an elasticity value that is computed for from date of di↵erent data periods than this
study might create spurious results. Second, elasticity values for di↵erent countries might
not apply to other countries. (e.g., elasticity value for Italy might not be useful to analyze
the German data.) Hence, I replace price elasticity of government spending with 1 to test
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the sensitivity of the benchmark model results.
Figure 2.3 displays the results that I observe from this method. I find that results
are similar to the benchmark model results. In addition, I estimate the model using price
elasticity of government spending is equal to 1.5. The results are similar to using either 0.5
or 1.12 Therefore, using di↵erent price elasticity of government spending has no substantial
impact on the benchmark results.

2.6.3

The impact of the Tax Reduction Act of 1975

In 1975, the U.S. economy was in recession, output growth decreased, and the unemployment rate was increased. To stimulate the U.S. economy, President Gerald Ford signed the
Tax Reduction Act, which provided a 10% rebate on individual income tax and raised the
investment tax credit to 10%. Substantial changes in the variables(s) of the model would
have an impact on the results. Following Blanchard and Perotti (2002), I adopt 1975:Q2 as
a break date to capture the e↵ect of the Tax Reduction Act of 1975. Therefore, I estimate
the model by using data from 1975:Q2 to 2015:Q4.
Figure 2.4 depicts the response of output and the market return to a shock to aggregate
tax revenue and components of tax revenue. The response of the market return to a shock
to aggregate and components of tax revenue is almost identical to the benchmark results.
The response of output to a shock to aggregate tax and income tax is similar to the
benchmark model. Also, the insignificant initial increase in output is followed by a significant
decrease in response to a shock to both corporate and social security taxes. In sum, the
benchmark model results are supported by the subsample results.
These results overall support the Keynesian view that an increase in aggregate tax revenue
reduces output and the market return. In line with Blanchard and Perotti (2002); Perotti
(2005); De Castro and de Cos (2008); Mountford and Uhlig (2009); Afonso and Sousa (2011);
and Afonso and Sousa (2012), an exogenous increase in aggregate tax revenue reduces output.
12

I provide the results of using price elasticity of government spending equals to 1.5 in the appendix.
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In addition, increase in aggregate tax revenue reduces market return which is in line with
Tavares and Valkanov (2001).

2.7

Conclusion

In this study, I analyze the impact of an exogenous change in aggregate, income, corporate,
and social security tax revenues on both output and the stock market return.
In line with Blanchard and Perotti (2002); Perotti (2005); De Castro and de Cos (2008);
Mountford and Uhlig (2009); Afonso and Sousa (2011); and Afonso and Sousa (2012), I find
that increase in the aggregate tax revenue reduces output significantly. Hence, the response
of output to an exogenous change in the aggregate tax revenue supports the Keynesian view
of the economy.
In line with Tavares and Valkanov (2001), an exogenous increase in the aggregate tax
revenue reduces market return persistently, which supports the Keynesian view.
Breaking down the components of tax revenue results show that an exogenous change in
income, corporate, and social security tax revenues has a significant negative impact on both
output and the market return. Income tax revenue has the weakest impact on the market
return since the result is not significant all the periods.
I also conduct various sensitivity tests:
• The choice of the numerical value of the price elasticity of government spending does
not have any major impact on the results since I observe similar results by using
di↵erent price elasticity of government spending.
• I also measure the sensitivity of the results the choice of the stock market variable. I
find that the choice of the stock market variable has no impact on the results since
I observe similar results by using di↵erent stock market variables. In addition, I test
the validity of the benchmark results by estimating the model by adopting the Tax
Reduction Act of 1975 as a break date. Although the response of some of the variables
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is di↵erent from the benchmark results, there are no major di↵erences between the
benchmark and subsample model results.
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Appendix C
Identification Requirements
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Appendix D
Additional Robustness Check
In this section, I add three additional sensitivity analyses to test the validity of the benchmark
results. First, I estimate the benchmark model by replacing the price elasticity of government
spending with 1.5. Second, I estimate the benchmark model by allowing the correlation
between the interest rate and the stock market return. Lastly, I estimate the benchmark
model from 1960:Q1 to 2007:Q4, which is the last financial crisis, to test the validity of the
structural breakpoint.
The choice of price elasticity of government spending might be criticized due to data
period or country di↵erences as aforementioned. To avoid this kind of criticism, I conduct a
sensitivity analysis of the price elasticity of government spending adopting di↵erent values.
To do so, I reestimate the benchmark model adopting the price elasticity of government
spending as 1.5.
Figure 2.5 shows the impulse responses of output and market return when the price
elasticity of government spending is equal to 1.5. Results are similar to either the benchmark
results or adopting the price elasticity of government spending as 1.
Following Arin et al. (2009), one of the identification restrictions that I impose is that
the interest rate reacts with a lag to stock market news. To test the sensitivity of this choice,
I allow the correlation between the interest rate and the market return to be nonzero.
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Figure 2.6 displays the impulse responses of output and the market return when the
interest rate is correlated with the market return. The results are almost identical to the
benchmark results. Therefore, allowing correlation between the interest rate and the market
return does not have any impact on the results.
President Gerald Ford signed the Tax Reduction Act. To account for the e↵ect of this
policy change, I adopt the second quarter of 1975 as a structural breakpoint. Thereby, I
estimate the model from 1975:Q2 to 2015:Q4 not only as a subsample period but also as a
robustness check of the entire period results.
In order to test the validity of the choice of this structural breakpoint, I also adopt
another structural point, which is the 2007 financial crisis. To account for the impact of the
2007 financial crisis on the benchmark results, I rerun the benchmark model from 1960:Q1
to 2007:Q4.
Figure 2.7 displays the impulse responses of output and the market return as I estimate
the model using data from 1960:Q1 to 2007:Q4. No significant di↵erences between the results
in estimating the model using a data period from 1975:Q2 to 2015:Q4 and from 1960:Q1
to 2007:Q4. The only di↵erence is the response of output to corporate tax shock, which is
improved.
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They use budget deficit to analyze the impact of fiscal policy on the stock market return.

Table 2.1: Models, identification methods, and included variables in the related studies.
BP= Blanchard and Perotti identification method. To measure fiscal policy, some researchers use budget deficit (Def).

Afonso and Sousa (2012)

BP

Bayesian

Sign Restriction

Cholesky

BP

BP

BP

BP

BP

Cholesky

Cholesky

NA

Variable List
Identification
Def gt

Bayesian Bayesian
VAR

SVAR

al.

Chatziantoniou
(2013)

et

F-VAR

Afonso and Sousa (2011)

Uhlig

OLS

Darrat (1988)

and

Model

Study
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Total government spending
Government spending on goods and
services
Government spending on goods and
services
Sum of public consumption and investment
Government spending
Total government expenditure

Federal government spending
Government expenditures

Van Aarle et al. (2003)

Giordano et al. (2007)

De Castro and de Cos
(2008)

Uhlig

Perotti (2005)

Arin et al. (2009)

Mountford
(2009)

Afonso and Sousa (2011)

Chatziantoniou
(2013)

Federal tax revenue

None

Federal tax revenue

Total government revenue

None

Public revenues

Tax revenues

Tax revenues

Total government revenue

Aggregate tax revenue

Total tax revenue

Tax revenues as a share of GDP

Aggregate tax

Table 2.2: Definition of government spending and aggregate tax variables in the related studies.

Afonso and Sousa (2012)

Federal government spending

Purchases of goods and services

Blanchard and Perotti
(2002)

al.

Total government spending

Fatás et al. (2001)

et

Government purchases as a share of
GDP

Tavares and Valkanov
(2001)

and

Variables
Government spending

Study

Unit Root Tests

Variable

Augmented

Dickey

Fuller

Phillips Perron (PP)

(ADF)

1960:Q1 - 2015:Q4
Aggregate tax revenue

-13.29*

-48.91*

Income tax revenue

-11.76*

-32.07*

Corporate tax revenue

-19.06*

-19.12*

Social Security tax revenue

-13.32*

-36.73*

Government spending

-4.16*

-13.25*

Industrial Production

-6.57*

-6.57*

Inflation rate

-14.06*

-38.50*

Spread

-4.24*

-4.43*

S&P 500 Index

-1.53

-1.90

Dow Jones Index

-1.33

-1.81

Aggregate tax revenue

-9.63*

-48.84*

Income tax revenue

-13.79*

-29.30*

Corporate tax revenue

-16.64*

-16.70*

Social Security tax revenue

-11.99*

-51.76*

Government spending

-3.53*

-11.36*

Industrial Production

-5.05*

-6.11*

Inflation rate

-12.09*

-38.41*

Spread

-4.09*

-3.54*

S&P 500 Index

-1.08

-1.39

Dow Jones Index

-1.91

-1.36

1975:Q2 - 2015:Q4

Table 2.3: Unit Root test results.
* An asterisk indicates that result is significant at 1%. ADF and PP critical values are 1%:
-3.47; 5%: -2.88; 10%: -2.57
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Lag Selection Criteria

Lag

LL

LR

df

0

2006.04

1

2555.54 1099

36

2

2612.45 113.83

3

p

FPE

AIC

HQIC

SBIC

-3.1e-16

-18.692

-18.6538

-18.5976

0.000

2.5e-18

-23.491

-23.2241*

-22.8304*

36

0.000

2.1e-18

-23.6865

-23.1907

-22.4596

2647.15 69.381

36

0.001

2.1e-18

-23.6743

-22.9497

-21.8812

4

2690.15 86.017

36

0.000

2.0e-18

-23.7398

-22.7864

-21.3804

5

2727.12 73.927

36

0.000

2.0e-18*

-23.7488*

-22.5666

-20.8232

6

2760.55 66.861

36

0.001

2.0E-18

-23.7247

-22.3137

-20.2329

7

2791.5

61.908

36

0.005

2.2e-18

-23.6776

-22.0378

-19.6195

8

2825.01 67.011

36

0.001

2.3e-18

-23.6543

-21.7857

-19.03

9

2851

52.946* 36

0.034

2.5e-18

-23.5652

-21.4678

-18.3747

Table 2.4: Lag Selection Criteria.
* An asterisk indicates the optimal number of lag, which is chosen by that model.
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(a) IRF of Output to a shock to Agg. tax.

(b) IRF of M. Return to a shock to Agg. tax.

(c) IRF of Output to a shock to Inc. tax.

(d) IRF of M. Return to a shock to Inc. tax.

(e) IRF of Output to a shock to Corp. tax.

(f) IRF of M. Return to a shock to Corp.
tax.

(g) IRF of Output to a shock to Soc. Sec.
tax.

(h) IRF of M. Return to a shock to Soc. Sec.
tax.

Figure 2.1: IRF of output and the market return.
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(a) IRF of Output to a shock to Agg. tax.

(b) IRF of M. Return to a shock to Agg. tax.

(d) IRF of M. Return to a shock to Inc.
tax.

(c) IRF of Output to a shock to Inc. tax.

(e) IRF of Output to a shock to Corp. tax.

(f) IRF of M. Return to a shock to Corp.
tax.

(g) IRF of Output to a shock to Soc. Sec.
tax.

(h) IRF of M. Return to a shock to Soc. Sec.
tax.

Figure 2.2: IRF of output and the market return when I use Dow Jones index to measure
the stock market return.
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(a) IRF of Output to a shock to Agg. tax.

(b) IRF of M. Return to a shock to Agg. tax.

(c) IRF of Output to a shock to Inc. tax.

(d) IRF of M. Return to a shock to Inc. tax.

(e) IRF of Output to a shock to Corp. tax.

(f) IRF of M. Return to a shock to Corp.
tax.

(g) IRF of Output to a shock to Soc. Sec.
tax.

(h) IRF of M. Return to a shock to Soc. Sec.
tax.

Figure 2.3: IRF of output and the market return when price elasticity of government spending
equals to 1.
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(a) IRF of Output to a shock to Agg. tax.

(b) IRF of M. Return to a shock to Agg. tax.

(c) IRF of Output to a shock to Inc. tax.

(d) IRF of M. Return to a shock to Inc. tax.

(e) IRF of Output to a shock to Corp. tax.

(f) IRF of M. Return to a shock to Corp.
tax.

(g) IRF of Output to a shock to Soc. Sec.
tax.

(h) IRF of M. Return to a shock to Soc. Sec.
tax.

Figure 2.4: IRF of output and the market return when I estimate the subsample from
1975:Q2 to 2015:Q4.
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(a) IRF of Output to a shock to Agg. tax.

(b) IRF of M. Return to a shock to Agg. tax.

(c) IRF of Output to a shock to Inc. tax.

(d) IRF of M. Return to a shock to Inc. tax.

(e) IRF of Output to a shock to Corp. tax.

(f) IRF of M. Return to a shock to Corp.
tax.

(g) IRF of Output to a shock to Soc. Sec.
tax.

(h) IRF of M. Return to a shock to Soc. Sec.
tax.

Figure 2.5: IRF of output and the market return when price elasticity of government spending
equals to 1.5.
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(a) IRF of Output to a shock to Agg. tax.

(b) IRF of M. Return to a shock to Agg. tax.

(c) IRF of Output to a shock to Inc. tax.

(d) IRF of M. Return to a shock to Inc. tax.

(e) IRF of Output to a shock to Corp. tax.

(f) IRF of M. Return to a shock to Corp.
tax.

(g) IRF of Output to a shock to Soc. Sec.
tax.

(h) IRF of M. Return to a shock to Soc. Sec.
tax.

Figure 2.6: IRF of output and the market return when there is a correlation between market
return and interest rate.
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(a) IRF of Output to a shock to Agg. tax.

(b) IRF of M. Return to a shock to Agg. tax.

(c) IRF of Output to a shock to Inc. tax.

(d) IRF of M. Return to a shock to Inc. tax.

(e) IRF of Output to a shock to Corp. tax.

(f) IRF of M. Return to a shock to Corp.
tax.

(g) IRF of Output to a shock to Soc. Sec.
tax.

(h) IRF of M. Return to a shock to Soc. Sec.
tax.

Figure 2.7: IRF of output and the market return when I run the benchmark model from
1960:Q1 to 2007:Q4.
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Chapter 3
The Role of Monetary Policy in Stock
Market Booms
3.1

Introduction

The role of the monetary policy in excessive stock market booms, and the following collapses
have been the subject of many recent studies since the collapse of the stock market booms
in 2000 and 2007. Cristiano, Illut, Motto, and Rostagno [CIMR (2012)] define the excessive
stock market booms as the periods in which stock prices rise above the level justified by the
fundamentals underlying stock prices.
Despite the increased scrutiny about the subject, the general belief in the economic literature is that stock market booms arise for reasons mostly unrelated to the conduct of
monetary policy. CIMR (2012) show that this general belief does not depend on a theoretical basis. Indeed, they show that the conduct of monetary policy a↵ects stock market
booms. By using a New Keynesian framework, they obtain the results that a monetary policy that implements inflation forecast targeting through an interest rate rule can destabilize
asset markets. However, the inflation forecast targeting rule is not the same as an inflation
targeting rule. When monetary authority uses inflation targeting, the central bank explicitly
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reveals its medium-term and long term goal for the inflation rate, whereas in an inflation
forecast targeting, the central bank targets the current forecast of medium-term inflation
rate instead of targeting the current inflation rate (Bernanke and Woodford, 1997).
According to economic theory, excessive booms are inflationary since these booms are
driven by expectations about future events, which only a↵ect the demand side of the economy. Thereby, it is natural to expect high inflation during demand booms. Despite this
conventional wisdom, historical data shows that inflation is usually low during the excessive
stock market booms. Bordo and Wheelock (2007) analyze the U.S. and Japan data by using
two centuries worth of data. They identify boom periods in both countries’ data and find
that during stock market boom-periods the inflation rate in both the U.S. and Japan is low.
Indeed, CIMR (2012) identify stock market boom periods in both the U.S. and Japan data
in the first part of their study, and in the second part of their study, they show that the
trend in inflation can be replicated under a New Keynesian model with inflation forecasting
targeting rule by using a simple interest rate rule. They conclude that monetary policy plays
a role in destabilizing asset markets.
Bernanke and Gertler (2001) find that aggressive inflation targeting rule stabilizes both
output and inflation when asset prices are volatile. The source of volatility could be either
bubbles or technology shocks.
In this study, I examine the stock market booms in a New Keynesian model with di↵erent
monetary policy settings than CIMR (2012) do. In this respect, first, I reexamine the stock
market booms under a monetary policy implemented through a general Taylor rule. The
Taylor principle was introduced by Taylor (1993) and is a condition to get a determinate
price level. According to this principle, the central bank adjusts the nominal interest rate
more than one for one in response to any change in inflation.
Second, I reexamine the stock market booms under an exogenous money supply rule as
an instrument of the monetary authority.
Finally, I extend the standard New Keynesian model by adding habit formation and price
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indexation to the model to examine stock market booms.
The rest of the paper is organized as follows. Section 3.2 examines the historical data
on stock market booms that are analyzed for the U.S. and Japan. Section 3.3 describes the
model in Clarida et al. (1999) and Galı́ (2015) with di↵erent settings, section 3.4 describes
the contributions of this study, section 3.5 interprets the simulation results, and section 3.6
summarizes and concludes this study.

3.2

Evidence from Historical Data

I extract data on macroeconomic variables of both the U.S. and Japan from International
Financial Statistics (IFS) published by International Monetary Funds (IMF). I use real log
value of seasonally adjusted quarterly data between 1971:1 and 2010:4 for the U.S., whereas I
use Japan data between 1960:1 and 2010:4. The U.S. data period is shorter than the CIMR
(2012) use, whereas the Japan data period is as same as the data period used in CIMR
(2012).
I use the consumer price index (CPI) to get the real value of each variable in both
countries’ data. I use the S&P Industrial, Nasdaq Composite, and AMEX average indexes
to analyze the evaluation of the US stock (share) prices, whereas I use the share price index
for Japan. Moreover, I use the federal funds rate to analyze the U.S. nominal interest rate,
whereas I use the call money rate to analyze Japan’s nominal interest rate.
Figure 3.1 shows various stock market indices and consumer price index for the U.S. In
this figure, there are three stock market boom periods, which are shown as yellow shaded
areas. These periods are identified by Bordo and Wheelock (2007) and Christiano et al.
(2012). We can see the peak and trough in the stock indices in Figure 3.1. The peak
for a particular boom period is defined as the year before the panic when the stock market
reached local maximum, and the trough points are defined as the year when the stock market
reached a local minimum CIMR (2012). In contrast to general expectations, the inflation
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rate is generally low during boom periods.
Evaluation of both federal funds rate and three-month treasury bill rate of the U.S. is
shown in Figure 3.2. According to this figure, monetary authority cuts interest rates during
stock market booms except for the recent stock market boom period (2003:1-2007:1).
Figure 3.3 displays the evaluation of real household consumption, real Gross Domestic
Product (GDP), and real money balances in the U.S. There is a significant rise in the real
money supply in the first boom period (1982:3-1987:3). Indeed, both Table 3.1 and Table
3.2 strengthen the results quantitatively that I get in the figures visually. The numbers
in these tables represent the average change in the indicated variables over the specified
periods. Table 3.1 indicates that during sub-boom periods average change in inflation rate
is 0.83, 0.68, and 0.69 percent respectively, whereas during non-boom periods, CPI growth,
on average, is 1.30 percent. Table 3.1 and Table 3.2 also show the volatility in stock-market
share price indices. For instance, from Table 3.2, the average growth rate of the NASDAQ
share price index is 4.13 percent during boom periods although it decreases in non-boom
periods with an average rate of -1.21 percent. We can see that the average growth rate of
macroeconomic variables (i.e., consumption, real GDP) higher during the boom periods.
From Tables 3.1 and 3.2, we see that the nominal interest rate has an interesting pattern
in the sample period. The average change in nominal interest rate in sub-boom periods
(1982:3-1987:3, 1994:2-200:2, and 2003:1-2007:1) is less than the average change in nonboom periods. Table 3.1 displays that the average change of federal funds rate (FFR) is
-3.5, 2.6, and 7.6 percent for the first, second, and third boom periods, respectively, whereas
it is -4.63 in the non-boom period. As we can see from the first column of table 3.1, the
Treasury Bill rate (T-Bill) has a similar pattern to the federal funds rate. These results
show that monetary authority decreases the interest rate during boom periods. However,
if monetary authority uses an inflation-forecasting interest rate rule as an instrument, the
pattern of nominal interest rate should have been in the reverse direction. Thereby, we
expect to see a low nominal interest rate during stock market booms and a high nominal
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interest rate during non-boom periods.
Figure 3.4 shows the evaluation of stock market share price and consumer price index
in Japan. The yellow shaded region shows stock market booms. Inflation is weak during a
boom period. According to Figure 3.5, the nominal interest rate deteriorates during a boom
period.
I report the quantitative representation of Japan’s macroeconomic variables in table
3.3. I observe the lowest average change in inflation rate (0.36) during the boom period.
Furthermore, I observe the same pattern for the real money supply variable, in the sense
that the nominal interest rate declines during the boom period. However, the decrease in
the nominal interest rate in boom periods (-0.89) is lower than the decrease in the nominal
interest rate in the non-boom period (-2.54).
The demand side of the economy drives excessive market booms. Therefore, we expect a
high inflation rate during boom periods. However, I show visually and numerically that the
inflation rate both in the US and Japan is low during stock market boom periods. Hence,
the results that I explore from data are contradicted with this economic reasoning. In the
next section, I analyze the role of monetary policy for this unusual situation under a New
Keynesian model.

3.3

New Keynesian Model with News Shock

CIMR (2012) identify stock market booms both in the U.S. and Japanese stock markets.
They claim that such booms are driven by excessive demand for goods and services, which is
purely based on expectations about future outcomes. Since there is no change in the supply
side of the economy, the demand side drives the dynamic of the economy during the boom
periods. According to economic theory, we observe high inflation as a result of a demand
boom. However, I find a low inflation rate during the excessive stock market booms by using
historical data in the previous section. In the previous literature, there is a widespread belief
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that the conduct of monetary policy does not a↵ect the reasons behind the stock market
booms. Despite this popular belief, CIMR (2012) show that a monetary policy through
interest rate targeting rules may destabilize asset markets. They claim that the standard
New Keynesian model provides a framework for the notion that inflation is low during the
booms.
In the New Keynesian model, prices are set as a function of both current and future
marginal costs. As agents receive a signal (news) about a cost-saving technology that will
become available in the future, they change their marginal cost expectations. The expectation that the future marginal cost will be lower dampens the current rise in the prices.
Therefore, an inflation forecast targeting rule leads the monetary authority to cut the interest
rate, which stimulates the demand for goods. Indeed, high future consumption opportunities
create pressure on agents to increase their current consumption. The expansion in demand
raises the current period of marginal costs. CIMR (2012) claim that we observe a fall in
prices during the boom periods since the current rise in the marginal cost is smaller than
the reduction in expected marginal cost. As a result, CIMR (2012) conclude that ”the monetary authority using inflation forecast targeting rule responds to the signal about future
productivity in the exactly wrong way.” CIMR (2012) support their above assertion by using a standard New Keynesian model. The following log-linearized system of equations can
describe a standard New Keynesian model:
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ỹt

(3.6)
(3.7)

The details of the above system of equations are provided by Galı́ (2015). Equation
(3.1) is the IS curve that relates the output gap, ỹt , inversely to the real interest rate and
expected output gap in the next period. This equation is obtained from the log-linearization
of the consumption Euler equation that arises from the household’s optimal saving decision.
Equation (3.2) is the New Keynesian Philips (NKP) curve, which is obtained from the
profit maximization of the monopolistically competitive firms under the Calvo-type staggered
pricing mechanism. In contrast to the traditional Phillips curve, there is no arbitrary inertia
and lag dependence in inflation in the New Keynesian Philips curve. Moreover, inflation is
a function of current and expected future economic conditions.
Equation (3.3) is the interest rate rule through which the monetary authority a↵ects the
economy. We assume that

⇡

and

y

are non-negative coefficients which are chosen by the

monetary authority. Equations (3.4) and (3.5) show the process for the real interest rate,
and actual output, yt , respectively. Equation (3.6) shows the employment as a function of
the structural parameters of the model and technology, at . Finally, equation (3.7) shows
the relationship among the natural rate of output level, the actual rate of output, and the
output gap.
The process for technology (at ) plays a central role in CIMR (2012). They specify this
process by the following equation:

at = ⇢ a at

1

+ ut ,

ut = ✏0t + ✏1t

In the above law of motion of technology, ✏0t and ✏1t
E✏0t at

s

1

1

(3.8)

are white noise terms, where

=E✏1t 1 =0, s>0

The subscript on ✏jt (j= 0, 1) indicates the date when this variable revealed to the agents
in the model. At time t, agents become aware of ✏0t and ✏1t . Here ✏0t represents the last piece
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of information received by agents about ut , and ✏1t represents the first piece of information
about ut+1 . The white noise term ✏1t is known as ”news” about the future.

3.4

Modifications

My first extension to their model is to use a more general interest rate rule than CIMR (2012)
use. CIMR (2012) analyze the e↵ect of a ”news” shock on the dynamic of the economy by
using the following simple interest rate rule:

it = ⇢ +

⇡ Et [⇡t+1 ]

(3.9)

However, I use the interest rate rule given in equation (3.3), which includes the expected
next period inflation rate, output gap, and disturbance term.
As a second extension, I analyze the e↵ects of the ”news shock” under an exogenous
money supply rule in order to compare with the results that I get by using interest rate rule.
In this respect, I remove equation (3.3) from the model and close the model with a money
supply rule. Galı́ (2015) analyzes the equilibrium responses of the economy under a money
supply rule. He specifies the money market equilibrium condition in terms of the output gap
in the following way:

ỹt

ytn ,

⌘it = It

In the above equation, It = mt

where It = mt

pt

(3.10)

pt represents real balances. By using the definition

of It , I can write the following relationship among real balances, inflation rate, and money
growth.
It
I assume (as in (Galı́, 2015) )
m t = ⇢m m t

1

1

= I t + ⇡t

mt

mt follows AR (1) process as follows

+ um
t
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(3.11)

Therefore, I use the system, which is represented by equations (3.1), (3.2), (3.4)-(3.10),
to analyze the e↵ect of the news shock on the economy under the money supply rule.
My third and final modification to model is that I use a di↵erent Philips curve and a
di↵erent IS curve, which contains habit formation. In the standard New Keynesian model,
the inflation rate is log-linearized around zero steady-state value. Ascari (2004) shows that
as trend inflation is considered, both long-run and short-run properties of the Calvo-type
time-dependent staggered price model change dramatically. In a time-dependent pricing
model, we assume that firms adjust their prices depending on time but not on the economic
conditions that firms face. He concludes that ”the results obtained by models log-linearized
around zero-inflation steady state are misleading.”
Since the trend inflation a↵ects the dynamic of the model, I check the robustness of my
results under di↵erent specifications of the Phillips curve. Yun (1996) and Christiano et al.
(2005) suggest that the fraction of price setters (intermediate good producers), who do not
adjust their prices optimally, indexes their prices to past inflation to capture endogenous
persistence in the Phillips curve. Therefore, I use the New Phillips curve, which includes
both expected and past lagged value of inflation. This New Philips curve can be written in
the following form:
⇡t = Et [⇡t+1 ] + 1

⇡t

1

+ ỹt

(3.12)

I also modify the IS curve by adding habit formation in it. I consider the model under
habit formation. Following Fuhrer (2000) and Bekaert et al. (2010), I use an alternative
IS equation from a utility maximizing framework with external habit formation. By incorporating habit formation into the utility function, the persistence in output can be welldocumented. Bekaert et al. (2010) specified the following IS equation under external habit
formation:
ỹt =

1

(it

Et [⇡t+1 ]

rtn ) + µEt [ỹt+1 ] + (1

µ)ỹt

1

(3.13)

Habit formation is accounted for by µ in equation (3.13). Hence, I use this alternative
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Phillips and IS curves to investigate the robustness of my results with simple interest rate
rule.

3.5

Simulation Results

I use the calibration parameter values reported in Table 3.4 to exert my simulation results.1
Figure 3.7 displays the results of using the general interest rate rule as an instrument.
This figure displays the responses of inflation, output gap, nominal interest rate, and actual
output to a news shock. I obtain the central results in CIMR (2012) in this figure. After
observing a news shock, we observe a decline in inflation. Under a general Taylor rule given by
equation (3.3), monetary authority cuts the nominal interest rate. The fall in both inflation
and nominal interest rate increases actual output and decreases the output gap. In other
words, when people receive the “news” that new cost-saving technology will become available
in the future, they change their expectations about future inflation. The decline in expected
future inflation leads to monetary authority to cut nominal interest rates through equation
(3.3), which stimulates the demand for consumption goods. Output expands to meet this
additional demand, and then the level of actual output increases in the model. Hence,
Figure 3.7 provides evidence that technological progress triggers the optimistic expectations
about future leads the monetary authority to cut the nominal interest rate in a boom. The
monetary authority further destabilizes the asset markets by lowering the nominal interest
rate.
Figure 3.8 displays the responses of the endogenous variables to a news shock under the
money supply rule. Although we see the same pattern of responses, the e↵ect of the news
shock dies out more quickly in this case. Inflation and nominal interest rate reach their
steady-state values after four periods, whereas both the inflation rate and interest rates
reach their steady-state level after ten periods in the previous specification.
Figure 3.9 shows the response of the endogenous variables to a news shock under habit
1

I use Dynare software.
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formation and price indexation. We see the same pattern in the responses of the endogenous
variables. At first, inflation rate declines, and monetary authority cuts the nominal interest rate. Since the model includes habit formation and price indexation, the responses of
variables are hump-shaped. Because of the price indexation, the decline in inflation is more
persistent and reaches a minimum after ten periods.
When we compare the results in Figure 3.9 with the result in Figure 3.7, we see that
monetary authority decreases the nominal interest rate less under habit formation and price
indexation than general Taylor rule. Therefore, the expansion in output demand is not as
big as in general Taylor rule.
To test the sensitivity of the habit formation value (µ), I use di↵erent µ values. To do
so, first, I use a higher µ value and then use a lower µ value.
The inflation rate, output gap, and nominal interest rate decrease at a faster rate than
the benchmark model as I increase the µ coefficient from 0.4859 to 0.6. However, the inflation
rate, output gap, and nominal interest rate decrease at a slower rate than the benchmark
model as we decrease µ coefficient from 0.4859 to 0.3. In addition, hump shape response
of variables disappears as we reduce the habit formation value. The results are given in
Appendix E.
Overall, the simulation results show that the New Keynesian model under di↵erent specifications provides the basis for the notion that the inflation rate is low during the stock
market booms. In such periods, monetary authority responds to news shocks in the wrong
way under di↵erent specifications of the monetary policy.

3.6

Concluding Remarks

In this study, I show that the money authority responds to a news shock in the wrong way
under di↵erent specification of the monetary policy in a New Keynesian model. The monetary authority cuts nominal interest rate which further destabilizes asset markets instead of
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increasing nominal interest rate during excessive stock market booms.
CIMR (2012) show that monetary authority responds to a news shock in a wrong way
due to inflation forecasting targeting interest rate rule. I show that the monetary authority
responds to a news shock in a wrong way under an exogenous money supply rule as well.
Simulation results show that the fall in the inflation and interest rate dies out more quickly
under a money supply rule. Despite this finding, a complete welfare analysis under di↵erent
specification of the monetary policy requires welfare loss function approach.
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Figure 3.1: The U.S. stock prices indices, GDP deflator, and Consumer Price Index.
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4.1148
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S&P
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AMEX
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0.4360

0.7910

1.1295

GDP Def

0.7642

0.8241

0.9967

0.3690

GDP

-0.023

-0.762

1.6055

0.2841

M1

7.6032

2.6759

-3.5799

-4.6381

FFR

7.692

2.298

-3.415

-4.833

T-Bill

Table 3.1: The U.S. variables over sub-Boom periods and Non-Boom periods.
Numbers are calculated by multiplying the average of the log-first di↵erence of the indicated variables by 100 over the specified
periods. Hence, numbers represent the average growth rate of indicated variables. The entire period is a full sample.

Nasdaq

Periods

89

- 4.1335

-1.2116

0.9196

Boom

Non-Boom

Entire Period

0.6018

-1.386

3.6006

S&P

0.7546

-0.270

2.3011

AMEX

1.0704

1.3054

0.7159

CPI

0.9333

1.1295

0.6375

GDP Def

0.5670

0.3690

0.8655

GDP

0.2611

0.2841

0.2265

M1

-2.0230

-4.6381

1.9202

FFR

-2.168

-4.833

1.8495

T-Bill

Table 3.2: The U.S. variables over Boom and Non-Boom periods.
Numbers are calculated by multiplying the average of the log-first di↵erence of the indicated variables by 100 over the specified
periods. Hence, numbers represent the average growth rate of indicated variables. The entire period is a full sample; other=nonboom Periods.

Nasdaq

Periods

90

5.0345

Non-Boom
-2.2973

-0.8966

-2.5402

Interest Rate

0.8339

0.3698

0.9144

CPI

0.8653

1.1139

0.8222

GDP

1.6478

0.8688

1.7829

M1

Table 3.3: Japan variables over Boom and Non-Boom periods.
Numbers are calculated by multiplying the average of the log-first di↵erence of the indicated variables by 100 over the specified
periods. Hence, numbers represent the average growth rate of indicated variables. The entire period is a full sample. Other=NonBoom Periods.
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Share Prices
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⇡
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-

⇢
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-

-
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-

-
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-

-
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-

-
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µ

⌧

Table 3.4: Calibration Parameters.
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Figure 3.2: The U.S. Consumer Price Index, GDP deflator, Federal funds rate, and three
month treasury bill rate.
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Figure 3.3: The U.S. Real GDP, Real money balances, and household consumption expenditure.
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Figure 3.4: Japan share price index and Consumer Price Index.
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Figure 3.5: Japan Money supply and Call money rate.
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Figure 3.6: Japan household consumption expenditure and Real GDP.
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97
Figure 3.7: Responses of variables to a News shock under General Taylor rule.

98
Figure 3.8: Responses of variables to a News shock under Money supply rule.
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Figure 3.9: Responses of variables to a News shock under Habit formation and indexation.

Appendix E
Sensitivity of Habit Formation Value
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101

Figure E.1: Responses of variables to a News shock under Habit formation and indexation when µ =0.6.
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Figure E.2: Responses of variables to a News shock under Habit formation and indexation when µ =0.3.
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