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ABSTRACT
With the rise of the plastic electronics, there has been a renewed interest in microstructure-sensitive design.
Since processing conditions are known to heavily influence the microstructure, identifying optimal fabrica-
tion conditions is a crucial step towards the development of high-performance devices. A key component
of this undertaking is the integration of effective computational tools; trial-and-error methods are no longer
feasible, as they are time and resource intensive. In this work, several computational tools are developed to
explore the process-structure-property relationships in designing high-performance thin film devices. More
specifically, a phase-field – based model, developed to simulate fabrication conditions, is coupled with ad-
vanced optimization routines to systematically identify promising processing conditions, in an automated
way. Throughout this work, various processing conditions are explored and it is shown how they can be
tuned to achieve a desired microstructure or device performance. The methodology presented here provides
a scalable and extensible approach towards the rational design of tailored microstructures with enhanced
functionalities.
1CHAPTER 1. INTRODUCTION
The emerging field of organic electronics (OE) is steadily maturing into a preeminent industry of enor-
mous disruptive potential. The prospect of multi-functional, plastic electronic devices has fueled the imagi-
nations of researchers for decades. Now, many futuristic concepts are slowly emerging from the backgrounds
of science fiction and into the consumer spotlight. The growing enthusiasm stems from the immensely at-
tractive properties inherent to semiconducting polymer blends, which provides a remarkable competitive-
advantage over their inorganic counterparts. Perhaps the most damaging, of course, is that all of the familiar
electronic functionalities can be packed into an ultra-thin, lightweight, and flexible form factor [1]. In
addition, and perhaps of equal importance, such devices can be sustainably produced at low-costs through
established high-throughput printing processes, using biodegradable and nontoxic organic materials [2, 3, 4].
However, the scope for many organic electronic devices should not be viewed as a narrow replacement
for traditional (often silicon-based) devices. Rather, much of the excitement is drawn towards a number of
entirely new innovations, destined to fill previously unoccupied spaces in the marketplace, yet capable of
addressing complex problems of critical interest. Examples include wearable electronics and RFID tags (a
key component for the Internet of Things (IoT) paradigm [5]), which are expected to improve workplace
safety, while significantly improving industrial output through increased automation. However, the rising
star garnering the most attention is the broad field of bioelectronics [6, 7, 8]. These ‘soft’ devices are part
of a rapidly growing field that encompasses a range of devices capable of interfacing with the human body.
This includes stretchable sensor arrays and electronic ‘smart’ skin [9, 10, 11] to implantable devices, and
multifunctional, integrated systems capable of interfacing with the central nervous system [12, 7].
Unfortunately, in addition to some lofty expectations, many OE devices have notably difficult challenges
preventing commercial success. In fact, despite significant efforts, only OLEDs have broken into the com-
mercial marketplace with high-profile usage in smart phones and curved displays. For the many other OE
devices, performance and reliability remain an enduring challenge. And while each device has had varying
2degrees of success in circumventing these problems, the core issue is unlikely to be resolved. As it happens,
the same features that make these devices so attractive – the ultra-thin, lightweight, and flexible architec-
tures – also makes them notably difficult to control. More specifically, at the heart of these OE devices is
a composite arrangement of semiconducting polymers – each specifically tailored to maximize a property
or to perform a function (i.e, charge conduction or luminescence). It is then the union of these materials,
and properties, that gives rise to many multifunctional devices. Then, depending on the nature of the device
and the expected functionality, device optimization requires that the two materials be blended (or fabricated)
in ways that maximize the intended properties. This notion gives rise to the concept of structure-sensitive
design and provides the motivation for this work.
While the concept of structure-sensitive design is hardly new, the rapidly increasing power and avail-
ability of high-performance computing has provided a new platform for which materials may be studied,
designed, and optimized. Further, in light of the immense complexity associated with materials design
in semiconducting polymer blends, computational tools are expected become indispensable. Tools rang-
ing from databases and machine learning to modeling, simulation and high-performance computing, will be
tightly integrated into the materials design process [13, 14]. It is through this lens that I outline the objectives
of this work.
1.1 Objectives
The overarching goal of this research is to explore the process-structure-property relationships governing
OE device behavior and to develop extensible computational tools to directly link processing conditions to
device performance. This will provide considerable insight towards the rational design of OE devices. More
specifically, the objectives are:
i) Develop predictive modeling capabilities for a broad class of thin film organic electronic devices. This
includes fabrication conditions and material properties for realistic material systems.
ii) Explore the process-structure-property relationships governing OE device behavior.
3iii) Develop and employ optimization framework to automatically link process-to-performance and iden-
tify promising processing conditions.
1.2 Overview
This dissertation is organized as follows. Chapter 2 describes the development of a predictive model-
ing framework for the fabrication of a thin film organic electronic device. In this work, a two-component
(binary) polymer blend undergoing thermal annealing with substrate patterning was considered for process-
ing conditions. Then, this morphology evolution framework was integrated with a heuristic optimization
scheme to systematically identify promising processing conditions to produce a desired microstructure.
Chapter 3 expands on this work by introducing solvent evaporation as a key processing condition. This
three-component system (two polymers diluted in a common solvent) provides more realistic fabrication
conditions, as most organic electronic devices are produced via solution processing. Here, evaporation
rate and substrate patterning wavelength are the tunable processing conditions. Then, since this predictive
model is more computationally intensive with a broader solution space, a Bayesian optimization routine
is implemented in an effort to identify optimal processing conditions, while minimizing function evalua-
tions. However, instead of focusing on a desired microstructure, this work uses physically meaningful,
performance-based morphology descriptors as an objective function – effectively linking the processing
conditions with performance. Upon running the optimization routine to maximize performance, the optimal
conditions were identified. Finally, Chapter 4 concludes this work by providing a summary of contributions
and how these relate to the overall research objectives. Future directions for this research are then discussed,
with an eye towards the future of organic electronics as a whole.
4CHAPTER 2. AN OPTIMIZATION APPROACH TO IDENTIFY PROCESSING
PATHWAYS FOR ACHIEVING TAILORED THIN FILM MORPHOLOGIES
A paper accepted by Computational Materials Science
Spencer Pfeifer, Olga Wodo, and Baskar Ganapathysubramanian
Abstract
It is well-known that the performance of thin film organic electronic devices critically depends on the active
layer microstructure. Since processing conditions heavily influence the microstructure, identifying optimal
fabrication conditions is a crucial step towards the development of high-performance devices. Current state-
of-the-art approaches remain predominantly trial-and-error, which are time and resource intensive. In this
work, we integrate a morphology evolution framework (based on a phase-field model) with a heuristic opti-
mization scheme to systematically identify promising processing conditions. We show how annealing time
and substrate patterning can be simultaneously tuned to achieve a variety of tailored microstructures. The
appropriate choice of cost functional is critical to achieving meaningful results. The methodology presented
here provides a scalable and extensible approach towards the rational design of tailored microstructures with
enhanced functionalities.
52.1 Introduction
Modern engineering applications continue to drive the demand for heterogeneous materials with multi-
functional properties [15, 16, 17, 18, 19, 20, 21]. These properties are often dependent on the microstructure
and corresponding internal component configurations (atoms, phases, and compounds), which has resulted
in a growing emphasis on microstructure-sensitive design. The intention is to identify tailored microstruc-
tures that exhibit desirable properties; or to determine the processing conditions capable of producing such
morphologies. Historically, the design-to-deployment cycle for microstructure-sensitive materials has taken
years to even decades to complete. More recently, however, there has been a sustained effort [22, 23, 13]
to rapidly accelerate materials development by integrating effective computational tools into the design and
development cycle [24, 25]. The rapidly increasing power and availability of high-performance computing
has facilitated the development of increasingly sophisticated computational models [13, 14] that permit an
exhaustive analysis of the process-microstructure-property relationships. Examples include microstructure-
sensitive analysis in metals and multi-component alloys [26, 27, 28, 29], polymer blends [30, 31], and com-
posites [32]. Consequently, such advances have opened up the possibility of coupling these ‘forward’ models
with optimization frameworks to systematically identify promising pathways that produce microstructures
with desirable properties [33, 34, 31, 35, 36].
Our focus is on a relatively newer class of microstructure design problems involving polymer blends, in
which both anisotropy and confinement play a significant role in determining performance. More specifi-
cally, we are interested in the microstructure-sensitive design of polymer-based thin films (or more gener-
ally, organic thin films) for use in organic electronics. These devices generally consist of highly anisotropic,
multi-component blends, with operational conditions (and hence microstructure design) that must care-
fully consider the impact of the film boundaries. Applications for such devices range from sustainable
energy harvesting and flexible displays [37, 38, 39] to implantable healthcare diagnostic devices and sen-
sors [40, 41, 12]. These devices are particularly attractive because they exhibit an inherent softness, flexi-
bility, and biological compatibility — traits that are traditionally absent in conventional silicon-based sys-
tems [41]. In addition, the prospect of an inexpensive, high-speed, ‘roll-to-roll’ manufacturing process
operating at low temperatures, makes organic thin film devices excellent candidates for ‘green electronics.’
6However, many promising technologies are currently bottlenecked by the manufacturing stage — namely
the immense challenges associated with selecting proper fabrication conditions to produce desirable mor-
phologies with tailored properties. Addressing this shortcoming serves as the central motivation for the
current work.
In the sections that follow, we focus on developing an extensible and scalable optimization framework
that systematically identifies viable processing conditions that result in tailored microstructures. We use
the words ‘microstructure’ and ‘morphology’ interchangeably. We couple a phase-field-based morphology
evolution framework [30, 42, 43] with a particle swarm optimization (PSO) routine. The choice of a meta-
heuristic, multi-start, gradient-free optimization routine (in contrast to gradient-based methods) is made to
ensure that the phase space is well-explored.
As a representative problem that illustrates this framework, we consider post-deposition annealing of
an organic thin film consisting of two distinct materials (i.e., a two-phase system, A-B). Post-deposition
annealing (both thermal- and solvent-based) is a routinely used protocol in organic electronics to develop
well-connected microstructural domains [44, 45]. The annealing process encourages the progression of
spinodal decomposition which is exhibited as coarsening behavior and results in the formation of large (A-
rich phase and B-rich phase) domains. The annealing time, thus, affects the resultant final morphology. We
choose the annealing time as one of the processing conditions that can be tuned to tailor the morphology.
Additionally, we consider the organic thin film to be in contact with a chemically patterned substrate. The
localized changes in the surface energy of the substrate (due to the chemical treatment) result in spatial
variations in the way that the substrate interacts with the A-rich and B-rich domains within the thin film.
Such patterning – in which the chemistry can be tuned to preferentially attract or repel one of the two
components – has been shown to be very useful in modulating morphology formation [46], with dip-pen
nanolithography being one successfully deployed approach [47, 48, 49, 50]. We choose the patterning
wavelength as one of the processing conditions that can be tuned to tailor the morphology. Note that the
choice of these two processing variables in our illustrative example of the optimization framework also
showcases the interplay between a volume-based control mechanism (annealing) with that of a surface-based
control mechanism (substrate patterning). We report results for 2D domains representing the cross-sectional
7morphology (i.e. morphology in the direction perpendicular to the plane of the film) as the morphology
variation across the depth of the thin film critically affects performance.
The outline of the rest of the paper is as follows: We provide a brief description of the phase-field
methodology at the core of our morphology evolution framework in Section 2. Then, Section 3 is devoted to
the development of a suitable objective function as well as implementation details of the PSO algorithm —
which is developed around two processing conditions: thermal annealing and substrate patterning. Finally,
Section 4 provides illustrative results from the optimization framework, followed by concluding remarks in
Section 5.
2.2 Morphology evolution & phase-field modeling
In recent years, several groups have utilized phase-field approaches to model morphology evolution in
organic thin films [30, 51, 52]. This class of numerical methods has become a staple mesoscale model
for simulating interfacial evolution under a wide variety of physical phenomena. Such popularity is a re-
sult of the simplicity with which these thermodynamically-driven models are constructed. Moreover, the
‘modular’ free energy-based design allows for a natural inclusion of diverse physical phenomena as well as
material-specific properties — all while supporting short software development cycles [53]. In developing a
coupled phase-field–PSO framework, this added versatility allows for an efficient progression from a proof-
of-concept model to more realistic systems that incorporate tailoring a broader set of processing conditions
(for example, evaporation rates, spinning speeds, temperature ramps, among others).
As previously mentioned, this work explicitly focuses on a two-phase system undergoing thermal an-
nealing in the presence of a chemically patterned substrate. The goal is to design a versatile and robust
numerical framework, which is naturally extensible to broader classes of material systems and fabrication
techniques.
2.2.1 Phase-field model
The phase-field model defines the evolution of an order parameter, φ(x, t) ∈ [0, 1], which represents the
local volume fraction of component A (of a binary A-B mixture), with the volume fraction of B given as
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Figure 2.1: Representative phase-field simulation. (a) Time evolution profiles for the Total (F), Bulk (Fbulk),
and Interfacial (Fint) free energy components (Eqs. 2.1-2.3). (b) Two-dimensional solutions (top-down),
sampled at several points of interest throughout the evolution.
1−φ(x, t). The evolution equation is derived via formulating (and minimizing) a free energy functional that
represents the energy of a given configuration of the system, φ(x, t).
Here, the free energy, F, assumes the typical Ginzburg-Landau form with an added boundary term to
include substrate effects:
F(φ) =
∫
Ω
[
f (φ) + 2|∇φ|2
]
dΩ +
∫
Γ
fs(x, φ) dΓ, (2.1)
where Ω represents the physical domain, and Γ is limited to the lower boundary of the domain, where the
system interacts with the substrate. Here, f (φ) is the local, homogeneous (bulk) free energy of mixing, which
has a non-convex, double-welled profile for binary systems. For simplicity, this term is often represented by
the following quartic polynomial relation:
f (φ) =
1
4
· φ2(1 − φ)2. (2.2)
The square gradient term in Eq. 2.1 represents the interfacial energy, and accounts for the costs associated
with interface creation between two immiscible phases. The interfacial coefficient, ε2, characterizes the
interfacial thickness between homogeneous phases and is often correlated with the energy of forming an A-
9B interface, which is typically on the order of a few mJ/m2 for organic blends. Finally, fs(x, φ) introduces a
spatially-dependent surface potential at the lower boundary to incorporate substrate patterning effects. The
total energy can be described as a summation of bulk, interfacial, and surface energy contributions:
F = Fbulk + Fint + Fs, (2.3)
which are individually tracked during morphology development, as shown in Figure ??.
Next, the time evolution of the system is expressed by the following continuity relation:
∂φ
∂t
= −∇ · J . (2.4)
In which the mass current, J , is related to the chemical potential (µ = δF/δφ), as follows:
J = −M∇µ. (2.5)
The species mobility, M, is assumed to be spatially uniform and independent of concentration (we set
M = 1). Combining the above, we arrive at the Cahn-Hilliard (CH) equation:
∂φ
∂t
= ∇ ·
[
M∇
(
∂ f
∂φ
− ε2∇2φ
)]
. (2.6)
Characteristic solutions, absent of substrate effects, are provided in Figure ?? above. Here, images
(A)-(F) provide representative snapshots throughout the morphology evolution – each corresponding to a
significant point along the bulk energy profile, Fbulk, in Figure ?? (a). More specifically, points (A) and (B)
represent a disordered phase prior to bulk segregation. The short moments thereafter are characterized by a
significant plunge in the bulk energy before arriving at point (C). This rapid energy dissipation, characteris-
tic of phase separating systems, coincides with a maximum in the interfacial energy component (Fint). In the
course of minimizing the total free energy (F), component-rich domains rapidly emerge forcing the creation
of interfacial boundaries. Then, as the system continues to evolve towards an equilibrium concentration,
interfaces slowly diminish, and component-rich domains coarsen – resulting in further energy dissipation,
now at a much slower rate. This coarsening phase, reflected in points (D), (E), and (F), represents approx-
imately 20%, 10%, and 7% remaining bulk energy, respectively. This coarsening stage, characterized by
consistent domain growth, has been shown to model thermal annealing.
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2.2.2 Substrate patterning
Since thin films are often characterized by large surface-to-volume ratios, the presence of a boundary
is known to play a significant role in the microstructure development process (due to confinement, sur-
face chemistry, and surface roughness, to name a few). Chemically patterning the substrate, via dip-pen
nanolithography or microcontact printing, has proven to be an effective means of influencing the thin film
morphology [47, 48, 49, 50]. We now define an additional surface energy component, Fs, designed to selec-
tively introduce the effects of substrate patterning as a means of influencing the bulk morphology throughout
the annealing process. This is introduced through the following surface integral:
Fs(x, φ) = −
∫
Γ
fs(x, φ) dΓ, (2.7)
= −
∫
Γ
p(x)(hφ +
1
2
gφ2) dΓ. (2.8)
Here, the spatially-dependent function, p(x) → {-1, 0, 1}, describes the local, point-wise, nature of the
surface pattern. A non-zero value, p(x) = ±1, at point x, indicates an attractive or repulsive surface
chemistry towards one component. Otherwise, a zero-value is imposed, indicating component neutrality.
The magnitude of the surface potential is then introduced through the parameters h and g [54, 55].
Throughout this work, homogeneous Neumann boundary conditions are imposed at the upper boundary
for φ and µ, {nˆ ·∇µ = 0 and nˆ ·∇φ = 0}, while homogeneous Neumann boundary conditions are applied for
µ at the lower boundary. However, at the lower surface (y = 0), substrate effects are introduced as non-zero,
local equilibrium values for φ as:
nˆ ·∇φ = h + gφ. (2.9)
This formulation is based on the assumption that the surface free energy reaches an equilibrium well before
that of the bulk, thereby satisfying these conditions [56, 57, 58]. Periodic conditions are enforced laterally
on the size wall boundaries.
2.2.3 Numerical implementation
The Cahn-Hilliard equation is solved via continuous Galerkin (CG) finite elements, coupled with an
order-adaptive, implicit Runge-Kutta (RK) time scheme [30, 42]. In the present work, simulations are
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performed on two-dimensional cross-sections, with each dataset consisting of 600 × 60 linear elements.
This 10 : 1 aspect ratio provides a rich set of structural features while requiring modest computational
resources.
Several key parameters that characterize the system’s behavior are next set. In light of our intended
application, we select a simplified ‘model’ system, in which all parameters exist in dimensionless form. We
set the interfacial coefficient to be 2 = 6e-5 and consider an off-critical blend ratio of φ0 = 0.5238 (1 : 1.1).
Then, to initiate phase separation and ensure reproducibility, each simulation is initialized with an identical
Gaussian-distributed random field: φ(x, 0) = φ0 +N(0, σ), in which σ = 0.005.
The substrate patterning scheme consists of an alternating attractive/repulsive motif applied to the lower
boundary. In this work, the function, p(x), is taken to be a square wave of the form:
p(x) = sign( sin(2pi · x/λp) ), (2.10)
in which sign(x) refers to the sign (signum) function:
sign(x) =

1 if x > 0
0 if x = 0
-1 if x < 0
(2.11)
and λp is the patterning wavelength. Several variants of this formula have been implemented by others to
achieve similar effects [56, 59]. The surface potential coefficients, h and g in Eq. 2.8, are set to: h = 5e-4
and g = 0. These values, chosen heuristically, were selected to maximize the surface influence.
Finally, the nonlinear system is solved using an in-house, finite element (FEM) framework written in
C++, which utilizes a parallelized Newton-Raphson scheme provided by the PETSc solver library [60]. Fig-
ure 3.1 provides illustrative datasets (truncated for visualization purposes), over a range of surface patterns.
2.3 Optimization
We next formulate the problem of identifying the fabrication conditions (namely, substrate patterning
wavelength and annealing time) that result in desirable morphologies as an optimization problem. To do so,
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t = 0 .01
t = 0 .04
t = 0 .11
t = 5 .00
Patterning Wavelength
t = 0.002
t = 0.01
t = 0.04
t = 5.00
No surface pattering⁄p
Figure 2.2: Illustrative representations of microstructural evolution on a patterned substrates (images have
been truncated for visualization purposes). Full simulations are performed on 600 × 60 element 2D cross
sections (with only one-fourth of the domain, 150 × 60 shown), with φ0 = 0.5238, 2 = 6e-5, and surface
pattern, λp, applied at lower boundary, with surface potential, h = 5e-4.
we seek to minimize an objective function F : A→ R+, given a desired target morphology. The task of the
objective function is to encode deviations of an arbitrary morphology (due to processing conditions A) from
that of the target. Thus, the objective function maps the space of processing conditions (our search space)
to a positive real number (with larger numbers indicating larger deviation from the desired morphology).
Designing an effective objective function is exceedingly application-dependent and often non-trivial, as
it requires certain prior knowledge about the solution space. In our particular case, the objective function
should compare key morphological features, while maintaining translation invariance (as shifted morpholo-
gies perform identically). This function should also penalize large-scale morphological deviations from the
target while remaining insensitive to minor variations. Finally, a reasonably ‘smooth’ objective function is
highly sought after, as this allows for a more efficient solution convergence. To meet these requirements, no
single metric was considered. Rather, the careful design of the objective function resulted in the inclusion
of several functions that targeted each of the above requirements.
2.3.1 Objective function
Given a target φ˜, and candidate microstructure, φ, the objective function, F (φ, φ˜), is a measure of the rel-
ative ‘fitness’ of the candidate and is often quantified by a mean-squared-error (MSE) [31, 61]. This popular
approach has the benefit of mathematical simplicity with minimal overhead; and in many cases, provides
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reliable convergence. However, for more complex datasets, such as those shown in Figure 3.1 (and other
random heterogeneous microstructures [62]), point-wise measures alone often return mixed results, due to
the fact that such measures are insensitive to translation, rotation, or scale variations. Point-wise evaluations
are most successful when the target and candidate solutions are structurally similar; otherwise such methods
often produce a highly corrugated function space. Thus, it is important to incorporate statistical measures of
the morphology as well. For instance, in many thin-film applications, the general structure, average domain
size, and connectivity are of primary interest, among others [63].
In addition to traditional point-wise metrics, we have assembled a set of microstructure-sensitive mor-
phology descriptors to extract specific features of interest. A linear combination of each descriptor, in con-
junction with heuristic penalty functions, provides a clear contrast between different morphologies, while
maintaining a reasonably smooth search space topology. The metrics employed in this work are: the L2-
norm, the structural similarity index (SSIM), and the characteristic length scale; each of which are now
discussed.
2.3.1.1 Relative L2-Norm
First, we utilize the simplest measure for evaluating the point-wise error between two morphologies,
which is the L2-norm. For a vector, y ∈ Rn, the L2-norm is defined ‖y‖2 ≡
(∑n
i=1 y
2
i
)1/2
. The relative error
between the target, φ˜, and candidate, φ, morphologies, is described by:
σL2 =
‖φ˜ − φ‖2
‖φ˜‖2 . (2.12)
This metric is very useful in assessing the difference between two morphologies of relatively similar features
and topology. However, the inherent point-wise differencing makes this metric sensitive to geometric differ-
ences (scaling, translation). This may introduce disproportionate variations in the cost function landscape,
which can critically affect the solution efficiency and accuracy.
2.3.1.2 Structural similarity index
To counter these shortcomings, we now turn towards a ‘perception-based’ methodology to evaluate the
structural similarity (SSIM) between morphologies. This index was proposed by Wang et al. [64], in an ef-
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fort to imitate characteristics of the human visual system, which is highly adapted for recognizing structural
information. Often described as a ‘top-down’ approach, the SSIM index identifies and compares patterns
and correlations, within a local window. This ‘structural’ paradigm is a very popular image processing tech-
nique, routinely used in transmission, compression, and restoration algorithms [65, 66]. The SSIM index is
defined as a product of comparisons for three image characteristics: the luminance, contrast, and a combi-
nation of correlation distortions, collectively designated as the structural component. The overall similarity
measure is given as:
S (x,y) = [l(x,y)]α · [c(x,y)]β · [s(x,y)]γ. (2.13)
In which,
l(x,y) =
2µxµy + c1
µ2x + µ
2
y + c1
, c(x,y) =
2σxσy + c2
σ2x + σ
2
y + c2
, s(x,y) =
σxy + c3
σxσy + c3
, (2.14)
define the luminance, contrast, and structural terms, respectively. Here, µx and µy are the sample means,
σ2x, σ
2
y , are the variances, and σxy is the sample cross-correlation between datasets (x, y). The exponential
weighting parameters, α, β, and γ may be used to emphasize various components, but are often unity by
default, α = β = γ = 1. The constants, c1, c2, c3 are small values included to avoid instabilities and are often
length-scale dependent. Following standard practice, we set c3 = c2/2, in which case the similarity index
simplifies to:
S (x,y) =
(2µxµy + c1)(2σxy + c2)
(µ2x + µ2y + c1)(σ2x + σ2y + c2)
. (2.15)
The SSIM index provides several appealing properties, including symmetry (S (x,y) = S (y,x)), bound-
edness (S (x,y) ≤ 1), and a unique maximum; that is, S (x,y) = 1, if and only if x = y. As part of our
objective function, we define:
σS S IM = 1 − S (x,y), (2.16)
which quantifies the relative dissimilarity between datasets. Note that σS S IM tends towards zero when
x→ y.
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2.3.1.3 Characteristic length scale, Rg
To further discriminate between morphological features we consider the characteristic length scale, Rg.
In regards to microstructural characterization, this metric has been widely used to study the growth kinetics
in spinodal decomposition [67, 68], as it effectively captures the average domain size of the morphology.
For this work, the characteristic length scale is extracted from the equal-time pair correlation [62, 69]:
C(r, t) = 〈φ(x + r, t)φ(x, t)〉 , (2.17)
in which the first minimum (of the normalized pair correlation) is denoted as Rg and integrated into the
objective function as follows:
σRg =
∣∣∣R˜g − Rg∣∣∣
R˜g
, (2.18)
where R˜g is the characteristic length scale of the desired microstructure.
2.3.1.4 Penalty functions
Next, due to the inherent diversity of possible morphologies produced by the phase-field framework,
heuristic information is included through the use of two penalty functions. The first, Pcc, places a deadzone-
linear penalty on the number of connected components, ηcc, within the morphology1. For thin morphologies,
this amounts to the number of domains and effectively discards undeveloped (or checkered) morphologies
(Figure 3.2 provides representative examples of four notable structures). This penalty is implemented as
follows:
dcc =
∣∣∣∣∣1 − ηccη˜cc
∣∣∣∣∣ , (2.19a)
Pcc = 1 + max(0, dcc − a1). (2.19b)
Here, η˜cc defines the number of target connected components (computed from the desired morphology, φ˜),
with a1 as a heuristic barrier limit. Next, since we are primarily interested in columnar microstructures,
1Connected components are computed in MATLAB using the Image Processing Toolbox [70].
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ACF
x
x
Checkered/undeveloped
Layered
Disordered
Columnar
Columnar
Disordered
(a) (b)
ACF
x
z
Figure 2.3: (a) Illustrative representations of four typical morphologies. The checkered structure is induced
by the substrate pattern and appears immediately after phase separation. Disordered and columnar struc-
tures appear at the later-stages and depend on the efficacy of the substrate pattern. The layered structure is
generally present for homogeneously patterned surfaces (all attractive or all repulsive). (b) 1D autocorrela-
tion (ACF), averaged over the three slices shown, for the disordered and columnar structures to the left. The
ACF is used as a penalty function to differentiate between structures.
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we impose a second penalty function that is specifically tailored to favor microstructures of this type (see
Figure 3.2). A clear distinguishing feature of the columnar microstructure, is the uniformity in the z-dir;
hence, we now impose a penalty for structures with high variations in the vertical columns (non-columnar).
This is implemented by computing the 1D autocorrelation for several slices in the z-dir. A log-barrier
penalty, is then imposed for structures with large deviations:
Pν =

− log(1 − dν/a2), if dν < a2,
2.0 otherwise,
(2.20)
in which dν is defined as the relative error between the target and candidate autocorrelations described above
(C˜y and Cy, respectively):
dν =
‖C˜y −Cy‖2
‖C˜y‖2
. (2.21)
Here, a2 is a relative tolerance a2 = 1 +  (here we have selected  = 1e−2). This simple formulation
effectively penalizes non-uniformity in the z-dir as well as large deviations from the target. While other
cost function components are naturally extended to more general problems, this heuristic penalty is only
applicable for columnar microstructures, since we take advantage of a unique structural feature. However,
this provides an example of tailoring the objective function for specific applications, which may be critical
to the success of the algorithm.
Remark. A linear combination strategy is employed to combine the above measures into a single scalar
objective function, representing the relative similarity, or error, between the computed and desired mor-
phologies:
F (φ, φ˜) =
 3∑
i=1
wi · σi
 · max (Pcc, Pν)∑ wi . (2.22)
Our objective function now consists of four primary parts: a statistical measure, an image processing mea-
sure, and a microstructural descriptor, moderated by structure-selective, penalty functions. As a means for
tuning the multi-component objective function, each component is weighted by a factor wi = [1.0, 1.25, 2.0],
before the larger of the two penalty functions is applied; as described by Kulkarni et al. [71].
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It should be noted that several other characterization metrics were considered. However, we discovered
that this combination of measures provided the most consistent results and sufficiently encompassed the di-
versity of microstructural variability presented by this problem. Alternative measures, including: statistical
moments [72], image entropy, energy-based metrics, homological descriptors (such as the Euler character-
istic and Betti number) [68, 73], graph-based approaches [63], additional correlation formulations [62], as
well as more advanced SSIM measures [74], were all considered.
2.3.2 Particle swarm
We choose to utilize metaheuristic optimization routines, as derivative information is unavailable and
multiple local optima are anticipated. While numerous metaheuristic methods are available (Genetic Algo-
rithms (GA), Particle Swarm (PSO), Simulated Annealing (SA), Ant Colony Optimization (ACO) and several
more [75, 76]), we chose a standard PSO algorithm. This scheme offers simplicity and flexibility with a
minimal computational overhead. In addition, numerous software packages, written in high-level languages
(i.e., MATLAB, Python) are available, which provides an ideal development environment.
Developed by Eberhart and Kennedy in the mid-90’s, PSO is often associated with bird flocks or similar
patterns of ‘swarm’ movements — as these social behaviors gave rise to its conception [77]. This paradigm
has since evolved and expanded to numerous fields of study; and while more sophisticated algorithms have
been developed, PSO remains extremely popular — largely due to the simplicity, robustness, and generally
high performance for a broad spectrum of applications [78, 79].
In its simplest form, PSO is a collection of particles dispersed across the entire parameter space, in
search of a global minimum. Each particle, or candidate solution, is given an initial position and velocity
and is allowed to move about the space, evaluating its fitness at each step. However, in analogy to the swarm
behaviors observed in nature, each particle communicates fitness information with other members of the
swarm. Consequently, each succeeding movement is partially influenced by the best-known global position
and that of the individual particle’s best-known position. As a result, each particle is able to avoid local
minima and migrate towards a global solution [78, 80].
Mathematically, the velocity vector for each particle, vn+1
i
, is generally defined as follows:
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vn+1i = αv
n
i + c1r1(xˆ
?
` − xni ) + c2r2(xˆ?g − xni ). (2.23)
This relationship is often described as a combination of inertial, local, and global terms, with α, c1, c2
as tunable parameters2. Here, xˆ?
`
and xˆ?g , represent the best-known candidate solutions for the individual
particle and all particles, respectively. The values r1 ∈ (0, 1) and r2 ∈ (0, 1) are uniform random numbers,
regenerated at each iteration. Next, each particle position is updated as follows:
xn+1i = x
n
i + v
n+1
i . (2.24)
At each position, the objective function, F , is evaluated and communicated globally. The algorithm contin-
ues iterating until a tolerance requirement has been achieved [78, 79].
2.3.3 Implementation
The PSO algorithm is summarized in Figure 2.4; the core functionality of which is derived from the
built-in MATLABTM PSO package. After spawning an initial population, this function makes calls to the
phase-field-based morphology simulator, described in Section 2, and evaluates the objective function for
each particle, as described in Eq. 2.22. For this application, we employ a two-stage PSO algorithm. The
first execution casts a broad range of particle positions, spanning the entire search space. This stage is only
allowed to run for a fixed number of iterations before exiting. The second execution, acting as a refinement
step, spawns a reduced number of particles spanning a subspace region identified in the first stage, and
iterating until a tolerance condition is met. This hierarchical approach allows for a more rapid convergence,
as the function evaluations are computationally expensive.
The two processing conditions of interest to be optimized, thermal annealing and substrate patterning,
are represented by time, t, and patterning wavelength, λp, respectively. For each particle, whose position
represents a specific (t, λp), we run the morphology evolution with the specified patterning wavelength from
t = 0 until late-stage (i.e. morphology features do not change with time), and evaluate the objective function
at the specified time. This also allows us to store the intermediate morphologies and to evaluate the objective
function at these intermediate time steps.
2Typical values for each term: (0 ≤ α ≤ 1.2), (0 ≤ c1/c2 ≤ 2)
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2.4 Results
We choose our desired morphology to be one with alternating columns of donor-rich and acceptor-rich
domains (see Figure 2.5 (bottom)). Our interest in identifying conditions that may produce this morphology
stems from applications in organic electronics, specifically organic photovoltaics [81, 82]. It is generally ac-
cepted that morphologies with alternating columns of donor-rich and acceptor-rich domains (a variant of the
so-called ‘saw-tooth’ morphology) make optimal photovoltaic devices [83, 84, 85, 86, 87, 88, 81, 82]. This
morphology consists of domains whose characteristic length scales enable a large fraction of the excitons to
diffuse towards the donor-acceptor interface, a large donor-acceptor interfacial area allows efficient exciton
dissociation, as well as straight pathways that facilitate charge transport with minimal recombination [89].
This intuition has been backed by various numerical investigations [90, 91, 92, 93, 94, 95].
As mentioned above, the intrinsic length scale of the material system has strong implications for device
properties and is often a critical quantity of interest in material selection and fabrication. This dominant
length scale of the system is defined by the characteristic domain size of the morphology at the onset of phase
separation (assuming no substrate patterning or other forces are present). However, substrate patterning has
been shown to be effective for patterns commensurate with the intrinsic domain size, which we call λd [96].
More specifically, it has been shown that the best pattern replication (or morphology control) is attained
when the lengths scales of the substrate pattern and material system are commensurate; that is, λp/λd ≈ 1.
We therefore normalize our length scales in terms of this length scale, λd. This normalization in terms of
the characteristic scales of the material system enable broader applicability of these results to other material
systems.
Next, we consider three distinct columnar morphologies (morphology 1, 2 and 3), each with varying col-
umn widths. Morphology 1 has column width equivalent to the intrinsic domain size, while morphologies
2 and 3 are defined to be 2λd and λd/2, respectively. In the context of our application, we seek to investi-
gate the possibility of tuning the column spacing, in order to maximize the exciton dissociation capability
under varying charge mobility conditions [42]. This will provide a rational approach in selecting fabrication
conditions to guide the morphology evolution towards distinct structures of interest, exhibiting high internal
quantum efficiencies. It is important to note that the solution space of accessible morphologies is rather di-
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verse with several distinct morphology classes, including columnar, undeveloped, disordered, and lamellar.
Figs. 3.1 & 3.2 provide several representative morphologies, rendered at selected points of the two design
variables — patterning wavelength and annealing time.
Fabrication conditions for Morphology 1: The first columnar morphology we choose has a charac-
teristic columnar thickness of λd, as shown in Figure 2.5 (bottom). The objective function is shown in
Figure 2.5 (top) and is constructed by sampling across the range of the accessible search space. Several rep-
resentative images at selected points are also provided, indicating not only the interconnected structure, but
also columnar structures with spatially-varying widths. This figure not only provides a clear representation
of the design landscape but also reveals a unique perspective into the competition between bulk phase sep-
aration and substrate patterning. A prominent feature of this surface plot is the ridge-line, at approximately
t = 0.5. This is the transition point from a disordered phase into a columnar phase, which is specifically
captured by the penalty functions. Cutting through the middle is the narrow subspace in which the desired
morphology may potentially exist. Not surprisingly, this region corresponds to a commensurate pattern, in
which the characteristic length scale of the substrate pattern is similar to the characteristic length scale of
the domain, λp/λd ≈ 1. As a result, good pattern replication is observed immediately after phase separation,
followed by very limited domain growth throughout the simulation. However, just outside of this narrow
parametric region, defects begin to arise in the pattern replication as domains are stretched beyond what is
energetically favorable. This instability leads to large clusters in isolated regions of the microstructure and
steep gradients in the objective function. The results from performing the PSO optimization are shown in
Figure 2.5 (bottom) (labeled as φopt). As would be expected, the case of commensurate patterning was found
with relative ease. The total number of function evaluations was 90 (with half in the first stage and half in
the second). The total time for the optimization was approximately 6 hours on a multi-core (12) machine.
The produced optimal morphology has a final cost functional value of 0.15. This non-zero evaluation may
be attributed to the notable defect found in a few columns of φopt as seen in Figure 2.5 (bottom).
Fabrication conditions for Morphology 2: We next consider a columnar morphology with a larger
domain width than the characteristic length scale of the system (the desired width is twice the intrinsic
width). Here the patterning wavelength that we expect will be non-commensurate to the intrinsic pattern
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formation in the domain. Again, in this context, it was very informative to plot the cost functional across
the accessible range of design parameter variations, which is shown in Figure 2.6 (top). The mismatch
between the desired length scale and intrinsic length scale produces a pronounced competition between the
bulk and surface forces. While a small channel through the region of the target solution, λp/λd = 0.5, is
visible, it is notably less pronounced than the previous case. Notice that at early stages of the annealing
the substrate presence maintains a relatively strong influence, as is made clear by the notable depression
at the far end of the channel. Throughout the later stages of the evolution, in which domain sizes are
relatively large, the microstructures are notably less sensitive to patterning changes; and, by extension,
defects — as the larger gaps prevent propagation. Hence, the pattern replication is relatively high while
remaining insensitive to various instabilities. We hypothesize that this may hold for additional forcing terms
as well (i.e., thermal noise, changes in initial conditions). The results from performing the PSO optimization
are shown in Figure 2.6 (bottom) (labeled as φopt). While the columnar widths are slightly larger than those
of the desired morphology, the overall result is quite close to the desired morphology. Similar to the earlier
case, the complete optimization required about 90 function evaluations, taking approximately 5 hours of
compute time.
Fabrication conditions for Morphology 3: We next consider a columnar morphology with a smaller
domain width than the characteristic width of the system (desired width is half the intrinsic width). We note
that this is a much tougher problem to solve than the previous two cases. This is due to the fact that (a) we
seek to freeze the structure at a length scale that is much smaller that the intrinsic length scale, and (b) one of
the design variables, annealing time, effectively tries to make the domains larger. Figure 2.7 (top) plots the
objective function landscape for this case. This landscape is quite different from the previous two cases with
no clearly defined region of pattern replication. Instead, the ridge-line opens up into a broad valley, over
which multiple candidate ‘best’ solutions exist. Within this region, the domain structures are well contained,
and a columnar pattern is produced, but the objective function value remains relatively high. This is due
to the fact that the domain structures are highly irregular and rarely form straight columns with consistent
spacing. However, on average, the domain sizes are nearly half the size of the inherent length scale. We note
that multiple (sub) optimal solutions exist. Computationally, the complete optimization required nearly 110
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functional evaluations and took nearly 12 hours to identify one of the solutions. Figure 2.7 (bottom) shows
the identified morphology.
2.5 Conclusions
In this work, we deployed an integrated process-structure exploration framework for automated identifi-
cation of promising fabrication conditions to produce a desired morphology. We formulated the exploration
process as an optimization problem. We emphasize that crafting an appropriate cost functional is critical to
producing effective results. In this work, we utilized a standard particle swarm optimization scheme to opti-
mize a cost functional depending on two fabrication parameters (annealing time and patterning wavelength).
We illustrated this framework by identifying conditions that would result in columnar morphologies with
three distinct length scales. This framework opens up the possibility of an efficient, automated, and rational
identification of processing conditions to produce tailored morphologies.
Future work will focus on expanding this methodology for efficient deployment on large computing
clusters. This will enable the optimization of considerably more complex material systems and processing
conditions. A natural next step would also be to consider the solvent fabrication process, where there are
more variables that can be controlled (solvent type, and solvent evaporation rate). This will provide a more
comprehensive approach to designing tailored microstructures.
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Figure 2.4: Particle Swarm Optimization (PSO) methodology.
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Figure 2.5: (Top) The objective function evaluated across the search space. Blue points indicate the initial
particle swarm positions (N = 20), while the red point indicates the final convergent position. (Bottom)
The desired morphology, labeled φ˜target, and final identified morphology, labeled φopt. Images have been
truncated for visualization purposes. The images in the insets are one-fourth of domain while the two images
at the bottom show one-half of domain.
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Figure 2.6: (Top) The objective function evaluated across the search space. Blue points indicate the initial
swarm positions (N = 20), while the red point indicates the final convergent position. (Bottom) The desired
morphology, labeled φ˜target, and final identified morphology, labeled φopt. Images have been truncated for
visualization purposes. The images in the insets are one-fourth of domain while the two images at the bottom
show one-half of domain.
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Figure 2.7: (Top) The objective function evaluated across the search space. Blue points indicate the initial
swarm positions (N = 20), while the red point indicates the final convergent position. (Bottom) The desired
morphology, labeled φ˜target, and final identified morphology, labeled φopt. Images have been truncated for
visualization purposes. The images in the insets are one-fourth of domain while the two images at the bottom
show one-half of domain.
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CHAPTER 3. PROCESS OPTIMIZATION FOR MICROSTRUCTURE-DEPENDENT
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Spencer Pfeifer, Balaji Sesha Sarath Pokuri, Pengfei Du, and Baskar Ganapathysubramanian
Abstract
The processing conditions during solvent-based fabrication of thin film organic electronics significantly
determines the ensuing microstructure. The microstructure, in turn, is one of the key determinants of device
performance. In recent years, one of the foci in organic electronics has been to identify processing conditions
that result in devices with enhanced properties. This has traditionally involved cumbersome trial-and-error
exploration, or a parametric sweep of a large space of processing conditions, both of which are time and
resource intensive. This is especially the case when the process → structure and structure → property
simulators are computationally expensive to evaluate, thus precluding an exhaustive parametric search.
In this work, we integrate an adaptive-sampling based gradient-free optimization strategy – Bayesian
optimization – with a phase-field based morphology evolution framework that models solvent-based fabri-
cation of thin film polymer blends (process→ structure simulator) and a graph-based morphology character-
ization framework that evaluates the photovoltaic performance of a given morphology (structure→ property
simulator). We illustrate this framework by identifying two processing parameters, the solvent evapora-
tion rate and the substrate patterning wavelength, in a model system that results in a device with enhanced
photovoltaic performance evaluated as the short-circuit current of the device.
The Bayesian-based optimization approach adaptively adjusts the two processing parameters to rapidly
identify the best processing configuration, thus substantially reducing the computational effort in this pro-
cess→ structure→ property exploration. We illustrate how changing the material properties of the model
system result in distinctly different optimal processing conditions that enhance performance. The method-
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ology presented here provides a scalable and extensible approach towards the rational design of tailored
microstructures with enhanced functionalities.
3.1 Introduction
The field of organic electronics continues to grow at a rapid pace, delivering a number of emerging tech-
nologies with disruptive potential [97, 6, 98, 1, 99]. This includes organic photovoltaics (OPVs) [100, 99],
light-emitting diodes (OLEDs) [1, 101], transistors (OFETs) [9, 8], memory diodes [102, 103], and energy
storage devices [104], to name a few. Such broad appeal stems from the unique properties attributed to
the semiconducting polymers/small molecules at the heart of organic electronic devices; namely, the famil-
iar electronic functionality, packed into an ultra-thin, lightweight, yet flexible form factor [1]. Moreover,
such devices may be sustainably produced at low-costs through established high-throughput printing pro-
cesses [3, 4]. With the increasing availability of biodegradable and nontoxic organic materials, these scalable
printing techniques are expected to pave the way for disposable designs with minimal environmental impact
- marking a significant step towards a fully-sustainable product development pipeline [2].
However, despite significant progress over the years, relatively few applications have attained market-
ready status. In many cases, performance improvement and long term reliability remain challenges. A
common denominator to these challenges is often understanding and controlling the (active layer) mi-
crostructure, which is known to critically affect the overall device performance [100, 105, 102, 106]. More
specifically, there remains a limited understanding as to how fabrication processes influence morphology
evolution, and subsequently how this morphology affects the device performance. This link is often de-
scribed as a process–structure–property (PSP) relationship; a comprehensive understanding of which would
provide a recipe for fabricating devices with designer properties. Numerous emerging areas, such as wear-
able electronics, RFID tags (a key component for the Internet of Things (IoT) paradigm [5]), and bio-
electronics [6, 7, 8], would significantly benefit from an improved understanding of the underlying PSP
relationships. Consequentially, as part of a community-wide effort to shed more light on PSP relation-
ships and accelerate materials development, a concerted effort has been directed towards high-throughput
methodologies and intelligent database mining, as well as the development of increasingly sophisticated
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computational models [14, 107, 31, 108, 109, 110]. It is this latter point that provides the inspiration for this
work. The development of extensible and highly efficient ‘forward’ models allows for established optimiza-
tion frameworks to systematically identify promising pathways that produce microstructures with desirable
properties [33, 34, 31, 35, 36].
In our previous work [111], we introduced an integrated phase-field – particle swarm optimization rou-
tine to systematically identify fabrication conditions capable of producing a specified morphology, in a
fully-automated fashion. This process-to-structure model explored the phase-space for two fabrication pa-
rameters (annealing time and substrate patterning) to identify processing paths that would result in a desired
microstructure. The current work builds on these efforts in two distinct ways: (a) by introducing a more
complex processing protocol, solvent-evaporation, alongside substrate patterning, (b) and by formulating
the optimization problem centered around device performance, rather than microstructure; thus directly
connecting the process-to-property relationship and providing a more comprehensive approach towards de-
veloping high-performance devices.
While the framework is generally applicable to organic electronics, our application example is focused
on designing processing conditions during solution-processed fabrication of bulk-heterojunction (BHJ) or-
ganic solar cells that result in devices with enhanced photo-voltaic performance. The typical BHJ archi-
tecture consists of phase-separated blends of electron-donating and electron-accepting materials, leading to
highly complex domain structures. Hence, the performance of these devices, especially the short-circuit
current, Jsc, is a product of competing (microstructural) design constraints (domain size restriction for ex-
citon dissociation, tortuosity and connectivity for charge transport, connectivity with electrodes for charge
collection, among others).
We specifically link a phase-field – based morphology evolution framework [30, 42, 43] (process →
structure simulator) and a graph-based morphology quantification scheme [112, 113, 114] (structure →
property simulator) with an efficient, parallelized, Bayesian optimization routine. We explore how two
experimentally important processing conditions can be tuned to achive imporved performance. The first,
and most significant, is the rate of solvent evaporation. Naturally, when two components are diluted in a
volatile common solvent, the systematic removal of this solvent via evaporation creates enrichment pockets,
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triggering morphology evolution; ultimately leaving behind a binary blend at the final state. The nature
of the resultant microstructure is notably dependent on the solvent type [100, 115] and evaporation profile.
Building on this latter point, several studies have shown that the microstructure feature size and arrangement
is highly dependent on the evaporation profile [116, 117, 118, 119]. And since this average ‘domain’ size is
of critical interest to organic photovoltaics (OPV), the evaporation rate is a natural processing condition for
our interests.
Our second processing condition involves the substrate surface chemistry and carries over from a pre-
vious work [111]. More specifically, the surface chemistry is modified to be preferentially attractive or
repulsive to a specific component. In solution-processed thin film microstructures, surface chemistry is
known to play a significant role throughout the evolution. Preferential wetting at the substrate and open
interface can trigger surface-directed composition waves, influencing the final phase-separated morphology
and often leading to surface enrichment layers [120, 121]. Imposing a tailored-pattern of alternating at-
tractive and repulsive regions (through dip-pen nanolithography, for example) one can effectively modulate
the morphology development [47, 48, 46]. Herein, we choose the surface pattern wavelength as a tunable
processing condition, while fixing the amplitude, in an effort to guide the domain structures and to prevent
an unfavorable enrichment layer.
The choice of these two processing conditions, evaporation rate and substrate patterning wavelength,
highlights the interplay between two competing morphology control mechanisms: a top-down, evaporative
effect, posed against that of a bottom-up, surface-driven influence. Further, since both are foundational
features of solution processing techniques, this illustrative example has strong implications for a broad
range of organic electronics.
The outline of this paper is as follows: First, we provide a brief description of the ternary, evaporation-
based phase-field methodology at the core of our morphology evolution framework. Then, Section 3 is
devoted to the development of several structure-based performance indicators, which directly serve as an
objective function for the optimization routine. Sections 4 & 5 address the optimization routine and imple-
mentation details. Finally, Section 6 provides illustrative results from the optimization framework, followed
by concluding remarks in Section 7.
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3.2 Ternary phase-field model
Building on a previous work, we now formulate a ternary system for a thin film, consisting of two
polymers diluted in a common solvent [30, 122]. Throughout the film processing (morphology evolution),
the solvent is removed from the top boundary via evaporation, ultimately leaving behind a binary polymer
blend. The phase-field model tracks the evolution of an order parameter, φi(x, t) ∈ [0, 1], in which we
assume the solution to be incompressible:
∑
i=p1,p2,s φi = 1.0. The free energy functional for this system is
defined as follows:
F(φi) =
∫
Ω
[
f (φp1 , φp2 , φs) +
∑
i=p1,p2
2i
2
|∇φi|2
]
dΩ +
∫
Γ
fs(x, φ) dΓ. (3.1)
Here, f (φi) is the local, homogeneous (bulk) free energy of mixing, which is known to govern phase sep-
aration. This quantity which has a non-convex, double-welled profile, corresponding to the equilibrium
concentrations of the separated phases. The square gradient term in Eq. 3.1 represents the interfacial en-
ergy, and depends on the composition gradient, scaled by the interfacial coefficient ε2. Finally, fs(x, φ)
introduces a spatially-dependent surface potential at the lower boundary to incorporate substrate patterning
effects.
For this work, the homogeneous energy is constructed using the Flory-Huggins model [123, 55]:
f (φi) =
[ ∑
p1,p2,s
φi ln(φi)
Ni
+
∑
p1,p2,s
∑
j,i
φiφ jχi j
]
, (3.2)
where, φi is the volume fraction of component i; Ni is the degree of polymerization, χi j is the Flory-Huggins
binary interaction parameter between component i and j. Note, all units are considered to be dimensionless.
The surface energy component, Fs, designed to selectively introduce the effects of substrate patterning
throughout the fabrication process. This is introduced through the following surface integral:
Fs(x, φi) = −
∫
Γ
fs(x, φi) dΓ, (3.3)
= −
∫
Γ
[
p1(x)(h1φp1 + g1φ
2
p1) + p2(x)(h2φp2 + g2φ
2
p2)
]
dΓ. (3.4)
The spatially-dependent function, pi(x) → {-1, 0, 1}, describes the local, point-wise, nature of the surface
pattern. A non-zero value, pi(x) = ±1, at point x, indicates an attractive or repulsive surface chemistry
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towards component i. Otherwise, a zero-value is imposed, indicating component neutrality. The magnitude
of the surface potential is then introduced through the parameters hi and gi [54, 55]; in this work, h1 = h2
& g2 = g2. As in Ref. [111], the substrate patterning scheme consists of an alternating attractive/repulsive
motif applied to the lower boundary as a surface flux. A simple square wave, of wavelength λp, is used to
represent the imposed pattern1.
Next, using the continuity relation and Fick’s First Law, we formulate the governing equations. Note,
we only consider for two components, since the third is implied: φs = 1 − φp − φ f . See Ref. [30] for more
information.
∂φp1
∂t
+ u
∂φp1
∂h
= ∇ ·
[
Mp1∇
(
∂ f (φp1 , φp2)
∂φp1
− 2∇2φp1
)]
+ ξp1 (3.5)
∂φp2
∂t
+ u
∂φp2
∂h
= ∇ ·
[
Mp2∇
(
∂ f (φp1 , φp2)
∂φp2
− 2∇2φp2
)]
+ ξp2 (3.6)
Here, Mi = 1 is the species mobility of component i, which is assumed to be spatially uniform and inde-
pendent of concentration. Advection term accounts for the change in height due to evaporation. The terms,
ξp1 and ξp2 are Gaussian space-time white noise forcing terms, emulating thermal fluctuations. These are
often referred to as Cook noise terms and are subject to fluctuation dissipation (FDT) constraints [124, 125]:
〈ξ(x, t)〉 = 0 and 〈ξ(x, t), ξ(x′, t′)〉 = 2M∇2δ(x − x′)δ(t − t′).
Finally, the solvent component, φs, is assumed to evaporate uniformly from the top surface. Hence,
as the solvent is removed, the height of the system decreases with time, ∂h∂t = −keφ¯tops . Here, ke is the
evaporation rate, and φ¯tops is the average content of the solvent at the top layer [30].
3.3 Graph-based morphology quantification
As described in the opening segment, crafting an appropriate cost functional is critical to producing
effective results. In our previous work [111], we employed a weighted sum of morphology descriptors and
image analysis tools to match a target microstructure of our choosing. In this work, we define a cost func-
tional using performance descriptors, rather than structural descriptors. Hence, for applications involving
1Note: λp is normalized by a characteristic length scale for convenience, `d. In this work, we choose the final film thickness,
h f inal, as a reference scale.
34
OPVs, we turn to a set of physically-meaningful morphology descriptors that directly correlate to the device
performance; or, for this application, the short circuit current density, Jsc.
The basic operating principles of OPVs, broadly speaking, may be classified into three stages: (a) light
absorption and exciton creation (donor material), (b) exciton diffusion and subsequent dissociation (donor-
acceptor interface), and (c) charge transport to electrodes (acceptor material). For maximal performance, it’s
crucial that each stage operate unimpeded, since they are co-dependent. A bottleneck at any stage may prove
detrimental to the overall device performance. Taking advantage of a previously developed morphology
characterization framework [112], we directly translate each stage into morphology descriptors, defined as
follows2:
• fabs - Absorption efficiency: Excitons generated, as a fraction of the total incident radiation. Assuming
all of the donor material is available for absorption, this is simplified to the volume fraction of the
donor material within the final phase-separated film.
• fw·diss - Exciton dissociation efficiency: Ratio of excitons dissociated to the number of excitons gener-
ated. Following [108], we use a weighted ‘distance to interface.’ For each voxel of the donor material,
the shortest distance to interface (di) is computed, and then weighted by a distance, Ld (defined as the
mean exciton diffusion length, Ld ≈ 10nm − 20nm). Materials that sustain longer exciton lifetimes
have numerically higher Ld compared to materials with shorter exciton lifetime. Numerically, this is
represented as:
fw·diss =
∑Ndonor
i=1 ((di < Ld)? exp(−(di/Ld)) : 0)
Ndonor
, (3.7)
instead of
fdiss =
∑Ndonor
i=1 ((di < Ld)?1 : 0)
Ndonor
. (3.8)
In this work, we define Ld in terms of the characteristic length scale: Ld = 0.1 · `d.
• fuse f ul - Charge transport efficiency: Ratio of charges collected at the electrodes to the total number of
excitons dissociated. This is calculated as the relative fraction of interfacial area with complementary
pathways to both the electrodes.
2Herein, we assume: p1 = donor material, and p2 = acceptor material.
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Physically speaking, fabs ∈ [0, 1] represents the relative amount of donor material capable of absorbing
incident radiation and producing an exciton; fw·diss ∈ [0, 1] represents the relative number of excitons gen-
erated that were able to diffuse to the interface before recombining. This ‘recombination length’ is often
on the order of 10-20 nm for realistic systems. Hence, fw·diss takes domain size into consideration. Finally,
fuse f ul ∈ [0, 1] quantifies the relative amount of acceptor material connecting the donor-acceptor interface
to the electrodes; this metric provides a natural way to penalize morphologies with islands. Further details
regarding the methodology and implementation can be found elsewhere [112, 108].
Based on the findings from Wodo et al. [108], the performance of each microstructure, as defined by the
short circuit current density, Jsc, maintains a direct correlation with the product of these three metrics; that
is:
Jsc ≈ fabs · fw·diss · fuse f ul. (3.9)
Hence, rather than actually computing the Jsc at every evaluation point (which is computationally intensive),
we instead formulate our cost function as the following product:
F (φ) = fabs · fw·diss · fuse f ul. (3.10)
In which φ is the final, phase-separated morphology.
3.4 Bayesian optimization
Next, we pose an optimization problem to identify the appropriate fabrication conditions (evaporation
rate and substrate patterning wavelength) that provide the highest performing OPV morphology. We select
a surrogate-based optimization routine, as cost function evaluations are unavoidably expensive; Each F (φ)
evaluation requires a complete phase-field simulation before performing the graph-based morphology inter-
rogation and post-processing. Depending on the system configuration (fabrication conditions) this can be
immensely expensive. Thus, we seek to minimize the number of function evaluations.
To meet these ends, we select a Bayesian optimization (BO) routine. This model uses Gaussian processes
to construct a surrogate cost function. Then, with every iteration, this surrogate is updated using Bayesian
statistics, which continues until a termination criteria is satisfied [126, 127]. In addition to reducing the
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number of function evaluations (relative to comparable global optimization routines), BO offers additional
advantages; such as asynchronous iteration updates, which allows for efficient parallelization. In materials
design problems, Bayesian optimization routines are well-suited and growing in popularity [128, 129]. In
this work, we have employed such an asynchronous routine, custom built for deployment on large super-
computing clusters. A full description of the algorithm and implementation will be the focus of an upcoming
publication.
3.5 Numerical Implementation
For this work, we assume a 1:1 blend ratio for a model system characterized by: χ12 = 1.0, χ13 = χ23 =
0.4, Np = N f = 5, Ns = 1, with an interfacial coefficient of 2 = 4e-6. Each simulation is initialized with
an identical Gaussian-distributed random field: φ(x, 0) = φ0 +N(0, σ), in which σ = 0.005. The coupled
Cahn-Hilliard equations are solved via continuous Galerkin (CG) finite elements, on two-dimensional cross-
sections, consisting of 800 × 50 linear elements. This geometry was selected to provide a rich palette of
structural features while requiring modest computational resources. The nonlinear system is solved using
an in-house, finite element (FEM) framework written in C++, which utilizes a parallelized Newton-Raphson
scheme provided by the PETSc solver library [60]. Each simulation was solved via 12 CPUs on the Comet
cluster3. Solution times vary, ranging from 30 min to 4 hours, depending on the evaporation rate, among a
number of other factors. Further implementation details may be found in Refs. [30, 42].
3.6 Results & Discussion
In this section, we first present a set of representative phase-field solutions and illustrate the effects of
solvent evaporation rate and substrate patterning as morphology control mechanisms. Then, we perform
the optimization routine and provide an in-depth discussion while exploring the phase-space. In addition,
the short circuit current, Jsc, is computed via drift-diffusion simulations for a realistic polymer:fullerene
material system. Then, to illustrate the versatility of this methodology, these results are repeated for a
3Comet is an XSEDE resource consisting of 1,944 nodes with 24 - 2.5 GHz Xeon E5-2680v3 cores per node and 124 GB of
RAM.
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isucaption Illustrative representations of microstructural evolution and solvent evaporation; (Left) High
evaporation rate (ke = 10); (Center) Med. evaporation rate (ke = 1.0); (Right) High evaporation rate and
substrate patterning (ke = 1.0, λp = 0.2).
system of double exciton dissociation length, that is: 2 Ld. Finally, we provide closing remarks and discuss
future works.
3.6.1 Influence of evaporation rate & substrate patterning
In solution processing applications, solvent evaporation is the key phenomena driving phase separation.
Here, solvent removal at the top surface is pitted against the mass diffusion within the film. The interplay be-
tween these competing forces significantly affects the final phase-separated morphology. High evaporation
rates, in which solvent removal outpaces diffusion, leads to an early phase separation near the top surface.
This produces smaller domain sizes with an affinity towards a ‘layered’ final structure. Alternatively, slower
evaporation rates provide a more balanced phase-separation profile, leading to larger, often ‘interpenetrated,’
domain structures. Figure ?? provides a set of representative examples, comparing two evaporation rates,
ke = 10 (left) and ke = 1.0 (center), which illustrates this point. A more detailed exploration is provided in
Refs. [30, 43].
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Figure 3.1: (Left) The objective function evaluated across the search space with several points of interest
highlighted. Point A (blue), indicates the global maxima (optimal solution). (Right) Corresponding mor-
phologies for points A - F (Note: Images have been truncated for visualization purposes; only one-third of
the domain length is shown)
In addition, Figure ?? also shows the effects of substrate patterning, Figure ?? (right). While high
evaporation rates often produce ‘layered’ microstructures, introducing a well-chosen substrate pattern can
act as a guiding force throughout the evolution. As an example, Figure ?? (right) shows a high evaporation
rate ke = 10 with a commensurate substrate pattern. The result is a breakup of the ‘layered’ structure in
which many domains are drawn vertical, replicating the underlying substrate pattern.
3.6.2 Optimization
We now present the results from performing the optimization. Two studies were considered, consist-
ing of two different exciton dissociation length scales. Each optimization took approximately 60 iterations,
resulting in approximately 12 hours of total computing time, before the Bayesian optimization routine con-
verged on a global maxima.
Exciton dissociation length: Ld: The results from this first study are shown in Figure 3.1, along with
several other points of interest across the phase space.4 The global maxima, shown at point (A), consists of
a number of thin, yet highly connected, domain structures. This is a result of the relatively high evaporation
4This surface plot is a product of 400 objective function evaluations, evenly spread across the phase space and interpolated for
visualization purposes.
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Figure 3.2: Electron and hole current densities for (a) The optimal solution predicted by the Bayesian
optimization framework; and (b) Nearby, high-performing morphology.
rate as well as a narrow patterning wavelength. These spaghetti-like structures are often ideal for OPV
applications: domains are relatively thin (on the order of the dissociation length scale), highly connected,
and have a relatively high interfacial area. Figure 3.2 provides electron & hole current density distributions
for points (A) & (B) in Figure 3.1. Here, since both morphologies have good connectivity, it’s apparent
that the larger domain structures are a restricting factor for point (B). This is due to the fact that domain
sizes larger than the exciton dissociation length result in wasted charges. In contrast, point (F) in Figure 3.1
has several unconnected domains, resulting in a considerably lower Jsc of 1.20 mA/cm2. This reveals the
domain connectivity to be a significant, yet highly volatile, performance metric.
A further exploration of the phase space provides a window into the interplay between evaporation rate
and substrate patterning. Comparing points A, B, & C in Figure 3.1, reveals a consistent domain growth
as the evaporation rate decreases. This leads to a columnar morphology in Figure 3.1 (C), in which the
columns are larger than that of the patterning wavelength, λp. This indicates that the characteristic domain
size is largely determined by the evaporation rate and that the substrate patterning has a limited ability
to direct the morphology towards a specified template. The surface patterning does, however, discourage
enrichment layers and, depending on the characteristic domain size, can guide the evolution. This results
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Figure 3.3: (Left) The objective function for 2 Ld. Here, point B (blue), indicates the global maxima (optimal
solution). (Right) Corresponding morphologies for points A - F (Note: Images have been truncated for
visualization purposes; only one-third of the domain length is shown)
in good connectivity, with a slight penalty for larger domain sizes - as is apparent by the gradual objective
function decrease.
However, as the surface pattern wavelength increases, the objective function quickly becomes more
volatile. The middle region of Figure 3.1, 1 ≤ λp ≤ 2, reveals a strong competition between the substrate
patterning and evaporation rate, leading to more complex microstructures with larger, and often stretched,
domains; as shown in Figure 3.1 (D) & (E). Here, slight changes in either processing condition may result
in a blocking layer or several disconnected regions, which significantly affects the performance. In contrast,
the left-most region of the surface, λp ≤ 1.0, produced smaller, yet more numerous, domain structures. As
a result, the probability of large disconnected regions is low. Hence, we observe considerably less volatility
in this region, with gradual changes attributed to domain size.
Exciton dissociation length: 2 Ld: Now, to showcase the versatility of this implementation, we now
double the exciton dissociation length and rerun the optimization routine. The results from this experiment
are shown in Figure 3.3, in which the optimal structure is now point (B), rather than (A). Now, since the
dissociation length has been extended, there is less of a penalty imposed for larger domain structures. This
is evident by the slight plateau in the objective function, near points (A) & (B). The gradient between
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Figure 3.4: Electron and hole current densities for 2 Ld simulation; (a) The predicted optimal solution for
2 Ld; and (b) Previous optimal solution, predicted for Ld.
points (A), (B), & (C) is comparable, but less pronounced near the ridge at λp = 0.5. However, for pattern
wavelengths larger than this point, the objective function again becomes highly volatile. Here, the substrate
pattern has a diminished ability to contain the domain structures leading to sharp changes in connectivity.
Figure 3.4 compares the charge densities for points for each optimal solution (points (A) & (B) in
Figure 3.3). Now, the larger domains are clearly more favorable as there is more donor material available
for (useful) charge generation. While both morphologies are high-performing, the disconnected regions
in point (A) now become significant, leading to inefficiencies. Similar trends are observed throughout the
phase space in Figure 3.3. Several morphologies with large, yet well connected, domain structures, that
would have been penalized previously, now perform well. This is particularly true for points (C) & (F).
3.7 Conclusions
In this work, we expand upon previous efforts and present a comprehensive process–structure–property
optimization framework to efficiently identify processing conditions that maximize a set of performance
metrics. Herein, an efficient and scalable Bayesian optimization routine was employed to automatically
identify such processing conditions. As an illustrative example, we considered OPV fabrication in which
solvent evaporation and substrate patterning were presented as processing conditions. We maximize a set
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of performance-based morphology descriptors that have been shown to directly correlate with OPV perfor-
mance.
Our results illustrate the capacity for an automated, performance-based optimization in thin-film devices
and shed light on the process–performance relationships. In particular, we observed that high evaporation
rates coupled with a well-chosen substrate pattern can produce predictably high-performing microstructures.
This approach is easily generalized to a variety of performance metrics in materials science and requires
minimal heuristic information by the user. This opens up the possibility of an efficient, automated, and
rational identification of processing conditions to produce optimal morphologies. Future works will expand
to more realistic materials systems, in which more variables may be considered.
43
CHAPTER 4. CONCLUSIONS AND FUTURE WORK
In this work, a general methodology has been presented, which provides a scalable and extensible ap-
proach towards the rational design for tailored microstructures with enhanced functionalities. More specifi-
cally, the contributions may be summarized as follows:
• Developed and employed predictive modeling framework for the fabrication of thin film organic elec-
tronic devices. This phase-field–based, finite element framework was written in C++ to model binary
and ternary phase-separation and solvent evaporation for a wide range of material parameters and
processing conditions.
• Explored the process-structure-property relationships governing OE device behavior. The above
framework was used to explore the complex relationships between each linkage, that is, process-
to-microstructure as well as the process-to-property linkage.
• Developed and implemented optimization framework to automatically link process-to-structure and
process-to-performance and systematically identify promising processing conditions. This includes
developing a microstructure-sensitive objective function for each case.
Furthermore, behind each of these contributions lies a set of well-documented, computational tools that may
be used to a study broad range of problems.
4.1 Future Work
Future works will expand on these contributions to include:
• Additional fabrication techniques. This work emphasized thermal annealing, solvent evaporation,
and substrate patterning. Introducing shear forces into the framework will allow for more realistic
solutions.
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• Additional system components. Several realistic polymer systems often include additives or multiple
components. Adding these into the framework may provide an interesting solution space to explore.
• Crystallization. Many polymers of considerable interest are known to crystalize during fabrication.
Including a Cahn-Allen equation to account for the crystalized phases would be significantly more
attuned to state-of-the-art polymer electronic devices.
• Expand to larger, more realistic materials systems. In this work, on the basis of computational limita-
tions, several simplifications were made; namely:
i) Only ‘model systems’ were explored since real material properties require considerably more
computing resources and are generally difficult to find proper values in the literature. Exper-
imental collaborators may be able to find such realistic material properties which would have
considerably more impact.
ii) A limited, two-dimensional computational domain size was considered. The choice of this do-
main can result in a vastly different outcomes. Future work should consider thin vs. thick films,
2D vs. 3D, & etc.
A final future work is to release the above set of well-documented, computational tools to the public (i.e.,
on GitHub for example). This would have considerable value and utility for a number of groups studying
similar problems - particularly the experimental community.
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