Abstract-Concept Factorization (CF) and its variants may produce inaccurate representation and clustering results due to the sensitivity to noise, hard constraint on the reconstruction error and pre-obtained approximate similarities. To improve the representation ability, a novel unsupervised Robust Flexible Auto-weighted Local-coordinate Concept Factorization (RFA-LCF) framework is proposed for clustering high-dimensional data. Specifically, RFA-LCF integrates the robust flexible CF by clean data space recovery, robust sparse local-coordinate coding and adaptive weighting into a unified model. RFA-LCF improves the representations by enhancing the robustness of CF to noise and errors, providing a flexible constraint on the reconstruction error and optimizing the locality jointly. For robust learning, RFA-LCF clearly learns a sparse projection to recover the underlying clean data space, and then the flexible CF is performed in the projected feature space. RFA-LCF also uses a L 2,1 -norm based flexible residue to encode the mismatch between the recovered data and its reconstruction, and uses the robust sparse localcoordinate coding to represent data using a few nearby basis concepts. For auto-weighting, RFA-LCF jointly preserves the manifold structures in the basis concept space and new coordinate space in an adaptive manner by minimizing the reconstruction errors on clean data, anchor points and coordinates. By updating the local-coordinate preserving data, basis concepts and new coordinates alternately, the representation abilities can be potentially improved. Extensive results on public databases show that RFA-LCF delivers the state-of-the-art clustering results compared with other related methods.
INTRODUCTION
LUSTERING high-dimensional data by effective representation is a fundamental issue in the areas of multivariate data analysis and data mining, etc. But the massive and ever-increasing real data usually have unfavorable features and various noise or errors that may decrease the representation results directly [38] [39] [40] [41] [42] , so how to compute more descriptive and robust representations of original data is still challenging [29] [30] [31] [57] [58] [59] [60] [62] . To address this issue, different representation learning methods can be used, among which matrix factorization is one widelyused method. In last decades, many effective factorization methods were proposed, of which Vector quantization (VQ) [3] , Principal Component Analysis (PCA) [1] , Singular Value Decomposition [2] , Nonnegative Matrix Factorization (NMF) [4] , and Concept Factorization (CF) [5] are classical methods for data analysis and representation. Among these factorization models, NMF and CF differ from others since the used nonnegative constraints on the factorization matrices can enable a non-subtractive combination of parts to form a whole, which can be regarded as a procedure of learning parts-based representations [4] [5] . Note that in reality vital distinguishing features may be the key parts of faces (i.e., noses and eyes) in image data, topics in text data, or strokes in handwriting data, so the nonnegative constraint plays an essential role in data representation.
Given a nonnegative data matrix X, NMF and CF aim at decomposing it into the product of two or three nonnegative factors by minimizing the reconstruction error [4] [5] . One factor is the basis vectors capturing the higherlevel features of data and each sample can be regarded as a linear combination of the bases approximately. The other factor contains the coefficients [4] [5] . Then, the cluster label of each sample can be obtained from the linear coefficients. Due to the nonnegative constraint based additive reconstruction, NMF and its variants, e.g., Projective NMF (PNMF) [6] , Graph Regularized NMF (GNMF) [7] , Constrained NMF (CNMF) [8] , Graph Dual Regularization NMF (DNMF) [41] , Parameter-less Auto-weighted Multiple Graph regularized NMF (PAMGNMF) [50] and Dual-graph Sparse NMF (DSNMF) [49] are widely applied for characterizing and clustering the faces, documents and texts [45] [46] [47] , etc. Although the enhanced results have been obtained, NMF and its variants still cannot handle data in the reproduc-ing kernel Hilbert space. To solve this issue, CF that aims at representing each sample using a linear combination of the cluster centers is derived. The major advantage of CF over NMF is that CF can be performed in any data representation space, thus it can be easily kernelized compared with the NMF based models. Note that CF can only reveal the global geometry of data space but cannot preserve the manifold structures. Toward handing this issue, several effective locality preserving CF based methods have been recently proposed, such as Locally Consistent CF (LCCF) [9] , Local Coordinate CF (LCF) [10] , Graph-Regularized LCF (GRLCF) [26] , Graph-regularized CF with Local Coordinate (LGCF) [48] and Dual-graph regularized CF (GCF) [40] . To be specific, LCCF uses the graph Laplacian to smooth the representation and encode the geometrical information of the data space, which allows extracting the concepts with respect to the intrinsic manifold structures. Different from LCCF, LCF provides another effective method to preserve the locality by requiring the basis vectors to be as close to the original data as possible. Besides, it enables each data point to be represented by a linear combination with only a few nearby basis concepts so that the locality and sparsity are captured at the same time, i.e., local coordinate coding is incorporated with the locality preservation. As a combination of LCF and LCCF, both GRLCF and LGCF force the learned coefficients to be sparse and simultaneously keep the geometric structures of samples by integrating the local coordinate constraint and graph regularization, which improves the clustering result to some extent. GCF preserves the geometric sturctures of both data manifold and feature manifold simultaneously by using the dual-graph regularization strategy [40] .
It is worth noting that existing CF methods still suffer from some drawbacks that potentially decrease the representation and clustering abilities. First, to keep the locality of the new representation, LCCF, GRLCF, LGCF and GCF need to search the neighbors of each data point by the kneighborhood orε-neighborhood, and pre-calculate the graph weights using a separate step before factorization. But estimating an optimal k or ε value is still a tricky issue in real applications [16] [17] , and fixing the same k or ε value for all samples is also unreasonable because real data usaully have complex and different distributions [25] . The pre-calculated weights and graph Laplacian prior to the factorization process also cannot be ensured to be optimal for seeking the new representation of orginal data explicitly. Compared with LCCF and LCF, the recent LGCF and GRLCF incorporate the idea of local coordinate coding to capture the sparsity and locality simultaneously. But the aforementioned LCF, LCCF, GRLCF, LGCF and GCF still cannot encode the local geometrical structures in the basis concept space and new coordinate space jointly, especially in an adaptive manner. Second, the processes of searching neighbors, defining weights and performing factorization of aforementioned methods are performed in the original space, but real data usually have noise and unfavorable features that may cause negative effects on the representation results. Thus, it would be better to weight and represent data in a noise-removed clean space so that more accurate data representation can be obtained. Third, CF and its variants minimize the reconstruction error between the original data X and the product of three factors as a hard constraint for discovering the new representation. They assume that the new representation should lie in the nonnegative space and a linear combination of cluster centers should be able to represent each sample, but the hard constraint may be overfitted in real applications.
In this paper, we propose a novel robust locality preserving flexible factorization method to overcome existing shortcomings of aforementioned LCF, LCCF and GRLCF, and inherit their merits at the same time. The major contributions of this paper are summarized as follows:
(1) A novel and unsupervised framework called Robust Flexible Auto-weighted Local-coordinate Concept Factorization (RFA-LCF) is technically proposed. RFA-LCF aims to enhance the representation ability in threefold: (i) improving the robust properties of the factorization and coordinate coding to noise and corruption by subspace recovery; (ii) encoding the locality structures by adaptive weighting in the basis vectors space and new representation space; (iii) providing a more accurate flexible constraint on the reconstruction error. To integrate these innovations, we clearly incorporate the robust flexible CF, robust adaptive sparse local coordinate coding and auto-weighting into a unified model. The relationship analysis also illustrates that RFA-LCF is more general and powerful.
(2) For the robust flexible learning, RFA-LCF improves the representations in twofold. First, it enhances the robustness by seeking a sparse projection P to obtain salient features of original data and remove noise from data by embedding jointly. Then, the factorization is performed in the projective feature space, which clearly differs from most existing methods that are usually performed in the original input space. We also use the sparse L 2,1 -norm to encode the mismatch between the recovered data and its reconstruction. This is also different from most existing models with the Frobenius-norm that is usually sensitive to noise and outliers. While L 2,1 -norm has been proven to be robust to noise and outliers and it can enforce the reconstruction error to be sparse in rows [11] [51] [52] , which has the potential to minimize the factorization error. Second, RFA-LCF introduces a soft and flexible penalty term on reconstruction error by relaxing the existing assumption that each sample can be represented by a linear combination of cluster centers. This operation can avoid the possible overfitting issue and handle the data sampled from a nonlinear manifold potentially [43] [44] .
(3) To encode the locality and sparsity more accurately, we integrate the adaptive weighting with the robust flexible CF by discovering not only the manifold structures in the projective feature space, but also the localities of the basis concepts and new representations in an adaptive manner. By sharing the adaptive weights in the projective feature space, basis vector space and new representation space, the encoded similarities and locality can be potentially more reliable. The auto-weighting can also avoid the tricky issue of specifying a fixed neighborhood size or ball radius. Based on the adaptive weights and projective features, RFA-LCF can also perform the robust adaptive locality preserving sparse local coordinate coding to represent data by using a few most nearby basis concepts. This paper is outlined as follows. Section 2 briefly reviews the related work. Section 3 presents the problem, convergence analysis and complexity of our RFA-LCF. In Section 4, we show the connections between our method and other models. Section 5 shows the settings and results. Finally, the paper is concluded in Section 6.
RELATED WORK
We briefly review the related CF, LCCF and LCF methods.
Matrix factorization and CF
CF is a classical unsupervised factorization method for data representation. Given 
where
. After the convergence of CF, the new rep resentation T V of the original data can be obtained.
Locally Consistent CF (LCCF)
Differernt from the regular CF, LCCF learns the manifold preserving representations of the original data by adding a geometrically based regularizer. LCCF first constructs a graph G(R, E) with N nodes over X, where each vertex in the vertex set R corresponds to , and the edge weight connecting and can be defined as ,
where is the set including the k nearest neighbors of x i . The regularization term can then be defined as ,
where is the i-th column of V, graph Laplacian L=D-S, D is a diagonal matrix whose entries are column sums of S, i.e., . 
where denotes a regularized weighting factor. 
Thus, LCF minimizes the following objective function:
where 0   is a weighting parameter. By Eq. (8), LCF tries to represent i x by using only a few nearby anchor points so that the sparsity and local structure can be preserved. 
where e is a column vector with all ones, A is a matrix whose rows are , and B is a matrix whose columns are .
ROBUST FLEXIBLE AUTO-WEIGHTED LOCAL-COORDINATE CONCEPT FACTORIZATION

The Objective Function
We introduce the formulation of RFA-LCF in this section.
The main idea of RFA-LCF is to improve the data representation ability by improving the robustness properties to noise and errors by subspace recovery, enhancing the similarities by robust sparse local-coordinate coding and adaptive weighting learning, and providing a more flexible reconstructive factorization error. Given a data matrix 
where Q is the adaptive reconstruction weight matrix to be calculated. RFA-LCF also involves the robust adaptive locality preserving coordinate coding to represent the data by using a few most nearby basis concepts, which can potentially enable the factorization process to have enhanced representation and clustering abilities. These discussions lead to the following objective function for RFA-LCF:
. , , 0, 0, 1,2,..., 
The term   
 
gQ , next we briefly discuss the sum of them:
from which one can find that the above coordinate coding process in our formulation is clearly different from that of LCF in twofold. First, the neighborhood relationship is encoded explicitly in an adaptive manner by integrating the reconstruction error
based on the basis concept vectors T W and new coordinates T V into the local coordinate coding in our problem, which may produce more accurate coordinates and representations than the LCF potentially. Second, our RFA-LCF performs the robust adaptive sparse local coordinate coding in the recovered clean data space spanned by using P to represent data, while LCF performs the coordinate coding in the original data space that usually contains noise. Thus, RFA-LCF involves a robust adaptive neighborhood preserving locality and sparsity constrained penalty between the anchor point r u and i x , compared with LCF. Note that our RFA-LCF can be performed alternately among the following three steps. By updating the projective data, adaptive weights, basis concepts and new coordinates alternately in an adaptive manner, the representation ability can be potentially improved.
(1) Robust Flexible Auto-weighted Local-coordinate CF: When the projection P and adaptive weight matrix Q are fixed, we can focus on the robust flexible adaptive localcoordinate CF for representing data. With P and Q fixed, we have the following reduced formulation:
WW Q s t W V VV
, (13) where  and  trade off the robust adaptive sparse localcoordinate coding term and adaptive locality preserving term. Due to the adaptive weights Q, the neighborhoods within the basis concept vectors XW and new coordinates T V can be preserved in an adaptive manner clearly. After W and V are obtained, we can update the neighborhood preserving sparse projection P for subspace recovery.
(2) Robust Subspace Recovery by Sparse Projection:
We focus on computing the robust L2,1-norm regularized projection for recovering the subspace and removing the noise from data in this step, with W, V and Q known. The sub-problem involved can be formulated as
where the minimization of 
from which the adaptive weights in Q can be obtained, where the entry Qi,j measures the contribution of xj to reconstruct each xi. That is, the larger Qi,j is, the closer between xj and xi in terms of similarity or distance is. By updating the adaptive weights, robust projection and factorization matrices alternaltely, RFA-LCF can ensure the learnt weights to be optimal for the data representations.
Note that an early version of this work was presented in [57] . This paper has further provided the detailed analysis of the formulation, convergence analysis, computational complexity analysis and relationship analysis, and moreover conducts a thorough experimental evaluation on the tasks of data representation and clustering.
Optimization
We describe how to optimize the proposed objective function in Eq. (10) . As there are several variables in the problem and the involved variables depend on each other, the objective function of RFA-LCF cannot be solved directly.
In this paper, we follow the common procedures to update the variables alternately. Let O be the objective function of our RFA-LCF, 
. By taking the derivative of the problem in Eq.(10) w.r.t. the bias b, and setting the derivative to zero, we can easily obtain , , ,
, where S is a diagonal matrix with the entries 
. , , 0, 0
where and . Then, the optimization of our RFA-LCF can be described as follows:
( 
By taking the partial derivatives of 1 L with respect to W and V respectively, we can obtain
By using the Karush-Kuhn-Tucker conditions [53] [54] , i.e., and , and denoting , we can easily obtain the following two equations: 
(2) Fix W, V, and Q, update the sparse projection P:
In this step, we show show to optimize P. By removing the terms that are irrelevant to variable P from Eq. (18), we can obtain the following reduced formulation:
By taking the derivative of   JPw.r.t. P and setting the derivative
Thus, we can easily update the projection matrix P as
and E is an NR  matrix with all ones. After P is updated in each iteration, we can use it together with W and V to compute the weight matrix Q.
(3) Fix W, V, and P, update the adaptive weights Q: By removing the irrelevant terms to Q from Eq. (18), we can obtain the following reduced formulation:
where 
By taking the derivative of 2 L with respect to Q, and using the KKT condition , we can easily obtain
which leads to the following updating rule for Q:
After the adaptive weight matrix Q is obtained in each iteration, we can return it to further update W, V and P.
To present our RFA-LCF completely, we summarize its optimization procedures in Algorithm 1, where the diagonal matrices M and S are initialized to be the identity matrices similarly as [11] so that each vector 0  i P and
H X P H VW X over index i can be satisfied in the iterative optimizations. The convergence condition is set to
, where  is a small number set to 0.001 in this paper. It can measure the divergence between two sequential representations and ensure the representation result will not change drastically, since the representation V is the major variable computed for data clustering.
Convergence Analysis
We show the convergence analysis of our RFA-LCF. We present Theorem 4 regarding the above iterative updating rules, which ensures the convergence of the iterations and the final solution will be the local optimum.
Theorem 4:
The problem of RFA-LCF in Eq. (18) is nonincreasing under the presented updating rules. 
Proof: 
Computational Complexity Analysis
We present the computational complexity analysis of our RFA-LCF in this part. Note that we mainly describe the extra cost of RFA-LCF in comparison to LCF. We also use big O notation to show the complexity [28] . According to the updating rules in Eqs. (24) (25) , we can easily find that RFA-LCF has the same computational time complexity as LCF by using the big O when updating W and V specifically, i.e., O (N 2 r) , where N is the number of samples in X and r is the dimension of new representation V T . Besides W and V, we also need to compute P and Q in each itera- 
RELATIONSHIP ANALYSIS
In this section, we discuss the connections between related methods and our RFA-LCF algorithm.
Connection with CF [5]
We first show that CF is a special case of our RFA-LCF.
Recalling the objective function of our RFA-LCF in Eq. (18), if we constrain
 , we have the following simplified formulation in the matrix trace expression:
where M denotes a diagonal matrix with entries being
. If the bias b=0, the projection is the standard basis (i.e.,  PI ) and M is an identity matrix, we can obtain the following problem:
which is equivalent to the objective function of traditional CF problem in Eq.(1). But setting  PI and I means that the factorization process will be performed on original data X, and the used metric will not be robust to noise and outliers in data any more. Setting the bias b=0 means that reconstruction error will lose the ability to handle the samples resided on a nonlinear manifold potentially. Setting
= =0
 means that the locality and sparsity between the anchor point r u and i x cannot be preserved any more, and the neighborhood information within the anchor points and learnt new representations cannot be encoded clearly. As a result, our RFA-LCF can potentially outperform CF for learning effective data representations.
Connection with LCCF [9]
We then discuss the relationship between our RFA-LCF and LCCF. Recalling the objective function of our RFA-LCF in Eq. (18), if we constrain = =0  , pre-calculate and fix the weight matrix Q in the optimizations, the optimization problem in Eq.(18) can be reduced to
Suppose we further constrain PI  , fix M to be an identity matrix, set b=0 and remove the neighborhood preservation constraint on W, the above problem becomes 
Note that  . In addition, fixing the weight matrix Q by precalculating it before the reconstruction will clearly make LCCF lose the adaptive neighborhood preserving ability. Moreover, the pre-calculated weights cannot be ensured to be optimal for the subsequent factorization process.
Connection with LCF [10]
We discuss the relations between RFA-LCF and LCF. For the objective function of our RFA-LCF in Eq. (18), if we set
 , the problem in Eq. (18) can be reduced to
which is equivalent to the formulation of LCF if MI  , PI  and b=0. But setting PI  , i.e., standard basis, the locality and sparsity of anchor points and corresponding coordinates are encoded in the original data space, which may result in the inaccurate measures of the locality and sparsity due to the possibly included noise in data.
Connection with GRLCF [26] and LGCF [48]
Both GRLCF and LGCF are the combination of LCCF and LCF by considering the manifold structures of data and the locality as an additional constraint simultaneously by solving the following minimization problem: S , where D is a diagonal matrix whose entries are column (or row) sums of the weight matrix S. The only difference between GRLCF and LGCF is that they define the graph weights in two differernt ways. Specifically, LGCF defines the weight matrix by using the cosine similarity based on the k-nearest-neighbor adjacency graph, while GRLCF encodes the graph weights with exactly p connected components (where p is the number of clusters) by a novel graph-based CLR algorithm [18] , and then defines S by solving the following problem:
where S0 is an initial matrix, L=E-(S T +S)/2, E is a diagonal matrix whose entries are given by 
SIMULATION RESULTS AND ANALYSIS
We conduct simulations to examine our RFA-LCF for data clustering and representation. The results of our RFA-LCF are compared with those of 12 related algorithms, i.e., NMF [4] , PNMF [6] , GNMF [7] , DNMF [41] , DSNMF [49] , PAMGNMF [50] , CF [5] , LCCF [9] , LCF [10] , LGCF [48] , GRLCF [26] and GCF [40] , which are all closely related to our algorithm. Note that there are no parameters in NMF, PNMF and CF, and the hyperparameters of GNMF, DNMF, DSNMF, LCF, LCCF, GRLCF, LGCF, PAMGNMF and GCF are carefully chosen for fair comparison. Eight public databases are evaluated, including three face databases (i.e., ORL [15] , UMIST [33] and CMU PIE [34] ), two object databases (ETH80 [32] and COIL100 [13] ), two handwritten datasets from CASIA-HWDB1.1 [12] and one time series database (SCC) [61] . For face and object databases, images are resized into 32×32 pixels (i.e., each image is represented using a 1024-dimensional vector). Detailed information about used datasets are shown in Table  1 . We perform all experiments on a PC with Intel Core i5-4590 CPU @ 3.30 GHz 3.30 GHz 8G. 
Quantitative Clustering Evaluation
Clustering Evaluation Process. For the quantitative clustering evaluations, we perform K-means with cosine distance on the new representations obtained by each method. Following the procedures in [19] [23], for each number K of clusters, we choose K categories from each set randomly and use the data of K categories to form the matrix X as [19] [23]. For each algorithm, the rank r is set to K+1 as [19] and we average the numerical results over 30 random initializations for the K-means clustering algorithm. Clustering Evaluation Metric. We employ two widelyused quantitative evaluation metrics, i.e., Accuracy (AC) and F-measure [22] [24] . AC is the percentage of the cluster labels to the true labels provided by the original data corpus. More specifically, AC is defined as follows:
, (48) where N is the number of samples, and the map function is the permutation mapping function that maps the cluster label obtained by clustering to the true label i r provided by the data corpus, and the best mapping solution is obtained by the Kuhn-Munkres algorithm [55] according to [56] . More specifically, when , and else . The defitniion of the F-measure is presented as follows: where we set the parameter 1   . Note that both values of the AC and F-measure range from 0 to 1, i.e., the higher the value is, the better the clustering result will be.
Visualization of Graph Adjacency Matrix
We compare the adaptive reconstruction weight matrix Q of our RFA-LCF with the binary weights used in GCF and DNMF, Cosine similarity weights used in LCCF, and the CLR weights [18] used in GRLCF. ORL database is used as an example. For clear observation, we choose images of 10 people to construct the adjacency graphs. The nearest neighbor number is set to 7 [19] for each approach for fair comparison. To evaluate the robustness of the weighting to noise, we also prepare a setting under noisy case.
We visualize the constructed weight matrices on original and noisy data in Fig.1, respectively . To corrupt data, we add random Gaussian noise to original data X, where the variance is fixed to 20. We evaluate the graph adjacency matrices numerically using the reconstruction error
, where Q is a weight matrix obtained by each weighting approach. Clearly, the smaller the reconstruction error is, the better the reconstruction result will be, and vice versa. We can find that: 1) the constructed weight matrices by each weighting method have approximate block-diagonal structures; 2) more noisy or wrong inter-class connections are produced in the binary, Cosine and CLR weights, which may potentially lead to inaccurate similarity measures and high clustering error, compared with our adaptive weights; 3) the reconstruction error of each method over the noisy data is higher than that on original data, which implies that the noise in data can indeed decrease the representation ability of encoded weights; 4) our adaptive weight matrix can deliver smaller reconstruction errors than other weighting methods in both original and noisy cases, i.e., using our adaptive weight matrix to reconstruct data is potentially more accurate; 5) the reconstruction error by CLR weights is larger than that by cosine similarity weights and binary weights in both original and noisy cases.
Convergence Analysis
The problem of our RFA-LCF is solved alternately, so we present its convergence analysis results on two databases (i.e., COIL100 and HWDB1.1-D). The convergence analysis results are shown in Figs.2-3 , where the convergence results of closely related LCF, LCCF and GRLCF are also provided for comparison. We mainly illustrate the divergence between two consecutive new representations V of each method for fair comparison. We can find that: 1) the divergence between two consecutive new representations of each algorithm is non-increasing; 2) all the factorization methods have a relatively rapid convergence rate and the number of iterations is about 20; 3) the convergence speed of our RFA-LCF is comparable to other related methods.
(a1) Cosine Similarity weights (b1) Binary weights (c1) CLR weights (d1) our adaptive weights Errors:
(a2) Cosine Similarity weights (b2) Binary weights (c2) CLR weights (d2) our adaptive weights Errors: 
Object Clustering
We first evaluate each algorithm for clustering the object images of COIL100 and ETH80 databases. Based on the clustering evaluation process in Subsection 5.1, we average the results over 10 random selections of the K categories to avoid the contingency. The clustering curves of AC and F-measure are illustrated in Figs.4-5. We can find that: (1) the delivered AC and F-measure of each algorithm go down as the number of categories increases, since clustering data of less categories is relatively easy; (2) our RFA-LCF method delivers higher values of AC and F-measure than other methods in the investigated cases. PAMGNMF and DNMF also work well by obtaining higher accuracies than other compared methods on the COIL100 database. PNMF also works well on the ETH80 database by delivering higher accuracies than other compared methods.
Face Clustering
We then evaluate each method for clustering the face image data of the CMU PIE and UMIST face databases. In this study, the random features of face images are applied. To extract random features, each image is projected onto a d-dimensional feature vector with a randomly generated matrix from a zero-mean normal distribution. Each row of the matrix is L 2 -normalized. Similar to [35] [36] [37] , the dimensionality of random face image features is set to d=540 in our study. We perform clustering over the randomly extracted data of K categories. To avoid the randomness by bias and to achieve a fair comparison, the accuracy and F-measure are averaged over 10 random selections of the K-category data. The clustering results on CMU PIE and UMIST databases are illustrated in Fig.6 and Fig.7 . We can find that: (1) the AC and F-measure of each algorithm decrease with the increasing numbers of categories; (2) our RFA-LCF can deliver higher AC and Fmeasure than the other methods in most cases; (3) CF and NMF usually obtain the worst result on each database.
Handwriting Clustering
In this study, two handwriting datasets are used to evalu- ate each method, i.e., HWDB1.1-D and HWDB1.1-L that are two sample sets of the CASIA-HWDB1.1 handwriting database [12] . Specifically, HWDB1.1-D includes 2381 handwritten digits ('0'-'9') of 14×14 pixels and HWDB1.1-L includes 12456 handwritten letters ('a'-'z' and 'A'-'Z') of 16×16 pixels from 52 classes. The averaged AC and Fmeasure on HWDB1.1-D and HWDB1.1-L are shown in Figs.8 and 9 . We can find that: (1) the increasing number of categories can decrease the AC and F-measure of each model due to the fact that clustering data of less categories is relatively easier; (2) RFA-LCF delivers higher AC and F-measure than other related methods in most cases; (3) CF and NMF still obtain the worst result on each set.
The statistics (i.e., the mean and best records over AC) according to Figs.4-9 are reported in Table 2 . Similar performance superiority of the methods can be concluded. 
Clustering Image Data against Corruptions
In addition to evaluating each algorithm for clustering the original images, we also conduct simulations to test them for clustering the noisy image data. In this study, four real image databases, i.e., UMIST, ETH80, HWDB1.1-D and COIL100, are evaluated. To corrupt the data matrix X, we add random Gaussian noise with the variance being 0-100 with interval 10 into the selected pixles of images. Note that the position of the corrupted pixles is unkown to users. Fig. 10 shows the corrupted images and the clustering results, by F-measure, with different levels of noise. The results of F-measure are obtained by randomly choosing two categories each time, and averaging over 50 runs of k-means clustering to avoid the randomness. From the results, we can find that: (1) the clustering result of each method generally goes down with the increasing levels of noise, i.e., the corrupted noisy data can indeed cause negative effects on the data representation and clustering; (2) our RFA-LCF can outperform other methods in this study, since our RFA-LCF clearly incorporates the error correction procedure into the representation learning, and the factorization, sparse local-coordinate coding, and reconstruction error are defined over the noise-removed clean data. This finding can also demonstrate that our proposed robust learning strategy is feasible and effective. DNMF also works well on clustering the object images of ETH80 and COIL100, while LCCF works well on clustering the face images of UMIST and object images of ETH80. The results of DNMF and LCCF are comparable on ETH80. 
Clustering Time Series Data
In this section, we also investigate the clustering ability of our RFA-LCF method for handling the time series dataset. A standard UCI dataset, i.e., synthetic control chart time series dataset (SCC) [61] , is evaluated in this study, which contains examples of six different classes of control chart time series. We mainly vary the number K from {2, 3, …, 6} and calculate the clustering accuracy and F-measure. To avoid the randomness, the results of clustering accuracy and F-measure are averaged over 30 random selections of the K categories data for each evaluated algorithm for fair comparison. The clustering evaluation results are shown in Fig.11 , and the averaged results according to Fig.11 are given in Table 3 . We find that: 1) our proposed method obtains enhanced performance in most cases; 2) besides our model, DNMF and DSNMF can usually obtain higher clustering results than other evaluated methods.
Parameter Sensitivity Analysis
Investigation of the parameters of our RFA-LCF. We first investigate the effects of model parameters  ,  and  on the clustering results of our RFA-LCF. In this study, Fmeasure is used as the quantitative evaluation metric and UMIST face database is used as an example. Since there are three parameters in RFA-LCF, we adopt the widelyused grid search strategy [20] [21] , i.e., fixing one of the parameters and tuning other two from    . The analysis results are illustrated in Fig.11 , where the number of categories is set to two, and the results are averaged over 30 random selections of categories and the central points in K-means clustering. We find that RFA-LCF delivers stable results over a wide range of parameter settings, i.e., our method is robust to the parameters. As a result, selecting proper parameters for RFA-LCF will be relatively easy in practical applications. Based on the parameter analysis results, we simply set for RFA-LCF in the simulations. In addition to presenting the above parameter analysis, we also explore the effects of the three terms involved in the objective function by respectively setting 0   , 0   and 0   . In this study, the number of categories is also set to two for clustering, and the results are averaged over 30 random selections of categories. The clustering results are described in Table 4 . Note that  trades off the robust adaptive local-coordinate coding,  trades off the adaptive weight learning and  trades off the robust projection learning for recovery. From the results, we can find that: 1) setting =0  has resulted in the most decreased clustering results in most cases, implying that the robust adaptive local-coordinate coding seems to have the most significant effect on the performance; 2) by setting 0   or 0   , the clustering results also drop by 5%-25%. As a result, the three terms are all important in improving the performance of our proposed algorithm.
Investigation of the hyper-parameters of other competitors.
We also present the hyper-parameter analysis of the other compared methods and report the used parameters. But because of the page limitation, we have presented the detailed parameter analysis results of the other competitors in the supplementary document. 
CONCLUDING REMARKS
We proposed a novel and effective robust flexible autoweighted local-coordinate concept factorization model for unsupervised representation and clustering. Our framework aims to improve the accuracy of the data representation and encoded neighborhood agaisnt noise and corruptions by seamlessly integrating the robust flexible CF, robust sparse local coordinate coding, error correction, and adaptive reconstruction weight learning. The applied L 2,1 -norm based flexible reconstruction residue can minimize the factorization error. The used adaptive weighting strategy can also avoid the tricky process of selecting the optimal parameters in defining the affinity, which is suffered in existing CF variants. Moreover, the flexible residue, local-coordinate coding and adaptive weight learning are all jointly performed based on the recovered clean data space by error correction, which can potentially lead to enchanced representations for clustering. We have evaluated our RFA-LCF method for clustering three kinds of data. The numerical results have demonstrated the effectiveness of RFA-LCF for representing and grouping data by comparing with 12 related factorization methods. Although promising results are delivered, several challenging tasks related to our algorithm should be addressed in future. First, how to evaluate RFA-LCF to involve new data remains unclear, and thus the inductive extension will be explored. Second, extending our method to classification and retrieval can be explored. Third, selecting the optimal rank of factorization is still an open issue in CF based models, which should also be studied.
