A new branch of quasinormal modes for a massless scalar field propagating on the Schwarzschild spacetime was recently announced [1] . By reviewing the quasinormal modes characterisation and arguments from [1] along with some results/techniques from [2], we argue that the announced new frequencies should not be regarded as quasinormal modes. Finally, we approach the problem in the time domain and provide evidences that the only time scales in the field's time evolution are those of the well-established quasinormal modes.
I. INTRODUCTION
Recently, Batic et al. [1] announced a new branch of quasinormal modes (QNMs) associated with the propagation of a massless scalar field on the Schwarzschild spacetime (see e.g. [3] [4] [5] [6] [7] for main reviews on the topic).
Their study is based on Leaver's seminal work [8] . The wave equation is treated by a Fourier transform and the solution to the resulting ordinary differential equation with a free (complex) parameter 1 s is studied with an ansatz that (i) incorporates the appropriated ingoing/outgoing boundary conditions and (ii) expands the remaining part of the solution as a Taylor series around the coordinate location of the horizon. This procedure leads to a 3−term recurrence relation, and the QNMs are the discrete values s where some coefficients of the recurrence relation vanish. This topic had been revisited in [2] as well, where Leaver's approach was used (and extended) to discuss the spectral decomposition of the solution to wave equation.
Here, we characterise a QNM according to [1] and review the arguments that led to their findings. First, we identify a misleading notation along with contradictions within their line of reasoning. Then, we choose a given frequency associated to the suggested new branch to construct counter-examples to the key arguments in [1] . On the one hand, we follow the procedure suggested in page 7 of [1] to "recursively obtain all the unknown coefficients" of the recurrence relation. The results shows that the absolute value of such coefficients grows exponentially. While this growth agrees with the theoretical prediction, it contradicts a central assumption of their arguments that the sequence should decay. On the other hand, we construct [2] a sequence that does indeed decay asymptoticallyhence, in agreement with the assumption of their arguments. This leads however, to a failure in satisfying the desired initial conditions of the recurrence relation.
In fact, we argue that the values s new k do not distinguish themselves from any other value s = s QNM with (s) < 0. Even though these values do lead to regular C ∞ -solutions to 1 The Laplace parameter s is related to the Fourier frequency via s = −iω.
the wave equation [2] , they should not be regarded as QNMs. Finally, we treat the problem in the time domain [10] to argue that the only modes present in the scalar field's time evolution are the already known QNMs.
II. SCALAR FIELD ON SCHWARZSCHILD
The wave equation for a massless scalar field propagating on the Schwarzschild background reads
Here,t = t/(2M ) and x = r/(2M ) + ln [r/(2M ) − 1] are, respectively, the dimensionless time and tortoise coordinate. We introduce [2] the hyperboloidal coordinates {τ, σ, θ, ϕ}
The black-hole horizon H + is at σ = 1, whereas σ = 0 locates future null infinity I + . The wave equation for
The regularity conditions at I + and H + already accounts for the desired physical boundary conditions. The specification of initial data
We treat the problem in the frequency domain with the Laplace transformationV (σ; s) = 
and the source term B(s) constructed out of the initial data [2] . As we are mostly interested in the QNMs, we focus on the homogenous equation
This particular hyperboloidal foliation {τ, σ} is the spacetime counterpart of the analysis in [8] . Indeed, substituting
into (1), we obtain F ,xx − s 2 + P F = 0, withs the Laplace parameter in the Cauchy formulation, related to the parameter s from the hyperboloidal foliation via s = 2s. Ingoing/outgoing boundary conditions at the horizon/spacelike infinity imposes
Such asymptotics are incorporated with the ansatz
The term Ξ(σ;s), introduced by Leaver [8] , accounts for the correct behavior of F at the boundaries x → ±∞. Here, it follows directly from the coordinates (3) being substituted into (7) . One can verify that φ(σ; s) indeed satisfies (6) .
Finally, we assume that φ(σ; s) is analytic for σ ∈ (0, 1] and we expand it in a Taylor series around H
Eq. (10) into (6) gives the 3−term recurrence relation
with
In particular, the initial seeds H 0 and H 1 for (11) must satisfy the initial condition
Eq. (12) is equivalent to (11) at k = 0 if and only if H −1 = 0.
Remark 1.
For any s = Z − and a given angular mode ∈ N, one can always construct a sequence {H k } ∞ k=0 by iterating (12) and (11) forward. A convenient normalisation is H 0 = 1.
The asymptotic estimate for {H
For sufficiently large k, it leads to
The analysis above [2] coincides with eq. (29) from [1] . Eq. (14) explicits that the sequence {H k } ∞ k=0 constructed in remark 1 is, in general, a linear combination of the two linearly independent (growing/decaying) sequences. We denote the two cases via
denote three different sequences. The first two are linearly independent, and satisfy the asymptotic properties individually. Each one of them can be constructed from (11) via unique seeds H 0,± and H 1,± that not necessarily satisfy the initial condition (12). The last sequence is constructed assuming the validity of (12).
Remark 2. Let a pair of complex conjugates s-values with
(s) < 0 be parametrized by
Let {H
be the respective sequences arising from remark 1. Then, H
and therefore
With remarks 1 and 2, we fix the notation used from now on: • (±) refers to quantities constructed out of the pair of complex conjugate values, whereas • ± is related to the two possible asymptotics in (13)-(18).
As in eq. (29) from [1] , we stress that "for both cases" s
"there are always one exponentially increasing solution and one exponentially decreasing".
Fixing the notation is necessary to avoid a confusion arising in [1] . From eq. (24) to (36) in [1] , their notation • ± is related to the asymptotic behaviours as in (16). Then, the same notation is used in eq. (37)-(39) to distinguish the pair of complex conjugate values of the suggested new branch
At this point, eq. (40) in [1] is misleading and it does not agree with their original notation/arguments from (29). Contradicting the generic result (29), eq. (40) seems to directly attach the ± sign of the exponential growth/decay to each ± sign related to imaginary part of s
n . In the way their eqs. (37), (40) and (43) were published, one concludes that picking-up the minus sign in (37) leads to eq. (43) with a negative real part and, therefore, an exponentially decaying asymptotic in eq. (40). This line of reasoning appears in their eqs. (44) and (52) as well. Their misleading notation enables them to choose one of the two independent asymptotic behaviour according to the sign of the complex conjugate values.
III. QUASINORMAL MODES
Following [1] , at a QNM the following conditions are met:
I. The boundary conditions (8) are fulfilled.
II. The recurrence relation (11) has a minimal solution. If this is the case, the convergence of the power series (10) at σ = 0 can be checked by the Gauss criterion.
III. The initial condition (12) is satisfied and the recurrence relation (11) should not give rise to an under/overdetermined system of equations for the coefficients. n , then the restriction to y k,− is just a particular choice that singles out the required behaviour in condition (II). It shows that the recurrence relation (11) admits a sequence {H . The arguments in [1] can be discussed for the generic parametrisation (17). One starts with eq. (18) to discuss condition (II) and argues as in [1] : "The case with the plus sign can be disregarded...". Then, one works out the modified Gauss criterion for y −k . The convergence should be guaranteed when the inequality 2ρ cos φ > 1 is satisfied. Again, these steps show that there exists a decaying solution {H Condition (III) is assured by remark 1, but it does not prove that {H
has the asymptotic behaviour y k,− as required by condition (II). Since conditions (II) and (III) were addressed independently, we cannot conclude that the values for which the inequality is satisfied are QNMs. If the proof of [1] were correct, other new branches of QNM would exist. For instance, s (±) (x) = x −1 ± √ 3 i /2, for x ∈ R, x > 1. One can actually work out particular examples and verify that {H
constructed for the claimed new branch does not lead to the decaying asymptotic behavior y k,− . Let us fix n = 0 and = 2 for s (−) in (19) and follow exactly page 7 in [1] . Indeed, it is [1] "straightforward to verify that we can recursively obtain all the unknown coefficients" H For the sake of comparison, the bottom left panel of fig. 1 shows the equivalent results for the first well-know QNM with = 2: s QNM = −0.3870351 + 1.93457545 i. The exponential decay for {H k } associated to the minimal solution of the recurrence relation is evident. It is also clear that {H k,− } satisfies the boundary condition (12) since I k = 0 for k < 0. In other words, {H k } and {I k } become linearly dependent at the QNM and therefore conditions (II) and (III) are met simultaneously. The results for the QNMs are also displayed in the middle panel of fig. 1 . Indeed, for a QNM one has y k − 1 < 0.
A. Convergence
Thanks to (9), condition (I) is met whenever (6) admits a non-trivial regular solution. By construction, φ(σ; s) is analytic for σ ∈ (0, 1]. The crucial question is about its behavior at σ = 0. In the case of QNMs, the regularity is guaranteed because {H k } is a minimal solution, i.e., H k ∼ e −κ √ k . For a generic s = s QNM though, the coefficients H k always grow faster than any polynomal, i.e., as
[2] argued that φ(0; s) posses an essential singularity at σ = 0 for (s) > 0. Yet, the behavior changes as one moves to the region (s) < 0 where φ becomes C ∞ for σ ∈ [0, 1]. Thus, condition (I) is satisfied by any s ∈ C\Z − , with (s) < 0. Indeed, for the values (19), condition (III) yields a sequence {H 
IV. TIME EVOLUTION
We finish by discussing the problem in the time domain. For a prescribed initial data V 0 (σ) andV 0 (σ), we integrate eq. (4) in time with the code [10] . The time evolution V (τ, σ) contains information about all the QNMs of the system. Yet, one have easy access only to the contribution from the one with slowest damping scale. The first two QNMs are ( = 2)
If (19) were a new branch of QNM, the first value would be
Since | (s and we would not be able to directly verify its existence in the signal.
Alternatively to the direct time evolution, [2] discusses the spectral representation of the solution to the wave equation. The techniques in [2] allows us to independently calculate the amplitude η n associated to a given s QNM n and filter its contribution from the signal V (τ, σ) via
)|, its contribution within the original signal V (τ, σ) should be detectable after filtering out s QNM 0 . Yet, after the filtering, V (τ, σ) contains no other information rather than the well-known QNMs ( fig. 2 ).
V. CONCLUSION
We addressed conditions (I)-(III) that characterises QNMs according to [1] . In [1] , conditions (II) and (III) are discussed for the values (19). Their arguments have two independent parts: (i) the recurrence relation admits a solution
with a decaying asymptotic behaviour and (ii) one can construct a solution {H k } ∞ k=0 to the recurrence relation by successively iterating eqs. (12) and (11). The paper does not prove, however, that conditions (II) and (III) are met simultaneously by the same sequence.
In fact, these two independent steps leading to the sequences {H k,− } are not the same sequences at the values (19). Finally, we consider the direct time evolution of the original wave equation. A generic initial data should excite all QNMs of the system. If (19) were part of the spectrum, then it should contribute to wave signal. The contribution coming from the new branch was not detected in the time evolution.
