We employ Lyapunov's second method to investigate uniform asymptotic stability, ultimate boundedness and uniform ultimate boundedness of solutions to certain third-order non-linear differential equations. Our results improve some well-known results in the literature.
Introduction
The concept of stability and boundedness of solutions cannot be overemphasized in the theory and applications of differential equations. Till now, many authors have done excellent works; see for instance Reissig et al., [6] a survey book and ( [1] - [5] , and [7] ). With respect to our observation in the relevant literature, works on uniform stability and uniform ultimate boundedness of solutions for third-order non-linear differential equation (1) using a complete Lyapunov function are scarce. The purpose of this paper is to study uniform stability, ultimate boundedness and uniform ultimate boundedness of solutions of (1) when: p(t, x,ẋ,ẍ) = 0, p(t, x,ẋ,ẍ) = p(t) and p(t, x,ẋ,ẍ) = 0 of the following third-order differential equation
... x + f (x,ẋ,ẍ)ẍ + g(x,ẋ) + h(x,ẋ,ẍ) = p(t, x,ẋ,ẍ), (1) or its equivalent systeṁ x = y,ẏ = z,ż = p(t, x, y, z) − f (x, y, z)z − g(x, y) − h(x, y, z),
where g ∈ C(R 2 , R), f, h ∈ C(R 3 , R), p ∈ C(R + × R 3 , R), R + = [0, ∞) and R = (−∞, ∞). It is supposed that the functions f, g, h and p depend only on the arguments displayed explicitly, and the dots, as elsewhere, denote differentiation with respect to t. The derivatives
∂ ∂y h(x, y, z) = h y (x, y, z) and ∂ ∂z h(x, y, z) = h z (x, y, z) exist and are continuous. Moreover, the existence and uniqueness of solutions of (1) will be assumed. We shall use Lyapunov's second (or direct) method as our tool to achieve the desired results. The results obtained in this investigation improve the existing results on the third-order non-linear differential equations in the literature.
Main Results
In the case p ≡ 0, (2) becomeṡ
with the following result. THEOREM 1. In addition to the basic assumptions on f, g, h and p, suppose that δ 0 , a, b, c, a 1 , b 1 are positive constants and that:
for all x = 0, y and z;
for all x and y = 0;
Then the zero solution of the system (3) is uniform asymptotically stable provided that c < ab. REMARK 2. In the special case f(x, y, z) = f(x, y), g(x, y) = g(y), and h(x, y, z) = h(x) the assumptions of Theorem 1 are less restrictive than those established by Ezeilo The proof of this and subsequent results depend on the fundamental properties of the continuously differentiable function V = V (x(t), y(t), z(t)) defined as:
where α and β are positive constants chosen so that
and 0 < β < min (ab − c)a
These are discussed in the following lemmas. LEMMA 3. Subject to the hypotheses (i)-(iv) of Theorem 1, V (0, 0, 0) = 0 and there exist constants
and that V (x, y, z) → +∞ as
PROOF. From (4), it is clear that V (0, 0, 0) = 0. Indeed we can rearrange the terms in (4) to obtain
where
and
We note that 1 2 V 1 is obviously positive definite. This follows from the conditions
x, y = 0 and (5a). Hence, for all x = 0, y = 0, we have
Also, V 2 regarded as quadratic form in x, y and z can be rearranged in the form XAX T , where X = x y z , X T the transpose of X and
Since condition (5b) implies that b > β it is clear that the principal minors are positive and therefore A is positive definite. Moreover, since f(x, y, 0) ≥ a for all x, y and by (5a), V 3 is positive definite. Thus V is positive semidefinite. We can therefore, find a constant
Furthermore, since h(0, 0, 0) = 0 and h x (x, 0, 0) ≤ c for all x, we have
for all x = 0. By using Schwartz inequality and (8), we have
PROOF. Along any solution (x(t), y(t), z(t)) of (3), we havė
In view of hypothesis (v) of Theorem 1, the first two terms inV (3) satisfies
Furthermore, from hypothesis (vi) of Theorem 1, we obtain
where 0 ≤ θ 1 ≤ 1 and W 1 = 0 when z = 0. Similarly
where 0 ≤ θ i ≤ 1, (i = 2, 3) and W 2 = 0 when y = z = 0. By hypotheses (i) -(iv) of Theorem 1, we note the following:
and 2f(x, y, z) − (α + a) ≥ a − α.
On gathering estimates (11) -(16) into (10), we obtaiṅ
On completing the square, we have 
In view of (5b), there exists a positive constant δ 3 = δ 3 (α, β, δ 0 , a, b, c) such thaṫ
for all x, y, z. This completes the proof of Lemma 4. PROOF OF THEOREM 1. We shall use the usual limit point argument as contained in [8] to show that when Lemma 3 and Lemma 4 hold, then V (t) ≡ V (x(t), y(t), z(t)) → 0 as t → ∞. From Lemma 3, we find that V (x, y, z) = 0 if and if only if x 2 + y 2 + z 2 = 0, V (x, y, z) > 0 if and if only if x 2 + y 2 + z 2 = 0, and V (x, y, z) → +∞ if and if only if x 2 + y 2 + z 2 → ∞. The remaining of this proof follows the strategy indicated in [1] . This completes the proof of Theorem 1.
In the case p = p(t), (2) becomeṡ
with the following result. (iv) |p(t)| ≤ P 0 where P 0 > 0 is a finite constant.
Then solution (x(t), y(t), z(t)) of (20) ultimately satisfies
for all t ≥ 0, where D is a constant depending only on α, β, δ 0 , a, b, c, P 0 .
REMARK 6. Whenever f(x, y, z) = p(t), g(x, y) = q(t)g(y) and h(x, y, z) = h(x), the hypotheses of Theorem 5 coincide with those of Swick ( [7] , Theorem 5). Thus Theorem 5 extends that of [7] . LEMMA 7. Subject to the hypotheses of Theorem 5, there are finite constants D 3 > 0 and D 4 > 0 dependent only on α, β, δ 0 , a, b, c, P 0 such that any solution (x(t), y(t), z(t)) of (20) satisfieṡ
provided that
PROOF. Let (x(t), y(t), z(t)) be any solution of (20). Since p(t) = 0, a direct differentiation of (4) with respect to independent variable t yieldṡ
By (19), Schwartz inequality and condition (iv) of Theorem 5 the last equation becomeṡ
It follows thatV
This completes the proof of Lemma 7. PROOF OF THEOREM 5. Let (x(t), y(t), z(t)) be any solution of (20). Then there is a t 0 ≥ 0 such that
where D 4 is the constant in Lemma 7; for otherwise
and by (22)V ≤ −D 3 < 0, t ≥ 0 so that V (t) → −∞ as t → ∞ which contradicts (7). To prove (21) we shall show that if
where D 5 ≥ D 4 is a finite constant, then there is a constant D 6 > 0 depending on α, β, δ 0 , a, b, c, P 0 and D 5 such that
The remaining of this proof follows the strategy indicated in [5] . This completes the prove of Theorem 5. (ii) there are non-negative continuous functions p 1 (t) and p 2 (t) such that
for all t ≥ 0, and |x|
, where
E 1 ≥ 0, and there exists > 0 satisfying
Then the solution (x(t), y(t), z(t)) of (2) is uniformly ultimately bounded. REMARK 9. If h(x, y, z) = h(x) = φ 3 (x) system (2) reduces to the case studied by Hara [4] and Ezeilo [3] . The hypotheses on (2) are considerably weaker than those of [3] and [4] . Furthermore, assumption (ii) of Theorem 8 generalizes the situation given by Ezeilo [3] , Hara [4] and Omeike [5] . Finally, the hypothesis on f(x, y, x) in [5] is too restrictive compare with (iv) of Theorem 1. Thus Theorem 8 extends [3] , [4] and [5] .
LEMMA 10. Subject to the hypotheses of Theorem 8, there exist positive constants D 9 and D 10 dependent only on α, β, δ 0 , , a, b, c, E 1 such that for any solution (x(t), y(t), z(t)) of (2),V ≤ −D 9
provided that x 2 + y 2 + z 2 ≥ D 10 .
PROOF. Let (x(t), y(t), z(t)) be any solution of (2) . Since p(t, x, y, z) = 0, an elementary calculation from (2) and (4) yieldṡ V (2) (t) =V (3) (t) + [βx + (α + a)y + 2z]p(t, x, y, z).
Estimates (19), (27), (28a), (28b) and the fact that (|x| + |y| + |z|) 2 ≤ 3(x 2 + y 2 + z 2 ), the last equation yieldṡ V (2) (t) ≤ −(δ 3 − δ 8 )(x 2 + y 2 + z 2 ) + δ 9 (x 2 + y 2 + z 2 ) 1/2 , where δ 8 = 3 max(β; α + a; 2) and δ 9 = 3 1/2 E 1 max(β; α + a; 2). If we choose so small such that δ 3 > δ 8 , then there exists a positive constants δ 10 such thaṫ V (2) (t) ≤ −δ 10 (x 2 + y 2 + z 2 ) + δ 9 (x 2 + y 2 + z 2 ) 1/2 .
Choose (x 2 + y 2 + z 2 ) 1/2 ≥ δ 11 = 2δ 9 δ −1 10 , so that estimate (29) becomeṡ V (2) (t) ≤ − 1 2 δ 10 (x 2 + y 2 + z 2 ).
We see at once thatV
provided that x 2 + y 2 + z 2 ≥ δ 13 = 2δ 
