Variation in movement across time and space fundamentally shapes the abundance and distribution of populations. Although a variety of approaches model structured population dynamics, they are limited to specific types of spatially structured populations and lack a unifying framework. Here, we propose a unified network-based framework sufficiently novel in its flexibility to capture a wide variety of spatiotemporal processes including metapopulations and a range of migratory patterns.
suitable to populations that exist on a continuous landscape.
In this study, we first describe the general elements of the network and show how these elements can be represented mathematically.
Using both theoretical and real-world examples, we then demonstrate how, with straightforward modifications to the basic model structure, most, if not all, spatiotemporal population scenarios involving spatially structured populations can be represented using this approach. This includes metapopulations as well as various forms of migration including nomadism, partial, stepping-stone, and complete migration. Our framework is also flexible enough to include carryover effects, and density dependence, and can accommodate various types of life histories, network sizes, and carrying capacities. It can also be used to investigate interspecific interactions and environmental perturbations. Rather than replacing any existing theory, our work shows how common elements recur across species with disparate movement strategies and how they can be combined under a unified mathematical framework. We are not proposing that our approach can handle spatiotemporal features that current models cannot. Our intent is to present a common language and modeling structure so that it is straightforward to model spatial, temporal, and movement processes in any type of population. A common framework makes it easier to compare different types of populations and study interactions between populations.
| MODEL DEVELOPMENT

| Terminology
Network models consist of a set of nodes connected by edges. In the context of populations, nodes represent habitats that can have unique "local" attributes, such as habitat size, habitat quality, and density dependence. These attributes not only affect dynamics within that node but potentially other nodes in the network through the movement of individuals between nodes. In addition to unique attributes within a node, nodes can also be classified into sets that share attributes. For example, there may be a set of breeding nodes in which individuals can reproduce and a set of nonbreeding nodes in which individuals only survive or die.
Edges connect nodes and represent the potential for movement at each time step. They are the elements in the model that define the spatial structure of the system. In addition to connecting nodes, edges can be self-loops where individuals remain in a node from one time step to another. Edges can be weighted, which means they are associated with specific attributes. For example, there could be a cost (decreased survival) to move along an edge that is associated with a specific attribute of the edge (e.g., length or distance). Edges can also be directed, indicating a direction of movement between nodes, or undirected, meaning that movement can occur in both directions.
| Model description
In our model, the spatial structure of a population is represented by a weighted and directed network, consisting of n nodes. Each node
K E Y W O R D S
connectivity, dispersal, metapopulations, migration, models, networks has a set of attributes which vary through time; for node i at time t, these attributes are denoted by the vector α i,t (node characteristics can include demographic processes such as survival and reproduction, as well as representing class and age transitions). Similarly, edges have a set of attributes; for the edge between nodes i and j, the attributes at time t are denoted by the vector β ij,t .
To describe the dynamics of our network-based population, we develop a model with discrete time steps. In a single time step, we update a node's population size based on demographic information within the node, and simulate movement along the edges, which could represent migration, dispersal, or residency (i.e., self-loops). Thus, within one time period, we include both within-node dynamics (i.e., survival and reproduction) and between-node dynamics (i.e., movement and migration).
At time t, we denote the population size of node j after movement as N j,t . Thus, for all j ∈ {1,…,n}, the population size of a node at time t + 1 is described by the sum of all individuals that moved to node j, or remained at node j, after demographic processes have taken place between times t and t + 1:
where f i,t is the function for updating population size at node i given by p ij,t is the transition probability function that specifies the proportion of individuals moving along an edge, and s ij,t is the edge survival probability function, The product in Equation 1, which we denote as M ij,t , gives the total number of individuals traveling along the edge from node i to j at time t. Model variables and functions are summarized in Table 1 . Note that the model equations given in Equation 1 can be written in matrix form (see Appendix S1).
The function f i,t of Equation 2 updates the population at node i and describes the population size of node i at time t before movement. It depends on the total number of individuals that arrived at the node at time t, N i,t , and node characteristics represented by the vector α i,t .
Note that if one is interested in the population size of node j after demographic updates but before movement (instead of after movement, as in Equation 1), then keeping track of f j,t over time (instead of N j,t ) will provide this information.
The proportional movement function, p ij,t , of Equation 3 gives the proportion of the node's occupants that will move along the edge from node i to j at time t. In terms of the network, p ij,t represents the weight associated with the edge connecting node i to node j. If p ij,t is zero, then there is no edge connecting nodes i and j at time t. The function p ij,t depends on the population at the starting node, N i,t , node characteristics, α i,t , and edge characteristics, β ij,t . Density dependence will most likely be expressed in terms of the starting node's population size after demographic updates, that is f i,t . More complex dependencies may also be included, such as delayed density dependence or carry over effects. We require that for all i ∈ {1,…,n}, the proportion of node i's individuals that use each outgoing edge at a given time step sums to either 0 or 1. The sum is 1 if node i has at least one outgoing edge, which could be a self-loop, at a given time step. The sum is 0 if a node has no outgoing edges; this implies that the node is temporarily unoccupied at that time (e.g., breeding habitats during the nonbreeding season in a migratory species). As the transition probability p ij,t is time dependent, the probability of moving from node i to node j in a given time step, or season, is not necessarily the same probability of moving from node i to node j in a different time step, or season.
(1)
Population size of node i at time t after movement to (or residency in) the node
Vector of node i's characteristics at time t, such as carrying capacity, intrinsic growth rate, and habitat quality. Characteristics may depend on time (e.g., breeding season, nonbreeding season)
Vector of characteristics for the directed edge that connects node i to node j at time t. Characteristics may include number of stopover sites, which may depend on time (e.g., fall migration, spring migration) The total number of individuals traveling along the edge from node i to j at time t
T A B L E 1 Model variables and functions
The function s ij,t of Equation 4 is the probability that individuals moving along the edge from node i to node j will survive during time 
| Model Features
| Features within a node
Each function in the model can be specified to encompass a variety of ecological phenomena relevant to population dynamics. For many populations, density dependence is important for modeling node-level population dynamics. Here, f i,t , can be specified so that survival or the population growth rate vary with the number of individuals entering that node or by specifying a node-specific carrying capacity. Many of the typical functions used to represent different patterns of density dependence are straightforward to incorporate here. For the Ricker equation, for example, node characteristics would include the exponential growth rate and carrying capacity:
The model also has the flexibility to specify carryover effects, which are events or processes that occur in one time period but have nonlethal effects on individuals in the following time period (Harrison, Blount, Inger, Norris, & Bearhop, 2011; O'Connor, Norris, Crossin, & Cooke, 2014) . For example, survival or reproduction in the node could be affected by the amount of energy reserves individuals have at the beginning of the breeding season, which can be specified as a function of conditions in the node occupied during the previous time step. To incorporate carryover effects in the model, a function could be specified in which survival or reproduction in the node decreases with increasing distance traveled during the most recent migration or with the strength of density dependence in the previously occupied node (Betini, Griswold, & Norris, 2013; Norris & Taylor, 2006) .
| Features in the proportional movement function
The proportional movement function p determines what proportion of node occupants utilizes each possible edge. For migratory animals, a simple assumption for this function is heritability of the migratory route (Taylor & Norris, 2010) . That is, the same proportion of individuals arriving via a pathway in time t − 1 is directed along the same pathway (but in opposite direction) in time t, which can be specified as follows:
Note that this proportion function depends on the number of individuals that moved along edge ji in the previous time step, M ji,t−1 given in Equation 5, as well as the total number of individuals that arrived at
The model also has the capability to incorporate adaptive path switching, capturing the ability of individuals to choose movement paths based on the potential fitness payoff. For example, p ij,t could vary based on the relative per capita growth rate of nodes in the previous time step (f j,t−1 /N j,t−1 ) such that p ij,t is lower for pathways to nodes with lower relative per capita growth rates. The proportion p ij,t could also vary according to a function combining the cost of migration (e.g., inverse of distance) to a specific node and the fitness benefits of that node (e.g., fecundity × node-specific survival).
| Features of migration and dispersal survival
The model can be readily modified to include energetic costs of migration or dispersal. For example, s ij,t could be a function of the length of a movement pathway, the numbers of individuals using the edge, or the number of stopover sites. Such characteristics are described by β ij,t . These migration and dispersal processes could also include density dependence (Morris, 1987 (Morris, , 1989 or carryover effects, such that survival is dependent on the density or habitat quality of node i prior to departure from the node (Donaldson et al., 2010) .
| Specifying the model for particular movement strategies
Our modeling framework can be adapted to a variety of mobile organisms. The distinguishing feature of each population type is the
structure of its network, and how it changes with each time step. Recall that the movement proportion function, p ij,t , represents the weight of the edge (relative flow of individuals) connecting node i to node j at time t. Thus, the spatial structure of a population can be described by the movement proportion function, p. In particular, if edge ij is not used during a time step t, then p ij,t is set to zero.
We applied our framework to five commonly recognized types of spatially structured populations: metapopulation, seasonal F I G U R E 1 Our flexible framework can be applied to a variety of populations. Illustrated are five examples that exhibit different types of movement patterns: metapopulations, seasonal complete migratory populations, seasonal partial migratory populations, "stepping-stone" migratory populations, and nomadic populations. These movement patterns are shown using simple four-node networks with breeding and nonbreeding sites. The number of stationary/migration steps vary with each population, and conditions on the transition probabilities, p ij,t , are described for each time step complete migration, seasonal partial migration, "stepping-stone" migration, and nomadism ( Figure 1 ). We recognize that these strategies are not mutually exclusive; individuals of many species may exhibit multiple strategies depending on the temporal and spatial scale of investigation (Chapman et al., 2014; Jonzén, Knudsen, Holt, & Saether, 2011) , and our modeling framework is flexible enough to allow for a single species to be modeled using multiple alternative network specifications.
In specifying functions f, p, and s for a movement strategy, it is useful to classify a node as a breeding or nonbreeding node. For this discussion, we represent the set of all nodes as V. We denote V B ⊆ V as the set of breeding nodes and V NB = V − V B as the set of nonbreeding nodes.
Therefore, node i ∈ V B , refers to a breeding node, i ∈ V NB refers to a nonbreeding node, and i ∈ V refers to a node of any type in the network.
| Spatially structured population types
| Metapopulation
In its species recognized as having a "classic metapopulation" structure are rare (Fronhofer, Kubisch, Hilker, Hovestadt, & Poethke, 2012) .
Metapopulations can be modeled many ways using our framework, such as making nodes ephemeral by disallowing any survival or reproduction in a node during certain time periods, as in ponds used by tropical freshwater snails (Lamy et al., 2013) . Source-sink dynamics can be modeled by altering node-specific survival and reproduction to create sources and sinks. Finally, density-dependent habitat selection (Morris, 1987 (Morris, , 1989 could be modeled by making p ij,t a function of node carrying capacity and population size.
| Seasonal complete migration
For a seasonal, complete migratory pattern, the network is bipartite and consists of two disjoint sets of breeding nodes, V B , and nonbreeding In the example of a seasonal complete migration network depicted in Figure 1 , the first time step begins during the breeding season and ends with completion of migration to the nonbreeding nodes (p ij,1 is nonzero only if i ∈ V B and j ∈ V NB ). The second time step begins during the nonbreeding season and ends with subsequent migration back to the breeding nodes (p ij,2 is nonzero only if i ∈ V NB and j ∈ V B ). There are no year-round residents and no movement between breeding habitats nor between nonbreeding habitats.
| Partial migration
For a seasonal, partial migratory pattern, year-round residents and migratory individuals occur in one or more nodes. Species such as
Tadarida brasiliensis mexicana (Mexican free-tailed bats) display this type of migration, where the majority of males and some females remain on the nonbreeding grounds year-round (Federico et al., 2008; McCracken & Gassel, 1997) . As another example, some subpopulations of Cervus canadensis (elk) stay in the breeding grounds at all times and forgo migration to overwintering grounds (Middleton et al., 2013) .
In our example of a partial migration network (Figure 1 ), the first time step begins with the entire population in breeding nodes during the breeding season. The time step ends after a portion of the population migrates to the nonbreeding nodes (i.e., p ij,1 is nonzero for some i ∈ V B and j ∈ V NB ). The second time step begins in the nonbreeding season and ends with the migratory individuals moving back to the breeding nodes (i.e., p ij,2 is nonzero for some i ∈ V NB and j ∈ V B ). Partial migration is modeled by a self-loop (i.e., p ii,t > 0 for some i ∈ V) for those breeding areas and nonbreeding areas where some individuals remain as year-round residents.
| Stepping-stone migration
Our framework can also be applied to more complex migratory patterns. In this example, we illustrate a "stepping-stone" migration system. In this pattern, individuals travel through a series of nodes, one by one throughout their annual cycle. Many migratory bird species follow a stepping-stone pattern, as individuals stop to refuel at staging areas between breeding and nonbreeding grounds (Buler & Dawson, 2014) . Some insect species also display this migratory pattern with Danaus plexippus (monarch butterfly) as a well-known example (Chapman et al., 2014; Prysby & Oberhauser, 2004) .
For the example stepping-stone network illustrated in Figure 1 , there is directed movement between successive breeding nodes followed by movement to a nonbreeding node within one annual cycle.
Only one edge is used per time step. That is, migration only occurs from one habitat to one other habitat. Consequently, edge transition probabilities are either zero or one. The first time step begins with all 
| Nomadism
For nomadism, movement to any site during any time step is permit- 
| RESULTS
We illustrated above how our modeling framework can be adapted to a wide variety of mobile organisms using theoretical examples. We now demonstrate how our framework can be formally implemented by applying it to four example species showing a wide range of life histories, movement patterns, and carrying capacities. Our examples include a plant (Ranunculus nodiflorus) modeled as a metapopulation, a bird (Anas acuta) exhibiting seasonal complete migration, a mammal (Cervus canadensis) comprising a partial seasonal migratory population, and an insect (Danaus plexippus) that has as a stepping-stone movement pattern. Table 2 gives a summary of the four models. 
| Ranunculus nodiflorus (metapopulation)
To illustrate the application of our framework to a metapopulation, we modeled Ranunculus nodiflorus (buttercup family), which is a rare and endangered annual plant that occurs in Spain, Portugal, and France (Noël, Machon, & Robert, 2013) . The plant grows only in ponds, reproduces by selfing (Kircher, Ferdy, Andalo, Colas, & Moret, 2003) , produces seeds during April and May, and then dies soon after reproduction (Noël et al., 2013 at the node 90% of the time and disperse to any adjacent node with equal probability. Plants do not move between nodes so that p ij,t = 1 if i = j and 0 otherwise (Figure 2a) . We further assume an edge survival probability of 1 for every edge and at every time step (Equation 4).
In the model, ponds containing the plant in an initial 1999 study (Kircher et al., 2003) were assigned a small initial population of 10 in the beginning of the summer. Initial seed population was set to 0. After 9 years, the small initial population of plants disperse to all ponds in the network and sustain a small, but persistent population (Figure 3a) . Table 3 shows equilibrium population values for each season and each class. Table 4 presents the equilibrium population distribution in each of the ponds, which depends on the season.
| Anas acuta (complete migration)
The northern pintail is an example of a population that performs seasonal complete migration. The northern pintail is widely distributed in wetland regions; it breeds in the northern areas of North America, Europe, and Asia and winters close to the equator. Some individuals use a stopover site during spring migration. We illustrate how
We demonstrate that our model can be applied to a variety of populations. We show simulated population dynamics for all four species example species by running the code provided in Sample et al. (2017) . ( The function (Equation 2) that represents adult survival and transitions into the adult stage for each node i at time step t, f
is given by T i,t represents the transition from juveniles to adults, which is 1 in the winter/spring season and 0 otherwise. Adult node-specific sur-
, is constant during the breeding/fall season (0.81 for females and 0.98 for males) and stopover step (1 for both sexes). In the winter (i.e., posthunting), it depends on density and other node characteristics (eqn 3 of Mattsson et al. (2012) are constant and only sex dependent during fall migration when hunting takes place. Given the above parameterization, the vector of node
for k ∈ {0,1,2} and the vector of edge characteristics is given by
The model has an initial population of 465000, 986850, 160650, 0, 0] and zero population for juveniles (Mattsson et al., 2012) . The model converged to a steady-state solution after 66 years, with a breeding population of 5.98 million (Figure 3b ), which is comparable to the results found by Mattsson et al. (2012) in the absence of harvest. Table 5 shows the equilibrium population.
Equilibrium population distribution (Table 6 ) demonstrates the relative node importance. The highest proportion of the population is located in AK, CA, and PR during the breeding/fall, winter/spring, and spring stopover seasons, respectively. Pathway importance can be assigned by calculating the proportion of migrants using a path. Table 7 presents the average annual flux, or proportion of migrants, using each path in the pintail model. Here, we see that the path representing migrants who remain in AK between the stopover and breeding season and the path representing the transition from AK to CA have the highest flux.
| Cervus canadensis (Partial Migration)
Elk are large mammals that occur across North America. The beststudied populations occur in, and adjacent to, Yellowstone National Park, where the abundance of elk has been monitored for decades (Middleton et al., 2013) . Elk near Cody, Wyoming comprise a partial seasonally migratory population where one group of elk remain resident year-round in areas east of Yellowstone National Park and another group migrates seasonally from a shared overwintering grounds to breeding grounds in Yellowstone National Park (Middleton et al., 2013) . Our model accounts for density-dependent variation in recruitment and survival at the nodes (Figure 2c ).
The female elk population is modeled with a network of three nodes and two age classes, juveniles (J) and adults (A). Juveniles are
juveniles that transition to adults and survive , i,t ), which represents juveniles' survival, recruitment, and transitions out of this group, is given by where reproduction rates, r i,t , are estimated by the proportion of pregnant elk, using a weighted average for all age classes presented in Figure 3 of Middleton et al. (2013) , and assumes that cows do not have twins. Reproduction rate is higher for residents (0.86) than for the migratory (0.68) subpopulation, and it only occurs during the summer/fall time step. The coefficient 0.6 represents the proportion of calves that are female. Given the above parameterization, the vector of node characteristics is given by i,t = (s
, i,t , ij,t ), for juveniles and adults are constant during fall migration, but density dependent during spring migration (Figure 2c ). This density dependence accounts for the inheritance of a movement pathway: A resident elk will remain a resident and a migratory elk will remain migratory (Equation 6). The density dependence is modeled using Note that M 
⋅ ⏟⏞⏞⏞⏟⏞⏞⏞⏟ surviving juveniles that transition to adults
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟
surviving juveniles that do not transition to adults migratory subpopulation and 0.37 for the resident subpopulation. The calf:cow ratio at the beginning of winter is 0.36 in node 2 (migratory subpopulation) and 0.40 in node 3 (migratory and residents). These results align with observations from the mid-1990s (Middleton et al., 2013) . Table 8 shows the equilibrium population numbers. The equilibrium population distribution (Table 9) shows that the highest proportion of the population resides in the year-round node for both seasons, indicating that management actions at this location could have a large impact. Average pathway flux is shown in Table 10 . Here, we see that the pathway representing the resident population remaining in the year-round node has the highest flux, so management actions aimed at the resident population may impact the highest number of animals.
| Danaus plexippus (stepping-stone migration)
Each (Flockhart et al., 2015) . Larval survival is dependent on egg density per milkweed stem at node i (Flockhart, Martin, & Norris, 2012) . Edge transition probabilities of Equation 3, p ij,t vary across seasons but are assumed to be constant, not density dependent, each year (Figure 2d ). Transition probabilities are derived from Table S3 in Flockhart et al. (2015) . The edge survival Table 11 shows the equilibrium population numbers at the beginning of each season. Equilibrium population distribution at the nodes (Table 12) shows the relative importance of Mexico and South regions, as 100% of the population resides in each node during the Winter and April season, respectively. During the later months of August and September, the population is more evenly split among the occupied nodes. 
| DISCUSSION
We provided a network-based framework that can be applied to metapopulations, a wide range of migratory patterns, and other spatially structured populations. This is, to our knowledge, the only modeling framework that is flexible enough to accommodate different types of spatially structured populations (Esler, 2000; Taylor & Hall, 2012 can be easily incorporated in the model through simulation where parameter values are recursively sampled from user-defined probability distributions. Last, our framework could be used as a common basis for fitting integrated population models to empirical data and parameter estimation using Bayesian hierarchical analysis (Schaub & Abadi, 2011) .
Our common modeling framework is also useful for comparing impacts of environmental perturbations among sympatric populations. As an example, when the Anaxyrus americanus (American toad) and Lithobates catesbeianus (bullfrog) coexist in a landscape, the population-level effects of anthropogenic stressors (e.g., mercury) on amphibian dynamics can be studied under one modeling framework (Willson & Hopkins, 2013; Willson, Hopkins, Bergeron, & Todd, 2012) .
Another benefit of using a consistent population modeling approach is to study interactions among different populations. Predation by
Ursus arctos (grizzly bears) and Canis lupus (wolves) on Cervus elaphus
(Greater Yellowstone elk) (Middleton et al., 2013) could be examined under our framework by modeling the three interacting networks.
Model functions in such interacting networks can depend on the population size and parameters of the interacting species. For instance, the nodal update function for elk may depend not only on the elk population but also on the population size of wolves and bears at the node. This example also illustrates that metapopulations (bears and wolves) and migratory populations (elk) can be modeled under one unifying framework. In this way, a number of different types of species interactions, including competition and mutualisms, could be modeled using our framework, allowing for increased understanding of spatially structured community dynamics as well.
Our modeling framework provides the opportunity to improve understanding of movement ecology by unraveling the underlining processes shaping spatiotemporal population dynamics. A common demographic framework makes it straightforward to incorporate individual variation in movement strategies that almost always occur within highly mobile species. This can enhance our understanding of fitness benefits of different movement strategies (e.g., residency vs.
partial vs. complete migration) and how such fitness variation influences the evolution of different movement strategies (McPeek & Holt, 1992; Morris, Diffendorfer, & Lundberg, 2004; Taylor & Norris, 2007) .
Improved understanding of movement processes can in turn inform many potential management applications. It can be used,
for example, to model the impact of habitat loss and changes in migratory flow or habitat quality along with other types of perturbations on population size, species persistence, distribution, and movement patterns including migration. The network model can also be used to quantify the per capita contribution of individual edges and nodes to population dynamics (Runge, Runge, & Nichols, 2006) . Network topology measures can be used in these analyses, for example, to examine the robustness of spatial structure to perturbations such as node removal (Fortuna, Gomez-Rodriguez, & Bascompte, 2006) . Such considerations will no doubt prove crucial to our ability to anticipate and mediate the rapid pace of habitat fragmentation worldwide. By working within a common framework, there is less chance that comparative analyses are colored by model details rather than general principles. Above all, we sincerely hope that by providing a robust template for spatially structured population modeling, we encourage further work in this rapidly evolving field. 
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