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Abstract—We study the problem of optimal leader selection
in consensus networks under two performance measures (1)
formation coherence when subject to additive perturbations, as
quantified by the steady-state variance of the deviation from the
desired trajectory, and (2) convergence rate to a consensus value.
The objective is to identify the set of k leaders that optimizes the
chosen performance measure. In both cases, an optimal leader
set can be found by an exhaustive search over all possible leader
sets; however, this approach is not scalable to large networks.
In recent years, several works have proposed approximation
algorithms to the k-leader selection problem, yet the question
of whether there exists an efficient, non-combinatorial method to
identify the optimal leader set remains open. This work takes
a first step towards answering this question. We show that,
in one-dimensional weighted graphs, namely path graphs and
ring graphs, the k-leader selection problem can be solved in
polynomial time (in both k and the network size n). We give an
O(n3) solution for optimal k-leader selection in path graphs and
an O(kn3) solution for optimal k-leader selection in ring graphs.
I. INTRODUCTION
WE explore the problem of leader selection in leader-follower consensus systems. Such systems arise in the
context of vehicle formation control [1], distributed clock
synchronization [2], and distributed localization in sensor net-
works [3], among others. In these systems, several agents act
as leaders whose state trajectory serves as the reference for the
entire system. These leaders may be controlled autonomously
or by a system owner. The remaining agents are followers.
Each follower updates its state based on relative measurements
of the states of its neighbors. The objective of the leader-
follower system is for the entire formation to maintain a
desired global state.
We consider leader selection under two different dynamics.
In the first, which we call noisy formation dynamics, the fol-
lower agents’ measurements are corrupted by stochastic noise.
With these additive perturbations, the agents cannot maintain
the formation exactly, however, the steady-state variance of
the deviation of the agents’ states from the desired states is
bounded [4]. This variance is related to the coherence of the
formation and is quantified by an H2-norm of the leader-
follower system [5], [6]. It has been shown that the coherence
depends on which agents act as leaders [4], [5], and so, by
judiciously choosing the leader set, one can minimize the total
variance of the formation. The k-leader selection problem for
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coherence is precisely to select a set of at most k leaders that
minimize this total variance. The second dynamics we consider
are consensus dynamics. In this case, the leaders all share the
same target value, and the followers’ relative measurements
are exact. Under these dynamics, the network topology and the
choice of the leader set determine the convergence rate. The
k-leader selection problem for fast convergence is to, given a
consensus network, select a set of at most k leaders so that the
convergence rate is maximized. Both leader selection problems
can be solved by an exhaustive search over all subsets of
agents of size at most k, but this approach is not tractable
in large networks for anything other than small values of k.
The leader selection problem for coherence has received
a great deal of attention in recent years. In [7], the au-
thors show that the total variance of the deviation from the
desired trajectory is a super-modular set function [8]. This
super-modularity property implies that one can use a greedy,
polynomial-time algorithm to find a leader set for which the
coherence is within a provable bound of optimal. In [9], the
authors give algorithms that yield lower and upper bounds on
coherence of the optimal leader set. Another recent work [10]
has shown a connection between the optimal leader set for
coherence and information centrality measures. They have
used this connection to give efficient algorithms for finding
the optimal single leader and optimal pair of leaders in several
network topologies.
With respect to the convergence rate in leader-follower
consensus networks, recent works have characterized this con-
vergence rate in terms of the spectrum of a weighted Laplacian
matrix [11], [12], [13]. Several works have developed bounds
for the convergence rate based on the network topology [13],
[14], [15]. Finally, the leader selection problem for fast con-
vergence has been studied in [16], [15]. In these works, the
authors propose relaxations of the leader selection problem
that can be solved efficiently. While these relaxed formulations
perform well in evaluations, there are no guarantees on the
optimality of their solutions.
Despite this recent interest in leader selection problems,
the question of whether it is possible to find an optimal
leader set for coherence or convergence rate using a non-
combinatorial approach remains open. In this work, we take
a first step towards answering this question. We show that,
in one-dimensional weighted graphs, specifically, path graphs
and ring graphs, the k-leader selection problems for coherence
and fast convergence can be solved in time that is polynomial
in both k and the network size n. For the coherence problem,
we transform the leader selection problem into a problem of
finding a minimum-weight path in a weighted directed graph,
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2a problem that can be solved in polynomial time. We then
use a slightly modified version of the well-known Bellman-
Ford algorithm [17] to find this minimum-weight path and
thus the optimal leader set. For the fast convergence problem,
we transform the problem into a task of finding the widest
path in a weighted directed graph. A version of the Bellman-
Ford algorithm can then be used to find the optimal leader
set for fast convergence in polynomial time. For path graphs,
our algorithms find the optimal leader set of size at most k in
O(n3) time. In ring graphs, our algorithms find the optimal
leader set of size at most k in O(kn3) time. Our algorithm for
optimal k-leader selection for coherence first appeared in [18].
This paper extends our previous work to the leader selection
problem for fast convergence.
The proposed algorithms have applications in one dimen-
sional leader-follower networks such as perimeter patrolling,
where a ring of autonomous agents encircles a hazard such as
a fire or an oil spill to monitor its location and conditions [19],
[20]. In these applications, a system operator may issue
commands to leaders to change the velocity of the patrol
or the distance from the hazard, for example. Other relevant
applications include on-road and underwater one-dimensional
vehicular platoons [21], [22], where leader vehicles may
dictate the platoon trajectory.
Our work was inspired by recent work on network facility
location [23]. In network facility location, the objective is to
identify a subset of nodes to serve as facilities that minimizes
a function of the network distances between the remaining
nodes and their closest facility nodes. In leader selection,
the performance of the network for a given leader set also
depends on the locations of the follower nodes with respect
to the leaders, though in a different way than in classical
facility location. Our algorithms use a similar approach to the
facility location algorithm for a real line that was presented
in [24], where the authors solve the facility location problem
by reducing it to a minimum-weight path problem over a
directed acyclic graph. We note that our graph construction
and our path-finding algorithm are both significantly different
from those in [24]. Nevertheless, this shows that it is possible
to exploit connections between facility location and leader
selection. We anticipate that this connection can be used to
develop efficient leader selection algorithms for other network
topologies that have efficient facility location algorithms, for
example, tree graphs [25].
The remainder of this paper is organized as follows. In
Section II, we present the system model and k-leader selection
problems. In Section III, we present our algorithms for finding
the optimal leader set for coherence in path and ring graphs.
In Section IV, we present our algorithms for finding the
optimal leader set for fast convergence in path and ring graphs.
Section V gives numerical examples comparing the optimal
leader set to the leader set selected by a greedy algorithm.
Finally, we conclude in Section VI.
II. PROBLEM FORMULATION
In this section, we describe the dynamics of the leader-
follower systems and formally define the k-leader selection
problems.
A. System Model
We consider a network of agents, modeled by a directed,
connected graph G = (V,E), where the node set V =
{1, 2, . . . , n} represents the agents. We use the terms node
and agent interchangeably. The edge set E represents the
communication structure. We assume that if (i, j) ∈ E,
then (j, i) ∈ E; in this case, both i and j can exchange
information. We denote the neighbor set of a node i by N(i),
i.e., N(i) , {j ∈ V | (i, j) ∈ E}. In this work, we restrict
our study to one-dimensional graphs, namely path graphs and
ring graphs. Without loss of generality, for path graphs, we
assume the node IDs are assigned in order along the path, and
for ring graphs, we assume that the node IDs are assigned in
ascending order around the ring in a clockwise fashion.
Each agent i has a state xi(t) ∈ R. The objective is for each
pair of neighboring agents i and j to maintain a pre-specified
difference pij between their states,
xi(t)− xj(t) = pij for each (i, j) ∈ E. (1)
If xi(t) represents an agent’s position, for example, pij is the
desired distance between agents i and j. We assume that each
agent i knows pij for all j ∈ N(i).
A subset S ⊆ V of agents act as leaders. The states of these
agents serve as reference states for the network. The state of
each leader s ∈ S remains fixed at its reference value xs. The
remaining agents v ∈ V \S are followers. A follower updates
its state based on measurements of the differences between its
state and the states of its neighbors. Let x denote the vector of
states that satisfy (1) when the leader states are fixed at their
reference values. We assume that at least one such x exists.
1) Noisy formation dynamics: We first consider the forma-
tion dynamics presented in [7], which we call noisy formation
dynamics. In these dynamics, the followers’ measurements are
corrupted by stochastic noise. The dynamics of each follower
agent is given by,
x˙i(t) = −
∑
j∈N(i)
Wij (xi(t)− xj(t)− pij + ij(t)) , (2)
where Wij is the weight for link (i, j), and ij(t) are zero-
mean white noise processes with autocorrelation functions
E [ij(t)ij(t+ τ)] = νijδ(τ). Here δ(·) denotes the unit
impulse function. Each ij is independent, and ij and ji are
identically distributed. As specified in [7], the link weights
are given by Wij =
νij
∆i
, where ∆i =
∑
j∈N(i)(1/νij). This
policy ensures that the steady-state variance of the deviation
of the follower states from a desired x is bounded [7]. We
discuss this in more detail in Section II-B1.
Let L be a weighted Laplacian matrix of the graph G, with
each component defined as,
Lij =

− 1νij if (i, j) ∈ E
∆i if i = j
0 otherwise.
(3)
Arranging the node states x(t) so that x(t) = [xf (t)T xl(t)T ]T ,
where xf (t) contains the follower nodes’ states and xl(t)
contains the leader nodes’ states, L can be decomposed as,
L =
[
Lff Lfl
Llf Lll
]
. (4)
3The sub-matrix Lff defines the interactions between followers,
and the sub-matrix Lfl defines the impact of the leaders on the
followers. Since G is connected, Lff is positive definite [26].
Let B be the |V − S| × |E| matrix where each column k
corresponds to an edge (i, j) ∈ E. Bik = Lij if edge k is the
edge (i, j), and Bik = 0 otherwise. With these definitions, the
dynamics of the follower agents can be written as,
x˙f (t) = −D−1f (Lffxf (t) + Lflxl(t) +Bp) + (t),
where Df is a |V −S|×|V −S| diagonal matrix with diagonal
entries ∆i, p is the vector of desired differences pij , and (t)
is the |V − S|-vector of noise processes. Let xl be the vector
of reference states of the leader nodes. The desired state of
the follower nodes is given by xf = −L−1ff (Lflxl + Bp). We
refer the reader to [7] for the details of this derivation.
2) Consensus dynamics: We also consider a simplified
leader-follower system where pij = 0 for all (i, j) ∈ E and
where xl = x1 with x ∈ R, i.e., all leaders share the same
reference value x. Note that x may be non-zero. Each follower
updates its state based on exact relative measurements of the
states of its neighbors,
x˙i(t) = −
∑
j∈N(i)
Wij (xi(t)− xj(t)) . (5)
We assume that for all follower nodes i, Wij > 0, and that
for all follower nodes i and j, Wij = Wji. In the absence
of leader nodes, these dynamics correspond to the standard
consensus dynamics over an undirected graph. We thus call the
dynamics consensus dynamics. The objective in this setting is
for all follower agents to converge to the leaders’ value x.
We define the weighted Laplacian matrix L as
Lij =

−Wij if (i, j) ∈ E∑
j∈N(i)Wij if i = j
0 otherwise.
(6)
Let Lff be the principle sub-matrix of L capturing the follower-
follower interactions, as in (4). The followers’ states evolve as,
x˙f (t) = −Lffxf (t)− Lflxl, (7)
Defining x˜f (t) = xf (t)− xf , where xf = x1, we rewrite (7)
as,
d
dt (x˜f (t) + xf ) = −Lff (x˜f (t) + xf )− Lflxl
d
dt x˜f (t) = −Lffx˜f (t).
where the second equality follows from the fact that Lff1 +
Lfl1 = 0. The rate of convergence to consensus is thus
equivalent to the rate at which x˜f (t) converges to 0 [5].
B. Leader Selection Problems
1) Leader Selection with Noisy Formation Dynamics:
Under the dynamics (2), the followers’ states deviate from
x, however, the variances of these deviations are bounded in
the mean-square sense. For a follower agent i, let ri be the
steady-state variance of the deviation from xi,
ri , lim
t→∞E
[
(xi(t)− xi)2
]
.
It has been shown that,
ri =
1
2 (L
−1
ff )ii, (8)
where Lff is as defined in (4), i.e., Lff is the sub-matrix of
the Laplacian L defined in (3) with the rows and columns
corresponding to nodes in S removed. A derivation of (8) can
be found in [4].
We measure the performance of the formation for a leader
set S by the total steady-state variance of the deviation from
x,
R(S) ,
∑
i∈V \S ri =
1
2 tr
(
L−1ff
)
. (9)
A formation with a small R(S) exhibits good coherence,
meaning the formation closely resembles a rigid formation.
A natural question that arises is how to identify a leader
set S of a certain size that minimizes the total steady-state
variance (9). This question is formalized as the k-leader
selection problem for coherence.
Problem Statement 1: The k-leader selection problem for
coherence is
minimize R(S)
subject to |S| ≤ k. (10)
A naı¨ve solution to this problem is to construct all subsets
of V of size at most k, evaluate R(S) for each leader
set, and choose the set for which R(S) is minimized. The
computational complexity of this solution is combinatorial
since the number of leader sets that would need to be evaluated
is
∑k
i=1
(
n
i
)
. In Section III, we show that for one-dimensional
graphs, the optimal leader set can be found with time com-
plexity that is polynomial in both n and k.
2) Leader Selection with Consensus Dynamics: Under the
leader-follower consensus dynamics (5), when all leader states
are equal, the follower states converge asymptotically to
x [12]. We quantify the performance of this system in terms
of the convergence rate. The convergence rate is determined
by the smallest eigenvalue of Lff [27]. This eigenvalue, in turn,
depends on which agents are selected as leaders. We let C(S)
denote the smallest eigenvalue of Lff for the leader set S. The
k-leader selection problem for fast convergence is to find the
set S, of size at most k, that maximizes this eigenvalue.
Problem Statement 2: The k-leader selection problem for
fast convergence is
maximize C(S)
subject to |S| ≤ k. (11)
As with Problem 1, this problem can be solved by a search
over all possible leader sets of size k or less, an approach
which has combinatorial complexity. In Section IV, we give
polynomial-time algorithms that find the optimal leader set in
one-dimensional graphs.
III. OPTIMAL LEADER SELECTION FOR COHERENCE
In this section, we present our leader selection algorithms
for Problem 1 for path and ring graphs. Our approach for both
graph types is to first reduce the leader selection problem to the
task of finding a minimum-weight path in a digraph. We then
solve this minimum-weight path problem using a modified
version of the Bellman-Ford algorithm [17].
4s 1 2 3 4 t
Fig. 1: Digraph generated from four node path graph.
A. Optimal k-Leader Selection for a Path Graph
In a path graph with k leader nodes, the matrix Lff is block
diagonal with at most k + 1 blocks. Further, each block is
tridiagonal. For example, consider a path graph with leader set
S = {`1, `2, . . . , `k}, where `i < `i+1 for i = 1, . . . , (k − 1).
The matrix Lff is formed from the weighted Laplacian L by
removing the rows and columns corresponding to the nodes
in S. Lff can be written as,
Lff =

L[1,`1) 0 · · · · · · 0
0 L(`1,`2) 0 · · ·
...
...
. . . . . . . . .
...
0
. . . . . . L(`k−1,`k) 0
0 · · · · · · 0 L(`k,n]

,
(12)
where the matrices L[1,`1), L(`i,`i+1), i = 1, . . . , (k − 1), and
L(`k,n] are defined as follows. L[1,`1) is the sub-matrix of L
consisting of the rows and columns 1 through `1 − 1 of L.
This matrix models the interactions of the follower nodes i =
1, . . . , (`1−1). Note that node `1 is the only leader that affects
the states of these nodes. L(`i,`i+1) is the sub-matrix of L
consisting of the rows and columns indexed from `i + 1 to
`i+1 − 1, inclusive. This matrix models the interactions of
the nodes between leader node `i and leader node `i+1; these
follower nodes are influenced by both leaders. Finally, L(`k,n]
consists of the rows and columns i = (`k + 1), . . . , n of L,
inclusive, and models the interactions of the follower nodes
i = (`k + 1), . . . , n. Leader node `k is the only leader that
influences the states of these nodes. If there are leaders u, v ∈
S such that v = u+ 1, then the corresponding sub-matrix of
L will be of size 0.
We construct a weighted digraph G = (V ,E,W ) based on
Lff as follows. The set of nodes consists of V and an additional
source node s and target node t, i.e., V = V ∪{s, t}, as shown
in Figure 1. The edge set E contains edges from s to every
node v ∈ V . The weight of edge (s, v) is 12 tr
(
L[1,v)
−1).
This edge weight is the total steady-state variance for nodes
1, . . . , (v − 1) when node v is a leader node and there are
no other leader nodes u with u < v. E also contains edges
from each node u ∈ V to each node v ∈ V with u < v.
The weight of edge (u, v) is 12 tr
(
L(u,v)
−1). This weight is
the total variance of the nodes i = (u+ 1), . . . , (v − 1) when
nodes u and v are leaders and there are no other leader nodes
w with u < w < v. Finally, E also contains edges from
every node v ∈ V to node t. The weight of edge (v, t) is
1
2 tr
(
L(v,n]
−1). This weight is the total variance of the nodes
i = v + 1, . . . , n when v is a leader and there are no other
leader nodes u with u > v. The weights of edges (s, 1), (n, t),
and (u, u+ 1), u = 1 . . . (n− 1) are 0.
Proposition 1: Let G be a path graph, and let L be
the respective weighted Laplacian defined in (3). Let G be
the digraph generated from G and L. Further, let P =
{s, u1, u2, . . . , uk, t} be the set of nodes on a path from s to t
in G that contains k+1 edges, and let w be the corresponding
path weight. Then, for S = P \ {s, t}, the coherence for the
leader set S in the graph G is R(S) = w.
Proof: For S = P \{s, t}, R(S) = 12 tr
(
L−1ff
)
, where Lff
is the submatrix of the Laplacian where the rows and columns
of nodes in S have been removed. Using the definition of Lff
in (12), we can write R(S) as
R(S) = 12 tr
(
L[1,u1)
−1)+ 12 ∑k−1i=1 tr (L(ui,ui+1)−1)
+ 12 tr
(
L(uk,n]
−1) . (13)
Note that if any sub-matrix of L is of size 0, then the trace
of the inverse of this sub-matrix is 0.
In the digraph G, the weight of the path formed by P is
w = ws,u1 +
k−1∑
i=1
wui,ui+1 + wuk,t,
where wi,j is the weight of the edge from i to j in
G. The edge weights in the digraph are defined so that
ws,u1 =
1
2 tr
(
L[1,u1)
−1), wui,ui+1 = 12 tr (L(ui,ui+1)−1) for
i = 1, . . . , k + 1, and wuk,t =
1
2 tr
(
L(uk,n]
−1). Therefore,
R(S) = w.
It follows from Proposition 1 that, to find a leader set S,
with |S| ≤ k, that minimizes (13), one seeks a minimum-
weight path from s to t in G that has at most k + 1 edges.
The optimal leaders are the nodes along this path between s
and t. To find this minimum-weight path, we use a slightly
modified implementation of the Bellman-Ford algorithm [17].
The Bellman-Ford algorithm is an iterative algorithm that finds
the minimum-weight paths (of any length) from a source node
to every other node in the graph. While there are more efficient
algorithms that solve this same problem, Bellman-Ford offers
the benefit that, in each iteration m, the algorithm finds the
minimum-weight paths of m edges. Therefore, we can execute
the Bellman-Ford algorithm for k + 1 iterations to find the
minimum-weight path of at most k+ 1 edges. We have made
slight modifications to this algorithm to make it possible to
retrieve not only the weight of the path but the list of nodes
traversed in this path. Our modified version of the Bellman-
Ford algorithm is detailed in the appendix.
The pseudocode for our k-leader selection algorithm for
coherence is given in Algorithm 1. The algorithm returns the
optimal set of leaders of size at most k. A leader set may have
cardinality h < k if the inclusion of more than h leaders does
not decrease R(S).
Theorem 1: For a path graph G with n nodes, the k-leader
selection algorithm identifies the leader set S, with |S| ≤ k,
that minimizes R(S) in O(n3) operations.
Proof: From Proposition 1 and the correctness of the
Bellman-Ford algorithm, Algorithm 1 finds the optimal leader
set. We next examine the complexity of the proposed algo-
rithm.
5Algorithm 1 Algorithm for finding the optimal solution to the
k-leader selection problem for coherence in a path graph.
1: Input: G = (V,E), edge weights Wij , k
2: Output: Set of leader nodes S, error R(S)
3: L← Laplacian of G
4: G← digraph constructed from G and L
5: /* Get node set and weight of min. weight path*/
6: (P,weight)← MODIFIEDBELLMANFORD(G, s, t, k + 1)
7: /* Construct leader set from min. weight path. */
8: S ← P \ {s, t}
9: R(S)← weight
10: return (S,R(S))
Algorithm 2 Algorithm for finding the optimal solution to the
k-leader selection problem for coherence in a ring graph.
1: Input: G = (V,E), edge weights Wij , k
2: Output: Set of leader nodes S, error R(S)
3: L← weighted Laplacian for G
4: minWeight←∞
5: P ← ⊥
6: for i = 1 . . . n do
7: Gi ← digraph constructed from G and L for candidate leader i
8: /* Get node set and weight of min. weight path
9: that contains node i*/
10: (P,weight)← MODIFIEDBELLMANFORD(Gi, si, ti, k − 1)
11: if weight < minWeight then
12: minWeight← weight
13: minP ← P
14: end if
15: end for
16: /* Construct leader set from min. weight path. */
17: S ← minP \ {si, ti}
18: R(S)← minWeight
19: return (S,R(S))
The algorithm consists of two phases. The first phase is
the construction of the digraph G = (V ,E). The edge set
E consists of n edges with s as their source (one to each
v ∈ V ), n edges with t as their sink (one from each v ∈ V ),
and one edge from each u ∈ V to each v ∈ V with u < v.
Thus |E| ∈ O(n2). To find each edge weight, we must find
the diagonal entries of the inverse of a tridiagonal matrix of
size at most (n− 1)× (n− 1). These diagonal entries can be
found in O(n) operations [28]. Therefore the digraph G can
be constructed in O(n3) operations.
The second phase of the algorithm is to find the shortest
path of at most k + 1 edges from s to t in G. For a
graph with m edges, the Bellman-Ford algorithm finds the
minimum-weight-path of length at most h edges in O(hm)
operations [17]. Therefore, the second phase of our algorithm
has time complexity O(kn2).
Combining the two phases of the algorithm we arrive a total
time complexity of O(n3).
B. Optimal k-Leader Selection for a Ring Graph
In a ring graph with k leaders, the leader-follower system
can be decomposed into k independent subsystems (with some
possibly consisting of zero nodes). Each of these subsystems
corresponds to a segment of the graph where two leader
nodes u and v form the boundaries of this segment, where
v follows u in the clockwise direction, and where there are
no other leader nodes in this segment. Nodes u and v are not
included in the subsystem. The coherence of the subsystem
is given by the sub-matrix of the Laplacian consisting of
the rows and columns corresponding to the nodes between
u and v in the ring. We denote this submatrix by L(u→v). We
further let R(u→v) denote the the total steady-state variance
for this subsystem, R(u→v) = 12 tr
(
L−1(u→v)
)
. For example, in
a ring graph with n > 6 nodes, the matrix L(5→2)} contains
rows and columns that correspond to nodes 6, 7, . . . , n, 1. The
value R(5→2) is equal to the total steady-state variance of the
nodes 6, 7, ..., n, 1 when nodes 5 and 2 are leaders and nodes
{6, 7, . . . , n, 1} are followers.
To find the optimal leader set of size at most k, we first
select one node i as a candidate leader. We then translate the
problem finding the remaining k − 1 leaders into a problem
of finding a minimum weight path of at most k edges over a
weighted digraph. The digraph is described below. To ensure
that our algorithm finds the optimal leader set, the algorithm
performs this translation and path-finding for each possible
initial leader i = 1, . . . , n. The optimal leader set is the
set with the minimum weight path among these n minimum
weight paths (one for each initial leader selection). Pseudocode
for the algorithm is given in Algorithm 2.
For a given initial candidate leader i, its weighted digraph
Gi = (V i, Ei,W i) is defined as follows. The vertex set of V i
contains a source node si, a target node ti, and the vertices
in V excepting i, i.e., V i = {si, ti} ∪ (V \ {i}). The edge
set Ei contains directed edges from si to every node v ∈
(V \ {i}). The weight of an edge (si, v) is wsi,v = R(i→v).
Ei also contains edges from from each node u, v ∈ (V \{i}).
The weight of an edge (u, v) is wu,v = R(u→v). Finally, Ei
contains directed edges from every node v ∈ (V \ {i}) to ti
with weights wv,ti = R(v→i).
Proposition 2: Let G be a ring graph, and let L be the
respective Laplacian as defined in (3). Let Gi be the weighted
digraph generated from G and L for a given node i. Further,
let P = {si, u1, u2, . . . , uk−1, ti} be the set of nodes on a path
from si to ti in Gi that contains k edges, and let w be the
corresponding path weight. Then, for S = P \ {si, ti} ∪ {i},
R(S) = w.
Proof: For a leader set S that contains i,
R(S) = R(i→u1) +
k−2∑
j=1
R(uj→uj+1) +R(uk−1→i).
This is precisely w, the weight of path P in Gi.
It follows from Proposition 2 that, to find the optimal leader
set that contains node i, one must find the minimum weight
path from si to ti in Gi of at most k edges. The weight of
this path is the minimal R(Si) when i ∈ Si and |Si| ≤ k. Our
algorithm uses the modified Bellman-Ford algorithm to find
this path for each i. Let Si be the set of nodes along this path.
The optimal leader set for the graph is then
S∗ = arg min
Si,i∈V
R(Si).
6Theorem 2: For a ring graph G with n nodes, the k-leader
selection algorithm identifies the leader set S, with |S| ≤ k,
that minimizes R(S) in O(kn3) operations.
Proof: The fact that the leader set S is optimal follows
from Proposition 2 and the correctness of the Bellman-Ford
algorithm.
With respect to the computational complexity, the algorithm
constructs n weighted digraphs Gi, i = 1, . . . , n, and a
shortest-path algorithm is executed on each digraph.
To construct these digraphs, first, the weight of each edge
(u, v), u, v ∈ V i, u 6= v is computed. To compute the weight
for edge (u, v), where v follows u on the ring in the clockwise
direction, we first construct the matrix M from L by shifting
the rows and columns of L so that node u corresponds to the
first row and column of M . The index (row and column of
M ) corresponding to a node u after this shift is 1, and the
index corresponding to node v is v − u + 1 modulo n. The
weight of edge (u, v) is given by
wuv =
1
2 tr
(
M(1,v−u+1 (mod n))
−1) , (14)
For each computation, the shift operation to obtain M
requires O(n). The trace of the inverse of this matrix can
be found in O(n) operations [28]. Thus, the weights of all
pairs (u, v) can be computed in O(n3). These edge weights
are used in every digraph Gi and can be looked up in constant
time (for example, by storing them in an n× n matrix).
When edge weights can be computed in constant time,
the digraph construction requires O(|V i| + |Ei|) operations.
Therefore, each Gi can be constructed in O(n2). There are
n such digraphs, so the construction of all digraphs requires
O(n3) operations. Finally, for each digraph, the Bellman-Ford
algorithm finds the minimum-weight path of at most k edges
in O(kn2) time. Thus, to find the minimum-weight path over
these n minimum-weight paths requires O(kn3) operations.
Combining all steps of the algorithm, we obtain a running
time of O(kn3).
IV. OPTIMAL LEADER SELECTION FOR FAST
CONVERGENCE
In this section, we describe efficient algorithms that give
the optimal solution to the k-leader selection problem for fast
convergence in path and ring graphs. Our approach is similar
to that described in the previous section in that we transform
the leader selection problem into a path finding problem in a
weighted digraph. In this case, the problem is the widest path
problem [29]. In the widest path problem, one seeks the path
between two vertices for which the weight of the minimum-
weight edge in that path is maximized.
A. Optimal k-Leader Selection for a Path Graph
Recall that for a path graph with k leaders, Lff can be written
in the block diagonal form in (12). For a given set of leaders,
the convergence rate depends on the smallest eigenvalue of Lff,
which in turn, is the minimum over the smallest eigenvalues
of the blocks of Lff, i.e.,
C(S) = min
[{
λmin
(
L[1,u1)
)} ∪ {λmin (L(uk,n])}
∪k−1i=1
{
λmin
(
L(ui,ui+1)
)}]
. (15)
As in the leader selection algorithm for coherence, we first
construct a weighted digraph G = (V ,E,W ). The digraph has
the same topology as the digraph generated in Section III-A,
but the edge weights are different. An edge is drawn from s
to each node v ∈ V with edge weight ws,v = λmin(L[1,v)).
The weight ws,v is the convergence rate within the subsystem
consisting of nodes 1, . . . , (v − 1), when node v is a leader
and there are no other leaders in that subsystem. An edge is
drawn from each u ∈ V to each v ∈ V with v > u with edge
weight wu,v = λmin(L(u,v)). These edge weights correspond
to the convergence rate within the subgraph between nodes
u and v when both u and v are leaders and no other nodes
in the subgraph are leaders. Finally, an edge is drawn from
each v ∈ V to t with edge weight wv,t = λmin(L(v,n]). The
weight wv,t is the convergence rate within the graph consisting
of nodes (v + 1), . . . , n, when node v is a leader and there are
no other leaders in that subgraph. The weights of edges (s, 1),
(n, t), and (u, u+ 1), u = 1, . . . , n− 1, are +∞.
The following proposition characterizes the relationship
between the weight of a path in G and C(S). The proof is
similar to that of Proposition 1 and is therefore omitted.
Proposition 3: Let G be a path graph, and let L be
the respective Laplacian defined in (6). Let G be the
weighted digraph generated from G and L. Further, let P =
{s, u1, u2, . . . , uk, t} be the set of nodes on a path from s to t
in G that contains k+ 1 edges and let w be the minimal edge
weight in the path. Then, for S = P \ {s, t}, C(S) = w.
Following from Proposition 3, finding the leader set for
which C(S) is maximized is equivalent to finding the path
from s to t with at most k+ 1 edges for which the minimum
edge weight is maximized. This problem is a variation of
the widest path problem. To find the widest path of at most
k + 1 edges efficiently, we again use a modified version of
the Bellman-Ford algorithm. Details of the modifications are
given in the appendix. The pseudocode for this algorithm is
identical to that in Algorithm 1, except in line 6, where the
call is to the modified Bellman-Ford algorithm for the widest
path rather than the minimum weight path. We therefore omit
this pseudocode for brevity.
Theorem 3: For a path graph G with n nodes, the k-leader
selection algorithm for fast convergence identifies the leader
set S, with |S| ≤ k, that maximizes C(S) in O(n3) operations.
Proof: The optimality of the leader set S follows from
Proposition 3 and the correctness of the Bellman-Ford algo-
rithm. With respect to computational complexity, the algorithm
consists of two phases, each of which is performed once. The
first phase is the construction of the digraph G = (V ,E).
with |E| ∈ O(n2). Each edge weight is given by the smallest
eigenvalue of a symmetric, tridiagonal matrix. This eigenvalue
can be computed with high accuracy in O(n) operations using
the implicit QR algorithm of Vandebril et al. [30], [31]. Thus,
the digraph G can be computed in O(n3) operations.
The second phase of the algorithm is the execution of the
modified Bellman-Ford algorithm, which has a running time
of O(kn2). Therefore, the total running time of the algorithm
is O(n3).
7B. Optimal k-Leader Selection for a Ring Graph
Using a similar approach to that for path graphs, we adapt
the algorithm for optimal leader selection for coherence to
solve the k-leader selection problem for fast convergence in
ring graphs.
To find a leader set of size at most k, first a single candidate
node i is selected as leader. Then, the weighted digraph
Gi is constructed using in the same topology as described
in Section III-B. The weight of each edge (u, v) in Gi is
wu,v = λmin(L(u→v)). This gives the convergence rate in the
subgraph between nodes u and v, in clockwise order, when
both u and v are leaders and there are no other leaders in that
subgraph.
The following proposition characterizes the relationship
between the weight of a path in Gi and C(S). The proof
is similar to that of Proposition 2 and is therefore omitted.
Proposition 4: Let G be a ring graph, and let L be the
respective Laplacian as defined in (6). Let Gi be the weighted
digraph generated from G and L for a given node i. Further,
let P = {si, u1, u2, . . . , uk−1, ti} be the set of nodes on a path
from si to ti in Gi that contains k edges, and let w be the
minimal edge weight in the path. Then, for S = P \{si, ti}∪
{i}, C(S) = w.
Once the graph Gi is constructed, we use our modified
Bellman-Ford algorithm to find the widest path from si to
ti of at most k edges. Let Si be the set of nodes along this
path. The minimum edge weight of this path is the maximal
C(Si) where i ∈ Si and |Si| ≤ k. The optimal leader set S∗
is found by finding the optimal C(Si) for all i ∈ V and the
identifying the maximum over all i, i.e.,
S∗ = arg max
Si,i∈V
C(Si).
The pseudocode for this algorithm is nearly identical to that
in Algorithm 2 and is omitted for brevity.
Theorem 4: For a ring graph G with n nodes, the k-leader
selection algorithm identifies the leader set S, with |S| ≤ k,
that maximizes C(S) in O(kn3) operations.
Proof: The optimality of the leader set S follows from
Proposition 3 and the correctness of the Bellman-Ford algo-
rithm. With respect to computational complexity, the algorithm
constructs n weighted digraphs, and the widest path algorithm
is executed on each digraph. As in the proof of Theorem 2, the
n digraphs can be constructed in O(n3) total operations. The
widest path Bellman-Ford algorithm is run for each digraph,
requiring O(kn3) total operations. Therefore the running time
of the algorithm is O(kn3).
V. COMPUTATIONAL EXAMPLES
In this section, we explore the results of our k-leader selec-
tion algorithms on several example graphs. For comparison of
the solution to Problem 1, we have implemented the greedy
leader selection algorithm presented in [16], [7]. The greedy
algorithm consists of at most k iterations. In each iteration, a
leader node s is selected, that when added to the leader set S,
yields the largest improvement in R(S) or C(S), respectively.
For the leader selection problem for coherence, this greedy
algorithm does not find the optimal leader set, but rather finds
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Fig. 2: Comparison of formation coherence for leader sets of
size k on a 400 node path graph.
a set whose performance is within a constant factor of optimal.
Specifically, the greedy leader selection algorithm generates a
leader set S of size at most k such that,
R(S) ≤
(
1− (k−1k )k)R∗ + 1eRmax,
where R∗ is the optimal total variance and Rmax ,
maxi∈V R({i}) [7]. As far as we are aware, this algorithm
is the only previously proposed solution that gives provable
bounds on the optimality of the leader set.
We are not aware of any previously proposed algorithms that
give provable bounds on performance of the selected leader
sets for the k-leader selection problem for fast convergence.
As a means for comparison, we compute the leader set using a
greedy algorithm similar to that in [16], [7]. In each iteration
i = 1, . . . , k, the greedy algorithm identifies the agent s that
yields the most increase to C(S), i.e.,
s = arg maxv∈V \S C(S ∪ {v}),
and this agent is added to the leader set.
We have implemented all algorithms in Matlab.
A. Formation Coherence
We first investigate the performance of the two leader
selection algorithms for network coherence. We consider two
edge weight selection policies. In the first, the uniform random
weight policy νij is distributed uniformly at random over the
interval (0.01, 1). In the second policy, the skewed policy, we
use νij = 1 for the edges adjacent to the first half of the nodes
in the ring or path and use νij = 0.01 for the remaining edges.
The results for a 400 node path graph are shown in Figure 2.
Figure 2a shows the total variance R(S) of the leader set
selected by the greedy algorithm relative to R(S∗), where
S∗ is the optimal leader set, as found by our algorithm. This
figure shows results for both the uniform random and skewed
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Fig. 3: Comparison of formation coherence for leader sets of
size k on a 400 node ring graph.
edge weight policies. Figure 2b gives R(S) for the optimal
leader set and for the leader set found by the greedy algorithm
where edge weights are determined using the uniform random
policy. For k = 1, the optimal leader `1 is the weighted median
of the path graph (see [32]), and both algorithms select this
leader. An interesting observation is that for k = 2, the greedy
algorithm demonstrates its worst relative performance for the
uniform random policy. A reason for this can be observed in
the example in Figure 4a, where we show the optimal leaders
and those selected by the greedy algorithm for k = 2 in a 13
node path graph with edge weights all equal to 1. For the
coherence problem, the locations of the optimal two leaders
are symmetric. The greedy algorithm selects the best single
leader, the node in the center of the path, in the first iteration.
It selects a node nearer to the edge of the graph in the second
iteration. The center node is a poor choice for k = 2, resulting
in a significantly larger total variance than the optimal.
We note that, overall, the greedy algorithm yields leader sets
whose performance is fairly close to optimal. As the number of
leaders increases, the total variance decreases for both leader
selection algorithms. The relative error of the greedy algorithm
does not appear to vanish as k increases.
The results for a 400 node ring graph are shown in Figure 3.
As before, Figure 3a shows R(S) of the leader set selected
by the greedy algorithm relative to R(S∗), where S∗ is
the optimal leader set as identified by our algorithm. This
figure shows results for both the uniform random and skewed
policies. Figure 3b shows R(S) for the greedy algorithm and
our optimal algorithm where edge weights are chosen using
the uniform random policy. For all k greater than 1, the greedy
algorithm selects a sub-optimal leader set. For larger values of
k, the performance of the greedy algorithm appears to stabilize
around 1.05 times the optimal R(S∗) for both edge weight
policies. We note that for larger k, the performance of the
greedy algorithm is similar in the ring and path graphs.
Optimal Greedya.
b.
Fig. 4: Leaders selected by the optimal and greedy leader
selection algorithms for k = 2 in a 13 node path graph with
all edge weights equal to 1 for (a) coherence and (b) fast
convergence.
0 5 10 15 20 25 30 35 40
0
0.2
0.4
0.6
0.8
1
k
C
(S
)/
C
(S
∗
)
Uniform Random
Skewed
(a) Convergence rate for leader set S produced by the greedy
algorithm relative to the optimal leader set S∗ for the uniform
random and skewed edge weight policies.
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Fig. 5: Comparison of convergence rate for leader sets of size
k on a 400 node path graph.
B. Fast Convergence
We next explore the impact of leader set selection on con-
vergence rate. We use a policy where Wij is drawn uniformly
at random from (0, 1) and a skewed policy where Wij = 1
for edges adjacent to the first half of the follower nodes in the
path or ring and Wij = 100 for the remaining edges.
The results for a 400 node path graph are shown Figure 5.
Figures 5a shows C(S), i.e., the value of the minimal eigen-
value of Lff, for the leader set selected by the greedy algorithm
relative to C(S∗), where S∗ is the optimal leader set resulting
from our algorithm. Results are shown for both edge weight
policies. Figure 5b shows C(S) for the optimal leader set and
leader set identified by the greedy algorithm for various leader
set sizes k under the uniform random edge weight policy.
A larger C(S) corresponds to faster convergence. As in the
previous set of experiments, both algorithms find the optimal
leader for k = 1. For k greater than 1, the greedy algorithm
performs poorly in most cases. Further, the relative error of
the greedy algorithm does not appear to vanish as k increases.
The results for a 400 node ring graph are shown in Figure 6.
As above, Figure 6a shows C(S) of the leader set selected by
the greedy algorithm relative to the optimal C(S∗) for both
edge weight policies. Figure 6b gives C(S) for the greedy
algorithm and optimal leader set for various leader set sizes
k under the uniform random edge weight policy. For both
path and ring graphs, the greedy algorithm is less effective
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Fig. 6: Comparison of convergence rate for leader sets of size
k on a 400 ring path graph.
in solving the k-leader selection for fast convergence than for
solving the k-leader selection problem for coherence.
Finally we note that the optimal leader set for coherence
is not necessarily the same as the optimal leader set for fast
convergence. This can be observed in the 13 node network
shown in Figure 4, where edge weights are all equal to 1.
VI. CONCLUSION
We have investigated the problem of optimal k-leader
selection in leader-follower consensus systems for two per-
formance objectives, coherence and convergence rate. A naı¨ve
solution to either leader selection problem has combinatorial
complexity, however, it is unknown whether these problems
are NP-Hard or if efficient polynomial-time solutions can be
found. In this work, we have taken a step towards addressing
this open question. We have shown that, in one-dimensional
undirected, weighted graphs, namely path graphs and ring
graphs, both the k-leader selection problem for coherence and
the k-leader selection problem for fast convergence can be
solved in polynomial time in both k and the network size n.
Further, for each problem, we have given an O(n3) solution
for optimal k-leader selection in path graphs and an O(kn3)
solution for optimal k-leader selection in ring graphs.
While our approach depends on the specific structure of path
and ring graphs and thus cannot be easily extended to other
graph topologies, we anticipate that by applying other tech-
niques used for network facility location, it will be possible to
develop efficient algorithms for additional topologies such as
tree graphs. We plan to address this in future work. Finally,
we will explore using similar algorithmic techniques for leader
selection in other dynamics, including networks where leaders
are also subject to stochastic noise.
APPENDIX
Pseudocode for our modified Bellman-Ford algorithm for
finding a minimum weight path of at most H edges in a
Algorithm 3 Modified Bellman-Ford algorithm.
1: Input: weighted digraph G = (V, E,W), source node s, target node t,
number of edges H
2: Output: List P of vertices on min. weight path from s to t of at most
H edges, weight w of path P
/* dm(v) stores the weight of the minimum-weight path from node s
to node v that contains exactly m edges. */
3: d0(s)← 0
4: dm(s)←∞ for m = 1 . . . H
5: dm(v)←∞ for v ∈ V, v 6= s,m = 0 . . . H
6: /* pim(v) stores the ID of the predecessor of node v in the minimum-
weight path of m edges. */
7: pim(v)←⊥ for v ∈ V,m = 0...H
/* Path P initialized to empty list */
8: P ← [ ]
/* Find minimum-weight paths of all lengths up to H from s to all other
nodes. */
9: for m = 1 . . . H do
10: for v ∈ V do
11: dm(v)← min
u∈N(v)
{dm−1(u) + w(u, v)}
12: pim(v)← arg min
u∈N(v)
{dm−1(u) + w(u, v)}
13: end for
14: end for
/* Identify min. weight path of at most H edges. */
15: L = H
16: while dL(t) = dL−1(t) do
17: L← L− 1
18: end while
19: P .append(t);
20: u← piL(t)
21: P .append(u)
22: for i = (L− 1) . . . 2 do
23: u← pii(u)
24: P .append(u)
25: end for
26: return (P, dL(t))
digraph is given in Algorithm 3. The algorithm performs H
iterations; in each iteration m, it finds the minimum-weight
path of exactly m hops from node s to every other node. If
no such path exists, the path weight is infinite.
To find the path of length m from s to a node v, the
algorithm examines each node u ∈ N(v) and finds minimum
over the weight of path from s to u of length m− 1 plus
the weight of edge (u, v). Each iteration of the algorithm
requires a number of operations of the order of the number of
edges in the graph. After H iterations, the algorithm finds the
minimum-weight path from s to t of at most H edges over
the computed paths from s to t of m edges, m = 1 . . . H .
With small modifications, Algorithm 3 can be used the find
the widest path in the digraph G of at most H edges. To
solve the widest path problem, the algorithm keeps track of
the minimum edge weight along each path instead of the total
weight of the path. Specifically, the initialization of the path
weights in lines 3 - 5 is changed to:
d0(s)←∞
dm(s)← −∞ for m = 1 . . . H
dm(v)← −∞ for v ∈ V, v 6= s,m = 0 . . . H,
10
and the update of the path weights in lines 11 and 12 becomes:
dm(v)← maxu∈N(v){min{dm−1(u), w(u, v)}}
pim(v)← arg maxu∈N(v){min{dm−1(u), w(u, v)}}.
The running time of Algorithm 3, for both the minimum-
weight path problem and the widest path problem, is O(H|E|).
We refer the reader to [17] for more details on the original
Bellman-Ford algorithm and its complexity analysis.
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