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1998), ONE OF THE SEMINAL FIGURES IN THE THEORY OF SEMI-GROUPS.
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ON BOTH OF US.
Abstract
We analyze the diffusion process associated to equations of Wright-Fisher
type in one spatial dimension. These are associated to the degenerate heat
equation
∂tu = a(x)∂
2
x
u+ b(x)∂xu (1)
on the interval [0, 1], where a(x) > 0 on the interior and vanishes simply at
the endpoints, and b(x)∂x is a vector field which is inward-pointing at both
ends. We consider various aspects of this problem, motivated by their appli-
cations in biology, including a comparison of the natural boundary conditions
from the probabilistic and analytic points of view, a sharp regularity theory
for the “zero flux” boundary conditions, as well as a derivation of the precise
asymptotics of solutions of this equation, both as t→ 0,∞ and as x→ 0, 1.
This is a precursor to our more complicated analysis of these same questions
for Wright-Fisher type problems in higher dimensions.
1 Introduction
Consider the differential operator
L = a(x)
d2
dx2
+ b(x)
d
dx
(2)
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on the interval [A,B], where the coefficient functions a(x), b(x) ∈ C∞([A,B]).
Our main assumptions on the coefficients are that
a(x) = (x−A)(B − x)a˜(x),
where a˜(x) ∈ C∞([A,B]), and a˜(x) > 0 ∀x ∈ [A,B] (3)
and
b(A) ≥ 0, b(B) ≤ 0. (4)
In other words, we assume that a(x) vanishes simply at the endpoints of the in-
terval and nowhere else, and that the first order term b(x)d/dx is an inward pointing
vector field. The diffusion associated to L is of importance in population biology.
The basic example is the so-called Wright-Fisher operator
LWF = x(1− x) d
2
dx2
(5)
on the interval [0, 1], which is the diffusion limit of a Markov chain modeling the
frequency of a gene with 2 alleles, without mutation or selection. If the muta-
tion rates between the alleles are µ12 and µ21, and the mutant allele has selective
advantage s, then
b(x) = µ12(1− x)− µ21x+ sx(1− x), (6)
see [4]. Accordingly, we shall call any operator of the form (2) with coefficients
satisfying (3) and (4) a generalized Wright-Fisher operator. By an affine transfor-
mation, we can also reduce to the case where L is defined on the interval [0, 1].
In a seminal 1952 paper, [5], Feller considered the additional conditions one
should impose on the domain of an operator like L to obtain the generator of a
positivity preserving C0-semi-group. Feller’s starting point was the Hille-Yosida
theorem and his analysis centered on the construction of the resolvent kernel, (L−
λ)−1. Our approach, by contrast, focuses directly on the Schwartz kernel for etL.
In addition, we restrict to a particular choice of boundary condition, which arises
in applications to population genetics.
The plan of this paper is as follows. In the next section we recall a change
of variables introduced in [5] which reduces a general Wright-Fisher operator L
to one with principal part x(1 − x)∂2x. We then describe the natural boundary
conditions for this operator and its adjoint. The operator L is modeled near each
endpoints, x = 0 or x = 1 by an operator of the form:
Lb = x∂
2
x + b∂x, (7)
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where b is a nonnegative constant. The model operators act on functions on [0,∞),
with boundary conditions at x = 0 induced from those for L. The next several sec-
tions are devoted to a careful analysis of the solution operator for ∂t − Lb. After a
discussion in § 5 of maximum principles in this setting, we derive in § 6 an explicit
formula for the Schwartz kernel kbt of this solution operator, and then in § 7 com-
bine these ingredients to prove sharp mapping properties for the kernels kbt . The
long § 8 contains a variety of technical estimates needed to analyze perturbations
of these model operators. After these extensive preliminaries, it is straightforward
to assemble this information and express the fundamental solution for a general
Wright-Fisher operator L on [0, 1] as a convergent Neumann series. This is done
in § 9; this leads directly to the description of precise asymptotics of solutions of
(∂t − L)u = 0 as t → 0 and as x → 0, 1. An asymptotic expansion of the heat
kernel for L was obtained using other methods by Keller and Tier in [9]. The next
section § 10 uses this to provide a characterization of the infinitesimal generator of
the induced semi-group on C0 and its spectrum, which gives the long-time asymp-
totics for solutions of the diffusion problem. In § 11, we then use the Hille-Yosida
theorem to study the higher order regularity of solutions to the “elliptic”equation
(λ − L)w = f, for f ∈ Cm([0, 1]). Finally, in § 12 we characterize the adjoint
semi-group, using various abstract results from the theory of semi-groups as well
as the specific analytic information accrued to this point. This allows us to discuss
the “forward” Kolmogorov equation, which is crucial for applications in population
genetics.
Our focus throughout is on the C0 (and Cm) theory, rather than the (simpler)
L2 theory. We shall return to a comparison between the C0 and L2 semi-groups
elsewhere.
Remark 1 (Notational Remark). We let I ⊂ R be an interval or a ray. We use the
notation Cmb (I) for the space of functions with m continuous, bounded derivatives
on I; the notation Cmc (I) for the space of functions with m continuous derivatives,
and compact support on I. Finally we use C˙m([a, b)) to denote the space of func-
tions with m continuous derivatives on [0, b), tending to zero at b.
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2 A change of variables
The first task is to show that by a judicious change of variables, already known to
Feller [5], any operator of the form (2) can be reduced to a first order perturbation
of the exact Wright-Fisher operator LWF.
Given the operator (2), assume (by rescaling if necessary) that
1∫
0
ds√
a(s)
= π.
For the heat equation this amounts to rescaling the time variable. We define a
diffeomorphism of [0, 1] by setting:
ξ(x) = sin2
(
η(x)
2
)
, where η(x) =
x∫
0
ds√
a(s)
.
A short computation shows that L becomes
ξ(1− ξ) d
2
dξ2
+ b˜(ξ)
d
dξ
, (8)
where b˜(ξ) has the same properties as the original function b(x), i.e. it is smooth
on the closed interval, and b˜(0) = b(0), b˜(1) = b(1), so in particular is inward
pointing at the two boundary points, and vanishes at a boundary point if and only
if b does.
Henceforth we return to using x as the independent variable and a and b as the
coefficient functions. We assume that our general Wright-Fisher operator has the
form
L = x(1− x)∂2x + b(x)∂x, (9)
where b(0),−b(1) ≥ 0. As noted earlier, the case of principal interest in popu-
lation genetics is when these values lie in [0, 1), the so called “weak mutation”
regime; however, it is no more difficult to treat the general case. In our analysis it
is actually necessary to consider larger values of these constants, to obtain higher
order estimate for the cases when |b(x)| lies in [0, 1).
3 Natural boundary problems
Because L is degenerate at the boundary of the interval [0, 1], we must carefully
specify how boundary conditions for L are formulated. The main observation is
4
that operator L˜ := x(1−x)L has regular (Fuchsian) singularities at the two bound-
ary points x = 0 and x = 1, hence may be studied by standard ODE methods. This
is something of a red herring, as it is the resolvent operator (λ − L)−1 that gov-
erns the behavior of the heat kernel; the resolvents of L and L˜ are fundamentally
different. The simple vanishing of the coefficient of the second order term in L
plays a crucial role in the analytic properties of the solutions to the associated heat
equation and their applications in stochastic processes and population genetics. In
particular, the diffusion processes associated to L are qualitatively quite different
from those associated to L˜.
We define the notion of indicial roots for L. The complex number s is called
an indicial root for this operator at x = 0 if
Lxs = O(xs).
Note that for any s, Lxs = xs−1c(s, x) where c is smooth up to the boundary, so s
is an indicial root only if some leading order cancellation takes place. Indeed,
Lxs = (s(s − 1) + b(0)s)xs−1 +O(xs)
and this leading coefficient vanishes precisely when
s(s+ (b(0)− 1)) = 0 ⇐⇒ s = 0, 1− b(0).
There are some subtle differences in the analysis of L when b(0) < 1, b(0) = 1
or b(0) > 1. The case of principal interest in biology is when 0 ≤ b(0) < 1 (and
similarly, 0 ≥ b(1) > −1). For the boundary conditions we are considering it is
no more difficult to handle the general case where b(0) ≥ 0, and, for technical
reasons, it is actually very useful to do so. The case b(0) < 0 behaves quite
differently, mainly due to the loss of the maximum principle.
It is well known that if b(0) ∈ R+, b(0) /∈ {0, 1, 2, . . .}, then any solution of
Lu = 0 satisfies
u = u1(x) + x
1−b(0)u2(x), where u1, u2 ∈ C∞([0, 1)).
We call the leading coefficients u1(0) and u2(0) the Dirichlet and Neumann data
of u, respectively. If u solves the equation formally, i.e. in the sense of Taylor
series, we see that if uj(0) = 0, then uj(x) vanishes to infinite order at x = 0; in
particular, if u2(0) = 0, then u(x) ∈ C∞([0, 1)). When b(0) = 0, the expansion
has the slightly different form
u = u1(x) + x log xu2(x), u1, u2 ∈ C∞([0, 1)),
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and we again consider u1(0) and u2(0) as the Dirichlet and Neumann data, so
u ∈ C∞([0, 1)) if and only if u2(0) = 0. If b(0) ∈ N, then there is a regular
solution u1, with u1(0) non-vanishing, and a singular solution, u2 of the form
u2(x) = x
1−b(0)u2r(x) + log xu2l(x), u2r, u2l ∈ C∞([0, 1)), (10)
with both u2r(0) and u2l(0) non-zero. A solution is regular at zero if and only if it
is bounded as x→ 0+.
There is an almost identical formal analysis of the asymptotics of solutions to
Lu = f where f ∈ C∞([0, 1]), and for each of these cases we have the
Proposition 1. Let u be a solution to Lu = f where b(0) ≥ 0, b(1) ≤ 0, and
f ∈ C∞([0, 1]). Then u is smooth up to x = 0 if u2(0) = 0.
Later in this paper we we also consider the adjoint Lt of the operator L, defined
formally by ∫ 1
0
(Lu)v dx =
∫ 1
0
u(Ltv) dx, u, v ∈ C∞((0, 1)).
Integration by parts gives
Ltu = d
2
dx2 (x(1 − x)u)− ddx(b(x)u) = ddx
(
d
dx((1− x)u)− b(x)u
)
= x(1− x) d2
dx2
u+ [2(1 − 2x)− b(x)] ddxu− [2 + b′(x)]u.
(11)
For historical reasons, ∂t − L is called Kolmogorov’s backwards equation, while
∂t − Lt is called Kolmogorov’s forward equation. A short calculation shows that
the indicial roots of Lt at x = 0 are
s = 0, b(0) − 1. (12)
Suppose that u ∈ C∞([0, 1]). If b(0),−b(1) /∈ N ∪ {0}, then we see that∫ 1
0 (Lu)v dx =
∫ 1
0 u(L
tv) dx holds if and only if
limx→0+[∂x(xv(x)) − b(0)v(x)] = 0 and
limx→1−[∂x((1− x)v(x)) + b(1)v(x)] = 0.
(13)
These limits characterize the adjoint boundary condition. Loosely speaking, a
function satisfying these conditions is of the form: xb(0)−1(1 − x)−(1+b(1))v˜(x),
with v˜ smooth at 0 and 1. In this connection, the boundary conditions for L are
often formulated as “zero flux” conditions:
lim
x→0+
xb(0)∂xu(x) = 0, lim
x→1−
(1− x)−b(1)∂xu(x) = 0. (14)
We shall return to a more precise discussion of the adjoint operator in § 12.
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4 Reduction to model problems on the half-line
The first step in the construction of the parametrix is to localize the analysis to
neighborhoods of the boundary points. This leads us to study certain model prob-
lems, which are the focus of much of the rest of the paper. Indeed, we establish a
maximum principle, and also derive explicit formulæ for the fundamental solutions
of these model operators, and using these results, prove sharp mapping properties
for the heat kernels of these model problems. Finally, by perturbation and stan-
dard parametrix methods, we prove analogous results for general Wright-Fisher
operators.
Our goal is the construction of the “heat kernel” or solution operator for the
initial value problem for the diffusion equation:
∂tu− [x(1− x)∂2x + b(x)∂x]u = 0 with u(x, 0) = f(x), (15)
where we recall that an explicit change of variable has reduced the coefficient to
∂2x to this normal form. The function b is assumed to be smooth on [0, 1], with b(0)
and −b(1) non-negative. As above, we let L denote the differential operator
Lu =
[
x(1− x)∂2x + b(x)∂x
]
u.
The additional requirements that
u ∈ C0([0, 1] × [0,∞)) ∩ C1([0, 1] × (0,∞)) and,
lim
x→0+,1−
x(1− x)∂2xu(x, t) = 0 for t > 0, (16)
assure the uniqueness of the solution. This follows from a maximum principle for
super-solutions.
Proposition 2. Let u satisfy (16), and (∂t − L)u ≤ 0 in [0, 1] × (0,∞); for any
T > 0, let DT = [0, 1] × [0, T ]. Then
max
{(x,t)∈DT }
u(x, t) = max
{x∈[0,1]}
u(x, 0).
Proof. Let ǫ > 0, then uǫ = u+ ǫ(1+ t)−1 is a strict super-solution. The standard
argument (see [8]) then shows that the maximum of uǫ occurs along the distin-
guished boundary ∂′DT = ∂DT \ [0, 1] × {T}. The regularity hypotheses in (16)
show that the maximum cannot occur where x = 0 or 1. For example, if the maxi-
mum occurred at (0, t0), then ∂tuǫ(0, t0) = 0, and ∂xuǫ(0, t0) ≤ 0. The conditions
b(0) ≥ 0, and
lim
x→0+
x(1− x)∂2xuǫ(x, t0) = 0,
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contradict the fact that uǫ is a strict super-solution. Thus
max
{(x,t)∈DT }
u(x, t) < max
{(x,t)∈DT }
uǫ(x, t) = max{x∈[0,1]}
uǫ(x, 0) < max{x∈[0,1]}
u(x, 0) + ǫ.
This estimate holds for any ǫ > 0, which completes the proof of the proposition.
The transformation
y = sin2
√
x
maps the interval [0, (π/2)2 ] bijectively onto [0, 1], is regular at x = 0, but becomes
singular at (π/2)2. In the x-variable, the operator LWF = y(1 − y)∂2y transforms
to
LWF = x∂
2
x + xĉ(x)∂x. (17)
Here ĉ(x) is a real analytic function in a neighborhood of x = 0, which includes
[0, (π/2)2), with ĉ(0) = −1/3. More generally, L is carried to
L = x∂2x + xĉ(x)∂x + c˜(x)∂x, (18)
where c˜ is again a smooth function which satisfies
c˜(0) = b(0).
The coefficient b˜ of the first order term has the form
b˜(x) = b0 + xc(x), where b0 = b(0).
This suggests introducing the half-line model operators
Lb = x∂
2
x + b∂x.
In this coordinate the operator L is represented in the form
L = Lb0 + xc(x)∂x.
The first order term xc(x)∂x is, in a precise sense, a lower order perturbation of
Lb0 . We show, in the succeeding sections, how to construct the solution operator
for (15) with regularity conditions (16), from the solution operators for Lb. The
next several sections are devoted to the analysis of these solution operators.
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5 Maximum principles and uniqueness for the model op-
erators
For the heat equation on Euclidean space, the maximum principle and the resulting
uniqueness of solutions on Rn×[0,∞), satisfying given initial conditions, requires
that we impose a growth hypothesis on solutions at |x| → ∞. In this section we
establish analogous results for the model operators Lb, b ≥ 0.
For any T > 0, we consider solutions on the domains
DT = [0,∞)× [0, T ].
Proposition 3. Suppose that b ≥ 0, and
u ∈ C0(DT ) ∩ C1([0,∞) × (0, T ]) ∩ C2((0,∞) × (0, T ]) (19)
is a super-solution for the heat equation associated to Lb, so ∂tu − Lbu ≤ 0.
Suppose further that
lim
x→0+
x∂2xu(x, t) = 0, for 0 < t ≤ T, (20)
and that for some a,M > 0, |u(x, t)| ≤Meax for all (x, t) ∈ DT ; then
sup
(x,t)∈DT
u(x, t) = sup
x∈[0,∞)
u(x, 0).
Proof. For k a non-negative integer, define the function
vτ,k(x, t) =
1
(τ − t)k e
x
τ−t = ∂kxvτ,0.
Clearly vτ,k(x, t) > 0, is smooth up to x = 0, and one readily checks that (∂t −
Lk)vτ,k = 0. We shall use the vτ,k as barriers.
The proof is much the same as in the Euclidean case. We first treat the case
b = k, a non-negative integer. Choose ǫ1, ǫ2 > 0 and τ ∈ (0, 1/a), and consider
the functions
uǫ(x, t) = u(x, t)− ǫ1vτ,b(x, t) + ǫ2
1 + t
.
These are defined in Dτ ∩DT and satisfy
∂tuǫ − Lbuǫ < 0 (21)
there, hence are strict supersolutions. Our choice of τ ensures that vτ,b → +∞
more rapidly than eax as x→∞, so uǫ < 0 for x sufficiently large, uniformly for
all t ∈ [0, τ ]; therefore, the standard proof of the maximum principle shows that:
uǫ(x, t) ≤ sup
(x,t)∈∂′(Dτ∩DT )
uǫ(x, t) for (x, t) ∈ Dτ ∩DT , (22)
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where ∂′DT is the distinguished boundary ([0,∞) × {0})∪({0} × [0, T )). Clearly
supuǫ is attained at some point in DT .
First observe that the maximum of uǫ(x, t) cannot occur along x = 0 with
t > 0. Indeed, suppose that the maximum occurs at x = 0, for some t0 ∈ (0, T ).
If b = 0, then the regularity of uǫ and (21) give ∂tuǫ(0, t) < 0, which contradicts
that uǫ reaches a maximum at (0, t0). On the other hand, if b > 0, then (21) would
imply that
∂tuǫ(0, t0) = 0 and ∂xuǫ(0, t0) > 0,
which is also a contradiction since it shows that uǫ(0, t0) < uǫ(x, t0) for x small.
If the maximum were to occur at u(0, T ), then ∂tuǫ(0, T ) ≥ 0, so as before,
∂xuǫ(0, T ) > 0 and hence uǫ(0, T ) < uǫ(x, T ), for small positive x. Hence the
maximum does not occur along x = 0. Note that this argument relies strongly on
the assumption of C1 regularity up to x = 0, as well as (20).
All of this shows that we can replace (22) by
uǫ(x, t) ≤ sup
x∈[0,∞)
uǫ(x, 0) ≤ sup
x∈[0,∞)
u(x, 0) + ǫ2.
Now letting ǫ1, ǫ2 → 0, we conclude that
sup
(x,t)∈Dτ∩DT
u(x, t) ≤ sup
x∈[0,∞)
u(x, 0). (23)
If τ ≥ T, then this completes the proof of the proposition; otherwise repeat the
argument recursively, with u1(x, t) = u(x, t+ τ) replacing u(x, t). Finitely many
iterates produce the desired conclusion.
We now turn to non-integral values of b. If k ≤ b < k + 1, for a non-negative
integer k, then
(∂t − Lb)
(
u− ǫ1vτ,k+1 + ǫ2
1 + t
)
=
(∂t − Lb)u+ ǫ1(b− (k + 1))vτ,k+2 − ǫ2
(1 + t)2
< 0.
The inequality uses that vτ,k+2 > 0. We can argue exactly as before with
uǫ(x, t) = u− ǫ1vτ,k+1 + ǫ2
t+ 1
,
to obtain (23), and iterate, if needed, to complete the proof of the proposition.
The uniqueness of classical, “tempered” solutions is an immediate corollary:
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Corollary 1. Let u satisfy (19), (20), and be a solution to ∂tu−Lbu = 0 for some
constant b ≥ 0. If u(x, 0) = 0 and
|u(x, t)| ≤Meax for (x, t) ∈ DT (24)
for some a,M > 0, then u ≡ 0 in DT .
Remark 2. The discussion of indicial roots in Section 3 shows that other solutions
to the initial value problem for ∂t − Lb, have an asymptotic expansion at x = 0
with the term x1−b, so even if the initial data is smooth, those solutions are not C1
up to x = 0 and do not satisfy (20). Following Feller, the local boundary condition
that singles out the smooth solution is the zero flux condition:
lim
x→0+
xb∂xu(x, t) = 0. (25)
6 Fundamental solutions for the model operator
Consider the heat equation
∂tu = Lbu, x ≥ 0, u(0, x) = f(x) (26)
with boundary condition at x = 0 for t > 0 dictated by the demand that u(t, x) ∈
Cm up to x = 0 for all m ∈ N provided the initial condition f also lies in Cm (and
has moderate growth as x → ∞). This is clearly needed for the solution operator
to (26) to define a semi-group on Cm.
The goal in this section is to find an explicit expression for the fundamental
solution of this problem. Our strategy is as follows: We first study the Fourier
representation of the heat kernel for L0; this turns out to be somewhat simpler to
analyze, and it suggests the general form of the corresponding kernel when b > 0.
It is useful to have both a Fourier representation and the explicit Schwartz kernels
of these operators, so we include material describing both approaches.
Remark 3. We would again like to thank Charlie Fefferman for showing us his
construction of the kernel k0t (x, y), essentially (28), on which all our subsequent
development is based. This kernel also appears in [9].
6.1 Fundamental solution for ∂t − L0
We begin by seeking a function E0(x, ξ, t), which is a solution to ∂tE0 = L0E0,
with initial condition E0(x, ξ, 0) = eixξ. A first guess is that E0 should involve a
Gaussian, but because of the natural appearance of the variable
√
x in this problem
(or, equivalently, the fact that the dilation (t, x) 7→ (λt, λx) preserves the equation
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under consideration), we are led to the ansatz E0(x, ξ, t) = exp(xφ(ξ, t)) for some
as yet unknown function φ. Inserting this into the equation leads to the initial value
problem
∂tφ = φ
2, φ(ξ, 0) = ixξ,
which yields that
E0(x, ξ, t) = exp
( −x
t+ iξ−1
)
= exp
(
ixξ
1− itξ
)
. (27)
As an oscillatory integral, the corresponding Schwartz kernel is
k0t (x, y) =
1
2π
∫ ∞
−∞
E0(x, ξ, t)e−iyξ dξ. (28)
With a bit of algebra, one sees that the integrand decreases exponentially as a func-
tion of Im ξ when x, t > 0 and y < 0. Thus, a contour deformation shows that
k0t vanishes in this region. In other words, k0t (x, ·) is supported in y ≥ 0 when
x, t > 0.
For the special case b = 0, the condition u(0, t) = 0 defines a C00 -semi-group,
which turns out to be a sub-semi-group of that defined by k0t . We call this the
“Dirichlet semi-group.” Since k0t (0, y) = δ(y), the kernel we have constructed is
not the Dirichlet heat kernel, but can be obtained by a simple modification:
k0,Dt (x, y) = k
0
t (x, y)− e−x/tδ(y). (29)
In other words, the fundamental solution for (26) with Dirichlet boundary condi-
tions at x = 0 is
k0,Dt (x, y) =
1
2π
∫ ∞
−∞
(
e(ixξ)/(1−itξ)−iyξ − e−x/t−iyξ
)
dξ. (30)
The integrand here again diverges like 1/ξ as |ξ| → ∞, so we interpret (30) as
an oscillatory integral via the regularization (obtained by a formal integration by
parts)
k0,Dt (x, y) = −
(
x
y
) ∞∫
−∞
E(x, ξ; t)e−iyξ
(tξ + i)2
dξ
2π
. (31)
This satisfies the same heat equation, but now vanishes x = 0, so is indeed the
Dirichlet heat kernel.
It is possible to find an explicit expression for k0,Dt in terms of elementary
transcendental functions. First note that k0,Dt is a function of
α =
x
t
and β = y
t
.
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Indeed, setting η = ξt, and z = η + i, we find that
k0,Dt (x, y) = −
(
α
tβ
) ∞∫
−∞
e
−αη
η+i e−iβη
(η + i)2
dη
2π
= −e−(α+β)
(
α
tβ
)∫
Γ1
e
iα
z
−iβz
z2
dz
2π
,
where, by definition, Γτ = {z : Im z = τ}. By an elementary contour deforma-
tion, ∫
Γ1
e
iα
z
−iβz
z2
dz
2π
=
∫
Γτ
e
iα
z
−iβz
z2
dz
2π
−
∫
|z|=1
e
iα
z
−iβz
z2
dz
2π
for any τ < 0. The first term on the right vanishes since it can be made arbitrarily
small by letting τ → −∞, so it suffices to compute the integral on the unit circle.
For this, note that the coefficient of 1/z in
z−2 exp(iα/z) × exp(−iβz) = z−2
∞∑
j=0
1
j!
(iα/z)j
∞∑
k=0
1
k!
(−iβz)k
is equal to
∞∑
ℓ=0
1
ℓ! (ℓ+ 1)!
(−iβ)ℓ+1(iα)ℓ = −iβ
∞∑
ℓ=0
(αβ)ℓ
ℓ!(ℓ+ 1)!
= −iβI1(2αβ),
where I1 is the modified Bessel function of order 1. This yields, finally, the explicit
formula
k0,Dt (x, y) =
1
t
e−
x+y
t
√
x
y
I1
(
2
√
xy
t
)
(32)
for the Dirichlet fundamental solution of the model heat equation. It is useful to
represent this kernel in an alternate form. For b > 0 we define the entire functions
ψb(z) =
∞∑
j=0
zj
j!Γ(j + b)
.
An elementary calculation shows that ψb satisfies the ordinary differential equation:
zψ′′b + bψ
′
b − ψb = 0 (33)
The Dirichlet heat kernel is then given by
k0,Dt (x, y)dy =
(x
t
)
e−
x+y
t ψ2
(xy
t2
) dy
t
.
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The kernel k0t can be expressed as
k0t (x, y) = e
−x
t δ(y) + k0,Dt (x, y). (34)
The relationship between ψ2 and the I-Bessel function implies the asymptotic
expansion:
ψ2(z) ∼ e
2
√
z
√
4πz
3
4
1 + ∞∑
j=1
c2,j
z
j
2
 .
See [6, 8.451.5]
6.2 Fundamental solution for ∂t − Lb
We now undertake a similar analysis of the fundamental solution for the problem
(26) for 0 < b. As explained in § 3 the boundary condition at x = 0 which should
guarantee that solutions are smooth up to x = 0 is the analogue of the Neumann
condition, i.e. the one which excludes the term x1−b. We denote by kbt (x, y) the
heat kernel for this problem with this zero-flux conditions.
As before, we first determine the Fourier representation of kbt using the ansatz
that Eb(t, x, ξ) = ψ(tξ)e−xφ(t,ξ); this leads fairly directly to the expression
Eb(t, x, ξ) = (1− itξ)−be ixξ1−itξ , (35)
and hence, (when b ≤ 1) as an oscillatory integral,
kbt (x, y) =
1
2π
∫ ∞
−∞
e
ixξ
1−itξ−iyξ
(1− itξ)b dξ (36)
If f ∈ C0c ([0,∞)) has an absolutely integrable Fourier transform, then this formula
can be interpreted to mean that
∞∫
0
kbt (x, y)f(y)dy =
1
2π
∞∫
−∞
e
ixξ
1−itξ f̂(ξ) dξ
(1− itξ)b . (37)
In order to evaluate (36), we start off as before, setting α = x/t, β = y/t, and
expressing (36) as a contour integral over Im z = 1 :
kbt (x, y) =
e
πib
2
2πt
e−
x+y
t lim
R1,R2→∞
R2+i∫
−R1+i
ei(
α
z
−βz)z−b dz.
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To define z−b, we take arg z = 0 on the positive real axis and consider z−b as
defined on the plane cut along the negative imaginary axis.
Now change variables, setting z =
√
α/β τ , and for simplicity write ζ =√
αβ, to write∫
Im z=1
ei(
α
z
−βz)z−b dz =
√
α
β
∫
Im τ=
√
β/α
eiζ(
1
τ
−τ)τ−b dτ.
Since the integrand decays as |Re τ | → ∞ and as Im τ → −∞, we can deform
the contour to yield
Λ = {ye 3πi2 : y ∈ (∞, 1]} ∪ {eiθ : θ ∈ [3π
2
,
−π
2
]} ∪ {ye−πi2 : y ∈ [1,∞)}.
Inserting the explicit parameterizations of the various parts of this contour into the
integrand eiζ(
1
τ
−τ) dτ
τb
and simplifying yields the absolutely convergent representa-
tion:∫
Λ
e
πib
2 eiζ(
1
τ
−τ) dτ
τ b
=
π∫
−π
e2ζ cosφ cos(b− 1)φdφ− sinπ(b− 1)
∞∫
1
e−ζ(y+
1
y
) dy
yb
.
Changing the variable to y = et in the second integral on the right, we get
2
π∫
0
e2ζ cosφ cos(b− 1)φdφ − 2 sin π(b− 1)
∞∫
0
e−2ζ cosh te−t(b−1)dt.
This combination of integrals appears as Formula 8.431.5 in [6], and is seen to
equal 2πIb−1(2ζ). Putting all of these calculations together gives the two equiva-
lent expressions
kbt (x, y) =
1
t
(
x
y
) 1−b
2
e−
x+y
t Ib−1
(
2
√
xy
t2
)
(38)
and
kbt (x, y) dy =
(y
t
)b
e−
x+y
t ψb
(xy
t2
) dy
y
. (39)
Using the classical asymptotics for Ib−1 we see that as z →∞, ψb has the asymp-
totic expansion
ψb(z) ∼ z
1
4
− b
2 e2
√
z
√
4π
1 + ∞∑
j=1
cb,j
z
j
2
 . (40)
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From these explicit formulæ it is evident that the kernels kbt (x, y) are pointwise
positive. Once it is shown that they generate semi-groups, it follows that these
semi-groups are positivity improving. The Fourier representation has a very useful
consequence:
Lemma 1. If f ∈ Cmc ([0,∞)) satisfies ∂jxf(0) = 0, for 1 ≤ j ≤ m, then
∂jx
∞∫
0
kbt (x, y)f(y) dy =
∞∫
0
kb+jt (x, y)∂
j
yf(y) dy, for 1 ≤ j ≤ m.
Proof. This follows easily from (37), as the hypothesis implies that we can dif-
ferentiate under the integral sign. The vanishing conditions on ∂jxf(0) give that
ξm−1f̂(ξ) ∈ L1(R), so that
∂̂jxf(ξ) = (iξ)
j f̂(ξ), for 1 ≤ j ≤ m− 1.
If ξmf̂(ξ) ∈ L1(R), then we can immediately extend the formula to j = m. In
general, approximate f in the Cm-norm by a sequence {fn} ⊂ Cm, which satisfies
∂jxf(0) = 0, for 1 ≤ j ≤ m and this additional integrability hypothesis. A
limiting argument then establishes the truth of the lemma for j = m in the stated
generality.
Remark 4. If 0 < b < 1, then, as shown in [5], one can define the Dirichlet
problem for ∂t−Lb. For this range of parameters this corresponds to having a non-
zero coefficient of x1−b, hence a non-smooth solution. For b ≥ 1, Feller showed
that (25) is the unique local boundary condition that defines a positivity preserving
semigroup.
6.3 Representation formula
As a first application of the existence of these fundamental solutions, we prove a
representation formula for the solution to the initial value problem
∂tu = Lbu with u(x, 0) = f(x), (41)
where f and u satisfy (24) and in addition,
lim
x→0+
xb∂xu(x, t) = 0 for b > 0, lim
x→0+
x∂xu(x, t) = 0 if b = 0. (42)
Note that if u is in C1(DT ), then it automatically satisfies this boundary condition.
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Proposition 4. Suppose that u ∈ C0(DT )∩C2((0,∞)×(0, T )) satisfies (41), (42).
If f, u, ∂tu and ∂xu satisfy (24) then for all t < a−1, u is given by the absolutely
convergent integral:
u(x, t) =
∞∫
0
kbt (x, y)f(y)dy.
Proof. For b > 0, the proof of this proposition is a simple integration by parts
argument. It uses the fact that kbt also satisfies the adjoint equation and boundary
condition: if t > 0, then
∂tk
b
t (x, y) = (∂
2
yy − b∂y)kbt (x, y) and lim
y→0+
[∂yyk
b
t (x, y)− bkbt (x, y)] = 0.
Moreover, it is not difficult to show that as y → ∞, with x in a compact set, we
have
kbt (x, y) ≤ Cy
2b−3
4 e−
y
t . (43)
With these preliminaries, we can integrate the equation satisfied by u to obtain
0 =
t−ǫ∫
0
∞∫
0
kbt−s(x, y) (∂su(y, s)− Lbu(y, s)) dyds.
Here ǫ is a small positive number. Provided t < a−1, the estimates satisfied by
u, ∂tu, ∂xu, and (43) justify the subsequent manipulations of this integral.
We first integrate by parts in s to obtain:
∞∫
0
[u(t− ǫ, y)kbǫ(x, y)− u(0, y)kbt (x, y)] dy =
∞∫
0
t−ǫ∫
0
[
Lbu(s, y)k
b
t−s(x, y)− u(s, y)∂tkbt−s(x, y)
]
dsdy.
Now integrate by parts in y using the boundary conditions satisfied by u and kbt−s
at y = 0, and the estimates (24) and (43), to conclude that since t < a−1, then
∞∫
0
[u(t− ǫ, y)kbǫ(x, y)− u(0, y)kbt (x, y)]dy =
∞∫
0
t−ǫ∫
0
u(s, y)
[
Ltbk
b
t−s(x, y)− ∂tkbt−s(x, y)
]
dsdy.
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For any ǫ > 0, the right hand side of this equation vanishes identically, and there-
fore ∞∫
0
u(t− ǫ, y)kbǫ(x, y)dy =
∞∫
0
u(0, y)kbt (x, y)dy.
Letting ǫ→ 0 gives the result.
For b = 0 we proceed a little differently. If we write u = u0 + f(0), then u0
also satisfies (∂t − L0)u0 = 0, u0(0, t) = 0, and the same regularity conditions as
those satisfied by u. Arguing as above,
u0(x, t) =
∞∫
0
k0,Dt (x, y)(f(y)− f(0)) dy,
and hence
u(x, t) =
∞∫
0
k0t (x, y)f(y) dy.
As a special case we can demonstrate that the kernels {kbt : t > 0} have the
semi-group property.
Corollary 2. If t, s are positive numbers and b > 0, then
kbt+s(x, y) =
∞∫
0
kbt (x, z)k
b
s(z, y)dz.
Proof. For fixed y, the kernel kbt (·, y) satisfies ∂tkbt (x, y) − Lbkbt (x, y) = 0, and
is C∞ in [0,∞) × (0,∞). This solution decays exponentially as x → ∞, so the
maximum principle implies s 7→ kbt+s(x, y) is the unique smooth solution of this
PDE with respect to the variables (s, x), with initial data kbt (·, y). The proof now
follows from Proposition (4).
Remark 5. A similar argument using the uniqueness of the solution to the Dirichlet
problem when b = 0 leads to a proof that
k0,Dt+s(x, y) =
∞∫
0
k0,Dt (x, z)k
0,D
s (z, y)dz.
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It is also true that if f ∈ C∞c ([0,∞)), then
∞∫
0
k0t+s(x, y)f(y)dy =
∞∫
0
k0t (x, z)
 ∞∫
0
k0s(z, y)f(y)dy
 dz.
We conclude this section with:
Proposition 5. If f ∈ C0([0,∞)) has an absolutely integrable Fourier transform,
then
lim
b→0
∫ ∞
0
kbt (x, y)f(y) dy =
∫ ∞
0
k0t (x, y)f(y) dy.
This convergence is obvious using the Fourier representations (28) and (35) of
the kernels kbt and k0t . If f̂ is absolutely integrable, then, for any fixed 0 < T the
convergence is uniform on [0,∞) × [0, T ].
7 Mapping properties for the model operators
We can now prove the key fact that the diffusions associated to the operators Lb
are semi-groups, which, for every m ∈ N ∪ {0}, preserve the spaces C˙m([0,∞)),
see Remark 6. We prove this in two steps. The first is to show that the kernels map
polynomials to polynomials; then, decomposing an arbitrary Cm initial condition
into a polynomial (its Taylor series) and a remainder term that vanishes to order m,
the fact that the solution with initial condition given by this remainder term is also
Cm follows from the maximum principle.
Suppose that the initial data is a polynomial, f(x) =
∑n
j=0 ajx
j
. It is clear
that the formal exponential
u = etLbf(x) =
∞∑
ℓ=0
tℓ
ℓ!
Lℓbf(x)
makes sense and in fact is a polynomial which is the unique moderate growth
solution of (41). We simply observe that Lℓbxj is a constant multiple of xj−ℓ, hence
this vanishes as soon as ℓ > j. Thus the sum on the right above is finite and is a
polynomial in (x, t). It solves the equation by the usual elementary calculation.
Therefore, by the uniqueness theorem, this is the only (exponentially bounded)
solution of this problem, and hence, by the representation formula, we must also
have that
u(x, t) =
∞∫
0
kbt (x, y)f(y) dy.
We now turn to the case of general Cm data.
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Proposition 6. Suppose that f ∈ Cm([0,∞)) has compact support. Then
u(x, t) =
∫ ∞
0
kbt (x, y)f(y) dy ∈ C0([0,∞)t; Cm([0,∞)x)),
solves the initial value problem (26). The norm of the difference, ‖u(·, t) − f‖Cm
tends to zero as t → 0, and therefore kbt extends to define a C˙m-semi-group for
each m = 0, 1, 2, . . ..
Remark 6. We let C˙m([0,∞)) denote the closed subspace of Cm([0,∞)) consisting
of functions f with
lim
x→∞ ∂
j
xf(x) = 0 for 0 ≤ j ≤ m.
This is the closure of Cmc ([0,∞)) in the Cm-norm.
To prove the proposition, the following two lemmas are useful
Lemma 2. For b ≥ 0 and 0 < ℓ < L, there is a constant Cb so that if f ∈
C0c ([0, L)), then, for x > L, and t < 1, we have the estimate∣∣∣∣∣∣
∞∫
0
kbt (x, y)f(y)dy
∣∣∣∣∣∣ ≤ Cb‖f‖∞√L
(
L
x
) b
2
− 1
4 e−
(
√
x−
√
L)2
t√
t
.
If f ∈ C0(l,∞), is of tempered growth, then for x < l, and t < 1,
|u(x, t)| ≤ Cb,N‖f‖(N)
e−
(
√
l−√x)2
t
tb
.
Here N ∈ N is chosen so that
‖f‖(N) := sup
0<x
(1 + |x|)−N |f(x)| <∞.
The proofs are elementary using the asymptotic expansion for ψb and are left
to the reader. It is also useful to have the following
Lemma 3. If b ≥ 0, and f ∈ Cmc ((0,∞)), then
u(x, t) =
∞∫
0
kbt (x, y)f(y) dy,
solves (26) and
lim
t→0+
‖u(·, t) − f‖Cm = 0.
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Proof. It is clear that ∂tu − Lbu = 0 in [0,∞) × (0,∞). Suppose that supp f ⊂
[l, L]. The previous lemma shows that for any η > 0, the functions u(·, t)(1 −
χ[l−η,L+η](·)) converge uniformly to zero as t→ 0+. If η < l/2, then xy > l2/2,
for (x, y) ∈ [l − η, L + η] × supp f, and we can therefore use the asymptotic
expansion for ψb to conclude that u(·, t)χ[l−η,L+η](·) converges uniformly to f. As
f ∈ Cmc ((0,∞)), we know from Lemma 1 that
∂jxu(x, t) =
∞∫
0
kb+jt (x, y)∂
j
yf(y)dy, for j ≤ m.
The argument above applies to show the uniform convergence of the derivatives
∂jxu(·, t) to ∂jxf, for 1 ≤ j ≤ m.
Proof of Proposition 6. Fixm and f ∈ Cmc [0,∞). From the expressions (40) and (34)
for kbt it is clear that, if f ∈ C0, then u ∈ C∞([0,∞)× (0,∞)), and ∂tu−Lbu = 0
in [0,∞) × (0,∞). Choose a smooth cutoff function χ(x) which equals 1 near
x = 0, |χ(x)| ≤ 1, and which vanishes for x ≥ 1. Let
q(x) =
m∑
j=0
f (j)(0)
j!
xj
be the Taylor polynomial of order m for f ; thus
f˜(x) = f(x)− χ(x)q(x) = o(xm), as xց 0.
We observe that
uχq(x, t) =
∫ ∞
0
kbt (x, y)χ(y)q(y) dy
=
∫ ∞
0
kbt (x, y)q(y) dy −
∫ ∞
0
kbt (x, y)(1 − χ(y))q(y) dy.
By the remarks above, the first term on the right is a polynomial, and therefore in
C∞([0,∞) × [0,∞)). On the other hand, (1 − χ(y))q(y) is supported away from
y = 0, and it is elementary from the regularity properties of kbt proved in the last
section and Lemma 2 that∫ ∞
0
kbt (x, y)(1 − χ(y))q(y) dy ∈ C∞([0,∞)x × [0,∞)t),
and tends locally uniformly to (1−χ(x))q(x) as t→ 0+. Together with Lemma 2,
this shows that uχq(x, t) tends to χq in Cl([0,∞)) for all l ∈ N. Thus it remains to
prove that
u˜(x, t) =
∫ ∞
0
kbt (x, y)f˜(y) dy
21
is also in Cm and tends to f˜ in the Cm-norm as t→ 0+.
First consider the case m = 0. For every ǫ > 0 we can choose δ > 0 so that
f˜(x) < ǫ when x < δ. Decompose f˜(x) = χ(x/δ)f˜ (x) + (1 − χ(x/δ))f˜ (x).
Applying kbt to the second term gives a smooth function v(x, t) in C∞([0,∞) ×
(0,∞)), which satisfies ∂tv − Lbv = 0. Lemma 5 shows that v ∈ C0([0,∞) ×
[0,∞)), and tends uniformly to (1 − χ(x/δ))f˜ as t → 0+. As kbt is pointwise
positive, and has integral 1 for all t > 0, we see that∣∣∣∣∫ ∞
0
kbt (x, y)χ(y/δ)f˜ (y) dy
∣∣∣∣ ≤ ǫ.
Since ǫ is arbitrary, this shows that
lim sup
t→0+
‖u˜(·, t) − f‖C0 = 1.
If m > 0, then ∂jxf˜(0) = 0, for 1 ≤ j ≤ m, and we can apply Lemma 1 to
conclude that
∂jxu˜(x, t) =
∞∫
0
kb+jt (x, y)∂
j
y f˜(y)dy, for 1 ≤ j ≤ m.
The C0-argument then applies to complete the proof.
As a corollary of these results we can extend Lemma 1 to general data in
Cmc ([0,∞)).
Corollary 3. If b ≥ 0, and f ∈ Cmc ([0,∞)), and
u(x, t) =
∞∫
0
kbt (x, y)f(y)dy
then
∂jxu(x, t) =
∞∫
0
kb+jt (x, y)∂
j
yf(y), for 1 ≤ j ≤ m. (44)
Proof. The Proposition implies that u is a solution to ∂tu − Lbu = 0, which
belongs to Cm([0,∞) × [0,∞)), and satisfies
lim
t→0+
u(·, t) = f,
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with convergence in the Cm-norm. One can therefore differentiate the equation
satisfied by u to conclude that
∂t∂
j
xu− Lb+ju = 0 for 1 ≤ j ≤ m, and lim
t→0+
∂jxu = ∂
j
xf.
For each j, the right hand side of (44) is another solution, uj to this initial value
problem, that also satisfies the hypotheses of the maximum principle. Thus uj =
∂jxu for 1 ≤ j ≤ m.
We can use this result to study the regularity properties of the operator
g 7→ Kbt g(x) =
t∫
0
∞∫
0
kbt−s(x, y)g(y, s)dyds.
A case of particular importance in applications is when g ∈ C∞([0,∞)× (0,∞)),
for example g is any solution to (26). We begin with a lemma.
Lemma 4. Suppose that b ≥ 0, and f ∈ Cmb ([0,∞)); then
u(x, t) =
∞∫
0
kbt (x, y)f(y) dy
satisfies
∂jt u(x, t) =
∞∫
0
kbt (x, y)L
j
bf(y) dy
for 2j ≤ m and t > 0.
Proof. Suppose that m = 2 and f vanishes to order 2 at x = 0. Using the fact that
(∂t − (Lby)t)kt(x, y) = 0 and a simple integration by parts argument we easily see
that
∂tu(x, t) =
∞∫
0
kbt (x, y)Lbf(y)dy.
The second order vanishing of f at 0 implies that the boundary terms at x = 0
vanish.
Choose a smooth function χ, which equals 1 in [0, 1] and is supported in [0, 2].
If f does not vanish at x = 0, then we let
q2(x) = χ(x)
(
f(0) + f ′(0)x+ f ′′(0)
x2
2
)
, and f˜ = f − q2.
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From the argument above,
∂t
∞∫
0
kbt (x, y)f˜(y)dy =
∞∫
0
kbt (x, y)Lbf˜(y)dy,
and then by Proposition 6,
∂t
∞∫
0
kbt (x, y)q2(y)dy =
∞∫
0
kbt (x, y)Lbq2(y)dy.
This argument can be applied inductively to obtain the case of general m.
Combining this lemma with Corollary 3, we conclude
Corollary 4. Suppose that b ≥ 0, and f ∈ Cmb ([0,∞)), then
u(x, t) =
∞∫
0
kbt (x, y)f(y)dy,
satisfies
∂jt ∂
k
xu(x, t) =
∞∫
0
kb+kt (x, y)L
j
b+k∂
k
yf(y)dy,
provided 2j + k ≤ m and t > 0.
We can now examine the regularity of Kbt g.
Proposition 7. If b ≥ 0, T > 0, and
g ∈ C0b ([0,∞) × [0, T )) ∩ Cmb ([0,∞) × (0, T )),
then, for 0 < t < T, the derivatives ∂jt ∂kxKbt g are continuous for 2j + k ≤ m;
moreover, if m ≥ 2, then
(∂t − Lb)Kbt g = g (45)
Proof. For t > 2ǫ > 0, we define
Kbt,ǫg(x) =
t−ǫ∫
0
∞∫
0
kbt−s(x, y)g(y, s)dyds.
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For ǫ > 0 it follows from the corollary, that the derivatives ∂jt ∂kxKbt,ǫg exist, pro-
vided 2j + k ≤ m and can be expressed as
∂jt ∂
k
xK
b
t,ǫg(x) =
t
2∫
0
∞∫
0
∂jt ∂
k
xk
b
t−s(x, y)g(y, s) dyds+
t−ǫ∫
t
2
∞∫
0
kb+kt−s (x, y)L
j
b+k∂
k
y g(y, s) dyds.
If 2j + k ≤ m, then ∂jt ∂kxKbt,ǫg(x) converges locally uniformly to a continuous
function. This establishes the existence of these derivatives. If m ≥ 2, then differ-
entiating, for any 0 < ǫ < t we have that
(∂t − Lb)Kbt,ǫg =
∞∫
0
kbǫ(x, y)g(y, t − ǫ)dy. (46)
As m ≥ 2, the limiting function Kbt g has one time, and two spatial derivatives,
which are the limits of the corresponding derivatives of Kbt,ǫg. Thus letting ǫ→ 0+
in (46) gives (45).
We can finally extend the convergence result Proposition 5 to arbitrary data in
C˙0([0,∞)).
Proposition 8. Fix f ∈ C˙0([0,∞)), then
lim
b→0
∫ ∞
0
kbt (x, y)f(y) dy =
∫ ∞
0
k0t (x, y)f(y) dy.
For any T > 0 this convergence takes place in the C0([0,∞) × [0, T ])-topology.
Proof. Choose a sequence {fn} ⊂ C0c ([0,∞)) with all fˆn ∈ L1, and such that fn
converges uniformly to f. Let ub denote the solutions to (26) with initial data f
and ubn the solutions with initial values fn. The maximum principle implies that,
for any n,
‖ub − u0‖C0([0,∞)×[0,T ]) ≤ 2‖f − fn‖∞ + ‖ubn − u0n‖C0([0,∞)×[0,T ]).
Given ǫ > 0, fix some n so that ‖f − fn‖∞ < ǫ. Applying Proposition 5 to the ubn
gives a positive b0 so that if b < b0, then
‖ubn − u0n‖C0([0,∞)×[0,T ]) < ǫ,
as ǫ > 0 is arbitrary, this completes the proof of the proposition.
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8 Perturbation estimates
In order to use the model heat kernels kbt in perturbative constructions for the heat
kernels of general Wright-Fisher operators, it is necessary to prove estimates in Cℓ
for every ℓ ≥ 0 for operators of the form
g 7→ Abtg(x) =
t∫
0
∞∫
0
kbt−s(x, z)h(z)z∂zg(z, s) dzds, (47)
were h ∈ C∞c ([0,∞)) is fixed.
Corollary 3, the Leibniz formula and the mapping results established in the
previous section show that if g ∈ Cℓ, then
∂ℓxA
b
tg = A
b+ℓ
t ∂
ℓ
yg+
ℓ∑
j=1
(
l
j
) t∫
0
∞∫
0
kb+ℓt−s(x, z)∂
j
z(zh(z))∂
ℓ+1−j
z g(z, s) dzds. (48)
Hence to estimate Abtg on Cℓ for arbitrary ℓ ≥ 0 it suffices to prove mapping
properties for Ab′t on C0 for all b′ ≥ 0.
The following lemma is the key to all that follows:
Lemma 5. There is a constant Cb, defined for each b ≥ 0 and uniformly bounded
for b in any compact interval [0, B], such that if f ∈ C0b ([0,∞)) and
u(x, t) =
∞∫
0
kbt (x, y)f(y) dy.
then
|∂zu(z, s)| ≤ Cb ‖f‖∞
s+
√
zs
.
Proof. It is enough to prove that for each b > 0 there is a constant Cb so that
φs,b(z) :=
∞∫
0
∣∣∣∣∂kbs∂z (z, y)
∣∣∣∣ dy ≤ Cbs+√sz = Cbs(1 +√z/s) , (49)
and that Cb is uniformly bounded above on any interval (0, B], i.e. it does not
depend on a positive lower bound for b. The case b = 0 is then obtained from a
separate limiting argument.
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We first compute that
φs,b(z) =
1
s
∞∫
0
(y
s
)b
e−
z+y
s
∣∣∣(y
s
)
ψ′b
(zy
s2
)
− ψb
(zy
s2
)∣∣∣ dy
y
.
Set w = y/s and λ = z/s, so that φs,b(z) = 1sϕ
(
z
s
)
, where
ϕ(λ) =
∞∫
0
wb−1e−we−λ|wψ′b(λw) − ψb(λw)| dw.
Hence we only need prove that ϕ(λ) ≤ Cb/(1 +
√
λ).
Using the asymptotic formulæ
ψb(w) ∼ w
1
4
− b
2 e2
√
w
√
4π
(1 +O(w−
1
2 )) and
ψ′b(w) ∼
w−(
1
4
+ b
2
)e2
√
w
√
4π
(1 +O(w−
1
2 )),
we see that ϕ(λ) ≤ Cb,Λ for λ ≤ Λ. It is less obvious that this constant is bounded
as b → 0 since the integrand appears to become nonintegrable at w = 0 in that
limit. To analyze this, define ψ˜b(z) = ψb(z) − ψb(0) and recall that ψb(0) =
1/Γ(b), so that
ϕ(λ) ≤
∞∫
0
wb−1e−we−λ
[
|wψ′b(λw)| + |ψ˜b(λw)| +
1
Γ(b)
]
dw.
The integral of the last term in brackets is identically equal to e−λ. As for the
other two terms, note that the coefficients in the error terms in these asymptotic
formulæ are bounded as b → 0, so the integral from 1 to ∞ converges uniformly,
independently of b. If w ≤ 1 (and λ bounded), these terms are O(w), hence this
part of the integral is also uniformly bounded. Hence Cb,Λ is uniform in b ∈ [0, B]
for any fixed B,Λ.
Now consider what happens when λ→∞. Suppose first that b > 0. Break the
integral defining ϕ into the sum J ′b + J ′′b , where J ′b is the integral from 0 to 1/
√
λ
and J ′′b is the integral from 1/
√
λ to ∞. It is straightforward that J ′b ≤ Ce−cλ, for
c, C > 0 which are independent of b. For the other part use the asymptotics of ψb
and ψ′b to get
J ′′b ≤ Cb
√
λ
∞∫
0
(w
λ
) b
2
+ 1
4
e−λ(1−
√
w
λ
)2
∣∣∣∣1−√wλ
∣∣∣∣ dww .
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Changing variables to y =
√
w/λ− 1 transforms this to
J ′′b ≤ Cb
√
λ
∞∫
−1
(1 + y)b−
1
2 e−λy
2 |y| dy,
which now, by Laplace’s method, satisfies J ′′b ≤ Cb√λ . This proves the estimate for
b > 0 bounded away from ∞.
To finish the proof, observe that for any η > 0 and fixed z, s > 0, we have
lim
b→0+
∞∫
η
|∂zkbs(z, y)| dy =
∞∫
η
|∂zk0,Ds (z, y)| dy
Since the constant Cb is uniformly bounded as b→ 0, there is a constant C0 so that
for any η > 0,
∞∫
η
|∂zk0,Ds (z, y)| dy ≤
C0
s(1 +
√
z/s)
.
The right hand side is independent of η, so letting η → 0 gives the same estimate
for the integral on all of R+. Setting z = 0 shows that
∞∫
η
|(∂zk0,Ds )(0, y)| dy =
ψ2(0)
s
.
Since
∞∫
0
k0s(z, y)f(y) dy =
∞∫
0
k0,Ds (z, y)(f(y) − f(0)) dy + f(0),
this completes the case when b = 0 as well.
Mapping properties of (Abt)j
Now we turn to estimates of Abt and its iterates. Because the proofs of the next two
Propositions are quite technical, we state the results here and relegate their proofs
to Appendix A at the end of the paper.
We assume that g ∈ C0([0,∞) × [0, T ]) ∩ C1((0,∞) × (0, T ]) with a very
specific blowup for ∂xg as x→ 0+, as suggested by Lemma 5.
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Proposition 9. Define the sequence of constants
dj =
(π)
j+1
2
Γ
(
j+1
2
) .
For any smooth h with supph ⊂ [0, L], if g ∈ C0([0,∞) × [0, T ]) ∩ C1((0,∞) ×
(0, T ]) satisfies
|∂xg(x, t)| ≤ M√
xt
,
then
|(Abt)jg(x)| ≤
2dj−1
j
MCj−1b (
√
L‖h‖∞)jt
j
2 (50)
and
|∂x(Abt)jg(x)| ≤
djM(Cb
√
L‖h‖∞)jt
j−1
2√
x
, (51)
where Cb is the constant appearing in Lemma 5.
Remark 7. The hypotheses of this proposition imply that
|yh(y)∂yg(y, s)| ≤
√
y‖h‖∞M√
s
,
so we could replace k0t−s by k
0,D
t−s in the definition ofA0t . With this choice, A0t g(0) =
0. However, k0,Dt does not satisfy Corollary 4, and its use would also complicate
the derivation of the estimate for ∂jxA0t g(x), so it is simpler to use the kernel k0t−s
in the definition of A0t .
For the higher norm estimates for Abt and its iterates, it is useful to introduce,
for T > 0 and ℓ ∈ N, the norms
‖g‖Cℓ,∞[0,T ] = max
0≤t≤T
‖g(·, t)‖Cℓ([0,∞))
The maximum principle and (48) immediately give the
Lemma 6. If g ∈ Cℓb([0,∞) × [0, T ]), and 1 ≤ p ≤ ℓ− 1, j ∈ N, then
|∂px(Abt)jg(x)| ≤
tj
j!
[2p‖xh‖Cp ]j‖g‖Cp+1,∞[0,T ].
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Proposition 10. Define the constants Dj inductively by
Dj = 2Dj−1
Γ( j2)
Γ( j+12 )
,
and D0 = 1, so that Dj ≤ C 2jΓ( j+1
2
)
for all j ≥ 0. Let h be any smooth function
with supph ⊂ [0, L] and suppose that the function
g ∈ Cℓ([0,∞) × [0, T ]) ∩ Cℓ+1((0,∞) × [0, T ]),
satisfies
|∂ℓ+1x g(x, t)| ≤
M√
xt
(52)
for some constant M > 0 (depending on g). Then there are constants CT,L,ℓ,b, C ′T,L,ℓ,b
so that, for j ∈ N, we have
|∂ℓx[Abt ]jg(x)| ≤
2Dj−1
j
(M + ‖g‖Cℓ,∞[0,T ])(C ′T,L,ℓ,b‖h‖Cℓ)jt
j
2 , (53)
and
|∂ℓ+1x [Abt ]jg(x)| ≤
Dj(M + ‖g‖Cℓ,∞[0,T ])(CT,L,ℓ,b‖h‖Cℓ+1)jt
j−1
2
√
x
. (54)
Off-diagonal estimates for (Abt)j
The final set of estimates we derive for the operators Abt involve the off-diagonal
behavior of the Schwartz kernel of the infinite sum
∞∑
j=0
(Abt)
jkbt (x, y) =
∞∑
j=0
∫ t
0
· · ·
∫ s1
0
∫ ∞
0
· · ·
∫ ∞
0
Abt−sj (x, z1)×
Absj−sj−1(z1, z2) . . . A
b
s2−s1(zj−1, zj)k
b
s1(zj , y) ds1 . . . dsjdz1 . . . dzj .
The most precise bounds are best described in a blown-up space. For our purposes,
the slightly cruder estimates derived here suffice.
We begin by observing that if |x − y| ≥ α > 0, then kbt (x, y) ≤ Cyb−1e−c/t
(where c is any number less than (√x−√y)2). In fact, kbt (x, y) = yb−1F (t, x, y)
where F is smooth away from the diagonal x = y but up to x = 0 and y = 0, and
satisfies |F | ≤ Ce−c/t where c depends only on |x − y|. This is proved using the
explicit expression for kbt , and separately considering the behavior in the regions
xy > t2 and xy < t2. Using this we can now prove the
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Proposition 11. Fix α ≥ 0, and k, ℓ ∈ N; then there exist constants C, c,B > 0
depending on α, ||h||∞, L, k and ℓ such that if |x−y| ≥ α and 0 ≤ x, y ≤ L, then
|∂kx(y∂y)ℓ[(Abt)jkbt ](x, y)| ≤ CDjBje−c/tyb−1,
where Dj are the constants appearing in Proposition 10. (These may be replaced
by the constants dj from Proposition 9 when k = ℓ = 0.)
Proof. As just indicated, this assertion is clear from the formula for kbt when j = 0,
so we proceed by induction, assuming that we have proved it for all powers up to
some j.
First use a smooth partition of unity to decompose kbt = k
1,b
t + k
2,b
t where k
1,b
t
is supported in the region |x− y| ≤ α/2 and y1−bk2,bt is C∞ when x, y, t ≥ 0 and
satisfies |y1−bk2,bt (x, y)| ≤ Ce−c/t for all x, y. Using Proposition 9 (or Proposition
10 for the higher derivatives), we have that
|(Abt)j+1k2,bt (x, y)| ≤ CdjBj+1e−c/tyb−1.
To estimate the other term, let us begin by writing
Abt ◦ k1,bt (x, y) =
∫ t
0
∫ ∞
0
kbt−s(x, z)h(z)z∂zk
1,b
s (z, y) dzds
=
∫ t/2
0
∫ ∞
0
−(z∂z + 1)(kbt−s(x, z)h(z))k1,bs (z, y) dzds
+
∫ t
t/2
∫ ∞
0
kbt−s(x, z)h(z)z∂zk
1,b
s (z, y) dzds.
The integration by parts used to obtain the first term on the right is valid because
zkbt−s(x, z)k
1,b
s (z, y) ≤ Czb and h(z) has compact support. For this first term, use
that |x− z| ≥ α/2 and |z − y| ≤ α/2 to get
|(z∂z + 1)kbs(x, z)| ≤ Ce−c/tzb−1, and |k1,bs (z, y)| ≤ Cs−1/2yb−1,
which shows that this term is bounded byB1e−c/tyb−1. The second term is bounded
similarly, using
|∂zk1,bs (z, y)| ≤ B2s−3/2yb−1.
Taken together, we obtain that
|Abtkbt (x, y)| ≤ Be−c/tyb−1
where B depends only on the quantities indicated. Finally, use Propositions 9 and
10 to obtain
|(Abt)j ◦ (Abtk1,bt )| ≤ CdjBj+1e−c/tyb−1,
as claimed. The estimates for the higher derivatives are proved similarly.
31
From these estimates we now obtain the
Corollary 5. The kernel q˜ bt (x, y) of the operator
f 7→ Q˜btf =
∞∑
j=0
(Abt)
j
∞∫
0
kbt (·, y)f(y)dy
can be written as
q˜ bt = y
b−1q˜ b,regt (x, y), where q˜
b,reg
t ∈ C∞([0, 1] × [0, 1] × (0,∞)).
For each d > 0, there is a constant cd > 0, so that in the off-diagonal region
{(x, y) : |x− y| > d}, we have the estimate
|q˜ bt (x, y)| ≤ Ce−
cd
t yb−1, (55)
with analogous estimates for the derivatives ∂kx(y∂y)lq˜ bt (x, y).
9 Construction of the heat kernel for a general Wright-
Fisher operator
After this long excursion into the analysis of the model problems we are now pre-
pared to construct the heat kernel for the full generalized Wright-Fisher operator
L = y(1− y)∂2y + b(y)∂y .
Let
y = sin2
√
xℓ and 1− y = sin2
√
xr.
According to the discussion in Section 4, pulling back L to these coordinate charts
gives
Lℓ = xl∂
2
xℓ
+ b0∂xℓ + xℓcl(xℓ)∂xℓ and Lr = xr∂2xr + b1∂xr + xrcr(xr)∂xr ,
where
b0 = b(0) and b1 = −b(1).
Suppose that u solves (15), with u(y, 0) = f(y). Then on the interval [0, (π2 )2)
the functions
uℓ(xℓ, t) = u(sin
2√xℓ, t) and ur(xr, t) = u(1− sin2
√
xr, t),
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satisfy
(∂t − Lℓ)uℓ = 0 with uℓ(xℓ, 0) = f(sin2√xℓ) and
(∂t − Lr)ur = 0 with ur(xr, 0) = f(1− sin2
√
xr).
It is clear that the symmetry y → 1 − y carries the left end to the right and vice-
versa, so to simplify this discussion, we focus on the left end. We use x to denote
xℓ, b to denote b0, and we choose a smooth cutoff function ϕ so that
ϕ(x) =
{
1 for x ∈ [0, (π2 )2 − 2η]
0 for x >
(
π
2
)2 − η,
where η > 0 is small. With h(x) = c(x)ϕ(x), we now focus attention on
L˜ = Lb0 + xh(x)∂x.
A solution to (15), pulled by via xℓ satisfies:
(∂t − L˜)u˜ = 0 on [0,
(π
2
)2
− 2η].
To build a parametrix for the heat kernel that has the correct boundary behavior
near to y = 0, consider the initial value problem:
(∂t − L˜)u˜ = 0 with u˜(x, 0) = f˜(x) ∈ C0c ([0,∞). (56)
For our application f˜ is obtained from f by pullback and multiplication by a
smooth cut-off. Multiply the equation by kbt (x, y) and integrate to obtain:
u˜(x, t)−
t∫
0
∞∫
0
kbt−s(x, y)yh(y)∂y u˜(y, s)dyds =
∞∫
0
kbt (x, y)f˜(y) dy,
or equivalently
u˜(x, t)−Abt u˜(y, s) =
∞∫
0
kbt (x, y)f˜(y) dy.
If b = 0, then as noted in Remark 7, we could replace k0t−s in the definition of A0t
with k0,Dt−s , which shows that, as expected, u˜(0, t) = f˜(0) for all t ≥ 0.
It is straightforward to solve (56) using the estimates from Section 8. Indeed,
the solution can be expressed as a convergent Neumann series:
u˜(x, t) = (Id−Abt)−1g˜(x, t) =
∞∑
j=0
(Abt)
j g˜,
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where
g˜(x, t) =
∞∫
0
kbt (x, y)f˜(y) dy.
Let us denote the operator f˜ → (Id−Abt)−1g˜ by Q˜bt f˜ . Later on we shall need to
distinguish the operator constructed near x = 0 from the one near x = 1, and at
that point we shall write them as Q˜b0t,ℓ and Q˜
b1
t,r, and denote their kernels by q˜
b0
t,ℓ , q˜
b1
t,r ,
respectively.
An immediate consequence of Propositions 9, and 10 is that if f ∈ Cℓc([0,∞)),
then this sum converges uniformly in the topology of C0([0, T ]; Cℓ([0,∞)), for any
T > 0, and Propositions 6, 9, and 10 show that for such data,
lim
t→0+
∂jxu˜(·, t) = ∂jxf˜ for j ≤ l,
where the convergence is with respect to the C0 topology.
The regularity of these solutions shows that if f˜ ∈ C˙l([0,∞)), then
g˜ ∈ C0([0,∞); Cℓ([0,∞)) ∩ C∞([0,∞) × (0,∞)). (57)
As a consequence of Proposition 7, we see that for 0 < ǫ < t, the sum defining
Q˜tf˜ actually converges uniformly in the C∞-topology. Hence
u˜ ∈ C0([0,∞); Cℓ([0,∞)) ∩ C∞([0,∞) × (0,∞)), (58)
as well, and differentiating shows that
(∂t − Lb)u˜ = xh(x)∂xu˜⇐⇒ (∂t − L˜)u˜ = 0.
We have now solved the problem ‘exactly’ near each endpoint, and the next
step is to paste together these left and right solution operators to obtain an infinite
order parametrix for ∂t − L, which has remainder term vanishing identically near
the x = 0 and x = 1. To accomplish this, define maps φℓ and φr near x = 0 and
1 which put the leading part of LWF into the model form x∂2x. Pulling back the
operator in (18) gives exactly the operator L in the intervals [0, 89 ], and [19 , 0]. Now
choose cutoffs ϕl, ϕr, ϕ0 ∈ C∞[0, 1] so that
ϕl(x) = 1 for x ∈ [0, 11
16
], suppϕl ⊂ [0, 3
4
],
ϕr(x) = 1 for x ∈ [ 5
16
, 1], suppϕr ⊂ [1
4
, 1],
ϕ0(x) = 1 for x ∈ [0, 3
8
], suppϕ0 ⊂ [0, 5
8
].
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and define the parametrix
qt(x, y) = ϕ0(x)q˜
b0
t,l (φl(x), φl(y))ϕl(y)|φ′l(y)|+
(1− ϕ0(x))q˜ b1t,r(φr(x), φr(y))ϕr(y)|φ′r(y)|.
The heat kernel for L is determined symbolically to infinite order as tց 0 near the
diagonal away from x, y = 0, or 1. Furthermore, the kernel and all its derivatives
tend to zero like e−c/t away from the diagonal and away from y = 0 or 1. Hence
in the overlap region, suppϕ0 ∩ supp(1− ϕ0), the two terms agree to all orders.
Now set
et(x, y) = [∂t − (x(1 − x)∂2x + b(x)∂x)]qt(x, y);
by construction, this satisfies
supp et(x, y) ⊂ [3
8
,
5
8
]× [0, 1] × [0,∞).
Since this error term is obtained by applying derivatives in the first (x) variable to
qt(x, y), Corollary 5 shows that y1−b0(1− y)1−b1et ∈ C∞([0, 1]× [0, 1]× (0,∞))
and vanishes, along with all its derivatives, like e−c/t for some c > 0, on [0, 1] ×
[0, 1]× [0,∞) disjoint from the diagonal at t = 0. In a neighborhood including the
diagonal it vanishes, in the C∞-topology, faster than O(tN ) for any N ∈ N.
Given a function f ∈ Cm([0, 1]), set
u0(x, t) =
1∫
0
qt(x, y)f(y) dy.
Propositions 9 and 10 show that u0(x, t) ∈ C0([0,∞); Cm([0, 1])), and
[∂t − L]u0(x, t) = v(x, t), lim
t→0+
u0(x, t) = f(x),
where v(x, t) is smooth, vanishes in {[0, 38 ]∪ [58 , 1]} × [0,∞) and tends rapidly to
zero as t→ 0+. This is even true for ∂jxv(x, t) for all j ∈ N.
We now complete the construction of the solution operator for the generalized
Wright-Fisher operator. Define, for ǫ > 0,
Qǫtg =
t−ǫ∫
0
1∫
0
qt−s(x, y)g(y, s) dyds
Etg = −
t∫
0
1∫
0
et−s(x, y)g(y, s) dyds,
(59)
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and write Q0t simply as Qt. If
g ∈ C0([0,∞) × [0,∞)) ∩ C2([0,∞) × (0,∞)), (60)
then the estimates above imply that Qǫtg → Qtg in the C2 topology for any t > 0,
and hence
(∂t − L)Qtg = lim
ǫ→0+
(∂t − L)Qǫtg = (Id−Et)g.
The inverse of (Id−Et) is an operator of the same type, and we write it as
(Id−Ht); here Ht is represented by a kernel ht(x, y). Note that
(Id−Et)(Id−Ht) = (Id−Ht)(Id−Et) = Id,
so
Ht = −Et + EtHt = −Et +HtEt =⇒ Ht = −Et − E2t +EtHtEt.
The last identity shows that ht same regularity properties as et. In particular, it
vanishes, along with all derivatives, to infinite order as t → 0, and behaves like
yb0−1 along y = 0, and (1− y)b1−1 along y = 1.
Setting g = (Id−Ht)v, then u1 = Qtg satisfies
(∂t − L)u1 = v and lim
t→0
u1(x, t) = 0.
The true solution u is the difference
u = u0 − u1 = Qt(Id−Et +HtEt)(f ⊗ δ(t)),
or equivalently,
u =
1∫
0
qt(x, y)f(y) dy +
t∫
0
1∫
0
qt−s(x, z)
1∫
0
hs(z, y)f(y) dydzds. (61)
This was derived under the assumption that g satisfies (60). If f ∈ C0([0, 1]),
then the fact that the solution can be represented the same way follows from the
mapping properties of Qt.
Definition 1. We let Qtf denote the operator on the right hand side in (61), and
qt(x, y) its kernel.
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Note that since y1−b0(1 − y)1−b1ht decays rapidly decreasing as t ց 0 in
C∞([0, 1] × [0, 1]), the kernel qt already defines a complete parametrix for (∂t −
L)−1 away from y = 0 and y = 1. The contributions of ht along y = 0 and y = 1
are essential for Qt to satisfy the adjoint boundary conditions (13), and hence to
provide the solution operator for the adjoint problem.
Putting together all the information we have obtained about the kernel for Qt,
and using the uniqueness for the regular solution of (15), we can now state the
fundamental
Theorem 1. For each m ∈ N ∪ {0} the operators Qt define positivity preserving
semi-groups on Cm([0, 1]). The function u(x, t) = Qtf(x) satisfies (15). More-
over, for f ∈ Cm,
lim
t→0+
‖Qtf − f‖Cm([0,1]) = 0.
One of the reasons for having worked hard to establish convergence of the
Neumann series used in the construction of the solution operator Qt is that we can
estimate how good of an approximation the partial sums are.
Proposition 12. Fix N ≥ 0 and define the operator Qt,N by pasting together the
finite sums
N∑
j=0
(Abt)
jkbt
using the solution operators for the models at the left and right endpoints of [0, 1],
and denote its kernel by qt,N . For any f ∈ Cm([0, 1]), let u(x, t) denote the exact
solution to (15); for N > m and 2j ≤ m, the function
uN (x, t) =
∫ 1
0
qt,N (x, y)f(y) dy (62)
satisfies
||∂jx[uN (·, t) − u(·, t)]||C0([0,1]) ≤ Ct
N+1−2j
2
where the constant C can be estimated in terms of j,N , and the coefficients of L.
In particular, when m = N = 0 then
sup
x∈[0,1]
|u0(x, t)− f(x)| ≤ C
√
t.
We recall the changes of variables
√
xl = sin
−1√x √yl = sin−1√y√
xr = sin
−1√1− x √yr = sin−1
√
1− y; (63)
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differentiating we see that
dyl
dy
=
sin−1
√
y√
y(1− y)
dyr
dy
= −sin
−1√1− y√
y(1− y) . (64)
Substituting, we see that, for b0 and b1 non-zero, the leading term in the solution
operator qt is given by:
qt,0(x, y) = ϕ0(x)y
−1
ℓ
(yℓ
t
)b0
e−
xℓ+yℓ
t ψb0(xℓyℓ/t
2)ϕℓ(y)
sin−1
√
y√
y(1− y)+
(1− ϕ0(x))y−1r
(yr
t
)b1
e−
xr+yr
t ψb1(xryr/t
2)ϕr(y)
sin−1
√
1− y√
y(1− y) .
10 The infinitesimal generator and long time asymptotics
of solutions
By Theorem 1,Qt defines a semi-group on C0; indeed, it also defines a semi-group
on Cm for every nonnegative integer m. To understand this C0 semi-group better,
and in particular to estimate the long-time asymptotics of solutions, we now seek
a characterization of its infinitesimal generator A as an unbounded operator on C0,
including some features of its spectrum and a description of the behavior at x = 0
and x = 1 of the elements in its domain. These facts will be proved using the
various regularity results we have obtained. At various points in this discussion
it will be necessary bring in the the adjoint operator Lt, and in particular the in-
finitesimal generator A∗ for the adjoint semi-group. Note that A∗ is an unbounded
operator on [C0([0, 1])]′ , which we identify withM([0, 1]), the space of finite Borel
measures on [0, 1]. Section 12 contains a more complete discussion of the adjoint
semi-group.
The first step is to note that the infinitesimal generator has a compact resolvent.
Proposition 13. Let A be the infinitesimal generator associated to the C0 semi-
group defined by Qt. Then as an unbounded operator on C0([0, 1]), the spectrum
of A lies in the left half-plane {λ : Reλ ≤ 0}; furthermore, A has a compact
resolvent.
Proof. The first statement follows from the maximum principle, which implies
that ‖Qtf‖C0 ≤ ‖f‖C0 . Next, observe that for any t > 0 and f ∈ C0([0, 1]),
Qtf ∈ C∞([0, 1]) The closed graph theorem and Arzela-Ascoli theorem now apply
to show that Qt is a compact operator on C0 for any t > 0, so the second statement
follows from the results in Section 8.2 of [3].
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Of course, the full characterization of A involves a detailed description of its
domain. This will be based on a basic result from semi-group theory, due to Nelson:
Proposition 14 (Nelson, [11]). Let B be a Banach space and Z a closed operator
on B generating a semi-group Tt. If D ⊂ Dom(Z) is a subspace which is dense
in B, and if TtD ⊂ D, for every t > 0, then D is a core for Z , i.e.
Z = Z ↾D.
To apply this, recall that QtC2([0, 1]) ⊂ C2([0, 1]) for t > 0, and also, if
f ∈ C2([0, 1]), then u = Qtf satisfies ∂tu = Lu for t ≥ 0.
Proposition 15. If A is the generator of the C0 semi-group defined by Qt, then
A = L ↾C2([0,1]).
Proof. If f ∈ C2([0, 1]), then u(x, t) = Qtf(x) has one time derivative and two
spatial derivatives, all of which are continuous on [0, 1] × [0,∞). Now integrate
the equation satisfied by u to compute that
Qtf − f
t
=
1
t
t∫
0
Lu(x, s)ds.
Since Lu ∈ C0([0, 1] × [0,∞)) and equals Lf(x) at t = 0, we have
Qtf − f
t
= Lf + o(1).
This implies that C2([0, 1]) ⊂ Dom(A) and on this subspace, Af = Lf. Since
C2([0, 1]) is dense is C0([0, 1]), the proposition now follows directly from Nelson’s
theorem.
On the other hand, if f ∈ Dom(A) then Lu ∈ C0([0, 1]), so the one-dimensional
version of “elliptic regularity” shows that f ∈ C2((0, 1)). In other words, the final
characterization of Dom(A) involves only the description of its elements at the
boundaries.
The case where neither b(0) nor b(1) vanish
It turns out that the results in case either b(0) or b(1) vanish are slightly more
complicated to state, so for the moment let us suppose that 0 < b(0),−b(1). As
before, denote b(0) = b0 and −b(1) = b1.
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We begin by noting that there is a solution v to the adjoint equation Ltv = 0,
where Lt is given in (11), satisfying the adjoint boundary conditions (13). Thus
v0(x) = x
b0−1(1− x)b1−1eB(x), (65)
where B(x) ∈ C∞([0, 1]), and
∂x[x(1 − x)v0](x)− b(x)v0(x) = 0.
The existence of v0 follows using standard ODE techniques.
Choose ϕ ∈ C∞([0, 1]) with support in [0, 1) such that ϕ(x) = 1, for x in
[0, 12 ]. If f ∈ C2, then
1∫
0
(Lf(x))ϕ(x)v0(x) dx =
1∫
0
f(x)Lt(ϕv0)(x) dx. (66)
Since C2 is dense in Dom(A), this identity also holds for the graph closure. If
f ∈ Dom(A), and δ is any small positive number, then
1∫
δ
[Lf(x)ϕ(x)v0(x)− f(x)Lt(ϕv0)(x)] dx = −δ(1− δ)v0(δ)∂xf(δ).
Using (66) and the asymptotic form of v0, we deduce that
lim
x→0+
xb0∂xf(x) = 0. (67)
A similar argument using a cutoff function with support near to 1 shows that
lim
x→1−
(1− x)b1∂xf(x) = 0. (68)
Note that these are precisely the boundary conditions described in Section 3. They
are also the ones described by Feller as defining a positivity preserving contraction
semi-group on C0([0, 1]).
If f ∈ C0c ((0, 1)), then the definition of qt and the maximum principle imply
lim
t→0+
1∫
0
qt(x, y)f(y) dy = f(x) and lim
t→0+
1∫
0
qt(x, y)f(x) dx = f(y).
Using this and the sharp maximum principle for parabolic operators in one di-
mension, see e.g. Theorem 2 in Chapter 3 of [12], by a straightforward limiting
argument we obtain a strict pointwise lower bound for qt :
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Proposition 16. If b(0), and b(1) are non-vanishing, then for t > 0 and x, y ∈
[0, 1],
qt(x, y) > 0. (69)
In this case, for each t > 0, the kernel qt(x, y) defines a strictly positive op-
erator on C0([0, 1]). In other words, if f ∈ C0([0, 1]) is non-negative and not
identically zero, then Qtf(x) > 0 for x ∈ [0, 1] and t > 0. Consequently, we can
now apply Theorem 23.1 from [10] (The Perron-Frobenius Theorem) to conclude
that:
Theorem 2. If b(0) and b(1) are non-zero, then the infinitesimal generator A is a
compact operator on C0([0, 1]) with spectrum lying in {λ : Reλ ≤ 0}. The only
element in σ(A) on the imaginary axis is the point λ = 0, and the only associated
eigenfunctions are the constant functions. The function v0, defined in (65) spans
the 0-eigenspace of A∗.
One consequence of the theorem above is that
λ1 = sup{Re(λ) : λ ∈ σ(A) \ {0}} < 0.
Thus defining
u(x, t) =
1∫
0
qt(x, y)f(y) dy, and c0 =
1∫
0
v0(y)f(y) dy,
where v0 is normalized to have integral 1, then Theorem 2.1 in Section B-IV of [1]
implies the
Corollary 6. Under the hypotheses of Theorem 2, for each δ ∈ (0, |λ1|), there is a
constant Mδ > 0 such that
‖u(x, t)− c0‖C0 ≤Mδ‖f‖C0e−δt.
The case where either b0 = 0 or b1 = 0
We now turn to the characterization of Dom(A), and the corresponding decay re-
sults for solutions, when either b0 or b1 (or both) vanish.
If b0 = 0, then by Proposition 15, Af(0) = 0, for every f ∈ Dom(A). This
in turn implies that δ(y) ∈ Dom(A∗), and that A∗δ(y) = 0. This is a new feature,
since if b0 6= 0, then clearly δ(y) /∈ Dom(A∗), and it is what complicates the
discussion. Similar remarks apply at x = 1 if b1 = 0, of course.
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More generally, if dµ ∈ Dom(A∗) and A∗dµ = 0, then by elliptic regularity
in the open interval (0, 1), the measure dµ has the representation g(y)dy where g
satisfies Ltg = 0 and the adjoint boundary conditions, (13),
∂x[x(1 − x)g(x)] − b(x)g(x) = 0, (70)
so in particular g ∈ C∞((0, 1)). Writing b(x) = b0(1− x)− b1x+ x(1− x)˜b(x),
then solutions to (70) have the form:
g(x) = C
e− eB(x)
x1−b0(1− x)1−b1 , (71)
where C is a constant and B˜ is a primitive of b˜. Clearly, g(x)dx is a measure of
finite total variation if and only if both b0, b1 > 0.
If both b0 = b1 = 0, then b(x) = x(1 − x)˜b(x), where b˜ ∈ C∞([0, 1]). The
functions,
u0(x) = C
x∫
0
exp
− y∫
0
b˜(z)dz
 dy (72)
are strictly monotonically increasing in (0, 1), and solve Lu = 0. Choosing C > 0
appropriately, we can assume that
u0(0) = 0 and u0(1) = 1. (73)
If b0 = 0, but b1 > 0, then there is a non-negative solution u0, such that
u0(0) = 0, and lim
x→1−
(1− x)b1∂xu0(x) 6= 0,
while f b0 > 0, b1 = 0, then there is a non-negative solution u0(x) with
u0(1) = 0, and lim
x→0+
xb0∂xu0(x) 6= 0.
If either b0 or b1 vanish, then the solution operator to (15) can be expressed in
a form analogous to (34). Suppose first that b vanishes at only one endpoint, say
b(0) = 0, but b(1) < 0. We can use the kernel k0,Dt to build a solution operator, qDt ,
for the Dirichlet problem at x = 0 with the regular boundary condition at x = 1:
qt(x, y) = q
D
t (x, y) + δ(y)c0(x, t),
where (∂t − L)c0(x, t) = 0. As before, qDt (x, y) > 0 for x > 0, and moreover,
c0(x, t) = 1−
1∫
0
q
D
t (x, y) dy,
42
so c0 ≥ 0. A similar argument works if b(0) > 0, but b(1) = 0. Finally, if
b(0) = b(1) = 0, then we can write
qt(x, y) = q
D
t (x, y) + δ(y)c0(x, t) + δ(1 − y)c1(x, t), (74)
where qDt (x, y) is positive on (0, 1) × (0, 1) and
c0(x, t) + c1(x, t) = 1−
1∫
0
q
D
t (x, y) dy,
c1(x, t) = 1−
1∫
0
q
D
t (x, y)u0(y) dy.
In each of these cases, C0([0, 1]) splits into a finite dimensional subspace, in-
variant underQt, and an infinite dimensional complement, also invariant underQt.
For example, if b(0) = b(1) = 0, then
C0([0, 1]) = C00([0, 1]) ⊕ span{1, u0}. (75)
In all cases there is a corresponding splitting of the semi-group into the Dirichlet
semi-group, QDt , and a semi-group on a finite dimensional space. The infinitesimal
generator AD of QDt is the graph closure of L on the set of functions in C2([0, 1])
which vanish at the appropriate end-point, or -points. The fact that qDt is positive
for 0 < x, or x < 1, or 0 < x < 1, respectively, implies as before that the
semi-groups QDt are positive and irreducible.
The next proposition follows from known results about positive, irreducible,
compact semi-groups acting on C00(X), where X = (0, 1), (0, 1], or [0, 1), see [1].
Proposition 17. If either or both of the numbers b(0), b(1) vanish, then AD is
compact. There is an element λ1 ∈ σ(AD) with λ1 ∈ (−∞, 0) and a unique cor-
responding eigenfunction u1 which is smooth and positive in (0, 1). The remainder
of the spectrum lies in Reλ < λ1 − η, for some η > 0.
Proof. The compactness follows from the fact that QDt is compact for every t > 0.
The existence of the eigenfunction u1 and the negativity of λ1 is obtained by ap-
plying oscillation and comparison theorems for Sturm-Liouville operators. When
b(0) = b(1) = 0, comparison with operators of the form M∂2x +
mµ
x(1−x) yields the
existence of λ1 < 0 and a unique associated eigenfunction u1 ∈ Dom(A) with
u1 > 0 in (0, 1). The cases where only one of b(0) or b(1) vanish are somewhat
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easier. If b(0) = 0, b(1) < 1, then the eigenvalue problem can written as
∂x[(1− x)b1e eB(x)∂xu] + µe
eB(x)u(x)
x(1− x)1−b1 = 0,
u(0) = 0 and lim
x→1−
(1− x)b1∂xu(x) = 0.
Since (1 − x)b1−1 is integrable near x = 1, we can apply standard oscillation
theorems to obtain the desired conclusion. The result then follows from Corollary
2.2 in Section B-IV of [1] and the fact that AD has a compact resolvent.
If b(0) = b(1) = 0, then any f ∈ C0 can be decomposed, according to (75), as
f = f0 + [f(0) + (f(1)− f(0))u0],
and then
Qtf = QDt f0 + [f(0) + (f(1)− f(0))u0]. (76)
The proposition above and Theorem 2.1, in Section B-IV of [1] imply that there is
a constant, independent of f so that
‖QDt f0‖C0 ≤ Ceλ1t‖f‖C0 .
Comparing the representations of Qtf in (74) and (76) shows that
c0(x, t) = 1− u0(x) +O(eλ1t) and c1(x, t) = u0(x) +O(eλ1t). (77)
There are similar results for the other two cases, where only one of b(0) or b(1)
vanishes. In this case the solution tends asymptotically to the constant f(0), if
b(0) = 0, and f(1), if b(1) = 0.
11 The Resolvent of A
The Hille-Yosida theorem states that if A is the infinitesimal generator of a con-
traction semi-group Qt, then the right half plane belongs to the resolvent set of
A. For λ with positive real part the resolvent, (λ − A)−1, is given by the Laplace
transform of Qt :
(λ−A)−1 =
∞∫
0
e−λtQtdt. (78)
If A is the C0-graph closure of a generalized Wright-Fisher operator, L, then Qt,
defined above, is a contraction semi-group on C0([0, 1]), and therefore the right
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half-plane is in ρ(A). In this section we consider the higher order regularity of
solutions to (λ−A)w = f.
Our regularity results show that if f ∈ Cm([0, 1]) then the solution, u to (15)
satisfies
u ∈ C0([0,∞); Cm([0, 1])) ∩ C∞([0, 1] × (0,∞)). (79)
We can therefore differentiate the equation satisfied by u with respect to x to obtain
that, for 1 ≤ j ≤ m, and t > 0,
∂t[∂
j
xu] = x(1− x)∂2x[∂jxu] + (b(x) + j(1 − 2x))∂x[∂jxu] + cj(x)[∂jxu], (80)
for a function cj ∈ C∞([0, 1]). The operator
L[j] = x(1− x)∂2x + (b(x) + j(1− 2x))∂x, (81)
is a generalized Wright-Fisher operator. Applying a standard extension of the max-
imum principle to equations with a zero order term, see Theorem 4 in Chapter 3.3
of [12], we easily obtain
Proposition 18. For m ∈ N, there are constants Cm, µm ≥ 0, so that for f ∈
Cm([0, 1]), the solution to (15) satisfies
‖u(·, t)‖Cm([0,1]) ≤ Cmeµmt‖f‖Cm([0,1]). (82)
Combined with the continuity result in Theorem 1 this shows that Qt defines a
semi-group on Cm([0, 1]) with ‖Qt‖Cm ≤ Cmeµmt. We let the infinitesimal gener-
ators be denoted by Am. By Nelson’s theorem, these can be taken as the Cm-graph-
norm closure of L acting on C∞([0, 1]). AsQt is a compact operator on Cm([0, 1])
for t > 0, the operators Am are compact for all m ∈ N.
Evidently the resolvent set of Am contains the half-plane {Reλ > µm}. Be-
cause Am is a compact operator, if λ ∈ σ(Am), then there is an eigenvector
u ∈ Dom(Am) so that
Lu = λu. (83)
Because Qtu = eλtu ∈ C∞([0, 1]), we see that the eigenvectors all belong to
C∞([0, 1]), and therefore an eigenvector of Am is also an eigenvector of A, and
vice versa. This shows that, as a point-set,
σ(Am) = σ(A) ⊂ {λ : Reλ ≤ 0}. (84)
Theorem 3. If m ∈ N, then for f ∈ Cm([0, 1]) and λ, with positive real part, the
solution w ∈ Dom(A) to the equation
(λ− L)w = f, (85)
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belongs to Cm([0, 1]) and if Reλ > µm, then
‖w‖Cm ≤ ‖f‖C
m
|λ− µm| . (86)
Proof. The Hille-Yosida theorem shows that the estimate (82) implies that {λ :
Reλ > µm} belongs to the resolvent set of Am. For f ∈ C0 we set
(λ−A)−1f =
∞∫
0
e−λtQtfdt. (87)
This is an analytic C0-valued function in {λ : Reλ > 0}. If f ∈ Cm, then in
{λ : Reλ > µm}, this equals (λ − Am)−1f, which is an analytic Cm-valued
function in, ρ(Am), the resolvent set of Am. As noted in (84), ρ(Am), includes
{λ : Reλ > 0}, which completes the proof of the theorem.
This is not, in any real sense, an elliptic estimate, as it only shows that the
solution w is at least as regular as f. Of course in the interior of the interval, w has
two more derivatives than f, but this may not be true, in a uniform sense, up to the
boundary.
12 The adjoint semi-group
It is a consequence of the boundary behavior of qt, which follows from Corollary 5,
that for t > 0, and each x ∈ [0, 1],
Ltyqt(x, ·) ∈ L1([0, 1]) (88)
The results in Section 9 show that, if f ∈ Cm([0, 1]) for m ≥ 0, then
u(x, t) =
1∫
0
qt(x, y)f(y) dy ∈ C0([0,∞)t; Cm([0, 1]x))
and satisfies ∂tu = Lu with u(x, 0) = f(x). Thus for f ∈ C2([0, 1]), uniqueness
for this initial value problem shows that, for t > 0,
Lu(x, t) =
t∫
0
qt(x, y)Lf(y)dy.
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By Corollary 5, qt satisfies the adjoint boundary conditions (13), so the integrabil-
ity of Ltyqt, implies that we can integrate by parts to conclude that
Lu(x, t) =
t∫
0
Ltyqt(x, y)f(y) dy.
Since
∂tu =
1∫
0
∂tqt(x, y)f(y) dy,
it follows immediately that, for all f ∈ C2([0, 1]) and t > 0,
t∫
0
(∂t − Lty)qt(x, y)f(y) dy = 0,
and hence we conclude by a straightforward limiting argument the following:
Theorem 4. If g ∈ C0([0, 1]), then, for t > 0
v(y, t) =
1∫
0
qt(x, y)g(x) dx,
satisfies the boundary conditions (13), and solves the initial value problem
(∂t − Lt)v(y, t) = 0 and lim
t→0+
v(y, t) = g(y). (89)
The dual space of C0([0, 1]) is naturally identified with M([0, 1]), the space
of Borel measures with finite total variation on [0, 1]. The dual semi-group, Q′t, is
thus canonically defined on this space by
〈Qtf, dµ〉 = 〈f,Q′tdµ〉.
However, C0([0, 1]) is not a reflexive Banach space, so the dual semi-group is
weak∗-continuous, but not necessarily strongly continuous. The infinitesimal gen-
erator A of Qt has a canonically defined adjoint, A∗, whose domain is defined by
the prescription: a measure dν ∈ Dom(A∗) if there exists a constant C so that for
every f ∈ Dom(A), ∣∣∣∣∣∣
∞∫
0
Af(x)dν(x)
∣∣∣∣∣∣ ≤ C‖f‖C0 .
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The subtlety is that Dom(A∗) may not be dense in M([0, 1]). Following Phillips,
see [7], we define the adjoint semi-group as
Q⊙t = Q′t ↾M⊙ , where M⊙ = Dom(A∗) ∩A∗Dom(A∗).
Phillips shows thatQ⊙t is a strongly continuous semi-group onM⊙, with infinites-
imal generator:
A⊙ = A∗ ↾Dom(A∗)∩cM⊙ .
Thus our task is to identify M⊙.
By Theorem 4, measures of the form dµ = g(y)dy with g ∈ C2((0, 1)) are in
Dom(A⊙) provided Ltg ∈ L1 and g satisfies the adjoint boundary conditions (13).
The closure of all such measures with respect to the topology of M([0, 1]) is
L1([0, 1]). Any classical eigenvector of Lt satisfying (13) belongs to M⊙. El-
liptic regularity implies that a distributional solution to Ltdµ = dν is absolutely
continuous on (0, 1), and hence
L1([0, 1]) ⊂M⊙.
In fact, except for the possibility of atomic measures at 0 and/or 1, these two spaces
are equal.
If b(0) 6= 0, then for any f ∈ C2([0, 1]),
〈Lf, δ(y)〉 = b(0)∂xf(0).
Since the right hand side does not represent a bounded functional on C0([0, 1]), we
obtain that δ /∈ Dom(A∗). A similar calculation can be done at x = 1. On the other
hand, if b vanishes at either end, then:
1. If b(0) = b(1) = 0, then the nullspace of A⊙ is spanned by δ(y) and δ(1−y),
both of which belong to M⊙.
2. If one of b(0) or b(1) is non-zero, then A⊙ has a 1-dimensional nullspace
spanned by δ(y), if b(0) = 0, or δ(1 − y), if b(1) = 0, and this nullspace
again lies in M⊙.
Summarizing these observations we have proved the
Proposition 19. • If b(0) and b(1) are non-vanishing, then M⊙ = L1([0, 1]).
• If b(0) = b(1) = 0, then M⊙ = L1([0, 1]) ⊕ span{δ(y), δ(1 − y)};
• If b(0) = 0, b(1) 6= 0, then M⊙ = L1([0, 1]) ⊕ span{δ(y)};
• if b(0) 6= 0, b(1) = 0, then M⊙ = L1([0, 1]) ⊕ span{δ(1 − y)}.
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The spectrum of the operator A⊙ equals that of A, see Theorem 14.3.3 in [7];
therefore we have the same sort of asymptotics for solutions to (89):
Theorem 5. If 0 < b(0) and b(1) < 0, then there exists a λ1 < 0, so that the
solution v(x, t) to (89), with initial data f ∈ L1([0, 1]) satisfies
v(x, t) = c0v0(x) +O(e
λ1t), where c0 =
1∫
0
f(y) dy.
Here v0 ∈ Dom(A∗) is the positive solution to Ltv0 = 0, normalized to have
integral 1. If b(0) = b(1) = 0, then there is a λ1 < 0 such that
v(x, t) = c0δ(y) + c1δ(1 − y) +O(eλ1t),
where c0 =
1∫
0
(1− u0(y))f(y), and c1 =
1∫
0
u0(y)f(y) dy.
where u0 is defined in (72) and (73). Finally, if only one of b(0) or b(1) vanishes,
then
v(x, t) =
{
cδ(y) +O(eλ1t), b(0) = 0,
cδ(1 − y) +O(eλ1t), b(1) = 0, c =
1∫
0
u0(y)f(y) dy.
Proof. The first case is immediate from the fact that 0 is an isolated point in the
spectrum of A⊙, and all other eigenvalues have strictly negative real part. The
second case follows from (77) and the analogous fact about the spectrum of AD∗;
the last two assertions are similar.
As a simple special case of our regularity theorem for solutions of the back-
wards equation we have:
Corollary 7. If u(x, t) is a solution to
∂tu = x(1− x)∂2xu u(x, 0) = f(x), (90)
for f ∈ C2l([0, 1]), then, for (j + k) ≤ l, the functions ∂jtLku are continuous on
[0, 1] × [0,∞).
If v solves the forward Kolmogorov equation:
∂tv = ∂
2
y [y(1− y)v] with v(y, 0) = g(y) ∈ C2l([0, 1]), (91)
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then it is a simple calculation to see that u(x, t) = x(1 − x)v(x, t), solves the
backwards equations, with u(x, 0) = x(1− x)g(x), and u(0, t) = u(1, t) = 0.
The theorem shows that x(1− x)v(x, t) is therefore a C2l function on [0, 1] ×
[0,∞), vanishing at 0 and 1. This easily implies that v itself is in C2l([0, 1] ×
[0,∞)). If we let LtWFg = ∂2xx(1 − x)g, then this regularity shows that for any
1 ≤ j ≤ l
∂tL
t (j−1)
WF v = L
t j
WFv. (92)
We can integrate the forward equation, and use this formula, repeatedly integrating
by parts, to obtain
v(x, t) = g(x) +
t∫
0
LtWFv(x, s)ds
= g(x) + (s− t)LtWFv(x, s)
∣∣∣∣∣
s=t
s=0
+
t∫
0
(t− s)Lt 2WFv(x, s)ds
=
l−1∑
j=0
tjLt jWFg
j!
+
1
(l − 1)!
t∫
0
(t− s)lLt lWFv(x, s)ds.
(93)
Using the same argument, we can show that if f ∈ C2l([0, 1]) and u solves
the initial value problem: (∂t − L)u = 0, u(x, 0) = f(x), for L a generalized
Wright-Fisher operator, then
u(x, t) =
l−1∑
j=0
tjLjf
j!
+
1
(l − 1)!
t∫
0
(t− s)lLlu(x, s)ds. (94)
Applying Proposition 18 show that there is a constant M2l so that
|Llu(x, s)| ≤M2leµ2ls‖f‖C2l , (95)
and therefore: ∣∣∣∣∣∣u(x, t)−
l−1∑
j=0
tjLjf
j!
∣∣∣∣∣∣ ≤ M2l‖f‖C2le
µ2lttl
l!
. (96)
A Appendix
Proof of Proposition 9:
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Consider the functions
v(x, t; s) =
∞∫
0
kbt−s(x, y)yh(y)∂yg(y, s) dy,
defined when t ≥ s; these satisfy
(∂t − Lb)v = 0 and v(x, s; s) = xh(x)∂xg(x, s).
By the maximum principle and the derivative bound on g it follows that
|v(x, t; s)| ≤ sup |xh(x)M/√sx| ≤
√
LM‖h‖∞,
and hence
|Abtg(x)| ≤
t∫
0
M
√
L‖h‖∞ ds√
s
= 2M
√
Lt‖h‖∞.
This establishes (50) for j = 1, with d0 = 1. Now apply Lemma 5 to get
|∂xv(x, t; s)| ≤ Cb‖v(·, s; s)‖∞√
x(t− s) ,
so that
|∂xAbtg(x)| ≤
t∫
0
CbM
√
L‖h‖∞ds√
xs(t− s)
=
CbπM
√
L‖h‖∞√
x
;
setting d1 = π, this is (51) for j = 1.
Assume that we have chosen d0, . . . , dj−1. Now write
vj(x, t; s) =
∫ ∞
0
kbt−s(x, y)y∂yvj−1(y, s) dy.
Using (51) for j − 1, this is bounded by
dj−1MC
j−1
b (
√
L||h||∞)j
∫ ∞
0
kbt−s(x, y)s
j−1
2 dy
=
2
j
dj−1MC
j−1
b (
√
L||h||∞)jt
j
2 ,
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since
∫∞
0 k
b
t−s(x, y) dy = 1 for s < t, which establishes (50) for j.
Using the induction hypothesis one more time, insert the result into the estimate
of Lemma 5. Noting that 1/(t− s+
√
x(t− s)) ≤ 1/
√
x(t− s), we get
|∂x(Abt)jg(x)| ≤
t∫
0
dj−1M(Cb
√
L‖h‖∞)js
j−2
2 ds√
x(t− s)
=
dj−1M(Cb
√
L‖h‖∞)jt
j−1
2√
x
1∫
0
σ
j−2
2 dσ√
1− σ .
Evaluating the integral shows that we should set
dj =
√
πdj−1
Γ
(
j
2
)
Γ
(
j+1
2
) ,
and this proves (51) for j, thereby completing the induction. A straightforward cal-
culation shows that dj is given by the formula in the statement of the Proposition.

Proof of Proposition 10:
We start with j = 1. These results follow from (48), the maximum principle,
and Proposition 9. Combining these ingredients shows that when t < T,
|∂ℓxAbtg(x)| ≤
√
t[2ℓ+1‖xh‖Cℓ ](M + ‖g‖Cℓ,∞([0,T ])),
and,
|∂ℓ+1x Abtg(x)| ≤
d1MCb+ℓ
√
L‖h‖∞√
x
+
√
t[2ℓ+1‖xh‖Cℓ+1(1 +
√
L)](‖g‖Cℓ,∞ +M),
which establishes (53) and (54) when j=1. The main issue is to see how Dj de-
creases as j increases. We assume that these estimates have been established for
{1, . . . , j − 1}.
Applying (48), we see that
∂lx(A
b
t)
jg(x) = Ab+ℓt (∂
ℓ
x(A
b
· )
j−1g)(x)+
ℓ∑
p=1
(
ℓ
p
) t∫
0
∞∫
0
kb+ℓt−s(x, z)∂
p
z (zh(z))∂
ℓ+1−p
z (A
b
s)
j−1g)(z) dzds.
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Using the induction hypothesis and the maximum principle, the first term on the
right here is bounded by
2Dj−1
√
L‖h‖∞t
j
2
j
(M + ‖g‖Cℓ,∞)[C ′T,L,ℓ,b‖h‖Cℓ ]j−1.
The terms in the sum with 2 ≤ p ≤ ℓ can be bounded using the maximum prin-
ciple and Lemma 6, while the term with p = 1 is controlled using the induction
hypothesis. Thus altogether, the sum is bounded by
(2ℓ‖xh‖Cℓ)j‖g‖Cℓtj
j!
+
2Dj−2tj+12(M + ‖g‖Cℓ,∞)‖xh‖∞[C ′T,L,ℓ,b‖h‖Cℓ ]j−1
j(j − 2) .
So long as
Dj−1 ≥ max
{
1
j!
,
2Dj−2
j − 1
}
, (97)
then there is some C ′T,L,ℓ,b so that (53) holds for all j. That (97) holds follows
easily from the proof of (54), to which we now turn.
We next apply (48) to see that
∂ℓ+1x (A
b
t)
jg(x) = ∂x
t∫
0
∞∫
0
kb+ℓt−s(x, z)zh(z)∂
ℓ+1
z (A
b
s)
j−1g)(z) dzds+
(
ℓ
1
)
∂x
t∫
0
∞∫
0
kb+ℓt−s(x, z)∂y(zh(z))∂
ℓ
z(A
b
s)
j−1g)(z) dzds+
ℓ∑
p=2
(
ℓ
p
) t∫
0
∞∫
0
kb+ℓ+1t−s (x, z)∂z
[
∂pz (zh(z))∂
ℓ+1−p
z (A
b
s)
j−1g)(z)
]
dzds.
By the induction hypothesis and Lemma 5, the first term is estimated by
Dj−1(M + ‖g‖Cℓ,∞)(CT,L,ℓ,b‖h‖Cℓ+1)j−1√
x
t∫
0
Cb+ℓ
√
L‖h‖∞ s
j−2
2 ds√
t− s
=
√
πDj−1t
j−1
2
Γ( j2)
Γ( j+12 )
(M + ‖g‖Cℓ,∞)(CT,L,ℓ,b‖h‖Cℓ+1)j−1√
x
,
and the second term by:
√
π2Dj−2t
j
2
j − 2
Γ( j2)
Γ( j+12 )
(M + ‖g‖Cℓ,∞)(CT,L,ℓ,b‖h‖Cℓ+1)j−1√
x
.
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Using the induction hypothesis, Lemma 6 and the maximum principle, the last term
is bounded by
2ℓ
√
π4Dj−2t
j
2
j(j − 2) (M + ‖g‖Cℓ,∞)(C
′
T,L,ℓ,b‖h‖Cℓ+1)j.
Hence if Dj satisfies the recursion relationship in the statement of the proposition,
then Dj−1 satisfies (97), for j ≥ 2 and there exist constants CT,L,ℓ,b and C ′T,L,ℓ,b
so that (53) and (54) hold for all j ≥ 2. 
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