Abstract. We show that for quasi-greedy bases in real or complex Banach spaces the error of the thresholding greedy algorithm of order N is bounded by the best Nterm error of approximation times a function of N which depends on the democracy functions and the quasi-greedy constant of the basis. If the basis is democratic this function is bounded by C log N . We show with two examples that this bound is attained for quasi-greedy democratic bases.
Introduction
Let (X, . ) be a Banach space (real or complex) and B = {e j } ∞ j=1 a countable normalized basis 1 . Let Σ N , N = 1, 2, 3, . . . be the set of all y ∈ X with at most N non-null coefficients in the unique basis representation. For x ∈ X, the N-term error of approximation with respect to B is σ N (x) = σ N (x; B, X) := inf y∈Σ N x − y X , N = 1, 2, 3, . . .
Given x =
∞ k=1 a k (x)e k ∈ X , let π denote any bijection of N such that |a π(k) (x)| ≥ |a π(k+1) (x)| for all k ∈ N .
(1.1)
The thresholding greedy algorithm of order N (TGA) is defined by
It is not always true that G N (x) → x (in X) as N → ∞ . A basis B is called quasigreedy if G N (x) → x as N → ∞ for all x ∈ X . This turns out to be equivalent (see [22, Theorem 1] ) to the existence of some constant K such that
Given a basis B in a Banach space X, a Lebesgue-type inequality for the TGA is an inequality of the form
where C(N) is a nondecreasing function of N. For a survey on Lebesgue-type inequalities for the greedy algorithm see [18, 19] and the references therein. We specially mention the recent papers [20, 21] , which deal with Lebesgue-type inequalities for quasi-greedy bases in L p spaces (see also [5] ). The purpose of this paper is to study such inequalities for quasi-greedy bases in general Banach spaces, thus complementing and in some cases improving the results in [20, 21, 5] . Towards this end we define the sequence
Following the notation in previous papers, we write
|A|=n j∈A e j , h r (n) = sup |A|=n j∈A e j and µ(N) = sup n≤N h r (n) h l (n) .
These functions are implicit in the first works on N-term approximation. For instance, µ(N) is defined in [22] , and h l , h r appear explicitly in [11] . In [8, 9] the latter are called left and right democracy functions of the basis B.
For A ⊂ N, we denote by S A the projection operator x = ∞ j=1 a j e j −→ S A (x) = j∈A a j e j , and consider also the sequence
Our main result is the following: 
Remarks:
(1) When {e j } is unconditional, then k N = O(1), so we obtain as a special case Theorem 4 in [22] . (2) For quasi-greedy bases it can be shown that k N ≤ c log N.
(
1.4)
This is essentially contained in [4, Lemma 8.2 ] (see also [5, Lemma 2.3] ). Since this result is often used in the paper, we outline a proof in §5 below. (3) When {e j } is quasi-greedy, some upper bounds for C N have recently appeared in the literature: in [21, Theorem 2.1] it was shown that 5) while in [10, Thm 1.1] it is proved that
Notice that (1.3), being an equivalence, improves strictly over these in some cases. For instance, if X is such that µ(N) ≈ (log N) α and say k N ≈ log N, then (1.5) and (1.6) would only give C N (log N) α+1 , while Theorem 1.1 implies C N ≈ (log N) min{α,1} . For constructions of such examples, see (6.9) below. (4) When {e j } is quasi-greedy and democratic (i.e. µ(N) = O(1)), then (1.3) and (1.4) give
We show in section 6 that this logarithmic bound can actually be attained, answering a question posed in [10] . One such example is given by the Haar basis in
. This is in contrast with the Hilbert space case, where it was recently noticed by Wojtaszczyk that k N cannot attain log N ( [25] ; see also §9 below).
Let also denote byσ N (x) the expansional best approximation to x, that is if
In this case it is known that, for quasi-greedy bases,
see [21, Theorem 2.2] for the upper bound (the lower bound was essentially in [22] ; see also Proposition 3.1 below). In [10] it was asked whether one could prove bounds for C N using (1.8) and suitable bounds on the sequence
Here we prove the following 
Remark: The right hand side of (1.9) together with (1.4) givesσ N (x) (log N)σ N (x) for quasi-greedy bases. This was noticed in [5, Lemma 2.4] , answering a question from [10] . The left hand side of (1.9) seems to be new.
Our last result is the following theorem, which answers a question of Wojtaszczyk (personal communication to the second author on November, 2011).
is a quasi-greedy basis in X, then there exists c > 0 such that for all N, k = 1, 2, . . .
Results of this type have appeared before in the literature. For unconditional bases, this theorem was proved in [11, Thm 5] ; see also [23, Thm 4] . For quasi-greedy democratic bases it is essentially contained in [6] . Here we extend its validity to general quasi-greedy bases.
A slightly weaker version of Theorem 1.3 can also be found in [13] ; namely, given N and k there exists a set A of cardinality not exceeding N + k such that
The improvement in Theorem 1.3 consists in showing that the set A can be obtained by running the greedy algorithm. We finally remark that the proofs of Theorems 1.1, 1.2 and 1.3 combine ideas present in various of the above quoted references, but whose main lines essentially stem from the original work of Konyagin and Temlyakov [12] .
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Proof of Theorem 1.1: upper bounds
The proof follows the strategy developed in [12] , together with two known estimates for quasi-greedy bases. First, as mentioned in §1, there exists a (smallest) constant
1) see [22, Th 1] . Also, there exist c 1 , c 2 > 0 such that
These inequalities are proved in [6, Lemmas 2.1 and 2.2] for real scalars a k , setting c 1 = 1/(4K 2 ) and c 2 = 2K. For completeness, in the appendix ( §10) we outline the proof also for complex scalars a k , in which case one can let
We shall write a * k (x) for the decreasing rearrangement of the basis coefficients of x; that is, if x = ∞ j=1 a j e j , we set a * k (x) = |a π(k) | when π is any permutation of N such that |a π(1) | ≥ |a π(2) | ≥ |a π(3) | ≥ ... As in [10] , we shall use the following simple (but crucial) observation.
We now prove the theorem. Fix N ≥ 1 and x ∈ X. Take any y = j∈A y j e j with |A| = N. We shall show that Then, taking the infimum of the right hand side over all y ∈ Σ N , we obtain the upper estimate for C N in (1.3) .
Write G N (x) = S Γ (x) with |Γ| = N. Then
The first and third terms are easily bound by c k N x − y ; namely,
where we choose as Γ any set of cardinality | Γ| = |A \ Γ| = |Γ \ A| in which x − y attains the largest coefficients, i.e.
Thus, using again (2.2), one can bound the right side of (2.4) by a constant times
as we wished to prove. Notice that the final multiplicative constant involved in this process is of order
Proof of Theorem 1.1: lower bounds
The bound C N µ(N) was proved by Wojtaszczyk when {e j } is an unconditional basis; [22, Thm 4] . As pointed out in [10] , these arguments can easily be adapted to the more general setting of quasi-greedy bases; we include the proof for completeness. Recall that K is our notation for the quasi-greedy constant defined in (2.1).
We shall use the following lemma. Here we denote 1 A = j∈A e j . 
Proof. We may assume that µ(N) > 3K (otherwise choose |A| = |B| = 1). Then there exist A, B (not necessarily disjoint) with |A| = |B| ≤ N and
The quasi-greedy condition implies that 1 A∩B ≤ K 1 B , which inserted above gives
which can be rewritten as
which gives the desired result since A ∩ B = ∅.
PROOF of Proposition 3.1:
Consider sets A and B as in the lemma, and take any set C, disjoint with A ∪ B, such that |C| = N − |A| = N − |B|. Choosing
which proves the result when ε → 0. ✷ To establish the lower bound in Theorem 1.1 it remains to show the following.
Proposition 3.3. For any basis (not necessarily quasi-greedy) we have
We may assume that x = j∈B x j e j with B finite and x = 1.
Take any number r > max |x j |, and set y = x − S A (x) + r1 A . Here A is any set of cardinality N containing A and (if necessary) some indices in B c . Then
On the other hand, since r1 A − S A (x) ∈ Σ N we have
which gives (3.1).
Proof of Theorem 1.2
The upper bound
Taking the infimum over all p ∈ Σ N we obtaiñ
For the converse we argue as in the proof of Proposition 3.3. That is, we choose an x = j∈B x j e j with x = 1, and a set A so that x − S A (x) ≥ k N /4, and we let y = x − S A (x) + r1 A as before. This time we shall choose r > (2 + k N + k 2N )2c, where c is the basis constant, and we shall prove that, with this choicẽ
As shown before, σ N (y) ≤ 1, so we need to prove that
Suppose we are given one such set C which is not equal to A. Then there must be some j 0 ∈ A \ C, and we would have
x j e j ≥ r 2c
where in the third line we have used that e j 0 = P j 0 (1 A\C ) − P j 0 −1 (1 A\C ), and the partial sums operators P j have norm bounded by c . On the other hand, if we use C = A we obtain a better estimate
Therefore,σ
5. An upper bound for k N We prove a bound for the constants k N when {e j } is a quasi-greedy basis. 
This was essentially shown in [4, Lemma 8.2 ] (see also [5, Lemma 2.3] ), but we include a self-contained proof for completeness. We need two easy lemmas.
Apply the triangle inequality to finish the proof.
Lemma 5.3. Let (X, {e j }) be quasi-greedy. Consider x = i a i e i ∈ X and 0 < α < β < ∞ . Then, for any P ⊂ F = {i : |a i | ∈ (α, β]}, we have
where c 1 , c 2 are as in (2.2).
Proof. We use (2.2) (see [6] or Proposition 10.5 below). We have
By quasi-greediness
Finally,
We now prove Theorem 5.1. Take |A| = N ≥ 2 . Let x = i a i e i . By scaling we may assume max i |a i | = 1. Under this assumption 
with c ′′ = 4K 2 c 2 /c 1 . Therefore,
As ℓ − 1 ≤ log 2 N, we have shown (5.1) with c of the order K 2 c 2 /c 1 = O(K 5 ).
Examples
We compute (asymptotically) the Lebesgue-type constants C N for some explicit examples of quasi-greedy democratic bases. Notice that, in view of Theorem 1.1, for such bases we have [14] and has other interesting properties in functional analysis. In particular, it was shown by Dilworth and Mitra [7] that {x n } ∞ n=1 is a quasi-greedy basis in D.
Here we show that k N ≈ log N, which in particular gives a direct proof that the Lindenstrauss basis is not unconditional. By Theorem 5.1, it suffices to show the lower bound. We first notice that
Now consider
Clearly,
Thus k N ≥ S A log N, proving our claim.
Example 2. An important example of quasi-greedy basis arises in the context of
This space is not separable, so we consider the closed linear span X of the d-dimensional (non-homogeneous) Haar system in the BV -norm
where |f | BV is the total variation of the distributional gradient ∇f (as defined e.g. in [2, (1.1)]). It follows from the results in [3, 24] that the Haar system is a quasi-greedy democratic basis in X (see e.g. [24, Thm 10]) 2 . We claim that in this case
It suffices to show the lower bound. For this we will argue as in [1] , to find functions f N ∈ Σ 2N with f N BV (R d ) = O(1), and sets A N with |A N | = N such that
To do this carefully we first set some notation. The Haar functions are defined by
where 1) . With this definition the Haar system is semi-normalized, i.e. c 1 < h e j,k BV (R d ) < c 2 . The (non-homogeneous) Haar system is obtained restricting to indices λ = (j, k, e) with e = 0 when j > 0. We sometimes write it H = {h λ } λ∈Λ . As explained above, it is a quasi-greedy democratic basis in X, the · BV -closure of its linear span.
Following [1] we consider the function f = χ [0, 1 3 ]×[0,1] d−1 and f n = P 2n f , where P J denotes the projection onto V J = span {h e j,k | j ≤ J}. The Haar coefficients of f are easily computed, leading to the expression
where k 1 (j) denotes the only integer such that Using for instance [24, Corollary 12] one justifies that f n BV = P 2n f BV = O(1). Note also that f n ∈ Σ 2N with N = O(2 2n(d−1) ). Consider now the set A n consisting only of the indices in (6.2) with j even, so that |A n | = N and
To estimate |S An (f n )| BV from below we shall use the following linear functional
This is bounded in BV since ∂ x 1 u defines a finite measure. Thus,
2 Democracy is not explicitly stated, but follows easily from the inclusions ℓ 1 ֒→ BV ֒→ ℓ 1,∞ as in [2, p. 239] . The fact that the Haar system is a basic sequence in BV (hence a basis in its closed linear span X), is a consequence of the uniform boundedness of the projections, see [24, Corollary 12] . Finally, it is a seminormalized system with the normalization in (6.1); see [2, (1.6) ].
On the other hand, when (j, k, e) ∈ A n we can compute explicitly
where in the last step we have used (6.3) for j = even. Thus Φ S An (f n ) = n/3 ≥ c log N which together with (6.4) proves our assertion.
Example 3. We now show that C N ≈ k N may be strictly smaller than log N. Modifying an example in [12] , for 1 < p < ∞ we let X p be the closure of span {e j } with the norm
A simple generalization of the arguments in [12] shows that the canonical basis is quasi-greedy and democratic in X p . We claim that, in this example,
Also, if for simplicity we write x b p := sup m≥1 m n=1 xn n 1/p ′ , using Hölder's inequality we have
These two inequalities give the upper bound in (6.6).
On the other hand, testing with x = 2N n=1 (−1) n en n 1/p and A = {1, . . . , 2N} ∩ 2Z one easily sees that |||x||| ≈ (log N)
This gives k N (log N) 1/p ′ , establishing (6.6).
Example 4. Above, we considered examples of quasi-greedy bases. We provide an example of a non quasi-greedy basis where
Consider the sequence space ℓ 1 with the difference basis x 1 = e 1 , x n = e n − e n−1 , n = 2, 3, . . . Let X and Y be Banach spaces with respective (normalized) bases {e j } and {f j }. We consider the direct sum space X ⊕ Y, consisting on pairs (x, y) ∈ X × Y with norm given by x X + y Y . Clearly, the system 3 {e 1 , f 1 , e 2 , f 2 , . . .} is a basis of X ⊕ Y. Moreover, we the have the following.
The proof is elementary. Quasi-greediness follows from
The statement (a) is an easy consequence of the identity
Similarly, (b) follows from
For (c) one uses
For the lower bound notice that
where in the last step one splits the cases k ≤ N/2 and k > N/2, and uses that h 3 As usual, in X ⊕ Y one just writes x in place of (x, 0), and y in place of (0, y).
As a particular case, consider X as in Example 1, so that
Consider also the space Y given by the closure of c 00 with the norm
where α > 0 is fixed. One easily checks that
Combining (6.7), (6.8) and Proposition 6.1 we see that X ⊕ Y has
To show possible applications of our results, construct a quasi-greedy basis with k N ≈ µ(N) ≈ log N. Theorem 1.1 shows that C N log N. This is an improvement over previously known estimates: both [21, Theorem 2.1] and [10, Thm 1.1] only yield C N (log N) 2 .
Limitations
One could use Theorem 5.1 to show that a given basis is not quasi-greedy, by establishing that its k N constants grow faster than c log N for any c > 0. We also know that k N = O(1) characterizes unconditional bases. It is then fair to ask whether the slow growth k N ≤ c log N could characterize quasi-greedy bases. Below we show that it is not the case. Proof. Without loss of generality, we may assume c n ≤ n. Furthermore, passing to the sequence c
if necessary, we may assume that the sequence (c j /j) is non-increasing. For j ∈ N, let S j = {5 j + 1, 5 j + 2, . . . , 5 j + 2j}. Define a norm on c 00 by setting, for x = (x i ),
and let X be the completion of c 00 in this norm. Denote the canonical basis in X by (e i ), which is clearly a monotone basis. Note that (e i ) is not unconditional with constant coefficients, hence not quasigreedy. Indeed, for j ∈ N, let S ′ j = {5 j + 1, 5 j + 3, . . . , 5 j + 2j − 1}. Then i∈S j e i = 1, while
It remains to show that S B x ≤ c N whenever |B| ≤ 2N, and x ≤ 1. Write x = i x i e i , with sup i |x i | ≤ 1. Let A j = S j ∩ B. Then S B x ≤ max{1, C}, where
8. Proof of Theorem 1.3
We must show that
Observe that this quantifies how many iterations of the greedy algorithm may be necessary to reach σ N (x). As mentioned in §1 estimates of this sort were obtained in [13, 6, 23, 11] , with its roots going back to the work of Konyagin and Temlyakov [12] . Our proof is a suitable combination of these ideas, plus the argument we used in Theorem 1.1 to control the term S Γ\A (x) .
More precisely, take any p ∈ Σ N , say with supp p ⊂ P and |P | = N. We shall compare G N +k (x) with p + G k (x − p) ∈ Σ N +k . Let Γ = supp G N +k (x) and notice that
The third term can be written as
so it suffices to estimate the first two terms.
We begin with I 2 . Since B \ P ⊂ Γ, we have (P ∪ B) \ Γ = P \ Γ. Use (2.2) and the definition of h r to obtain
.
Combining these inequalities we obtain
Observe that since the basis is quasi-greedy, if A ⊂ B we have
We now estimate I 1 , following the approach in [6] ; namely,
Clearly
2) and the quasi-greediness of the basis to obtain
As before, h r (|P \ B|) ≤ K h r (N), so we deduce
Thus, putting together all cases we obtain
with the constant c of the order K 3 c 2 /c 1 = O(K 6 ).
Remarks:
• As pointed out in [11] , (8.1) improves over (1.3) in some situations. For instance, assume h l (N) = N α and h r (N) = N β with 0
When r < β, the second estimate improves over the first (for large M). In the language of approximation spaces (see e.g. [9] ), these estimates can also be read as
• The estimate (8.1) is only interesting when lim k→∞ h l (k) = ∞ (so that h l (k)
is a quasi-greedy basis in a Banach space X. For all β j ∈ C with |β j | = 1, and all finite sets A 1 ⊂ A, it holds
(10.1)
Letting ε → 0 we obtain (10.1). We now justify the right hand bound in (2.2). For a complex number α = a + ib we shall denote |α| 1 = |a| + |b|. Then, iterating the previous lemma we obtain Proof. The right hand side is a special case of (10.5) . To obtain the left hand side, we consider the system {ẽ j := ε j e j }, which is also a quasi-greedy basis in X with the same constant K. Thus, (10.5) for this system (with α j =ε j ) gives
but this is the same as the left hand side of (10.6).
We turn now to the left hand inequality in (2.2), for which we follow the arguments in [6, p. 579] . We shall prove that, if A is finite then 
