The purpose of this paper is to research the compact operators under Orlicz functions. Firstly, the definition of noncommutative Orlicz sequence spaces (denoted by S ϕ (H)) is given, these spaces generalize the Schatten classes S p (H). After some relations of trace and norm on this spaces have been obtained, one give the criterion of reflexivity of these spaces. Finally, as an application, we find the Toeplitz operator x 1−|z| 2 on the Bergman space L 2 a (D) belongs to some S ϕ (H), hence the trace and the norm of x 1−|z| 2 could be computed.
Introduction and Preliminaries
Let B(H) denotes the algebra of the bounded operators acting on a complex and separable Hilbert space H which is endowed with an inner product by ·, · , and x ∈ B(H) is a linear compact operator. If we denote by x * : H → H the adjoint of x, then the linear operator x * x : H → H is positive and compact. Let {e k } k be an orthonormal basis for H consisting of eigenvectors of |x| = (x * x) 
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On the other side, if x : H → H is an operator in S 1 (H) and {e k } k , k = 1, 2, . . . is any orthonormal basis for H. Then, the series
xe k , e k is absolutely convergent and the sum is independent of the choice of the orthonormal basis e k . Thus, we can define the trace Tr(x) of any linear operator x : H → H in S 1 (H) by
Tr(x) := ∞ k=1 e k , xe k .
By the spectral decomposition theorem of compact operators, for any ξ ∈ H there exist orthonormal sequence ξ n ∈ H such that, xξ = n≥0 s n (x) ξ n , ξ ξ n , hence one get Tr(x) = n≥0 s n (x).
For more details of S 1 (H) please refer to [9, 14] . Similar to the definition of S 1 (H), the Schatten classes S p (H) is given as follows: for any 0 < p < ∞, let x be a compact operator of H,
for any x ∈ S p (H) one can give the norm as
Especially, for p = 2 the S 2 (H) is called Hilbert-Schmidt operator space [3] , and the norm is
Literatures on the Schatten class operators and their applications are very rich, please see the very interesting recent papers [2, 12, 5, 7, 18] . and references cited therein. Especially, Gil',M.I. extent some useful results on determinants of Schatten-von Neumann operators to the operators with the Orlicz type norms and modular function, respectively [7, 8] . continuous for α ≥ 0 and such that ϕ(0) = 0, ϕ(α) > 0 and ϕ(α) → ∞ as α → ∞. Let ϕ be an Orlicz function and l 0 the set of all real sequence. We define the Orlicz sequence space as follows
It is well known that l ϕ equipped with so called the Luxemburg norm
is a Banach space.
Further we say an Orlicz function ϕ satisfies condition δ 2 near zero, shortly ϕ ∈ δ 2 (0), if there exist constant u 0 > 0 and k > 2 such that ϕ(2u) ≤ kϕ(u) for all |u| ≤ u 0 . For the background of Orlicz functions and Orlicz spaces please see [4, 16] . 25 
Noncommutative Orlicz sequence spaces
With the help of Orlicz function and functional calculus, if ϕ is a continuous function, we have
Hence, if ϕ is an Orlicz function and x a compact operator of H, the definitions of the noncommutative Orlicz sequence spaces and its a useful subspace could be given.
Hence, in this section, after the definitions of noncommutative Orlicz sequence spaces and its a subspace which first appear in [6] are given, and we find these spaces could generalize the S p (H) and 30 the classical Orlicz sequence spaces respectively. At the end of this section, the Orlicz norm of the rank-one operator e n ⊗ e n is given. 
where Tr is the usual trace functional of B(H).
For convenience, we use S ϕ , E ϕ denote S ϕ (H) and E ϕ (H) respectively, and it could be equipped with the Luxemburg norm as
where s(x; n) is the singular value sequence of x and · is the Luxemburg norm of classical Orlicz space. By the theory of classical Orlicz sequence, it is easy to know (S ϕ , x ϕ ) and (E ϕ , x ϕ ) are Banach spaces.
Also, one can define another norm which named Orlicz norm on S ϕ as follows
Here we call ψ the complementary function of ϕ. Similar the classical case, one also could give the another 40 equivalent definition of the Orlciz norm which named Amemiya norm, [11] it is easy to know,
By the classic Orlicz theory we also have the following relation of these norms
Generally speaking, from the definitions it is easy to know E ϕ S ϕ , but if ϕ ∈ δ 2 (0) one could get the following theorem, Theorem 2.1. S ϕ = E ϕ if and only if ϕ ∈ δ 2 (0).
45
Proof. If ϕ ∈ δ 2 (0). It is obvious true E ϕ ⊆ S ϕ by the definition. Hence we only need to prove
For any x ∈ S ϕ , there exists a λ 0 > 0 such that
then for any λ > 0, one could get
In fact, if
Now, if S ϕ = E ϕ , similar to the Example 1.19 of [4] we have ϕ ∈ δ 2 (0). This completes the proof. 
Especially, if p = 1, S ϕ = S 1 and if p = 2, S ϕ is the Hilbert-Schmidt operator S 2 which satisfies ϕ ∈ δ 2 (0).
with xe n = a n e n , where e n is the orthonormal basis of l 2 (N), then it is obvious that x ∈ S ϕ if and only if a = {a n } ∈ l ϕ and x ϕ = a .
Let µ(n) denotes the multiplicity of singular value s n (x). The following theorem gives the Orlicz 55 norm of rank one operator e n ⊗ e n . Theorem 2.2. For each y ∈ S ψ is positive and Tr(ψ(y)) ≤ 1, where ψ(x) is invertible on R + , and
where e ⊗ h is rank one operator (a bounded operator) on H → H with ξ → h, ξ e.
Proof. First, by the Jensen Inequality,
.
Using spectral decomposition of compact operators, we have y = n≥0 s n (y)e n ⊗ e n . Therefore,
On the other hand, observing that
Tr(e n ⊗ e n ) ≤ 1,
we obtain
Thus, 
Trace and the Luxemburg norm
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In this section, we will give some relations of Trace and the Luxemburg norm, which generalize the correspondence results of S p .
Lemma 3.1. If x ∈ S ϕ and y ∈ S ψ , then we have
let ε → 0 we can get the conclusion. (3) If x ∈ S ϕ and x ϕ ≤ 1, let x = 0. By the definition of x ϕ , there exists a decreasing sequence {λ n } which converges to x ϕ such that
By Levy's theorem,
Thanks for the convexity of ϕ and x ϕ ≤ 1, (5)
In the above we have used 2.13 of [9] and the Orlicz Young inequality for the first and the second inequalities, respectively. Hence, we have xy ∈ S 1 . Using the same method, one can get yx ∈ S 1 .
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Theorem 3.1. If ϕ ∈ δ 2 (0), for any x, y ∈ S ϕ we have (1) Tr ϕ (4) We know there exist partially isometric operator u, v such that |x + y| ≤ u|x|u * + v|x|v * , by the convexity of ϕ, 
(2) If x is a Schatten operator, then ϕ(2x)
Especially, for x ∈ S 1 , we have
(3) (Hölder Inequality of S p ): If x ∈ S p , y ∈ S q , where
Proof. First, if x ∈ S ϕ , similar with the theorem 1.29 of [4] we know, if there exists k > 0 such that
, where ψ is the complementary function of ϕ such that ϕ(x) = |x| 0 h(t)dt. Now, if x ∈ S p which means ϕ(x) = |x| p , then h(t) = pt p−1 and ψ(y) = cy q , where c =
hence,
Now one can get
On the other hand,
Finally, by (4) of Lemma 3.1, we get
In particular, for p = 2, we get the Schwarz inequality
Remark 2. (i)
For above corollary, if p = 1 then q = ∞, we also have
and
where · ∞ is the operator norm, this means that S 1 is a two-sides ideal of B(H).
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(ii) This corollary is just be the Hölder Inequality has been obtained by Ruskai in [17] .
is invertible on R + , and ϕ(x) ∈ δ 2 (0), then e n ⊗ e n ϕ = 1 ϕ −1 (1) .
Proof. Since e n ⊗ e n = 1 and e n ⊗ e n is a one dimensional compact operator , where · is the operator norm, then s n (e n ⊗ e n ) = 1 for any n = 1, 2, · · · . Hence, by (1) of theorem 3.1 1 = Tr ϕ e n ⊗ e n e n ⊗ e n ϕ = ϕ s n e n ⊗ e n e n ⊗ e n ϕ = ϕ 1 e n ⊗ e n ϕ , hence we can get the conclusion.
Example 3.1. In [19] , in order to study entropy in information geometry the author consider the quantum Orlicz function ϕ(x) = coshx − 1 with x ≥ 1. It is obvious a Orlicz function and ϕ ∈ δ 2 (0), then we have e n ⊗ e n ϕ = 1 ln(2+ √ 3)
. In fact, since ϕ(x) = coshx − 1 we have
by (3) of corollary 3.1 we can get the conclusion. Proof. Since x is a positive compact operator, then
where {0}∪{ϕ(λ n )} is spectral set. By the spectral mapping theorem, {ϕ(λ n )} = σ(ϕ(x))\{0}. Since ϕ is nondecreasing and ϕ(λ n ) is the singular value sequence of ϕ(x) we can get the conclusion. 
By the inequality 2.3 of [9] and the nondecreasing property of ϕ, for any y ∈ B(H) and let
On the other hand, combine the inequality 2.3 of [9], the nondecreasing property of ϕ with the (2) of Lemma 3.1, we have
by the definition of the Luxemburg we get
Hence, one get that S ϕ is a right ideal of B(H), furthermore using the equality 2.1 of [9] (s n (x) = s n (x * )) one get S ϕ is a * -right ideal of B(H) and
Next, by the equality 2.1 of [9] and using the similar methods above we get S ϕ is a * -left ideal of B(H) and
At last, for any y, z ∈ B(H), since yx ∈ S ϕ and xz ∈ S ϕ hence yxz ∈ S ϕ with yxz ϕ ≤ y ∞ x ϕ z ∞ using (1) and (2) 
and the mapping T y → y is isometric from (E ϕ )
Proof. By So, the mapping Φ :
Now, let L ∈ (E ϕ ) * and easy to verify L(e ⊗ h) is a bounded bilinear functional. Because
By Riesz theorem, there exist a y ∈ S ψ such that L(e ⊗ h) = ye, h = Tr(y(e ⊗ h)). Hence for 120 any finite rank operator f , we have L(f ) = Tr(yf ). Since finite rank operator is dense on E ϕ , then L(x) = Tr(xy) = T y (x) for any x ∈ E ϕ , which means L = T y and L : S o ψ → (E ϕ ) * is an isometric isomorphism which can get the conclusion.
Remark 3.
Using the similar method we also can get S ϕ = (E o ψ ) * .
Combing the theorem 2.1, 3.4 and remark 1, one can get the following corollary,
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Corollary 3.2. If ϕ ∈ δ 2 (0) and ψ ∈ δ 2 (0), S ϕ is reflexive. Especially, the S p is reflexive for p > 1.
Application
The Bergman space L Hence, x 1−|z| 2 ∈ S ϕ . It is obvious, x 1−|z| 2 not belongs to S 1 but S p , p > 1. Generally speaking, it is difficulty to calculate the norm of the x 1−|z| 2 ϕ since the Orlicz function is abstract. But, if ϕ ∈ δ 2 (0), by [1] of theorem 3.1, the norm of x 1−|z| 2 such that 1 = n≥0 ϕ 1 (n + 2) x 1−|z| 2 ϕ .
Especially, if ϕ = |x| p , p > 1, one can get 
