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Abstract
An analogue of Krein’s extension theorem is proved for operator-valued positive definite functions
on free groups. The proof gives also the parametrization of all extensions by means of a generalized
type of Szegö parameters. One singles out a distinguished completion, called central, which is related to
quasi-multiplicative positive definite functions. An application is given to factorization of noncommutative
polynomials.
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1. Introduction
Positive definite functions are an important object of study in relation to group theory and
C∗-algebras since the basic work of Godement and Eymard [12,18]. In the case of abelian groups,
Bochner’s theorem ensures that such a function is the Fourier transform of a positive measure on
the dual group, and much of the theory develops along this line. On nonabelian groups Fourier
analysis is no longer available, but the focus is now on the relation to group representations.
The theory of positive definite functions is more intricate; for some notable results, see also
[7,8,11,21].
The starting point of our investigation was the extension problem for positive definite func-
tions. The earliest result seems to be Krein’s extension theorem [25], which says that every
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tive definite extension to R; a recent generalization to totally ordered groups can be found in [3].
The analogue of Krein’s theorem in Z2 is no longer true: a positive definite function defined
on a rectangle symmetric with respect to the origin may have no positive definite extension [31].
The sets with the property that every positive definite function defined on them can be extended
are characterized in [4]. A good reference for extension results (including extensions from sub-
groups) is [32, Chapter 4].
In the current paper we consider positive definite functions on the most basic nonabelian
group, namely the free group with an arbitrary number of generators. (For general facts about
Fourier analysis on free groups, see [13].) We obtain an analogue of Krein’s theorem: a positive
definite function defined on the set of words of length bounded by a fixed constant can be ex-
tended to the whole group. This is rather surprising in view of the result concerning Z2 discussed
above; it is an illustration of a recent observation, namely that noncommutative objects might
behave better than their commutative analogues (see, for instance, [22]). Actually, our result is
connected to [22] or [26], and in the last section we deduce a factorization theorem for certain
polynomials in noncommutative variables. This is an area that has received much interest in the
last years [22,23,26].
The extension property is closely related to a parametrization of all operator-valued positive
definite functions by means of sequences of contractions. These are an analogue of the choice
sequences of contractions, a generalization of the Szegö parameters in the theory of orthogonal
polynomials [17], that has been developed by Foias and his coauthors in connection with inter-
twining liftings (see [14] and the references within). By using some nontrivial graph theory, we
are able to parallel the theory of positive matrices as developed, for instance, in [9,10].
One should note that results in a close area of investigation have been obtained by
Popescu [28–30]. Most notably, in [30] a similar extension problem is proved for the free semi-
group, together with a description of all solutions. The group case that we have considered
requires however new arguments.
The plan of the paper is the following. In Section 2 we present preliminary material concerning
graphs and matrices. In Section 3 we prove a basic result about the Cayley graph of the free
group. The most important part of the paper is Section 4, where the main theorems concerning
the structure of positive definite functions and their extension properties are proved. In Section 5
we discuss the existence of a distinguished extension, which is called the central one; it plays a
role similar to that of central lifting in the theory of intertwining liftings (or maximum entropy
in data analysis)—see [5,15,16]. It is shown in Section 6 that some well-known positive definite
functions on the free group may be obtained as central extensions. Finally, in Section 7 we present
the application to factorization of noncommutative polynomials.
2. Preliminaries
2.1. Graphs
A basic reference for graph theory is [6]. We consider undirected graphs G = (V ,E), where
V = V (G) denotes the set of vertices and E = E(G) the set of edges. If {v,w} ∈ E(G), we say
that v and w are adjacent. G is said to be complete if any two vertices are adjacent. G′ = (V ′,E′)
is a subgraph of G if V ′ ⊂ V and E′ ⊂ E; we write then G′ ⊂ G. If all edges of G connecting
two vertices in V ′ are also edges of G′, we say that G′ is the subgraph of G induced by G′
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is complete.
A graph is said to be chordal if it contains no minimal cycles of length > 3. An induced
subgraph of a chordal graph is chordal. We have the following elementary result about chordal
graphs [20].
Lemma 2.1. If G is chordal, then for any two nonadjacent vertices v1, v2 ∈ V (G) the set of
vertices adjacent both to v1 and to v2 is a clique.
A tree is a connected graph with no cycles. If G is a tree, and v,w ∈ V (G), there is a unique
path P(v,w) joining v and w which passes at most once through each vertex. We will call it
the minimal path joining v and w, and define d(v,w) to be its length (the number of edges it
contains). For n  1, we will denote by Ĝn the graph that has the same vertices as G, while
E(Ĝn) = {(v,w): d(v,w) n} (in particular, G = Ĝ1).
Lemma 2.2. If G is a tree, then Ĝn is chordal for any n 1.
Proof. Take a minimal cycle C of length > 3 in Ĝn. Suppose x, y are elements of C at a maximal
distance. If d(x, y) n, then C is actually a clique, which is a contradiction. Thus x and y are
not adjacent in Ĝn. Suppose v,w are the two vertices of Ĝn adjacent to x in the cycle C. Now
P(x, v) has to pass through a vertex which is on P(x, y), since otherwise the union of these two
paths would be the minimal path connecting y and v, and it would have length strictly larger than
d(x, y). Denote by v0 the element of P(x, v)∩P(x, y) which has the largest distance to x; since
d(y, v) = d(y, v0)+d(v0, v) d(y, x) = d(y, v0)+d(v0, x), it follows that d(v0, v) d(v0, x).
Similarly, if w0 is the element of P(x,w) ∩ P(x, y) which has the largest distance to x, it
follows that d(w0,w) d(w0, x).
Suppose now that d(v0, x) d(w0, x). Then
d(v,w) = d(v, v0)+ d(v0,w0)+ d(w0,w)
 d(x, v0)+ d(v0,w0)+ d(w0,w) = d(x,w) n,
since w is adjacent to x. Then (v,w) ∈ E, and C is not minimal: a contradiction. Thus Ĝn is
chordal. 
Corollary 2.3. Suppose G is a tree, and x, y ∈ V (G), d(x, y) = n+ 1. Then the set{
z ∈ V (G): max(d(z, x), d(z, y)) n}
is a clique in Ĝn.
Proof. Use Lemmas 2.1 and 2.2. 
2.2. Matrices and operators
Suppose A = (Aij )i,j∈I is a block operator matrix, with entries Aij ∈ L(H), and A  0 (as
an operator on
⊕
i∈I H ). There is an essentially unique Hilbert space, denoted by R(A), to-
gether with isometries ωi(A) :H→R(A), such that Aij = ω∗ωj . (If ιi denotes the canonicali
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subspace of
⊕
i∈I H spanned by all ωi(A)H, with ωi(A) = A1/2ιi .) We will call (R(A),ωi(A))
a realization of A.
If J ⊂ I , and A′ = A|J is the submatrix of A obtained by taking only rows and columns in J ,
then one can embed isometrically R(A′) into R(A), such that ωi(A) is just ωi(A′) followed by
this embedding.
Suppose now that we are given only certain entries Aij ∈ L(H) of a p × p block operator
matrix, and we are interested in completing the remaining entries in order to obtain a positive
matrix. We assume that all Aii (i ∈ I ) are specified, and, since we are interested in selfadjoint
matrices, that Aij and Aji are simultaneously specified. The matrix is said to be partially positive
if all fully specified principal submatrices are positive semidefinite. A similar definition applies
to infinite matrices.
The pattern of given entries can be specified by a graph G, whose set of vertices is I , while
{i, j} (i = j ) is an edge iff Aij is specified. An important role in completion problems is then
played by chordal graphs: if G is chordal, then every partially positive matrix with pattern defined
by G has a positive semidefinite completion [20] (see also [24]).
In Section 4 we will use similar arguments adapted to the group structure in order to extend
positive definite functions on the free group. But we will only rely on the following basic result
concerning completions by a single element (see, for instance, [1] for a similar result).
Lemma 2.4. Suppose A = (Aij )i,j∈I is a partially positive block operator matrix whose corre-
sponding pattern is the graph whose only missing edge is {k, l}. Then:
(i) There exists a positive semidefinite completion of A.
(ii) All such completions are in one-to-one correspondence with contractions
γ :R(A|I \ {k})	R(A|I \ {k, l})→R(A|I \ {l})	R(A|I \ {k, l}).
The correspondence is given by associating to each completion A˜ the contraction
γ = PR(A˜|I\{l})	R(A˜|I\{k,l})|R
(
A˜|I \ {k})	R(A˜|I \ {k, l}).
In particular, the completion corresponding to γ = 0 is called central.
Remark 2.5. Although we intend to avoid computational details related to matrix completion,
below are sketched briefly some details concerning the correspondence stated in Lemma 2.4.
Denote
E =R(A|I \ {k, l}), F =R(A|I \ {k})	R(A|I \ {k, l}),
G =R(A|I \ {l})	R(A|I \ {k, l}),
and suppose ωi :H → E , i ∈ I \ {k, l} are the embeddings defining the realization space of
A|I \ {k, l}. We may identify R(A|I \ {k}) with E ⊕ F ; with respect to this decomposition
the embeddings ω′i are given by ω′i =
(
ωi
0
)
for i = l, while we will denote ω′l =
(
α′
β ′
)
. Similarly,
R(A|I \ {l}) is identified with E ⊕ G, and if ω′′i are the embeddings, then ω′′i =
(
ωi
0
)
for i = k,
and ω′′ = (α′′′′).k β
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Dγ = DγF . A concrete form for the representing space of the associate completion A˜ is then
R(A˜) = E ⊕ G ⊕Dγ , (2.1)
where the embeddings ω˜i :H→R(A˜) are given by
ω˜i =
(
ωi
0
0
)
for i = k, l, ω˜k =
(
α′′
β ′′
0
)
, ω˜l =
(
α′
γβ ′
Dγβ
′
)
. (2.2)
Consequently, the formula for the completed entry is
Akl = ω˜∗k ω˜l = α′′ ∗α′ + β ′′ ∗γβ. (2.3)
Alternate formulas can be obtained by passing to the adjoint: we have then R(A˜) = E ⊕F ⊕
Dγ ∗ , with corresponding embeddings. The essential uniqueness of the space R(A˜) is reflected
in a unitary Uγ :E ⊕ G ⊕Dγ ∗ → E ⊕ G ⊕Dγ intertwining the two embeddings, given by
Uγ =
(
IE 0 0
0 γ Dγ ∗
0 Dγ −γ ∗
)
. (2.4)
The operator appearing in the lower right corner is the Julia operator associated to γ (see, for
instance, [9] or [14]).
3. Graphs and groups
We consider in the sequel the group F = Fm, the free group with m generators a1, . . . , am.
Denote by e the unit and by A the set of generators of F. Elements in F are therefore words s =
b1 · · ·bn, with letters bi ∈ A∪A−1; each word is usually written in its reduced form, obtained
after cancelling all products bib−1i . The length of a word s, denoted by |s|, is the number of
generators which appear in (the reduced form of) s. For a positive integer n, define Sn to be the
set of all words of length  n in F and S′n ⊂ Sn the set of words of length exactly n; the number
of elements in S′n is 2m(2m− 1)n−1.
There is a notion that we will use repeatedly, and so we prefer to introduce a notation. If
s, t are two words in reduced forms, we will call u the common beginning of s and t and write
u = CB(s, t) if s = us1 and t = ut1, and |t−11 s1| = |s1| + |t1|; in other words, the first letters of
s1 and t1 are different. For more than two words, we define the common beginning by induction:
CB(s1, . . . , sp) = CB
(
CB(s1, . . . , sp−1), sp
)
.
It can be seen that CB(s1, . . . , sp) does not depend on the order of the elements s1, . . . , sp , and
is formed by their first common letters.
We include for completeness the proof of the following lemma.
Lemma 3.1. If s = e, then |s2| > |s|; in particular, s2 = e.
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of s cancel with some at the end of s. Let us group the former in s1 and the latter in s3; thus
s = s1s2s3, with si in reduced form, s3s1 = e, and the reduced form of s2 is s1s22s3. We have then
|s| = |s1| + |s2| + |s3| and |s2| = |s1| + 2|s2| + |s3|. If |s2| |s|, we must have s2 = e. Therefore
s = s1s3 = e. 
Given a total order  on A∪A−1, we can extend it to F as follows: for two elements
s1, s2 ∈ F, we have s1  s2 whenever one of the following holds:
(1) |s1| < |s2|;
(2) |s1| = |s2|, and, if t = CB(s1, s2), and ai is the first letter of t−1si (for i = 1,2), then a1  a2.
This will be called a lexicographic order on F. We will write s ≺ t if s  t and s = t . For the
remainder of this section and for Section 4 a lexicographic order  on F will be fixed.
Let ∼ be the equivalence relation on F obtained by having the equivalence classes ŝ =
{s, s−1}. We will denote also by  the order relation on f = F/ ∼ defined by ŝ  t̂ iff
min{s, s−1}  min{t, t−1}. If ν ∈ f, then ν− and ν+ will be respectively the predecessor and
the successor of ν with respect to .
There is a graph Γ naturally associated to F: the Cayley graph corresponding to the set of
generators A. Namely, V (Γ ) are the elements of F, while s and t are connected by an edge iff
|s−1t | = 1. Moreover, Γ is easily seen to be a tree: any cycle would correspond to a nontrivial
relation satisfied by the generators of the group. The distance d between vertices of a tree defined
in Section 2 is d(s, t) = |s−1t |.
As a consequence of Lemma 2.2, Γ̂n is chordal for all n 1. We will introduce a sequence of
intermediate graphs Γν , with ν ∈ f, as follows. We have V (Γν) = F for all ν, while {s, t} ∈ E(Γν)
iff ŝ−1t = ν′ for some ν′  ν. Obviously Γν ⊂ Γν′ for ν  ν′, and E(Γν+) is obtained by adding
to E(Γν) all edges {s, t} with ŝ−1t = ν+. Each Γν is invariant with respect to translations, and
Γ̂n = Γνn , where νn is the last element in Ŝn.
The next proposition is the main technical ingredient of the paper.
Proposition 3.2. With the above notation, Γν is chordal for all ν.
Proof. If Γν is not chordal, and n = |ν|, we may assume that ν is the last element in f of length
n with this property. Since Fn is chordal, ν = νn, and thus |ν+| = n.
Suppose then that Γν contains the cycle (s1, . . . , sq), with q  4. At least one of {s1, s3} or
{s2, s4} must be an edge of Γν+ , since otherwise {s1, s2, s3, s4} is a part of a cycle of length  4
in Γν+ . We may assume that {s1, s3} ∈ V (Γν+); if we denote t = s−11 s3, then, since {s1, s3} /∈
V (Γν), we must have t̂ = ν+.
Suppose that q > 4. Then {s1, s4} /∈ E(Γν). If {s1, s4} ∈ V (Γν+), then ̂s−11 s4 = ν+, and thus
either s−11 s4 = t or s−11 s4 = t−1. The first equality is impossible since it implies s3 = s4. As for
the second, it would lead to t2 = s−14 s3. But |t | = |ν+| = n, and thus, by Lemma 3.1, |s−14 s3| =
|t2| > n. This contradicts {s4, s3} ∈ V (Γν); consequently, we must have q = 4.
Performing, if necessary, a translation, we may suppose that the four cycle is (e, s, t, r), and
that {e, t} ∈ E(Γν+) (thus t ∈ ν+, and t ≺ t−1). Thus, e, s, r , t are all different, {e, s}, {s, t}, {r, t},
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e
. . . ◦
u
.
.
.
◦ s = us1
s1
. . . ◦
uww
.
.
.
◦ r = uwr2
r2
. . . ◦ t = uwt2
t2
Fig. 1.
{e, r} are edges of Gν while {e, t}, {s, r} are not, and {e, t} is an edge of Gν+ . These assumptions
imply that:
|t | = n, |s| n, |r| n, ∣∣t−1s∣∣ n, ∣∣t−1r∣∣ n, ∣∣r−1s∣∣ n. (3.1)
Let us denote u = CB(s, r, t). We have r = ur1, t = ut1, s = us1, and at least two among the
elements CB(s1, r1), CB(r1, t1), CB(s1, t1) are equal to e.
Suppose first that this happens with (s1, t1) and (r1, t1). If v = CB(s1, r1), then s1 = vs2,
r1 = vr2. The inequalities (3.1) imply
|u| + |t1| = n, (3.2)
|u| + |v| + |s2| n, |u| + |v| + |r2| n, (3.3)
|t1| + |v| + |s2| n, |t1| + |v| + |r2| n, (3.4)
|s2| + |r2| n. (3.5)
Replacing |t1| = n − |u| from (3.2), one obtains from (3.4) |v| + |s2|  |u|, |v| + |r2|  |u|.
Then (3.3) imply |v|+|s2| n/2, |v|+|r2| n/2. Comparing the last two inequalities with (3.5),
one obtains |v| = 0. This means that all pairs (s1, r1), (r1, t1) and (s1, t1) have as common be-
ginning e, and so we may as well assume from the start that (s1, r1) and (s1, t1) have as common
beginning e (the case (s1, r1) and (r1, t1) is symmetrical, and can be treated likewise; note that
the whole situation is symmetric in s and r).
Then we will assume in the sequel that w = CB(t1, r1); thus r1 = wr2 and t1 = wt2 (see
Fig. 1). We have then
|u| + |w| + |t2| = n, |u| + |w| + |r2| n, |s1| + |w| + |t2| n, (3.6)
whence |s1| |u|, |r2| |t2|. But, since {s, r} is not an edge of Γν , we have |s1|+ |w|+ |r2| n.
Comparing this last inequality with the first inequality in (3.6), it follows that
|s1| = |u|, |r2| = |t2|.
Now, s−1t is a word of length n different from t ; thus s−1w = uw, and |s−1w| = |uw|.1 1
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with t ′1, with |t ′1| = |uw|. If t ′1 ≺ uw, then the definition of the lexicographic order implies that
t ′ ≺ t and t̂ ′ ≺ t̂ . Applying this argument to t ′ = s−1r , t ′1 = s−11 w, it follows that, if s−11 w ≺ uw,
then ŝ−1r ≺ ν+. Then ŝ−1r ≺ ν, and therefore {s, r} ∈ E(Γν): a contradiction. Therefore uw ≺
s−11 w, and t ≺ s−1t .
Since, however, {s, t} ∈ Γν , it follows that t̂−1s  ν, and thus
t−1s  t  t−1. (3.7)
Also, {1, s} ∈ E(Γν) implies |s| = |u| + |s1| = 2|u|  n, and thus |u|  n/2. Therefore
|t−12 w−1| = |wt2| n/2.
Now t−12 w−1 = CB(t−1s, t−1), and (3.7) implies that t−12 w−1 is also the beginning of t . Thus
CB(t, t−1) has length 	  n/2. Writing then t2 = (t−1)−1t , CB(t, t−1) cancels, and we obtain
|t2|  2n − 2	  n = |t |. By Lemma 3.1, this would imply t = e: a contradiction, since the
elements e, s, r, t of the assumed 4-cycle must be distinct. The proposition is proved. 
If ν ∈ f, then there exist cliques in Γν+ which are not cliques in Γν : we may start with any
edge of Γν+ which is not an edge of Γν and take a maximal clique (in Γν+ ) which contains it.
Such a clique is necessarily finite, since the length of edges is bounded by |ν+|.
Corollary 3.3. Suppose ν ∈ f, and C is a clique in Γν+ which is not a clique in Γν . Then C
contains a single edge in Γν+ which is not an edge in Γν .
Proof. Suppose C contains {s, t}, {s′, t ′} with s−1t = s′−1t ′ = v ∈ ν+. Obviously s = s′ and
t = t ′. If s = t ′, then s′−1t = v2, and thus the edge {s′, t} has length strictly larger than n = |v|
by Lemma 3.1. One shows similarly that s′ = t . Then (s, t, t ′, s′) is a 4-cycle in Γν , which
contradicts Proposition 3.2. 
4. Positive definite functions
A function Φ :F → L(H) is positive definite if for every s1, . . . , sk ∈ F the operator matrix
A(Φ; {s1, . . . , sk}) := [Φ(s−1i sj )]ki,j=1 is positive semidefinite.
In general, for a finite set S ⊂ F, we will use the notation A(Φ;S) := [Φ(s−1t)]s,t∈S . There
is here a slight abuse of notation, since the matrix in the right-hand side of the equality depends
on the order of the elements of S, and changing the order amounts to intertwining the rows and
columns of A(Φ;S); however, the reader can easily check that this ambiguity is irrelevant in all
instances where this notation is used below.
Positive definite functions are connected to representations of F. The relation is given by
Naimark’s Dilation Theorem [27,32].
Naimark’s Theorem. The function Φ :F → L(H) is positive definite if and only if there exists
a representation π of F on a Hilbert space K, and an operator V :H→ K such that, for all
s, t ∈ F, Φ(s−1t) = V ∗π(s−1t)V .
Such a representation π is called a dilation of Φ; it is uniquely determined, up to unitary
equivalence, by the minimality condition K=∨s∈F π(s)VH.
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A standard argument shows that, if H0 = Φ(e)H, then there exists a positive definite function
Φ0 :F → L(H0), such that Φ0(e) = IH0 , and Φ(s)h = Φ0(s)Φ(e)1/2h for all h ∈H. We will
suppose in the sequel that Φ(e) = IH; equivalently, the operator V in Naimark’s Theorem is an
isometry.
We will also consider positive definite functions defined on subsets of F. If Σ ⊂ F such that
Σ = Σ−1, then a function ϕ :Σ → L(H) is said to be positive definite if for every s1, . . . , sk ∈ F
such that s−1i sj ∈ Σ for every i, j = 1, . . . , k, the operator matrix A(Φ; {s1, . . . , sk}) is positive
semidefinite. Obviously, if Φ :F → L(H) is positive definite, then Φ|Σ is positive definite for
all Σ ⊂ F.
Remember now that we have a fixed lexicographic order on F, and consequently on f. Define
Σν =⋃ν′ν ν; the following lemma is obvious on close inspection.
Lemma 4.1. Suppose μ ∈ F, and ϕ :Σμ → L(H) is positive definite. Then the map Φ →
(Φ|Σν)ν∈f,μν defines a one-to-one correspondence between:
(1) positive definite functions on F whose restriction to Σμ is ϕ; and
(2) sequences (ϕν)ν∈f,μν , ϕν positive definite function defined on Σν , such that, if ν  ν′, then
ϕν = ϕν′ |Σν .
Note that the lemma may be applied to the case μ = {e} and ϕ(e) = IH, obtaining the cor-
respondence between a positive definite function on the whole group F and the sequence of its
restrictions.
Let us now fix ν ∈ f, ν = {e}; thus ν = {sν, s−1ν }, with sν  s−1ν . Suppose that ϕν− is a pos-
itive definite function on Σν− . Consider the maximal clique Cν in Γν that contains {e, sν}; by
Corollary 3.3 {e, sν} is the unique edge of Cν that is not in E(Γν−). Consequently, the following
definitions make sense:
D(ϕν−) =R
(
A
(
ϕν−;Cν \ {sν}
))	R(A(ϕν−;Cν \ {e, sν})),
R(ϕν−) =R
(
A
(
ϕν−;Cν \ {e}
))	R(A(ϕν−;Cν \ {e, sν})). (4.1)
Lemma 4.2. With the above notations, if ϕν− is a positive definite function on Σν− , then all
positive extensions ϕν of ϕν− are in one-to-one correspondence with contractions γν :D(ϕν−) →
R(ϕν−).
Proof. Note first that
(
ϕν−
(
s−1t
))
{s,t}⊂Cν, {s,t}∈E(Γν− )
is a partially positive matrix whose corresponding pattern is the graph induced by Γν− on Cν .
By applying Lemma 2.4, we obtain that there exists a positive definite completion of this matrix,
and, moreover, that all completions are in one to one correspondence with contractions γν :
D(ϕν−) → R(ϕν−). Denote the completed entry by B(γν).
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sponding partially defined matrix determined by ϕν− is the same. If we define then
ϕν(s) =
⎧⎨⎩
ϕν−(s) for s ∈ Σν− ,
B(γν) for s = sν ,
B(γν)
∗ for s = s−1ν
we obtain a positive definite function on Σν that extends ϕν− . It is easy to see that this corre-
spondence is one-to-one. 
In particular, such extensions exist, and thus any positive definite function on Σν− can be
extended to a positive definite function on Σν . Among them there exists a distinguished one, the
central extension, obtained by taking γν = 0.
Now, combining Lemmas 4.1 and 4.2, we obtain an extension theorem for positive definite
functions.
Theorem 4.3. If ϕ :Σν → L(H) is a positive definite function, then ϕ has a positive definite
extension Φ :F → L(H). There is a one-to-one correspondence between the set of all positive ex-
tensions and the set of sequences of contractions (γμ)νμ, where γμ :D(Φ|Σμ−) → R(Φ|Σμ−).
Note that in this correspondence Φ|Σμ depends only on γμ′ with ν  μ′  μ, and thus the
domain and range of γμ are well defined by the previous γμ′ . Then at step μ one can choose γμ
to be an arbitrary element of the corresponding operator unit ball. In particular, one obtains the
central extension by choosing at each step γμ = 0.
The most important consequence is an extension result for positive definite functions on Sn.
It should be noted that, contrary to Σν , the sets Sn do not depend on the particular lexicographic
order .
Proposition 4.4. Every positive definite function ϕ on Sn has a positive definite extension Φ
on F. If ϕ is radial (that is, ϕ(s) depends only on |s|), then one can also choose Φ to be radial.
Proof. The first part is an immediate consequence of Theorem 4.3, obtained by taking Σν = Sn.
Suppose Φ is positive definite; it is proved in [13, Section 3.1] that, if Φ˜(s) is the average
of Φ on words of length |s|, then Φ˜ is also positive definite. The second part of the proposition
follows. 
Another consequence is the parametrization of all positive definite functions.
Theorem 4.5. There is a one-to-one correspondence between the set of all positive def-
inite functions Φ :F → L(H) and the set of sequences of contractions (γμ)μ ={e}, where
γμ :D(Φ|Σμ−) → R(Φ|Σμ−).
The parametrization obtained is an analogue, for the free group, of the structure theory for
classical Toeplitz matrices as presented, for instance, in [9]. We have chosen here to concentrate
on the conceptual meaning, avoiding computational details. However, using (2.1), (2.2) and (2.3),
one can also write down precise formulas identifying the realization spaces appearing in (4.1)
with direct sums of defect spaces of some γμ’s, with μ μ−, while repeated applications of (2.4)
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obtain explicit, but complicated formulas for D(Φ|Σμ−) and R(Φ|Σμ−), that would allow a
recurrent definition of the set of all families γμ appearing in Theorem 4.3, analogue to the choice
sequences of the classical case [14].
We may also rephrase Theorem 4.3 by using Naimark’s Theorem.
Corollary 4.6. Suppose ϕ :Sn → L(H) is a positive definite function. Then there exists a repre-
sentation π of F on a Hilbert space K, and an operator V :H→ K, such that, for all s, t ∈ F
such that s−1t has length  n, we have
ϕ
(
s−1t
)= V ∗π(s−1t)V.
There is an alternate way of looking at Theorem 4.3 that will be useful in Section 7. Denote
by Mn(H) the block operator matrices indexed by elements in Sn; they have order N(n) equal
to the cardinality of Sn. To any function ϕ on S2n corresponds then a matrix M(ϕ) ∈ Mn(H),
defined by M(ϕ)s,t = ϕ(s−1t). We will call elements M = Ms,t ∈ Mn whose entries depend
only on s−1t Toeplitz, and denote by Tn the space of Toeplitz matrices in Mn. It is spanned by
the matrices (σ ), σ ∈ Sn, where (σ )s,t = δsσ,t .
The above definition shows that any Mϕ is Toeplitz. The converse is also true, as shown by
the next lemma.
Lemma 4.7. If M ∈ Mn is a Toeplitz matrix, then there exists a uniquely defined ϕ :S2n → L(H),
such that M = Mϕ .
Proof. If s ∈ S2n, we may write s = t−1r , with t, r ∈ Sn. We define then ϕ(s) = Mt,r . The
Toeplitz condition implies that this definition does not depend on the particular decomposition
of s. In order to show that ϕ is indeed positive definite, take S ∈ F, such that for any s, t ∈ S,
s−1t ∈ S2n. By adding elements to S, if necessary, we may assume that the maximum of the
lengths |s−1t |, for s, t ∈ S, is actually equal to 2n. Take then s0, t0 ∈ S, such that |s−10 t0| = n,
and let ŝ be the “middle” of the path (in the Cayley graph of F) going from s0 to t0; that is, ŝ is
uniquely defined by the conditions |s−10 ŝ | = |̂s −1t0| = n. Using the tree structure of the Cayley
graph, it is then easy to see that |̂s −1s| n for any s ∈ S. So
A(ϕ : S) = [ϕ(t−1r)]
t,r∈̂s −1S
is a submatrix of
M = [ϕ(t−1r)]
t,r∈Sn,
and is thus positive definite. The uniqueness of ϕ is immediate. 
Corollary 4.8. If T ∈ Tn, then there exists a representation π of F and an operator V , such that
Ts,t = V ∗π
(
s−1t
)
V.
Remark 4.9. Theorems 4.3 and 4.5 and their corollaries extend to the case when F is a free group
with an infinite number of generators. The main ideas are similar, but the details are more cum-
bersome, since we have to use in several instances transfinite induction, along the lines of [33].
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Suppose ϕ :Sn → L(H) is positive definite. We have defined in Section 4, for a fixed lexico-
graphic order  on F, the central extension of ϕ to the whole of F. We intend to prove in this
section that this central extension does not actually depend on the lexicographic order.
If Φ :F → L(H) is positive definite, denote Φm = Φ|Sm. As in Lemma 4.1, the map Φ →
(Φ|Sm)mn gives a one-to-one correspondence between positive definite extensions Φ of ϕ and
sequences (Φm)mn, with the property that Φn = ϕ, and, if mm′, then Φm′ |Sm = Φm. Then,
in order to show that the central extension does not depend on the order, it is enough to show that
Φn+1 does not depend, since then an induction argument finishes the proof.
If Φ is an extension of ϕ, suppose (KΦ,πΦ,VΦ) is its minimal Naimark dilation. For Σ ⊂ F,
denote
KΦ(Σ) =
∨
σ∈Σ
πΦ(σ)VΦH.
Note, for further use, that for any s ∈ F, Σ ⊂ F we have
KΦ(sΣ) = πΦ(s)KΦ(Σ).
We will say that Φ is a maximal n + 1 orthogonal extension of ϕ if the following property is
satisfied: whenever s, t ∈ F, |s−1t | = n+ 1, and
Σ = {r ∈ F: max(∣∣r−1s∣∣, ∣∣r−1t∣∣) n}, (5.1)
we have (KΦ(Σ ∪ {s})	KΦ(Σ))⊥ (KΦ(Σ ∪ {t})	KΦ(Σ)). (5.2)
Note that it is enough to check this property for s = e. Also, (5.2) is equivalent to any of the
equations
(KΦ(Σ ∪ {s})	KΦ(Σ))⊥KΦ(Σ ∪ {t}); (5.3)(KΦ(Σ ∪ {t})	KΦ(Σ))⊥KΦ(Σ ∪ {s}). (5.4)
Lemma 5.1. If Φ,Φ ′ are two maximal n+ 1 orthogonal extensions of ϕ, then Φn+1 = Φ ′n+1.
Proof. Take s ∈ F, with |s| = n+ 1. We have to show that Φ(s) = Φ ′(s).
Denote by (K,π,V ), (K′,π ′,V ′) the minimal Naimark dilations of Φ , Φ ′, respectively. If
Σ = {r ∈ F: |r| n, ∣∣r−1s∣∣ n},
let PΣ,Qe,Qs be the orthogonal projections (in K) onto K(Σ), K(Σ ∪ {e}) 	 K(Σ), and
K(Σ ∪ {s}) 	 K(Σ), respectively, and similarly P ′Σ,Q′e,Q′s . The maximal orthogonality as-
sumption (5.2) implies that PΣ , Qe , Qs are mutually orthogonal projections, as well as
P ′Σ , Q′e , Q′s .
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ϕ(r−1t). Thus there is a unitary operator Ω :K(Σ ∪ {s}) →K′(Σ ∪ {s}), such that Ωπ(r)V =
π ′(r)V ′ for r ∈ Σ ∪ {s}. A similar argument gives the existence of Ξ :K(Σ ∪ {e}) →
K′(Σ ∪ {e}), such that Ξπ(r)V = π ′(r)V ′ for r ∈ Σ ∪ {e}. Moreover, Ω|K(Σ) = Ξ |K(Σ),
and ΩPΣΩ∗ = P ′Σ , ΞPΣΞ∗ = P ′Σ .
Now, suppose h ∈H. We have V = (PΣ +Qe)V and π(s)V = (PΣ +Qs)π(s)V , whence
Φ(s) = V ∗π(s)V h = V ∗(PΣ +Qe)(PΣ +Qs)π(s)V = V ∗PΣπ(s)V
= V ∗Ξ∗ΞPΣΞ∗ΩPΣΩ∗Ωπ(s)V = V ′∗P ′Σπ ′(s)V ′ = Φ ′(s).
The proof is finished. 
Proposition 5.2. The central extension of ϕ corresponding to a given lexicographic order is
maximal n+ 1 orthogonal.
Proof. We have to prove (5.2) for all pairs {s, t}. We will use induction with respect to ν ∈ f∗
(note that the lexicographic total order  is fixed): assuming that (5.2) is true whenever ŝ−1t ≺
ν = {r, r−1}, we will show that it is also true when ŝ−1t = ν. As noted above, this is equivalent
to show it for s = e, t = r .
Let us then fix, for the rest of this proof, r ∈ F, and assume |r| = n + 1. Denote by C the set
of elements which are at distance at most n to both e and r and by D the set of elements which
are adjacent to e and r in Γν− ; they are both cliques in Γν− : C by Corollary 2.3 (note that Γn is
a subgraph of Γν− ), and D by Lemma 2.1 and Proposition 3.2. We know by the definition of the
central extension with respect to the given lexicographic order that
(K(D ∪ {e})	K(D))⊥ (K(D ∪ {r})	K(D)), (5.5)
and we want to show that
(K(C ∪ {e})	K(C))⊥ (K(C ∪ {r})	K(C)). (5.6)
Obviously C ⊂ D; and for each s ∈ D \ C we have either |s| = n + 1 or |r−1s| = n + 1. Let
us denote S1 = {s ∈ D ∪ {e}: |r−1s| = n+ 1}, S2 = {s ∈ D ∪ {r}: |s| = n+ 1}.
We need another notation, also relative to the pair {e, r}. For any s ∈ F, we define an element
β(s), as follows. In the Cayley graph of F, suppose P , P1, P2 are the minimal paths connecting
e and r , e and s, and s and r , respectively. If P ∩P1 = {e}, we put β(s) = e, and if P ∩P2 = {r},
then β(s) = r . (Note that at most one of these equalities can be true, since otherwise the union
P ∪ P1 ∪ P2 would be a cycle.) In the remaining case the element on P ∩ P1 farthest from e is
also the element on P ∩ P2 farthest from r ; we will denote it by β(s). One sees that β :F → P ,
and β(s) = s for all s ∈ P .
Suppose s ∈ D; if β(s) = e, then |r−1s| > n + 1, which is a contradiction. Similarly one
cannot have β(s) = r , and therefore β(s) ∈ P \ {e, r}.
Let us now take t ∈ C, and s ∈ S. Suppose, for instance, that β(t) is closer to r than β(s).
Since |s−1r| = |s−1β(s)| + |β(s)−1r|, |r| = |β(s)| + |β(s)−1r|, and |s−1r|  n + 1 = |r|, we
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Therefore t ∈ C implies that |t−1s| n for all s ∈ D ∪ {e, r}.
Take now s1 ∈ S1, s2 ∈ S2. Since∣∣s−11 β(s1)∣∣+ ∣∣β(s1)−1r∣∣= ∣∣s−11 r∣∣= n+ 1 = |r| = ∣∣β(s1)∣∣+ ∣∣β(s1)−1r∣∣,
we have |s−11 β(s1)| = |β(s1)|. Similarly, |s−12 β(s2)| = |r−1β(s2)|. Also, β(s1) is closer to e than
β(r). Therefore∣∣s−11 s2∣∣= ∣∣s−11 β(s1)∣∣+ ∣∣β(s1)−1β(s2)∣∣+ ∣∣β(s2)−1r∣∣
= ∣∣β(s1)∣∣+ ∣∣β(s1)−1β(s2)∣∣+ ∣∣r−1β(s2)∣∣= |r| = n+ 1.
Suppose now that there exists a vertex t /∈ C, such that |t−1s1| n and |t−1s2| n. As shown
above for elements of D, in this case also β(t) ∈ P {e, r}. If β(s1) is closer to e than β(t), or if
β(s1) = β(t) then
|t | = ∣∣β(s1)∣∣+ ∣∣β(s1)−1β(t)∣∣+ ∣∣β(t)−1t∣∣
= ∣∣s−11 β(s1)∣∣+ ∣∣β(s1)−1β(t)∣∣+ ∣∣β(t)−1t∣∣= ∣∣s−11 t∣∣= n.
In case β(t) is closer to e than β(s1), we obtain |w| < n.
Similarly, one proves that |r−1t | n. Consequently, t ∈ C. It follows then that
C = {t ∈ F: d(t, s1) n, d(t, s2) n}.
Now, if the pair {s1, s2} is different from {e, r}, then, since it is an edge of Γν− , we must have
̂
s−11 s2 = μ for some μ ν. By applying the induction hypothesis, it follows that(K(C ∪ {s1})	K(C))⊥ (K(C ∪ {s2})	K(C)). (5.7)
Therefore (K(S1 ∪C)	K(C)) ⊥ (K(S2 ∪C)	K(C)), and thus
K(D) =K(C)⊕ (K(S1 ∪C)	K(C))⊕ (K(S2 ∪C)	K(C)). (5.8)
Since e ∈ S1, (5.7) implies in particular that K({e}) ⊥K(S2 ∪C)	K(C). If ξ ∈K({e}), we can
write the orthogonal sum
ξ = ξ⊥ + ξC + ξ1,
with ξ⊥ ⊥K(D), ξC ∈K(C), and ξ1 ∈K(S1 ∪C)	K(C).
Again by (5.7), using the fact that r ∈ S2, we have
K({r})⊥ (K(S1 ∪C)	K(C)),
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fore
ξ − ξC = ξ⊥ + ξ1 ⊥K
({r}),
which is exactly what have to prove. 
As a consequence of Lemma 5.1 and Proposition 5.2, we obtain the main result of this section.
Theorem 5.3. The central extension of ϕ :Sn → L(H) does not depend on the lexicographic
order considered and is maximal orthogonal.
We may then speak about the central extension of a positive definite function defined on words
of finite length, with no reference to a lexicographic order on F. Note that central liftings and
central extensions have been extensively studied (see, for instance, [5,15,19]).
6. Quasi-multiplicative functions
Haagerup has considered in [21] the functions s → e−t |s|, and has proved that they are positive
definite for t > 0. In [11] a larger class is defined: a function u :F → C is called a Haagerup
function if u(e) = 1, |u(s)| 1, u(s−1) = u(s), and u(st) = u(s)u(t) whenever |st | = |s|+ |t |; it
is proved therein that any Haagerup function is positive definite. The result is generalized in [7],
where Boz˙ejko introduces the analogue operator-valued functions (called quasi-multiplicative)
and proves that they are positive definite. Thus, we say that Φ :F → L(H) is quasi-multiplicative
if Φ(e) = IH, ‖Φ(s)‖ 1, Φ(s−1) = Φ(s)∗, and Φ(st) = Φ(s)Φ(t) whenever |st | = |s| + |t |.
One may say more about these functions in our context. We start with a preparatory lemma.
Lemma 6.1. Suppose Φ :F → L(H) is quasi-multiplicative, and (K,π,V ) is the minimal
Naimark dilation of Φ . If |st | = |s| + |t |, then(K({e, s})	K({s}))⊥K({st}). (6.1)
Proof. Take ξ ∈ K({e}) and η ∈ K({st}). By definition ξ = V h and η = π(st)V k for some
h, k ∈H, and we have
〈ξ, η〉 = 〈V h,π(st)V k〉= 〈h,V ∗π(st)V k〉= 〈h,Φ(st)k〉. (6.2)
On the other hand, the orthogonal projection Ps onto K({s}) is given by the formula Ps =
π(s)V V ∗π(s)∗. Therefore
〈Psξ,Psη〉 =
〈
π(s)V V ∗π(s)∗V h,π(s)V V ∗π(s)∗π(st)V k
〉
= 〈V ∗π(s)∗V h,V ∗π(s)∗π(st)V k〉= 〈V ∗π(s)∗V h,V ∗π(t)V k〉
= 〈Φ(s)∗h,Φ(t)k〉= 〈h,Φ(s)Φ(t)k〉= 〈h,Φ(st)k〉
(we have applied quasi-multiplicativity for the last equality).
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〈ξ, η〉 = 〈PK({s})ξ,PK({s})η〉 + 〈ξ − PK({s})ξ, η〉,
we obtain 〈ξ − PK({s})ξ, η〉 = 0. But the space on the left-hand side of (6.1) is spanned by the
vectors ξ − PK({s})ξ , with ξ ∈K({e}); thus the lemma is proved. 
One sees easily that a function ϕ :S1 → L(H) with ϕ(e) = I is positive definite iff ϕ(s−1) =
ϕ(s)∗ and |ϕ(s)| 1.
Theorem 6.2. A quasi-multiplicative function Φ :F → L(H) is the central extension of its re-
striction to S1.
Proof. Denote by ϕ the restriction of Φ to S1, and by (K,π,V ) the minimal Naimark dilation
of Φ . According to Proposition 5.2, we have to prove that Φ is maximal n + 1 orthogonal for
each n 1.
Consider then s, t ∈ F, with |s−1t | = n+ 1, and suppose Σ is defined by (5.1). We will show
that equality (5.3) is true.
If P is the minimal path connecting s and t , suppose x is the element on P between s and t
adjacent to s. For any r ∈ Σ ∪ {t} we have |s−1r| = |s−1x| + |x−1r|. Then Lemma 6.1 implies
that (K({e, s−1x})	K({s−1x}))⊥K({s−1r}).
Since (K({s, x})	K({x})) = π(s)(K({e, s−1x})	K({s−1x})) and π(s)(K({s−1r})) =K({r}),
it follows that (K({s, x})	K({x}))⊥K({r}).
Denote by Px the orthogonal projection onto K({x}) and by PΣ the orthogonal projection
onto K(Σ). The last equality says that for any ξ ∈K({s}) we have ξ −Pxξ ⊥K({r}). Therefore
ξ − Pxξ ⊥K
(
Σ ∪ {t}). (6.3)
In particular ξ −Pxξ ⊥K(Σ); since obviously Pxξ ∈K(Σ), it follows that Pxξ = PΣξ . But
then (6.3) says that ξ − PΣξ ⊥ K(Σ ∪ {t}). Since the vectors of the form ξ − PΣξ , with ξ ∈
K({s}), span K({s} ∪Σ)	K(Σ), relation (5.3) follows; this ends the proof of the theorem. 
7. Noncommutative factorization
We will apply in this section the above result to noncommutative factorization problems, in
the spirit of [26] and [22]. It is worth mentioning that the connection between extension problems
of positive definite functions and factorization has been noted and used in the commutative case
already in [31]. The relation in the noncommutative case appears in [22,26]. The technique used
below is adapted from [26]. A few preliminaries are in order.
The elements of F can also be considered as “monomials” in the indeterminates X1, . . . ,Xm
and X−1, . . . ,X−1m ; the monomial X(s) corresponding to s ∈ F is obtained by replacing ai by Xi1
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i . It is then possible to consider also polynomials in these indeterminates; that is,
formal finite sums
p(X) =
∑
s
As ⊗X(s), (7.1)
where we assume the coefficients As to be operators on a fixed Hilbert space C. We denote by
deg(p) (the degree of p) the maximum length of the words appearing in the sum in (7.1). We
introduce also an involution on polynomials by defining, for p as in (7.1), p(X)∗ =∑s A∗s ⊗
X(s−1).
If U1, . . . ,Um are unitary (not necessarily commuting) operators acting on a separable Hilbert
space X , then, for s ∈ F, U(s) is the operator on X obtained by replacing Xi with Ui , and X−1i
by U−1i = U∗i . Then p(U) ∈ L(C ⊗X ) is defined by p(U) =
∑
s As ⊗ U(s). We say that such
a polynomial is positive if, for any choice of unitary operators U1, . . . ,Um, the operator p(U) is
positive.
Theorem 7.1. If p is a positive polynomial, then there exists an auxiliary Hilbert space E and
operators Bs :C→ E , defined for words s of length deg(p) such that, if q(X) =∑s Bs ⊗X(s),
then
p(X) = q(X)∗q(X). (7.2)
Proof. As noted above, the proof follows the line of [26, Theorem 0.1]; the argument uses The-
orem 4.3 (or, rather, its Corollary 4.8) at a crucial point.
Denote d = deg(p), and consider the space of Toeplitz matrices Td ⊂ Md ; it is a finite-
dimensional operator system. We define a map ψ :Td → L(C) by the formula ψ((σ )) = Aσ .
Denote by Mk the set of usual k × k matrices with complex entries. Suppose that an element
T ∈ Td ⊗Mk is positive. By considering T = [τs−1t ] as an element of Td(Ck), we can apply
Corollary 4.8 and obtain a representation π :F → L(H) and an operator V :Ck → H, such that
τs−1t = V ∗πΦ
(
s−1t
)
V.
Therefore
(ψ ⊗ 1k)(T ) = (ψ ⊗ 1k)
(∑
s
(s) ⊗ τs
)
=
∑
s
As ⊗ τs
= (1C ⊗ V )∗
(∑
s
Ah ⊗ π(s)
)
(1C ⊗ V ).
Since p is positive, (
∑
s Ah ⊗ π(s)) is a positive operator, and therefore the same is true
about (ψ ⊗ 1k)(T ). It follows then that ψ is completely positive. Applying Arveson’s Extension
Theorem [2,27], we can extend ψ to a completely positive map ψ˜ :Mn → L(C).
Suppose Es,t ∈ Mn has 1 in the (s, t) position and 0 everywhere else. The block operator ma-
trix (Es,t )s,t is positive; by Choi’s Theorem [27, Chapter 3] (ψ˜(Es,t ))s,t ∈ L(⊕N C) is positive,
where N = N(d). Therefore, there exist operators Bs :C →⊕N C, such that B∗s Bt = ψ˜(Es,t ).
Consequently
48 M. Bakonyi, D. Timotin / Journal of Functional Analysis 246 (2007) 31–49Ax = ψ
(
(x)
)= ψ( ∑
x=s−1t
Es,t
)
=
∑
x=s−1t
ψ˜(Es,t ) =
∑
x=s−1t
B∗s Bt .
If we define q(X) =∑s Bs ⊗X(s), then the last equality is equivalent to
p(X) = q(X)∗q(X). 
Note that the factorization of p is usually not unique. The theorem produces a factor B which
has degree at most equal to degp. Also, in case C is finite-dimensional, the resulting space E can
also be taken finite-dimensional, with dimE = N(d)× dimC.
One can rephrase the result of Theorem 7.1 as a decomposition into sum of squares (making
thus the connection with [22]).
Corollary 7.2. If p is a positive polynomial, then there exist a finite number of polynomials
Q1, . . . ,QN , with coefficients in L(C), such that
p(X) =
N∑
j=1
Qj(X)
∗Qj(X). (7.3)
Proof. Since Bs :C →⊕N C, we can write Bs = (B(1)s . . .B(N)s )t . We consider then Qj(X) =∑
s B
(j)
s ⊗X(s), and obtain the required decomposition. 
It is worth comparing the factorization obtained in Theorem 7.1 with the results of [22]
and [26]. In [22] the author considers real polynomials in the indeterminates X1, . . . ,Xm and
Xt1, . . . ,X
t
m; p is positive when any replacement of Xi with real matrices Ai , and of Xti with
the transpose of Ai , leads to a positive semidefinite matrix. The main result is an analogue of
decomposition (7.3) for such polynomials.
The analogue of Theorem 7.1 in [26] deals with the case when the words appearing in the
polynomial are of the form s−1+ t+, where s+, t+ are elements in the free semigroup with m gen-
erators. The positivity hypothesis applies to substitution by unitary matrices, and the conclusion
is a corresponding factorization.
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