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1. Introduction
Let X ∼ p and Y ∼ q be two real-valued random variables. The relative entropy
between X and Y (a.k.a. Kullback-Leibler divergence, see [23]) is defined as
dKL(Y ||X) = dKL(q||p) = Eq
[
log
(
q(Y )
p(Y )
)]
, (1.1)
where Eq [h(Y )] stands for the expectation of h under q. Although not a bona
fide probability distance (absence of symmetry, no triangular inequality), Gibbs’
inequality (see, e.g., [11])
dKL(Y ||X) ≥ 0 with equality if and only if p = q
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entails that dKL(Y ||X) does indeed quantify a particular form of discrepancy (in
terms of the entropies) between the law of X and that of Y . Moreover, letting
dTV(X,Y ) stand for the total variation distance between p and q (a precise
definition is given in Section 3), the Pinsker’s inequality (see, e.g., [11, 15])
2dTV(X,Y ) ≤
√
2dKL(Y ||X) (1.2)
implies that the relative entropy dominates the total variation distance and thus,
also, a large class of classical probability distances (including the Wasserstein
distance, see e.g. [15] for an overview of the interrelations between probability
metrics).
Fix X = N a standard Gaussian random variable and consider absolutely
continuous random variables Y with differentiable density q and finite variance
which we set to 1. Estimates on dKL(Y ||N) are typically obtained through con-
trol of the Fisher information distance (FID) between the law of Y and the
Gaussian, which is defined as
JN (Y ) = Eq
[(
q′(Y )
q(Y )
+ Y
)2]
= I(Y )− 1, (1.3)
with I(Y ) = Eq
[
(q′(Y )/q(Y ))2
]
the Fisher information of Y . The FID can
be viewed as a “local” version of the relative entropy (see, e.g., [3, 7–9, 20]).
Trivially positive, it satisfies
JN (Y ) = 0 if and only if Y
L
= N
so that JN (Y ) indeed quantifies discrepancy (this time in terms of the Fisher
informations) between q and the Gaussian distribution. Finally the FID domi-
nates the total variation distance
dTV(N,Y ) ≤
√
2JN (Y ) (1.4)
(see [20, 32]) so that (similarly as the relative entropy) proximity between the
law of Y and the Gaussian in terms of the Fisher information distance implies
proximity in terms of a wide variety of more classical probability distances.
Fix X = Po(λ) a rate-λ Poisson random variable and consider discrete ran-
dom variables Y with probability mass function q on the positive integers. There
exist at least two “local” versions of (1.1) which have been put to use in the
literature on Poisson convergence, namely the discrete Fisher information
J (Po(λ), Y ) := Eq
[(
λq(Y − 1)
q(Y )
− Y
)2]
(1.5)
introduced in [6] (itself a generalization of an information functional presented
in [21]) and the scaled Fisher information
K(Po(λ), Y ) := λEq
[(
(Y + 1)q(Y + 1)
λq(Y )
− 1
)2]
(1.6)
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introduced in [22]. Both (1.5) and (1.6) are trivially positive and
J (Po(λ), Y ) = K(Po(λ), Y ) = 0 if and only if Y ∼ Po(λ)
so that these pseudo-distances indeed quantify a specific form of discrepancy
between the density q and the Poisson distribution. The scaled Fisher informa-
tion K(Po(λ), Y ) dominates the relative entropy dKL(Po(λ), Y ) (see [22]) and
thus, by Pinsker’s inequality (1.2),
dTV(Po(λ), Y ) ≤
√
2K(Po(λ), Y ). (1.7)
Consequently, as above, proximity in terms of the functional K(Po(λ), Y ) entails
proximity in terms of a wide variety of more classical probability distances.
Inequalities (1.4) and (1.7) are local versions of inequality (1.2) with respect
to a fixed target distribution X. Moreover the three functionals (1.3), (1.5) and
(1.6) are of the form
J (X,Y ) = Eq
[
(r(p, q)(Y ))2
]
for r(p, q) a mean-0 functional which we interpret as a score function. In view
of the fact that Pinsker’s inequality is valid irrespective of the laws of X and
Y , it is natural to enquire whether there exists some universal score function
r(p, q) whose variance J (X,Y ) provides an informative “information distance”
between the laws of X and Y such that (i) J (X,Y ) ≥ 0 with equality if and
only if X
L
= Y , and (ii) J (X,Y ) satisfies the local Pinsker’s inequality
dTV(X,Y ) ≤ κ
√
J (X,Y ) (1.8)
for κ some constant whose value only depends on the properties of the target
distribution p.
A partial answer to this question is already known in case p and q are contin-
uously differentiable probability density functions. Indeed in [24] we introduce
the generalized Fisher information distance
J (X,Y ) := Eq
[(
p′(Y )
p(Y )
− q
′(Y )
q(Y )
)2]
which is a generalization of (1.3) to arbitrary densities p and q (note how, if p
is the standard Gaussian density, we have p′(x)/p(x) = −x so that we recover
J (N,Y ) = JN (Y ) the FID). Under assumptions on the supports of p and q we
prove that J (X,Y ) satisfies (1.8) and, for p the Gaussian, recover the constant
κp =
√
2, and thus inequality (1.4).
The approach developed in [24] is reserved to continuously differentiable dis-
tributions on the real line, and the purpose of the present paper is to cover the
case of discrete distributions. Before delving into the specifics of the discrete
case, we start with an intuitive overview of our approach.
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1.1. Sketch of the approach
Fix [a, b] = {a, a+ 1, . . . , b} a collection of consecutive integers and consider a
random variable X ∼ p with p a discrete probability distribution on [a, b]. Let
∆η be the classical forward (η = 1) or backward (η = −1) difference operator on
Z (see (2.2) for a precise definition) and define the operator T ηp via the duality
relationship
Ep
[
(T ηp f)(X)g(X)
]
= Ep [f(X)∆
ηg(X)] (1.9)
which we require to hold for all bounded functions g on Z and all f belong-
ing to some class F(p) which satisfy the appropriate boundary conditions (see
Definition 2.1). Setting g(x) = 1 in (1.9) we immediately deduce that
Ep
[
(T ηp f)(X)
]
= 0 (1.10)
for all f ∈ F(p); in Theorem 2.1 we prove that the converse also holds true, i.e.
if Y ∼ q and Eq
[
(T ηp f)(Y )
]
= 0 for all f ∈ F(p) then p = q.
Operator T ηp is a generalization of the so-called Stein operators from the
literature on Stein’s method [4, 5, 10, 25] and the resulting characterization
(Theorem 2.1) is a generalization of the so-called density approach adapted to
the discrete setting, see e.g. [16, 31]. In the Appendix A.2, we will discuss specific
examples for various choices of p and show how our operators contain many
of the Stein operators which arise through other (sometimes more complex)
methods, see e.g. [18].
The connection between Stein’s method and information theory is implicit
in the works [6, 19, 32] and is central to [24, 26]. See also the works [27–30]
for alternative general considerations on the connexions between the two topics
in the discrete setting. In this work as well we make use of a variation of this
method, as follows. Given X ∼ p and Y ∼ q two random variables and l some
test function, consider the solution fpl of the difference equation (a.k.a. Stein
equation)
(T ηp fpl )(x) = l(x)− Ep [l(X)] . (1.11)
Much is known, from the literature on Stein’s method, on the properties of the
function fpl for several choices of target p (see, e.g., [5]). Taking expectations
(w.r.t. q) on both sides of (1.11) and using fact (1.10) we get
Eq[l(Y )]− Ep[l(X)] = Eq[(T ηp fpl )(Y )]
= Eq[(T ηp fpl )(Y )− (T ηq fpl )(Y )] (1.12)
under the assumption that fpl ∈ F(q). Furthermore, it is easy to prove (see
(2.4)) that we have the decomposition
(T ηp f)(x)− (T ηq f)(x) = f(x)rη(p, q)(x) + (x) (1.13)
where  has q-mean 0 and rη(p, q) is some functional of the densities p and q
(and not of f) which, as we shall see, turns out to be a score function. Plugging
(1.13) into (1.12) we get
Eq[l(Y )]− Ep[l(X)] = Eq [fpl (Y )rη(p, q)(Y )] . (1.14)
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Now, many probability distances (total variation distance, Kolmogorov distance,
Wasserstein distance,...) can be written under the form
dH(X,Y ) = sup
l∈H
|Eq[l(Y )]− Ep[l(X)]|
for H some class of functions (see, e.g., [25, Appendix C]). Taking suprema on
either side of (1.14) we obtain
dH(X,Y ) = sup
l∈H
Eq [|fpl (Y )rη(p, q)(Y )|] . (1.15)
We will use (Section 3) equality (1.15) to derive generalized Fisher informa-
tion distances (for arbitrary discrete distributions) which we will prove to satisfy
the local Pinsker’s inequality (1.8) with an explicit constant κ. In particular we
will introduce (i) the discrete Fisher information distance
Jgen(X,Y ) = Eq
[(
q(Y − 1)
q(Y )
− p(Y − 1)
p(Y )
)2]
(Section 3.1) which generalizes (1.5) and (ii) the scaled Fisher information dis-
tance
Kgen(X,Y ) = Eq
[(
p(Y )q(Y + 1)
p(Y + 1)q(Y )
− 1
)2]
(Section 3.2) which generalizes (1.6). These are not the only discrete information
distances that can be obtained by our approach, although they are the most
relevant in view of the current literature on the topic. We illustrate (Section 3.3)
an alternative construction in a specific setting related to the recent reference
[14], and show that here as well our inequalities are competitive.
1.2. Outline of the paper
We start, in Section 2, by rigorously defining all the concepts appearing in
Section 1.1. We also provide explicit conditions under which the manipulations
are permitted. In Section 3 we discuss the local Pinsker’s inequalities obtainable
from (1.15) and provide several examples; we also compare our bounds with
those already available in the literature. Finally the Appendix contains details,
proofs and examples from Section 2.
2. Stein’s density approach for discrete distributions
Let G be the collection of probability mass functions p : Z→ [0, 1] with support
Sp := {x ∈ Z : p(x) > 0} a discrete interval [a, b] := {a, a + 1, . . . , b} for
a < b ∈ Z ∪ {±∞}. We will, in the sequel, abuse language by referring to
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probability mass functions as (discrete) densities. Throughout we adopt the
convention that sums running over empty sets equal 0, and that
1
p(x)
=
{ 1
p(x) ifx ∈ Sp
0 otherwise.
(2.1)
Note how, in particular, convention (2.1) implies that p(x)/p(x) = ISp(x), the
indicator of the support Sp. We will write Ep[l(X)] =
∑
x∈Sp l(x)p(x) for p ∈ G
and l a p-summable function. Furthermore we introduce the η-difference oper-
ator
∆ηh(x) =
1
η
(h(x+ η)− h(x)) (2.2)
for all functions h taking their values on Z. (Operators of the form (2.2) are not
the only choice of “discrete derivative operator”; see e.g. [17] for an alternative).
Definition 2.1. Let p ∈ G and |η| = 1. We define (i) the collection Fη(p) of
functions f : Z → R such that ∑bj=a ∆η(f(j)p(j)) = 0, and (ii) the operator
T ηp : Fη(p)→ Z∗ : f 7→ T ηp f given by
T ηp f : Z→ R : x 7→ T ηp f(x) :=
1
p(x)
∆η(f(x)p(x)). (2.3)
We call Fη(p) the class of η-test functions associated with p, and T ηp the η-Stein
operator associated with p.
The first condition in Definition 2.1 (control of the functions at the edges of
the support) ensures that we have the integration by parts formula
Ep
[
(T ηp f)(X)g(X)
]
= −Ep [f(X)∆ηg(X)]
for all functions g for which the above makes sense.
In particular, the class Fη(p) is tailored to ensure that Ep[T ηp f(X)] = 0 for
all f ∈ Fη(p). The following result (whose proof is deferred to the Appendix)
shows that the converse holds true as well.
Theorem 2.1 (Discrete density approach). Fix |η| = 1 and let X be a discrete
random variable with density p ∈ G. Let Y be another discrete random variable
with density q ∈ G. Then Eq[T ηp f(Y )] = 0 for all f ∈ Fη(p) if, and only if,
either P(Y ∈ Sp) = 0 or P(Y ∈ Sp) > 0 and P(Y ≤ z |Y ∈ Sp) = P(X ≤ z) for
all z ∈ Sp.
Theorem 2.1 is a general Stein characterization. Expounding, for η = 1, the
forward difference in (2.3) we get the same expression as [16, Equation (8)]. Our
density approach and theirs are not equivalent, as described in [16, Remark 2.1].
The differences between their assumptions and ours are due to the “difference
of a product” structure of (2.3). Examples wherein we apply Theorem 2.1 to
specific choices of p and further details are discussed in the Appendix.
Fix, for the sake of convenience, Sp = [0, . . . ,M ] and Sq = [0, . . . , N ], for
some integers 0 ≤ N ≤ M ≤ ∞. Note in particular that we hereby ensure the
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crucial assumption Sq ⊆ Sp. Now suppose that Fη(p) ∩ Fη(q) 6= ∅ and choose
some f in this intersection. Then, for this f , we can write
T ηp f(x) = T ηq f(x) + T ηp f(x)− T ηq f(x)
= T ηq f(x) +
1
η
(
∆η(f(x)p(x))
p(x)
− ∆
η(f(x)q(x))
q(x)
)
= T ηq f(x) + f(x+ η)
1
η
(
p(x+ η)
p(x)
− q(x+ η)
q(x)
)
− 1
η
f(x)I[N+1,...,M ](x), (2.4)
where the indicator function equals 0 if M = N . Next let l : Z→ R be a function
such that both Ep[l(X)] and Eq[l(Y )] exist and consider the solution f
p,η
l of the
difference (Stein) equation
T ηp f(x) = l(x)− Ep[l(X)]. (2.5)
As in the proof of Theorem 2.1 (see identities (A.1) and (A.2)) it is easy to show
that the solutions to (2.5) are given by
fp,+l : Z→ R : x 7→
x−1∑
k=0
(l(k)− Ep[l(X)])p(k)
p(x)
(2.6)
for η = 1 (the forward difference operator) and
fp,−l : Z→ R : x 7→
x∑
k=0
(l(k)− Ep[l(X)])p(k)
p(x)
(2.7)
for η = −1 (the backward difference operator). Recall that empty sums are set
to 0. The functions fp,ηl as defined above trivially belong to Fη(p).
To pursue we need the following assumption.
Assumption A : The distributions p and q are such that the solutions fp,ηl of
the Stein equation (2.5) satisfy fp,ηl ∈ Fη(p) ∩ Fη(q) for |η| = 1.
For any given target p it is easy to determine conditions on q and l for Assump-
tion A to be satisfied. These conditions are not restrictive.
Under Assumption A we can take expectations with respect to q on either
sides of (2.4) applied to a solution of (2.5). Since Sq ∩ [N + 1, . . . ,M ] = ∅ we
have I[N+1,...,M ](Y ) = 0. Also Eq
[T ηq fp,ηl (Y )] = 0, through Theorem 2.1 since
fp,ηl ∈ Fη(q) by Assumption A. Hence
Eq[l(Y )]− Ep[l(X)] = Eq
[T ηq fp,ηl (Y )]+ Eq [fp,ηl (Y + η)rη(p, q)(Y )] ,
with
rη(p, q)(x) :=
1
η
(
p(x+ η)
p(x)
− q(x+ η)
q(x)
)
. (2.8)
We have proved the following result.
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Lemma 2.1. Take p, q ∈ G with Sq ⊆ Sp and l : Z → R a function such that
Ep[l(X)] and Eq[l(Y )] exist. Suppose moreover that Assumption A holds. Then
Eq[l(Y )]− Ep[l(X)] = Eq[fp,ηl (Y + η)rη(p, q)(Y )], (2.9)
with fp,ηl as in (2.6) and (2.7) and r
η(p, q) as in (2.8).
Following the terminology from [1, 2, 16] we call (2.9) a Stein (or Stein-
type) identity. Similarly as its counterpart [24, Lemma 3.2] in the absolutely
continuous setting, Lemma 2.1 provides the connection between our version
of the discrete density approach from Theorem 2.1 and discrete information
inequalities.
3. Local Pinsker inequalities
As already mentioned in the introduction, a wide variety of probability metrics
can be written under the form
dH(X,Y ) = sup
l∈H
|Eq[l(Y )]− Ep[l(X)]| (3.1)
for some class of functions H. In particular the total variation distance
dTV(X,Y ) :=
1
2
∑
x∈N
|p(x)− q(x)| = sup
l∈{h}
|Eq [l(Y )]− Ep [l(X)]| ,
where the supremum in the second equality is taken over a set containing one
single function, namely
h(x) :=
1
2
(
I[p(x)≤q(x)] − I[p(x)≥q(x)]
)
= I[p(x)≤q(x)] − 1
2
.
Other distances such as the Kolmogorov, the Wasserstein, the supremum-distance
or the L1-distance can also be written under ¡ the form (3.1) – we refer the reader
to [15] or to [25, Appendix C] for an overview.
In view of (3.1), it is natural to take suprema on either side of (2.9) to deduce
that, whenever Assumption A is satisfied, we have
dH(X,Y ) = sup
l∈H
|Eq [fp,ηl (Y + η)rη(p, q)(Y )]| . (3.2)
Equation (3.2) is a very powerful identity as it permits to identify natural dis-
crete information distances which uniformly dominate all probability distances
of the form (3.1) through an inequality in which only the constant is distance-
dependent. These inequalities being valid for virtually any choice (p, q), we con-
tend that their scope is comparable with that of Pinsker’s inequality (1.2), this
time for local versions of the (discrete) Kullback-Leibler divergence (1.1).
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3.1. Fisher information inequalities via the backward difference
operator
Choose the backward difference operator obtained for η = −1. Identity (2.9)
spells out as
Eq[l(Y )]− Ep[l(X)] = Eq[fp,−l (Y − 1)r−(p, q)(Y )] (3.3)
with r−(p, q)(x) = q(x−1)q(x) − p(x−1)p(x) and with fp,−l as in (2.7). Taking suprema
on either side of (3.3) and applying Cauchy-Schwarz we obtain the following.
Theorem 3.1. Take p, q ∈ G with Sq ⊆ Sp and such that F−(p) ∩ F−(q) 6= ∅.
Let dH(X,Y ) be defined as in (3.1) for some class of functions H, and suppose
that for all l ∈ H the function fp,−l defined in (2.7) exists and satisfies fp,−l ∈
F−(p) ∩ F−(q). Then
dH(X,Y ) ≤ κp,−H
√
Jgen(X,Y ),
where
Jgen(X,Y ) := Eq
[(
q(Y − 1)
q(Y )
− p(Y − 1)
p(Y )
)2]
(3.4)
is the generalized discrete Fisher information distance between the densities p
and q, and
κp,−H := sup
l∈H
√
Eq
[(
fp,−l (Y − 1)
)2]
.
As an application suppose that p and q share the same support. Then we can
write
q(x− 1)
q(x)
− p(x− 1)
p(x)
=
∆−p(x)
p(x)
− ∆
−q(x)
q(x)
so that (3.4) becomes
Jgen(X,Y ) = Eq
[(
∆−p(Y )
p(Y )
− ∆
−q(Y )
q(Y )
)2]
. (3.5)
The distance (3.5) extends the Fisher information distance (1.5) to the compar-
ison of any pair of densities p, q. Taking, in particular, p a Poisson target we
retrieve
Jgen(Po(λ), Y ) = Eq
[((
1− Y
λ
)
− ∆
−q(Y )
q(Y )
)2]
=
1
λ2
Eq
[(
Y − λq(Y − 1)
q(Y )
)2]
,
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which in turn can be expressed as σ
2
λ2 − 2λ + I(Y ) with
I(Y ) = Eq
[(
∆−q(Y )
q(Y )
)2]
the functional proposed in [21] and λ, σ2 the mean and variance of q (see also [6,
equation 3.1]). In the particular case of the Poisson distribution, the function
fpλ,−l (x − 1)/λ is none other than the usual solution of the standard equation
(A.3) for which we know (see [13, Theorem 2.3]) the estimate∥∥∥∥∥fpλ,−l (x− 1)λ
∥∥∥∥∥
∞
≤
(
1−
√
2
eλ
)(
sup
i∈N
l(i)− inf
i∈N
l(i)
)
;
this is useful when l is bounded as is the case, e.g., for the total variation
distance. Moreover, this boundedness of fpλ,−l also ensures that Assumption A
is satisfied whatever q (with support N) we use, hence Theorem 3.1 can be
applied. Since we always have
κp,−H ≤ sup
l∈H
‖fp,−l ‖∞,
we conclude from Theorem 3.1 the information inequality
dTV(Po(λ), Y ) ≤
(
1−
√
2
eλ
)√
σ2 − 2λ+ λ2I(Y ).
Note that, for q = pλ, I(Y ) =
1
λ and σ
2 = λ so that σ2 − 2λ + λ2I(Y ) = 0, as
expected.
The information distance (3.4) bears the defaults of its originator (1.5) : if p
and q do not share the same support then Jgen is infinite. In particular in the
Poisson case the quantity for q with bounded support then, for some k > 0, we
have q(k) > 0 with q(x+ 1) = 0 so that I(Y ) = +∞ (see e.g. the discussion at
the beginning of [22, Section III]). One way to avoid this pathology is through
a change in the derivative (2.2), as follows.
3.2. Fisher information inequalities for the forward difference
operator
Choose the forward difference operator, that is take (2.2) this time with η = 1.
Then r+(p, q)(x) = p(x+1)p(x) − q(x+1)q(x) and fp,+l is of the form (2.6). If the target
distribution p has support N then p(x)/p(x + 1) is finite for all x ∈ N and the
factorization
fp,+l (x+ 1)r
+(p, q)(x) =
{
fp,+l (x+ 1)
p(x+ 1)
p(x)
}(
1− q(x+ 1)p(x)
q(x)p(x+ 1)
)
(3.6)
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is well-defined for all x. We introduce the scaled score function
rsca(p, q)(x) = 1− q(x+ 1)p(x)
q(x)p(x+ 1)
(3.7)
and the analog of Theorem 3.1 is obtained by yet another simple application of
the Cauchy-Schwarz inequality to this factorization.
Theorem 3.2. Take p, q ∈ G with Sq ⊆ Sp and such that F+(p) ∩ F+(q) 6= ∅.
Let dH(X,Y ) be defined as in (3.1) for some class of functions H, and suppose
that for all l ∈ H the function fp,+l , as defined in (2.6), exists and satisfies
fp,+l ∈ F+(p) ∩ F+(q). Then
dH(X,Y ) ≤ κp,+H
√
Kgen(X,Y ), (3.8)
where
κp,+H := sup
l∈H
√√√√Eq [(fp,+l (Y + 1)p(Y + 1)p(Y )
)2]
and
Kgen(X,Y ) = E
[
(rsca(p, q)(Y ))
2
]
= Eq
[(
p(Y )q(Y + 1)
p(Y + 1)q(Y )
− 1
)2]
is the generalized scaled Fisher information between the densities p and q.
In the case p = Po(λ) we have pλ(x + 1)/pλ(x) = λ/(x + 1) so that (3.8)
becomes
dH(Po(λ), Y ) ≤ sup
l∈H
√√√√Eq [(fpλ,+l (Y + 1) λY + 1
)2]√
Kgen(Po(λ), Y )
= sup
l∈H
√√√√√Eq
(fpλ,+l (Y + 1) √λY + 1
)2√K(Po(λ), Y )
with K(Po(λ), Y ) = λKgen(Po(λ), Y ) the scaled Fisher information distance
(1.6). Using a Poincare´ inequality, [22] show that, for q a discrete distribution
with mean λ,
dTV(Po(λ), Y ) ≤
√
2K(Po(λ), Y ). (3.9)
Our Theorem 3.2 allows to improve on this result, through the inequality (see
again [13, Theorem 2.3])∥∥∥∥∥fpλ,+l (x+ 1)x+ 1
∥∥∥∥∥
∞
≤
(
1−
√
2
eλ
)(
sup
i∈N
l(i)− inf
i∈N
l(i)
)
;
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indeed, this inequality combined with Theorem 3.2 yields (under the appropriate
and more general conditions than in [22])
dTV(Po(λ), Y ) ≤
√
λ
(
1 ∧
√
2
eλ
)√
K(Po(λ), Y ). (3.10)
For λ < 2/e, we get 1∧
√
2
eλ = 1 and hence the constant in (3.10) is
√
λ <
√
2/e;
in case λ > 2/e, this constant equals
√
2/e. In both cases our constants improve
on those from (3.9). More generally one easily sees that, for instance, in all
examples considered in [22] our constants are better.
3.3. Other inequalities
In certain cases it is better to work directly from the Stein identity (3.2) without
applying the Cauchy-Schwarz inequality. We illustrate this in the specific case
of approximation of the rank distribution of random matrices over finite fields,
as studied recently in [14].
Let Mn be chosen uniformly from Mat(n, θ) the collection of all n×n matrices
over the finite field Fθ of size θ ≥ 2. Let Qnθ = n− rank(Mn) and let Qθ be its
limiting version as n→∞. Both the distribution of Qnθ (qk,n, k = 0, . . . , n, say)
and that of Qθ (qk, k ≥ 0, say) are known – see [14, equations (1), (2)]. These
distributions satisfy the recurrence relations
qk−1
qk
=
(θk − 1)2
θ
, k ∈ N and qk−1,n
qk,n
=
(θk − 1)2
θ(1− θ−n+k−1) , k ∈ [0, n].
Using (3.2) with forward difference ∆+ and factorization (3.6), the correspond-
ing score function (3.7) simplifies to (for p = qk and q = qk,n)
rsca(Qθ, Q
n
θ )(x) = θ
−n+x
so that
dH(Qθ, Qnθ ) = sup
l∈H
∣∣∣∣E [fθ,+l (Qnθ + 1) θ(θQnθ+1 − 1)2 θ−n+Qnθ
]∣∣∣∣ (3.11)
with fθ,+l the solution to the difference equation (2.5) given by (2.6). See Ap-
pendix A.2 where we outline the setup of Stein’s method via our Theorem 2.1
applied to this choice of distribution.
Inequality (3.11) allows to recover the upper bound from [14, Theorem 1.1].
Indeed it is shown there [14, Lemma 3.3] that
E
[
θQ
n
θ
]
= 2− 1
θn
and
∥∥∥∥∥fθ,+l (x+ 1)(θx+1 − 1)2
∥∥∥∥∥
∞
≤ 1
θ2
+
1
θ3
,
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if l is an indicator function. Plugging these facts into (3.11) we get
dTV(Qθ, Q
n
θ ) ≤
(
1
θ2
+
1
θ3
)
θ−n+1E
[
θQ
n
θ
]
=
(
1
θ2
+
1
θ3
)
θ−n+1
(
2− 1
θn
)
≤ 2(1 + 1/θ)
θn+1
≤ 3
θn+1
for all θ ≥ 2; this is the upper bound from [14, Theorem 1.1].
One can also, using Ho¨lder’s inequality in (3.11), obtain bounds on the total
variation distance in terms of higher moments E
[
θkQ
n
θ
]
, k ≥ 1. Initial com-
putations show that the resulting inequalities are of equivalent rate but with
constants depending on θ and bigger than 3. It would be interesting to enquire
whether better inequalities are obtainable by exploiting the flexibility in (3.2).
This is outside of the scope of the present article.
Appendix A: Details from Section 2
A.1. Proof of Theorem 2.1
If P(Y ∈ Sp) = 0, the equivalence holds trivially so that we can take P(Y ∈
Sp) > 0. We first check sufficiency. The equality P(Y ≤ z |Y ∈ Sp) = P(X ≤ z)
for all z ∈ Sp can be rewritten as P(Y = z) = P(X = z)P(Y ∈ Sp), hence
as q(z) = p(z)P(Y ∈ Sp), for all z ∈ Sp. Bearing in mind that the operator
T ηp f(x) = 0 for all x /∈ Sp, the sufficiency is easily established through
Eq[T ηp f(Y )] = P(Y ∈ Sp)
∑
x∈Sp
∆η(f(x)p(x)) = 0,
the last equality following by definition of the class Fη(p). Next, to see the ne-
cessity, define, for z ∈ Z, the functions lz(k) := (I(−∞,z]∩Z(k)−P(X ≤ z))ISp(k)
for k ∈ Z and define
fp,+1z : Z→ R : x 7→
1
p(x)
x−1∑
k=a
lz(k)p(k) (A.1)
and
fp,−1z : Z→ R : x 7→
1
p(x)
x∑
k=a
lz(k)p(k). (A.2)
Clearly these functions satisfy ∆η(fp,ηz (x)p(x)) = lz(x)p(x) so that, in particu-
lar, fp,ηz ∈ Fη(p) and
T ηp fp,ηz (x) = lz(x)
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for all x ∈ Sp. Consequently, for this choice of test function we obtain∑
x∈Sp
T ηp fp,ηz (x)q(x) =
∑
x∈Sp
lz(x)q(x)
= P(Y ≤ z ∩ Y ∈ Sp)− P(Y ∈ Sp)P(X ≤ z),
which, in combination with the hypothesis Eq
[T ηp fp,ηz (Y )] = 0, finally yields
P(Y ≤ z |Y ∈ Sp) = P(X ≤ z) for all z ∈ Sp, whence the claim.
A.2. Examples of Stein operators
Theorem 2.1 extends and unifies many corresponding results from the literature,
as will be shown through the following examples.
Take p(x) = pλ(x) the density of a mean-λ Poisson random variable. Then
the class F+(p) =: F+(λ) is composed of all functions f : Z→ R such that (i)
x 7→ ∆+(f(x)pλ(x)) is summable over N and (ii) f(0)pλ(0) = limx→∞ f(x)pλ(x)
(which in most cases equals 0). In particular, F+(λ) contains the set of bounded
functions f such that f(0) = 0 (this border requirement is necessary in order to
belong to F+, see Definition 2.1(i)), for which simple computations show that
T +λ f(x) =
(
λ
x+ 1
f(x+ 1)− f(x)
)
IN(x).
This operator coincides with that discussed in [16, page 6]. One could also
consider only functions of the form f(x) = xf0(x) for f0 such that x 7→ xf0(x) ∈
F+(λ) in which case no restriction on f0(0) (other than that it be finite) is then
necessary to ensure the required border behaviour. Plugging such functions into
(2.3) and simplifying accordingly we obtain
T˜ +λ f(x) := (λf0(x+ 1)− xf0(x)) IN(x), (A.3)
which is none other than the standard operator for the Poisson distribution.
Most authors refer to (A.3) as the Stein operator for the Poisson distribution
although there are, of course, many more operators for this distribution which
can be obtained from (2.3). One can, for instance, change the parameterization
of the class F(λ) through “pre-multiplication” of the form f(x) = c(x)f0(x). See
[16] for more on this approach. Another way of constructing Stein operators is
by making use of the backward difference, for which the class F−(p) =: F−(λ)
is composed of all functions f : Z → R such that (i) x 7→ ∆−(f(x)pλ(x)) is
summable over N and (ii) limx→∞ f(x)pλ(x) = 0. Here no border condition is
necessary because pλ(−1) = 0. For such f the operator becomes, after simplifi-
cation,
T −λ f(x) =
(
f(x)− x
λ
f(x− 1)
)
IN(x)
which is, up to a scaling and a shift, equivalent to the standard operator (A.3).
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Next let p be the density of Sn, the number of white balls added to the Po´lya-
Eggenberger urn by time n, with initial state α ≥ 1 white and β ≥ 1 black balls.
We know, e.g. from [16], that
p(k) = P (Sn = k) =
(
n
k
)
(α)k (β)n−k
(α+ β)n
for k = 0, . . . , n, with (x)0 = 1 and otherwise (x)k = x(x + 1) · · · (x + k − 1)
the rising factorial. Writing out the classes Fη(p) and the operators (2.3) in all
generality for these distributions is of little practical or theoretical interest; in
particular the resulting objects are hard to manipulate (see the discussion in
[16]). It is much more informative to directly restrict one’s attention to specific
subclasses. For instance it is easy to see that F+(p) =: F+(α, β) contains all
functions of the form f(x) = xf0(x) with f0 bounded and, for these f , the
operator is of the form
T˜ +(α,β)f(x) =
(
(n− x)(α+ x)
β + n− x− 1 f0(x+ 1)− xf0(x)
)
I[0,n](x).
Likewise F−(p) =: F−(α, β) contains all functions of the form f(x) = (n −
x)f0(x) with f0 bounded and, for these f , the operator is of the form
T˜ −(α,β)f(x) =
(
(n− x)f0(x)− f0(x− 1) x
α+ x− 1(β + n− x)
)
I[0,n](x).
Of course many variations on the above are imaginable. For instance one could
also choose to consider functions of the form f(x) = x(β+n−x)f0(x); plugging
these into (2.3) yields the operator discussed in [16, equation 7].
Thirdly we consider p belonging to the Ord family of distributions, that is
we suppose that there exist s(x) and τ(x) such that
p(x+ 1)
p(x)
=
s(x) + τ(x)
s(x+ 1)
,
with s(a) = 0 (if finite) and s(x) > 0 for a < x ≤ b. For an explanation on
these notations see [31, equations (11) and (12)]. Writing out the classes Fη(p)
and the operators (2.3) in all generality is again of little practical or theoretical
interest. Note however that F+(p) =: F+(s, τ) contains all functions f : Z→ R
which are of the form f(x) = f0(x)s(x) with f0 some bounded function. For
these f , the operator writes out
T˜ +(s,τ)f(x) = ((s(x) + τ(x))f0(x+ 1)− s(x)f0(x)) I[a,b](x),
and we retrieve the operator presented in [31]. Similarly for the backward oper-
ator we see that F−(p) =: F−(s, τ) contains all functions f : Z→ R such that
(i) x 7→ f(x)p(x) is bounded over Sp and (ii) limx→b f(x)p(x) = 0. For these f ,
the operator writes out
T˜ −(s,τ)f(x) =
(
f(x)− s(x)
s(x− 1) + τ(x− 1)f(x− 1)
)
I[a,b](x).
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There are, of course, many variations on the approaches presented above.
Consider next any distribution p on [0, n] satisfying the recurrence
a(x)p(x− 1) = b(x)p(x) for all x ∈ Z (A.4)
with a(x) and b(x) some functions such that a(x) 6= 0 for all x ∈ [0, n] and
b(0) = 0. Suppose furthermore that a(n + 1) = 0 (if n is finite). Then F+(p)
contains all functions of the form f(x) = b(x)f0(x) with f0 some bounded
function. For these f , the operator writes out
T +(a,b)f(x) = (a(x+ 1)f0(x+ 1)− f0(x)b(x)) I[0,n](x),
and we hereby recover [14, Lemma 2.1]. The specific distributions studied in
Section 3.3 are obtained by taking
an(x) = θ(1− θ−n+x−1) and bn(x) = (θx − 1)2
(distribution of Qnθ ) and
a(x) = θ and b(x) = (θx − 1)2,
(distribution of Qθ).
Finally choose p with support [0, N ] for some N > 0 and represent it as a
Gibbs measure, that is, write
p(x) =
eV (x)ωx
x!Z I[0,N ](x)
with N some positive integer, ω > 0 fixed, V a function mapping [0, N ] to R
and V (k) = −∞ for k > N , and Z the normalizing constant. This is always
possible, although there is no unique choice of representation (see [12]). Then
Fη(p) =: Fη(V, ω) is composed of all functions f : Z → R which satisfy the
summability requirements and such that either f(0)p(0) = 0 (if η = 1) or
f(N)p(N) = 0 (if η = −1). In particular, F+(V, ω) contains functions of the
form f(x) = xf0(x) with f0 bounded and, for these f , the operator is of the
form
T˜ +(V,ω)f(x) =
(
eV (x+1)−V (x)ωf0(x+ 1)− xf0(x)
)
I[0,N ](x); (A.5)
this corresponds to the Stein operator presented in [12]. Likewise if N <∞ then
F−(V, ω) contains functions of the form f(x) = (N − x)f0(x) with f0 bounded
and, for these f , the operator is of the form
T˜ −(V,ω)f(x) =
(
f0(x)(N − x)− x(N − x+ 1)e
V (x−1)−V (x)
ω
f0(x− 1)
)
I[0,N ](x)
and, if N = ∞, then f(x) = f0(x) with f0 bounded suffices and the operator
is equivalent to (A.5). Again a number of other parameterizations of the class
Fη(V, ω) can be considered, each leading to an alternative form of operator.
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