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The paper describes several algorithms related to a problem of computing the local
dimension of a semialgebraic set. Let a semialgebraic set V be deflned by a system of
k inequalities of the form f ‚ 0 with f 2 R[X1; : : : ; Xn], deg(f) < d, and x 2 V . An
algorithm is constructed for computing the dimension of the Zariski tangent space to V
at x in time (kd)O(n). Let x belong to a stratum of codimension lx in V with respect to
a smooth stratiflcation of V . Another algorithm computes the local dimension dimx(V )
with the complexity (k(lx + 1)d)O(l
2
xn). If l = maxx2V lx, and for every connected
component the local dimension is the same at each point, then the algorithm computes
the dimension of every connected component with complexity (k(l + 1)d)O(l
2n). If V
is a real algebraic variety deflned by a system of equations, then the complexity of
the algorithm is less than kdO(l
2n), and the algorithm also flnds the dimension of the
tangent space to V at x in time kdO(n). When l is flxed, like in the case of a smooth
V , the complexity bounds for computing the local dimension are (kd)O(n) and kdO(n)
respectively. A third algorithm flnds the singular locus of V in time (kd)O(n
2).
c° 1999 Academic Press
1. Introduction
Finding efiectively the dimension of a semialgebraic set over a real closed fleld is a
fundamental problem in computer algebra. The paper attempts to give a partial solution
of this problem.
In what follows, the model of computation will be Blum{Shub{Smale (BSS) Blum
et al. (1989) and Blum et al. (1997) and the default complexity bounds refer to BSS.
However, all our algorithms are valid also for the bit (Turing machine) model, in which
case we will explicitly mention the model and specify the dependence of the complexity
on the bit sizes of integers involved.
Let a semialgebraic set V ‰ Rn be deflned by a system of polynomial inequalities
f1 ‚ 0& ¢ ¢ ¢&fk1 ‚ 0&fk1+1 > 0& ¢ ¢ ¢&fk > 0; (1)
with fi 2 R[X1; : : : ; Xn] and the degrees deg(fi) < d. If polynomials fi have integer
coe–cients, let their absolute values be less than 2M .
The flrst subexponential upper complexity bound for the dimension problem in the
bit model, MO(1)(kd)O(n
10), was obtained by Grigoriev (1988) as an application of his
singly exponential (in number of variables) algorithm for deciding the flrst-order theory
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of reals. A more precise bound due to Renegar (1992) allows us to construct an algorithm
with complexity (kd)O(dim(V )codim(V )) (see Theorem 3.1). An algorithm with the bound
(kd)O(n
2) also follows from a complexiflcation algorithm of Roy and Vorobjov (1996).
However, the problem of obtaining the upper complexity bound (kd)O(n) is still open;
observe that if V is a real algebraic variety deflned by a system of equations, then the
target upper bound is kdO(n). These bounds coincide with the best known upper bounds
for existential theory of reals, and therefore could hardly be improved without signiflcant
progress in the latter. We will refer to algorithms with such kind of bounds as \efiective".
A similar problem arises for algebraic varieties over algebraically closed flelds. Here
the flrst subexponential upper bound for the bit model,
MO(1)dO(n
2);
was obtained by Chistov (1984) and Grigoriev (1984) as a trivial corollary to an algorithm
for flnding all irreducible components of a variety defled over a broad class of algebraically
closed flelds. This algorithm essentially involves polynomial factorization, therefore is
not parallelizable, and, apparently cannot be implemented on BSS. Giusti and Heintz
(1993) proposed a \well parallelizable" algorithm for computing the dimension over the
algebraically closed fleld of any characteristic in non-uniform polynomial sequential time
in dn. The paper of Giusti and Heintz implies only a probabilistic uniform algorithm
with complexity dO(n). An important breakthrough was made by Chistov (1996), he
constructed a dO(n)-algorithm for a–ne and projective varieties over a broad class of
algebraically closed flelds of zero characteristic. In Chistov (1997) that algorithm was
generalized to compute the dimensions of all irreducible components of such varieties. It
should be noted that algorithms from Chistov (1996, 1997), are employing polynomial
factorization, thus are apparently non-parallelizable and restricted to certain flelds of
coe–cients. The work of Koiran (1997) also discusses the algebraically closed case.
To illustrate the di–culties one encounters when passing from the algebraically closed
case to the real case, observe (Chistov, 1996, see also Koiran, 1997) that a probabilistic
efiective algorithm for computing the dimension is trivial for varieties over algebraically
closed flelds: for every i; 0 < i • n, the algorithm takes randomly a linear subspace Li,
with dim(Li) = i, and decides in time dO(n), using Chistov (1984) and Grigoriev (1984),
whether the intersection of the variety with Li is a flnite set. The largest i, with Li
having this property, determines the dimension n¡ i of the variety. On the other hand,
in Rn, a generic subspace of a given dimension need not intersect a variety properly,
particularly in a neighbourhood of a singular point. For a real variety V , the existence
of a probabilistic dimension algorithm with the complexity bound (kd)O(n) is an open
problem.
In this paper, we propose an efiective algorithm for computing the dimension of
a tangent space to a real algebraic variety (deflned by a system of equations) at a
given (possibly non-smooth) point x (Theorem 4.1). For a general semialgebraic set
V and arbitrary point x 2 V we construct an algorithm for computing dimx(V )
with complexity (k(l + 1)d)O(l
2n), where l is the \depth" of the stratum of a smooth
stratiflcation containing x, a parameter not exceeding the codimension of that stratum
in V (Theorem 7.1). Thus, the algorithm is efiective unless x is \too singular". It follows
that in a particular case of every connected component of V having the same local
dimension at each of its points (e.g. for smooth V ), the algorithm will compute the
dimension of each component. We give a proof of the bound (kd)O(dim(V )codim(V )) for the
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computing of global dimension dim(V ) (Theorem 3.1). We also construct an algorithm
with complexity kdO(n
2) for flnding the singular locus of a real variety (Theorem 5.1). As
it was already noted, both BSS and Turing machine models can be used, in particular
our algorithms are well parallelizable.
A preliminary version of this paper (Vorobjov, 1998) appeared in Proceedings of 30th
ACM Symposium on Theory of Computing.
2. Computer Algebra Background
Let R be an arbitrary real closed fleld (see, e.g. Bochnak et al., 1987) and an element
" > 0 be inflnitesimal relative to elements of R. The latter means that for any positive
element a 2 R inequalities 0 < " < a are valid in the ordered fleld R("). Obviously, the
element " is transcendental over R. We denote by R" the (unique up to isomorphism)
real closure of R("), preserving the order on R.
The following \transfer principle" is true (see, e.g. Bochnak et al., 1987). If R0; R00
are real closed flelds with R0 ‰ R00 and ¥ is a closed (without free variables) formula of
the flrst-order theory of the fleld R0, then ¥ is true over R0 ifi ¥ is true over R00.
For a semialgebraic set V ‰ Rn1 deflned by a certain formula ' of the flrst-order theory
of the real closed fleld R1 and for a real closed fleld R2 ¾ R1, we deflne the extension
V (R2) ‰ Rn2 of V as the semialgebraic set given in Rn2 by the same formula '. In what
follows we omit super-index (R2) in V (R2) as this will not lead to ambiguity.
Definition 2.1. Let R be a real closed fleld. We say that point x = (x1; : : : ; xn) 2 Rn
is given in a standard representation with degree D if the following data is provided.
(1) A system of univariate polynomial inequalities
“0 = 0&“1 ⁄1 0& : : :&“t ⁄t 0; (2)
where “j 2 R[Z], ⁄j 2 f=; <;>g, “j = dj“0=dZj for j > 0, t = deg(“0)¡ 1, and
µ is a solution of (2) (by Thom’s Lemma, see Bochnak et al., 1987), µ is the unique
solution of the system; the degree deg(“0) = t+ 1 < D.
(2) Polynomial expressions xi = »i(µ), where
»i 2 R[Z]; deg(»i) < D:
If the polynomials “0 and »i have integer coe–cients of bit sizes less than N , then
we use the term \standard representation of the size (N;D)".
Proposition 2.1. (Renegar, 1988, 1992) Let the semialgebraic set V ‰ Rn be
deflned by the system of inequalities (1), with fi 2 R[X1; : : : ; Xn] and the degrees
deg(fi) < d. There is an algorithm which decides whether V 6= ;, and if yes, produces a
flnite set
fx(1); : : : ; x(s)g ‰ V;
such that every connected component of V contains at least one x(i). Every x(i) is given
in a standard representation with degree (kd)O(n).
The number of points, s, and the complexity of the algorithm do not exceed (kd)O(n).
In the bit model polynomials, fi have integer coe–cients with absolute values less than
2M ; then the points x(i) are given in a standard representation of size
(MO(1)(kd)O(n); (kd)O(n));
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and the complexity does not exceed MO(1)(kd)O(n). If V is deflned by equations only, then
the above bounds reduce to kdO(n) and MO(1)kdO(n) respectively.
Remark 2.1. The algorithm from Proposition 2.2 is purely \symbolic", in particular, it
is valid for input polynomials with coe–cients in an arbitrary real closed fleld R, provided
the model of computation is deflned over R.
The symbolic nature of Renegar’s algorithm also implies the following generalization
(see also Grigoriev and Vorobjov, 1988).
Proposition 2.2. Let for the sequence of inflnitesimals "1; : : : ; "l the element "i be
inflnitesimal relative to R("1; : : : ; "i¡1). Let
x = (x1; : : : ; xn) 2 Rn
be given in a standard representation with degree d1; the coe–cients of the system (1) be
polynomials in x1; : : : ; xn and in "1; : : : ; "l of degrees less than d2 and d3 respectively. In
the bit model x, is given in a standard representation of size (M1; d1), and coe–cients of
system (1) in X1; : : : ; Xn; x1; : : : ; xn; "1; : : : ; "l are integers of sizes less than M2. There
is an algorithm which decides whether V 6= ;, and if yes, produces a flnite set
fx(1); : : : ; x(s)g ‰ V;
such that every connected component of V contains at least one x(i). Every x(i) is given
in a standard representation with degree d1d2d3(kd)O(n). The number of points, s does
not exceed (kd)O(n). The complexity of the algorithm is less than
d
O(l)
1 d
O(l+n)
2 d
O(l)
3 (kd)
O(nl):
In the bit model, the complexity upper bound is
M
O(1)
1 M
O(1)
2 d
O(l)
1 d
O(l+n)
2 d
O(l)
3 (kd)
O(nl):
If V is deflned only by equations, then the complexity bounds reduce to
kd
O(l)
1 d
O(l+n)
2 d
O(l)
3 d
O(nl)
and
M
O(1)
1 M
O(1)
2 kd
O(l)
1 d
O(l+n)
2 d
O(l)
3 d
O(nl)
respectively.
Proof. Substitute the expressions »j from the deflnition of the standard representation
of x into coe–cients of polynomials fi, and consider the element µ as a new variable. This
might require considering all dO(n)2 d
O(l)
3 d
O(n) monomials of polynomials fi. Performing
only arithmetic operations (no divisions) on coe–cients of polynomials fi, the algorithm
from Proposition 2.1 flnds a system of polynomial inequalities in variable µ with
coe–cients from R["1; : : : "l], of degree in "1; : : : ; "l, and µ not exceeding d1d2d3(kd)O(n)
(and thus containing (d1d2d3)O(l)(kd)O(nl) monomials) such that for the flxed µ,
satisfying (2), that system is satisfled ifi V 6= ;. It remains to apply the algorithm
from Proposition 2.1 to this system with added O(d1) inequalities (2). The extended
system has only one variable, µ, which implies the required complexity bound.2
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Definition 2.2. For a flnite set of polynomials
f1; : : : ; fk 2 R[X1; : : : ; Xn];
any non-empty set of the form
ff1 ⁄1 0; : : : ; fk ⁄k 0g ‰ Rn;
with ⁄i 2 f=; >;<g is called (f1; : : : ; fk)-cell.
Clearly, any two distinct (f1; : : : ; fk)-cells have the empty intersection.
Proposition 2.3. (Grigoriev, 1988) Let for polynomials
f1; : : : ; fk 2 R[X1; : : : ; Xn];
the degrees deg(fi) < d for any i 2 f1; : : : ; kg. There is an algorithm which lists all
(f1; : : : ; fk)-cells in time (kd)O(n). If, in the bit model, polynomials fi have integer
coe–cients with absolute values less than 2M , then the running time is MO(1)(kd)O(n).
Remark 2.2. Observe that for V deflned by (1) and for any (f1; : : : ; fk)-cell C either
C ‰ V or C\V = ;. It easily follows that, using Propositions 2.1 and 2.3, one can list all
(f1; : : : ; fk)-cells contained in V in time (kd)O(n) (or MO(1)(kd)O(n) in the bit model).
The following proposition is a corollary to the main theorem from Renegar (1992) on
efiective quantifler elimination in the flrst-order theory of the reals. Similar, albeit less
precise, upper bound was obtained by Heintz et al. (1990).
Proposition 2.4. (Renegar, 1988) Let V ‰ Rn be deflned by (1) with fi 2
R[X1; : : : Xn] and the degrees deg(fi) < d for any i 2 f1; : : : ; kg. There is an algorithm
which flnds the projection …(V ) of V on a coordinate subspace of coordinates X1; : : : ; Xm
(m • n) in time (kd)O(m(n¡m)) (or MO(1)(kd)O(m(n¡m)) in the bit model). Herewith,
…(V ) is deflned by a formula _
1•i•I
^
1•j•Ji
(hij ⁄ij 0);
where
hij 2 R[X1; : : : Xm]; deg(hij) • (kd)O(n¡m);
⁄ij 2 f=; >;‚g; I • (kd)O(m(n¡m)); Ji • (kd)O(n¡m):
The number of distinct polynomials hij is (kd)O(n¡m). In the bit model polynomials, fi
have integer coe–cients with absolute values less than 2M ; then the coe–cients of the
polynomials hij will be integers of bit size at most (M +m)(kd)O(n¡m).
The following proposition is a corollary to a theorem of Roy and Vorobjov (1996) on
the complexiflcation and irreducible components of a semialgebraic set.
Let Bx(r) (respectively, Sx(r)) be an an open n-ball (respectively, (n ¡ 1)-sphere) of
the radius r > 0; r 2 R centred at x 2 Rn. For a point x 2 V , the local dimension
dimx(V ) of V at x is the dimension of the intersections V \ Bx(r) for all su–ciently
small 0 < r 2 R.
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Proposition 2.5. (Roy and Vorobjov, 1996) Let V ‰ Rn be a variety deflned by
a system of equations f1 = ¢ ¢ ¢ = fk = 0, where fi 2 R[X1; : : : ; Xn], and the degrees
deg(fi) < d for all k 2 f1; : : : ; kg. In the bit model integer coe–cients of polynomials fi
have absolute values less than 2M . Let p be an integer such that 0 • p • dim(V ). There is
an algorithm for computing the Zariski closure cl(Vp) of the set Vp = fxj dimx(V ) • pg.
Herewith, cl(Vp) is represented by an equation g = 0 with g 2 R[X1; : : : ; Xn] and deg(g) •
dO(n). The complexity of the algorithm does not exceed kdO(n
2) (or MO(1)kdO(n
2) in the
bit model).
3. An Algorithm for the Global Dimension
Let V ‰ Rn be a semialgebraic set deflned as in Propositions 2.1 and 2.4.
Theorem 3.1. There is an algorithm for computing the dimension dim(V ) with com-
plexity (kd)O(dim(V )codim(V )) (or
MO(1)(kd)O(dim(V )codim(V ))
in the bit model). If V is deflned only by equations, then the complexity is
kdO(dim(V )codim(V )) (respectively,
MO(1)kdO(dim(V )codim(V ))):
Proof. The algorithm is based on the fact that dim(V ) coincides with the largest
p 2 f0; 1; : : : ; ng such that there exists a p-dimensional coordinate subspace Lp with
the projection …(V ) of V on Lp having the dimension dim(…(V )) = p. Computation of
the projection is performed with the help of the procedure from Proposition 2.4. We now
describe a subroutine for checking the equality dim(…(V )) = p.
According to Proposition 2.4, …(V ) ‰ Lp is represented by a formula_
1•i•I
^
1•j•Ji
(hij ⁄ij 0);
where ⁄ij 2 f=; >;‚g. Observe that dim(…(V )) = p ifi there exists i 2 f1; : : : ; Ig such
that
dim
ˆ( ^
1•j•Ji
(hij ⁄ij 0)
)!
= p:
To check the latter equality, the algorithm represents( ^
1•j•Ji
(hij ⁄ij 0)
)
;
as a union of (fhijg) cells using Proposition 2.3, that is, by a formula_
1•a•A
^
1•b•Ba
(gab ⁄ab 0);
where each gab · hij for some j, and ⁄ab 2 f=; >;<g (i.e. only equations and strict
inequalities occur). Obviously, dim(…(V )) = p ifi there exists a 2 f1; : : : ; Ag such that
dim
ˆ( ^
1•b•Ba
(gab ⁄ab 0)
)!
= p:
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The latter equality is true ifi for each b 2 f1; : : : ; Bag, the symbol ⁄ab is either > or <.
This completes the description of the algorithm.
The complexity bound of the algorithm is a straightforward composition of the bounds
from Propositions 2.3 and 2.4. 2
4. Computing the Dimension of a Zariski Tangent Space
Let V ‰ Rn be a real algebraic variety (deflned by a system of equations), and x 2 V
be a (possibly non-smooth) point. A tangent line L to V at x is a straight line which
intersects V at x with a multiplicity greater than 1. The tangent space Tx to V at x is
the union of all tangent lines to V at x. More precisely, let F1; : : : ; Fm form a basis of
the ideal of (all polynomials vanishing on) V .
Definition 4.1. (see, e.g. Shafarevich, 1974; Bochnak et al., 1987) The
(Zariski) tangent space Tx to Vx at x is an a–ne subspace
Tx =
( X
1•i•n
@F1
@Xi
(x)(Xi ¡ xi) = ¢ ¢ ¢ =
X
1•i•n
@Fm
@Xi
(x)(Xi ¡ xi) = 0
)
:
It is well known (Bochnak et al., 1987), that the local dimension dimx(V ) does not
exceed dim(Tx), and that x 2 V is smooth ifi dimx(V ) = dim(Tx).
Lemma 4.1. A line L through x 2 V lies in Tx ifi there exist two sequences, faigi and
fbigi, of points in V n fxg both converging to x such that if Li is a secant line containing
ai and bi, then the sequence of lines fLigi converges to L.
A proof of this lemma can be obtained by a straightforward modiflcation of a proof of
a similar claim for a tangent cone (see, e.g. Shafarevich, 1974; Cox et al., 1992).
Let – > 0 be inflnitesimal relative to R, " > 0 be inflnitesimal relative to R(–), and R–;"
denote the real closure of R(–; "). Recall the convention in Section 2 that, a semialgebraic
set and its extension over a larger real closed fleld have the same notation.
In what follows A ¢B for two vectors A and B denotes the inner product of A and B.
For a real closed fleld R, for an m-dimensional coordinate subspace Lm ‰ Rn and x 2 Rn
denote by Lm(x) an a–ne subspace parallel to Lm and containing x.
Lemma 4.2. For a point x 2 V ‰ Rn, let dim(Tx) > p¡ 1. Then there exists a (n¡ p)-
dimensional a–ne subspace Ln¡p(x) such that the formula
8Y 8Z8W
ˆˆ
(Y; Z 2 V \Bx("))&(Y 6= Z)&(W 2 Ln¡p(x))&
&(W 6= x)
!
)
ˆflflflflfl Y ¡ ZkY ¡ Zk ¢ W ¡ xkW ¡ xk
flflflflfl < 1¡ –
!!
; (3)
over the fleld R–;" is true ifi dim(Tx) = p.
Proof. Let (3) be true, and suppose that dim(Tx) > p. By Lemma 4.1, for any unit
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vector l in Tx there is a pair of points a; b 2 V \Bx(") such thatflflflflfl a¡ bka¡ bk ¢ l
flflflflfl > 1¡ –:
Observe that dim(Ln¡p(x)\Tx) > 0, since dim(Tx) > p and Ln¡p(x)\Tx 6= ; (contains
x). It follows that the intersection Ln¡p(x) \ Tx contains a unit vector, which we can
take as l.
Now choose a point w 2 Ln¡p(x) so that the vector w¡ x is non-zero and collinear to
l. We obtain a contradiction with (3).
Conversely, let dim(Tx) = p. As Ln¡p take any (n¡p)-dimensional coordinate subspace
such that Ln¡p(x) intersects Tx transversally at x. Then Lemma 4.1 implies (3). 2
Remark 4.1. Formula (3) does not formally belong to the flrst-order theory of reals
because of occurrences of square roots and divisions. However, it can obviously be
rewritten as a flrst-order formula by squaring and multiplying by the denominator.
Remark 4.2. Lemma 4.2 obviously remains true if (3) is replaced by the formula
9(D > 0)9(E0 > 0)8(0 < E < E0)8Y 8Z8Wˆˆ
(Y; Z 2 V \Bx(E))&(Y 6= Z)&(W 2 Ln¡p(x))&(W 6= x)
!
)
ˆflflflflfl Y ¡ ZkY ¡ Zk ¢ W ¡ xkW ¡ xk
flflflflfl < 1¡D
!!
;
over the fleld R, which is equivalent to the formula
'x = 9D9E08E8Y 8Z8W
ˆ
(D > 0)&(E0 > 0)
&
ˆˆ
(0 < E < E0)&(Y; Z 2 V \Bx(E))
&(Y 6= Z)&(W 2 Ln¡p(x))&(W 6= x)
!
)
ˆflflflflfl Y ¡ ZkY ¡ Zk ¢ W ¡ xkW ¡ xk
flflflflfl < 1¡D
!!!
(4)
with unbounded quantiflers. Here D, E0, and E are new variables playing the role of the
pair –; " in (3). In (4) no inflnitesimals occur. On the other hand, (3) is a purely existential
formula which is useful is some situations, as in the proof of Theorem 4.1 below. Also,
Lemma 4.2 with (3) implies the upper bound dO(n) on the number of the connected
components of the singular locus of V (cf. Theorem 5.1 below), while a straightforward
use of (4) would lead to the bound dO(n
2).
Theorem 4.1. Let V ‰ Rn be a variety deflned by a system of equations f1 = ¢ ¢ ¢ =
fk = 0, where fi 2 R[X1; : : : ; Xn], and the degrees deg(fi) < d for all k 2 f1; : : : ; kg.
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In the bit model integer coe–cients of polynomials fi have absolute values less than 2M .
Let x 2 V be given in a standard representation with degree d1 (of size (M1; d1) in
the bit model). There is an algorithm for computing dim(Tx) in time kd
O(1)
1 d
O(n) (or
M
O(1)
1 M
O(1)kd
O(1)
1 d
O(n) in the bit model).
Proof. The algorithm applies recursively (for sequentially increasing values of p,
starting with p = 0) the test described in Lemma 4.2. The recursion terminates, and
outputs p, when the flrst value of p is reached for which formula (3) is true. To verify (3),
the algorithm represents the quantifler-free part of the formula’s negation in a disjunctive
normal form, so that the veriflcation reduces to checking consistency of a certain concrete
number of systems of polynomial inequalities. Herewith the consistency is checked using
Proposition 2.1. The complexity estimate follows from the bound in that proposition. 2
5. Computing the Singular Locus of a Variety
The following theorem improves on the previously known upper complexity bound
kdO(n
4) for computing the singular locus of a real algebraic variety (Rannou, 1998).
Let V ‰ Rn be a real algebraic variety deflned as in Theorem 4.1.
Theorem 5.1. There is an algorithm which flnds the singular locus Sing(V ) of V in
time kdO(n
2) (or MO(1)kdO(n
2) in the bit model). Herewith, Sing(V ) is represented by a
formula _
1•i•I
^
1•j•Ji
(hij ⁄ij 0);
where
hij 2 R[X1; : : : Xn]; deg(hij) • dO(n);
⁄ij 2 f=; >g; I • dO(n2); Ji • dO(n):
The number of distinct polynomials hij does not exceed dO(n). In the bit model coe–cients
of the polynomials hij will be integers of bit size at most (log kM)O(1)dO(n).
Proof. Firstly, the algorithm computes the dimension of the variety V using the
procedure from Theorem 3.1. Let dim(V ) = p.
The variety V can be represented as a disjoint union V = V=p [ V<p, where
V=p = fx 2 V jdimx(V ) = pg;
V<p = fx 2 V j dimx(V ) < pg:
Observe that V<p ‰ Sing(V ). The algorithm uses the procedure from Proposition 2.5 to
flnd the Zariski closure cl(V<p) ‰ V of V<p. According to Proposition 2.5, the procedure
represents cl(V<p) by a single equation, say, g = 0 with deg(g) • dO(n).
Now we describe how the algorithm flnds the rest of the singular points of V . According
to Lemma 4.2 and Remark 4.2,‰ ^
Ln¡p
:'x
¾
= (V=p \ Sing(V )) [W; (5)
where the conjunction runs over all (n ¡ p)-dimensional coordinate subspaces Ln¡p of
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Rn, x in the formula 'x (see (4)) is considered as a free variable, and W is a subset
of V<p which might be empty. The algorithm eliminates quantiflers in each conjunction
member of (5), by iterating twice the procedure from Proposition 2.4. As a result,
Sing(V ) = V<p [ (V=p \ Sing(V )) [W
will be represented by a quantifler-free formula of the form
(g = 0) _
^
Ln¡p
_
1•a•A
^
1•b•Bi
(gabLn¡p ⁄abLn¡p 0); (6)
where
gabLn¡p 2 R[X1; : : : ; Xn]; deg(gabLn¡p) • dO(n);
⁄abLn¡p 2 f=; >;‚g; A • dO(n
2); Ba • dO(n):
The number of distinct polynomials gabLn¡p does not exceed
¡
n
p
¢
dO(n). Applying the
procedure from Proposition 2.3 to the family of polynomials
fgabLn¡pga;b;Ln¡p [ fgg;
the algorithm gets the list of all (fgabLn¡pga;b;Ln¡p [ fgg)-cells. Each cell is either
contained in Sing(V ), deflned by (6), or is disjoint with Sing(V ). Using Proposition 2.1
the algorithm determines for each cell which of these two cases takes place. As a result the
algorithm represents (6) as a union of cells, i.e. in a disjunctive normal form as required.
The complexity analysis and the bounds on the parameters of the resulting formula
are straightforward.2
6. An Upper Bound for the Local Dimension
Let V ‰ Rn be a semialgebraic set.
Recall that for a point x 2 V , the local dimension dimx(V ) of V at x is the dimension
of the intersections V \Bx(r) for all su–ciently small 0 < r 2 R. The transfer principle
implies that if x 2 Rn, then dimx(V ) = dim(V \Bx(")) for an element " > 0 inflnitesimal
relative to R.
Lemma 6.1. (1) If there exists a (n ¡ p)-dimensional coordinate subspace Ln¡p such
that (3), then dimx(V ) • p.
(2) Let x be a smooth point in V and dimx(V ) > p¡ 1. Then there exists a coordinate
subspace Ln¡p such that (3) is true ifi dimx(V ) = p.
Proof. Observe that if V is a variety, i.e. is deflned by a system of equations, then
this lemma is an immediate corollary to Lemma 4.2. For the general case a proof can be
obtained via the following minor modiflcations of the proof of Lemma 4.2.
(1) Let (3) be true, and suppose that dimx(V ) > p. Then V \Bx(") contains a smooth
point v 2 V . For any unit vector l in the tangent (dimx(V ))-dimensional space Tv to V
at v there is a pair of points a; b 2 V \Bx(") such thatflflflflfl a¡ bka¡ bk ¢ l
flflflflfl > 1¡ –;
by Lemma 4.1. Observe that since
dim(Tv) = dimx(V ) > p;
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either dim(Ln¡p(x) \ Tv) > 0, or Ln¡p(x) \ Tv = ;. In the flrst case the intersection
Ln¡p(x) \ Tv contains a unit vector, which we can take as l. In the second case, there
exists a parallel shift of, say, Ln¡p(x), such that for the shifted plane L0n¡p the dimension
dim(L0n¡p \ Tv) > 0, and we take any unit vector in L0n¡p \ Tv as l.
Now choose a point w 2 Ln¡p(x) so that the vector w ¡ x is collinear to l. We get a
contradiction with (3).
(2) If (3) is true, then dimx(V ) = p by the same argument as in (1).
Let dimx(V ) = p. As Ln¡p take an (n¡ p)-dimensional coordinate subspace such that
Ln¡p(x) intersects V transversally at x. Then, obviously, (3).2
7. Computing the Local Dimension
Let V ‰ Rn be a semialgebraic set, then V admits a smooth stratiflcation. That is
(see, e.g. Bochnak et al., 1987; Goreski and MacPherson, 1988), V can be represented as
a disjoint union V =
S
j Sj of a flnite number of semialgebraic sets, called strata, which
are connected smooth manifolds and such that the following frontier condition is valid.
Frontier condition : Sj1 \ closure(Sj2) 6= ; if and only if Sj1 ‰ closure(Sj2) (this
deflnes a partial order Sj1 ` Sj2 on the strata).
Fix a stratiflcation V =
S
j Sj of V . Let dim(Sj1) = j1; x 2 Sj1 and Pn¡j1 be an
(n¡ j1)-dimensional plane transversal to Sj1 at x.
Observe that if for a stratum Sj2 the relation Sj1 ` Sj2 is false, then for all su–ciently
small 0 < r 2 R the intersection
Sj2 \ Pn¡j1 \Bx(r) = ;:
On the other hand, in what follows we assume that for any stratum Sj3 such that
Sj1 ` Sj3 , for all su–ciently small 0 < r 2 R, the intersection
Sj3 \ Pn¡j1 \Bx(r) 6= ;: (7)
This requirement is valid, for example, for a Whitney stratiflcation of V , in which case it
follows from local triviality (Goreski and MacPherson, 1988).
Let x 2 V , and
Sj1 ` Sj2 ` ¢ ¢ ¢ ` Sjl+1
be the longest possible chain of distinct strata of a stratiflcation
S
j Sj of V such that
x 2 Sj1 . Clearly, dim(Sjl+1) = dimx(V ).
Definition 7.1. The point x has the depth l in V with respect to
S
j Sj .
Obviously, l • dimx(V )¡ dim(Sj1).
Definition 7.2. The point x 2 V has the depth l in V if l is the minimal depth of x
over all possible smooth stratiflcations of V .
Obviously, a point x 2 V is locally smooth ifi x has depth zero in V .
Let V ‰ Rn be a semialgebraic set deflned as in Propositions 2.1 and 2.4.
Theorem 7.1. Let x 2 V have the depth l in V , and the local dimension is the same at
every point of the neighbourhood of x in V . Let x be given in a standard representation
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with degree d1 (of size (M1; d1) for the bit model). There is an algorithm for computing
the local dimension dimx(V ) of V at x with the complexity d
O(l)
1 (k(l + 1)d)
O(l2n) (or
MO(1)M
O(1)
1 d
O(l)
1 (k(l + 1)d)
O(l2n) in the bit model). If V is deflned only by equations,
then the complexity is kdO(l)1 d
O(l2n) (respectively, MO(1)MO(1)1 kd
O(l)
1 d
O(l2n)).
Proof. We describe an algorithm for computing dimx(V ).
For every x 2 V deflne the following PROCEDURE(x).
PROCEDURE(x) flnds the smallest p; 0 • p < n such that there exists a (n ¡ p)-
dimensional coordinate subspace Ln¡p for which (3) is true.
Consider the sequence of inflnitesimals "1; : : : ; "l, where the element "i(1 • i • l) is
inflnitesimal relative to R("1; : : : ; "i¡1), while – (from formula (3)) is inflnitesimal relative
to "l. Let R"1 be the real closure of R("1); let R"i denote the real closure of R"i¡1("i) for
1 < i • l.
The algorithm recursively produces the following tree of points in V . The height of
the tree is l. The root of the tree, x, is given at the input. Suppose that the algorithm
produced all the points y(i;j) on the level i < l. For every point y(i;j) and every coordinate
plane L of each dimension, the algorithm flnds a point in V \L(y(i;j))\Sy(i;j)("i) (which
is considered as a child of y(i;j) corresponding to L).
More precisely, introduce new variables
Y (i;j) = (Y (i;j)1 ; : : : ; Y
(i;j)
n );
where 1 • i • l; 1 • j • 2n. As before, let L(y) denote the parallel shift of a coordinate
plane L to the point y, and let
V (Y (i;j)); L(y)(Y (i;j)); Sx("i)(Y (i;j))
denote the results of the replacement of (X1; : : : ; Xn) by Y (i;j) in the formulae deflning
V; L(y); Sx("i) respectively. For every l-sequence L(j1); : : : ; L(jl) of coordinate subspaces
of various dimensions, the algorithm flnds an nl-dimensional point (y(1;j1); : : : ; y(l;jl)) in¡
V (Y (1;j1)) \ L(j1)(x)(Y (1;j1)) \ Sx("1)(Y (1;j1))
¢
\
\
1•”•l¡1
¡
V (Y (”+1;j”+1)) \ L(j”+1)(Y (”;j”))(Y (”+1;j”+1)) (8)
\SY (”;j” )("”+1)(Y (”+1;j”+1))
¢
using Proposition 2.2. Then x; y(1;j1); : : : ; y(l;jl) are all the points along a branch of the
tree leading from the root x to a leaf y(i;jl).
We show by induction on l that at least one of the leaves of the tree of the height
l is a smooth point of the neighbourhood Vx of x in V , and therefore belongs to the
maximal stratum of Vx. Indeed, if l = 0, then x is a leaf belonging to a stratum which
is maximal with respect to the strata ordering `. Since the local dimension is p (where
p = dimx(V )) at every point of Vx, this stratum consists of smooth points of Vx, in
particular x is smooth. Suppose that l > 0, and x belongs to a stratum S of the dimension
dim(S) = q • p¡ l. Then there exists an (n¡ q)-dimensional coordinate subspace Ln¡q
such that Ln¡q(x) is transversal to S at x. Due to (7), the child y of x in the tree,
corresponding to Ln¡q, exists and belongs to a stratum, say, S 0 ‰ V such that S ` S 0
(note that dim(S 0) > q). Herewith the depth of y in V is less than l. If S 0 is the maximal
stratum with respect to `, then y and all its descendants in the tree are locally smooth
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points; since the local dimension is p at every point of Vx, y and all its descendants
belong to the maximal stratum of Vx. Otherwise, we apply the inductive hypothesis to
the point y and conclude that at least one of the leaves accessible from y belongs to the
maximal stratum.
The algorithm applies PROCEDURE(y(l;j)) to every leaf y(l;j) of the tree and
chooses the smallest among the outputs. This output is dimx(V ). Indeed, if a leaf
y(l;j) is a smooth point of Vx, then according to Lemma 6.1 (2), PROCEDURE(y(l;j))
returns the value dimy(l;j)(V ) = dimx(V ). If a leaf y(l;j) is an arbitrary point, then in
PROCEDURE(y(l;j)) the formula (3) can be false for a given p, while dimy(l;j)(V ) =
dimx(V ) • p. According to Lemma 6.1 (1), this will result in PROCEDURE(y(l;j))
returning an integer not less than dimx(V ).
The complexity analysis is straightforward. The number of leaves in the tree is less
than 2O(nl). For each leaf y(l;j) the algorithm flnds a point in a set of the kind (8)
whose last n coordinates coincide with y(l;j). The intersection (8) is deflned by a system
of O(k(l + 1)) inequalities with polynomials from R["1; : : : ; "l; x][Y (1;j1); : : : ; Y (l;jl)] of
degrees less than O(d) with respect to Y (1;j1); : : : ; Y (l;jl), less than O(1) with respect to
x, less than O(1) with respect to "1; : : : ; "l; and by a standard representation of x. In
the bit model, coe–cients of polynomials for (8) are integers of sizes less than O(M).
According to the procedure from Proposition 2.2, a solution in Rn"l of this system will be
found in time dO(l)1 (k(l + 1)d)
O(l2n) (or
MO(1)M
O(1)
1 d
O(l)
1 (k(l + 1)d)
O(l2n)
in the bit model). Herewith, the solution is in a standard representation with degree
d1(k(l + 1)d)O(nl) (of size
(MO(1)MO(1)1 d1(k(l + 1)d)
O(nl); d1(k(l + 1)d)O(nl))
in the bit model).
After that the algorithm applies PROCEDURE(y(l;j)) to each leaf y(l;j), by exam-
ining sequentially values of p, starting from p = 0, and checking condition (3) for all
(n ¡ p)-dimensional coordinate subspaces Ln¡p. Checking (3) (see the proof of Theo-
rem 4.1) is equivalent to deciding consistency of a certain flxed number of systems of
polynomial inequalities. Each system has no more than O(k) polynomial inequalities
with polynomials in O(n) variables with coe–cients from R["; –; y(l;j)], of degrees less
than O(d) in "; –; y(l;j) and variables, where y(l;j) is given in a standard representation
with degree d1(k(l + 1)d)O(nl) (of size
(MO(1)MO(1)1 d1(k(l + 1)d)
O(nl); d1(k(l + 1)d)O(nl))
in the bit model). Therefore, due to Proposition 2.2, checking (3) requires time
d
O(l)
1 (k(l + 1)d)
O(l2n) (or
MO(1)M
O(1)
1 d
O(l)
1 (k(l + 1)d)
O(l2n)
in the bit model). If V is deflned only by equations, then the complexity is kdO(l)1 d
O(l2n)
(or
MO(1)M
O(1)
1 kd
O(l)
1 d
O(l2n)
in the bit model), since (8) is then also deflned by a system of equations.
The theorem is proved. 2
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Corollary 7.1. For a smooth stratiflcation of V , let l be the maximum of depths among
all points of V .
(1) Let the connected component U of V of the largest dimension dim(U) = dim(V )
have the same local dimension at every point x 2 U . There is an algorithm for
computing dim(V ) with the complexity (k(l+ 1)d)O(l
2n) (MO(1)(k(l+ 1)d)O(l
2n) in
the bit model).
(2) Let for every connected component U the dimension be the same at every point
x 2 U . There is an algorithm for computing dimensions of all connected components
in time (k(l + 1)d)O(l
2n) (MO(1)(k(l + 1)d)O(l
2n) in the bit model).
(3) Let V be smooth or a smooth stratiflcation of V have only strata of codimension
at the most 1. There is an algorithm for computing dimensions of all connected
components in time (kd)O(n) (MO(1)(kd)O(n) in bit model).
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