Stellar population synthesis (SPS) models are invaluable to study star clusters and galaxies. They provide means to extract stellar masses, stellar ages, star formation histories, chemical enrichment and dust content of galaxies from their integrated spectral energy distributions, colours or spectra. As most models, they contain uncertainties which can hamper our ability to model and interpret observed spectra. This work aims at studying a specific source of model uncertainty: the choice of an empirical vs. a synthetic stellar spectral library. Empirical libraries suffer from limited coverage of parameter space, while synthetic libraries suffer from modelling inaccuracies. Given our current inability to have both ideal stellar-parameter coverage with ideal stellar spectra, what should one favour: better coverage of the parameters (synthetic library) or better spectra on a star-by-star basis (empirical library)? To study this question, we build a synthetic stellar library mimicking the coverage of an empirical library, and SPS models with different choices of stellar library tailored to these investigations. Through the comparison of model predictions and the spectral fitting of a sample of nearby galaxies, we learned that: predicted colours are more affected by the coverage effect than the choice of a synthetic vs. empirical library; the effects on predicted spectral indices are multiple and defy simple conclusions; derived galaxy ages are virtually unaffected by the choice of the library, but are underestimated when SPS models with limited parameter coverage are used; metallicities are robust against limited HRD coverage, but are underestimated when using synthetic libraries.
INTRODUCTION
Stellar population synthesis (SPS) models are among the most powerful tools developed over the last few decades in astrophysics. Originally based on the seminal work by Tinsley & Gunn (1976 , see also Tinsley 1978 , they are today the means through which we are able to model (and thus, interpret) the integrated properties of galaxies and unresolved star clusters. In the current era of large spectroscopic galaxy surveys, SPS models play a key role in inferring massive amounts of information about the origin and evolution of galaxies (see, e.g., Kauffmann et al. 2003; Tremonti et al. 2004; Gallazzi et al. 2005; da Cunha et al. 2008; Cid Fernandes et al. 2009; Conroy & Gunn 2010; Sodré et al. 2013; Chevallard & Charlot 2016 , for examples of the use of SPS models in the interpretation of large samples of galaxies).
SPS models can be built in a variety of ways, but the E-mail: pcoelho@usp.br (PC) so-called Evolutionary Stellar Population Synthesis models are among the ones with more predictive and interpretative power, and have been used very frequently in the literature (e.g. Bruzual A. 1983; Arimoto & Yoshii 1986; Guiderdoni & Rocca-Volmerange 1987; Charlot & Bruzual 1991; Bruzual & Charlot 1993 Bressan et al. 1994; Fritzev. Alvensleben & Gerhard 1994; Worthey 1994; Vazdekis et al. 1996 Vazdekis et al. , 2015 Fioc & Rocca-Volmerange 1997 Kodama & Arimoto 1997; Maraston 1998 Maraston , 2005 Coelho et al. 2007; Leitherer et al. 1999; Conroy & Gunn 2010; Conroy & van Dokkum 2012) . Such models are built upon a set of key ingredients, namely: (i) stellar evolutionary tracks or isochrones; (ii) stellar flux libraries; (iii) initial mass functions; and (iv) star formation histories (see e.g. the review by Conroy 2013) .
studies have shown that limitations of SPS models can arise from uncertainties in both stellar evolution theory and stellar spectral libraries.
In this work, we take a new look at quantifying the uncertainties affecting SPS models by studying a particular source of error: the impact of choosing between an empirical (i.e. observational) or a theoretical library of individual stellar spectra to describe stellar fluxes. By 'stellar spectral library', we mean a compilation of homogeneous spectra (either observed or modelled), of which a plethora is available in the literature. 1 For stellar population studies, a library should ideally provide complete coverage of the Hertzsprung-Russell diagram (HRD hereafter), accurate and precise atmospheric parameters (effective temperature, T eff , surface gravity, log g, abundances, [Fe/H] and [Mg/Fe], rotation, micro-and macro-turbulent velocities, etc.), as well as a good compromise between wavelength coverage, spectral resolution and signal-to-noise ratio (SNR). Both empirical and theoretical spectral libraries have been largely used in the literature, each presenting advantages and disadvantages.
In a theoretical library (e.g., in recent years, Leitherer et al. 2010; Palacios et al. 2010; Sordo et al. 2010; Kirby 2011; de Laverny et al. 2012; Husser et al. 2013; Coelho 2014) , a stellar spectrum has well-defined atmospheric parameters, does not suffer from low SNR or flux calibration problems, and covers a larger wavelength range at a higher spectral resolution than any empirical library. The drawback is that current limitations in our knowledge of the physics of stellar atmospheres and in the databases of atomic and molecular opacities make theoretical spectra suffer from limited ability to reproduce observations accurately (e.g. Bessell et al. 1998; Kučinskas et al. 2005; Kurucz 2006; Martins & Coelho 2007; Bertone et al. 2008; Plez 2011; Lebzelter et al. 2012b; Sansom et al. 2013; Coelho 2014; Knowles et al. 2019) .
In an empirical library, in contrast, all spectral features are accurate (modulo any observational and data reduction problems). Several such libraries have been proposed with different coverages in wavelength, resolution and stellar parameters (e.g., in recent years, Ayres 2010; Blanco-Cuaresma et al. 2014; Chen et al. 2014; De Pascale et al. 2014; Lebzelter et al. 2012a; Liu et al. 2015; Villaume et al. 2017; Worley et al. 2012 Worley et al. , 2016 Luo et al. 2015; Yan et al. 2018 ). The strongest limitation of an empirical library is that it is virtually impossible to fully sample the parameter space -in terms of atmospheric parameters, including abundance ratios -needed to probe the full range of galaxy evolution studies: stellar populations exist in other galaxies, which are not represented by the stars we harbour in our Galaxy, such as young metal-poor stars expected to dominate the spectra of high-redshift galaxies (e.g., Stark 2016) and chemical mixtures different from those tracing the specific history of the solar neighbourhood. A classical example of the latter is the over-abundance of α-process over iron-peak elements in high-metallicity populations found in elliptical galaxies (e.g. Worthey et al. 1992 ; Thomas et al. 2005) . Moreover, even to date, assigning atmospheric parameters to observed spectra remains challenging, to the point that different groups often derive different parameters for the same stars. This is a concern for the community, which triggered the creation of an IAU Working Group on Stellar Spectral Libraries. 2 Meanwhile, impressive work is being achieved towards deriving accurate and precise parameters for stars, while exploring and understanding the sources of deviant parameter estimates (e.g. Gilmore et al. 2012; Smiljanic et al. 2014; Jofré et al. 2014 Jofré et al. , 2015 Jofré et al. , 2017 .
SPS models incorporating stellar spectral libraries can be roughly classified into 4 types:
(i) models relying purely on empirical stellar libraries, which we refer to as semi-empirical SPS models 3 (e.g., Maraston et al. 2009; Vazdekis et al. 2010 Vazdekis et al. , 2016 ;
(ii) models relying purely on theoretical stellar libraries, which we refer to as fully-theoretical SPS models (e.g., Leitherer et al. 1999; Delgado et al. 2005; Maraston 2005; Coelho et al. 2007; Buzzoni et al. 2009; Lee et al. 2009; Leitherer et al. 2014 );
(iii) models combining empirical and theoretical libraries to sample the parameter space and widen the wavelength coverage (e.g. Bruzual & Charlot 2003; Maraston & Strömbäck 2011);  (iv) models using an empirical library as a base (typically for solar abundances), from which predictions are computed differentially (often via theoretical spectra), which we refer to as differential SPS models (Prugniel et al. 2007; Walcher et al. 2009; Conroy & van Dokkum 2012; Vazdekis et al. 2015) .
Traditionally, the trend has been to prefer empirical libraries to study stellar absorption features in the spectra of old stellar populations (e.g. Vazdekis et al. 2016) , while models for young and UV-bright stellar populations heavily rely on theoretical libraries (e.g. Leitherer et al. 2014 ). The recent work by Martins et al. (2019) probed different spectral libraries to reproduce the integrated spectra of Galactic star clusters, concluding that modern theoretical libraries are competitive also for modelling old populations.
Our focus in the present work is on the comparison between semi-empirical and fully-theoretical SPS models. In particular, we aim at investigating how the strengths and caveats of empirical versus theoretical libraries of stellar spectra impact the integrated properties of Simple Stellar Populations (SSPs). The questions we seek to answer are: (i) How do the uncertainties identified in theoretical stellar libraries affect integrated colours and spectral indices of model stellar populations?
(ii) How does the non-ideal coverage of the HR diagram by empirical libraries affect the predictions of integrated properties of stellar populations?
(iii) How do random errors in the stellar atmospheric parameters translate into the models?
(iv) To what extent does the choice of an empirical or a theoretical library affect age and metallicity estimates from integrated light of galaxies?
To address these questions, we compute SPS models for different choices of empirical and theoretical stellar libraries, isolating the effects introduced by the use of synthetic versus empirical spectra from those due to the HRD coverage. These SPS models are tailored to the specific tests performed in this paper and are not expected to be useful for the general user.
The structure of the paper is as follows: we start by detailing a new synthetic stellar library in Section 2; in Section 3 we describe the SPS models built to address the questions outlined above; Section 4 shows results from the model comparison. The discussion and conclusions follow in Sections 5 and 6. We provide ancillary information in an online appendix. All models computed for this work are available at http://specmodels.iag.usp.br.
SynCoMiL: A SYNTHETIC COUNTERPART TO THE MILES LIBRARY
For the present work we built a Synthetic Counterpart to the MILES Library (SynCoMiL hereafter), a theoretical spectral grid which mimics the MILES stellar library in terms of its wavelength and HRD coverage, and spectral resolution. MILES (Sánchez-Blázquez et al. 2006; Cenarro et al. 2007 ) is a carefully flux-calibrated empirical spectral library widely used in stellar population modelling (e.g. Vazdekis et al. 2010 Vazdekis et al. , 2012 Vazdekis et al. , 2015 Vazdekis et al. , 2016 Martín-Hernández et al. 2010; Maraston & Strömbäck 2011; Röck et al. 2016) . It contains spectra for close to 1000 stars covering λλ 3540 -7410Å at FWHM ∼ 2.5Å spectral resolution (Falcón-Barroso et al. 2011) . Atmospheric parameters for the stars in MILES were first compiled from the literature by Cenarro et al. (2007) . Prugniel et al. (2011) and Sharma et al. (2016) Milone et al. (2011) , made the library particularly suitable for comparison with stellar spectral models, where both the abundance pattern and the global metallicity need to be defined. It is well known that atomic and molecular opacities play an essential role in stellar atmosphere models and corresponding synthetic spectra. An analysis of libraries from the literature shows different predictions for spectral indices, depending on the exact combination of opacities and grid (e.g. Martins & Coelho 2007) . The authors illustrate a trend with T eff (hot stars are better reproduced on average than cool ones) and wavelength (redder spectral indices being on average better reproduced than bluer ones). The recent work by Knowles et al. (2019, see their fig. 16 ) shows that modern grids still show evidence for a light trend with wavelength, and their differential predictions also differ. Nonetheless, and even though improving the opacities is a slow and timeconsuming process, considerable progress has been achieved over time (e.g. Peterson & Kurucz 2015; Kurucz 2017; Franchini et al. 2018) . The recent work by Martins et al. (2019) compared the ability of different grids (both empirical and synthetic) in reproducing the integrated spectra of globular clusters. They show that current synthetic grids are competitive, despite still showing discrepancies when compared to observations. Martins & Coelho (2017) discuss current needs regarding synthetic libraries, in particular for applications to stellar population studies.
The computation of SynCoMiL is largely based on the work by Coelho (2014) (C14 hereafter). Comparisons with MILES library stars discussed in C14 (see her table 6 and fig. 10) show trends with T eff and wavelength similar to the ones mentioned above. The ingredients for these models are summarised below, and we refer the reader to C14 for technical details.
(i) Opacity distribution functions (ODFs) were adopted from C14 for iron abundances [Fe/H] = -1.3, -1.0, -0.8, -0.5, and from Castelli & Kurucz (2003) (ii) Model atmospheres were computed with ATLAS9 (Kurucz 1970; Sbordone et al. 2004) for stars with T eff ≥ 3500 K and the ODFs described above, adopting the atmospheric parameters of the MILES stars and the convergence criteria as in Mészáros et al. (2012) ; For stars with T eff < 3500 K we used existing MARCS atmosphere models 5 (Gustafsson et al. 2008) to compute a small grid of cool stars. In all MARCS models we adopted the standard chemical composition class, with spherical model geometry for log g ≤ 1.5, and plane-parallel for log g ≥ 4.5.
(iii) Synthetic stellar spectra were computed with the SYNTHE code (Kurucz & Avrett 1981; Sbordone et al. 2004) , based on the ATLAS9 and MARCS models. The opacities are as in C14 with one update, the inclusion of the molecular transition C 2 D-A from Brooke et al. (2013) 6 to correct for the problem identified by Knowles et al. (2019) . For stars with T eff ≥ 3500 K the synthetic spectrum was computed based on the ATLAS9 models. Cooler star spectra were computed from the MARCS model grids, then interpolated to achieve the atmospheric parameters of SynCoMiL stars. Interpolation was performed linearly in θ = 5040/T eff , log g and [Fe/H], with the flux in logarithmic scale. We adopted this scheme after different tests comparing synthetic spectra with the interpolated ones.
(iv) The synthetic spectra were then corrected for the effect of predicted lines, interpolating linearly the coefficients listed in Table B1 of C14 to the exact atmospheric parameters of the SynCoMiL stars.
(v) The spectra were convolved, rebinned and trimmed to match the resolution, dispersion and wavelength range of MILES (Falcón-Barroso et al. 2011 mainly from Prugniel et al. (2011) , with the revision for cool stars provided by Sharma et al. (2016) . For 26 stars we use the parameters from Cenarro et al. (2007) , either because Prugniel et al. (2011) do not provide an independent determination, or because we concluded by visual comparison that the Cenarro et al. (2007) parameters permit a closer match between observed and model spectra. For stars HD001326B and HD199478 we modified slightly the reported parameters, as we could not obtain converged models for the nominal parameters. The changes in T eff and log g are nevertheless small -the smallest needed to achieve convergence -and are within the reported errors. We list in Table 1 the atmospheric parameters adopted for each star in MILES and SynCoMiL, along with their respective sources.
To mimic the abundance pattern of the MILES library, we follow table 7 of C14, based on the work by Milone et al. (2011) . SynCoMiL spectra were compared with the empirical ones from MILES both visually and quantitatively. Quantitative differences between model and observations were obtained via a χ 2 metrics
and a median deviation∆ defined as
(2) where f syn λ and f obs λ are the synthetic and observed fluxes at a given λ, respectively. The standard deviation σ λ appearing in Eq. (1) was estimated for each star as follows. P. Sánchez-Blázquez (priv. comm.) kindly provided us with the error spectra for each star in MILES, which was used in turn to compute the signal-to-noise ratio SNR(λ) for each star. Since very deviant values of SNR were obtained for some of the stars, we chose to use the median[SNR(λ)] of the distribution of SNR at each λ as a fiducial value to compute σ λ = f obs λ /median[SNR(λ)]. This fiducial SNR(λ) ranges from ≈ 8 to ≈ 190 over the MILES wavelength range. Fig. 1 shows the resulting distributions of χ 2 and∆, as well as the corresponding values for each star plotted vs. T eff . We found that T eff is the only atmospheric parameter which correlates with the metrics in Eqs. 1 and 2. The patterns in Fig. 1 are in agreement with previous work: the larger values of χ 2 and∆ for cool stars are in agreement with, e.g., Martins & Coelho (2007) and C14, and the larger values for T eff 7000K are consistent with the larger errors in T eff for these stars reported by Prugniel et al. (2011) . The red symbols in 1 correspond to 71 stars which we opted not to use in the remaining of this work (e.g., bottom panel in Fig. 2 ). Spectra in MILES which are not suitable for stellar population modelling have been identified previously in the literature (e.g., Prugniel et al. 2011; Barber et al. 2014, R. Peletier, priv. comm.) . In the present work, a star is not used in the SPS models if any of the conditions below applies.
(i) The observed spectrum shows:
• emission lines, • excessive noise or corrupted pixels, • distortions in the continuum, • E(B − V) > 0.3, as inferred by Prugniel et al. (2011), • peculiar spectral features (e.g. HD055496 7 ).
(ii) χ 2 and T eff fulfill any of:
(iii)∆ and T eff fulfill any of: Table 2 lists the discarded stars. Most of the discarded stars satisfy more than one of these criteria. Stars which fall into the quantitative cuts listed above show strong continuum mismatches between model and observations. We hypothesise that these are due to either large errors in T eff , Table 3 ). 
METHODOLOGY
To address the questions outlined in Section 1, we compute four different sets of SPS models in which all the ingredients are the same except for the choice of the stellar flux library. The SPS models are computed using the galaxev code (Bruzual & Charlot 2003, and recent updates) . This is a flexible code which provides SPS models for a variety of stellar evolutionary tracks, stellar spectral libraries, chemical abundances, initial mass functions, and star formation histories, and probes ideal towards our goal of computing models which differ only in the stellar spectral library. We adopt the PARSEC stellar evolutionary tracks (Bressan et al. 2012; Chen et al. 2015) to describe the evolution of stellar populations of the five metallicities listed in Table 3 . From the evolutionary tracks the galaxev code builds isochrones for the required age and metallicity. Fig. 3 shows three isochrones for each stellar metallic-ity in Table 3 , together with the coverage in the HRD of the MILES, SynCoMiL, and C14 libraries. This coverage is complete for C14 but very sparse for MILES. The sparse coverage of the HRD by the MILES and other empirical libraries is what forces us to supplement these libraries with synthetic stellar spectra in the Bruzual & Charlot (2003, and recent updates) models. One of the goals of the present paper is to quantify the effects on the SPS models of assigning stellar spectra with (T eff , log g, [Fe/H]) relatively far from the true values. We consider four different sets of SPS models 8 for each mixture in Table 3 , denoted sps-m, sps-s, sps-c and sps-r, which differ only in the stellar spectral library, as follows:
sps-m: the empirical MILES library. sps-s: the synthetic SynCoMiL library. sps-c: the synthetic C14 library 9 . sps-r: 10 realisations of sps-s (details below).
To each star along an isochrone, the galaxev code assigns a spectrum drawn from the selected library. The stellar spectrum is assigned on the basis of the proximity of the stellar parameters of the library stars to the corresponding parameters of the problem star in the HRD, interpolating between neighbouring spectra when required. For the sps-c models, each problem star in the isochrone is bracketed by four C14 stellar models (see Fig. 3 ), characterized each by (θ, log g), where θ= 5040/T eff . In this case, we interpolate the stellar models logarithmically in flux, first in θ at constant log g and then in log g. This interpolation scheme is possible only in very few instances when using the MILES library in the sps-m models. In some cases, we can interpolate in T eff two MILES spectra of the required log g, but in most cases we use the MILES spectrum closest in (T eff , log g) to the problem star on the isochrone.
For the sps-s models, we use the same spectral assignment as in the sps-m models, but draw the corresponding stellar spectra from the SynCoMiL instead of the MILES library.
For the sps-r models, we modify the stellar parameters of each SynCoMiL star by adding to each parameter a Gaussian random error. Then we replace each star in the sps-s models with the star with closest parameters in the modified table. This exercise is repeated 10 times for each set of SPS models listed in Table 3 . We adopt errors for T eff and log g as compiled by C14 (see her table 5): for T eff the error ranges from 120 K for cool stars to 3000 K for hot stars; for log g the errors range from 0.1 to 0.3 depending on T eff . For [Fe/H] we adopt conservative errors of 0.15 (e.g., Soubiran et al. 1998) .
RESULTS
The different SPS models described in Section 3 were compared to each other in two ways: (1) via direct modelmodel comparisons (Section 4.1), and (2) using the models to derive stellar population parameters via spectral fits to a sample of galaxy spectra (Section 4.2). Figure 5 . The values of ∆colour are given for each color (x-axis) and effect (coloured labels). Each box indicates the range from the 25% to the 75% percentiles, with the horizontal line indicating the median value. The whiskers have length equal to ±1.5×IQR.
Outliers are not shown.
Model -model comparisons
From the direct comparison of the colours and spectral line indices predicted by the different models we aim at understanding the following three effects: Synthetic effect: comparing the predictions of the sps-m and sps-s models we can assess the consequences of using theoretical instead of empirical stellar spectra for a fixed coverage of the HRD.
Coverage effect: comparing the predictions of the sps-s and sps-c models we can isolate the consequences of limited vs. complete HRD spectral coverage on the observables.
Random error effect: comparing the sps-r and sps-s models, we can assess the effects of random errors in the stellar atmospheric parameters on the model predictions.
Broad-band colors
For each set of models, we compute 5 colours, u − g, u − r, g − r, g − i, and r − i, using the SDSS ugri filter response functions (Doi et al. 2010) 10 . For each age and metallicity of the SPS models we compute the following colour differences in direct relation to the effects listed above:
where c is a colour. Results are shown in Figs. 4, 5 and 6, and listed in Table 4 . Fig. 4 shows the distributions of ∆colour for the different colours (rows) and effects (columns). We notice that the distributions are not always symmetric, and that they are typically broader for the coverage effect than for the synthetic and randomised-parameter effects. These results are 10 The MILES spectra extend from 3540 to 7410Å and do not cover the full widths of the u and i bands. The u band extends from 2980 to 4130Å, with λ eff (u) = 3560Å inside the MILES range, while the i band extends from 6430 to 8630Å, with λ eff (i) = 7500Å not far from the MILES edge. The stellar flux is considered to be zero for λ < 3540Å and λ > 7410Å when computing the u and i magnitudes. Given that all our SPS models cover the same wavelength range as the MILES library, we consider that the use of the u and i bands is still useful and informative. Figure 6 . ∆colour differences for the three effects (columns) described in Section 4.1, plotted as a function of stellar population age (in yr). Different colours are shown in rows, and different metallicities are identified as indicated in the label. illustrated in a condensed manner as a boxplot in Fig. 5 , indicating the corresponding median and interquartile range (IQR) 11 given in Table 4 . In Fig. 6 , we show ∆colour as a function of stellar population age for the different colours and effects. A large variance in colours involving the u band arises at ages younger than 1 Gyr, especially at low metallicity, which is not surprising given the limited number of hot metal poor stars in empirical libraries.
In summary, the coverage effect dominates the systematics and variance in ∆colour. The most affected colours are those involving the u band, and the largest ∆colour is ∆(u − r) Coverage = 0.06.
Spectral indices
The spectral indices listed in Table 5 were measured in all SPS models. We define ∆idx as the index difference between two sets of models:
∆idx
where I is any spectral index. We measure ∆idx for all ages and metallicities. Results are shown in Figs. 7 -11, and listed in Table 6 . Fig. 7 shows the distributions of ∆idx for each index. The impact of the three effects on the indices is complex and defies simple conclusions. In all cases, the effect of the random errors on the atmospheric parameters is the least important. The indices for which the synthetic effect is most prominent are: CaHK, Fe4668, Fe5270, Fe5709 and NaD. The impact of HRD coverage in the indices is not negligible and dominates over the synthetic effect in the case of, e.g., H8, B4000, and G4300. For many indices the synthetic and coverage effects are comparable and may introduce different systematic effects. Table 6 lists the median and IQR values of ∆idx for each index and effect. In Figs. 8, 9 and 10 we plot the indices computed from sps-m, sps-c and sps-r against those of sps-s models, respectively. The dependence with the age of the population is apparent: as expected, the largest deviations from the 1-to-1 line occur for the old population in the case of the synthetic effect, and for the young population in the case of the coverage effect. In these plots we can locate opacity related problems, e.g., Fe4668 (see discussion in Knowles et al. 2019) , or the high sensitivity to HRD coverage of the Balmer line indices. The effect of randomising the stellar parameters is to increase the dispersion of the data points but they do not deviate significantly from the 1-to-1 line except for young populations: most likely this is induced by the coverage effect due to the scarcity of hot stars in the HRD.
The boxplot in Fig. 11 is convenient to easily rank the sensitivity of each index to the effect being explored. To facilitate visualisation, ∆idx has been scaled to its standard score (or z-value), defined as:
where x is the raw ∆idx value, µ is the mean value of x for the population, and σ its standard deviation. In each panel (top: synthetic effect; middle: coverage effect; bottom: randomised parameters) the indices are sorted in increasing order of ∆idx.
Deviations from the zero-line indicate systematic effects and the size of the box indicates the IQR. The further away from the zero-line the midline of a box is, the more the index is affected by systematics.
In summary, the consequences of the synthetic and the coverage effects on the indices are multiple and difficult to summarise in simple terms. The outcome of randomising the stellar parameters is small compared to the other effects.
Spectral fitting of galaxies
The model -model comparisons of the previous section illustrate interesting differences between the sets of SPS models, but cannot be easily translated into the question that matters the most: how does the adoption of different spectral libraries change the age and metallicity of galaxies derived from their integrated light?
To address this question, we use the sps-m, sps-s, and sps-c models to derive stellar population parameters from the spectra of ∼1000 nearby galaxies (0.04 < z < 0.06). We use the sample of Gadotti (2009) which encompasses galaxies of different morphology: ellipticals, spirals (with classical or pseudo-bulges, with and without bars), and bulgeless discs. The spectra were obtained from the SDSS database (Abazajian et al. 2004 ) and processed as in Coelho & Gadotti (2011) . We use the Starlight spectral fitting code (Cid Fernandes et al. 2005) to infer the stellar population parameters, processing the sample three times, once for each set of SPS models. We refer the reader to the quoted work for details on the sample and technique.
We show in Fig. 12 the results for two parameters related to the fit-quality and three parameters related to the stellar population. The parameters related to the fit-quality are χ 2 (as in equation 1) and an average relative deviation adev, defined as
where N is the number of wavelength points in the spectrum, f model λ is the model spectrum fitted by Starlight, and f obs λ is the observed galaxy spectrum. The synthetic effect can be inspected in the left hand side column of Fig. 12 , which compares the results from spsm (y-axis) vs. those from sps-s (x-axis). We highlight that spectral fits performed with sps-s models tend to have larger χ 2 and adev than those obtained with sps-m models, even though there are no noticeable differences in the retrieved values of A V and log (age The coverage effect can be inspected in the right hand side column of Fig. 12 , which shows the results from spsc (y-axis) vs. results from sps-s (x-axis) models. We notice that spectral fits performed with the sps-s and sps-c models have similar adev, but χ 2 is slightly larger for the sps-c fits. There are no noticeable differences in the retrieved values of Av. Whereas the values of log(age) obtained from the sps-c models are larger than for the sps-s models, there are no systematic differences in the retrieved mean [Fe/H], even Table 5 . The different effects are shaded as indicated in the label.
though there are some outliers from the 1-to-1 line, which remain to be investigated. Table 7 shows the median residuals and IQRs for the parameters obtained from sps-m vs. sps-s fits (synthetic effect), and sps-c vs.s sps-s fits (coverage effect). In all cases, the systematic differences are inside the IQR ranges. We note that the median residuals on [Fe/H] and log(age) are of the same order of the IQR for the synthetic effect and the coverage effect, respectively.
DISCUSSION

Semi-empirical vs. theoretical SPS models
How do uncertainties in theoretical stellar libraries affect integrated colours and line indices measured in SPS models?
Several works in the literature compare synthetic stellar spectra to empirical ones on a star-by-star basis (e.g. In the range 3525 to 6300Å, a theoretical library outperformed the empirical ones in 70% of their tests, essentially because the shape of the continuum is more in agreement with the observations in the theoretical case.
Our results add more information to the theoretical vs. empirical library debate. The SPS models built in this work are largely based on the theoretical library by C14. Her fig.  10 illustrates the systematic differences between synthetic spectra for given T eff and log g, and MILES spectra averaged over all stars in the library with the same atmospheric parameters (within uncertainties). The two main possible reasons for these differences are: either they result from abundance patterns unaccounted for in the synthetic grid (such as variations of C and N due to dredge-up in giants stars), or they reflect true deficiencies in the spectral modelling, related to either the physics of the stellar atmosphere or to the adopted atomic opacities. In the present analysis we assume that all differences are due to the opacities.
In Section 4.1, colours and spectral indices from the sps-m and sps-s models were compared to quantify how the inaccuracies in the opacities translate into the integrated light of the stellar population. The results from Table 4 show that the systematic effect on broad-band colours ranges from −0.002 in u−g to −0.018 in u−r. The IQR of the distributions range from 0.017 in g − r to 0.059 in u − r. For comparison, the reported accuracy (global rms dispersion) of the flux calibration for the MILES library is 0.013 mag in B − V.
Comparing the spectral indices we get a closer view of the role played by the opacities . Figs. 7, 8 and 11 show a complex and index-dependent behaviour. One may argue that the best performance of the sps-s models occurs for the indices H10, B4000, Hδ F , CN 2 , G4300, Hγ F , Fe4383, Hβ, Mg b and Fe5782, whereas the indices that deserve most attention from modellers are Fe5270, Fe5015, CaHK, Fe5709, Fe4383 and Fe4668 (the latter had already been pointed out by Knowles et al. 2019) .
It is unclear to what extent the results presented here can be safely applied to other theoretical libraries. Given that the broad-band colours depend mostly on averaged opacities and on the physics of the stellar atmosphere, we expect the results for the colours to be similar for other modern libraries of statistical fluxes (e.g. Gustafsson et al. 2008; Castelli & Kurucz 2003) , or in high-resolution spectral libraries as long as the effect of predicted lines has been taken into account (see discussion in section 3 of C14). On the other hand, the results for the spectral indices depend on the details of the specific opacities, and it is less likely that they can be reliably adopted for other synthetic libraries. index Figure 11 . Boxplots of ∆idx are shown for the synthetic (top), coverage (middle) and randomised parameters (bottom) effects. In each row, ∆idx are sorted in crescent order to facilitate identification of most affected indices in each case. The values of ∆idx have been scaled to their standard score to facilitate comparison (see Section 4.1.2).
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As such, the reader should see our results on the spectral indices as guidelines for the use of the C14 library.
The effect of the HRD coverage
How does the non-ideal or poor coverage of the HRD by empirical libraries affect the predictions of SPS models?
Empirical libraries cannot cover the HRD homogeneously and completely due to observational constrains. We do not harbour in our Galaxy massive metal-poor stars, which are likely to be present in high redshift galaxies, nor can we cover the abundance patterns of galaxies with diverse star formation and chemical enrichment histories. By construction, with semi-empirical SPS models we can reproduce to a better degree the properties of populations similar to the solar neighbourhood than others. Vazdekis et al. (2010) discuss this issue in the context of three empirical libraries MILES, STELIB (Le Borgne et al. 2003) , and Lick/IDS . They define the quality parameter Q n to quantify the reliability of their semiempirical SPS models as a function of age, metallicity and IMF (see their Section 3.2). The authors conclude that the minimum age at which a model is reliable ranges from 60 Myr around solar metallicity to 10 Gyr in the most metalpoor regime, with a varying degree of quality Q n .
Here we retake this discussion comparing our sps-s and sps-c models: the first mimics the HRD coverage of an empirical library, and the second covers the HRD completely and homogeneously for populations older than 30 Myr (cf. Fig. 3) . Differences found in this experiment will be due to the incomplete HRD coverage of the empirical library, since SynCoMiL and C14 share the same codes and opacities.
The effects that the different HRD coverage have on colours can be seen in Figs. 4, 5 and 6, and are summarised in Table 4 . For all colours, except r − i, the coverage effect introduces systematic differences and variances larger than the synthetic effect. The largest difference occurs in u − r, with a systematic value of −0.061 and IQR of 0.085. The effect is largest in the most metal-poor regime, in accordance with the results of Vazdekis et al. (2010) . This is expected since the coverage of the HRD is poorest at the lowest metallicities.
The effects on spectral indices are shown in Figs. 7, 9 , and 11, and are difficult to generalise. Some indices seem to be little affected (at least in comparison to the other effects) such as Fe5709 and Fe5782, while in other cases, such as B4000, the difference is prominent. Fig. 11 shows that the most affected indices are, at one extreme, B4000 and Mg1 (sps-s models, on average, underestimate the indices), and, at the other extreme, Hδ and Hγ (sps-s models, on average, overestimate the indices).
Errors in the atmospheric parameters
How do errors in the stellar atmospheric parameters translate into SPS models? performed an interesting investigation on the possible impact of systematic uncertainties in the atmospheric parameters on the integrated spectra of stellar populations. These authors simulated a systematic difference between the T eff scale of the isochrones and that of the stellar flux libraries, and considered errors within the typical offsets found in the literature (100 K in T eff , 0.25 in log g and 0.15 in [Fe/H]). Their results raised a caution, by showing that small systematic differences between the atmospheric parameter scales can mimic non-solar abundance ratios or multiple populations in the analysis of integrated spectra. If this result is confirmed, much of what the community is concluding in terms of abundance patterns in galaxies can be an artefact, due to offsets between parameter scales and not truly a tracer of different chemical evolution.
At the suggestion of the referee, we compare our results to . See their tables 1 and 2, where these authors show the impact of their tests on Lick indices for 2 choices of SSPs. In Table 8 , we list∆idx and IQR(∆idx) from our experiments for the same choices of age, metallicity and indices as in . The effect of random errors on the stellar parameters is typically smaller than the effect introduced by adding a systematic difference of 100 K in the T eff scale, and of comparable magnitude to the effect of adding systematic differences in log g and [Fe/H] of 0.25 and 0.15, respectively. The exact reason why a systematic difference in the T eff scale has a larger impact than adding random errors to the stellar parameters is difficult to trace. We can hypothesise that random errors tend to cancel out, while a systematic difference in the T eff scale is equivalent to selecting a younger (hotter) or older (cooler) isochrone when building an SSP model without changing the selection of stellar spectra.
In any case, a look at table 3 of shows that the deviations introduced by tampering with the atmospheric parameters is comparable to (or larger than) typical observational errors on the spectral indices. As such, these effects cannot be safely neglected. Here we complement this investigation with the sps-r models, simulating the effect of random rather than systematic variations in the atmospheric parameters. Our tests reveal that both in colours (Figs. 5 and 6, Table 4 ) and spectral indices ( Fig. 7  and 11) , the effect of randomising the atmospheric parameters is small compared to the other effects. We conclude then that random errors in the stellar parameters (within the uncertainties adopted here, see Section 3) are not a major source of concern for current SPS models. 
Inferring stellar-population parameters from integrated light
To what extent does the choice of an empirical or a theoretical library in the SPS model affect age, metallicity and reddening estimates from integrated light?
Possibly, the most important result of the experiments performed in this work is to estimate to what extent stellar population parameters -age, metallicity, reddening -derived from SPS models vary if we adopt in the model an empirical or a theoretical library. Given our current inability to have both complete coverage of the HRD with high quality stellar spectra, what should one favour: complete coverage of the HRD (theoretical library) or accurate spectra on a star-by-star basis (empirical library)?
There are several ways proposed in the literature to derive the stellar population parameters from integrated light, but for the purpose of the present paper we choose to investigate results obtained from spectral fitting. To that end we adopt the widely used code Starlight (Cid Fernandes et al. 2005) to fit a sample of nearby galaxies (Gadotti 2009; Coelho & Gadotti 2011) . In Section 4.1 we show that the synthetic and coverage effect impact both colours and spectral features. A code such as Starlight, which fits the continuum and the spectral features together, is a good option to evaluate in a global manner how the stellar library of choice will influence the derived galaxy properties.
Results are shown in Fig. 12 and summarised in Table  7 . The first noticeable feature is that the use of synthetic spectra tends to increase χ 2 and adev for the fit, i.e., the fits tend to be statistically worse. This is not surprising, and reminds us that atomic and molecular opacities still need improvement. Nevertheless, and to some extent a surprising result, there are no important differences in the reddening or the ages derived using sps-m and sps-s models. There is only a hint that for intermediate ages (9 log(age) 9.5), the values obtained with sps-s are slightly lower than for sps-m.
On the other hand, the effect of HRD coverage on inferred ages is more significant: the use of models with non-optimal HRD coverage underestimates virtually all ages, the effect being more pronounced for log(age) ∼ 9.0. The effects on the derived metallicities are shown in the bottom panels of Fig. 12 . sps-s models recover lower metallicites than sps-m models, with a median difference of 0.13. This result is consistent with the top-panel of Fig. 11 , which shows more indices below the zero-line than around or above it. This is also in agreements with results from the literature that show that in general synthetic stellar spectra are stronger-lined than observed stellar spectra (e.g. Martins & Coelho 2007; Coelho 2014) . There is an indication that the difference is stronger towards lower-metallicities, but the origin of this tendency is unclear. Having a complete coverage of the HRD does not seem to affect the derived mean metallicities, although the dispersion increases.
CONCLUSIONS
It has been traditionally accepted that SPS models tailored to study young populations favour the use of theoretical stellar libraries, due to their better HRD and wavelength coverage, while models targeting intermediate and old populations favour empirical stellar libraries, whose detailed spectral features are more reliable than in synthetic spectra.
In this paper we perform experiments with especially built SPS models to investigate and quantify the impact of the choice of stellar library type on: (i) the predicted colours and magnitudes of evolving simple stellar populations, and (ii) the inferred age, metallicity and redenning of a galaxy from spectral fits to its integrated spectrum.
We build a new synthetic stellar library which mimics the HRD coverage of a widely used empirical library (Section 2). During this exercise we identified 71 MILES stars (Table 2 ) whose spectra we consider not suitable for stellar population modelling, and we recommend not to use these spectra in SPS models.
We build SPS models using different stellar libraries (Section 3). We name synthetic effect the differences introduced in the SPS model predictions by using a theoretical vs. an empirical library, for identical HRD coverage. Analogously, we name coverage effect the differences introduced in the SPS models by using libraries with a limited vs. a complete HRD coverage. The results of our tests are given in Section 4, and further discussed in Section 5. The lessons learned are as follows.
In the majority of the cases the coverage effect is responsible for the larger deviations in the predicted colours, especially those involving the u band, for which the lack of hot stars in the empirical library is more noticeable.
For spectral indices, the coverage and synthetic effects are comparable for most features in the wavelength range considered. Some indices are more sensitive to the synthetic effect (e.g. CaHK, Ca4227, Fe4668, Fe5270), indicating spectral regions that deserve more attention from the modellers to improve the theoretical grids. Other indices are more sensitive to the coverage effect (H8, B4000, G4300), and we warn users of semi-empirical SPS models to take the predictions for these indices with caution.
We test the effects that random errors in the atmospheric parameters of the stars have on the SPS model predictions, and conclude that, for the typical errors in atmospheric parameters adopted in our experiments, this effect is minor in comparison to the other effects.
We use different SPS models to infer the stellar population parameters of a sample of nearby galaxies by spectral fitting. The synthetic effect is null for the mean lightweighted log(age) of the galaxies, but metallicity is underestimated by an average of ∼ 0.13. The coverage effect results in galaxy ages being underestimated (for all ages but more strongly around log(age) ∼ 9), but has little impact on the inferred metallicities other than increasing the dispersion. The inferred reddening is virtually unaffected by either effect.
Strictly speaking, our results are valid for the specific HRD coverage of the MILES library and the synthetic grid of C14. Nonetheless, we believe that our conclusions on the coverage effect will not change much in the near future, given that MILES already has an optimal coverage of the HRD for solar neighbourhood stars. More stars from different populations (LMC, SMC, galactic bulge) need to be introduced in the library to possibly produce a significant change, at the expense of lowering the spectral resolution and/or the SNR, due to current observational constraints. We expect that the synthetic effect on optical colours will be similar for most modern theoretical libraries currently in use. The effect on the spectral indices is more sensitive to the specific choice of the synthetic grid and atomic and molecular opacities.
Overall, we conclude that in several instances a sparse coverage of the HRD can introduce larger errors than the inaccuracies of the synthetic spectra. As such, one has to decide with care which kind of SPS models -semi-empirical or fully theoretical -to favour, depending on the application. As of now, SPS models built on current theoretical grids of synthetic spectra are very competitive, for all ages.
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