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Summary
Textiu'e segmentation and classification are major issues in computer vision that 
have not yet been fully explored in the framework of irregularly sample data. Unlike 
well known image restoration techniques, many analysis methods are mainly con­
cerned with obtaining data representation in a feature space and developing effective 
distance measures for image discrimination, with no interest in reconstructing back 
the image from the feature space. On avoiding the later, simpler approaches to image 
analysis may be developed.
This thesis constitutes a research on texture analysis for feature extraction, classi­
fication and segmentation of irregularly sampled images. In a real scenario, irregular­
ity in the sampling pattern may be a matter of either an inherent problem property, 
such as in gathering data in geosciences, or a deliberate design, such as retinomorphic 
sampling. To extend our results to either case, we introduced irregular sampling by 
investigating the spatial distributions of three sampling patterns. The first pattern is 
generated from the uniform distribution. The other two sampling patterns consist of 
inhomogeniously distributed data, with denser concentration towards the middle, to 
imitate the biological vision paradigm. One follows the Gaussian distribution and the 
other the log-pollar distribution. In addition, we extend two of the major approaches 
in image analysis to irregularly sampled data. The first, co-occurrence matrices, is a 
statistical approach, which is applied to texture classification.
The second approach. Gabor analysis, is extended for nnsnpervised texture seg­
mentation by using the Fourier transform for non-uniformly sampled data.
Following a new trend which looks to enhance computer vision with the function­
ality of human vision, biologically inspired processing was progressively incorporated 
into our algorithms to the point of proposing a biological paradigm for image segmen­
tation. Finally, we investigate the use of Gabor analysis for 3D irregularly sampled 
data, and in particular for the segmentation of volumetric seismic data obtained by 
the oil industry. The results, however, of this study are rather disappointing.
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Chapter 1
Introduction
Irregular sampling is present in many scientific and engineering problems. For in­
stance in geophysical practice it is impossible to gather data in a form that allows 
direct interpretation because most collected data are noisy and irregularly spaced 
[63]. In other applications deliberately randomise sampling might have advantages 
for some specific cases. Such is the case of adaptive nonuniform sampling for data 
compression, where sampling is done only if the signal changes. Also in computerized 
tomography (CT), sampling is performed with larger gaps in regions of less interest 
[9].
Clear prospects for a unified generalised mathematical theory for irregular data 
have been developed during the recent years. Astronomy and geoscience aie two disci­
plines that have mastered analysis tools such as the computation of Fourier transform 
of irregularly sampled data and the re-sampling of irregular data onto regular grids 
[54]. Computerised tomography in medical imaging uses advanced interpolation tech­
niques for image reconstruction from large and sparse data sets obtained from the
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tissue's X-ray attenuation [9].
1.1 A nalysis o f irregularly sam pled im ages
Image reconstruction has been the main task of many research efforts in dealing with 
irregularly sampled signals, whereas in the same context, the problems of classifi­
cation and segmentation have received little attention. Any kind of approach that 
looks to fully restore an image undergoes severe constraints regarding convergence 
issues, data sparsity, noise, and computational complexity, among others. On the 
other hand, classification and segmentation methods have more relaxed constraints 
because they are mainly concerned with obtaining a data representation in a fea­
ture space and developing effective distance measures to discriminate images, with 
no interest in reconstructing back the image from the feature space. This fact sug­
gests a direction for further research towards simpler analysis methods without going 
through data restoration. Under the previous considerations, we decided to carry 
out an investigation which encompassed main issues in computer vision that remain 
open to exploration in the context of irregular sampling, namely, feature extraction 
with the purposes of image classification and image segmentation.
Defining a set of meaningful features to describe visual information in the scene 
is one of the main steps in image classification and segmentation [28]. Color, shape, 
motion and texture are basic features to describe image content [57]. In spite of the 
lack of agreement upon a single definition of the latter, texture has inspired many 
computer vision and image processing algorithms due to the key role it plays in hu­
man vision [44]. Theoretical approaches and real word applications of biologically
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inspired vision systems have been recently gathered under in a multi centre project 
called Inverse engineering of the hum,an vision system. [74]. Such an effort is aimed 
at developing a new generation of technologies that provide computer vision with the 
functionality of human vision. For instance, the irregular sampling scheme of the 
retina prevents aliasing due to high frequency components [1]. Furthermore, segmen­
tation is visual a task that implies pre attentive and goal-directed mechanisms that 
have been studied and described from psychophysical experiments and supported by 
anatomical and physiological data [71]. This new trend points to possible approaches 
to image segmentation and classification by using biologically inspired models.
All in all, the aim of this thesis is to perform texture analysis based on a com­
prehensive experimental evaluation of classification and segmentation of irregularly 
sampled images. This exploration builds on biologically inspired models to develop 
image analysis methods. In order to do so, two mainstream methods with a broad 
spectrum of applications are selected as the research frame, namely, statistical analy­
sis and multi-frequency filtering.
1.2 T exture classification
The problem texture classification from irregularly sampled images is approaclied in 
Chapter 3 by revisiting statistical analysis in the space domain. The following were 
the experimental questions:
• Can we recognise textures from irregularly sampled data?
• How does the accuracy of texture recognition from irregularly sampled data 
compare with the accuracy of texture recognition from samples arranged in a
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regular grid?
• How is the accuracy of the texture recognition affected by the way the random 
samples are distributed?
To answer these questions we extended co-occurrence computation to irregular data 
focusing on practical implementations of co-occurrence matrices to save computa­
tional resources. Unlike traditional approaches which compute textural features from 
the co-occurrence matrices, we considered these matrices as single features that can be 
directly compared. Classifiers based on the latter outperformed classifiers based only 
on classical textural features. We introduced the methodology to irregular sampling 
by investigating the spatial distributions of three sampling distributions, namely uni­
form, Gaussian and log-polar patterns, the last two being biologically inspired. Also, 
we developed three methods to deal with noise in the intensity values of the image 
and in the position of the samples.
1.3 U n supervised  textu re  segm entation
The second main stream approach to texture analysis was based on Gabor textural 
features. In Chapter 4 we performed comprehensive experimental evaluation of seg­
mentation of irregularly sampled images, with a strong emphasis on building up a 
biological paradigm of vision. For this purpose we extended the texture segmen­
tation method based on Gabor functions, so that it can be used with irregularly 
sampled images. We base our approach on achieving a regular representation of the 
image in the frequency domain by using the Fourier Transform for non-equispaced 
data. From this point onwards, we focused on multi-resolution analysis for texture
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feature extraction with a Gabor filter bank with emphasis on a biologically inspired 
filter design. For feature computation we integrated two approaches i.e. pixel-wise 
and local-wise postprocessing with particular interest on local window size evalua­
tion. The pixel labeling was implemented with a modified version of the k-means 
algorithm which incorporated a stage to refine the initial points for more reliable 
cluster centres estimation. The high segmentation accuracies we obtained, show that 
the Fourier Ti'ansform for non-equispaced data is a good method to produce textural 
features. The combination of both, biologically inspired sampling and biologically in­
spired feature computation allow appropriate segmentation around the foveal region, 
i.e., the centre of the mask.
1.4 A  biological paradigm  for im age segm en tation
The segmentation approach presented in the preceding section fuses two characteris­
tics of the human vision system: retinomorphic sampling and feature extraction which 
resembles the receptive fields of simple cells in the visual cortex. So far, the novelty 
of that approach relies in the extension to irregularly sampled data. In Chapter 5, 
we propose a biologically inspired paradigm for image segmentation by incorporating 
a model of the gaze shifts a person performs during a visual task. The model uses a 
recent realistic model of the primary visual cortex VI. It describes a neural model 
of contextual iso-suppression and contour enhancement, thus, it delivers a map of 
saliency of the input points before the optical input is transferred to higher levels in 
the human brain [71]. With saliency analysis incorporated, our algorithm can per­
form search of interest points in the scene to move the fovea to. The segmentation
1.5. Gabor analysis of 3-Dimensional data 15
process continues by identifying the new fixation where the image is re-sampled and 
then re-segmented.
1.5 G abor analysis o f 3-D im ensional data
We investigate the use of Gabor analysis in 3-Dimensional data after irregular sam­
pling. In Chapter 6, we explore texture analysis in relation to a real application. We 
use some of the techniques we developed to segment tomographic seismic images from 
the oil industry. The tessellation of the frequency space to capture relevant texture 
information is a challenging quest due to the damaging effects subsampling has in 
the 3D directional structure. This suggests a direction for further development of 
segmentation of this type of data.
1.6 O rganisation of th e  T hesis
In summary, the problem of irregular sampling is in the process of reaching a mature 
level by the advent of a generalised mathematical theory. In practice, most of the 
related research work has been mainly concerned with image reconstruction from 
irregularly sampled data. However, in this context, the issues of classification and 
segmentation have traditionally received little attention. These are concerned with 
the generation of a feature space and the corresponding metrics for discrimination 
purposes. Then, this methods may be released from the constrains imposed by the 
need of data reconstruction. This opens a doorway to explore irregular sampling 
methodologies, feature extraction methods in the frame of classification and segmen­
tation. Such research path is taken in this Thesis. A survey of main topics on texture
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analysis, reconstruction, filtering and related topics is presented in Chapter 2. Tex­
ture classification using co-occurrence analysis is studied in Chapter 3. Unsupervised 
texture segmentation based on multi-fiequency analysis is performed in Chapter 4. 
Based on the latter, a novel biological paradigm for image segmentation is presented 
in Chapter 5. An extension of some of the developed techniques to 3-dimensional sig­
nals is explored in Chapter 6. Finally, Chapter 7 concludes the Thesis by considering 
the contributions of this work and future pathways for research.
Chapter 2
Literature survey
2.1 Introduction
The main methods of visual texture analysis can be divided into statistical, geomet­
rical, model based, and signal processing methods [70]. This classification necessarily 
includes a broad spectrum of approaches. However, in this chapter we review texture 
analysis methods in terms of their applicability to irregularly sampled data. We first 
discuss in section 2.2 those approaches which work on the pixel grey values directly, 
namely, statistical and space methods. Given that most of the work about irregu­
larly spaced data has been reported in the context of image restoration, we devote 
section 2.3 to the main methods used for this purpose. However, by focusing mainly 
in restoration, the computer vision community has left unexplored two main fields, 
namely, classification and/or segmentation of irregularly sampled images. In turn, 
the ubiquity of filtering in most of works in classification or segmentation makes 
compulsory the consideration of filtering methods in this framework in section 2.4. 
Finally, in section 2.5 we discuss which of the previous apjjroaches suits better the
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investigation of texture analysis from irregularly sampled data.
2.2 D escrip tion  of tex tu re  in th e  space dom ain.
Several texture description methods which operate directly on the image grey values 
can be adapted to process irregularly sampled data. These techniques describe some 
statistical or structural relationship between pairs of pixels. Thus, the description rule 
does not lay necessarily on the assumption that data are regularly spaced. Instead, 
the rule can be focused, for instance, on the overall relationship which the gray tones 
have with one another such as in co-occurrence matrix description [28] or the local 
description of small neighbourhoods [52], [53].
Spatial analysis of texture deals directly with the spatial distribution of pixels in 
gray scale images. The main techniques we have in this category are: Co-occurrence 
matrices [28]. Gray level co-occurrence histograms [28]; Local binary patterns [40] 
and [52], [53], [46]. Pair-wise interaction maps [11].
2.2.1 Co-ocurrence matrices
Given that one of the defining qualities of texture is the spatial distribution of gray 
tones, statistical features have been used from the early days of computer vision. This 
approach is based on second order spatial statistics, which describe properties of pairs 
of pixel values. In this group of techniques, we find textural features extracted from 
gray-tone spatial-dependence matrices, best known as co-occmrence matrices.
The concept of co-occurrence matrices lies on the assumption that texture-context 
information in an image is contained in the overall spatial relationship which the gray
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tones have with each other [28]. For representing this relationship, a matrix P{m,n)  
of relative frequencies is defined, which accounts for the occurrence of pairs of pix­
els separated by distance d, the first with gray tone m  and the other with gray tone n.
As each entry p{m, n) of matrix P  is the number of times that the pair of grey 
values (m, n) is present in the image normalised by the total number of pairs counted, 
we have an estimate of the probability of presence for such combination of spatial 
gray values. The matrices parameterised by the distance d between pixels and the 
orientation of the pair of pixels are referred to as directional co-occurrence matrices. 
When the distance between pixels is the only parameter, the matrix is defined as 
rotationally invariant.
Asymmetric co-occurrence matrices contain information relative to texture ori­
entation in opposite directions in contrast to symmetrical matrices which average 
this information by summing pixel pair contributions from all directions. Ojala [45] 
found that it is more beneficial to concatenate 2D matrices computed for pixel pairs 
in different directions than sum them up in a single matrix, if rotation invariance is 
not an issue. Some attempts based on the standard co-occurrence matrix to analyse 
patterns at both short and long ranges are limited because the results are confined 
to multiples of 7t / 4  and pre-oriented patterns [11].
2.2.2 Partitioning of the co-occurrence space
Most approaches use the co-occurrence matrix to store the statistics of grey level 
co-occurrence. Ojala et al [45] proposed a more compact method to quantize the 
co-occurrence space. They applied a learning quantization method to partition the
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co-occurrence space comprising all grey level co-occurrences. Then, the co-occurrence 
space was mapped into a co-occurrence histogram by incrementing the bin index of 
the codeword closest to the given grey level co-occurrence. So, the indices of the 
codebook corresponded to the bins in the histogram. The accuracy of classification 
obtained with histogram features was compared with the results of three different 
classifiers, namely, normal co-occurrence features, Gaussian Markov Random Field 
(GMRF) features and Gabor energy features. The best results for histogram features 
peaked at 94.5%, and for normal features at 87.5%. GMRF features and Gabor energy 
features achieved 87.7% and 90.2% of accuracy respectively.
2 .2 .3  S p a tia l o p era to rs
Pietikainen and Ojala [52] presented two spatial operators to texture analysis. The 
first operator is the so-called local binary pattern (LBP), in which each 3 x 3  pixel 
neighborhood is binarized according to the value of the central pixel. The neighboring 
pixels are valued 1 if their gray level values are equal of greater than the central value, 
or set to zero otherwise. The values of the pixels in the thresholded neighborhood 
are then weighted according to 2* were i is the pixel position relative to the centre. 
Finally, the LBP feature is obtained by summing the values of the eight pixels. The 
distribution of the LBP feature describes the texture of an image region. This local 
measure is invariant to any monotonie gray level scale transformation but does not 
account for the contrast of texture and it is rotation sensitive. To include contrast 
information the LBP is combined with a contrast measure C by LBP/C and the 
joint co-occurrences of LBP and C ai’e considered. The second spatial operator was 
based on signed gray level differences of neighboring pixels in 3 x 3 subimages. The
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difference space was then partitioned by the vector quantization approach described 
in [45]. For comparison, GRMF and Gabor classifiers were also implemented. The 
best accuracies of the classification for the signed gray level difference features reched 
up to 96.8%, and for the LBP operator up to 94.4%. GMRF features and Gabor 
energy features obtained 87.7% and 90.2% accuracy respectively.
In [46] Ojala et al. generalized the LBP operator to allow gray-scale and rota­
tion invariant texture classification. They argued that certain local binary patterns 
which have uniform circular structure that contains very few bitwise 0/1 changes are 
fundamental properties of texture. These uniform patterns are easily accounted for 
by the LBP operator, whose computing involves binarising a pixel neighborhood of P 
members on a circle of radius i?,, where parameter P  controls the quantization of the 
angular space, and R, determines the spatial resolution of the operator. They found 
that the discrete occurrence histogram of the so defined patterns is a powerful tex­
ture descriptor. For different experimental settings the proposed method performed 
clearly better than wavelet-based rotation invariant features.
2.2.4 Pair-wise pixel interactions and the extended grey level dif­
ference histogram
Clietverikov and Haralick [10], [11] showed that pair-wise pixel interactions modeled 
by the spatial dependence of the co-occurrence or grey level difference features is 
a heuristic method appropriate for recovering structural properties of texture such 
as anisotropy, symmetry and regularity. The approach uses the notion of anisotropy 
indicatrix, which is based on the spatial grey level difference. A sequence of indicatri­
ces yields an interaction map which reflects the overall structure of pixel interactions.
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The map facilitates the extraction of the characteristic spacing vectors. Thus, the em­
phasis is laid on mapping a feature onto the spacing vector space instead of focusing 
on the selection of particular features.
Detailed anisotropy analysis at both short and long ranges was performed by 
extending the grey level difference histogram (EGLDIi), by making the separation 
or spacing vector able to point to non-integer co-ordinates. The grey values at such 
positions are computed by bilinear interpolation. The difference of the grey values 
connected by the spacing vector is used to increment the corresponding entry in 
the EGLDH. The idea of investigating a GLDH feature as a function of the spacing 
vector was not new, but it had not been realized properly until the histogram was 
extended to non-integer spacing vectors. The interaction map shows at a glance 
the significance of any particular spacing. The relevant features of an interaction 
map are its dominant blobs (dark spots) and lines. The basic limitation as far as 
classification is concerned is that non isotropic and non-regular textures do not have 
chaiacteristic interaction maps suitable for discrimination. The classification results 
show improvement for larger patch sizes when the necessary statistics are gained. 
The accuracy of classification was as high as 96 % for rotation invariant with original 
resolution images of 165 x 165 and 79% for 110 x 110 images [10]
Clietverikov and Foldvari [12] extended the feature-based interaction map to a 
feature vector with affine invariance properties to address the problem of texture 
classification under orthographic projection for content-based retrieval in image data 
bases. They used the pattern regularity as the main texture descriptor, focusing on 
the problem of texture search in imagery with weak perspective, which happens when
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the size of the object is small compared with the viewing distance. In this work, weak 
perspective was defined as an orthographic projection onto the image plane followed 
by an isotropic scaling. The results showed that regularity alone is not sufficient for 
reliable discrimination of a large number of textures. To make their method more 
flexible and robust, they proposed to apply a multiscale approach trying to handle 
the variation of structure with scale.
2.2.5 3D extension of spatial analysis
Kovalev et al [36] extended 2-D anisotropy analysis methods to process 3-D medical 
images. The first method they used was a Gradient Density Measure (GD), where 
the image was convolved with a filter of size 3 x 3 x 3  along the three axes in order 
to produce the three components of the gradient vector at each voxel. This filtering 
method was compared with a 3-D version of Chetverikov’s approach [10] which de­
scribes the 2D pairwise pixel interactions in a spatial grey level dependence histogram 
(SGLDH). For the latter, an intensity variation measure (INV) was made with a 5-D 
co-occurrence histogram of voxels at a given distance and certain grey values. One 
of the aspects of the extension to the 3-D model was the trilinear interpolation to 
get the value of the image at non-integer positions. To compare the two methods the 
following features were extracted from the corresponding indicatrices: anisotropy co­
efficient, integral anisotropy measure and local mean curvatme. The results showed 
that the GD method performed better for microtexture analysis and was less time 
consuming than the INV method. However the INV method was more robust to 
noise and more appropriate for describing macrotextures.
2.3. ReconstructiQii of non-uniformly sampled images___________________________ 'M
2.3 R econ struction  o f non-uniform ly sam pled im ages
Image reconstruction looks for approximate, or estimate data from an irregular lat­
tice into a régulai' one. Once this reconstruction process has been done, we can apply 
traditional textme analysis techniques. Two dimensional functions must be recon­
structed from irregularly sampled data in many scientific and engineering problems 
[66].
2.3.1 Approaches to numerical solution of image reconstruction
Most algorithms can be considered alternating mapping methods using the given 
information about the unknown signal i.e., spectral support and the sampling val­
ues [18]. Ferreira [20] explores the potential use of the almost periodic extension of 
functions whose Fourier transform it is not necessarily continuous. The problem of 
signal reconstruction from irregularly sampled data has been approached during the 
last years mainly from a theoretical point of view. To extend these results to real 
world situations the Numerical Harmonic Analysis Group of the University of Vienna 
developed several approaches to the numerical solution of this problem [8], [17], [18],
[19], N ,  [66].
Cenker et al [18], and Cenker and Feichtinger [17] compared different iterative 
algorithms for reconstruction of non-uniformly sampled signals. In order to do non- 
uniform sampling and reconstruction they consider an unknown discrete band-limited 
signal X, with known spectrum O, as a superposition and composition of basic signals 
which not necessarily build an orthogonal system
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X - ' ^ C i T i Q o  (2 .1)
where Ti denote the translation operator, the functions gi =  T);po are basic signal 
which span x  and c% are suitable coefficients to describe x as a linear combination. 
Then, the problem of reconstruction can be understood as the problem of solving an 
over determined system of linear equations
Ax — Xs (2.2)
Where A is an approximation operator which produces .t.,, the sampling values. To 
solve this system there are direct and iterative methods. The first methods are 
reduced to the inversion of matrix A. However, from a practical point of view, 
matrix inversion is commonly an ill-posed problem which additionally implies great 
computational demand. Another possibility is using iterative methods. The starting 
point for this approach is that a band limited signal with spectrum in Çt satisfies the 
reproducing convolution equation x — x * g{t) where g{t) may be any filter whose 
transfer function satisfies g{s) = 1 in H. If g is the sine function the convolution 
by g is the orthogonal projection of x onto the space of band limited signals with 
given spectrum. The algorithms considered are based in the following pattern; Given 
the sampling values, an auxiliary signal is constructed and then low-pass filtered to 
obtain a first approximation. The values of the difference between the sampling 
values Xs{t) and the approximation Xa{t) go then into the next step of an iterative 
algorithm, which allows one to recover the band limited signal completely, provided 
the sampling density is high enough compared with the spectral bandwidth. The
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linear iterative algorithms are all based on a recursion of the form
Æ,.+i — Po(A.«,.) (2.3)
where A  is some approximation operator using only the sampling values an Pq is the 
orthogonal projection, mapping a given signal onto the space of band limited signals 
with spectrum Q, i.e., convolution of the signal with the low pass filter g described 
earlier. The study in [18] considered the following operators A: The Wiley /Marvasti 
method, the Sauer/Allebaclc algorithm, the POCS method, and the adaptive weights 
method. The experimental results showed that the adaptive weights methods had the 
best performance in most categories. For highly irregular data the performance was 
considerably better than that of non-adaptive methods. The Voronoi and piecewise 
linear methods showed acceptable speed of convergence and good robustness but 
performed poorly in terms of speed and computational load.
Strohmer [66], [68] created a finite-dimensional model to obtain a numerical solu­
tion of the extension of nonuniform sampling theorems to two dimensions. He gives 
a new interpretation of the irregular sampling problem of images: the inverse DFT 
of a discrete 2-D signal x, t as the restriction of a 2-D trigonometric polynomial. To 
reconstruct or approximate x  from its samples x{tj) by a trigonometric polynomial 
of degree M, a least squares estimation problem has to be solved. Fi’oin this point, 
the two dimensional irregular sampling problem of band limited images is formulated 
as a block Toeplitz system. The main advantage of this formulation is that blodc 
Toeplitz matrices can be inverted with considerably less computational effort than 
matrices without special structure. The matrix inversion is assured in the 1-D case if 
the sampling set is the Kronecker product of two 1-D sequences, where each sequence
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satisfies the 1-D Nyquist criterion. Strohmer stated [66] that extensive numerical 
experiments supported the conjecture that similar conditions hold for 2-D whenever 
the maximal gap in a random sampling set is smaller than the Nyquist interval for 
the given image. Other contribution of Strohmer’s method is the extension to the 
two-dimensional case of the weights method used in 1-D reconstruction of irregularly 
sampled signals. The main idea of this concept is to compensate for irregularities 
in the sampling set by using adaptive weights. If the sampling set is very irregular 
in the sense that it has many clusters of variable sampling density, the weights get 
larger values for sparse sampled regions than weights in dense sampling regions [18]. 
The conjugate gradient method (CG) was used to solve the Toeplitz system. So, 
the whole approach was referred to as the ABC method because it is a combination 
of Adaptively chosen weights, Block Toeplitz matrices and the Conjugate gradient 
method.
Com parison of ABC w ith  s tan d ard  m ethods The experiments considered an 
image x of size 512 x 750 from which about 52% of points were randomly sampled. The 
rate of convergence was established by computing the relative mean square error of 
the approximation x^ after the n-th iteration: M S E  — ||.t — j2 /||-'r||2 - The SNB,
for measuring the quality of reconstruction was related to the M S E  by SNB, = 
lOlogAd^SE. The ABC method needed the minimum number of flops than the other 
methods [66].
A pproxim ation of non band lim ited  images The experiments were performed 
on the 512 X  512 Lena image from which about 53% of points were randomly sampled
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[66]. In this case the S N R  was 3.7dB. After 10 iterations Marvasti's method provided 
an MSE =  0.1 and SNR = 20.3dB. The adaptive weights method with SNR— 27.2 dB 
and MSB =  0.04. The ABC method SNR— 29.9dB and MSE — 0.032 followed closely 
by the Voronoi method with SNR =  29.5 dB and MSE = 0.34. In general the visual 
inspection of the reconstructed image showed almost no difference between the ABC 
reconstructed image and the original one. Feichtinger and Strohmer [19] obtained an 
MSE smaller than 4%, when applied the ABC to recover missing segments and lines 
in non-band limited images. The experiment consisted on removing 137 vertical and 
192 horizontal lines from a 330 x 460 image, i.e., more than 70% of the data were 
missing.
R econstruction  from  quasi-struc tu red  sam pling sets The CC method pre­
sented a high rate of convergence for structured sampling sets, due to the clustering 
effects of the singular values. Instances of these sets can be a regular sampling grid 
with some of the samples missing or some hexagonal sampling pattern [66]. The 
described method for ID and 2D version, allows the reconstruction of signals from 
sampling sets having gaps much larger than the Nyquist rate. In the two dimen­
sional case the most powerful methods were the adaptive weights conjugate gradient 
method and the ABC method [66].
2.3.2 Convex feasibility approach to Image restoration
Large and sparse systems of linear equations can be considered a special case of 
the convex feasibility problem of finding a point x* e C = f\iCiy where C is the 
nonempty intersection of finitely many closed convex sets Q, in the Euclidean space.
2.3. Reconstruction of non-uniformly sampled images 29
Iterative algorithms to solve this problem can be classified as sequential, simultaneous 
or block-iterative [9].
The projection onto convex sets (POCS) method has been used most frequently 
within the sequential methods. It finds an acceptable or feasible solution as an inter­
section of property sets rather than by the minimization of a cost function [65]. It 
starts with an arbitrary signal in the underlying space and uses the sampling infor­
mation iteratively to obtain the approximation of the signal. It consists of a series 
of projections onto affine hyperspaces. This method provides a region acceptability 
rather than a unique optimum solution. However, the ordinary POCS method has 
several drawbacks, the main one being its very low speed of convergence with associ­
ated memory problems. Feichtinger et al. [17] proposed variants based on the theory 
of pseudo-inverse matrices to improve POCS performance. Stasinski and Konrad 
[64], [65] proposed an improvement of POCS for irregular to regular grid interpo­
lation in motion compensated video. They employed frequency-domain processing 
to reduce computational complexity and over sampled intermediate grids for more 
flexible spectral shaping.
Censor et al. [9] introduced an iterative parallel technique called component av­
eraging (CAV) to solve large and sparse unstructured systems of linear equations. 
Opposite to POCS methods which use sequential projections, CAV technique simul­
taneously projects the current iterate onto all the hyperplanes of the system. It 
uses oblique projections and diagonal weighting matrices, with weights related to 
the sparsity of data. The method was applied to transmission tomography image 
reconstruction.
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2.4 F iltering  approach to  tex tu re  classification and seg­
m entation
The non-uniform Fourier transform (NUFT)is routinely used in astronomy and geo­
sciences to obtain the power spectrum of irregularly sampled images. However, when 
used as interpolation method for signal reconstruction it performed poorly compared 
with other reconstruction methods [51]. Nevertheless, NUFT opens the possibility 
of dealing directly with irregularly sampled data for other aims than restoration. 
One way of doing it is by taking a restricted case of the NUFT, where the samples 
are irregularly spaced but the Fourier coefficients are regularly spaced in the fre­
quency domain. The change from one domain where the data is randomly scattered 
to another where the coefficients are regularly spaced, allows one to perform the con­
volution now through a point-wise multiplication. From this point onwards, most 
linear filtering techniques can be applied to the analysis irregularly sampled images 
[54].
Several filtering concepts for texture classification and segmentation have been 
applied, such as isotopic filters, discrete cosine transform and the most popular of 
all, the Gabor filters. Filtering techniques demand a tremendous amount of compu­
tational resources in terms of floating point operations (FLOPS) and memory usage 
[59]. The computation of the optimal filter parameters is very demanding. Most 
filter banks approaches have in their sub-bands the same number of image samples 
as the unfiltered image. Thus, after filtering, the amount of data is increased by a 
factor corresponding to the number of frequency channels in the filter bank.
2.4. Filtering approach to texture classification and segmentation______________^
2.4.1 Common filter approaches
Edge a ttr ib u te  processing [22]. This method is extremely simple and is compu­
tationally very efficient. A Sobel edge operator is used to generate gradient direction 
and magnitude images of the input texture. The gradient directions at all pixels are 
then histogrammed and weighted by the corresponding gradient magnitudes. The 
direction histogram so formed is cyclic and can be regarded as a periodic function 
of the gradient directions with period 2?r. where a rotation of the image results in 
a translation of this function. The Fourier expansions of the periodic function are 
taken and the magnitudes of the Fourier coefficients are invariant to rotations. The 
first n  magnitudes can be represented in an n-dimensional feature vector for use in 
classification.
T he OSAR m ethod  [22]. Circular simultaneous autoregressive (OSAR) models 
have been developed for the extraction of rotation invariant texture features. These 
interaction models represent the grey level value at a given pixel as a linear combina­
tion of its neighbours plus a noise component. In this circular model the interpolation 
of a pixel’s eight neighbom s is required to obtain values of Nc  (the circular neighbour 
set). The eight neighbours of a pixel are interpolated according to an autoregressive 
model. Least squares error estimation is used for the model parameters.
M ultichannel filtering. The objective of multichannel filtering, and the subse­
quent local energy function, is to transform the edges between textures into de­
tectable discontinuities. The filter bank is in essence a set of band pass filters with 
frequency and orientation selective properties. The local energy function is utilized
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for the purpose of transforming areas in each channel where the band pass frequency 
components are strong into a areas with high constant grey level, and areas where 
the frequency components aie weak into areas with a low contrast grey level. Clas­
sification: The output from the local energy function is a set of images, one image 
per filter in the filter bank. These images are the feature images, that will form the 
basis for the classification. These images are used to form feature vectors, were each 
feature image corresponds to one element of the feature vector.
Gabor filter approaches [59], [62], [22].
• A biologically inspired filter bank structure: A bank of Gabor filters with even 
symmetry and octave band decomposition closely resembles the receptive field 
of simple cell in the visual cortex [5], [15], [32], and [41]. The dyadic decom­
position of signals, the octave band decomposition implies frequency resolution 
with appropriate time support. The decomposition is determined by the size of 
the input image, and is therefore fixed with respect to the characteristics of the 
textures in the input image. For some textures, the lowest radial frequencies 
are not very useful because they capture features too coarse to explain textural 
variations in an image.
• Optimal parameters: a filter banlc forms a set of optimal filters, one filter for 
each possible texture pair in the image. The purpose is to find one filter which 
leads to good segmentation to save computational resources. It is a faster 
alternative than a fixed structure but may perform slightly poorer than the 
previous approach. Also, it is poor with synthetic textures mostly formed by
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edge-wise texture primitives.
• Alternative sub-band decomposition: This method keeps the filter equation for 
the even Gabor filter. The central frequency is set to the absolute value of the 
frequency in the center of the pass band and the filter orientation is set to the 
corresponding angle. The variance in the case of octave decomposition implies 
wide pass band for high frequencies and narrow band for low frequencies. In 
the case of arbitrary band decomposition the pass-band widths are changed. 
The results are similar with those of the first case, but the problem remains the 
same for all decompositions: to achieve a good segmentation quality we need a 
large number of sub-bands which leads to high computational complexity.
Randen and Husoy [59], [60], [62] presented extensive work regarding the evalua­
tion and design of filters and filter banks for texture classification and segmentation. 
In [59] they designed critically sampled filter banks in texture segmentation to get 
substantial computational savings compared against three different approaches to 
Gabor filtering, namely, fixed filter structure with even symmetric and octave band 
decomposition, optimal parameters, and alternative subband decomposition. The 
results showed that critical sampling obtained accuracies (up to 93.4 % and 91%) 
comparable with the accuracies obtained with the traditional approaches in Gabor 
filtering (97.7% and 92.6%). This conclusion held for alternative subband decompo­
sition different to octave decomposition.
Rnnden and Husoy [60] used optimal linear prediction error filters for texture 
segmentation by assuming that the textures may be modelled as autoregressive (AR) 
stochastic processes. The AR models are used as linear predictors, predicting the
2.4. Filtering approach to texture classification and segmentation 34
current pixel based on the surrounding pixels. One optimal predictor is determined 
for each texture in the image, and all the predictors are applied to the image, yield­
ing different prediction error images. The AR, models are determined using a least 
squares estimator. The segmentation is done by classifying the pixels to the textures 
corresponding to the predictors yielding minimum local prediction error energy. No­
tice that the linear prediction may also be viewed as a filtering operation. To obtain a 
robust segmentation, it is therefore important that the prediction error of the predic­
tor corresponding to the actual texture must be much lower than that for the other 
predictor. The method works for some textures, however, it does not guarantee any 
discriminable difference in the prediction errors.
Randen and Husoy [62] presented an extensive comparative study on filtering 
techniques for texture classification. The study included the following three main 
categories: 1) Heuristically designed filter banks: Laws filter Masks. Ring and Wedge 
filters. Dyadic Gabor filter bank. Wavelet transform, packets and frames. Discrete 
Cosine transform. Quadrature Mirror filters. Tiee-structured Gabor filter. 2) Opti­
mized filter and filter banks: Eigenfilter. Prediction error filter. Optimised two class 
Gabor filter. Optimised multiclass Gabor filter bank. Optimized two-texture FIR. 
filters. Optimized FIR. filter bank. Back propagation designed mask. 3) Classical 
non-filtering approaches: Co-occurrence statistical features. Model based features 
[61]. The evaluation of the methods was performed by comparing their classification 
error and computational complexity. They concluded that for multi-textured images 
the selection should be quadrature mirror filters (QMF), if computational complex­
ity is not a limitation. When the latter condition is not present, the corresponding
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options are the critically sampled QMF or the discrete cosine transform. The next 
option is the optimised approach, except the Eigenfilter due to its complexity. How­
ever, for autoregressive models and co-occurrence features they did not suggest their 
general use but they say that they should not be discarded because they may per­
form well for a particular data set. As in [59] they conclude that neither dyadic 
decomposition nor Gabor approaches are inherently superior to other computation­
ally simpler approaches. As a general conclusion they argue that future research 
should be mainly concerned with developing low computational complexity methods 
for texture classification.
2.4.2 Unsupervised texture segm entation
To solve the problem of image segmentation, in the context of textured images, two 
steps are usually considered [58]:
• A similarity measure between image regions is required in order to formalize the 
segmentation problem. Such measure has to capture the significant variability 
within the texture, without loosing the ability to discriminate between different 
textures.
• In a second step, to select a suitable clustering method, which is coupled to the 
chosen similarity measure.
In the classical approaches, locally extracted features are spatially smoothed and 
interpreted as vectors in a metric space, thereby characterizing each texture by a 
specific average feature vector or centroid. Piizicha et al. [58] presented a general 
approach to the problem of grouping feature distributions, extending a technique
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known as distributional clustering in statistical language modeling. In comparison to 
K-means clustering, distributional clustering naturally includes component distribu­
tions with multiple modes rather than fitting segments with a univariate Gaussian 
mode. As a major advantage compared to pairwise dissimilarity clustering it requires 
no external similarity measure, but exclusively relies on the feature occurrence statis­
tics. In addition, the proposed mixture model provides a generative statistical model 
for the observed features by defining a texture specific distribution.
Unsupervised hierarchical texture segmentation is presented by Hofmann and 
Puzicha [30] with a fully unsupervised hierarchical texture segmentation algorithm 
based on clustering of dissimilarity data. The algorithm is able to identify a consis­
tent hierarchy of successively refined segmentations without parameter tuning. The 
method presented is a hierarchical extension of methods based on mean-field an­
nealing as an efficient optimization heuristic. This approach does not involve the 
convolution with a set of complex Gabor filters as in [59], [62]. Hierarcliical Clus­
tering aims to partition an image by a Boolean assignment. This implies meeting a 
compactness criterion and restricting hierarchical representation to complete binary 
trees.
Mean field annealing is used for minimizing the hierarchical objective function 
and generating a suitable tree topology. Annealing methods try to avoid unfavor­
able local minima by artificially introducing noise to an optimization problem. The 
noise amplitude is controlled by a parameter T, called the computational temper­
ature. Starting from high temperatures, the noise is gradually decreased until the 
original optimization problem is recovered in the T —^ 0 limit. The most prominent
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representative of annealing methods is simulated annealing, where the temperature 
controls the degree of randomization utilized in combination with some local search 
procedure. This method directly incorporates the noise into the objective function 
in terms of additional entropy contribution.
2.4.3 R otation invariant texture characterization
Do and Vetterly [14] used wavelet-domain hidden Markov models (HMM) to develop 
a steerable model for rotation invariant texture characterization and retrieval. This 
alternative approach sets up the image retrieval in a statistical framework by jointly 
considering the two problems of feature extraction and similarity measurement. Us­
ing the statistical framework, the standard wavelet transform was replaced by an over 
complete representation via steerable pyramids which incorporated the dependency 
of wavelet coefficients across orientations. Fontain et al [13] presented a comparison 
between the wavelet hidden Markov models (HMM) method and the multichannel 
filtering method for rotation invariant classification and retrieval of texture images. 
HMMs are used for training and classification because underlying fundamental struc­
tures of the image are found, which may or may not be directly observable. It is 
assumed that an image can be modelled by a statistical process whose states are 
not directly observable. Each state is associated with a probability distribution of 
an observable quantity, for example grey levels. Transition probabilities govern the 
transition between states. An observation can be generated at a particular state ac­
cording to the relevant probability distributions; the states remain hidden though the 
observations are visible. The experiments included comparisons over both a small 
database (SDB) and over a large database (LDB). The comparison of classification
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accuracy in the results of (SDB) Gabor method obtained a perfect classification rate. 
The edge attribute method achieved 84%, accuracy, with better results for regular 
textures. HMM and CSAR achieved similar results. In terms of noise robustness the 
results were similar for both approaches the preceding ones. In the (LDB) frame­
work, the corresponding results were: Gabor 94%, humans 85%, edge 53% CSAR26%. 
Noise resistance: Humans are more resistant to noise than Gabor as the noise level 
rises. Content base retrieval: Gabor 98%, humans 94%, edge 63% CSAR 40%. The 
HMM method was not considered suitable for this application.
2.4.4 Practical realizations
Boiikouvalas, et al. [3] developed an integrated visual inspection system with inno­
vative texture analysis methods to identify different types of defects in uniformly- 
colom-ed and textured tiles. Cracks, blobs, spots and faults in regular patterns were 
detected quite like by a human operator. Uniformly-coloured tiles allowed quick 
methods such the convolution of the tile image with ID shape detection filters. For 
crack detection the convolution was performed in horizontal and vertical direction 
[35]. For spot detection the tile image was convolved with only one filter which was 
optimized for spot profiles. The shape of the output signal around a local maximum 
and the corresponding template were compared to confirm or reject the hypothesis 
of defect presence. Detection in textured tiles required more elaborated methods: 
separability of crack and texture patterns was enhanced with the cojoint spatial and 
the spatial frequency representation of the Wigner distribution [21]. Image segrega­
tion into chromatic categories was used for blob identification [4] and regular pattern 
faults were discriminated by calculating the differences between a target pattern and
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the inspected pattern, at each colour layer separately. These methods were effective 
for detecting all kinds of defects in the variety of products inspected, however real 
time performance was limited for the current technology. Further improvements to 
such algorithms were presented in [42] where a new scheme for highlighting defects 
in random textures was presented: Each chromatic image was morphological filtered 
twice: once iterative erosion was applied until the blobs disappeared, and once it­
erative dilation applied until the structure in the image disappeared. These tasks 
were performed and registered during both the training and testing stages, and the 
information of the processing was matched so as to backtrack the exact location of 
the defective blobs. Results showed 100 % success rate in fault detection out of a 
total of 60 images. This approach was much faster and less sensitive to threshold 
selection than the previous algorithm in [4].
The Boolean model is a fundamental random process model applied to image 
analysis, texture modeling, geo-statistics and many other fields [26]. By using this 
model for texture description, Petrou et al. [49] showed that the intraclass varia­
tions of the estimated model paiameters was smaller than the interclass variations. 
This result was explored further in [23] where Gai'cia and Petrou established the first 
practical implications of the ID Boolean model for texture description. They found 
that the probability distributions with two parameters fit better the probability dis­
tribution of a real image. The parameters were estimated with a mean error of 10% 
and standard deviation of this error of 10% with as few as 512 samples from the 
data. Particularly, they got 100% classification accuracy over 32 different textures 
with discretised normal distribution for the shape process and the MAXMIN crite-
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rion for classification. Handley [27] presented a method for inferring Boolean models 
in higher dimensions. The efficacy of this method was showed with two binary im­
age estimation examples using disks with lognormally distributed radii and randomly 
oriented squares respectively. The results were in the 95% confidence region.
Llado and Petrou [39] analysed what happens to the surface information when 
the image resolution is modified when moving from fine to coarse resolution. Rom a 
colour photometric stereo (CPS) data set for different camera distances they got the 
parameters to reconstruct the surface information at a given distance. Then, they 
predicted how the surface would look like when seen from another distance. Then 
the surface prediction was evaluated against the surface shape computed by CPS at 
the second distance. This work can be used in describing texture in such a way that 
it is recognizable from a range of distances.
2.5 D iscussion
Texture segmentation and classification are major issues in computer vision that have 
not yet been fully explored in the framework of irregularly sampled data. The main 
approaches to texture analysis are based on statistical and filtering techniques. Sta­
tistics are particularly suitable for irregular data analysis given that the description 
rule does not have to assume that the data lay in a regular grid. Co-occurrence has 
been extensively used whether it is applied on the pixel values directly [28] or on 
some feature space computed by means of the so-called space methods [11], [40] [46], 
[52].
Regarding filtering techniques, Gabor filters are most frequently used due to their
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capacity to capture local information, as it is required for texture description [5], [15], 
[32], [50], [62]. Even though, filtering may be performed by convolution, we rather 
prefer to explore filtering in the frequency domain where convolution is simplified 
into a point wise multiplication [54]. However, we wish to depart from traditional 
approaches in which one first restores the image and then Fourier transforms it. The 
new path we wish to explore is that of transforming the irregularly sampled image 
directly into the frequency domain by using the non-uniform Fourier transform. This 
way, we are extending texture segmentation based on Gabor functions to irregularly 
spaced data.
Chapter 3
Texture classification
3.1 Introduction
In this chapter we develop a methodology for texture classification of irregularly 
sampled images. In order to do so, we first extend the classification approach based 
on co-occurrence matrices, so it can be used with irregularly sampled images.
We introduce a methodology to irregular sampling by developing three different 
sampling schemes regarding the spatial distribution of the random samples: Uni­
formly distributed, normally distributed and log-polai' distributed. Then, we de­
termine the actual empirical distribution of the sampling patterns, and the actual 
contribution to co-occurrence analysis in order to gain enough statistics for reliable 
feature computation.
The main questions we are looking to answer experimentally are the following:
• Can we recognise textures from irregulaily sampled data?
• How does the accuracy of texture recognition from irregularly sampled data
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compare with the accuracy of texture recognition from the same number of 
samples arranged in a regular grid?
• Is the accuracy of the texture recognition affected by the way the random 
samples are distributed?
To answer these questions we perform three series of classification experiments: 
First, we establish our bench mark results by standard co-occurrence analysis in 
conjunction with regularly sampled images. In the second series of experiments we 
classify irregular sampled textures. The samples consist of randomly picked pixels 
from the available regularly sampled images. In the third series of experiments we 
consider sampling points at non integer positions. The values of the image at these 
positions are estimated with bilinear interpolation and nearest neighbour interpo­
lation, so these data may be considered as a noisy version of the data used in the 
second series of experiments.
3.2 C o-occurrence m atrices
Theoretically, we can obtain a rotationally invariant co-occurrence matrix for an 
image with G grey tones by the following algorithm:
1. Choose a distance d.
2. Compute each entry P{m.,n) of matrix P  by counting all pairs of pixels which 
are separated by a distance d and have integer grey values (m,n), where m ,n  £ 
[ 1 , 0 ] .
3. Compute the number N  of all pairs of pixels considered.
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4. Compute the co-occurrence matrix by normalising all elements of P  by N,  that 
is:
p{in,n) -  ^ P (m ,n )  (3.1)
We may have as many co-occurrence matrices as different distances we choose to use. 
However this algorithm is computationally very expensive. In the following section a 
practical method for computing the co-occurrence matrix is presented.
3.2.1 Practical com putation of the co-occurrence m atrix
If we want to create a rotationally invariant co-occurrence matrix for an image 7, we 
would have to consider each pixel (%,j), and the pairs it forms with its neighbours 
at distance d. In that way, we ai’e creating a digital circle around the current pixel. 
Then, we identify the grey tones for each pair and increment the respective entry 
of the co-occurrence matrix that refers to the occurrence of that particular pair of 
ordered grey tones. For an image with 256 grey tones, we have a 256 x 256 co­
occurrence matrix. So, we have 256  ^possible pairs of grey tone combinations present 
in the image.
It is important to point out that if we consider a digital circle around the current 
pixel, we shall count all pairs of pixels twice. We can avoid this, by using a mask 
that only takes the inferior half of the digital circle. For pixels close to the borders 
of the image we take only those pairs within the limits of the image.
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3.2.2 Co-occurrence-based textural features
In the traditional approach, once we have the co-occurrence matrix P , specified for 
a distance ri, we can compute a number of useful texture features from it. Some 
features relate directly to natural properties of the image, however, other features 
give some measure of complexity and nature of grey tone transitions in the image, 
rather than describing a natural characteristic. A big advantage of using features, 
instead of using co-occurrence matrices directly, is the simplicity of computational 
resources, given that we can combine features to create a feature vector instead of 
using bulky matrices. All features defined below are in terms of the normalised 
relative frequencies p{m,n) as they were defined by equation (3.1):
Energy:
Entropy:
G-^ G-l
E n e =  ^ p ( m ,n ) ^  (3.2)
m = Q  n = Q
G—1 G—1
Ent  =  -  p{m, n) Igpjm, n) (3.3)
m =0 n~0
Contrast: \
G - l  G - l
Cont= Y ,  ^  (m — n)^p(m, n) (3.4)
m=0 n=0
Correlation:
(3.5)
where px, Py. cr®, and ay are the means and standard deviations of the marginal 
distributions associated with p.
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H om ogeneity:
(3.6)
Once w^e have the textnre features we can use them to establish the similarity 
betw^een textures. I used the following algorithm to perform the classification exper­
iments based on textural features:
• To represent a texture:
1. For each co-occurrence matrix extract the textural features defined by 
equations (3.2) to (3.6).
2. Put all features in the same range of values by normalisation. It is per­
formed individually for each feature, i.e. energy, entropy, contrast, corre­
lation and homogeneity, by identifying the maximum value in the training 
and testing textures. These are the normalising values.
3. Define a feature vector by taking the value of each normalised feature as 
one of its elements.
• To classify a texture:
1. Take the feature vectors of the texture you wish to classify.
2. Compute the Euclidean distance between this feature vector and the rep­
resentative feature vectors of all textures in the data base.
3. Classify the unknown texture to the texture class from which its feature 
vector has the smallest distance.
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3.3 T exture classification using co-occurrence m atrices 
directly
The direct use of the co-occurrence matrices has been traditionally disregarded due to 
their bulky structure. However, the computation of the textural features as performed 
in the traditional approaches may average out important information, wasting the rich 
representation of textural information provided by co-occurrence matrices. Therefore, 
we consider here how to use them directly to compute similarity measures between 
textures.
We applied three comparison measures between any two textures i and j .  They 
all tend to be 0 as the textures tend to be the same:
1. The mean square difference (MSD) of the corresponding entries of the co­
occurrence matrices:
1 (7—1 G —1
-^ '1 =  ^  53 -P j ,d im ,n ) f  (3.7)
771—0 71= 0
where pi^d stands for entries of the co-occmrence matrix of texture i computed 
for distance d.
2. The sum of the absolute differences element by element (ADI) of the corre­
sponding co-occurrence matrices:
G - l  G - l
^-2= Y  -  W (^,M .)| (3.8)
m —O 77= 0
3. One minus the correlation coefficient (COR.) between the corresponding co­
occurrence matrices:
3.4. Extension of co-occuiTence matrix computation for irregularly sampled imagefeS
=  ^ = 0  n) -  pi){pj d^{m, n) -  pj) ^
CTi(Tj
where pj are the mean values of the correlation matrices of textures i and 
j  respectively, and (Ti, and (Tj are their standard deviations.
The classification experiments based on direct similarity measures use the follow­
ing algorithm:
1. Compute the similarity measures between the co-occurrence matrix of the un­
known texture you wish to classify and the co-occurrence matrices of all textures 
in the data base.
2. Classify the unknown texture to the texture class for which the dissimilarity is 
minimum.
3.4 E xtension  of co-occurrence m atrix com p utation  for 
irregularly sam pled im ages
For irregulaily sampled data, it is not possible to compute the co-occurrence matrix 
in the same way as for régulai' grids. For regular grids we may use the masks of 
digital semi-circles to scan all pair of pixels at relative distances where
M  is the total number of co-occurrence matrices we define. For irregularly sampled 
data the relative distances we can use are dictated by the sampling points we have. 
The data are not available arranged in an integer grid, but as a list of locations, with 
each location assigned a grey number. Let us consider a pixel at location (.tq, yo). We 
wish to identify which pixels in the list are at distance in the range [d — 0.5, d 4- 0.5)
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from this pixel. Let us call the coordinates of a pixel (x,y). We wish to examine 
whether
d -  0.5 < < d +  0.5 (3.10)
This is equivalent to
d  ^— 0.25 +  d < {x — xq)^ T (y “■ < d  ^+  0.25 +  d (3.11)
To save computational time when we compare the position of each sample with 
each other sample, we do not compute {x — xqŸ  +  (y — yo)  ^ if \x — .'ToI < d — 0.5 or 
l-'î’ -  •'î'ol > d +  0.5 or \y — yo| < d — 0.5 or |y -  yo| > d 4- 0.5. In addition, numbers 
d — 0.5, d +  0.5, ( f  — 0.25 +  d, and -f 0.25 +  d are computed only once and stored 
outside the loop of the algorithm.
As we shall use the same random patterns for all textures in the experiments that 
follow, the identification of the pair of samples that contribute to each co-occurrence 
matrix is done only once for each experiment. Then each sample location in the list 
is assigned a set of numbers that identify which other locations it should be paired 
with to contribute to which co-occurrence matrix.
For example, let us say that each sample location is identified by an index. Let us 
also say, that for distance dj. a particular sample with index io in the list was paired 
with Lj  samples with indices «1 .4 2 , Then we expect that this sample in the
list will have the following entry:
Xia yio 9io • J li ^^ 2 ,.72-,.?2 , "  ',.7^2 ' ' ' , A:2 , ' "  , where
io is the index of the sample, a number between 1 and N,  with N  being the total
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number of samples in the random pattern.
(% )% ) the coordinates of the sample. They could be non integer numbers.
is the grey value of the sample, an integer between 0 and G — 1, with G being the 
number of grey levels.
L] is the number of samples with which it can be combined to contribute to the 
entries of the co-occurrence matrix for distance d\ .
i l 5is,* • • , ir,i R-re the indices of the samples with which it can be combined to con­
tribute to the entries of the co-occurrence matrix for distance d-\.
1/2 is the number of samples with which it can be combined to contribute to the 
entries of the co-occurrence matrix for distance dg.
.72 ,.72 , • • • ,.7L2 the indices of the samples with which it can be combined to con­
tribute to the entries of the co-occurrence matrix for distance d2 .
And so on.
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3.5 E xperim ental m eth odology
As we mentioned previously, the purpose of our study is to answer the following 
experimental questions;
1. Can we recognise textures from irregularly sampled data?
2. How does the accuracy of texture recognition from irregularly sampled data 
compare with the accuracy of texture recognition from the same number of 
samples arranged in a regular grid?
3. Is the accuracy of the texture recognition affected by the way the random 
samples are distributed?
4. How does the number of available samples influence the accuracy of texture 
classification?
5. How does the grey level resolution of the images influence the accmacy of 
texture classification?
To answer the above questions we designed three series of experiments where we 
used 111 textures from the Brodatz image database shown in figure 3.1. These images 
have 256 grey levels and we use them as a first data set, and from it, we created two 
other sets with half and a quarter of the grey level resolution of the original images 
i.e., two data sets each with 111 images, and 128 and 64 grey levels resolution, 
respectively. Grey level coarsening is sometimes performed with no adverse effects, 
because humans can distinguish fewer than 256 grey levels. It has the advantage of 
reducing the size of the co-occurrence matrix. Grey level re-quantization was used 
to coarsen the grey level resolution.
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Figure 3.1: The experimental data set: textures of the Brodatz album. The images shown 
are 110 x 110 sub-images cropped from the textures we use, from [7].
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3.5.1 Texture classification from regularly sampled data
Each image in the database was divided into 4 quadrants, 320 x 320 pixels each. The 
top left quadrant was used for training and the bottom two for testing.
Ill the first series of experiments we used the training images as our reference 
image set and we classified the test images. The results of these experiments are to 
be used as a bench mark against which the results with irregularly sampled data are 
to be compared.
3.5.2 Texture classification from irregularly sampled data at integer 
coordinates
In a second series of experiments we keep the same number of points of the training 
images (which consist of 320 x 320 regular grids, containing 102,400 points), but we 
select them at random from the original 640 x 640 full image, with three sampling 
patterns, namely, uniform, Gaussian (normal) and log-polar patterns.
3.5.3 Texture classification from irregularly sampled data at real 
coordinates
In some applications images are pre-processed before the computation of the co­
occurrence statistics. For example in [10], [11] and [36] they interpolated the data at 
siibpixel positions, before computing the co-occurrence matrix. This was a trick these 
researchers used to deal with computing the co-occurrence matrices for distances and 
orientations that did not coincide with the regular grid positions of their images. 
In this third series of experiments, what we are doing is different. We assume that
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the texture is undersampled and we wish to recognize it from the limited number of 
samples we have. The available samples are allowed to be at arbitrary positions.
In all cases, the reference images in the database are the same, i.e. regularly 
samples data on 320 x 320 grids produced by the top left quadrant of the large 
images. It is the test images and the way they are represented that change from one 
experiment to the next.
3.5.4 Generation of the sampling masks w ith integer coordinates
Figure 3.2 shows the sampling patterns we use. The label at the top of each column 
indicates the type of mask. The sizes of the masks are indicated at each row by the 
labels 5000, 10000, 25000 and 100000 points. The black dots depict the coordinates 
from which the samples were taken.
U niform  m asks
The uniformly distributed pattern is formed by randomly drawing S  pairs of integer 
numbers in the range 1 to 640, where S  is the number of sampling points.
N orm al m asks
For the normal patterns, pairs of integer numbers are chosen from a Gaussian prob­
ability density function the mean of which corresponds to the centre of the image. 
We set (7 — 100 to prevent the sampling patterns from being too dense in the centre, 
and to have enough sparsity around.
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Log-polar m asks
The log-polar sampling pattern consists of N  concentric rings. We set N  — 32. Each 
ring is allocated the same number, Np, of sampling points. To get this number we 
divide the total number of sampling points N r  we want in our sampling mask by the 
number of rings N. so Np — The radius Vn of the nth ring is computed according 
to the equation
r*
where R  is the maximum radius. The points on each ring are distributed randomly 
using a uniform distribution for both the integer valued angle 0 between 0” and 359® 
and for the radial position inside an annulus with radii in the range
R-n = T n + r n - l  r n + } + V n2 '  2
The radial range of the last ring is only half of the previous ones and is
'R  + r]\T_i
(3.13)
R n  = -.R (3.14)
Then, if a point from ring is pushed beyond R, it is neglected because if we 
try to allocate all Np points of the last ring, inside radius R  by repeated trials, it 
would be denser than the other rings getting the appearance of a rim.
The Cartesian coordinates of each point are then computed from its polar coor­
dinates and they are rounded to their nearest integer in order to correspond to pixel 
locations in the original data.
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3.5.5 Generation of the sampling masks w ith non-integer coordi­
nates
In third series of experiments, the random points we use are not located at integer 
positions in the original image. To generate the sampling patterns, we take the same 
sampling masks with integer coordinates described previously, and then, randomly 
reallocate each original point, : x^y =  1,2, ...,640}, to a new position in the
interval ([.i; =t 0.5], [y ±  0.5]) with sub-pixel accuracy of 0.1. The grey values for these 
positions are computed from the original image in two different ways: in the first 
case bilinear interpolation is used. In the second, the non-integer coordinates inherit 
the grey values of the corresponding nearest pixel in the original image.
3.5.6 Empirical distributions of the sampling masks
In all cases, overlapping points are disregarded and the choice of random positions 
continues until the fixed number of sample points is reached. This means that none 
of the distributions we create is really the same as the distributions we set out to 
create. This is particularly so for the log-polar distributions for which the congestion 
of points towards the middle means we get significant saturation of the density of 
points in the central parts of the sampling pattern. Figure 3.3 shows the theoretical 
distributions, (the black curves), of the points in the sampling masks. The grey 
bars indicate the saturated distributions we get in practice. The distributions are 
expressed as functions of the distance from the centre.
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5000 points
10000 points
25000 points
50000 points
100000 points
Uniform  masks Gaussian masks Log-polar masks
1
Figure 3.2: Sampling patterns. The number of sampling points are indicated on the left. The 
masks in the column on the left were generated by using the uniform distribution. Gaussian 
distribution was used to generate the masks in the central column. The masks in the column 
on the right were generated by using a log-polar function.
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G aussian m asks
5000 points
10000 points
25000 points
50000 points
100000 points -240 -160  -80  0 80 160 240 320
Log-polar m asks
240 -180  -80 0  80  180 240 320Distance (d)
-820 -240 -160  -80  0 80 180 240Distance (dt
-S 20 -240  -180 -60  0 80 180 240Distance (d)
-S 20 -240  -180  - so  0 80 180 240Distance (d)
Figure 3.3: Theoretical and empirical distributions of the sampling patterns. The black 
curves are the theoretical distributions and the grey bars indicate those obtained in practice. 
The distributions are expressed as functions of the distance from the centre.
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3.5.7 Availability of contributing pairs to co-occurrence
The sampling patterns contribute to the co-occurrence matrix according to the pixel 
distance d we chose. Then, for each distance we have a different number of paired 
pixels. Figures 3.4 and 3.5 show the profiles of pair contribution to the construction 
of the co-occurrence matrix for regular and irregular samplings, respectively. For 
the regular sampling, the number of available pairs was computed for a 320 x 320 
regular grid. It reaches its maximum at d =  160. For the irregular samplings the 
maximum distance of any pair of pixels along each of the axes could be 640, since 
the irregular sampling patterns were created for the 640 x 640 original full sized im­
ages. For integer coordinates, the number of available pairs is maximum at different 
distances: the uniform patterns get the maximum number when the distance equals 
320, the normal patterns at 140 and the log-polar ones at 40. Patterns with real coor­
dinates generate smoother curves than the patterns with integer sampling positions 
only. The contribution profiles produced by uniform sampling are similar to those 
for the regular sampling profiles although the two sampling profiles refer to different 
maximum distances between a pair of points.
Given that the features we use are statistical, it is important to know how reliable 
the statistics we compute are for the various distances we use. So, we computed the 
number of available pairs for each mask for distances d — 1,...,10, and produced 
detailed versions of the preceding curves. Figures 3.6 and 3.7 show the zoomed 
in first parts of the graphs in figure 3.5, for integer and non-integer coordinates, 
respectively. We can see that in all cases we have a sufficiently large number of pairs 
to trust the statistics computed to produce the co-occurrence matrices.
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Figure 3.4: Regular sampling: Profiles of contribution to the co-occurrence matrix in terms 
of pairing coordinates as a function of distance d. The curves show how the number of 
contributing pairs vary as the distance increases. The range of distances shown corresponds 
to an image with 320 x 320 pixels, where the maximum distance between a pair of pixels 
(320V2 =  452), would be along the diagonal. The graph on the right is the zoom in at the 
first 10 distances of the graph on the left.
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Figure 3.5: Irregular sampling; Profiles of contribution to the co-occurrence matrx in terms 
of pairing coordinates as a function of distance d. The curves show how the number of 
contributing pairs vary as the distance increases. The range of distances shown corresponds 
to an image with 640 x 640 pixels, where the maximum distance, {640\/2 =  905), would be 
along the diagonal. Curves at the top line correspond to patterns with integer coordinates 
and at the bottom line to patterns with non-integer coordinates.
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Figure 3.6: Zoom in at the first ten distances of the profiles of contribution to the co­
occurrence matrices when the samples are at integer positions. From top to bottom the 
curves correspond to mask sizes 5K, lOK, 25K, 5OK and lOOK respectively.
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Figure 3.7: Zoom in at the first ten distances of the profiles of contribution to the co­
occurrence matrices when the samples are at non-integer coordinates. From top to bottom 
the curves correspond to mask sizes 5K, lOK, 25K, 5OK and IGGK respectively.
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3.6 E xperim ental resu lts
Figure 3.8 outlines the first series of classification experiments where we used stan­
dard co-occurrence analysis. We evaluated the accuracy of classification using co­
occurrence matrices computed for distances d=  1 , 2 , 1 0 .  The corresponding results 
for the three grey level resolution versions of the images, i.e. 256, 128 and 64 grey 
levels, are discussed in section 3.6.1. As we mentioned above, these results constitute 
the benchmark against which the classification results for irregularly sampled images 
aie to be judge.
Figure 3.9 outlines the second and third series of experiments where we performed 
classification of textures irregularly sampled at both, integer and non-integer co­
ordinates, (see sections 3.6.2 and 3.6.3 respectively). To perform these experiments 
we used sampling masks, with 5K, lOK, 25K, 50K and lOOK points, as described in 
section 3.5.7. As in the case of standard co-occurrence experiments, we evaluated 
the accuracy of classification using co-occurrence matrices computed for distances 
d — 1,2,... 10. The reader is reminded that the textural features, namely. Energy, 
Entropy, Contrast, Correlation and Homogeneity computed from the co-occurrence 
matrix, were used to form a single textme vector which was used to represent the 
image, and the Euclidean distance between feature vectors was used to decide whether 
they represented the same texture.
To have a rough idea about the amount of computing involved in these experi­
ments, we want to make the following remark; To obtain the feature-based bench­
mark results we used two test subimages from each texture, three grey level versions 
of them, and computed the corresponding co-occurrence matrices for ten different
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distances. As 111 different texture patterns were involved, a total of 6,600 experi­
ments were performed just for this set of results. In the case of classification based 
on direct measures, (MSB, ADI and COR) the number of experiments was 19,980, 
which summed up to 26,580 classification trials only to get the benchmark results. 
If we account for the trials for experiments for irregular sampling, we see from figure 
3.9 that there were three experimental tracks; one for integer positions and two for 
non-integer positions, since we sampled each grey level version of a texture with 3
CORADIMSD
Direct
measure-based
classifiers
Feature-based
Classifiers
Co-occurrence matrices computed 
for distances d = 1, 2,... 10
REGULAR SAMPLING
256, 128 & 64 grey level images
Figure 3.8: Diagram of the standard classification experiments with regularly sampled data. 
The results of these experiments form the benchmark against which we must assess the 
classification accuracy obtained when the images are irregularly sampled.
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sampling patterns of 5 sizes each. This produced 135 versions of the same texture 
from which we performed calculations of 10 co-occurrence matrices to train 4 differ­
ent classifiers. So, the number of trials for only one texture was 5,400, and for all 
textures the number of trials we made was 599,400. So, we performed at least 625,980 
classification experiments to get the results we present in the following sections.
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3.6.1 Classification experim ents w ith standard co-occurrence analy­
sis
Feature-based classification
Table 3.1 shows the results obtained for feature-based classification, when classifying 
the 222 test images. The results on each test set separately are shown in appendix 
7.5. The data are sorted in three columns according to the grey level resolution. The 
distances for which the co-occurrence matrices were computed are indicated in the 
first column. The highest accuracy (61.7%) was obtained for 256 grey level images 
for distance d = 1.
Table 3.1: Percentages of correctly classified test images based on textural features. Regu­
larly sampled textures, where all pixels were used.
distance 256 g rey  lev e ls 128 g rey  lev e ls 64 g rey  lev e ls
1 6 1 .7 59.5 50.5
2 60.8 53.2 48.2
3 55.9 49.1 45.0
4 59.5 44.6 44.1
5 54.1 47.7 41.9
6 51.8 47.7 41.4
7 55.0 46.8 41.9
8 53.6 44.1 39.6
9 47.7 43.2 36.0
10 47.3 46.8 37.8
3.6. Experimental results 69
D irect m easure-based classification
Direct measure-based classification results are shown in table 3,2, These results refer 
to the classification of all 222 test images. Table A.2 in appendix 7.5 shows the results 
for the individual test set. The data are sorted in three main columns according to 
the grey level resolution of the images, with sub columns labelled MSD, ADI and COR 
which refer to the similarity measure used. The distances for which the co-occurrence 
matrices were computed are indicated in the first column.
Direct use of the co-occurrence matrices allowed better classification performances 
than textural features. The highest accuracy obtained in this case was 95.5%, against 
61.7% accuracy with textural features, and it was obtained by the classifier using the 
sum of the absolute differences element by element of the co-occurrence matrices 
(ADI). We notice that the best results were produced from co-occurrence matrices 
constructed for the low values of the distance parameter {d < 4).
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Table 3.2: Percentages of correctly classified test images for experiments based on comparing 
the full co-occurrence matrices. Regularly sampled textures, where all pixels were used.
distance 256 grey levels 128 grey levels 64 grey levels
( 4 MSD ADI COR MSD ADI COR MSD ADI COR
1 88.3 95.0 77.9 81.5 93 .2 83.3 73.4 86.9 73.0
2 87.8 95.5 78.4 79.7 92.8 82.9 73.4 87 .4 74.3
3 88.3 95.5 78.8 80.6 91.4 83.3 74.3 86.5 75 .7
4 88.3 95.0 79.3 81.5 91.4 82.9 74 .8 86.0 74.3
5 88.3 94.6 78.4 80,6 91.0 82.0 73.0 84.7 75.2
6 88 .7 93.7 78.4 80.2 90.5 82.9 72.1 84.2 74.8
7 87.8 93.7 77.0 79.7 90.5 83.3 72.5 82.9 74.8
8 87.8 93.7 77.0 81.1 90.5 83.8 73.0 82.4 74.8
9 87.4 94.1 77.9 80.6 89.6 83.3 73.0 81.5 74.3
10 87.4 92.3 77.5 80.2 89.2 84.2 71.6 81.5 74.8
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3.6.2 Irregularly sampled textures using integer coordinates
This section presents the results for the second series of experiments where the images 
were irregularly sampled at integer positions. First, the results based on textural 
features are presented followed by the section with the results based on the direct use 
of co-occurrence matrices. All these results refer to the classification of 111 different 
textures.
Feature-based classification
Tables 3.3, 3.4 and 3.5 present the results for classification based on textural features 
for uniform, normal and log-polar samplings, respectively. The first column refers 
to the distances for which the co-occurrence matrices were computed. The data are 
sorted in three main columns according to the grey level resolution of the images and 
labels 5K, lOK, 25K, 50K and lOOK indicate the mask size.
Uniform patterns produced better results than normal and log-polar patterns. 
The accuracy was better for 256 grey level images for the lowest value of the distance 
parameter (d =  1). We note that irregular sampling for integer coordinates produced 
higher accuracies than regular sampling (the benchmark) for feature-based classifiers 
with the IQOK, 50K and 25K sampling masks. In the following paragraphs we discuss 
the origin of this unexpected result.
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Classification by direct comparison of the co-occurrence matrices
The classification results based on the direct comparison of the co-occurrence matrices 
are arranged in three groups corresponding to the sampling patterns. In turn, each 
group is divided into three sets according to the three grey level resolutions used. 
The detailed results are presented in appendix A.2 in the following order: tables A.3 
to A.5 present the results for uniform patterns corresponding to 256, 128 and 64 grey 
level images. Similarly, tables A.6 to A.8 present the results for normal patterns, 
and tables A.9 to A. 11 for log-polar patterns. The data in these tables are sorted 
according to the measures used for the classification, with the individual columns 
labelled according to the mask size.
Discussion
Uniformly sampled images produced better classification accuracy than normally and 
log-polar sampled images, over all mask sizes and distances. Classifiers based on log- 
polar patterns produced better results than standard co-occurrence with 100,000 and 
50,000 sampling points, but when the images were sub sampled with fewer samples 
the accuracy was below the accuracy obtained with standard co-occurrence. The 
highest individual results for normal and log-polar sampling were very similar. 256 
grey level images produced better results than 128 and 64 grey level images.
We could expect that accuracy of classification improved as d increased, because 
it implied more paired points to support the statistical measures we used. However, 
the best results were obtained for shorter distances with no improvement in accuracy 
as d was increased, instead, a slightly lower, but constant, accuracy was observed.
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Only in the case of the 5K masks, the accuracy improved when d increased, until 
reaching the highest value, from which no further increase was observed. The higher 
accuracy obtained with low values of the distance parameter is explained by the fact 
that texture is better represented by intermediate and higher frequencies, lower pixel 
distances, than with lower frequencies, longer pixel distances.
We see that irregular sampling for integer coordinates produced higher accuracy 
than regular sampling (the benclimark), for both feature-based and direct matrix 
comparison based classifiers. In the latter case, the results were produced by con­
sidering by far fewer pixels than those in the original image, down to only 5,000 
samples. This higher accuracy may be explained by the fact that in order to produce 
the irregularly sampled data with the same number of points as the reference image, 
we used the whole original 640 x 640 images, which included pixels of the reference 
image (the top left quadrant) whereas the test images in the case of regular sampling 
were the bottom left and bottom right quarters of the original image. To test this 
hypothesis, we repeated the experiments with the regularly sampled images using as 
test images the central 320 x 320 part of each original image. This way, a quarter 
of the pixels in the test images are directly lifted from the reference images. These 
results are shown in tables 3.6 and 3.7. We see that feature based classifiers produced 
accuracies 68.5%, 64 % and 54.1% for 256, 128 and 64 grey levels respectively, which 
are 11%, 7% and 6.8%, respectively, higher than the bench mark ones. The highest 
accuracies obtained by direct comparison of the co-occurrence matrices are as high 
as the ones obtained with irregular sampling. These results confirm our hypothesis.
In addition, we performed experiments by irregularly sampling the test images
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used in the benchmark experiments. Tables 3.8 and 3.9 present the results for feature- 
based and direct comparison classification, respectively, for uniform sampling of the 
256 grey level images. We considered this particular case only because it produced 
the best results. We did not use the lOOK masks because they correspond to the 
full image being considered. The highest accuracies obtained when using textural 
features, 51.5% and 51.1% by the 50K and 25K masks, respectively, were only 10% 
below the bench mark result. On the other hand, the direct comparison-based classi­
fiers produced results much closer to the benchmark, with 93,5% for the ADI-based 
classifiers, 88% for the MSD-based and 80% for the COR-based classifiers, which are 
only 1.5% below the benchmark results. We may say that the accuracy fell only 
slightly below the benchmark when no pixels of the reference image were included in 
the sampling sets, even for sets with less than 25% the pixels of the test images. The 
reason we performed our major body of experimentation using irregularly distributed 
pixels from the full original images was to avoid having highly saturated sampling 
masks which would not be significantly different from cropped versions of regularly 
sampled images.
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Table 3.6: Percentages of correctly classified test images based on textural features. R.egu-
distance 256 g rey  lev e ls 128 g r ey  lev e ls 64 g rey  lev e ls
1 68.5 64.0 53.2
2 65.8 59.5 54.1
3 63.1 53.2 50.5
4 62.2 50.5 53.2
5 59.5 52.3 46.8
6 60.4 48.6 45.0
7 61.3 55.0 47.7
8 56.8 46.8 47.7
9 52.3 46.8 40.5
10 55.9 44.1 38.7
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Table 3.7: Percentages of correctly classified test images for experiments based on the com­
parison of full co-occurrence matrices. Regularly sampled textures from the central 320 x 320
distance
d ist
1
256 grey levels 128 grey levels 64 grey levels
M SD A D I CO R
84.7 99.1 85.6 87 .4 95 .5 88.3 79.3 91.0 82.0
2 86.5 99.1 86.5 86.5 95.5 88.3 79.3 89.2 81.1
3 86.5 99.1 89.2 85.6 95 .5 90.1 79.3 89.2 82.9
4 88.3 98.2 88.3 85.6 95.5 89.2 79.3 88.3 82.0
5 87 .4 98.2 8&2 84.7 95.5 88.3 79.3 87.4 81.1
6 86.5 98.2 89.2 84.7 95 .5 89.2 79.3 86.5 81.1
7 86.5 98.2 90.1 83.8 95.5 89.2 79.3 86.5 80.2
8 86.5 98.2 90.1 83.8 95 .5 89.2 79 .3 87.4 80.2
9 86.5 98.2 91.0 83.8 95.5 90.1 79.3 87.4 80.2
10 86.5 98.2 91.0 83.8 95.5 89.2 79 .3 85.6 79.3
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Table 3.8: Feature-based classification: correct classification when the test images were the
dist 2 5 6  g r e y  le v e l s
id) 5K lOK 25K 50K
1 33.6 47.1 51.1 48.7
2 30.4 42.2 50.8 51.5
3 30.8 44.6 47.1 47.9
4 40.5 42.6 47.5 49.1
5 36.5 45,9 46.7 47.1
6 39.8 42.6 47.1 43.4
7 41.0 40.6 43.4 43.4
8 36.1 38.9 38.9 41.0
9 34.9 36.9 36.1 37.3
10 34.1 36.5 36.1 37.7
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Table 3.9: Direct co-occurrence matrix comparison: correct classification when the test 
images were the bottom two quadrants of the original textures. Uniformly sampled textures.
dist MSD ADI COR
id) 5 10 25 50 5 10 25 50 5 10 25 50
1 82.5 87.5 87.5 87.0 87.5 91.0 93 .5 93.5 74.0 75.5 75.5 75.0
2 85.0 87.5 87.5 88.0 90.5 91.5 93.0 93.5 73.0 76.0 75.5 75.0
3 85.5 86.5 87.5 87.5 90.5 92.0 93.0 93.5 76.5 77.0 78.0 77.0
4 87.5 87.5 87.0 88 .0 9 2 .0 92.0 93.5 93.5 77.5 80.0 79 .0 78.5
5 87.0 86.5 86.5 87.0 91.5 92.5 93.0 93.5 76.5 76.5 77.5 76.5
6 86.5 87 .5 87.0 87.5 91.0 92.0 93.0 93.0 75.5 77.0 78.0 77.0
7 86.5 87.5 87.5 88.0 92 .0 92.0 92.5 92.0 77.0 77.0 77.5 76.5
8 87.0 87.5 87 .5 87.5 92.0 92.5 92.5 92.0 75.5 78.5 77.0 77.0
9 87.5 87.5 87.5 88.0 91.5 92.5 92.5 92.5 78.5 79.0 79.0 79 .0
10 86.0 87.5 86.5 87.5 91.0 92.5 92.5 92.5 77.5 78.5 78.0 78.5
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3 .6 .3  C la ssifica tio n  o f  irreg u la r ly  sa m p led  te x tu r e s  for n o n -in teg er  
p o s it io n s
This section presents the results for the third series of experiments where the im­
ages were irregularly sampled at non-integer positions. When we create irregularly 
sampled data using non-integer sampling positions, we need to assign grey values 
to these positions by some sort of interpolation. Any interpolation introduces noise 
to the data. We must remember that the creation of such data is only a necessity 
of the experiment we wish to perform and not supposed to reflect the method by 
which such data in a real case scenario may be acquired. In a real case scenario the 
acquired data will come from sampling a continuous brightness function and no issue 
of interpolation will be involved. So, this set of experiments may be considered as an 
exercise in noise in the data investigation than anything else.
Noise analysis
Errors in the classification may be caused by sub-sampling and the interpolation 
we perform to produce the images. Classification of irregularly sampled data for 
integer positions is affected by error due to sub-sampling only. The error due to 
sub-sampling will be the result of inadequate number of available samples to perform 
reliable statistics. This was investigated in section 3.5.7, where we showed that for the 
size of masks we use, we think we have enough number of points to trust our statistics. 
However we did not quantify there by how much the computed statistics are expected 
to be worse for each number of sampling points. Additionally, when sub-sampling 
using non-integer coordinates, noise due to interpolation is also introduced.
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Bilinear interpolation is a commonly used method. It effectively assumes a smooth 
underlying signal between the interpolated values. This clearly is expected to be 
very damaging to the texture. On the other hand, when we use nearest neighbour 
interpolation the noise we introduce is noise in the position of the sample, with no 
assumption about the function between the interpolated points.
We may compute the error of the sub-sampled data by comparing, for example, 
features obtained from the co-occurrence matrices or by comparing the matrices di­
rectly. When this is applied to interpolated data we are implicitly measuring the 
interpolation noise. We shall use these comparisons to define signal to noise ratios 
(SNR), expressed in decibels, by understanding signal to be the co-occurrence matrix 
or a feature computed from a regularly sampled texture, and as noise the difference 
between the signal and its counter part computed from the irregularly sampled tex­
ture. The smaller the ratio, the bigger the noise introduced by the interpolation. We 
use contrast computed by equation (3.4) for feature-based comparison and the square 
difference element by element of the co-occurrence matrices for direct comparison, 
respectively. We consider that feature-based and direct-based comparisons have dif­
ferent capabilities to measure texture likeness because while the latter is a full second 
order spatial statistic representation, the former is an average characteristic. Hence 
we may expect that they produce different descriptions of data distortion.
1. Contrast comparison. We define the signal to noise ratio
CinLN-i =  lOlogiQ (3.15)
.\GinL ~  Cnon—inl\
where Cint and Cnon-ini. stand for the contrast values from co-occurrence ma­
trices for integer and non-integer coordinates respectively.
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2. Direct comparison. The SNR is defined by:
E S = !)  TlnZo Prn,d(m, n fN2 =  lOlog^Q (3.16)
.E m = 0  E n = 0  (P m i,rf(^ '. P n o n —in l.,d i‘>'^ '\ .
where Pini,d and Pnon~inL,d stand for the co-occurrence matrices for integer and
non-integer coordinates respectively, both computed for distance d.
Noise due to  sub-sam pling only Table 3.10 show the of the SNR’s correspond­
ing to sub-sampling at integer coordinates for uniform, normal and log-polar sampling 
masks, respectively. Obviously not data interpolation was needed here, and we used 
measure N2 only. It is clear that the bigger sampling masks, the higher the SNR’s. 
Uniform sampling produced the highest SNR’s among the sampling patterns, with 
a difference between the SNR’s of the biggest masks and the ratios for the smallest 
masks over one order of magnitude.
Noise due to  in terpo la tion  To get an initial estimate of the level of noise the 
interpolation approaches produce, let us take 20 x 20 sub-images cropped fiom the 
textures in the data set, and then, randomly reallocate each coordinate {(.'c,?;) : 
x ,y  — 1,2, ...,20}, to a new position in the range ([.-r ±  0.6], ±  0.5]) with sub­
pixel accuracy of 0.1. The grey values for the new positions are computed according 
the interpolation method we want to use. We computed the noise ratios for all 
textures and estimated their mean and standard deviation, shown in table 3.11. The 
nearest neighbour interpolation produced very high SNR compared with the bilinear 
interpolation, and we will see in the following sections that this is related closely to 
the classification accuracies observed.
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Table 3.10: Signal to noise ratios due to sub-sampling at integer coordinates.
dist Uniform Norm al Log-polar
{d ) 5 10 25 50 100 5 10 25 50 100 5 10 25 50 100
1 -1.0 4.4 8.9 10.7 11.7 2.5 5.6 7.9 8.8 9.4 3.1 4.6 6.7 8.6 10.0
2 -0.1 4.7 8.8 10.6 11.5 2.7 5.6 7.8 8.7 9.2 2.8 4.3 6.4 8.2 9.7
3 0.1 4.9 8.9 10.7 11.5 3.0 5.8 7.9 8.6 9.1 2.7 4.2 6.3 8.1 9.6
4 2.2 6.4 9.8 11.0 11.6 4.3 6.7 8.1 8.8 9.2 3.0 4.3 6.4 8.1 9.6
5 1.7 6.0 9.5 10.9 11.6 3.9 6.3 8.1 8.7 9.1 2.9 4.2 6.3 8.0 9.5
6 2.4 6.6 9.8 11.0 11.6 4.6 6.7 8.2 8.8 9.2 3.0 4.3 6.3 8.0 9.5
7 2.3 6.5 9.8 11.0 11.6 4.4 6.7 8.2 8.8 9.2 2.9 4.3 6.3 8.0 9.4
8 2.8 6.8 9.9 11.0 11.5 4.7 6.9 8.3 8.8 9.2 3.0 4.3 6.3 8.0 9.4
9 3.5 7.4 10.1 11.1 11.6 5.1 7.1 8.3 8.8 9.2 3.1 4.4 6.3 7.9 9.3
10 3.1 6.9 10.1 11.1 11.6 4.9 7.0 8.3 8.8 9.2 3.1 4.4 6.3 7.9 9.3
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Table 3.11: Estimates of noise ratios for interpolated data
Average Nearest Bilinear
measure Neighbour
AT, #2 N, N2
Signal to noise ratio (dB) 14.9 10.9 5.6 0.7
Standard deviation 5.5 5.6 2.5 2.6
Classification results for nearest neighbour interpolation
The detailed results are presented in the appendix A.3.1 for classification based on 
textural features in tables A.12 to A.14 and in tables A.15 to A.23 for direct matrix 
comparison.
For feature-based classification, the uniform sampling was the only one to produce 
better results than the benchmark by using fewer number of samples, whereas normal 
and log-polar patterns required the same number of points as regular sampling to 
produce similar classification accuracy.
For direct comparison of the co-occurrence matrices, the ADI-based classifiers 
performed with better accuracy than the COR-based and MSD-based classifiers for 
all grey levels.
Log-polar sampling for 128 and 64 grey level images produced similar results to 
the ones of log-polar masks for integer coordinates. This is because by reducing 
the number of grey levels, we effectively smooth our features and cover the noise 
introduced by the interpolation. In the case of 256 grey levels, only the lOOK masks 
for ADI-based and COR.-based classification obtained similar results to the ones with 
integer coordinates.
3.6. Experimental results 87
When the pixels at non-integer coordinates inherit the values of the nearest pixels 
in the original image, the actual value of the distance parameter d did not match with 
the nominal value at which the reference co-occurrence matrices were computed, 
this mismatch produced slightly poorer results than the ones produced for integer 
positions, or equivalently, slightly lower signal to noise ratios.
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Classification results for bilinearly interpolated textures
The classification experiments were performed by considering direct comparison of 
the matrices only, given that, so far, this approach produced more meaningful results 
than feature-based comparison. The detailed results aie presented in appendix A.3.2 
in tables A.24 to A.38.
All the classification accuracies were far below the benchmark. The highest scores 
obtained for uniform, normal and log-polar sampling were 49.5%, 41.4% and 44.1% 
accuracy, respectively. It is particularly noticeable that in cases for 256 grey level 
images, the mean squared difference measure (MSD) produced minimum values below 
1% accuracy (see tables A.24, A.25 and A.26). To explain this behaviour, it is 
important to notice that the noise due to the bilinear interpolation is squared by the 
MSD measure, see figure 3.10. The non-linearity of this measure makes it sensitive 
to noise. This is not the case for the ADI measure which is linear.
0.8
m 0.6
2  0 .4
0.2
Range of the elem ent by elem ent differences
Figure 3.10: Curve of the mean squared difference measure (MSD)
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Im proving th e  accuracy of classification In figure 3.11 we show a 40 x 40 
sub-image from the first texture in figure 3.1 and its interpolated version. When we 
compare them we do not perceive such big differences to explain the low classification 
results mentioned above. It is important to bring in the fact that human perception 
of texture is performed with much lower resolution than in the quantitative analysis 
we are doing here. Also, by looking at the corresponding co-occurrence matrices we 
notice that the matrix of the interpolated image is a noisy version of the original 
one. It must be pointed out the gaps present in the co-occurrence matrix of the 
original image, most probably due to the digitalization process of the images. Taking 
into account these observations, we explored three approaches to understand and 
explain the low noise ratios produced by the bilinear interpolation and its effects 
in the classification performance. The first method we explored was coarsening the 
grey level resolution by histogram equalisation and grey level re-quantization. This 
is different from doing experiments with 128 and 64 grey levels, because here the 
coarsening is done after bilinear interpolation. In the second method, we performed 
Gaussian smoothing of the co-occurrence matrices, and in the third one, we coarsened 
the matrices from 256 x 256 to 64 x 64, which can be seen as coarsening the grey 
level resolution from 256 to 64 levels.
Sm oothing; We use a (2i?. +  l ) x  {2R 4- 1) Gaussian window to smooth the co­
occurrence matrices, where B, is the maximum radial distance, at which the amplitude 
of the kernel falls to 10% of its peak value:
e ^ = 0 . 1  (3.17)
3.6. Experimental results 90
%
(a) Original (b) Bilinearly Interpolated
Figure 3.11; Original and interpolated images. In the bottom line are the corresponding co­
occurrence matrices. The co-occurrence matrix of the original image present gap-like patterns 
most probably due to the digitalization process of the images.
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R  = [a^J-2ln{0.1)\ (3.18)
We estimate the spread of the Gaussian kernel, cr, by computing the standard 
deviation of all the differences, errorj,. between the co-occurrence matrices for integer 
and non-integer positions, as indicate by
2 A^xni
(errors — error)^ (3.19)
i=\
The empirical values found were o =  6.85, R = \ A  and the kernel size: 29 x 29.
Coarsening: The co-occurrence matrices were coarsened down to size 64 x 64,
by dividing them into 4 x 4  neighbourhoods, and summing up the entries of each 
one to produce only one value. This reduction corresponds to grey level resolution 
coarsening from 256 to 64 grey levels.
Table 3.12 shows the estimates for the SNR’s after smoothing and coarsening, 
they seemingly anticipate better classification performances- In the interpolation 
SNR/s, we see that the measure based on the average characteristic N-\ showed only 
1 dB of improvement after smoothing and no change with coarsening. For the direct 
comparison measure produced more than 14 dB of improvement. In the case of 
the detailed noise estimates, the SNR’s after smoothing increased about one order of 
magnitude, however, when the size of the mask increased the SNR’s only increased 
slightly. After coarsening the SNR. increased less than half order of magnitude. How­
ever, the classification results did not improved as much as the SNR’s would predict.
Table 3.13 summarizes the highest accuracies obtained among all the experiments 
for bilinearly interpolated data. The detailed results are shown in the appendix A. 3.2.
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The SNRrimprovement methods worked differently depending on the particular sam­
pling scheme. For uniform sampling, Gaussian smoothing raised the accuracy up to 
75.7%. For normal sampling, Gaussian smoothing produced 63.1% accuracy. Finally, 
128 grey level coarsening produced 72.1% accuracy for log-polar sampling. The re­
maining resulting accuracies ranged form 61.3% to 65.8%, so, the methods produced 
nearly the same improvement. The most frequent parameters for producing these 
results were the distance parameter in the lower half for values d <5.
Table 3.12: Estimates of noise due to interpolation after smoothing and coarsening the 
co-occurrence matrices.
Average
SNR.
(dB)
Bilinear
N, N2
Smoothed 6.6 15.1
Coarsened 5.6 3.6
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3.7 Sum m ary and conclusions
We devoted this chapter to exploring texture classification in the context of irregular 
sampling. The framework was the statistical analysis in the space domain. In order 
to do so, we extended co-occurrence matrix computation to irregular data focusing on 
practical implementations saving computational resources. We introduced irregular 
sampling by investigating the spatial distributions of three sampling patterns, two of 
the which were biologically inspired. Also we developed three methods to deal with 
noise in the intensity values of the image and in the position of the samples.
We performed extensive classification experiments on 111 regularly and irregularly 
sampled images from the Brodatz album. We defined our benchmark as the results 
obtained when we described regularly sampled textures by standard co-occurrence 
matrices. We performed irregular sampling at integer and real coordinates by using 
three different sampling patterns generated by the uniform distribution, the normal 
distribution and a log-polar-like distribution. These patterns were generated at five 
different sizes: 5000, 10000, 25000, 50000 and 100000 sampling points, and for each of 
these, co-occurrence matrices were computed for pixel distances from d — 1 to d =  10. 
Additionally, given that grey level values at non-integer coordinates do not exist in the 
original images, we created two versions of the sampled images by computing the grey 
values with bilineai' interpolation and with nearest neighbour approximation. The 
experiments were performed at three different grey level resolutions of the images, 
namely, 256, 128 and 64 grey levels.
Tables 3.14 and 3.15 summarise the results regarding the highest accuracy values 
obtained across all the experiments. The best results were obtained for the 256 grey
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level images. The classifiers based on direct use of the co-occurrence matrices were 
more accurate than the classifiers based on textural features. This suggests that 
important information is preserved when the matrices are used directly, whereas, the 
feature extraction processes imply loss of information.
Table 3.14: Summary of best results across all experiments using textural features. All these 
results were obtained for 256 grey level images.
Type of 
sampling
Highest
accuracy
Number of 
samples
Distance
{d)
Sampling
pattern
Benchmark 61.79% lOOK 4 regular
Irreg. integer 
coordinates
lOOK 1 uniform
Irreg. real 
coordinates
69.4% lOOK 8 uniform
(NN)
Direct measures-based classification obtained the best results with ADI-based 
classifiers. That suggests that the first order operations, such as absolute difference 
element by element of the co-occurrence matrices, provide a better discrimination 
measure than second order manipulations such as the mean squared difference or the 
correlation of matrices.
The noise analysis and the classification results suggest that bilinear interpolation 
alters the spatial difference between grey values in a way that creates noisy versions 
of co-occurrence matrices. The accuracy of classification improved by smoothing and 
coarsening the co-occurrence matrices. On the hand, the nearest neighbour interpo­
lation did not significantly change the spatial statistics of grey level co-occurrence.
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Table 3.15: Summary of best results across all experiments using direct comparison of the
Type of 
sampling
Highest
accuracy
Direct
measure
Number of 
samples
Distance
(d)
Sampling
pattern
Benchmai'k 96.6% ADI lOOK 1 to 4 
9,10
regular
Irreg. integer 
coordinates
99.1% MSD
ADI
lOOK, 50K, 25K 
lOK, 5K
1 to 4 
6 to 8
uniform
Irreg. real 
coordinates
99.1% ADI lOOK 1 to 6 log-polar
(NN)
hence, producing similar SNR’s to the non-interpolated images.
At the level of processing we performed, biologically inspired sampling, as it is 
done with Gaussian or log-polar patterns, did not imply better texture representation 
by itself. As a matter of fact, uniform sampling produced better results over almost 
all the experiments. The SNR’s and classification accuracy decreased when there was 
non-uniform sampling. What worked better when classifying noisy data, as human 
vision does, was to perform texture comparison at low resolutions, by either grey 
level coarsening or co-occurrence matrix smoothing.
We obtained good texture classification with co-occurrence matrices constructed 
for low values of the distance parameter and from sparse data sets, which represent 
a big reduction in the computational resources required, given that the algorithms 
used to computed regular co-occurrence matrices have 0 { N ‘^) complexity.
Chapter 4
Texture segmentation
4.1 Introduction
In this chapter we shall investigate texture segmentation methodology for irregularly 
sampled images. For this purpose we extend the texture segmentation approach based 
on Gabor functions, so that it can be used with irregularly sampled images. In the 
Gabor-based texture analysis method, we first transform the data to the frequency 
domain by applying the appropriate version of the Fourier Transform and then use 
Gaussian functions to isolate different frequency bands before we take the inverse 
Fourier Tansform. This way we produce a stack of images, each one of which gives 
the local frequency content in the corresponding frequency band. Thus, we create a 
frequency spectrum for each pixel, which may be used to .«Segment the image.
Filtering approaches for feature extraction have been widely used because textures 
can be distinguished by their fiequency content. The frequency domain representa­
tion of randomly sampled images can be achieved by using the non-uniform discrete 
Fourier transform (NDFT), in which the samples are irregularly taken in the space
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domain but regularly represented in the frequency domain [54]. Unsupervised tex­
ture segmentation requires frequency content discrimination and spatial localization, 
which can be provided by basis functions such as Gabor filters, Gaussian derivatives 
and wavelets [38]. Gabor filters have been widely applied to image segmentation and 
part of the attention they have received is due to their similai’ity with the receptive 
fields of cells found in the mammalian visual system [33]. Texture is a neighborhood 
property, and so the Gabor features provide estimates of the energy in the relevant 
frequency band in a local region around every pixel. This way each pixel has a sig­
nature formed by a number of features equal to the number of distinct frequency 
bands we use. Thus, image segmentation is achieved by performing pixel by pixel 
labelling according to the class membership of their feature vectors [50]. Once the 
pixel signatures have been established the next step is grouping together points which 
are similar to each other. This is known as the clustering problem. Several clustering 
methods have been reported for unsupervised segmentation, however most of them 
are variations of the k-means algorithm. This method has been widely used because 
of its simplicity, in spite of the fact that it usually converges to a local minimum 
of the total squared error function and not to the global minimum [47]. One of its 
major drawbacks is that the number of clusters K  has to be provided as an input 
parameter. Some researchers [48] and [55] have reported techniques for automatically 
estimating K  under certain conditions. The rest of this chapter is organized as fol­
lows. In Section 4.2 we discuss the non-uniform Discrete Fourier Tiansform. Section 
4.3 presents the Gabor filters, in Section 4.4 we present the k-means algorithm. The 
experimental results are in Section 4.5.3 and we conclude in Section 4.6
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4.2 N on-uniform  D iscrete  Fourier Transform
The discrete Fourier transform for non-equispaced data (NDFT) for a d-variate set­
ting and arbitrary coordinates is defined as [56]:
N - T i
P(v) = (4.1)
n=0
where the underlying continuous signal p{x) has spatial extent T, ie x G [O.T], Set 
Pn are the samples of signal p{x) taken at irregularly spaced positions Xn, so that
Pn =  p{^n) for n =  0 , N  — 1.
We are particularly interested in the case in which the samples are irregularly
taken in the space domain but regularly represented in the frequency domain. So, by 
taking w =  equation 4.1 can be expressed as [54]:
P{m) = (4.2)
n —O
P{m) =  4------
where m = 0, ...,M  — 1. We can express the Fourier transform P  by using the 
following matrix-vector equation, as:
P  =  Fn P (4.3)
where matrix Ff^ and vector p are given by
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e TI  rp f , - l - f XN
p — i ^ X N - \ ‘2
(At —1)
P =
P(-'TO)
p{x\)
p{xx-\)
4.2.1 Irregularly sampled images in the frequency domain
We want to know the effect of irregular sampling on the Fourier transform of the 
images. Let us consider an arbitrary artificial image p and the amplitude of the 
corresponding Fourier transform |P |, shown in figure 4.1 (a) and (b) respectively. 
The size of both, the image and the Fourier transform is 256 x 256.
n t
(a) (b)
Figure 4.1: Original image p  in (a) and the the amplitude its Fourier transform |P | in(b).
Lets us perform irregular subsampling of the original image p by taking randomly 
20000 samples out of the 65536 possible pixels, i.e. 30% of the points. Let us use three 
different sampling patterns, i.e. uniform, normal and log-polar. The sampled versions
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and the amplitude of the corresponding Fourier transform (for a better visualisation 
we use the logarithm of the amplitude), are shown in figure 4.2. The reader is 
reminded that in these figures the lowest intensity corresponds to black color and the 
highest to white color. The effect of the different sampling schemes was assessed by 
computing the Signal to Noise ratio (SNR) of the Fourier transforms, expressed in 
decibels.
S N R  ~  lOZo.910 0 ^ 71= 0  ( l^ r z g m u Z ( ^ ; ^ ) |  |P sa m p Z e d (^ ;^ )|)^ (4.4)
where PoHginai and Psampled Stand for the amplitude of the corresponding Fourier 
transform of the original image and its counter part computed from the sampled ver­
sions, respectively. We understand signal to be the amplitude of the Fourier transform 
of the original image and noise the diff’erence between the amplitudes of Fourier trans­
forms the original image and its counter part computed from the sampled versions. 
The uniform, normal and log-polar sampling produced S N R  of —IbdB, —IS.MB, 
and —14.ZdB. respectively. Despite the low SNR. ratios produced by the irregular 
sampling, we notice that the coefficients with the highest energies are preserved in all 
cases. Figure 4.3 shows the profiles of each power spectrum along the two axes and 
the main diagonals. We can see that the main peaks are preserved. These results give 
us a good indication that we can still use these coefficients to compute the features to 
discriminate different textures present in an image. However, we need to improve the 
feature extraction process to produce pixel signatures with sufficient representation 
capability. In order to do so, in the next section we explore Gabor filters which have 
been shown to produce effective pixel features for segmentation purposes.
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Figure 4.2: Sampled versions of the original image p  in column (a) and the logarithm of their 
Fourier transform amplitudes P  in column (b). The sampling sets have 20000 data points each.
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F ig u r e  4,3: Profiles of each Fourier transform amplitude along their main diagonal, column (a), 
the vertical axis, column (b) and the horizontal axis, column (c). In all graphs, the values in the 
ordinate axis are normalised with respect to the maximum value of the Fourier transform amplitude 
of the original image. The zero in the horizontal axis corresponds to the image centre.
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4.3 G abor filters
Texture often contains most of its energy in a narrow band of frequencies and ori­
entations, [5]. As we can see in figure 4.1 when a texture is strongly oriented its 
spectrum has large peaks at a particular orientation. On the other hand, when a 
texture does not present such strong orientation we can expect to find high energy 
at several orientations. To perform image segmentation such frequency information 
has to be well localised in space coordinates. These issues motivate us to get into the 
space-frequency domain analysis.
Out of several space-frequency methods, Gabor filters have been preferred for 
computer vision applications due to the fact that they resemble some models of the 
receptive fields in the visual system of mammals. One main feature of Gabor filters 
is that they obtain an optimal joint resolution in the frequency and spatial domains 
because the Gabor function minimises the uncertainty specifying what is where in 
the image [50].
The 2D Gabor function is defined as
1 (æ -æ o)^  (ll-!in)^g(x,y) ~    e ''"t ^jUx+j\'y (4.5)Z7t(7xCTy
where the values {(TxyO-y) and (.x’o,?;o) are the standard deviations and the location 
of the peak of the Gaussian envelope in the x and y coordinates, respectively. U and 
V  are spatial fiequencies. The Gabor filter in the frequency domain is a bandpass 
Gaussian centred at coordinates — U and Wy = V, this location is conveniently 
expressed in polai- coordinates as a radial frequency p =  2ttVU^ + and angle 
(j) — (V/U):
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G(w^,Wy)=e  • '  (4.6)
where {wx, Wy) = {v)x cos cj) +  Wy sin ^  — p, —Wx sin 0 +  v>y cos 0) are rotated frequency 
coordinates in terms of the frequency coordinates (wx.Wy). In the next section we 
specify parameters and .
4.3.1 Selecting the appropriate Gabor filters.
So far we have described the properties of a single filter, however, in practice, the 
responses from several filters are required to encompass the frequency components of 
all textures present in the image. In order to do so, further assumptions are required 
to parametrise the filter set. From biological evidence, we know that the Gabor 
functions that model the receptive cells of some mammals have a radial frequency 
bandwidth between 1 and 1.5 octaves, which closely corresponds to a dyadic frequency 
coverage.
Given the image minimum and maximum frequencies wq, and Wmax we need to 
know how many radial bands we can allocate in the frequency interval [wa,Wmax]- 
Let us take initially a filter on the v>x axis only, i.e., the centre of this filter is placed 
at 0 =  0. If we need to place a filter in any orientation it suffices to compute its 
rotated version at orientation ZA0, I =  {1,2, ...,L}, where A0 =  ^  and L  is the 
number of filters to cover the frequency band all around. This way, we express the 
i — th radial bandwidth, Awi, and the corresponding central frequency Wi [50]
Awi =  2^~^wq (4.7)
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The central frequency Wj, is at the polar radius pi
Pi =  =  ^{2*îao +  2*“ ^uo) -  2''“ 3^w;o (4.8)
It can be shown [50] that the orientation bandwidth defined in the tangent direc­
tion of the radial bandwidth is given by
=  P i  tan (4.9)
According to filter theory the bandwidth is defined at frequencies at which
the magnitude equals one-half the peak magnitude;
^  = e (4.10)
And the corresponding standard deviation is
~  (4 11)
4.3.2 Gabor features
The irregularities frequently present in the filter bank outputs yield some pixels which 
might have a larger response to the wrong filters [5]. Therefore, further processing is 
performed by smoothing the response of each channel with a filter of the form [62]
(4.12)V27T(T
where
4.3. Gabor filters______________________________________________________
with Wi being the radial central frequency of band i. With these settings, the smooth­
ing filters have a spatial support bigger than the Gabor filters. Gaussianity provides 
a good trade-off between accurate edge preservation and accurate energy estimation 
[62], but in some cases, the filter size determined according to the individual filters' 
supports, can be very large compared with the image size [38]. In [24] it was shown 
that additional to the smoothing step a post-processing stage can improve consider­
ably the performance of filter based texture operators. The post-processing consists 
of the computation of a nonlinear point operation or the computation of local sta­
tistics, or a mixture of both approaches. In that work the authors obtained the best 
results with the magnitude as the point operation and the local mean in a rectangular 
averaging window of size M  x M. In most works the size of the local window is set 
empirically, with value ranging from M  = 15, [43], M  — 17, [24] to M  =  25, [38].
From the previous description we see that each channel yields a smoothed output 
image, Jn{x.y). of the same size as the original image which is in general complex 
valued, but if we want the image to be real, its Fourier transform must be symmetric 
about the origin of axes. To obtain such symmetry real even symmetric Gabor filters 
are used.
Among the most commonly used Gabor features, computed from image In we 
find the following:
• Magnitude
=  \ !  {Inne{.x-.y)Y +  {^nXM{x,y))‘^ (4.14)
where Iniie and InXM are the respective real and imaginary components of 
when it is complex i.e. when the Gabor filters in the frequency domain are not
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even symmetric.
• Energy
B(x,y) = (M { x ,y ) f  (4.15)
• Phase
P(.T, =  tan"^ (4.16)
h i T l e
Phase transitions arise horn offsets in the surface textures. This information is 
not available from amplitude features [5].
• Rectified sigmoid. Farrokhnia and Jain [15] defined this feature for output 
images of real even-symmetric filters. They were inspired by the work of Malik 
and Perona [41]. The features they used were computed as
A(æ,%/) =  ^  l4ni(o,,5))| (4.17)
where
0(i) =  tanh(a^) (4.18)
Wwy is an M  x A4 window centred at coordinates (.t, y). Parameter a  is an 
empirical parameter which controls the saturation of this function.
More recently, in her PhD thesis Lievanice-Obadia [38] defined normalised energy 
features and normalised magnitude by dividing the output of a Gabor filter at certain 
pixel by the sum of all energy outputs for that pixel:
(4.19)A?
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were N  is the number of filters and is the normalised energy
She showed that normalised features produce more stable region discrimination 
for deterministic textures than non-normalised features. In addition, normalised 
magnitude features improved the class separation compared with normalised energy 
features when discrimination of random textures was intended.
4.4 P ixe l clustering
Once the pixel signatures have been established the next step is grouping together 
points which are similar to each other. This is known as the clustering problem, that 
in the most general approach can be considered as a density estimation problem, 
where the variable indicating the cluster membership is hidden. This way, the data is 
assumed to be generated by a mixture model M  having K  clusters Q , i = 1,2,.... AT. 
Clustering assigns a probability to a data point x  to belong to class i as follows [6]:
Pr(.'E|M) =  T.^^^WiPr{x\Cu M) (4.20)
where Wi are the mixture weights.
The problem is optimally solved by finding the parameters associated with the 
mixture model M  which maximise the likelihood of the data, given the model. Usually 
the EM algorithm is used for estimating the parameters of the distributions. In this 
framework the K-means algorithm is a special case of EM that assumes [6]
1. Each cluster is modelled by a spherical Gaussian
2. The mixture weights Wi are equal
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3. Each data item is assigned to a single cluster
Several clustering approaches have been reported for unsupervised segmentation, 
however most of them are variations of the k-means algorithm. This method has 
been widely used because of its simplicity in spite of its local-minimum convergence 
properties. One of the major drawbacks of the method is that the number of clusters 
K  has to be provided as an input parameter. Pelleg and Moore [47] reported a novel 
technique for automatic estimation of K  where instead of giving a specific value 
the user provides a range of values within which K  reasonably lies. The algorithm 
runs conventional k-means starting with the lowest number of clusters and continues 
searching whether the clusters should be split in order to fit the data better. However, 
according to Hamerly and Elkan [25] this method tends to overestimate the number 
of clusters. Another approach to the automatic estimation of K  was developed by 
Porter and Canagarajah [55] where the true number of clusters was determined as 
the cluster number for which the gradient of the curve of the within-cluster distance 
versus the cluster number is maximum. This is supported by the idea that when the 
natural number of clusters occurs the within-cluster distance becomes approximately 
constant. However, when we tried this method it showed poor stability with an 
experimental set bigger than the one the authors used in their work. It would be 
desirable to have an automatic method for K  estimation, however this is a main issue 
in pattern recognition and we have to put it aside and keep focused on our main goal 
which is texture analysis from irregulai'ly sampled data. Therefore, we continue our 
experiments by assuming K  is known.
Another issue in the traditional k-means algorithm we have to address is the
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strong dependency of the results on the initial conditions, i.e. the initial centroids 
we choose for our clusters. Using this algorithm does not assure that we are getting 
consistent segmentations if we do not provide suitable initial conditions. Bradley and 
Fayyad [6] argued that by initializing the clustering algorithm with refined points the 
true clusters are found more often, and the clustering algorithm converges faster. 
Their main assumption was that subsampling the feature space naturally biases the 
sample representatives near the means of the joint probability density functions as­
sumed to describe the data. A direct implementation of this heuristic would produce 
noisy estimates due to single small sub-samples, the possible inclusion of outliers and 
selection of initial centroids which attract no data. To overcome these problems the 
authors proposed the following algorithm:
1. Select at random J  small subsets, 5"%, î — 1,2,..., J  from the data.
2. Given K,  perform individually k-means clustering over the sets Si. For empty 
clusters re-assign initial centroids and re-cluster.
3. Create a single set CM  with J  x K  centroids obtained in the previous step.
4. Perform ,7 times standard k-means clustering over CM.  For the i-th running 
initialise the algorithm with the centroids obtained for Si in 2.
5. Select as the refined initial centroids those with the minimum within-cluster 
distance in the sub-sampled feature space CM.
Noisy estimates are smoothed by step 4 where the operation can be seen as 
"clustering clusters”. However, the correction for empty clusters has to be swapped 
from step 2 to step 4 because in the former step, the initial centroids are actually
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drawn from the whole data set and non empty clusters are obtained in this step, 
whereas in the latter step the centroids are initialised over the reduced feature sub­
space C M  which certainly yields empty clusters. In our implementation of the refined 
algorithm we realised this correction.
4.5 Segm entation  o f irregularly sam pled im ages
Based on the previous discussion we propose the following algorithm for texture 
segmentation of an irregularly sampled image:
1. Compute the non-uniform Fourier transform of the image.
2. Pass the Fourier version of the image through a real even-symmetric Gabor 
filter bank. In other words, multiply the Fourier transform of the image with 
a series of pairs of Gaussians in order to isolate different frequency bands each 
time.
3. Smooth all Fourier transforms produced in the previous step.
4. Compute the inverse Fourier transform of the smoothed transforms.
5. Compute the Gabor features by summing up the amplitudes inside a local 
window around each point in the reconstructed images. Each point ends up 
with as many features as Gabor filters used.
6. Classify all pixels by clustering them in the N-dimensional feature space, where 
N  is the number of pixel features obtained in the previous step.
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7. Label all pixels in the image according to the class membership. This produces 
the segmented image.
According to Piroddi and Petrou [54] the NUFT is a tool of estimating the spec­
trum of irregularly sampled data, but it is not a good reconstruction technique. Thus, 
the pixels from the filter outputs at coordinates where there were not original sam­
ples are not reliably reconstructed, and we do not know whether they are suitable for 
feature computation. To clarify this issue we decided to test segmentation accuracy 
when the features are computed first by considering all points, and second, when only 
the pixels at sampling coordinates are considered. The two approaches are described 
in the next paragraphs.
4.5.1 Segm entation by considering all points in the local window.
In the first approach we compute the Gabor features by considering all pixels in the 
reconstructed images computed by taking the inverse Fourier transform of the various 
frequency bands we use. The amplitudes of all pixels in a local window are summed 
up to create the features.
4.5.2 Segm entation by considering only the pixels at sampling co­
ordinates.
The features are computed by using only the values at sampling coordinates present 
in the local window. The selected points are clustered and then we use mathematical 
morphology on the labels to fill in the gaps.
We perform the morphological dilation as follows: The background pixels are 
represented by Os. The foreground pixels are represented according to the clustering
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designation, with labels {1,2, ,.,A"), where K  is the number of textures. As we 
are considering the image as binary in order to perform dilation, but have possible 
K  labels for the foreground pixels, every time we translate the structuring element 
there exists the possibility that more than one label is present in the element area. 
In such cases we select as the foreground value the label with the most occurrences 
within that window. This way, when classes overlap, we dilate the class which is 
predominant around the current background pixel, without modifying the boundaries 
of the remaining classes. A class is dilated on its own when only that class is present 
in the structuring element area.
The image dilation is stopped when there are no more background pixels and only 
class labels are present in the image. A 3 x 3 structuring element of ones Is used in 
all cases.
We need some consideration to estimate the average number of dilations required 
to fill in all gaps according to the subsampling rate, (SR), we are using: There 
are two types of gaps, those surrounded completely by foreground pixels, let us call 
them "closed gaps” and those partially surrounded by foreground pixels but also with 
boundaries coinciding with one or more image boundaries, correspondingly, we will 
call these “open gaps”. If we assume g x g squaie gaps, we will need dilations
(rounded up to the nearest integer), to fill in the closed gaps, but in the case of open 
gaps more dilations are required because one or more of their sides will not contribute 
with foreground pixels to the dilation. Since we deal with all classes together, we 
may say that at a boundary we need twice as many dilations, (rounded up to 
the nearest integer), as we have only half the pixels from a class. According to this
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analysis, an average estimate of the least number of dilations needed for subsampling 
rates of 50%, 40%, 30%, 20%, 10% and 5% would be 2, 2, 2, 3, 4, and 5 respectively.
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4.5.3 Segm entation Experim ents
We considered images of size 256 x 256 pixels composed of patterns as shown in figure 
4.4 with various texture combinations from the Brodatz album. We first performed 
standard segmentation experiments where all pixels from the images were taken. 
These results are our benchmarks to compare the segmentation results for irregularly 
sampled images.
Composition mask 1(a) Composition mask 2(b)
Figure 4.4: Composition mask to create the experimental images with (a) four and (b) five 
different areas respectively.
In the frequency domain, the images were filtered with 16 real even symmetric 
Gabor filter bank, distributed in 4 frequency bands centred at the following positions:
0.0468, 0.0934, 0.1865, and 0.3723 cycles/pixel, and four orientations i.e. orientation 
bandwidth of 45° and frequency bandwidth of 1 octave. The tessellation of the 
frequency domain for half peak amplitude is shown in figure 4.5.
Accuracy o f the segm entation
The accuracy of segmentation is assessed by computing the confusion matrix, but 
in order to do so, we first must perform a correspondence between the labeling of
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Figure 4.5: Tessellation of the frequency domain for half-peak amplitude. The orientation 
bandwidth is 45° and the frequency bandwidth is 1 octave.
the ground truth regions and the labeling of the segmented image. This first step is 
performed as follows:
Correspondence o f ground truth  labeling and segm entation  labeling
1. Take the segmented image and for each area which corresponds to single ground 
truth region compute the histogram of labels using as many bins as the number 
of texture labels used by the system.
2. Identify for each ground truth region the most frequent label.
3. Consider the region in the segmented image with the highest number of pixels 
of the most frequent label as the corresponding region to that of the ground 
truth region with the most frequent label. Re-label all its points with the most 
frequent label. The points of this region are not considered in further steps.
4. Perform step 3 until all points in the segmented image have been re-labeled in 
agreement with the ground truth labeling
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This assumes that we have 1 to 1 correspondence of labels, i.e. no regions merged 
or over-split. This is only possible when we perform clustering with a number of 
clusters equal to the true number of clusters. If this is not the case we should not 
relabel the segmented regions, but simply establish a correspondence between labels 
which may not be one to one.
A ccuracy of th e  segm entation  We can compute the confusion matrix of pixel 
classification after performing the labeling correspondence. We can evaluate the 
accuracy of segmentation by computing the number of elements of the intersection of 
each ground truth region, R  =  {Rk\k = 1,2, ...AC}, with the corresponding areas in 
the segmented image, Ck = {o;|rK is of class k}. In image segmentation each pixel x  is 
assigned to a single texture class Ck- This allows us to build the so-called confusion 
matrix A = 2,..,/<■) where the entries are the number of elements in the sets
Rk n  Cj. This array is depicted figure 4.6. Fi'om this matrix, several measures can 
be derived. To asses our results we are going to use the overall accuracy (OA), that 
is the percentage of pixels in all reference areas, an^ that are classified correctly.
OA = (4.21)
S tandard  segm entation
We performed standard segmentation experiments on six images, three for each of the 
composition patterns. The results are shown in figures 4.7 and 4.8 respectively. The 
segmentations are shown for the window sizes which produced the highest accuracy 
according to the curves of overall accuracy versus the window size as shown in figures
4.5. Segmentation of irregularly sampled images 119
Classification R.eference
class 1 class 2 class K
class 1 an ai2 o.\i<
class 2 0,21 0-22 0.2K
• *. 4 . •
class K O/yi 0‘K2 4 4 4 O^ KK
Figure 4.6: Confusion matrix
4.9 and 4.10. It is clear that the highest accuracies, over 95% in most cases, were 
not reached at the same window size for all images. It is worth noting that below 
the “optimum” window size the accuracy is much lower. After this point is reached, 
the accuracy slowly diminishes as the window size increases, except for images 1(a) 
and 2(c) where it abruptly dropped to around 70%. This was due to over smoothing 
of local features which wrongly merged pixels from different classes in one single 
class. As the window width increases the local information is better represented but 
boundaries start to blur and the segmentation accuracy decreases. These results 
show that the appropriate window size depends on the particular image. However, 
for the images tested, by fixing the desired accuracy to be above a certain threshold, 
say over 90%, we can have a range from M =  15 to M = 23 for selecting a suitable 
window size.
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Experimental image 1(a) Experimental image 1(b)
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Experimental image 1(c)
O A  =  9 7 . 7 %,  M  =  14 O A  =  97%, M  =  29 O A  =  96.8%, M  =  23
Figure 4.7: Experimental images with four different textures and the corresponding best 
segmentations.
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Experimental image 2(a) Experimental image 2(b) Experimental image 2(c)
I I I
  .
O A  =  96%, M  =  9 0 A  =  95.4%, M  =  15 O A  =  94.5%, M  =  17
Figure 4.8: Experimental images with five different textures and their corresponding best 
segmentations.
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Figure 4.9: Segmentation accuracy versus window size M, for the experimental figures 1(a), 
1(b) and 1(c).
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Figure 4.10: Segmentation accuracy versus window size M, for the experimental figures 
2(a), 2(b) and 2(c).
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Segm entation of irregularly  sam pled images
We performed segmentation experiments on irregularly sampled images by using 
masks generated by the uniform distribution, the normal distribution and log-polar 
patterns with sampling densities of 50%, 40%, 30% 20%, 10% and 5%. We chose 
figure 4.8 (a) as the experimental image and its sampled versions appear in figures 
4.11 to 4.13 for uniform, log-polar and normal sampling, respectively. We computed 
the overall accuracy of classification versus the local window size for both cases, when 
the pixel features were computed by summing all points (AC) in the local window 
and when the features were computed by summing up only the points at sampling 
coordinates (SC). In the latter case, the segmentation accuracy was assessed before 
and after the morphological dilation was performed. The bench-marks (BM) to 
compare with these results are the solid line curve in figure 4.10 and the segmentation 
in figure 4.8 (a), for which the accuracy was 96% for a 9 x 9 local window.
R esults w hen all points in th e  local windows were considered: Figure 4.14
shows the overall accuracy versus the window size for uniform sampling in the top 
line, log-polar in the middle line, and normal sampling in the bottom. In the case 
of uniform sampling, the mask densities of 50% to 30% produced the highest accu­
racies for window sizes after which the accuracies decreased, whereas for sampling 
ratios below 30% and for all sampling ratios in the cases of normal and log-polar 
sampling the highest accuracies were only produced with the maximum window size 
(41 X 41). From figures 4.15, 4.16 and 4.17 which show the segmented images which 
correspond to the highest accuracies obtained in the previous curves, we see that for 
sampling rations over 30% the segmentation closely matched the bench mark results,
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below this sampling ratio, uniform sampling still resembled the bench mark, even 
with low segmentation accuracy. Normal and log polar sampling produced similar 
performances but as the window sizes were much bigger than in the previous case, the 
quality of segmentation is poorer in the boundaries between textures. This situation 
is worsened for sampling ratios below 30%.
The resu lts  w hen only th e  po in ts a t sam pling coord inates were consid­
ered: Figures 4.18, 4.19, and 4.20 show the accuracy versus the window size for 
uniform, log-polar and normal sampling, respectively. In all cases we see that there 
is a reduction in the accuracies after the morphological dilation was performed: 1% 
of accuracy reduction for uniform sampling, 7% for log-polar sampling and 3% for 
normal sampling. Increasing the window size did not improve the segmentation ac­
curacy for sampling ratios smaller than 30% in the case of uniform sampling, neither 
for all sampling rates for log-polar and normal sampling. Prom figures 4.21, 4.22 and 
4.23 which show the segmented images which correspond to the highest accuracies 
obtained in the previous curves, the segmentation results still resemble the bench 
mark for all sampling ratios in the case of uniform sampling. For normal sampling 
this holds for sampling ratios higher than 20%.
Log-polar masks seemed to produce poorer performances, but it is important 
to point out that, so far, the experimental image contains only one texture in the 
centre of the image. This texture arrangement may make results look worst. We 
tried another experimental image, figure 4.7 (a) in which four textures meet in the 
centre of the image. This arrangement of textures allow us a better assessment of the 
segmentation performance with this type of mask, the results of which aie shown in
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figure 4.24. From these segmentations we can say that circular symmetry sampling 
allows one to appropriately segment the image around the foveal region or mask 
centre.
The reconstructed points at not sampling coordinates contribute to a better tex­
ture representation recpiiring smaller windows and producing better accuracies than 
by taking only the points at sampling coordinates. This means that even though the 
reconstruction is not very accurate, it still helps the constructing the features. In all 
cases, sampling ratios below 20% and small windows produced results as bad as pixel 
labeling by chance, however, in some cases the segmented images for these cases still 
resemble the bench mark segmentations.
The average number of morphological dilations required to fill in all gaps for 
segmentations with subsampling rates of 50%, 40%, 30%, 20%, 10% and 5% were 
2.2, 2.3, 3.1, 4.7, 5.5, and 7.1, which are in good agreement with our theoretical 
predictions.
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(a) SR =  50% (b) SR =  40% (c)SR =  30%
(d) SR =  20% (e) SR =  10% (f) SR =  5%
Figure 4.11: Experimental image, figure 4.8(a), sampled with uniform masks at ratios (a) 
50%,(h) 40%,(c) 30%,(d) 20%,(e) 10%, and (f) 5%.
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(a) SR =  50% (b) SR =  40% (c) SR =  30%
(d) SR =  20% (e) SR =  10% (f) SR =  5%
Figure 4.12: Experimental image, figure 4.8(a), sampled with log-polar patterns with ratios 
(a) 50%,(b) 40%,(c) 30%, (d) 20%, (e) 10% and (f) 5%.
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(a) SR =  50% (b) SR =  40% (c) SR =  30%
(d) SR =  20% (e) SR =  10% (f) SR =  5%
Figure 4.13: Experimental image, figure 4.8(a), sampled with Gaussian patterns with ratios 
(a) 50%,(b) 40%,(c) 30%, (d) 20%, (e) 10% and (f) 5%.
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(a)E esuIts obtained with uniform masks
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Figure 4.14: Results obtained with features computed by taking all points from the fil­
ter outputs. Overall accuracy versus window^  wddth M. From top to bottom the curves 
correspond to sampling ratios 50%, 40%, 30% 20%, 10% and 5%.
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SR =  0.5, M=15, OA =92.4% SR =  0.4, M=19, OA =  89.7% SR =  0.3, M=19, OA =  79.1%
(a) (b) (c)
SB = 0.2, M=29 , OA = 76.2% SR =  0.1, M=39, OA = 6,5.4% SB =  0.05, M=43, OA =58%
(<!) (e) (f)
Figure 4.15: Best segmentation results for uniform sampling when the feature computation 
included filter outputs from all coordinates. The image segmented corresponded to figure 
4.8(a). Below each segmented image the corresponding sampling rate (SR), window width 
M ,  and highest overall accuracy 0 . \  are given.
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SR =  0.5, M=37, OA =  86.4% SR = 0.4, M=37, OA =  82.1% SR =  0.3, M=19, OA =  64%
SR =  0.2, M=31, OA =  48% SR =  0.1, M=39, OA =  42.1% SR =  0.05, M=33, OA =  35%
((i) (e) (f)
Figure 4.16: Best segmentation results for log-polar sampling when feature computation 
included the filter outputs from all coordinates. The image segmented corresponded to figure 
4.8(a). Below each segmented image the corresponding sampling rate (SR), window width 
M ,  and highest overall accuracy O.A are given.
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SR =  0.5, M=31, OA =  81.6% SR =  0.4, M=41, OA =  80.7% SR =  0.3, M=41, OA =  64.8% 
(a) (b) (c)
f
SR =  0.2, M=33, OA =  55% SR =  0.1, M=41, OA =  50% SR =  0.05, M=39, OA =  41% 
(d) (e) (f)
Figure 4.17: Best segmentation results for normal sampling when feature computation in­
cluded the filter outputs from all coordinates. The image segmented corresponded to figure 
4.8(a). Below each segmented image the corresponding sampling rate (SR), window width 
M ,  and highest overall accuracy OA are given.
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(a) Accuracy before filing in the gaps by morphological dilation
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Figure 4.18: Segmentation results for uniform masks. Segmentation accuracy when features 
were computed taking points only at sampling coordinates. Overall accuracy versus window 
width M .  From top to bottom the curves correspond to sampling ratios 50%, 40%, 30% 
20%, 10% and 5%. At the bottom we propagate the labels of the sampling points to all 
points of the rectangular grid by using morphological dilation. We then check the accuracy 
of classification of all points of the rectangular grid. At the top we only check the accuracy 
of classification of the sampling points.
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(a) Accuracy before filing in the gaps by morphological dilation
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(b) Accuracy in the dilated segmentation
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Figure 4.19: Segmentation results for log-polar sampling patterns. Segmentation accuracy 
when features were computed taking points only at sampling coordinates. Overall accuracy 
versus window width M. From top to bottom the curves correspond to sampling ratios 50%, 
40%, 30%, 20%, 10% and 5%. At the bottom we propagate the labels of the sampling points 
to all points of the rectangular grid by using morphological dilation. We then check the 
accuracy of classification of all points of the rectangular grid. At the top we only check the 
accuracy of classification of the sampling points.
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(a) Accuracy before filing in the gaps by morphological dilation1
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(b) Accuracy in the dilated segmentation1
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Figure 4.20: Segmentation results for normal (Gaussian), sampling patterns. Segmentation 
accuracy when features were computed taking points only at sampling coordinates. Overall 
accuracy versus window width M. From top to bottom the curves correspond to sampling 
ratios 50%, 40%, 30%, 20%, 10% and 5%. At the bottom we propagate the labels of the 
sampling points to all points of the rectangular grid by using morphological dilation. We 
then check the accuracy of classification of all points of the rectangular grid. At the top we 
only check the accuracy of classification of the sampling points.
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SR =  0.5, M = 19 , OA =89.7%  SR =  0.4, M =25, OA =  83.1% SR =  0.3, M = 27, OA =  79%
SR =  0.5, M = 19, OA =89.5%  SR =  0.4, M = 25, OA =  83% SR =  0.3, M = 27, OA =  79% 
(a) (b) (c)
SR =  0.2, M = 39 , OA =  66% SR =  0.1, M = 39, OA =  56.3% SR =  0.05, M = 41, OA =52%
SR =  0.2, M = 39 , OA =  65% SR =  0.1, M = 39, OA =  55% SR =  0.05, M = 41, OA =51%
(e) (f)
Figure 4.21: Best segmentation results for uniform sampling when the feature computation 
included only the filter outputs from sampling coordinates. For each case two images are 
shown: on top the segmentation without filling in the gaps and underneath the corresponding 
segmentation after morphological dilation. The results correspond to figure 4.8(a). Below 
each set. of images the corresponding sampling rate (SR), window width M ,  and highest 
overall accuracy OA are given.
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SR =  0.5, M = 41, OA = 57.7% SR =  0.4, M = l,  OA =  45.3% SR =  0.3, M = l,  OA =  43.2%
SR =  0.5, M =41, OA =53.7%  SR =  0.4, M = l,  OA =  41.8% SR =  0.3, M = l ,  OA =  37.7%
(a)
SR =  0.2, M =1 , OA =  40% SR =  0.1, M = l, OA =  38% SR =  0.05, M = l,  OA =35%
#
SR =  0.2, M =1 , OA =  33% SR =  0.1, M = l,  OA =  35% SR =  0.05, M = l,  OA =34%
(d) (e) (f)
Figure 4.22: Best segmentation results for log-polar sampling. Feature computation by 
including only the filter outputs from sampling coordinates. For each case two images are 
shown: on top the segmentation without filling in the gaps and underneath the corresponding 
segmentation after morphological dilation. The results correspond to figure 4.8(a). Below 
each set of images the corresponding sampling rate (SR), window width M, and highest, 
overall accuracy OA are given.
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SR =  0.5, M =41, OA =64.8% SR =  0.4, M =41, OA =  54.4% SR =  0.3, M =29, OA =  47.5%
SR =  0.5, M =41, OA =  61.9% SR =  0.4, M =41, OA =  51.7% SR =  0.3, M =29, OA =  42.2%
SR =  0.2, M=1 , OA =  37% SR =  0.1, M = l, OA =  35% SR =  0.05, M = l, OA =35%
m
SR =  0.2, M=1 , OA =  35% SR =  0.1, M = l, OA =  33% SR =  0.05, M = l, OA =33%
( f )
Figure 4.23: Best segmentation results for normal sampling. Feature computation by includ­
ing only the filter outputs from sampling coordinates. For each case two images are shown: 
on top the segmentation without filling in the gaps and underneath the corresponding seg­
mentation after morphological dilation. The results correspond to figure 4.8(a). Below each 
set of images the corresponding sampling rate (SR), window width M, and highest overall 
accuracy OA are given.
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S R  =  50%, M  =  3, O A  =  55% S R  =  40%, M  =  7, 0 .4  =  54% S R  =  30%, M  =  7, 0 .4  =  42%
«V;
5R  =  20%, A/ =  11, 0 .4  =  37% 5i? =  10%, A/ =  5, 0 .4  =  30% S R  =  5%, M  =  30, 0 .4  =  25%
Figure 4.24: Segmentation of the four textures image in figure 4.7 (a). Best segmentations 
for log-polar sampling. Below each image the corresponding sampling rate (SR), window 
width M ,  and highest overall accuracy OA are given.
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4.6 C onclusions
We have devoted this chapter to exploring texture segmentation in the context of 
irregular sampling. We based our approach on achieving a regular representation of 
the image in the frequency domain by using the Fourier Ti-ansforin for non-equispaced 
data. From this point onwards, we focused on multi-resolution analysis for texture 
feature extraction with a Gabor filter bank with emphasis on a biologically inspired 
filter design. For feature computation we integrated two approaches i.e. pixel-wise 
and local-wise postprocessing with particular interest on local window size evaluation. 
The pixel labeling was implemented with a modified version of the k-means algorithm 
which incorporated a stage to refine the initial points for more reliable cluster centres 
estimation.
The feature extraction process was performed in the space domain after taking 
the inverse Fourier transform of the filter outputs. This way, the pixel values at 
coordinates where initially there were no data were somehow re-constructed during 
the analysis-synthesis process. Sucli a result allowed us to explore two approaches 
of features computation and consequently segmentation, namely, using all points of 
the feature images and using only those points at the sampling coordinates. In the 
latter case an additional post-processing stage may be used to fill in the gaps of 
the non-labeied points of the regular grid. In order to do so we used mathematical 
morphology on the pre-segmented image. However this is not necessary if one is not 
interested in having a label for every point of the regular grid. One may only be 
interested in classifying the sampling points one has irregularly placed as they may 
be.
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the standard results showed a high performance of the approach we developed. 
We found different size windows perform differently for different images. Therefore 
some empirical values frequently used and referred to in the literature may not be 
appropriate in all cases.
Despite that the non uniform Fourier transform is not a good method for image 
restoration, it produced good textural features for high segmentation accuracies. This 
is noticed when points from all coordinates were included in the computation, which 
yielded the highest accuracies with smaller local windows. Morphologic dilations 
accomplished good finalization of the segmentation when only points from sampling 
coordinates were used, even though the results were slightly less accurate and required 
bigger local windows than in the previous method. In both approaches, the results 
were similar to by chance allocation when the sampling rate was below 10%.
The segmentation accuracies obtained with retinomorphic sampling patterns were 
below than the results with uniform sampling patterns. However, in the foveal region 
the textures were appropriately segmented. Retinomorphic sampling and mimicking 
feature extraction as it is done in the visual cortex are only simplified versions of what 
actually occurs in human vision. Many other complex processes are present in early 
vision such as saccadic movements where the fovea is centred at different points in 
the visual field. To identify such points there are neural mechanisms that transform 
the visual input in a saliency map. Once the fovea is fixated onto a particular 
target, subtle movements of the eye such as tremor and micro-saccades take place. 
Therefore, we may expect that by considering other aspects of human vision our 
biologically inspired approach to texture analysis can be improved. In order to do
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so, in the next chapter we explore texture segmentation based on saliency analysis 
and foveation.
Chapter 5
Segmentation based on a 
biological paradigm of vision
In this chapter we go one step further in developing a paradigm of biological vision 
by incorporating into our segmentation system a kind of image scanning, inspired by 
the gaze shifts that a person performs when seeing. This way, we extend our analysis 
of texture segmentation to foveated vision.
In the previous chapters we developed a segmentation approach which incorpo­
rates two main characteristics of the human vision system: sampling patterns that 
resemble that of the human retina and a feature extraction method that imitates the 
receptive fields of simple cells in the visual cortex. We obtained high segmentation 
accuracies when the sampling ratio was over 40% of the image points. But, the re­
sults with the smallest circular masks were similar to by chance pixel classification. 
At this stage we want to consider the fact that the human eye sees 25 frames per 
second and a person performs several gaze shifts during a visual task, by centering
5.1. Analysis of saliency 144
the fovea to different points of interest. Then, we may expect to improve texture 
characterization and segmentation accuracy if we still sample the image with a small 
mask starting from a chosen point, such as the image centre, gradually obtaining the 
segmentation of the image using several foveation stages. The segmentation process 
uses the already crudely segmented image to identify another foveation point to re­
sample the scene and re-segment. This way the segmentation process continues up 
to a certain number of cycles. In order to select the new foveation centres we identify 
salient points in the segmented image. In the following sections we explore such a 
foveated vision approach.
5.1 A nalysis o f saliency
The search for points of interest in a perceived scene depends on the visual task of 
the viewer. However, in our approach to image segmentation we do not assume any 
a priori information about the textures in the image. So, in order to define what a 
salient point is, we have to begin by defining what we mean by a good segmentation. 
It is assumed to be an output labeled image which contains homogeneously labeled 
areas which correspond to the different textures in the original image. These areas 
extend themselves until points and boundaries where they meet each other. So, a 
single labeled region is defined by the homogeneity or translation invariance of the 
statistics of the image features [71]. Homogeneity implies the absence of blobs or 
strips-like patches of other labels in the area occupied by a particular texture. An­
other feature of a good segmentation is that edges between textiues are preserved 
with minimum distortion. Given that the world is often assumed smooth, with mostly
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straight or gradually ciu'ved boundaries and large uniform patches, local areas with 
small patches and noisy edges are signs of poor segmentation. This may be appreci­
ated from the experiments reported in the previous chapter. When we sampled with 
small circular masks the segmentations had fragmented patches, distorted bound­
aries between textures and zones were pixels from different textures were labeled as 
belonging to the same texture.
Therefore, the basic idea is to detect in the crudely segmented image the points 
where the local homogeneity breaks down. The most salient point is then used to 
relocate the fovea in the subsequent segmentation cycle. In order to identify the next 
fixation point, we incorporated into our algorithm a realistic biological model of the 
way the primary visual cortex (VI) creates a saliency map of the visual input [71].
5.1.1 The V I com putational model
Li developed a computational model which linked the anatomy, physiology of VI with 
psychophysical evidence of the extensive visual activity in this cortex [71], [72], [73]. 
The model consists of a recurrently connected biological nemal networks describing 
horizontal intracortical interactions which link non-overlapping receptive fields (RF) 
of simple cells. The connections are within a few RFs sizes. The inputs to the model 
are the bar/edge-like image primitives produced by the orientation selective RFs as a 
response to a visual stimulus. The input patterns are transformed by the model into 
patterns of cell responses: ^Hhe firing rates of the output neurons increase monotoni- 
cally with the salience values of the visual input in the RFs. Horizontal intjncortical 
interactions make each pyramidal cells response dependent of both the input strength 
within its GRF and the contextual stimuli, this mediates the computation of saliency”
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[71]. The intensity on the model response to an input bar is reduced when it is sur­
rounded by other bars of similar or the same orientation. The response suppression 
fades out as the neighbouring bars are rotated away from the input orientation. On 
the other hand, the response is enhanced when the input bar forms a smooth con­
tour along with the contextual bars. Thus, iso-orientation neighbouring produces 
contextual suppression whereas neighbouring alignment produces contour enhance­
ment. The modulating activity serves to enhance the pre-attentive neural responses 
to salient image locations such as borders between regions. This way, the responses 
are transferred to higher visual areas as a saliency map of the visual stimuli. This 
is referred to as bottom-up processing. Correspondingly, there are top-down mech­
anisms; feedback from higher areas or attentive vision which change the sensitivity 
of simple cells. Li’s model concerns the pre-attentive processing at VI. Even though 
the model can include the feedback from higher visual areas, so far, it is mainly 
concerned with describing the bottom-up mechanisms carried out by VI.
The CRFs of simple cells in VI account for local orientation features of small 
elements in the visual input. This mechanism is referred to as a neural representation 
of an edge detector iO, where i stands for the position and 9 for the orientation. The 
cells with overlapping receptive fields, that is, centred at the same position i, but with 
different orientation selectivity % form a single hypercolumn. Figure 5.1 (a) shows 
a hypercolumn with different orientations, where % =  for k =  1,2, ...,AT, and 
K  — 12. In part (b) it is depicted how they are spatially arranged in a visuotopic 
pattern forming the VI cortex. The neural model, part (c), shows that each bar 
detector is formed by a pair of interconnected cells; an excitatory and an inhibitory
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Figure 5.1: VI cortex and its model, (a)Hypercolumn (b) VI cortex. From [31] (c) Neural 
model. From [72]
neuron. The membrane potential of the excitatory cells is modulated by three types of 
interaction: Firstly, by the visual input. Secondly, by a self-excitatory interaction (Jo) 
and by interactions with excitatory cells of edge detectors in nearby hypercolurnns, in
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the model referred to as connections Jieje'- Thirdly, by interactions with inhibitory 
cells within the same liypercolnmn and connections with inhibitory cells in other 
hyper columns, the later referred, to as Wie,je> connections. All these interactions 
define the change over time for the membrane potentials of excitatory cells x q^ and 
for inhibitory cells
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Xio =  -o ix^ ie  -  9y{yi,e) -  ^
A4#0
+  J a 9 x { ^ i e )  +  5 Z  '^ iO , jO '9 x { ^ ' jO ')  +  h o  +  I q (5.1)
ijiO — ^yVi6 9x{Xi0)  4"  Ic
j#,*'
(6.2)
where
excitatory membrane potentials, 
inhibitory membrane potentials.
excitatory cell’s firing rate in response to an excitatory potential (eq. 5.3). 
inhibitory cell’s firing rate in response to an inhibitory potential (eq. 5.4). 
weight function for inhibition within a hypercolumn (eq. 5.5). 
excitatory signal from neihgbouring hyper columns (eq. 5.6). 
inhibitory signal from neihgbouring hypercolumns (eq. 5.7). 
response of the neuron to the direct input (eq. 5.8),
Background input to the excitatory cells (eq. 5.9).
Background input to the inhibitory cells (set to value one), 
model the decay of excitatory membrane potentials (set to value one), 
model the decay of inhibitory membrane potentials (set to value one), 
self-excitation (set to value 0.8).
The outputs gx{xio) and Qyivifi) model the firing rates of the excitatory and 
inhibitory neurons, respectively, according to:
i^O
V iO
9x{^i,o)
9y{yi,o)
^{A4)
•ho,jO'9x{xjO')
WiOjO'9x{^jO')
ho
lo
h
ay
•h9x
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0 if X < Tx,
9x{x)  -  <j - 1 )  i fTg  <Æ < T c  +  l
1 if X  > Tl,; +  1
(5.3)
0 if y < 0
9y(y) —  ^giy if 0 < y < Ly (6-4}
 ^9\Ly + g2{y -  Ly) if 0 < Ly < y
wlieie Tj; — 1, Ly =  1.2, g\ ^  0.21, and çg — 2.5.
The function that weighs the contribution from inhibitory cells to excitatory cells 
within the same hypercolumn is:
'0(^) — < (5.5:
0 if 0 =  0 
0.8 if |0| =  tt/K  = 15®
0.7 if |0| =  27t/A: =  30®
0 otherwise
The contextual influences JiOjO' and Wio^o' are expressed in terms of the ori­
entations 01 and 02 that the edge detectors (%0) and {jO') have relative to the line 
connecting their centres at positions (%,j). This way, the excitatory and inhibitory 
contextual influences are modeled by:
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ho.jO' =  ■<
0.126 if o <  d <  10.0
and P < 7t/2.69
or 0 < ri < 10.0 and /3 < TT/1.1 (6-6)
|0i I < -71/5.9 and jOgj < tt/5.9 
0 otherwise
0 if  d  =  Q
or > 10
(5.7)
COS (/3/4)
or /3 < -7t/4 
or |Afl| >  f  
or |01j < 7t/11.999 
1.4(1 — exp~®‘^ ^^ ^^ ’^ ) exp~ (’"/'•) otherwise 
where P =  2|01| + 2 sin |01 — 02j
the saliency map of the whole visual input is formed by the membrane potentials 
of the excitatory neurons. the contribution of each edge/bar input with orientation 
f/> to a current detector id is determined according to two parameters: the intensity 
îi ,^ and the tuning with the orientation selectivity to the current edge detector. A 
way to determine the edge intensity for the input image pixels is by computing the 
gradient vector rotated 90® at each point [31]. the tuning function is defined by:
z^J =  7,\^expl^ (5.8)
the background input to the excitatory cells is defined for a neighbomhood that 
includes the hypercolumns that are no more than two positions away. this area is
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indicated in figure 5.1 (b):
I() ~  0.85 — 2.0 (5.9)
The use of the VI model to detect the most salient point is illustrated in figure 5.2, 
where three examples relative to the five textures collage are presented. In column
(a) the input images are shown. Column (b) shows the corresponding saliency maps 
where the point with the highest value is depicted by a white dot. the top row 
corresponds to the ground truth pattern we have used to assess the segmentation. 
In the second row is the segmentation result when all samples were considered. At 
the bottom row, we see the labeled image when the sampling ratio was only 10%. In 
the first two cases the images are highly homogeneous and consequently, the salient 
points are where the maximum number of different regions meet. However, in the 
third case, the segmentation is not homogeneous and thus, salient points are found 
all over the image.
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(a) (b )
Figure 5.2: Salient point detection by using the VI model. Column (a) shows the segmented 
images and column (b) shows the corresponding saliency maps with the most salient point 
indicated by a white dot. At the top the ground truth pattern of segmentation is shown. The 
middle row shows the segmentation result when all samples were considered. At, the bottom 
row we see the result when the image was sampled by keeping 10% of its points.
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5.2 P ixe l classification during a visual search
Now that we can add new foveation centres, we have to take into consideration the 
certainty of pixel classification. A measure of certainty for the class of each pixel 
would be its distance from the centre of the fovea: the further away from the fovea, 
the less reliable the decision that it belongs to a particular class. then, how do we 
define the class membership for each pixel when several foveal centres have been used 
in the process?
We may use the distance from the fovea as the certainty measure of the feature 
value. For each part of the scene we keep at any one time the sampling points 
and their feature values that are most reliable. Once the most salient point outside 
the fovea of the first segmentation is selected, the new fovea is placed there. The 
algorithm will use the new information gathered from the new fovea to improve the 
previous segmentation. the sampling mask now placed in the new fovea corresponds 
to different points of the scene than the previous one. However, the sampling mask is 
identical to the previous one, simply shifted to another' location. this is to reflect the 
fact that the sampling pattern made up by sensors in the human retina is static. the 
identification of the part of the scene which is most reliably sampled by each fovea 
may be done by drawing the mid-perpendicular on the line segment that connects 
the previous fovea and this new one. Then we replace all old points which lie in the 
half plane that belong to this new fovea with the points (and their feature values) 
computed from the new fovea, while keeping the old points and their feature values 
in the half plane that belongs to the old fovea. then the image is re-segmented. 
Next, the most salient point is found outside the radius of the new fovea, and the
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third fovea is placed there. Now we draw three mid-perpendiculars on the segments 
that connect the three foveae, in order to decide which points we replace and which 
we keep, and so on. So, we build a Voronoi tessellation of the scene gradually, every 
time updating only part of the sampling points, but we do not disregard all previous 
points. At every step we re-segment and pick the most salient point. the steps of 
this algorithm are summarised below:
1. Compute initial segmentation by foveating at the image centre.
2. Identify the most salient point from the previous segmentation and place the 
new fovea there.
3. Replace the sampling points and their feature values in the area of the current 
fovea according to the minimum distance rule.
4. Re-segment by applying the clustering algorithm to the updated feature space.
5. Go back to step 2 certain number C of foveation cycles.
(a) (b)
Figure 5.3: Experimental image and (b) foveation at the image centre with a Gaussian mask. 
Only 10% of the points were sampled.
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It is important to notice that on foveating away from the image centre, the sam­
pling masks may have portions outside the image boundaries. thus, the actual total 
number of samples is lower than the number of foveas times the number of points in 
the sampling pattern.
In order to test the previous algorithm we performed several segmentations of the 
experimental image in figure 5.3. We used a Gaussian mask with a sampling rate 10%. 
The initial fovea position was aligned with the image centre. Figures 5.4 and 5.5 show 
the results for several cycles of the algorithm. Column (a) shows the foveation centres 
depicted by white dots and the tessellation of the image plane, superimposed on the 
average of the filter outputs. the polygons where there is not a centre indicated 
correspond to areas of previous foveae. Column (b) shows the segmentation results. 
In each case, the current fovea was identified from the preceding segmented image. 
We see that foveation at the selected points appropriately captured zones of interest.
A d justm en t of salient po in t selection As more foveation centres are used, the 
tessellation of the image plane becomes denser and the chance of identifying a salient 
point at coordinates very close to old centres is higher. this situation is accentuated 
for advanced cycles because the available space for new centres is reduced in every 
re-segmentation. Repeated or very close centres will add no new information for 
segmentation improvement. therefore, we have to select another salient point but 
far enough from the old foveae. If a new centre is discarded because of its proximity 
with old centres and provided that it exhibits the highest saliency for that cycle, 
the next eligible salient point would have a lower saliency value. To avoid the new 
fovea to be very close to the old ones, we search for the next centre outside the
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III
IV
V
(a) (b)
Figure 5.4: First to fifth foveation cycles. Column (a) shows the tessellation of the image plane 
and the centre used for each cycle of foveation. The background is the average feature map. Column 
(b) shows the resulting segmentation.
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radii of the old fovea. For this reason, if we visually compare the segmented image 
and the new centre, its selection may seem at random, however it still meets our 
criteria for saliency. this can be appreciated in figure 5.5 which shows the last 
foveation cycles of the segmentation of the experimental image. Here the upgrading 
of features corresponded to smaller certainty areas. therefore, the selection of salient 
points corresponded to points the saliency of which was not very obvious by visual 
inspection; however they met the saliency criterion.
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VI
X V
X X
X X V
( a ) (b)
Figure 5.5: F oveation  cy c les  V I, X, X V , X X , an d  X X V . C olu m n  (a) sh ow s th e  te sse lla tio n  o f  th e  
im a g e  p la n e  an d  th e  cen tre  used  for each  cy c le  o f  fovea tion . T h e  b ack grou n d  is th e  average featu re  
m ap . C o lu m n  (b ) sh ow s th e  resu lt in g  seg m en ta tio n .
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5.3 E xperim ental resu lts
the paradigm of biological vision described in the previous sections was applied on 
texture collages and natural images.
5.3.1 S e g m e n ta tio n  o f te x tu r e  co llages
We assessed the segmentation performance for Gaussian and log-polar sampling on 
the texture collages shown in figure 5.6. Given that in both cases we knew the ground 
truth regions, we computed the overall accuracy obtained in each foveation cycle. 
The curves were parameterised for different sizes of the local window used for feature 
computation. Figures 5.7 and 5.8 show the results for the four and five textures 
collages, respectively. Part (a) presents the results for Gaussian sampling and part
(b) for log-polar sampling. Gaussianly sampled images were segmented better than 
images sampled with the log-polar pattern. In the case of the four texture collage, 
the best accuracy obtained with Gaussian sampling was 92% whereas for log-polar 
sampling was 70%. In both cases the results were obtained with a 31 x 31 local 
window size. In the case of the five textures collage, the best accuracy obtained with 
Gaussian sampling was 90% whereas for log-polar sampling was 68%. this difterence 
in the results regarding the type of sampling can be explained by reviewing figures 
5.9 and 5.10 which present the final labeled images for the curves presented for 
the four texture collage. In column (a) the foveation points are superimposed to 
the average feature map. the feature maps computed from images sampled with 
Gaussian masks are more uniform than the feature maps computed with log-polar 
sampling. Consequently, clustering of the former produced better segmentations than
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of that of the latter.
(a) Four textures collage (b) Five textures collage
Figure 5.6: Expérimental texture collages.
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(a) Segmentation accuracies obtained for images sampled with a Gaussian mask.
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(b) Segmentation accuracies obtained for images sampled with a log-polar mask.
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Figure 5.7: Overall accuracy of segmentation of the four textures collage. The curves depict 
the segmentation accuracy versus foveation cycles, for different sizes of the local window used 
in feature computation, (a) R.esults obtained with Gaussian sampling, (b) Results when 
log-polar sampling patterns were used
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(a) Segmentation accuracies obtained for images sampled with a Gaussian mask.
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(b) Segmentation accuracies obtained for images sampled with a log-polar mask.
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Figure 5.8: Overall accuracy of segmentation of the five textures collage. The curves depict 
the segmentation accuracy versus foveation cycles, for different sizes of the local window used 
in feature computation, (a) R,esults obtained with Gaussian sampling, (b) Results when 
log-polar sampling patterns were used.
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(i) 7 X T
(ii) 19 X 19
(iv) 31 X 31
(iii) 25 X 25 WÈÊÊmmtmt
(a) Foveation centres (b) Labeled imago
Figure 5.9: Final segmentation after 25 cycles for the fonr-textnres collage, sampled with Gaussian 
patterns. From top to bottom, the sizes of the local window used for feature computation are 
indicated.
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(i) 7 X 7
(ii) 19 X 19
(iii) 25 X 25
(iv) 31 X 31
m
m
(a) Foveation centres (b) Labeled image
Figure 5.10: Final segmentation after 23 cycles for the fonr-textnres collage, sampled with log- 
polar patterns. From top to bottom, the sizes of the local window used for feature computation are 
indicated.
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5.3.2 Segm entation of natural images
Unlike the case of the texture collages, we do not have ground truth segmentations for 
real images. However, we can define some hand segmentations to assess the results in 
a similar way we did with the texture collages. We must remember that the creation 
of such manual labeling is only a necessity of the experiment we wish to perform and 
it is not supposed to reflect a definite labeling of the natural textures present in the 
image. This is particularly so because there can be cognitive issues in performing 
hand segmentation which are not implied in the paradigm model of vision we have 
developed. The experimental images and assumed hand segmentations for two, three 
and four textures are shown in figure 5.11.
We performed several segmentations by varying two parameters: the number of 
textures, k = {2,3,4}, and the size of the local window, W^i^e — {(3 x 3), (5 x 5), (7 x 
7), (9 X 9), (11 X 11)} in figures 5.12 and 5.13, for the images of the bear and the moth 
on the leaf, respectively. Figure 5,14 shows the first six cycles of the segmentation 
of the moth on the leaf image when three textures were assumed and a (9 x 9) local 
window was used. We computed parametrised curves of the accuracy versus the 
foveation based on the corresponding hand segmentation, with the parameter being 
the size of the local window, see figures 5.15 and 5.16. Even though, the computed 
accuracies were fully relative to the hand segmentations, these curves are useful to 
show how the labeling was getting close to the hand segmentation as the number of 
cycles increased, reaching over 90% of accuracy when two textures were used and 
close to 80% accuracy for three textures. By visual inspection of the real images, we 
may say that trying to label them for four or more textures can create artificial sub­
5.3. Experimental results 167
regions. Such a result was obtained in the case of four textures. We see from both, the 
labeled images and from the accuracy curves that the textures overlapped through 
the intermediate re-segmentation cycles and for different values of the window size 
parameter. this way, the segmenter broke down natural regions into forced textmes 
and the accuracy oscillated around 50%.
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(a) ( b )
Figure 5.11: Real images and the corresponding hand segmentations for two, three and four 
textures, respectively.
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(i) 3 x 3
(ii) 5 x 5
(iv) 9 x 9
(a) Two textures (b) Three textures (c) Four textures
(iii) 7 x 7  A
(v) 11 X 11
Figure 5.12: Segmentation of a bear image for different values for the number of classes and for 
the window size. From left to right the number of textures parameter, k, was set, to the following 
values: k =  {2, 3 ,4}. From top to bottom, the sizes of the local window used for feature computation 
are indicated.
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(a) Two textures (b) Three textures (c) Four textures
( 1 3 x 3
11 5 x 5
(iv) 9 x 9
(v ) 11 X 11
Figure 5.13: Segmentation of a moth on the leaf image using different values for the number of 
classes and for the window size. From left to right, the number of textures parameter, k, was set. 
to the following values: k =  {2 ,3 ,4 } . From top to bottom, the sizes of the local window used for 
feature computation are indicated.
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Figure 5.14; First six cycles of the segmentation of the moth on the leaf image. Three textures 
were assumed. The column at the left shows the sampled image. In the middle, the progressive 
tessellation of the feature map and the centre for each cycle of foveation are shown. The background 
is the average feature map. The column in the right shows the resulting segmentations.
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(a) Segmentation accuracies obtained by assuming two textures.
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(b) Segmentation accuracies obtained by assuming three textures.
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(c) Segmentation accuracies obtained by assuming four textures.
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Figure 5.15: Overall accuracy versus the stage of foveation for the bear image when in the hand 
segmentation there were assumed (a) two textures, (b) three textures and (c) four textures. The 
curves are parametrised for different sizes of the local window for feature computation.
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(a) Segmentation accuracies obtained by assuming two textures.
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(b) Segmentation accuracies obtained by assuming three textures.
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(c) Segmentation accuracies obtained by assuming four textures.
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Figure 5.16: Overall accuracy versus the stage of foveation for the moth on the leave image when in 
the hand segmentation there were assumed (a) two textures, (b) three textures and (c) four textures. 
The curves are parametrised for different sizes of the local window for feature computation.
5.4. Summary and conclusions 174
5.4 Sum m ary and conclusions
In this chapter we developed a biological paradigm for image segmentation. the 
rational was to imitate the gaze shifts the human eye does when performing a visual 
task. the points of interest to define new foveal centres were computed by using 
a realistic biological model of the primary visual cortex. this model describes the 
contextual influences via intra-cortical interactions in VI. this explains how global 
features are obtained from local features produced in the classical receptive fields 
of simple cells. the input to the model is the roughly labeled image which is then 
converted into a saliency map. At each cycle the image was foveated at the most 
salient point computed from the previous stage. The feature space was, at each time, 
updated only at the points which were at a minimum distance from the current foveal 
centre compared with previous centres. Such minimmn distance criterion guaranteed 
the highest certainty for pixel classification. this way, a Voronoi tessellation of the 
scene is build gradually.
the higher segmentation accuracy obtained with Gaussian sampling compared 
with the accuracy obtained log-polar sampling means that the former produced better 
textural features than the latter. the reason for this lays in the dispersion of points 
in the sampling patterns. We saw in Chapter 3 that the empirical distributions of 
Gaussian patterns provide a richer sampling in a broader area around the fovea than 
the log-polar patterns. thus, the former can capture better local frequency content 
than the latter.
With our approach, texture collages and natural images were successfully seg­
mented. However, the structured textures in the collages required bigger local win­
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dows than the random textures in the natural images.
We used a small sampling mask with a nominal sampling ratio of 10%, but the ac­
tual sampling occurred for fewer number of points because on foveating away from the 
image centre a number of mask points went outside the image boundaries. Addition­
ally, as the segmentation process advanced, fewer number of features were updated.
Chapter 6
Segm entation of 3D images
In this chapter we consider an application where irregularly sampled data have to 
be segmented. Such data are those gathered by geoscientists. the irregularity in 
the sampling pattern is out of necessity than choice. Obviously, such a sampling 
pattern does not include foveation. However, it is interesting to explore some of the 
techniques we developed in the previous chapters, in relation to a real application. 
In particular, we shall investigate the use of Gabor analysis in 3D for uniformly 
irregularly sampled data.
6.1 D escrip tion  o f th e  data
Seismic imaging is currently one of the main techniques used for well logging in the 
oil and gas industry. Also, it is used to survey over producing fields to allow oil 
companies to monitor the movement of hydrocarbons in the reservoir. the images 
are obtained from the relationship between the velocity of seismic waves and the 
density and elastic properties of the materials through which they are traveling [34].
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the usefulness of the image in oil exploration lies on the precision of the velocity 
model. In turn, the complexity of such model is selected according to the geotechnical 
complexity of the region under exploration. the final volumetric image is produced 
after several iterative steps of seismic profiling, data processing and imaging.
the experimental image we used for 3D segmentation is a volumetric data set 
obtained in seismic exploration in the oil industry. We see a view of it in figure 6.1
(a). By visual inspection of the volume’s X  — Y  plane, three main textiired regions 
may be identified, indicated by the black lines in the part (b) of the figure. These 
regions are: A layered region from the top to the middle of the plane. A chaotic 
region from the middle of the plane to the bottom at the left side, and an ascending 
inclined region from the bottom right to the centre of the plane. However, the last 
region exhibits some similarities with both the chaotic region and the layered region. 
We can find other secondary patterns but for simplicity in our experiments we are 
going to assume that the three identified regions are the main natural textures the 
volume contains. the image volume is of size 350 x 350 x 50 voxels. It has 25m 
resolution. the Y  axis is the depth axis.
to create and experiment where the data are irregularly sampled, we subsample 
the data. We created three dimensional masks from the uniform distribution for 
sampling ratios of 50%, 30%, 20%, and 10%, the points of which were valued 1 at 
sampling coordinates and valued 0 otherwise. Sub-sampling was performed by point- 
wise multiplication of the image with the sampling mask. We shall use the hand 
segmentation to evaluate the output of the automatic segmentation.
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.\xes
(a) Original Volume
(b) Hand segmentation on the X  — Y  plane
F ig u r e  6.1: The experimental volume and a hand segmentation on the A' — V' plane of three 
textured zones, the boundaries of which are indicated by the black lines: the layered region at. the 
top of the plane. A chaotic region at the bottom left side, and an ascending inclined region at the 
right of the plane.
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6.2 T essellation o f the frequency space
The first issue we had to address was the tessellation of the frequency space. Second, 
issue is the effect of the number of filters and the size of the voxel neighbourhood for 
feature computation.
We considered two types of tessellation of the 3D frequency space. First, the 
frequency space was divided into cuboids of the same size, each one containing a 
Gaussian ellipsoid, (see figure 6.2 (a)). Part (b) of the same figure shows the second 
tessellation, which we shall refer to as the polar tessellation. For this tessellation 
we used the same 2D tessellation as in previous chapters for theX — Y  plane (the 
vertical plane), and tessellation to equal segments of the axis that corresponds to Z. 
this is because we notice from figure 6.1 (b) that the X  — Y  plane contains textures 
that may be discriminated due to their directionality. Using filters, therefore, that 
are orientation selective may be useful.
As in the two dimensional case, we wished to obtain real texture features. there­
fore, pairs of Gaiissians symmetrically placed about the centre of the axes, i.e. around 
the dc component, were simultaneously activated. So, for the rectangular tessella­
tion this arrangement produced as many filters as (radFilt)^. where rodFilt was 
the number of filters in a radial line across the origin from one side to the other of 
the frequency domain. this way, the smallest tessellation of the frequency domain 
had 3^  regions: the dc component and the symmetrical arrangement for 13 pairs of 
filters. the following tessellations had 5^  regions: 62 pairs plus the dc component, 7^  
regions: 171 pairs plus the dc component, and so on. the polar tessellation produced 
as many filters as Orientations x Bands x B.ectangularDivisions
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(a) Rectangular tessellation
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(b) Polar tessellation
Figure 6.2: Filter banks for (a) the rectangular tessellation of the frequency space and (b) for the 
polar tessellation.
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On performing the first experiments with tessellations with more than 30 regions, 
we faced severe computational constrains due to the size of the featm’e data set. the 
experimental image had 6.125 x 10® voxels, so, if we were to use, for instance, 62 pairs 
of filters, which is the size of the second rectangular tessellation, and to use single 
precision (4 bytes) for representing each digit, our feature data set would require 
approximately 1.1 x 10  ^ bytes of memory. So, it was necessary to reduce the number 
of bytes for digit representation, to reduce the number of filters channels to use, and 
to modify the algorithms to manipulate such a big amount of data. the functional 
limits of the hardware were reached with 50 filters and two-bytes unsigned-integer 
for digital representation.
the criterion for filter selection was based on two factors: the first one was the 
responsiveness of Gabor filters to structured and oriented patterns. In connection 
with it, the second factor regarded the features of seismic images which are mainly 
formed by the reflection of seismic waves on the soil structures such as layers or other 
geometrical formations. therefore, we found natural to select those filter outputs 
with higher correlation with the volume under segmentation. this way, we computed 
the correlation coefficient between the image and each filter output, and selected 
those with the highest coefficient. the coefficients were computed for irregularly 
sampled images by taking only the image values and filter output values at sampling 
coordinates.
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6.3 R esu lts for regularly sam pled volum es
the results vdien all data points were considered and which closest resembled the 
hand segmentation are shown in figure 6,3. Column (a) shows the slices of the plane 
X — y  at different distances along the Z  axis for the original volume. In columns
(b)and (c) the corresponding segmentations are shown obtained for the rectangular 
and for the polar tessellation, respectively. In the case of the rectangular tessellation, 
the frequency space was divide into 7® regions; 171 filter pairs plus the dc component. 
We found by trial and error the size of the local neighbourhood with the best response. 
It had a size 21 x 21 x 21 voxels. the polar tessellation produced the best results 
by assuming four textured regions. the filter bank had five orientations and five 
bands in the X  — Y  plane and seven layers along the Z  axis. the size of the local 
neighbourhood had size 17 x 17 x 17 voxels. In both cases we see that the segmentation 
was coherent within the volume. The layered and the chaotic regions were clearly 
differentiated. However, inclined texture was fully discriminated only with the polar 
tessellation. this region exhibits similarities in the original image with both the top 
portion of the layered region and in some portions with the chaotic region. We can say 
that the results with polar tessellation more closely resembled the hand segmentation 
than the results with rectangular tessellation. Figure 6.4 shows a view of the labeled 
volume.
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Sampled image Rectangular Tessellation Polar Tessellation
(a) (b) (c)
Figure 6 .3 :  S lices  o f  th e  d a ta  an d  lab e led  v o lu m es  in th e  p lan e  A -  V', w h en  100% o f th e  p o in ts  are 
used  for seg m en ta tio n , (a ) S lices  o f  th e  orig ina l v o lu m e, (b ) r esu lts  for th e  rectan gu lar  te sse lla tio n ,
(c ) r esu lts  for th e  p o lar te sse lla tio n .
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Segmentation
Figure 6.4: Segmentation result when all points are considered for the polar tessellation.
6.4 R esu lts for irregularly sam pled volum es
The irregular sampling experiments were performed for sampling ratios of 50%, 30%, 
20%, and 10%, the results of which are shown in figures 6.5 to 6.8, respectively. 
Figures 6.5 and 6.6 include the results for both rectangular and polar tessellations. 
the white pixels in the image represent points were no values were assumed to be 
available and the grey values correspond to the sampling points. We see that the 
three textured regions in the input image are no longer visible. The only area that 
retains some noticeable structure is the band in the middle of the X  — Y  plane. 
Consequently, that region was identified by the segmentation. the polar tessellation
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produced again better results than the rectangular tessellation.
Figures 6.7 and 6.8 show the results when the volume was sampled by taking
only 20% and 10% of the points, respectively. Given the previous results only the
segmentations obtained for the polar tessellation are shown.
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F i g u r e  6 .5 :  R e su lts  w h en  th e  im a g e  w as irregu larly  sa m p led  b y  co n sid er in g  o n ly  50% o f th e  p o in ts . 
S lices  o f  th e  sa m p led  an d  la b e led  v o lu m es  in th e  p lan e  A' — V . (a ) s lices  o f  th e  sa m p led  v o lu m e, (b ) 
s lic es  o f  th e  la b e led  im a g e  for th e  rec ta n g u la r  te sse lla tio n , (c) s lices  for th e  polar te sse lla tio n . T h e  
s lices  w ere tak en  a t different, d is ta n ce s  in th e  Z  ax is.
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Figure 6 .6 :  R e su lts  w hen  th e  im age  w as irregu larly  sa m p led  b y  co n sid er in g  o n ly  30% o f th e  p o in ts . 
S lices  o f  th e  sa m p led  and  lab eled  v o lu m es  in th e  p lan e  .Y — Y.  (a ) s lices  o f  th e  sa m p le d  vo lu m e, (b ) 
s lices  o f th e  lab e led  im a g e  for th e  rectan gu lar  tesse lla tio n , (c) s lic es  for th e  polar te sse lla tio n . T h e  
s lic es  w ere tak en  at d ifferent d is ta n ces  in th e  Z  ax is.
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F i g u r e  6 .7 :  R e su lts  w h en  th e  im a g e  w as irregu larly  sa m p led  b y  co n sid erin g  o n ly  20% o f th e  p o in ts . 
S lices  o f  th e  sa m p led  an d  la b e led  v o lu m es  in th e  p la n e  A' -  1'. (a) S lices o f  th e  sa m p led  v o lu m e, (b ) 
S lices  o f  th e  la b e led  im age.
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Figure 6.8: Results when the image was irregularly sampled by considering only 10% of the points. 
Slices of the sampled and labeled volumes in the plane X  -  Y .  (a) Slices of the sampled volume, (b) 
Slices of the labeled image.
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6.5 D iscussion
In defining the tessellation of the frequency space for filter allocation it is necessary to 
identify the planes which require better frequency discrimination, i.e. image planes 
which depict the geological formations of interest. In our case the polar tessellation 
provided better texture discrimination than the rectangular tessellation, because in 
the vertical plane directionality of the texture could be captured.
The results of segmenting the irregularly sampled data, however, were disappoint­
ing. this is because the undersampled dat were severely aliased and the directional 
structure was almost entirely destroyed. This indicates that this method may not be 
suitable for segmenting volumes of seismic data that have not previously been resam­
pled on a rectangular grid. It may be possible, however, to perform the segmentation 
using, perhaps, another segmentation method, generalisable to irregulai- sampling. 
Gabor functions rely on the calculation of the Fom'ier spectrum of the data. this 
in general is not very accurate from irregularly sampled data. In the case of data 
where the textures manifest themselves in high frequencies, the problem is almost 
impossible because irregular sampling most of all affects exactly those frequencies. 
Perhaps the extension of wavelets to deal with irregularly sampled data might be 
more appropriate, as wavelets allow the zooming into any frequency band. In theory 
Gabor function allows this too, but from the way we defined here the tessellation of 
the frequency domain, it is obvious that the high frequencies are treated in far too 
broad frequency bands. A future attempt to make this algorithm work would be to 
design frequency space tessellations that are appropriate for the type of data at hand.
Chapter 7
Discussion
This thesis presented a reseai’ch on texture analysis for feature extraction, classifica­
tion and segmentation of irregularly sampled images. to produce meaningful results 
within the field of image analysis two major approaches were revisited: statistical 
methods and multi frequency filtering techniques. Biologically inspired processing 
was progressively incorporated into the research to the point of proposing a biologi­
cal paradigm of image segmentation.
We can consider the contribution of this work in regard to two unifying factors 
through the research, namely, feature extraction and biologically inspired processing.
7.1 T extural features
Textural features from statistical analysis
Based on the fact that statistical analysis does not necessarily need data lying in a 
regular grid, we showed that co-occurrence features can describe texture in irregularly 
sampled images. texture from irregularly sampled images is properly represented
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when the statistical features are computed for short inter-pixel distances. this agrees 
with the distances required to represent texture from data lying in a regular grid.
We proposed using the co-occurrence matrices themselves instead of computing 
features fiom them. they can be directly compared to obtain similarity measures 
between images. the classifiers based on such features outperformed the classifiers 
based on the traditional features computed fi’om the co-occurrence matrices.
Statistical textural features are robust to noise in the position of the samples in 
the framework of texture classification. However they are weak when the noise affects 
the intensity values of all samples. Such an extreme case can be dealt with through 
biologically inspired processing i.g. by processing the noisy data at coarsened levels. 
this can be accomplished by co-occurrence matrix smoothing or coarsening.
Textural features in multi frequency analysis
the algorithm for feature extraction based on multifrequency analysis we proposed in 
Chapter 4 can be considered as a feature reconstruction method, which should not be 
confused with an image restoration technique. The non uniform Fourier transform 
along with multi frequency analysis, and local statistics produced robust textural 
features. the high segmentation accuracies show that the reconstructed features 
perform well for irregularly sampled images even for sampling rates as low as 20%. 
the resulting labeled image closely resembles the ground truth segmentation, even 
for lower sampling rates. the size of the local window is the main parameter in 
determining discriminative features. the lower the sampling rate, the bigger the 
local window. Additionally, different window sizes perform differently for different 
textures. thus, care has to be taken when this parameter is set according to some
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empirical values frequently used and referred to in the literature.
Robust features are obtained when all the reconstructed points are considered i.e., 
at both, sampling and no sampling coordinates. However, computational resources 
are released by considering only the features of the points at sampling coordinates, 
though, the features will be slightly weaker.
Textural features in foveation-based segmentation
Higher level features are produced in our biological model of segmentation by con­
current processing low and high level images. Feature computation is only performed 
for the points most reliably sampled by the new fovea (the old points belonging to old 
foveae keep their feature values). In turn, the new fovea is moved outside the radii of 
previous foveae in the crudely segmented image. Thus, features of the labeled image 
(high level), modulate the computation of the pixel signatures (low level).
Textural features in 3D segmentation
the main challenge in the extension to the 3D segmentation problem with real images 
lies in defining the tessellation of the frequency space for filter allocation. It is 
compelling that the features capture information from the image planes which depict 
structural formations of interest.
7.2 B iological inspired tex tu re  analysis
Given that we used biologically inspired models at three levels, sampling, feature 
computation and foveation, our findings can be categorised according to the sampling
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pattern and according to the level of processing implied.
Retinomorpliic sampling
Biologically inspired sampling, as it is done with Gaussian or log-polar patterns yields 
different results depending on the type of image processing. In the texture classifi­
cation experiments, uniform sampling produced the best results, followed closely by 
log-polar patterns when the sampling rate was higher. However, when the sampling 
rate was low, Gaussian sampling produced better results than log-polar sampling. 
Also, when small sampling masks were used in foveation, the Gaussian sampling 
produced better results. So, to select the spatial distribution of sampling points the 
application setting has to be considered, i.e. the sampling rate and whether the image 
will be sampled only once or foveation will be used.
Biological processing
Using the co-occurrence matrix itself as a single descriptive entity of texture, instead 
of computing features from it, can be assimilated to biological processing if we con­
sider that the visual cortex is a matrix where its entries, the hyper-columns, interact 
with each other to perform computational processes delivered by the membrane po­
tentials. the latter configure a saliency map which is transmitted to higher visual 
levels. In the same context, we found that mimicking the low resolution processing 
in the human vision, improved the classification accuracy of noisy data. this was 
performed by smoothing or coarsening the co-occurrence matrices.
One of the major novelties in this work is the proposed biological paradigm for im­
age segmentation. It integrated three major biological paradigms, namely, retinomor-
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phic sampling, feature computation by filters that model the receptive fields of simple 
cells in the visual cortex, and saliency analysis using a realistic model of the VI cor­
tex to find the new fixation point. this paradigm of vision requires smaller data 
sets, computation of even fewer number of features per cycle, and active foveation. 
No previous information about texture or the scene in the image is required. W ith 
such an approach both structured textures and random textures were successfully 
segmented in natural and man-made images.
In 3D segmentation the polar tessellation provided better texture discrimination 
than the rectangular tessellation. In the former, the tessellation of the plane with 
more texture directionality resembles the receptive fields of simple cells. the same 
tessellation was used for 2D segmentation.
7.3 C ontribution to  trad itional tex tu re  analysis
On revisiting co-occurrence analysis and multifrequency filtering techniques we ex­
tended two of the most commonly used image analysis techniques to the case of 
irregularly sampled images. We introduced the methodology to irregular sampling 
by investigating the spatial distributions of three sampling schemes, namely uniform, 
Gaussian and log-polar patterns. Also we developed three methods to deal with noise 
in the intensity values of the image and in the position of the samples.
In Chapter 4 we obtained some results regarding algorithmic development. the 
first was a modified version of the k-means algorithm which included a stage to refine 
the initial point selection for more reliable cluster centres estimation. the second 
achievement was a modified algorithm for morphologic dilation when only points at
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sampling coordinates were clustered for segmentation. the gaps left in the labeled 
image at non sampling coordinates were filled in by using the local statistics to 
select the current foreground value out of multiple labels in the neighbourhood of the 
structuring element.
7.4 R edu ction  of com p utational requirem ents
We obtained good texture classification with co-occurrence matrices constructed for 
low values of the distance parameter and fi'oin sparse data sets, which represents a 
big reduction in the computational resources required, given that the algorithms used 
to compute co-occurrence matrices have 0 {N ‘^) complexity.
7.5 Future work
the foveation-based segmentation approach we developed uses the VI model to as­
sess homogeneity of the labeled image. A more precise use of the VI model would be 
applying it directly to the irregularly sampled image. However, in preliminary exper­
iments, we found that on finding the fixation points with such an implementation, 
the salient coordinates oscillate aiound areas which correspond to strong patterned 
textures or dominating textures in the image. To deal with this natural oscillatory 
behaviour, top-down inputs from higher areas have to be considered into the model. 
the VI model can certainly consider this type of inputs. However, currently this op­
tion is disabled due to a lade of understanding top-down influences into the primary 
visual cortex. Enabling inputs from higher areas would be a natural way of task or 
cognitive driven image scanning.
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Another aspect of human vision that can be integrated into the model is that 
of the tremor and micro saccadic movements present during a fixation. It is known 
that when these movements are artificially suppressed the perceived image field gets 
empty.
Learning capabilities of the model is another pathway for further development. 
An approach to this may be done by integrating co-occurrence analysis of the already 
segmented areas. this way, a unique co-occurrence matrix can describe each one of 
the textured regions and be integrated into the memory of the system. In turn, this 
development would lead to the problem of texture query in data bases.
the results of segmenting 3D irregularly sampled data, were disappointing. It 
may be possible, however, to perform the segmentation using, perhaps, another seg­
mentation method, generalisable to irregular sampling, A future attempt to make this 
algorithm work would be to design frequency space tessellations that are appropriate 
for the type of data at hand.
Future research will show how to unify texture analysis within a comprehensive 
mathematical framework for irregularly sampled data.
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A ppendix A
Detailed results for the texture
classification experiments
A .l  B ench  m ark resu lts
Tables A.l to A.2 present the classification accuracies when all image points were 
considered. These results constitute the bench mark to judge the results when the 
images are irregularly sampled.
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table A.l: Correct classification results for standard co-occurrence experiments using tex­
tural features. Regularly sampled textures, where all pixels were used.
distance 256 g rey  lev e ls 128 g rey  lev e ls 64 g rey  lev e ls
i d ] test 1 test 2 test 1 test 2 test 1 test 2
1 66 71 68 64 52 60
2 68 67 62 56 54 53
3 61 63 57 52 50 50
4 60 72 46 53 51 47
5 63 57 58 48 47 46
6 59 56 57 49 49 43
7 61 61 56 48 51 42
8 59 60 53 45 47 41
9 53 53 50 46 37 43
10 53 52 51 53 42 42
avg 60.3 61.2 55.8 51.4 48.0 46.7
std 4.8 7.1 6.3 5.6 5.1 6.1
A .2 R esu lts for Irregularly sam pled im ages at integer  
coordinates.
This section presents the classification accuracies for irregularly sampled images at 
integer coordinates. the results in tables A.3 to A. 11 correspond to the experiments 
when the co-occurrence matrices were used directly.
A.2. Results for Irregularly sampled images at integer coordinates. 210
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A .3 R esu lts for Irregularly sam pled im ages at real coor­
dinates.
A .3.1 Classification results for the nearest neighbour approximation
This section presents the detailed classification results when the data at real coor­
dinates were interpolated with the nearest neighbour approximation. Tables A. 12 
to A. 14 refer to the results based on textural features. Tables A. 15 to A.23 present 
the results for direct use of the co-occurrence matrices. The results for uniform sam­
pling are shown in tables A.15 to A.17. Tables A.18 to A.20 present the results for 
Gaussian sampling. Tables A.21 to A.23 present the results for log-polar sampling.
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A .3.2 Classification results for the bilinear interpolation
This section presents the detailed classification results when the data at real coordi­
nates were bilineaiiy interpolated. They are sorted according to the SNR,-improvement 
method we used, i.e. Gaussian smoothing, matrix coarsening and grey level coars­
ening. Tables A.30 to A.32 refer to the results for uniform sampling. Tables A.33 
to A.35 present the results for normal sampling, and tables A.36 to A,38 show the 
results for log-polar sampling.
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Table A.27: Signal to noise ratios in decibels for bilinearly interpolated data after smooting
Signal to noise ratios in decibels (dB) 
for bilinearly interpolated data after:
d is t
i d )
a) Smoothing b) Coarsening
5K lOK 25K 50K lOOK 5K lOK 25K 50K lOOK
1 7.2 9.8 10.3 10.6 10.5 -2.0 2.0 4.1 4.6 4.7
2 8.6 9.9 10.6 10.9 10.9 -0.7 2.5 4.2 4.6 4.7
3 8.5 10.1 10.7 10.9 10.9 -0.3 2.7 4.2 4.5 4.6
4 9.1 10.0 10.6 10.8 10.7 0.4 2.8 4.1 4.5 4.5
5 9.0 9.9 10.5 10.6 10.5 0.7 3.1 4.1 4.4 4.5
6 9.2 10.0 10.4 10.6 10.6 1.0 3.1 4.1 4.4 4.4
7 9.4 10.2 10.5 10.6 10.6 1.3 3.3 4.2 4.4 4.4
8 9.4 10.2 10.4 10.6 10.6 1.4 3.3 4.2 4.4 4.5
9 9.5 10.2 10.5 10.6 10.6 1.5 3.5 4.2 4.4 4.5
10 9.5 10.5 10.5 10.6 10.6 1.9 3.6 4.2 4.4 4.4
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Table A.28: Signal to noise ratios in decibels for bilinearly interpolated data after smooting 
and coarsening. Normal sampling.
Signal to  noise ratios in decibels (dB) 
for bilinearly interpolated  data after:
d is t
i d )
a) Sm oothing b) Coarsening
5K lOK 25K 50K lOOK 5K lOK 25K 50K lOOK
1 -2.8 -1.5 9.7 9.8 9.8 -7.3 -5.6 4.1 4.2 4.3
2 -2.3 0.2 9.8 9.9 9.8 -7.1 -4.4 4.1 4.3 4.3
3 -1.2 2.0 9.6 9.7 9.8 -6.2 -2.6 4.0 4.1 4.2
4 -0.6 3.2 9.3 9.4 9.5 -5.8 -1.7 3.9 4.0 4.1
5 0.5 4.2 9.3 9.3 9.4 -4.8 -0.8 3.9 3.9 4.0
6 1.6 5.1 9.3 9.3 9.4 -3.8 0.1 3.9 3.9 4.0
7 2.2 9.0 9.3 9.3 9.5 -3.2 3.4 3.9 3.9 4.0
8 3.1 9.1 9.3 9.4 9.5 -2.6 3.5 3.9 3.9 4.0
9 3.7 9.1 9.3 9.3 9.4 -1.7 3.5 3.9 3.9 4.0
10 4.1 9.1 9.3 9.3 9.4 -1.4 3.5 3.9 3.9 4.0
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Table A.29: Signal to noise ratios in decibels for bilinearly interpolated data after smooting 
and coarsening. Log-polar sampling.
Signal to noise ratios in decibels (dB) 
for bilinearly interpolated data after:
d is t
i d )
a) Smoothing b) Coarsening
5K lOK 25K 50K lOOK 5K lOK 25K 50K lOOK
1 7.0 7.4 8.5 9.5 10.5 1.3 2.3 3.2 4.0 4.6
2 6.7 7.2 8.4 9.4 10.5 1.5 2.2 3.2 3.9 4.5
3 6.5 7.0 8.1 9.2 10.3 1.4 2.2 3.1 3.8 4.4
4 6.3 6.8 7.9 9.0 10.1 1.4 2.1 3.0 3.7 4.3
5 6.2 6.6 7.8 8.8 10.0 1.4 2.0 2.9 3.6 4.2
6 6.2 6.7 7.8 8.9 10.0 1.4 2.0 2.9 3.6 4.2
7 6.2 6.7 7.7 8.9 10.0 1.4 2.0 2.9 3.6 4.2
8 6.2 6.6 7.7 8.8 10.0 1.4 2.0 2.9 3.6 4.2
9 6.1 6.6 7.7 8.8 10.0 1.4 2.0 2.8 3.6 4.2
10 6.1 6.6 7.6 8.8 9.9 1.5 2.0 2.8 3.5 4.2
A.3. Results for Irregularly sampled images at real coordinates. 240
I
IÎ
g
o
I
o
o (O co co No g g trco t-co co g g g g
b- b- 30 N O
Ift LO g g g 00co g g g g
P4 lO b- cc 00 00 00O
o
LOLO toto g 2 g g m LO lO
to co b-
rH 00 <o co g 03co g g g g
00 b- rH tû 05 <03
s g g g g g 2 g g g
O (O 00 Q COO s N g 2 2 2 g g g
rH b- o <o
s s 2 N g g g
(— 1 
§
00 00 O
s g s 2 2 g g g
O
rH oi
co
R
o
R s 2 g g
co
2 g
co rH <NlO § g g 2 g rHb-
o CO (O oû b- Mî o oOrH to g g g 00co g g g g g
OIQ
cx
g g g g
Tf
03CO g
b-
( àco CD
CO
S
CO
S
Q ce i n b- 05
§
<N g to g 2 g g g g g r-4(D
00 O
rH g g 03CO g g g g g
00 es b- rH T-iM5 g g g g g g coco g g g
1 co lO CD b- 00 S
I
A.3. Results for Irregulai*ly sampled images at real coordinates. 241
•nc
c
s1
bO
C
iÜ
CO
<ui
I
•oCII
1
c1
I i
1
§
rH 9 g s? s? 1 ES 1 8 s? g
00 R rM rH CO
CD CO LO Tf cs CS COLO LO LO LO LOff! CO N- lO o o GO o CSo cs b- o lO lO CD LO CO
Ü
UO LO LO
05 05 CO LO
lO lO CS 00 o CO o 05LO LO LO
O 00 05 LO CD LO C75 05 LO
lO (D CO lO 05 00 o CO LO LO o
CO LO
O LO 00 00 o o CO
o o CO LO LO "TM CO cs Tt 00rH CO CO CD CD CD CD CD
(D 05 05 05 o cs lO Tt ■Sts 00 <N -(f •St <N 05 o oCO CO CO CD CD
1-4 LO CO 00P 05 00 lO cs cs cs 05 CO< iO CD
CO CO CO
OO CO o cs <N 05 05
CO CO CO CO CO CO LO CO LO
CO LO LO o 05 05 CO
30 CO 05 C75 o lO LO LO N COcs CO LO LO LO
o C; lO t^ 05 o ■St
o CO <N 05 N l'­ LO COrH CO CO CO <N es
05 »jO CO LO N O
CO o 05 t - CD CO CD CO
CO CO CO CO cs csQ t - CO l>- o o
00 cs CO o 05 r - b- LO LO CO
CO CO CO CO CS OS
CO oo LO CO CO o
CO CO o 00 t - lO CD CD LO
CO cs CO CO <M CS
o CO CO CO LO CS o
30 cs N o 00 o LO LO N
cs CO CO CO CS
.2 ? eo 05 o
13
A.3. Results for Irregularly sampled images at real coordinates. 242
I
IS
{
§
pH 1 g 2 g 1 2 2
O CO oo oCS CD 00 CS 05 CO
Tt -CM kD LD -St -<t -st -st
çsi oq ID CD b- 00 CSO 3! CD 00 oo 00 N CD -st COO -cM -st Tt -st -st Tt -st -st
to OO 00 CD ID 00 CO
C5 CD CD 05 00 CD CD CSCO -ct -Tt LD Tt -Tt 'Tt -st
t - 05 o N o O N CD
W 00 ID LD t - CO ID ID t> 05CO -CM Tt Tt -St -st Tt CO
O xl< -cM CS CO CO CO !>, 00
O O CS CO O IV CDLO CD CD CD CD CD CD ID
-St CO o CS CO CO 00
-St O CS -ct CS 05 CDCD CD CD CD LD LD
I—1n CS CS -sM CD -=t OOH CS CS O CS 05 OO 05 o CD< to CD CD CD CD ID CO
05 05 CS CD N t'- CD
LO ID CS OO 05 ÏV OO LDTh CD LD LD LD
-St LD CD CO -st CS
30 LO CS 00 CS -st CO COCS -St ID LD LD
o r - - t 00 l>- LDo oo 00 ID CD CO 05 00CO -St CO CO CO CO CO CO CS CS
OO 05 00 o fH ID LD LDb- o CD N* CD IDCO -=t CO CO CO CO CO CO CO CO
Q 00 00 t-- 00 CS Tt CD23 t - N 00 r - 00 x t CS O CS 00CO CO CO CO CO CS
O N CO CO ID CD IV
CO 00 t - CD CO -Tt CO 05
CO CO CO CO CO CO CS
o CO 00 rH CO 00
30 CO CO 00 t - ID CO CS CS ooCO CO CO co CO CO CO CO CO
.2 IS CS CO -St LD CD 00 05DI
5
I
A.3. Results for Irregularly sampled images at real coordinates. 243
I
IS
8IICc
s
*cI
ccI
è 00
I
i
bC
CÔs
8IIc6 oo
c
CO
I
T3
A.3. Results for Irregularly sampled images at real coordinates. 244
I
?
§o
I
8to
5
X
IO
01o
I1
X
T3o5
I
X
Î
1
ooT—1 to g g 8 9 w 8 1 g
OÜ
g É g w g
to
8
to
8
00
55
N
8 8 1
iTD
CO g
to
8 g 8 8 55 w
orH 00o s CS
to
8 8
o>toCO
ifî <N O)oi toc4 toCS tocd 3 8
CO
OorH too6 8
to
s lOlO isi ooto
00to É CO
Oin 00g g COto
COCO I lO s s s
1—1 Q C
XO 00to COto
CO
to
to00 s
N
fe lO s CO
OrH CO 5
o
W 8
o
8 8
N
VO 00 o% CS
t^
R 8
CO
g
CS
oorH g lO 5 lO g 00
N
s g
N
8
I>
8
oVO to tooq
CO to a 3 g CS g
Q1 VO CO OiN 8 s 3 53 CS g toCS g
orH toCO ci 00 N COlO 8
00
3
00
3 oi
VO N COto <NN O)oi 00 oqo toCS
1 s to
I
g:
3
I
A.3. Results for Irregularly sampled images at real coordinates, 246
o
CO
A.3. Results for Irregularly sampled images at real coordinates. 246
I
cf
g
O
Sta
Oo
rH
co
g g g
CS
g 3 g
LO
(N o (O I> to N 00
CO uO 05 00 N 05 00 N- to LOTf xM
Ph Oa rH co '«t N b- NO to O co CS oO oo ooo co co co co
o x>- 00 CS
<N to 00 l'- to CS CS CSco co co co co
o to to o 05
kO to N o o ï> toCS co co co co CS CS
O rH 05 o rH co
O 00 CO co co 05 05 00to to to to LO LO LO
00 05 o LO
00 05 00 to LO LO co olO lO LO LO LO LO LO
t-HP i o o co 00 00 o LOy lO lO CS 05 to 00 to LO CS o< lO iO
o 00 o o rH CS rH CS05 N to LOCO co co co co co co
o b- N LO IV
W5 to CS (O 05 05 o 05co co co CS co co CS
O CO co CS o rH LO No cq CS co LO 05 t^liO 50 LO LO LO LO
lO b- to 05 05 05o CS ï>- N N oo LO LO LOiO
!>• kC N N N 00co 00 o oo 00 00 o 05 oo N to
CO 00 co co co co
00 co 00 to lO LO o o
00 co co o 00 00 !>• IVco CS CS CS CS
CS LO
kO 00 N LO LO LO to CS CSCS CS CS CS CS CS CS
■S,SÛ co to N- 00 CÎ5t3
co
I I
A.3. Results for Irregularly sampled images at real coordinates. 247
•o jCI
•S
8I
bCa1
i
I1Ü
CO<
3
I
T3I
C
"O8
I
X
Î
-so.
§
Os
É
to
g
CO 05
§
cs
g
O N oo GO
s CO to b- oo 03 C73 IV IOCO co CO CO CO CO CO CO
P h 00 LO CO 00 CO to
O 00 CS CO CS CS CO 00 o
Ü
CS CO CO CO CO CO CO
00 CS IO b- rH
a> LO to to IV 05 to to to
CS CS CS CO CS
N IV CO CO CO -îb b-
lO o o to "Tb -çf to CO CSCS CS CS CS CS CS CS CS
o to rH O Cl to IV-, to 00 oo
o o CO CS GO Iv oo to to LOiH LO to to LO
O 05 to N o CO
lO LO 00 b- LO CO CS o 2LO to lO to to 'sb
t-H o 00 O to %H CO to LO to CS o N< CO
IV O CO Tb to
CS 00 o CO to CO CS CS
CO CO CO CO CO CO CO CO
o CO IV to o o
lO N CO LO 05 o )V b- b- to
CO CO CO CO CS CS
o lO 00 C5 to to
o CO b- 00 CO CO CSrH CO CS CS CS CS CS CS CS
00 CO CO lO 00 C73 b- CO COs 00 LO Tb CS 05 GO o CJ 05CS CS CS rH rHQ CO GO b- oo O o o
05 C5 CO oo 00 GO oo CO
CS
CS to to b-
CO CO CO CS CS CS CS rH
to N IV b- b- to
lO CO CS CS CS CSrH rH
.2 CO b- 00 C35’Ü
A.3. R,esults for Irregularly sampled images at real coordinates. 248
a
I
01
I
o
o 0 0 b - '7b t o t oo O J lO t o N - 0 3 b - b - CO CS« 0 t o t o t o t o t o t o
CO CS r H b " O CS
CS CO CO CO CO o N LO CO
Ph
t o t o t o t o t o LO l O
rH o t o '7b LO l O b - 0 5
O M LO 0 0 o o t o b ^ LO
Ü
ir a LO LO LO ■7b ■7b '7b
o Ti* b - b - R o 0 3 COCO CÔ 0 0 0 0 t o b -r t CO CO CO CO
CO CO o CO CS t o b - N LO 0 0kfS o CO t o CO '7b o 0 5 C73 0 0CO CO CO CO CS CO CS
o CO oo 0 0
o c 0 5 o C S CS CS 0 0 LOCO b- b - b - b - t o t o t o
i r a CO CO t o b - OkO O k 0 0 p p 0 0 b - t o C S COt o b- b- t o t o t o
1— i 
Q k fl <M N LO CO CO 0 5 0 5CO b - 0 5 CS LO LO '7 b C S
< ! i r a t o t o t o LO LO LO LO
rH CO b - O
ir a O T f C S b * GO LO LOLO LO "7b "7b ■7b "7b
kO
o o b . <J5
i r a LO CO LO C S o <50 t o t oCO T b T b '7b CO CO CO
o N b - t o 0 0 LO ■7bo CO N oo t o LOLO LO LO LO
o CO C S t o 0 5 0 0 r—t
kO 0 0 CO 0 0 LO t oLO LO ■7b "7b
1 kO o i 0 5LO LO 0 5 0 0b : 0 5t o t o LOT f CO CO
C35 CO CO LO CO t o LO t o
CO CO CO CO CO o oCO CO CO CO CO CO CO CO CO
00 00 ÏV o o CO
kQ 00 00 0 3 b - I V t o t o t o b - "TbC S C S CS CS C S CS CS
% 3 ^
CS CO b - <50 0 5
%
I H
