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The case-cohort study design is a cost-effective study design for large-scale follow-up studies,
especially when the events are rare. Large-scale follow-up studies are also subject to competing
risks – a situation where there are multiple causes of failure and the occurrence of one type of event
prohibits the occurrence of the other types of events. There are two families of regression models
in studying time to event data with competing risks: modeling for the cause-specific hazard or
modeling the subdistribution (also called cumulative incidence function) of a competing risk. In this
dissertation, we consider modeling the subdistribution of competing risk in case-cohort studies. We
consider semiparametric proportional subdistribution hazards (PSH) and additive subdistribution
hazards (ASH) models for an event of interest in the presence of competing risks in case-cohort
studies. We propose estimating equations for each of the two models utilizing inverse probability
weighting (IPW) techniques for the estimation of regression parameters. For both proposed methods
of PSH and ASH models, the resulting estimators from their respective estimating equations are
shown to be consistent and asymptotically normal under some regularity conditions. Further,
simulation studies are carried out for both methods to examine the finite sample properties of the
estimators. For illustration, the proposed methods are applied to case-cohort data from the Sister
Study (Sandler et al. 2017).
In this dissertation, we also considered the problem of testing the proportionality assumption in
the PSH model with data from case-cohort studies. Schoenfeld-type residuals (Schoenfeld, 1982)
from the estimating equation of the PSH model are formulated and, based on these residuals,
correlation test and regression approach score test are proposed. Simulation studies demonstrate
that the two proposed tests perform reasonably well for competing risks data in different case-cohort
sample settings. Finally, the tests are applied to case-cohort data from the Sister Study.
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CHAPTER 1: INTRODUCTION
Epidemiologic cohort studies and disease prevention trials typically require the follow-up of
several thousand subjects for a number of years before yielding useful results, and hence can be
prohibitively expensive (Prentice, 1986). Such studies involving costly or time-consuming methods
to obtain covariate information, such as interviews, use of precious biological specimens, collecting
hospital or employment records, or genotyping, can be carried out more efficiently by oversampling
cases because cases contain more information on disease risk, especially when the event rate is
low (Breslow and Day, 1987; Barlow, 1994; Cologne et al., 2012). For prospective studies with
rare diseases, Prentice (1986) proposed the adequate and cost effective study design, known as the
case-cohort study design.
Competing risks analysis is an extension of classical survival analysis when there are more
than one cause or type of failure and aims at correctly handling the estimation of the marginal
probability of an event in the presence of competing events (Prentice et al., 1978; Andersen et al.,
2012). Competing risks arise when a failure can result from one of several causes of failure and
one cause precludes or alter the probability of the occurrence of others (Klein and Moeschberger,
2003; Pintilie, 2006). Standard analysis for competing risks data involves fitting models for the
cause-specific hazard functions of the different failure types (Holt, 1978; Lagakos, 1978; Prentice
et al., 1978). However, the cause-specific hazard function does not have a direct interpretation
in terms of survival probabilities for the particular failure type. Further, relationships between
cause-specific hazards and cumulative incidence functions can be very different in such a way that
the effect of covariate on the cumulative incidence function of a particular failure type may be very
different from the effect of the covariate on the corresponding cause-specific hazard function (Gray,
1988; Fine and Gray, 1999). In recent years, cumulative incident function has become a routinely
preferred approach by epidemiologists and clinicians as it is intuitively appealing and more easily
explained to nonstatisticians. Fine and Gray (1999) proposed a novel semiparametric model for
the cumulative incident function (also known as the subdistribution and the marginal probability
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function) for which estimation and inference procedures can be carried out by implementing the
partial likelihood principle and weighting techniques.
In this dissertation, we propose statistical techniques for the proportional as well as additive
subdistribution hazards models in the presence of competing risks in case-cohort study designs.
Proportional Subdistribution Hazards Models in the Presence of Competing
Risks in Case-Cohort Studies
A case-cohort study design involves the collection of covariate information for all failures in the
entire cohort and a random sample of the cohort, or “subcohort” which is designated prospectively as
the source of comparison observations for the observed failures (Prentice, 1986; Barlow et al., 1999).
Prentice (1986) presented the application of proportional hazards regression model for case-cohort
studies and, through pseudolikelihood approach which mimics the form of partial likelihood, proposed
an estimating equation for the estimation of regression parameters. A variance estimator, which
requires computation of covariances among score components arising from the sampling design, was
also proposed. Self and Prentice (1988), with a slight modification of the pseudolikelihood function,
subsequently provided a revised variance estimator and justified the asymptotic normality of the
estimator under mild regularity conditions. Following Prentice (1986) and Self and Prentice’s (1988)
breakthrough of the analysis of data from case-cohort study designs, proportional hazard models for
such study designs when there is a single, possibly censored failure time on each subject have been
extensively studied in literature (Barlow, 1994; Therneau and Li, 1999; Borgan et al., 2000; Chen,
2001; Kalbfleisch and Prentice, 2002; Kong and Cai, 2009; Kim et al., 2013).
In time-to-event data analysis in cohort studies, the original cohort may have such important
aspect that the failure on a subject may be one of several distinct failure types. That is, each
subject may fail one of the K (K ≥ 2) causes, called competing risks (competing causes of failure).
Considering the broad use of the cumulative incidence function (also known as the subdistribution
and the marginal probability function) especially in predictive models, Fine and Gray (1999)
proposed a semiparametric approach to directly model the subdistribution of an event of interest
under the proportional hazards formulation and derived estimation as well as inference procedures
for the regression parameters using the partial likelihood principle and weighting techniques.
Proportional subdistribution hazards modeling of time-to-event data from case-cohort studies in
the presence of competing risks remains to be investigated. As the proportional hazards model is the
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primarily favored statistical approach (compared to the additive hazards model) for time-to-event
data with explanatory covariates, the first part of this dissertation aims at developing statistical
approaches for the proportional subdistribution hazards model in case-cohort studies in presence of
competing risks. The proposed methods will be assessed in numerical studies through simulations
followed by the analysis of a dataset from the Sister Study of the Environmental and Genetic Risk
Factors for Breast Cancer, a nationwide study conducted by the National Institute of Environmental
Health Sciences (NIEHS).
Additive Subdistribution Hazards Models in the Presence of Competing Risks
in Case-Cohort Studies
In Cox proportional hazard regression models, the hazard function is assumed to be related to
the covariates multiplicatively in such a way that the model quantifies the joint effects of exposures
on the relative risk of disease. This model is popular and has been the first method of choice
for time-to-event data because it is intuitive, possess straightforward application of the partial
likelihood approach, its results have simple interpretation and statistical software packages are largely
available for analysis (Lin and Ying, 1994). While the role of multiplicative models, such as the Cox
proportional hazards models, is unequivocal, there are a number of situations in epidemiology or
disease prevention studies in which addressing the absolute difference in hazards or the change in
hazard function due to the exposure is of the main interest.
A well-recognized but less often used method for analyzing time-to-event data which considers
the absolute difference in hazards is an additive hazards regression model. The additive hazards
regression model linearly relates the conditional hazard function of the failure time to the covariates.
Lin and Ying (1994) proposed a semiparametric approach for additive hazards model which possesses
simple procedures with high efficiencies for making inference about the regression parameters. The
proposed techniques resemble those of the proportional hazards model as they characterize the
martingale feature of the partial likelihood score function used in Cox proportional hazards model
(Cox, 1972). Kulich and Lin (2000a) demonstrated the use of case-cohort data to estimate the
regression parameters of the additive hazards model and the estimator is shown to be consistent
and asymptotically normal with an easily estimated variance.
Although additive risk models for time-to-event data in the presence of a single event to occur
have been explored in literature and utilized in research, little attention is given for additive hazards
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models for the cumulative incidence function in the presence of competing risks in case-cohort
study designs. In the second part of this dissertation, we propose statistical methods for additive
subdistribution hazards model in the presence of competing risks in case-cohort study designs. The
proposed methods will be assessed through data simulations and the analysis of a dataset from the
Sister Study.
Goodness-of-Fit Assessment in Proportional Subdistribution Hazards Models in
the Presence of Competing Risks in Case-Cohort Studies
The enormous success and extensive utilization of the Cox proportional hazards model have made
a way to the importance of model checking, especially testing the proportional hazards assumption.
In literature, a number of procedures have been proposed to check and verify the proportional
hazards assumption in full cohort studies (Schoenfeld, 1982; Andersen, 1982; Gray, 1990; Lin et al.,
1993; Grambsch and Therneau; 1994). Further, Zhou et al. (2013) proposed a goodness-of-fit test for
proportional subdistribution hazards model in cohort studies, specifically to test the proportionality
assumption of the proportional subdistribution hazards model in the presence of competing risks
(i.e., the Fine-Gray model). Aside from cohort studies, Xue et al. (2013) established a method
to assess proportional hazards assumption in case-cohort studies by extending the approach used
for similar assessment in standard Cox proportional hazards model. Noting the importance of
checking the assumption, we propose two approaches to assess the proportionality assumption in
the proportional subdistribution hazards model in presence of competing risks in case-cohort study
designs, for which we proposed parameter estimation and inference procedures. The proposed
assessment methods will be investigated using simulation studies as well as by applying them on a
dataset from the Sister Study.
In the next chapter, we will review the relevant literature in these areas.
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CHAPTER 2: LITERATURE REVIEW
2.1 Case-Cohort Study Design
A case-cohort study design was first introduced by Ross L. Prentice in 1986 in order to reduce the
cost of large cohort studies when there is only one event of interest, the failure rate is considerably
low (e.g. rare disease) and some exposures are expensive to measure. The case-cohort design
involves the selection of a random sample, or a stratified random sample, of the entire cohort, called
subcohort, and collection of covariate information only for the sampled random subcohort and for all
cases (Prentice, 1986). Note that: (1) the cases in the entire cohort are included in the case-cohort
design with probability one and these cases are overrepresented in the case-cohort sample compared
to the original cohort, and (2) the cases and the non-cases are nested within the parent cohort.
Conceptual illustrations of a case-cohort study design with respect to the entire cohort can be found
in Kulathinal et al. (2007) and Sharp et al. (2014).
With a cohort design, although follow-up for the disease is still necessary for the entire cohort,
covariate data on the expensive variables are collected from the case-cohort sample. Since it is
impossible to know in advance which subjects will fail, the potential to assess covariates information
for all members of the full cohort must exist (Barlow, 1994; Onland-Moret et al., 2007; Sanderson et
al., 2013; Sharp et al., 2014). The selected subcohort can fulfill two purposes: it can be used as the
comparison group for studying different diseases, and it provides a basis for covariate monitoring
during the course of the cohort follow-up (Prentice, 1986; Self and Prentice, 1988).
Since the subcohort of a case-cohort study design is a random (or stratified random) sample of
the original cohort, the subcohort itself can be analyzed using the ordinary partial likelihood as in the
case of the analysis of full cohort design when estimating the coefficients in a proportional hazards
model. However, this is obviously inefficient because the cases occurred outside the subcohort are not
used in the analysis. The case-cohort design over-samples cases, hence the ordinary partial likelihood
method for analysis (e.g., estimation of relative risk) or statistical inference is not appropriate
because the asymptotic properties were developed under random sampling (Fleming and Harrington,
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2005; Aalen et al., 2009) and do not apply to case-cohort sampling. This is mainly because, in
case-cohort sampling, certain σ-algebras (or, sets on which the counting process probability measure
is defined) were not nested due to the cases outside the subcohort (Self and Prentice, 1988; Cologne
et al., 2012).
In univariate time-to-event analysis, study subjects are under the risk of experiencing one event
of interest and, for each subject, the time until the occurrence of that particular event is considered
as the outcome variable. However, in many studies, there could be other events which prevent
observation of the event of interest. For example, if the event of interest is coronary heart disease
(CHD) in elderly population, the time until a person in this age group develops the event of interest,
i.e. CHD, is the outcome variable. A person who dies from diabetes mellitus without CHD is no
longer at risk of death attributable to CHD and hence, regardless of how long the follow-up time is
extended, a subject will not be observed to experience the event of interest once he/she died from
diabetes mellitus without CHD. For another example, in a cancer clinical trial, the main outcome
of interest is usually time to death due to a specific cancer under study. However, in such studies,
other events such as local recurrence, distant metastases, or second primary cancer could occur
before the main event of interest is observed. In other words, the main event of interest is either
precluded from occurring or modified by other competing events (Dignam et al., 2012). In general,
it is not uncommon for a participating subject in a study to be at risk for more than one type of
event. In such situations, subjects are under the risk of experiencing (or, failing from) one of the two
or more mutually exclusive types of events, commonly known as failure types, and these different
types of events are called competing risks (Pintilie, 2011; Austin et al., 2016).
The definition of competing risks in studying time-to-event outcome should be diligent with two
notions. First, a competing risk is an event whose occurrence prevents the primary event of interest
from occurring, rather than just preventing the researcher from observing it to happen (censoring).
Second, at any time before experiencing any event, subjects should be at risk of both events — the
event of interest and the competing event. In the CHD study example, individuals who died of
CHD should be at risk of dying from diabetes at any time before they died from CHD. If another
event made it impossible or very unlikely to observe an individual getting diabetes, this event may
be considered as an additional competing event (Noordzij et al., 2013).
Standard statistical methods, such as the Kaplan-Meier (KM) method for estimation of cumula-
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tive incidence, the log-rank test for comparison of cumulative incidence curves, and the standard
Cox model for the assessment of covariates, focus on time-to-event data that have a single type of
failure, often referred to as univariate failure time data with independent censoring (Satagopan et al.,
2004; Austin et al., 2016; Andersen et al., 2012). The KM method is intended to estimate the time
to a single event that will eventually occur for everyone and it does not account for the competing
events which may either preclude or alter the probability of occurrence (hazard) of the event of
interest. The method rather assumes subjects who experience the competing events have the same
chance of experiencing the event of interest as those lost to follow-up. However, if one is interested
in estimating the probability of failure among all patients under study and competing events are
present, then hazards for each type of event should be taken into consideration. Hence, the number
of failures from the competing events will influence the number of failures from the event of interest,
and consequently the estimate of the probability of failure from this event. Unlike the KM estimate,
which is a function of the hazard of the event of interest and does not depend on the hazard of the
competing event, the cumulative incidence (CI) estimate is a function of the hazard of the event of
interest and the hazard of the competing event. As a result of this, the CI is interpretable as an
estimate of the probability of failure from the event of interest when competing events are present
(or absent), and therefore is the appropriate tool to use for estimating hazard (Gooley et al., 1999;
Lacny et al., 2015). An illustration of the CI function in the presence of competing events can be
found in Kalbfleisch and Prentice (2002).
In this chapter we review the literature on relevant statistical methods for: 1) time-to-event
data with independent censoring, and 2) time-to-event data in the presence of competing risks. In
Sections 2.2 and 2.3, we review the proportional hazards and additive hazards regression model,
respectively, for case-cohort studies. In Section 2.4, we review the proportional hazards regression
model in the presence of competing risks. Finally, we review literature on proportional hazards tests
and diagnostics in Section 2.5.
2.2 The Proportional Hazards Model
The widely used statistical method for the analysis of time-to-event data is the Cox proportional
hazards regression model (Cox, 1972), which allows one to investigate the effect of covariates on
failure time. The model has been used rather extensively in epidemiological and biomedical studies
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as well as in disease prevention trials.
2.2.1 Proportional hazards model for cohort studies
Suppose there are n distinct observations in the study (i.e., a cohort of size n). Let i = 1, . . . , n be
the index of each subject in the study. Let Ti be the time of event (i.e., failure time) of the ith subject,
which is random and non-negative; Ci be the censoring time (positive); Xi = min(Ti, Ci) be the
observed time; ∆i = I(Ti < Ci) be event indicator (i.e., whether the subject has failed or censored);
Zi(t) be p×1 dimensional vector of bounded covariates measurements, possibly time-dependent, of
the ith subject at time t. Thus, the observed data are {Xi,∆i,Zi(t)} which are independent and
identically distributed for i = 1, . . . , n.
Consider a stochastic counting process N∗i (t) = I(Ti < t). Let Ni(t) = I(Xi < t,∆i = 1), i.e.,
a counting process indicating the event of interest has been observed, with E(Ni(t)) < ∞. Note
that Ni(t) is a right-continuous process, takes value zero prior to the subject’s failure and value one
thereafter. Let Yi(t) = I(Xi ≥ t), i.e., ‘at risk’ process or, simply, risk indicator. Note that Yi(t) is
a left-continuous process, takes value one when the subject is alive and uncensored (i.e., the subject
is still observed and at risk) and value zero otherwise.
Let λ(t|Z) denote the hazard function of interest at time t for a subject with covariate history
Z(t) and let S(t|Z) = P (T > t|Z) be the survival function. Then, the hazard function, or failure





P (t ≤ T < t+ dt|T ≥ t,Z), (2.1)
in which, λ(t|Z) ≥ 0 for t ≥ 0. The Cox proportional hazards (PH) model (Cox, 1972) takes the
form





where λ0(t) is a completely unspecified, nonnegative baseline hazard function and β0 is a p × 1
vector of unknown regression parameters. From the interpretation point of view, the vector of
parameters β0 characterizes the effect of the covariate Z(·) and is the focus of inference whereas
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Because of the presence of a completely unspecified (infinite dimensional) baseline hazard rate,
λ0(t) in model (2.2), ordinary likelihood approach is not applicable to estimate β0. As a result, Cox
(1975) proposed the partial likelihood approach to remove the nuisance parameter λ0(t) from the
estimating equation of β0.













where ∆Ni(t) takes value one if Ni(t) − Ni(t−) = 1, and value zero otherwise (Fleming and
Harrington, 2005). The relevance of using the partial likelihood is that this function depends only
on β, the parameter of interest, and is free of the baseline hazard λ0(t), which is infinite-dimensional
nuisance function.
Let S(r)(β; t) = n−1
n∑
i=1
Yi(t)Zi(t)⊗r exp{βTZi(t)}, r = 0, 1, 2, where, for a column vector v,
v⊗0 = 1, v⊗1 = v, and v⊗2 = vvT . The partial likelihood in (2.4) implies that the score vector












and hence the maximum partial likelihood estimator of the regression parameters, say β̂, can be
found by solving score equation, U(β; ∞) = 0.
Let V (β) = −n−1 ∂
2
∂β∂β′
logL(β; t). Under some regularity conditions, n1/2(β̂ − β) converges
in distribution to a p-dimensional normal vector with mean 0 and a covariance matrix that can
be estimated consistently by V −1(β̂) (Andersen and Gill, 1982; Bailey, 1983; Tsiatis, 1981; and
Kalbfleisch and Prentice, 2002).
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2.2.2 Proportional hazards model for case-cohort studies
Prentice (1986) proposed case-cohort design which involves covariate data only for cases experi-
encing failure and for members of a randomly selected subcohort. For this design, Prentice (1986)
suggested a pseudolikelihood that mimics the partial likelihood used for the estimation of Cox PH
model.
For the ith subject in the full cohort, define the time ti of failure or censorship as ti =
min{t|Yi(u) = 0; all u > t}, while the failure indicator ∆i takes value one if Ni(ti) 6= Ni(ti−)
and value zero otherwise. Under independent censorship, the partial likelihood function given in











Now suppose the subcohort C̃ of size m (m ≤ n) is randomly selected from the full cohort C,
and covariate histories are available for members of the C̃ as well as the individuals who failed (i.e.,
the cases), regardless of their being in the subcohort or not. Moreover, suppose {Ni, Yi} processes
are available for members of the entire cohort. Let D(t) = {i : Ni(t) 6= Ni(t−), i = 1, . . . , n}, i.e.,
D(t) is empty unless a failure occurs at time t. Let R̃(t) = D(t) ∪ C̃, i.e., a set of individuals in the
subcohort and individuals that failed at time t. The ‘pseudolikelihood’ function for the estimation










The pseudolikelihood in (2.7) differs from the partial likelihood in (2.6) in such a way that the
ith denominator factor is the sum over subjects at risk in R̃(ti) rather than over subjects at risk in
the entire cohort. That is, the “likelihood" relies on the available data only (omitting the unobserved
part) and hence named ‘pseudolikelihood’ (Prentice, 1986).




, for a fixed function r(u) with r(0) = 1 (thus, for Cox model,
r(u) = eu). By taking ∂
∂β






























, and r′(u) = ∂r(u)/∂u.
The maximum pseudolikelihood estimates of β0, say β̃, can be obtained by solving the system
of equations Ũ(β) = 0.
2.2.2.1 Asymptotic properties of β̃
The estimators β̃ from the pseudolikelihood function in (2.7) are shown to be consistent,
asymptotically normal and the score statistic Ũ(β) can be used to obtain the variance estimators
(Self and Prentice, 1988). Prentice (1986) informally asserted an asymptotic normal distribution for
√
n(β̃ − β). According to Prentice (1986), one can argue that, by starting from a Taylor expansion
about the true value β0 evaluated at β̃ which gives
n−
1
2 Ũ(β0) = n−1I(β∗)n
1
2 (β̃ − β0)
for β∗ between β0 and β̃, and introducing sufficient conditions to require n−
1
2 Ũ(β0) to converge





∗ to consistently estimate a positive definite matrix Ω for any random
β∗ between β0 and β̃, the term
√
n(β̃ − β) asymptotically converges, in distribution, to a normal
vector with mean 0 and a variance matrix S = Ω−1AΩ−1 which is consistently estimated by





































with bli, cli and rli are as defined previously.
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where N̄ = N1 + ...+Nn.
The pseudolikelihood approach proposed by Prentice (1986) can be extended to the situation in
which the main cohort is stratified and subsamples are randomly selected from the strata. Suppose
that the entire cohort is partitioned into q strata and that the Cox PH regression model
λs(t) = λ0s(t)r(βTs Z(t)) for s = 1, ...q
is specified for the disease incidence rate in each stratum in the cohort C. A case-cohort design
approach would involve a random selection of a subcohort from each stratum, C̃s, in which the
sampling rates can be allowed to vary among the strata, and the assessment of covariate histories
for cases and subcohort members. For the estimation of the parameters β = (β′1, ...,β′q), a













where rsli = Ysl(tsi)exp(β′sZsl(tsi)),
∆si =

1, if Nsi(tsi) 6= Nsi(tsi−)
0, otherwise
R̃s(t) = Ds(t) ∪ C̃s in which Ds(t) = {s, i : Nsi(t) 6= Nsi(t−)}.
The score statistic corresponding to the pseudolikelihood function in (2.9) has mean zero and
variance which can be estimated by Ṽ q(β̃) =
q∑
s=1
Ṽ s(β̃s), where Ṽ s(β̃s) has analogous definition as
in (2.8).
By modifying the risk set that Prentice (1986) introduced, Self and Prentice (1988) developed
asymptotic distribution theory for pseudolikelihood estimators, along with that for corresponding
cumulative failure rate estimators, by making use of martingale and finite population convergence
results.
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Self and Prentice (1988) considered the properties of an estimator, β̃∗, defined as a solution to















It should be noted that the definition of β̃∗ involves covariate measurements only on subjects that
fail (i.e., Ni(t) > 0) and on members of the subcohort C̃.
The only difference between Prentice (1986) estimator β̃ and Self and Prentice (1988) estimator
β̃∗ lies on the formation of comparison risk set at time t. While Prentice (1986) included all
subcohort members as well as cases who are not in the subcohort but failed at time t, Self and
Prentice (1988) included only the subcohort members at risk at time t. Self and Prentice (1988)
also showed in detail that the estimator β̃∗ is generally asymptotically equivalent to the maximum
pseudolikelihood estimator β̃ defined in Prentice (1986).
For a large cohort with rare events, the efficiency with which β may be estimated depends strongly
on the number of subjects experiencing failure whereas the contribution to the analysis from the
nonfailure (i.e., censored) subjects is little; and hence the loss in efficiency of the parameter estimator
under Self and Prentice (1988) proposal relative to the maximum pseudolikelihood estimator by
Prentice (1986) will be minimal provided that there is an adequate subcohort size at each uncensored
failure times (Lin and Ying, 1993).
The estimator β̃∗ is shown, using a Taylor expansion of ∂log L̃∗(β)/∂β, to have an asymptotic
normal distribution with mean β and variance Σ−1 +Σ−1ΘΣ−1 under some unrestrictive conditions.
The matrix Σ is consistently estimated by the information matrix which is obtained from the
function L̃∗(β). That is, Σ(β) = − lim
n→∞
∂2log L̃∗(β)/∂β2 evaluated at β̃∗. The matrix Θ reflects
the contribution of the covariance among score components induced by the sampling procedure
(Barlow, 1994) and its consistent estimator is given in Self and Prentice (1988).
The estimator for the cumulative baseline hazard function Λ0(t) =
∫ t
0










which, again, involves covariate measurements only on subcohort members and failures. It is also
shown that n1/2(β̃∗−β) and n1/2(Λ̃∗−Λ0) converge weakly and jointly to normal random variables
with mean zero and limiting covariance matrices provided in detail in Self and Prentice (pp. 67–75).
2.2.2.2 Alternative variance estimations
The estimation of the variance for β̂, i.e. the estimate of the regression coefficient in (2.2), is
complex because of the existence of correlations among score statistic contributions at distinct failure
times (Prentice, 1986). A bootstrap estimation method was proposed by Wacholder et al. (1989) to
ease the estimation of the variance for β̃∗ which has been adopted for the proportional hazards as
well as accelerated failure time models (Kong and Cai, 2009). The bootstrap estimate of the variance
of β̃∗ circumvents direct estimation of Θ in Self and Prentice (1988) variance Σ−1 + Σ−1ΘΣ−1.
The method imitates the original sampling scheme by resampling separately cases and non-cases in
the subcohort (the bootstrap procedure described in Section 2.2 in Wacholder et al., 1989).
The bootstrap variance estimation method proposed by Wacholder et al. (1989) is not only
computationally intensive but also fixes the case numbers in the subcohort and full cohort. That
is, after bootstrapping a sample of D cases by sampling with replacement from the original D
cases, a fixed sample of Q cases are assigned to subcohort and the remaining D −Q fall outside
the subcohort (see steps i and ii of the sampling scheme, Section 2.2 of Wacholder et al., 1989).
However, fixing the case numbers in the subcohort and original cohort during bootstrap sampling
lacks theoretical justification and the method introduced by Wacholder et al. (1989) may not always
perform as presumed. Huang (2014) proposed a novel nonparametric bootstrap that involves only a
single-stage resampling, after establishing an equivalent sampling scheme for the case-cohort study
design. Unfortunately, especially when it comes to large studies, the bootstrap methods for variance
estimation proposed by Wacholder et al. (1989) and Huang (2014) are still computationally intensive
and time consuming.
Lin and Ying (1993) developed an alternative of asymptotic variance estimator based on
approximate partial likelihood estimator (APLE) of β by mimicking the idea of Self and Prentice
(1988). The APLE proposed by Lin and Ying (1993) is computationally much easier compared
to either the maximum partial likelihood estimator (MPLE) proposed by Prentice (1986) or the
estimator proposed by Self and Prentice (1988) and yet, it is shown to be not only consistent and
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asymptotically normal under reasonable conditions but also efficient relative to the MPLE. Further,
the Lin and Ying (1993) APLE proposal is particularly designed to serve as a general approach to
the problem of missing covariate data under Cox PH regression model.
Considering the Cox PH model given in (2.2) to illustrate the APLE of β and the asymptotic
theory, Lin and Ying (1993) presented the data from case-cohort study design in a slightly different
form so that the missingness information in the covariate data (i.e., censored subjects that are
not sampled into the subcohort) can be incorporated. Suppose that the data consists of random
quintuplets {Xi,∆i,Zi(·), H0i(·),Hi(·)}, which are independently and identically distributed for
i = 1, ..., n, where Zi(·) = {Z1i(·), ..., Zpi(·)}T may not be completely observed. H0i(·) is an
indicator function, H0i(t) = 1 if and only if the ith subject belongs to the subcohort at time
t. Further, H0i(t) determines whether or not the ith subject is included in the estimation of
Z̄(β; t) = S(1)(β; t)
/
S(0)(β; t). In addition, Hi(·) is a p × p diagonal matrix with indicator
functions {H1i(·), ...,Hpi(·)} as the diagonal elements and, notice that, for the original case-cohort
design, Hi(·) = Ip, the p × p identity matrix. Thus, for partially incomplete covariate vectors
Hji(·), j = 1, ..., p is availability indicator for the jth covariate of the ith subject. That is, Hji(t) = 1
if Zji(t) is available and Hji(t) = 0 otherwise, for j = 1, ..., p. From H0i(·) and Hji(·), we see that
H0i(t) = I
{
Hji(t) = 1, for all j = 1, . . . , p
}
. Here also, note that Hji(t) indicates whether or not
the ith subject contributes directly to the jth component of the estimating function. For illustration
of the main features of partially incomplete covariate vectors, Examples 1.1–1.3 in Lin and Ying
(1993) can be referred.
Assume that, conditional on {Xi ≥ t}, the missing indicators Hji(·), j = 0, 1, ..., p are indepen-
dent of all other observed and unobserved variables, that is, consider missing completely at random
(MCAR) assumption. Let, for r = 0, 1, 2,
S
(r)




























To provide a general overview of the asymptotic theory for the APLE β̃, let
An = −n−1∂ŨH(β)/∂β, A(β) = lim
n→∞
An and suppose that A(β) is nonsingular,
B(β) = E[W1(β)⊗2],




{h(t)/h0(t)}H0i(t) exp{βTZi(t)} × {Zi(t)− e(β; t)}λ0(t)dt,
in which e(β; t) = s(1)(β; t)/s(0)(β; t); s(r)(β; t) = E{S(r)H (β; t)}; h(t) = E{H1(t)};
h0(t) = E(H01(t)); and H0i(t) = I{Hji(t) = 1 for all j = 1, ..., p}.
Under some regularity conditions, the random vector n1/2(β̃ − β) is asymptotically normal with
mean 0 and covariance matrix Var(β̃) = A−1(β)B(β)A−1(β)′. This limiting covariance matrix
can be consistently estimated by ˜var(β̃) = A−1n (β̃)Bn(β̃)A−1n (β̃)′ where Bn(β) is a consistent
estimator of B(β) and given by Bn(β) = −n−1
∑n
i=1 Ŵi(β)⊗2 in which








There are two fundamental advantages of the variance estimator proposed by Lin and Ying
(1993) compared to those proposed by Prentice (1986) and Self and Prentice (1988) previously.
First, the variance estimator ˜var(β̃) = A−1n (β̃)Bn(β̃)A−1n (β̃)′ is much easier to calculate than the
Prentice (1986), or Self and Prentice (1988) estimators, especially in the presence of time-dependent
covariates. Second, ˜var(β̃) remains unchanged under multiple subcohort augmentations (Lin and
Ying, 1993). Note also that incomplete covariate measurements on the cases are allowed in Lin and
Ying’s (1993) estimation technique.










Note that ∆iI(Xi ≤ t) = Ni(t). It is presented in Theorem 2.3 in Lin and Ying (1993) and proved
using Taylor expansion of Λ̃(β̃) at β0 that the process n1/2(Λ̃(β̃)−Λ0) converges weakly to a normal
random process with mean 0 and limiting covariance function by formula (8) in the paper. Further,
Lin and Ying (1993) recommend that, if H0i(Xi) = 0 for most of the non-zero ∆i’s, the estimator
in (2.12) may not be the best choice; rather the one given previously in (2.10) which is proposed
by Self and Prentice (1988) should be used. If the subcohort membership varies over time due to












and the process n1/2(Λ̃(β̃)− Λ0) converges to a normal random process with mean 0 and limiting
covariance function which can be found by extending the covariance function found for the estimate
Λ̃ in (2.12).
On the contrary to the asymptotic variance estimators and the bootstrap variance estimation
presented above, Barlow (1994) proposed a relatively simple robust variance estimator, which
accommodates more sampling mechanisms and yet computationally efficient estimator, by measuring
the estimated influence of each individual on the overall score for subject i at time t, ultimately
on the variance estimator. Conceptually, Barlow’s (1994) proposal differs from that of Prentice
(1986) in a way that it is concerned with the contribution of the score function of each subject
over failure times, rather than contributions at each failure time summed over subjects. Let s(t)
be the number of disease-free subjects in the cohort C at risk time t, s̃(t) be the number of
disease-free subjects in the subcohort C̃ at risk time t and dNi(t) = Ni(t) − Ni(t−), the indica-
tor of failure. Weight is defined in such a way that it reflects membership and current failure status as:
ρi(t) =

1, if dNi(t) = 1,
s(t)/s̃(t), if dNi(t) = 0 and i ∈ C̃,
0, if dNi(t) = 0 and i /∈ C̃.
That is, if a subject is neither a failure nor included in the subcohort, its weight is 0. At the instant
the subject fails, its weight becomes 1. Under the standard exponential form for the relative risk,
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which can be viewed as the contribution of a failure by subject i at time tj . In the denominator
of the rightmost part of (2.13), the first term is the contribution by the failure subjects (i.e., the
cases) and the second term is the summation over the nonfailure (i.e., censored) subjects in the
subcohort C̃. A case outside the subcohort is considered to be not at risk until just before its failure





iNi(t)log(pi(t)) and the conditional expectation of the covariates
at time tj is given by Z̄ρ(β; t) =
∑n
i=1 pi(t)Zi(t).
The main difference between Barlow (1994) and Prentice (1986) pseudolikelihood proposals
is that Prentice (1986)’s pseudolikelihood uses an indicator function for weight, i.e., ρi(t) = 1
if Ni(t) = 1 or i ∈ C̃ and ρi(t) = 0 otherwise. On the other hand, Self and Prentice (1988)
pseudolikelihood accounts only subcohort members in the denominator. Further, Barlow’s (1994)
pseudolikelihood preserves the correct expectation for the denominator at each failure time, which
requires enumeration of the full cohort at every failure time. In the conditional probability pi(t), the
weight s(t)/s̃(t) could be estimated by (m/n)−1, i.e., the inverse of the sampling fraction. Based
on these proceedings, Barlow et al. (1999) proposed three different weighting schemes which differ
from each other in how the nonsubcohort case is engaged at the time of failure and how subcohort
controls (i.e., nonfailures) are weighted.
The estimator of the vector of parameters, β̂, can be derived directly by taking the solution of the







= 0. However, the usual naive variance estimator for partial likelihood estimator, i.e., I−1(β̂),
underestimates the variance of β̂ (Barlow, 1994) and hence a robust variance estimator, which uses
the infinitesimal jackknife estimation method based on the estimated effect of deleting each subject
from the analysis, is framed as follows.
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Yi(t)[dNi(t)− λi(t)][Zi(t)− Z̄ρ(β; t)]dN̄(t),




Yi(t)[dNi(t)− p̂i(t)][Zi(t)− Ẑρ(β̂; t)]dN̄(t),
where p̂i(t) and Ẑρ(t; β̂) are the consistent estimates of pi(t) and Z̄ρ(t;β), respectively.
The effect of deletion of subject i on the vector of estimated parameters β̂, i.e., the change in β̂
if the ith subject is deleted, is estimated by
êi = β̂ − β̂−i = I−1(β̂)ĉi(t),
where β̂−i is the parameter estimates computed after deleting subject i and I(β̂) is the information







Finally, the robust variance estimator of β̂, using the infinitesimal jackknife estimator of the










where V̂ (β̂) is the estimator of the variance of c(t0), i.e., V (β) = 1n
∑n
i=1 ci(t0)⊗2, which is given
by V̂ (β̂) = 1n
∑n
i=1 ĉi(t0)⊗2. The estimate ˆvar(β̂) can be computed easily since many computer
programs and statistical software packages can compute êi.
Chen and Lo (1999) derived a class of estimating equations, which includes the partial likelihood
and pseudolikelihood score functions as special situation, and they specified three estimators that
improve the pseudolikelihood estimator of the parameters. In their proposal, the key idea that
enables an improvement over the pseudolikelihood estimator is that, in constructing the risk set to
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be used in estimating equations, the information in all case samples is completely rather than only
partially utilized. Borgan et al. (2000) considered some potential strategies, in the spirit of Prentice
(1986), for analyzing data from case-cohort design in which the subcohort is selected by stratified
random sampling. They introduced three possible methods, in which the estimators are derived
from weighted partial likelihoods where weights are inverse sampling fractions for the stratified
subcohort. The methods proposed by Borgan et al. (2000) perform well in general conditions, even
in situations where some strata are disproportionately represented.
Therneau and Li (1999) and Langholz and Jiao (2007) illustrated how the proposed parameter
estimates and their variance estimates in case-cohort study designs, especially those proposed by
Self and Prentice (1988), by Lin and Ying (1993) and by Barlow (1994), can be obtained using
standard statistical software packages, with SAS and S-Plus as particular examples.
Chen (2001) introduced the generalized case-control sampling which covers a class of sampling
designs including case-cohort (CC), classical case-control (CCC) and nested case-control (NCC)
designs, and proposed estimators of Cox PH model parameters that are found from estimating
equations in which the estimating functions use a local average of observed covariates to estimate
each missing covariate (i.e., the sample reuse approach).
For the stratified case-cohort design presented by Borgan et al. (2000), Samuelsen et al. (2007)
introduced a simpler form of the variance estimators. Specifically, by considering the covariance
matrix which can be split into two parts–the cohort covariance matrix and a covariance matrix due
to sampling the subcohort from the full cohort, which depends on the stratum specific covariance
matrix of score influence terms, Samuelsen et al. (2007) proposed that the covariance matrix due to
sampling to be calculated from estimated influence terms (commonly known as ‘DFBETAS’) which
are routinely calculated in the standard statistical software for Cox PH regression.
As a key advantage of the case-cohort design, the same subcohort can be used to study several
diseases or several subtypes of diseases. A commonly used approach to dealing with multiple diseases
is to analyze each disease separately. That is, typically, the analysis on one type of disease would
not include any exposure information collected on subjects with other types of diseases. However
this approach does not allow comparison of the effects of risk factors for different diseases because
the separate analysis does not account for the correlation between outcomes. Kang and Cai (2009)
developed models and estimation procedures for case-cohort studies as well as generalized case-cohort
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studies with multiple outcomes.
Following Kang and Cai’s (2009) method for case-cohort studies with multiple disease outcomes,
Kim et al. (2013) considered both joint and separate analyses for the multiple diseases and developed
more efficient estimators for univariate (Borgan et al., 2000) as well as multivariate (Kang and Cai,
2009) failure times. The methods proposed by Borgan et al. (2000) and Kang and Cai (2009) do not
use the covariate information collected on subjects with other diseases outside the subcohort. Kim
at al. (2013) considered pseudolikelihood equations by implementing a new weight which takes the
failure status of other diseases into consideration and hence the proposed estimators would use the
available covariate information for other diseases. Further, they proposed a more efficient version
of the Kang and Cai (2009) test of association across multiple diseases noting that it is often of
interest to compare the effect of a risk factor on different disease outcomes.
2.3 Additive Hazards Model for Case-Cohort Studies
Another statistical method for analyzing time-to-event data is the additive hazards regression
model. In contrary to the proportional hazards model which estimates the relative risk in the form
of hazard ratios, an additive hazards model estimates the risk difference. The additive hazards
model specifies that the hazard function associated with a set of possibly time-varying covariates is
the sum of, rather than the product of, the baseline hazard function and the regression function of
covariates (Lin and Ying, 1994). That is,
λ(t|Z) = λ0(t) + βT0 Z(t). (2.14)
Lin and Ying (1994) introduced a simple semiparametric estimating function for β0 which mimics
the martingale feature of the partial likelihood score function in Cox PH model. The resulting
estimator from the semiparametric estimating function has an explicit form and is consistent as
well as asymptotically normal with an easily estimated covariance matrix. They also presented an
estimator for the cumulative baseline hazard function under the additive hazards model which is
analogous to the Breslow (1972) estimator for the corresponding quantity under the Cox PH model.
Kulich and Lin (2000) discussed the construction of appropriate parameter estimation methods for
the model in (2.14) under case-cohort sampling design when the subcohort is selected by independent
Bernoulli sampling with arbitrary selection probabilities or by [stratified] simple random sampling
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(k ≥ 1 strata) with fixed sample size. We outline their proposal only for subcohort selected by
simple random sampling with single stratum (k = 1) of fixed sample size.
Let ξi, i = 1, 2, ..., n, be the subcohort sampling indicator, that is, whether the ith subject
is selected into the subcohort C̃ or not. Notice that, because of the fixed sample size m of the
subcohort, ξ1, ..., ξn are correlated. Further, let pi, i = 1, ..., n, be the subcohort sampling probability
for the ith subject in the cohort. Due to the sampling scheme, each subject in the cohort has equal
probability of being selected into the subcohort, i.e., pi = p(ξi = 1) = m/n. Covariate measurements
are available only on the cases (i.e., ∆i = 1) and on the subcohort members (i.e., ξi = 1). The
observable data for the ith subject is {Xi,∆i, ξi,Zi(t), 0 ≤ t ≤ Xi} if ξi = 1 or ∆i = 1, and
{Xi,∆i, ξi} if ξi = 0 and ∆i = 0. Further, let τ <∞ denotes the time when the follow-up ends.
If the data were completely observed, then the estimator of the regression parameters β0 of the


















i=1 Yi(t) (Lin and Ying, 1994). Unlike the score function of the
Cox PH model, there exists an explicit solution to the estimating equations for UA(β) = 0p×1,




















A fundamental difference between UA(β) in (2.15) and the partial likelihood’s score function
of the Cox PH model, given in (2.5), is that the former includes one term for each subject no
matter the subject is a case or not, whereas the latter includes cases only. For case-cohort
data, since Zi(·)’s are not available for censored subjects outside the subcohort, the pseudo-score
function in (2.15) cannot be computed (Kang et al., 2013). An approach different from that
of Prentice (1986) and Self and Prentice (1988) is required to adapt UA(β) to additive hazards
model for case-cohort study design. Kulich and Lin (2000a) defined weighted availability indicators
ρi = ∆i + (1 −∆i)ξi
/
pi for i = 1, . . . , n. That is, ρi weighs the ith subject by the inverse of the
selection probability, which takes value one for all cases, value p−1i for all non-cases included in
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the subcohort and value zero otherwise. Based on this weight definition, Kulich and Lin (2000a)





















The resulting estimator, β̂H , for the vector of hazards regression parameters β0 from this function























Under some regularity conditions (Appendix 1 of Kulich and Lin, 2000a), by Taylor series
expansion, n1/2(β̂H − β0) converges in distribution to a zero-mean normal random vector with











, in which e(t) = E{Z1(t)Y1(t)}
/
E{Y1(t)},
which is the probability limit of −n−1∂UH(β0)
/











In the covariance matrix D−1A (ΣA + ΣH)D
−1
A , ΣA is the full cohort covariance matrix, whereas
ΣH is the ‘extra’pseudo-score covariance matrix. Their respective consistent estimators are given
below.
A natural estimator for the cumulative baseline hazard function Λ0(t) =
∫ t
0











which is a slight modification of the estimator proposed by Lin and Ying (1994) and shown in




converges weakly on [0, τ ] to a
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zero-mean Gaussian process whose limiting covariance function at (s, t) is given by
hT (s)D−1A (ΣA + ΣH)D
−1
A h(t) +R1(s, t)− h


































π0(t) = P (X1 ≥ t).
































dMi(t) by replacing all unknown parameter with their respective
sample estimators. Note that Σ̂H(β̂H) involves only Ŝi’s associated with censored subjects, i.e.,



















Kang et al. (2013) considered, in the presence of multiple disease outcomes in case-cohort study
designs, a marginal additive hazards model and offered weighted estimating equations approach
for the estimation of marginal additive hazards model parameters. Yu et al. (2014) dealt with a
situation for case-cohort study designs in which the rate of failure (i.e., the incidence of cases) is high
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by considering a generalized case-cohort study design, where a fraction of the cases is sampled. After
introducing the generalized case-cohort study design, they proposed the corresponding inference
procedure for the additive hazards regression model, which can be considered as a convenient
extension of Kulich and Lin (2000a).
2.4 Statistical Approaches for Competing Risks
Competing risks refer to the situation when there is more than one distinct cause or type of
failure and the occurrence of one type of event prohibits or modifies the occurrence of the other
types of events (Prentice et al., 1978; Andersen et al., 2012; Austin et al., 2016). For instance, in
a study where the main outcome is death due to cardiovascular event, patients may die from a
non-cardiovascular event during the study period, and such death attributable to non-cardiovascular
cause is a competing risk.
In the presence of competing risks, the standard statistical methods used in the univariate failure
time analysis have to be modified in order to be adapted in the competing risks setting. Crowder
(2001) gives a comprehensive review of the theory and methods as well as some examples of handling
competing risks. Let Ti be a continuous random variable representing the time to failure, due to
any of event type, of subject i, for i = 1, . . . , n. We assume that, for subject i, the failure occurs due
to one of the K distinct event types indexed by ε ∈ {1, ..., K}. Let ∆i be a random variable that
represents the type of failure for subject i. As a brief example, in the Framingham Heart Study
(Ho et al., 1993), the failure time Ti is the time of death, beginning from enrollment for person i.
Possible causes of death are cardiovascular disease (ε = 1), cancer (ε = 2), injury/accident (ε = 3)
and any other cause (ε = 4); thus K = 4. If a person, for instance, dies of cancer, for this persons,
∆i = 2. Finally, let the vector of covariates for subject i be denoted by Zi.
2.4.1 Latent failure times approach
A classical approach to competing risks is using latent or potential failure times (Kalbfleisch and
Prentice, 2002; Prentice et al., 1978). Suppose there are K event types. We introduce latent failure
times, T1, ..., TK , corresponding to the K event types. For the ith subject, we can only observe the
time to the first event, i.e., Ti = min(Ti1, ..., TiK), and indicator variable, εi, denoting the observed
event type, i.e., εi = {j : Tij ≤ Tik, k = 1, ..., K}.
The physical meaning of the latent failure time should be acknowledged delicately. The time Tik
25
is considered as the failure time from cause (or event type) k that would be observed on subject
i if the possibility of failure from causes other than k were removed (Prentice et al., 1978). Even
if this definition connotes the meaning of the latent failure times adequately, it is tangled with a
strong assumption that the time of failure from cause k under a study in which all K possible causes
are considered is the same as the time of failure from cause k in which all possible causes except
cause k have been removed. That is, the K event types in the study are mutually independent;
and this assumption is however hardly reasonable except in very special situations. Further, in a
classical competing risks framework, only one failure type can be observed for each subject and hence
the independence (or the correlation structure) between failure types cannot be verified from the
observed data. Nonetheless, Prentice et al. (1978) comment that the elimination of certain failure
types may alter the risks of other types of failure and, consequently, the plausibility of the latent
failure times approach to competing risks is questionable. Beyersmann et al. (2012; 2014) further
argue that, since nothing can be gained from superimposing additional structure by using latent
failure times approach, there is no need of using the method in practice in formulating competing
risks.
In general, unless additional assumptions such as the independence of latent failure times are
made, the marginal (net) distributions we establish from forging competing risks in terms of latent
failure times is not justifiable. Further discussion of this situation can be found in Tsiatis (1975)
and Prentice et al. (1978).
2.4.2 Cause-specific hazards approach
The principal identifiable quantity in the presence of competing risks is the cause-specific hazard
function, λ#k (t). In standard time-to-event data, the overall hazard rate is defined as in (2.1) and
the cause-specific hazard rate, which defines the instantaneous rate of failure due to cause k at time
t given the vector of possibly time dependent covariates Z(t) and in the presence of other failure
types, is given by




P (t ≤ T < t+ dt, ε = k|T ≥ t,Z(t)), for k = 1, ..., K. (2.18)
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Assuming distinct event types, the fractions λ#1 (t), ..., λ
#
K(t) are intended to provide hazard rates





The above equation holds because failure must happen due to one, and only one, of the K causes.
On the contrary, if two types of failure can occur simultaneously, we define a new type of failure
for the combination of the two simultaneous failure types so that we can maintain the assumption
(Prentice et al., 1978).
The cumulative cause-specific hazard rate for cause k at time t can be defined in the same way





The overall survival function S#(t), which is defined as the probability of having not failed from














where Λ#(t) is the overall cumulative hazard rate. The cause-specific density function of event type
k at time t is given by
f#k (t|Z
∗) = λ#k (t|Z)S
#(t|Z∗),
where Z∗ = Z∗(t) denotes {Z(u) : u ≤ t}. From this, it can be observed that the risks of all K
event types have effect on the probability for event type k, i.e. f#k (t). Finally, the cause-specific

















which also depends on the risks of all K event types. This function gives the absolute (or crude)
risk of having the event by time t, accounting for the fact that it is impossible to have the event if a
competing event occurs first (Lambert, 2017).
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2.4.3 Subdistribution hazards approach
The standard analysis of time to failure data in the presence of competing risks involves the
cause-specific hazard functions (for instance, via proportional hazards assumptions (Holt, 1978;
Lagakos, 1978; Prentice et al., 1978; Larson, 1984)) in which all of the cause-specific hazards can
be evaluated. However, the cause-specific hazard function does not have a direct interpretation in
terms of survival probabilities for a particular event type as these probabilities also depend on the
cause-specific hazards of the other causes as discussed in the previous section. Further, the effect
of a covariate on the cause-specific hazard function of a particular event type may differ from the
effect of the covariate on the corresponding cumulative incidence function, i.e. CIF (Gray, 1988;
Fine and Gray, 1999; Beyersmann et al., 2012 [Section 5.1]).
The cumulative incidence function (also called the subdistribution, the absolute cause-specific
hazard function, the crude incidence, and the marginal probability function) was first introduced
by Gray (1988) focusing on nonparametric approach, i.e. a class of tests for comparing the CIF of
an event of interest among different groups, and Fine and Gray (1999) developed a proportional





P (t ≤ T < t+ dt, ε = k|(T ≥ t) ∪ {(T < t) ∩ (∆ 6= k)},Z(t)),
for k = 1, . . . , K
(2.22)
The subdistribution hazard function λk(t) in (2.22) differs from the cause-specific hazard function
λ#k (t) given in (2.18) by the definition of the risk set. That is, for subdistribution hazard function
for event type k at time t, the risk set includes subjects that have not yet failed from any cause
plus subjects that failed from any event other than event k prior to time t. The corresponding





In analog to the standard survivor function, the cumulative incidence function and the subdistri-
bution hazard function are related via






2.4.4 Cause-specific hazards model versus subdistribution hazards model
In competing risks setting, the two different hazards regression modeling approaches, under
a proportional hazards assumption, are the cause-specific hazards model and the subdistribution
hazards model. There have been a number of commentaries and illustrations on how these regression
models are different from each other and why one needs to be careful in choosing one from another
(Fine and Gray, 1999; Kalbfleisch and Prentice, 2002; Dignam et al., 2008, 2012; Chappell, 2012;
Andersen et al., 2012; Austin et al., 2016).
Modeling the cause-specific hazard function (under proportional hazards or additive hazards
assumption) has been the standard approach for competing risks data. The estimation of the marginal
probability function for an individual with certain covariates, if needed, can be accomplished by
combining estimates of the cause-specific hazard functions from the partial likelihood approach
(Fine and Gray, 1999). However, as noted by Andersen et al. (2012), Pepe (1991) and Gray (1988),
the effect of a covariate on the cause-specific hazard function of a particular failure type may not
coincide with the effect of covariate on the corresponding cumulative incidence function.
The subdistribution hazards modeling allows one to directly assess the effect of covariates on
the incidence of the event of interest after accounting the competing risks. In such analyses as
clinical prediction models, risk-scoring systems and prognosis studies, the primary interest lies on
estimating the absolute incidence of the event of interest and hence modeling the subdistribution
hazard function is more appropriate than modeling the cause-specific hazard function (Austin et al.,
2016; Noordzij at al., 2013; Koller et al., 2012).
The choice between the cause-specific hazards model and subdistribution hazards model depends
on the scientific question of interest. There are situations in which modeling the cause-specific hazard
function is a better choice or more appropriate (Tai et al., 2011; Lau et al., 2009). For example, if
interest is in understanding diseases etiology or comparison of groups of subjects where the risk of
failure may differ across groups or time, modeling the cause-specific hazards function may be more
appropriate (Noordzij at al., 2013; Putter et al., 2007). A more comprehensive approach may also
be considered which involves fitting both models (cause-specific hazards model or subdistribution
hazards model) rather than choosing one model over the other. Fitting both models would permit a
more detailed and complete understanding on the effect of the intervention on the risk of the event
of interest (Austin and Fine, 2017; Latouche et al. 2013; Putter et al., 2007). In general, regression
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modeling in the presence of competing risks requires that one considers the specific research question
and the subsequent preference of the model type to address the question (Chappell, 2012; Dignam
et al., 2012; Wolbers et al., 2014). Gray (1988) (Section 5) demonstrated the practical differences
between cause-specific hazards and cumulative incidences.
2.4.5 Proportional hazards model for the subdistribution of a competing risk
Fine and Gray (1999) proposed a novel semiparametric proportional hazards model for the CIF.
They derived estimating equations and inference procedures for the regression parameters using
partial likelihood principle.
Let Ti, Ci and εi ∈ (1, ..., K) (i = 1, . . . , n) be defined as before and, for simplicity, assume that
Ci is independent of Ti. For the usual right-censored data, we observe Xi = min(Ti, Ci),∆i = I(Ti ≤
Ci), and Zi; and we assume that {Xi, ∆i, ∆iεi, Zi} are independent and identically distributed.
The main goal is to model the CIF for failure from cause, or event type, 1 (i.e., ε = 1) conditional
on the covariates, that is, F1(t|Z) = P (T ≤ t, ε = 1|Z). Gray’s (1988) definition of subdistribution









= −d log{1− F1(t|Z)}
/
dt,
which is in accordance with (2.23). Also, one can interpret the effect of the covariates on the CIF
directly.
The Cox-type proportional subdistribution hazards model proposed by Fine and Gray (1999) is
given by
λ1(t|Z) = λ1·0(t) exp(βT0 Z(t)), (2.24)
where λ1·0(t) is a nonnegative, unknown baseline subdistribution hazard function in t. According
to Gray’s (1988) definition, λ1(·) can be considered as the hazard function for the [improper]
random variable T ∗ = T × I(ε = 1) +∞× {I(ε 6= 1)} for which the distribution function equals to
F1(t|Z), t <∞, and a point mass at t =∞. Therefore, subjects failed from any cause other than
cause 1 are considered to be at risk all the time. Both the regression coefficients in (2.24) and the
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baseline subdistribution hazard from this model for F1 have a straightforward interpretation that
does not depend on the probability structure of the subdistribution hazard function.
To model the subdistribution hazard λ1(t) when the usual right-censoring is present, Fine and
Gray (1999) define the risk set at the time of failure for the ith subject, as
Ri =
{
j : (Cj ∧ Tj ≥ Ti) ∪
[
(Tj ≤ Ti) ∩ (εj 6= 1) ∩ (Cj ≥ Ti)
]}
,
where i ∧ j denotes min(i, j). A subject with ε 6= 1 is still at risk for failure from cause of interest
until time C, when T < C. This includes two distinct groups: those who have neither failed from
any cause nor been censored prior to time t, and those who have failed from another cause of failure
(i.e., subjects who experienced a competing event) prior to time t. The partial likelihood function
for the distribution F1(t|Z), based on the weighted total hazard for all subjects at risk for the time








with time-dependent weight, wi(t) = Ĝ(t)
/
Ĝ(Xi ∧ t) where Ĝ(·) is the Kaplan-Meier estimate of the
survivor function for the censoring random variable for subject i, calculated using {Xi, 1−∆i, i =
1, ..., n}. Detail framework of the weight ωi(t) and the motivation behind its approach can be found
in Section 4 of Fine and Gray (1999).
Let Ni(t) = I(Ti ≤ t, εi = 1) and Yi(t) = 1 − Ni(t−) be the counting process and the risk
indicator, respectively, for subject i. The score function obtained by differentiating the log of the













Notice that if there is only a single cause of failure (i.e., no competing event), then U(β) reduces to
a typical score function, given in (2.5), as described on Fine and Gray (1999).
The maximum partial likelihood estimates of β0, say β̂, can be obtained by solving the system of























wi(t)Yi(t)Zi(t)⊗d exp (β̂TZi(t)) for d = 0, 1, and 2. The estimator Λ̂1·0(·)
converges uniformly in probability to the true baseline hazard of the subdistribution on the interval
[0, τ ], where τ is chosen such that P (X ≥ τ) > 0. Further, in the absence of covariates, it can be
easily proven that 1− exp {−Λ̂1·0(·)} is asymptotically equivalent to the nonparametric maximum
likelihood estimator for F1(·).
Taking a Taylor series expansion of of U(β̂) around β0, the first order approximation holds
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where Ω−1 is the limit of the negative of the inverse of the partial derivative matrix of the score















∆iI(εi = 1), (2.28)












can be consistently estimated with the empirical covariance matrix Σ̂ given in detail in formula (8)
in Fine and Gray (1999), pp. 500. Furthermore, the distribution of
√
n(β̂−β0) can be approximated
by a normal distribution with variance Ω̂−1Σ̂Ω̂−1. The details of these estimates as well as the
proofs of their asymptotic properties can be referred in Fine and Gray’s (1999) article.
2.4.6 Competing risk analysis in case-cohort studies
Following Prentice (1986) and Self and Prentice (1988) pseudolikelihood estimation proposals
for the the analysis of case-cohort designs when only one type of event is involved, Sørensen and
Andersen (2000) generalized the pseudolikelihood approach to situations involving several types of
events in order to model the cause-specific hazard functions of different failure types. Even though
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the case-cohort design is useful when several types of events are studied within the same cohort
(since the same subcohort may serve as comparison group for each type of event), the reuse of the
same subcohort has the effect that relative risk estimates for a given exposure on the different types
of event will be correlated. Handling this correlation was the focus of Sørensen and Andersen’s
(2000) estimation procedure.
The competing risks model assuming proportional hazards is given by
λki(t) = λk0(t) exp{βTk Zi(t)}, (2.29)
for the cause-specific hazard rate for individual i = 1, . . . , n for failures of cause k = 1, . . . , K. The




were studied based on observed failure time of all failure types and data from a randomly selected
subcohort, i.e. a random sample from the entire cohort {1, . . . , , n}. Sørensen and Andersen (2000)
rewrote the model in (2.29) using cause-specific covariates Zki(t) and a single long vector β of
regression coefficients:
λki(t) = λk0(t) exp{βTZki(t)}. (2.30)
For all n subjects in the full cohort, we observe
{
Nki(t), Yi(t), 0 ≤ t ≤ τ ≤ ∞
}
where Nki(t)
is a counting process that takes the value one if subject i has been observed to fail from cause k
in [0, t] and Yi(t) = I(i at risk time t−) indicates whether subject i is observed to be at risk just
before time t. Note that this does not depend on k since individuals are at risk for all types of
failure simultaneously.
The subcohort C̃, of size m, is selected from the cohort at time 0 as a simple random sample, i.e.
subject i is in C̃ with probability m/n. Define ξi = I(i ∈ C̃) as indicator of subcohort membership
and assume that the cohort and the subcohort C̃ grow at the same rate, that is m/n→ π > 0 as
















where S̃(d)k (β, t) = (n/m)
n∑
i=1
ξiYi(t)Zki(t)⊗d exp{βTZki(t)}, d = 0, 1, 2, and, for a vector a, a⊗0 =
1, a⊗1 = a, and a⊗2 = aaT . Note that S̃(d)k (β, t) is the sum only over subjects at risk in the
subcohort at time t. Covariate information, Zki(t), needs to be measured only for subcohort














































exp{βTZki(t)}λk0(t)dt, for k = 1, . . . , K, ek(β, t) =
lim
n→∞
E(β, t), and U(β) is the score process in a full-scale cohort study.
With certain assumptions Sørensen and Andersen (2000) showed that there exists a unique
and consistent solution, β̃, to the equation Ũ(β) = 0. Further, assuming the conditions presented









normally distributed with mean zero and and a covariance matrix. The details of the covariance
matrix and the proof of this property are given in Theorem 1 of Sørensen and Andersen (2000).
With the case-cohort estimator β̃ of β the cumulative baseline hazard, Λk0(t), can be estimated








dNk(u), J(u) = I{Y (u) > 0} (k = 1, . . . ,K). (2.34)
The asymptotic distribution of this estimator is shown in Theorem 2 of Sørensen and Andersen
(2000).
Following Sørensen and Andersen’s (2000) proportional hazards model approach for competing
risks analysis in case-cohort studies, Sun et al. (2004) considered a cause-specific additive hazards
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model given by
λki(t) = λk0(t) + exp{βTk Zi(t)}, (2.35)
for the kth type of event and subject i. Using cause-specific covariates Zki and a single long vector
of regression parameters β containing all the different parameters in the βk vectors, the model in
(2.35) can be rewritten as
λki(t) = λk0(t) + exp{βTZki(t)}. (2.36)
Sun et al. (2004) assumed that the subcohort membership indicators ξi’s are independent
Bernoulli random variables with possibly unequal success probabilities pi that may depend on
individual characteristics Vi. That is, pi = P (ξi = 1) = p(Vi), where Vi may involve Xi, Zi(·)





∆i = ξi = 0 and
{
Xi, ∆i, ∆iεi, ξi, Vi, Zi(t), 0 ≤ t ≤ Xi
}
otherwise. The counting processes Nki(t)
and Yi(t) can be rewritten as Nki(t) = ∆kiI(Xi ≤ t) and Yi(t) = I(Xi ≤ t) where ∆ki = ∆iI(εi =
k), k = 1, . . . , K.
To estimate regression parameters β in model (2.36), Sun et al. (2004) generalize the method
given in Kulich and Lin (2000a) for the case of K = 1, i.e. they specifically considered the estimating



















, ρki = ∆ki + (1 −∆ki)ξi/pi, k = 1, . . . , K, i = 1, . . . , n. The




























Sun et al. (2004) stated that, even though the martingale central limit theory cannot be directly
applied because the ρki’s in U(β0) depend on the ∆ki’s and are therefore not predictable, under
some regularity conditions, n−
1
2U(β0) converges in distribution to a normal random vector with
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, and Λ̂k0(t) is the estimator of
the cumulative baseline hazard function Λk0 =
∫ t
0











which follows Kulich and Lin’s (2000a) proposition. Further, it follows from the above result and
the Taylor expansion that n1/2(β̂ − β0) has an asymptotic normal distribution with mean zero and


















, k = 1, . . . , K, converges weakly to a K-variate Gaussian process with mean zero and a
covariance function, given in Section 2.2 of Sun et al. (2004).
2.5 Testing the Proportional Hazards Assumption
One of the fundamental assumptions in Cox proportional hazards model is the proportionality
of the hazards, i.e., the proportional hazards model assumes that the effect of a given covariate does
not change over time, consequently each covariate in the model has multiplicative time-constant
effect on the hazard function (Therneau and Grambsch, 2000). The violation of this proportionality
assumption may impose adverse effects on the statistical inference leading to loss of efficiency and
reduction in the power of the partial likelihood score test (Lagakos and Schoenfeld, 1984; Lagakos,
1988; Lin and Wei, 1989; Austin, 2018). Therefore, it is important to assess whether the proportional
hazards assumption is met before the fitted model’s statistical inferences and predictions can be
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relied upon.
In standard survival analysis, a number of methods have been proposed for testing the pro-
portional hazards assumption. Some of these assessment methods are based on residuals, such as
Schoenfeld and martingale residuals (Schoenfeld, 1982; Barlow and Prentice, 1988; Therneau et
al., 1990, Lin et al., 1993; Grambsch and Therneau, 1994; Wilson, 2013) whereas other assessment
methods used various forms of graphical approaches (Andersen, 1982; Harrell and Lee, 1986; Gray,
1990; Grambsch and Therneau, 1994; Hess, 1995). In recent years, Xue et al. (2013) proposed what
they called “case-cohort Schoenfeld residuals" to assess the proportionality assumption of the Cox
proportional hazards model in case-cohort study designs. They used the pseudolikelihood function
defined by Prentice (1986) to derive the Schoenfeld-like residuals and implemented correlation tests
of these residuals and event time for the case-cohort study to assess the proportionality assumption.
Considering the competing risks setting in full cohort or observational studies, Zhou et al. (2013)
used weighted Schoenfeld residuals (Grambsch and Therneau, 1994) to carry out the proportional
hazards assumption test for the subdistribution of a competing risk. We review the main topics of
relevant literature in the areas of proportional hazards tests and diagnostics.
2.5.1 Assessing the proportional hazards assumption using the partial and weighted
residuals
Consider a set of n independent subjects (i = 1, . . . , n) and that each subject has a p-vector of
covariates Zi = (zi1, . . . , zip)T . The proportional hazards regression model specifies that the hazard
function of the ith subject as
λi(t) = λ0(t) exp{βTZi}, (2.39)
where β is a p-vector of regression parameters and λ0(t) is an arbitrary baseline hazard function.
Let D be the set of subjects who failed (indexed as k = 1, . . . , d) and Rk be the set of subjects
at risk when the kth subject failed at event time tk. For k ∈ D, the probability that a subject with





where Z(k) = (Z(k)1, . . . , Z(k)p)T is a random variable, corresponding to the vector of covariates of
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exp{βTZl}, j = 1, . . . , p.







Schoenfeld (1982) defined a partial residual at event time tk as the vector r̂k = (r̂k1, . . . , r̂kp)
where
r̂kj = z(k)j − Ê(Z(k)j |Rk) (2.40)
where z(k)j is the jth covariate of the subject who failed at tk and Ê(Z(k)j |Rk) is Ẽ(Z(k)j |Rk) with
β̂ substituted for β. The residual in (2.40) is therefore the difference between he observed value of
Z(k)j and its conditional expectation given the risk set Rk.
Let rk be r̂k with β substituted for β̂. Schoenfeld (1982) also described the asymptotic properties
of rk. Following Cox’s (1975) notion, the {rk} have discrete distributions determined by Rk and
are uncorrelated. Let V =
∑
k∈D Vk where Vk is the p× p matrix with (j, s)th element ∂rkj
/
∂βs.
Further, let V̂k and V̂ are, respectively, Vk and V evaluated at β̂. Using Taylor expansion of r̂k
around β, we have
r̂k = rk + V̂k(β̂ − β) + op(n−
1
2 ),
and substituting the score statistic for β̂ − β yields






which expresses r̂k, which depends on β̂, in terms of rk. Further, since the rk are uncorrelated,
the variance-covariance matrices of r̂k and r̂l is asymptotically given by δklV̂k − V̂kV̂ −1V̂ Tl which
can be used to find the variance functions of the {r̂k} and, since V̂ → 0, the r̂k are asymptotically
uncorrelated.
2.5.2 Regression approach to assess nonproportionality
Grambsch and Therneau (1994) proposed an approach to express nonproportional hazards by
extending the Cox proportional hazards model to include time-varying coefficients. They described
a regression approach to the test of nonproportionality for which a score test can be carried out on
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the time-varying coefficients. This approach is reviewed as follows.
For the hazard function in (2.39), an alternative to the proportional hazards is the consideration
of time-varying coefficients where qj(t) is a predictable process. Thus the hazard function of the ith
subject is
λi(t) = λ0(t) exp{β(t)TZi}, (2.41)
in which β(t) = β +Q(t)θ where Q(t) is p × p diagonal matrix with Qjj(t) = qj(t). Grambsch
and Therneau (1994) showed that the score test for H0 : β(t) = β (i.e., θ = 0, confirming the
attainment of proportional hazards assumption) is equivalent to a generalized least squares test on
the Schoenfeld residuals.
All the definitions and notations provided in Section (2.5.1) stay the same with β(t) substituted
for β. Let β̂ be the maximum likelihood estimate under H0; and r̂k and V̂k are as defined earlier
evaluated at β̂. Grambsch and Therneau (1994) defined weighted residuals, r∗k = V
−1
k rk, termed




' Qkθ where Qk = Q(tk). Since∑
s∈D r̂s = 0, the residuals are correlated with cov(r̂k, r̂l) consistently estimated, under H0, by the















































The estimator (2.42) and the statistic (2.43) are, respectively, a one-step Newton-Raphson estimator
of θ and the Rao score test of H0 : (β, θ) = (β, 0), based on the partial likelihood.
Zhou et al. (2013) extended Grambsch and Therneau’s (1994) approach by modifying the scaled
Schoenfeld residuals to carry out the proportionality assumption test and diagnostics for proportional
subdistribution hazards model in the presence of competing risks, i.e. the model introduced by
Fine and Gray (1999). They developed a score test for the time-varying coefficients based on the
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modified Schoenfeld residuals derived by considering a certain form of nonproportionality in the
Fine-Gray model.
In order to test for non-proportionality due to a time-varying covariate effect in a proportional
subdistribution hazards (PSH) model with competing risks, Zhou et al. (2013) considered a model
given by





where β(t) = β +D(t)θ, β = (β1, . . . , βp)T and θ = (θ1, . . . , θb)T are vectors of unknown time-
constant and time-varying covariate effects, respectively. FurtherD(t) is a p×b matrix of predictable
processes, say djk(t), j = 1, . . . , p, k = 1, . . . , b, and each row corresponds to one component of
β. Note that djk(t) is a pre-specified function of time corresponding to the jth component of
Z. That is, when Zj is a time-varying covariate, then at least one component of the jth row in
D(t) (i.e., at least one component of (dj1, . . . , djb)) is a non-zero function of time. Otherwise, if
Zj is time-independent, then all components of the jth row in D(t) are zero. Multiple non-zero
components in (dj1, . . . , djb) mean several time-varying aspects of covariate Zj are to be tested
simultaneously. In conclusion, those components of Z being tested for time-varying effects will have
at least some non-zero elements in D(t).
Non-proportionality assessment in the models aims at testing
H0 : θ = θ0 = 0 vs. HA : θ 6= 0.
Estimation of the model parameters follows the approach in Fine and Gray (1999). Differentiating
the log partial likelihood L(β, θ) with respect to L(θT , βT )T provides the estimating equation
U1 = (UT1θ, UT1β)T . For a given θ, the restricted maximum partial likelihood estimator, β̂θ, can
be obtained by solving U1β(θ, β̂θ) = 0. Under the null hypothesis that the covariate effects are
correctly specified as time-independent coefficients (i.e. the proportionality assumption of the PSH
model holds true), the true values of θ, denoted by θ0, equal to 0 (and hence β(t) = β). Denote β̂
as the maximum likelihood estimator of β under H0, i.e., a solution to U1β(θ0, β̂) = 0.
Zhou et al. (2013) introduced a non-proportionality assessment method in PSH models using
a score test for H0 : θ = 0 following the ideas in Grambsch and Therneau (1994). The score
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test for H0 : θ = 0 is given by T (D) = n−1UT1θ(θ0, β̂)Â−1U1θ(θ0, β̂) where Â is an estimator
of A, the covariance matrix of n−
1
2U1θ(θ, β̂). Zhou et al. (2013) asserted that T (D) has an
asymptotic χ2-distribution with b degrees of freedom which follows from the asymptotic normality
of n−
1
2UT1 (θ0, β0) and n−
1
2UT1θ(θ0, β̂).
Following Schoenfeld’s (1982) introduction to partial residuals, Xue et al. (2013) defined ‘case-
cohort Schoenfeld residuals’ that can be used to test the proportional hazards assumption in the
analysis of case-cohort study data. They used the pseudolikelihood function defined by Prentice
(1986) for proportional hazards model in case-cohort study designs and extended Schoenfeld’s (1982)
approach to define partial residuals for such study designs. The proportional hazards assumption is
then done by calculating a Pearson correlation coefficient and its significance for each variable in
the model between its case-cohort Schoenfeld residual and a function of the corresponding event
times, with detection of a significant correlation considered evidence of violation of the assumption.
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CHAPTER 3: PROPORTIONAL SUBDISTRIBUTION HAZARDS MODEL
FOR COMPETING RISKS IN CASE-COHORT STUDIES
3.1 Introduction
Large epidemiologic cohort studies that require the follow-up of thousands of subjects for a
prolonged period of time can generally be expensive as data collection from participating subjects is
resource-demanding. Further, when the disease under investigation is rare, large number of subjects
must be enrolled to ensure adequate number of failures are observed during the follow-up period.
Case-cohort study design is an efficient alternative to reduce cost and achieve the same goal as a
cohort study. A case-cohort study includes a random sample of the entire cohort, named subcohort,
plus all subjects who develop the disease of interest regardless of being selected in the random
subcohort or not.
Conventional statistical methods for survival data consider that there is only one possible event
to occur and define the outcome as the time until the occurrence of that particular event of interest.
However, in many studies, it is possible that there may be other events which ‘compete’ with the
event of interest, so that the occurrence of such an event precludes or modifies the chance of the
occurrence of the primary event. For instance, in the Sister Study, a prospective observational
cohort study designed to assess environmental and genetic risk factors for breast cancer (Sandler
et al., 2017), participants can develop either invasive breast cancer or ductal carcinoma in situ
(DCIS), a pre-invasive condition of breast cancer. Oftentimes, patients with DCIS receive aggressive
treatments such as lumpectomy, hormonal therapy or radiation therapy, which greatly reduce their
chance of getting subsequent invasive breast cancer (Narod et al., 2015). Thus, we consider DCIS
as a competing risk for invasive breast cancer.
A standard approach for competing risks data involves modeling the cause-specific hazard
functions of the different competing events under the proportional hazards assumption (Prentice
et al., 1978). Cause-specific hazard function for an event is defined as the instantaneous rate of
the event in subjects who are currently event free (i.e., in subjects who have not yet experienced
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any type of events). The cause-specific hazard function is very useful when the interest is in, for
example, understanding disease etiology or comparison of cause-specific hazards across groups.
However, the cause-specific hazard function does not have a direct interpretation in terms of survival
probabilities for the particular event type (Fine and Gray, 1999; Kalbfleisch and Prentice, 2002;
Kim, 2007). Instead, the subdistribution hazard, introduced by Fine and Gray (1999), is defined as
the instantaneous risk of failure from the event of interest in subjects who have not yet experienced
this event of interest (i.e., subjects who have not yet experienced any type of event and subjects who
developed another type of event prior to this time point), and it is directly related to the survival
probability for the particular event type. Hence, modeling the subdistribution hazards is of greater
interest when the focus is on estimating the actual risk and prognosis or if one is interested in the
overall effect of covariates on the incidence of the event of a particular type (Koller et al., 2012;
Austin et al., 2016).
Despite the considerable literature on statistical methods for case-cohort study (Prentice, 1986;
Self and Prentice, 1988; Barlow et al., 1999; Chen and Lo, 1999; Borgan et al., 2000; Kulich and Lin,
2000; Kong and Cai, 2009; Kang and Cai, 2009; Kim et al., 2013), methods for case-cohort study
in the presence of competing risks have been limited. Sørensen and Andersen (2000) considered
proportional cause-specific hazards model, where they generalized the pseudolikelihood approach
proposed by Prentice (1986) and Self and Prentice (1988) for a single event to competing risks
setting. Sun et al. (2004) followed a similar approach for additive cause-specific hazards model.
Wolkewitz et al. (2016) implemented Prentice’s (1986) pseudolikelihood approach for cause-specific
hazards in the analyses of a real dataset under a case-cohort design. There has not been much work
for examining the subdistribution hazard in the presence of competing risks in case-cohort designs.
In this paper, we consider a proportional subdistribution hazards model in the presence of
competing risks in case-cohort studies and examine a weighted estimating equation approach for
parameter estimation. In Section 3.2, we introduce the data structure of a case-cohort study design
in the presence of competing risks and the proportional hazards model for the subdistribution of
a competing risk. Methods for parameter estimation are presented in Section 3.3. We establish
the asymptotic properties of the proposed estimation procedures in Section 3.4 and investigate
the performance of the proposed methods in finite samples through simulation studies in Section
3.5. We apply the proposed methods to analyze a case-cohort sample data from the Sister Study
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in Section 3.6. We conclude with some final remarks in Section 3.7. Outline of the proofs of the
theorems are provided in Section 3.8.
3.2 Data Structure and Model
3.2.1 Data structure with competing risks
Let n be the total number of independent subjects, indexed by i = 1, . . . , n, in the entire
cohort. The follow-up period is [0, τ ], where τ is the study end time. Let Ti and Ci be the
potential failure and censoring times, respectively, and εi ∈ (1, . . . , K) be the cause of failure
for subject i. Without loss of generality, we denote the event of interest as ‘cause 1’ (εi = 1)
and refer to it as ‘cause of interest’ or ‘event of interest’ interchangeably. Let Zi(t) be a p × 1
possibly time-dependent covariates vector of bounded variation for subject i at time t. Note that
the time-dependent covariates are “external" in the sense that they are not affected by the disease
process (Kalbfleisch and Prentice, 2002, Ch. 6). From now on, we assume that the cause of failure
εi is observable whenever Ti is observed. Considering the entire cohort, for right-censored data we
observe {Xi = min(Ti, Ci), ∆i = I(Ti ≤ Ci), ∆iεi, Zi(t)}, i = 1, . . . , n, and assume that they are
independent and identically distributed.
Let Ni(t) and Yi(t), 0 ≤ t ≤ τ, denote the counting and “at risk" processes for the event of
interest for subject i. Specifically, Ni(t) = I(Ti ≤ t, εi = 1) has right-continuous paths taking value
0 if subject i has not experienced the event of interest prior to time t, and value 1 otherwise. The
process Yi(t) = 1−Ni(t−) has left-continuous sample paths taking value 1 if subject i has (i) neither
failed from the cause of interest nor censored by time t or (ii) already failed by time t from a cause
other than the cause of interest, and value 0 otherwise. Therefore, the risk set at a specific time
point includes not only subjects who have neither been censored nor failed from any cause but also
subjects who have already failed from other causes than the cause of interest (Fine and Gray, 1999).
Subjects who experienced other event remain in the risk set indefinitely as long as they have not
failed from the cause of interest. Without loss of generality, we assume that there are only two types
of events or causes of failure (K = 2). This does not create any restriction on the generalization of
the results, since when there are more than two types of event, all event types other than the event
of interest can be combined into one “other" category and considered as the competing event (Gray,
1988).
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3.2.2 Case-cohort sampling design in the presence of competing risks
In a case-cohort study, we sample a random subcohort and all subjects who failed from the
event of interest regardless of whether they are in the selected subcohort. Suppose there are
m subjects in the subcohort. Covariate information Zi(t) can be decomposed into two parts as
Zi(t) =
{
ZCi (t), ZEi (t)
}
where ZCi (t) are available on the entire cohort and ZEi (t) are the expensive
covariates which are only available on: (1) the subjects who experienced the event of interest,
i.e., ∆iεi = 1, regardless of whether they were selected into the subcohort or not, and (2) all of
the subcohort members regardless of their disease status. We considered simple random sampling
(SRS) method for the selection of the subcohort. Let ξi be an indicator for subject i being selected
into the subcohort. When the subcohort is selected using SRS with fixed sample size, ξ1, . . . , ξn
are correlated. Let P (ξi = 1) = α ∈ (0, 1] be the sampling probability for the subcohort and
assume that α̃ = m/n converges to α in probability as n → ∞. Thus, in a case-cohort study,
the observable data for subject i is
{
Xi, ∆i, ∆iεi, ξi, ZCi (t), ZEi (t)
}
if ξi = 1 or ∆iεi = 1 and is{
Xi, ∆i, ∆iεi, ξi, ZCi (t)
}
if ξi = 0 and ∆iεi 6= 1.
3.2.3 The proportional subdistribution hazards model
Without loss of generality, we denote the event of interest as ‘event 1’ and we are interested
in modeling the cumulative incidence function for this event conditional on the covariates, i.e.,
F1(t|Z(t)) = P (T ≤ t, ε = 1|Z(t)). The corresponding subdistribution hazard is λ1(t|Z) =
−∂ log{1−F1(t|Z)}
/
∂t. We consider a proportional subdistribution hazards model (Fine and Gray,
1999)
λ1(t|Z) = λ1·0(t) exp{βT0 Z(t)}, (3.1)
where λ1·0(t) ≥ 0 is an unspecified baseline subdistribution hazard function and β0 is a p × 1




× exp{βT0 Zi(u)}du, which satisfies the definition of a martingale under the filtration F1(t) =
σ{Ni(u), Yi(u),Zi(u), u ≤ t, i = 1, . . . , n}.
3.3 Estimation
In the presence of right censoring with the full cohort data, Fine and Gray (1999) used the inverse
probability censoring weighting (IPCW) techniques (Robins and Rotnitzky, 1992) to construct
estimating equations for the parameters in model (3.1). Here, we assume that (T, ε) and C are
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independent; and C is independently distributed with P (C ≥ t) = G(t). The common cumulative
hazard of the censoring distribution is given by Λc(t) = − logG(t). Further, let Ĝ(·) be the Kaplan-
Meier estimator of G(·) which can be calculated based on {Xi, 1−∆i, i = 1, . . . , n}. Note that
if C is dependent on some covariates in the model, the ICPW methods can still be applied with
some modifications. Specifically, if C depends on discrete covariates, G(·) can be estimated by
Kaplan-Meier estimator for each combination of the covariates. On the other hand, if C depends on
continuous covariates, G(·) can be estimated through modeling the hazard function of the censoring
time with the covariates. Fine and Gray (1999) considered a time-dependent weight function,
ωi(t) = I(Ci ≥ Ti ∧ t)Ĝ(t)
/
Ĝ(Xi ∧ t), i = 1, . . . , n, and their proposed estimator is the solution to







Zi(u)− Z̄F (β, u)
}
ωi(u)dNi(u), (3.2)




F (β, t), and
Ŝ
(d)




ωi(t)Yi(t)Zi(t)⊗d exp{βTZi(t)} for d = 0, 1, 2.
Only the subjects who failed from the cause of interest contribute to the summation in (3.2) and
the other subjects affect the score function UF (·) only through the at-risk covariate average Z̄F (·).
Iterative methods, such as the Newton-Raphson or Fisher Scoring, can be used to solve the system
of equations UF (β) = 0 for β.
Under the case-cohort study design, because Z(·) is not observed on every subject, the score
function in (3.2) cannot be calculated directly. We consider an approximation for (3.2) based on the









ωi(u)dNi(u) = 0, (3.3)











ρi(t)ωi(t)Yi(t)Zi(t)⊗d exp{βTZi(t)} for d = 0, 1, 2,







and α̂(t) is the ratio of the number of subjects in the sub-cohort who are at risk for the event cause
of interest at time t to the number of subjects in the entire cohort who are at risk for the event
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Note that if time-dependency is not needed, α̂(·) can be replaced by the inverse of the sampling
fraction, m/n. In the score function UC(β) in (3.3), ẐC(t) includes not only the subcohort members
but also all the failures from the cause of interest which occurred outside of the subcohort. The
estimator β̂ is the solution to UC(β) = 0.















where Ŝ(0)C (β̂, t) is Ŝ
(0)
C (β, t) evaluated at β̂. The cumulative incidence at time t for an individual














The consistency of β̂ for β0 and uniform convergence of Λ̂1·0(t) to Λ1·0(t), both summarized in
the next section, ensure the uniform convergence of F̂1(t|z0) to F1(t|z0) on a suitably chosen interval.
Moreover, using similar techniques as in Fine and Gray (1999), analytic as well as simulation-based
confidence intervals and confidence bands can be constructed subsequently.
3.4 Asymptotic Properties
In this section, we establish the asymptotic properties of the proposed estimators. For convenience,
we define some additional notations.
S(d)(β, t) = n−1
n∑
i=1
Yi(t)Zi(t)⊗d exp{βTZi(t)} for d = 0, 1, 2,
s(d)(β, t) = lim
n→∞
S(d)(β, t) for d = 0, 1, 2, e(β, t) = s(1)(β, t)
/
s(0)(β, t),
v(β, t) = s
(2)(β, t)s(0)(β, t)− s(1)(β, t)⊗2
s(0)(β, t)2





























(1−∆iI(εi = 1))Yi(t) = E{(1−∆1I(ε1 = 1))Y1(t)},






Z̄i(β, t)ω̃i(t)dM1i (t), (3.6)
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for d = 0, 1,




































I(t ≥ u > Xj)















We assume the following regularity conditions:





(c) Zij(·), for i = 1, . . . , n; j = 1, . . . , m, have bounded total variations. That is, for the jth
component of Zi, say Zij , j = 1, . . . , m, we have |Zij(0)|+
∫ τ
0
|dZij(t)| ≤ Dm <∞, almost
surely for some constant Dm.
(d) P
(
(1−∆)Y (τ) = 1
)
> 0.
(e) [Asymptotic stability]. There exists a compact neighborhood B of β0, and continuous functions







‖ S(d)(β, t)− s(d)(β, t) ‖ p−→ 0, and






)⊗2 + (1− α)α−1(µi(β0))⊗2]} p−→ Σ(β0).
(f) [Asymptotic regularity conditions].
i) For all β ∈ B, where B is a compact set of Rp with nonempty interior, and t ∈ [0, τ ],
s(d)(·, t) (for d = 0, 1, 2) are continuous functions of β ∈ B, uniformly in t ∈ [0, τ ] and
are bounded on B × [0, τ ].











‖ Zi(t) ‖ Yi(t)I
{
βT0 Zi(t) > −δ ‖ Zi(t) ‖
} p−→ 0.
(h) [Nontrivial subcohort]. lim
n→∞
α̃
p−→ α for some constant α ∈ (0, 1), α = P (ξi = 1).

















The asymptotic properties are summarized in the following theorems. Note that these regularity
conditions are similar to those of Andersen and Gill (1982, Theorem 4.1) with additional conditions
(e), (h) and (i) to accommodate the case-cohort sampling design.
Theorem 3.1 (Asymptotic properties of β̂). Under Conditions (a)–(i), β̂ is a consistent estimator
of β0, i.e., β̂






is asymptotically normal with mean






The consistency of β̂ can be shown based on an extension of the Inverse Function Theorem
(Foutz, 1977) by verifying these four conditions: (I) ∂UC(β)/∂β exists and is continuous in an open
neighborhood B of β0; (II) −n−1∂UC(β0)
/
∂βT0 is a positive definite (and hence invertible) with
probability going to one as n −→∞; (III) −n−1∂UC(β)
/
∂βT converges in probability to a fixed
function, Ω(β), uniformly in an open neighborhood B of β0; and (IV) asymptotic unbiasedness
of the estimating functions, n−1UC(β)
p−→ 0. Verification of (I)–(III) are based on Conditions
(a)–(i) whereas that of (IV) is additionally based on some algebraic manipulations under empirical
processes. The outlines of the proofs are provided in Section 3.8. The asymptotic variance of











































































for d = 0, 1,































p̂(Xi, Xj)ωj(Xj)∆jI(εj = 1),


















Theorem 3.2 (Asymptotic properties of Λ̂1·0(β̂, t)). Under Conditions (a)–(i), Λ̂1·0(β̂, t) is a




Λ̂1·0(β̂, t) − Λ1·0(t)
}
con-





















































ρ̃jYj(u) exp{βTZj(u)}ω̃j(u)I(u ≥ s > Xj)dΛ1·0(u).





Λ̂1·0(β̂, t) − Λ1·0(t)
}
into three parts and then apply Taylor series expansion, martingale
properties, and empirical process theory to show their asymptotic properties. An outline of the proof









































































ρ̃jYj(u) exp{β̂TZj(u)}ωj(u)I(u ≥ s > Xj)dΛ̂1·0(u),
M̂ ci (t) = I(Xi ≤ t, ∆i = 0)−
∫ t
0





i ρi(u)d{I(Xi ≤ u, ∆i = 0)}∑




Simulation studies were conducted to assess the performance of the proposed estimators in
finite samples. We considered two covariates, Zi = (Zi1, Zi2) and two causes of failures (K = 2),
one is the event of interest (ε = 1) and the other is considered as a competing risk (ε = 2). The
subdistribution for type 1 failure (event of interest) was given by
F1(t|Zi) = P (Ti ≤ t, εi = 1|Zi) = 1− [1− p{1− exp (−t)}]exp (β11Zi1+β12Zi2), (3.7)
where p = F1(t =∞|Z = 0), 0 < p < 1, is the baseline lifetime survival probability and 1− (1−
p)exp (β11Zi1+β12Zi2) = P (εi = 1|Zi) is the probability of the event of interest for an individual with
covariate value Zi and p. Further, note that the subdistribution of failure time given in (3.7) is a
unit exponential mixture with probability mass 1− P (εi = 1|Zi = 0) = 1− p at t =∞ and based
on the proportional subdistribution hazards model in (3.1) with baseline hazard
λ1·0 =
pe−t
1− p(1− e−t) .
The subdistribution for type 2 failures (competing events) is obtained by taking P (εi = 2|Zi) =
1 − P (εi = 1|Zi) and considering an exponential distribution with rate exp (β21Zi1+ β22Zi2) for
P (Ti ≤ t|εi = 2, Zi = Zi). Therefore,
F2(t|Zi) = P (Ti ≤ t, εi = 2|Zi = Zi)
= P (εi = 2|Zi = Zi) · P (Ti ≤ t|εi = 2, Zi = Zi)
= (1− p)exp (β11Zi1+β12Zi2) ·
{
1− exp [−t · exp (β21Zi1 + β22Zi2)]
}
.
On average, in the absence of censoring, P (εi = 1|Zi = Z) of individuals with covariate value Z
experience the event of interest whereas P (εi = 2|Zi = Z) of individuals experience the competing
event in the full cohort. Censoring times were generated from the uniform [a, b] distribution with a
and b chosen to depend on the desired percentage of censoring.
In the first scenario, we considered independent standard normal distributions for both covariates
with parameter values (β11, β12, β21, β22) = (0.5, 0.5, −0.5, 0.5) and p = 0.3. In the second scenario,
we considered a Bernoulli distribution with mean 0.5 for Z1 and a standard normal distribution
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for Z2. The true parameter values were (β11, β12, β21, β22) = (1, 0.5, −1, 1) and p = 0.5. The full
cohort sample size was 4, 000 in both scenarios. We considered three different levels of censoring
percentage: 95%, 90%, and 80%. Let ncc denote the size for the case-cohort sample and nd denote
the number of events of interest (i.e., cases) in the entire cohort. Further, we note that ‘non-case’
refers to a subject who did not fail from the event of interest, thus it indicates a subject who has
either never failed from any event or who failed from a competing event. For the case-cohort samples,
we considered three average cases to non-cases ratios (i.e., nd : (ncc − nd)) in the final case-cohort
sample: 1:1, 1:2, and 1:3. This is achieved by increasing the size of the random subcohort. For
example, suppose we have a full cohort of size 4, 000 in which 80% of the subjects are censored,
6.5% experienced the event of interest, and 13.5% experienced the competing event. Thus we have
about 4, 000× 6.5% = 260 events of interest in the cohort, and the ‘non-case’ percentage of subjects
in the cohort is 93.5%. To achieve a 1:1 cases to non-cases ratio on average, the subcohort size
should be about 260/0.935 ≈ 278, which will include about 260 non-cases and 18 cases. Including
all cases outside of the subcohort, the final case-cohort sample will have 278 + (260 − 18) = 520
subjects. Similarly, to achieve 1:2 cases to non-cases ratio, the subcohort size should be about
520/0.935 ≈ 556.
The simulation study results are summarized in Tables 3.1 (scenario 1) and 3.2 (scenario 2) for
different case-cohort sample setups, i.e., under different censoring percentages, events of interest
percentages and subcohort sizes, from full cohort sizes of 4, 000. In the tables, Events of interest %
and Subcohort size denote, respectively, the percentage of the events of interest observed in the
entire cohort and the size of the randomly selected subcohort. A total of 500 samples were generated
for each case-cohort scheme, under each scenario.
The simulation results suggest that, overall, the parameter estimates are reasonably close to
the true values of the respective parameters. The results indicate that the proposed estimation
methods provide estimates that have smaller bias and the estimated standard errors are closer to
the empirical standard deviations when the censoring percentages are lower. Considering the size of
the subcohort in a case-cohort design, it was observed that, as the subcohort size increases, the
parameter estimates tend to have smaller bias and lower standard errors. Moreover, the standard
errors from the proposed methods are reasonably close to the empirical variances in both scenarios.
The coverage rates of the nominal 95% confidence intervals for β̂ were found to be in the range of
53
91–96%. The proposed methods perform well with different types of covariates.
3.6 Application to the Sister Study
The Sister Study is a long-term prospective cohort study examining the environmental and
genetic risk factors for breast cancer and other health conditions, conducted by the National Institute
of Environmental Health Sciences (NIEHS). Launched in July 2003, the Sister Study recruited a total
of 50,884 women, aged 35–74 years, living in the United States and Puerto Rico, who had at least
one sister diagnosed with breast cancer but did not have the disease themselves when they joined
the study; and enrollment of the cohort was closed in March 2009. Baseline data collection included
a comprehensive Computer Assisted Telephone Interview (CATI) covering a wide range of questions.
Follow-up consisted of either a brief annual update on health status and contact information or,
every two to three years, a detailed follow-up questionnaire. These follow-up questionnaires track
changes in women’s health, lifestyles, and environmental exposures over the course of the study.
Study response rates were 91% for the third detailed follow-up (completed August 2016).
When a breast cancer or other incident cancer diagnosis is reported via the periodic follow-ups
and through telephone calls, e-mails, or correspondence with the study helpdesk, participants are
asked for permission to retrieve medical records, pathology reports and/or physician verification to
complement self-reported data. To date, medical records have been obtained for > 80% of breast
cancer diagnoses; the positive predictive value of a self-reported breast cancer is 99.4% (D’Aloisio et
al., 2017). The Sister Study data collection components and their details, the cohort enrollment and
retention as well as other characteristics of the study are published elsewhere (Sandler et al., 2017).
We are interested in investigating the association between DNA methylation signatures and
invasive breast cancer risk in non-Hispanic white women because the majority of the women in
the Sister Study cohort are non-Hispanic white. Because blood DNA methylations are expensive
to measure, it was only available for a case-cohort sample which included: (1) 335 non-Hispanic
white women who were diagnosed with incident breast cancer, i.e., either invasive breast cancer or
ductal carcinoma in situ (DCIS), during the time interval between their blood draw during baseline
data collection and May 2008, and (2) a random sample of 620 non-Hispanic white women drawn
from the 29,026 participants enrolled in the study by June 2007. Forty-five of the 335 women who
developed breast cancer were included in the subcohort sample. Consequently, our analysis was
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performed on a case-cohort sample of 910 women. Details of DNA extraction and genome-wide
DNA methylation profiling can be found in Xu et al. (2013).
Our main event of interest is the incidence of invasive breast cancer. In the Sister Study, of those
diagnosed with breast cancer, 72 were DCIS cases. DCIS is a pre-invasive condition of breast cancer,
but without treatment, it could progress to invasive breast cancer over time. Treatment approaches
for DCIS frequently include breast conserving surgery and radiation; some women also use hormone
therapy or undergo mastectomy and may elect to also have a contralateral prophylactic mastectomy.
Consequently, DCIS in women may preclude the observation of invasive breast cancer or greatly
reduce the chance of invasive breast cancer (Narod et al., 2015). Thus, we considered the DCIS
incidents as competing events. The participating women in the case-cohort study are classified by
their disease status as having no breast cancer (‘no event’), invasive breast cancer, or DCIS.
We implemented the proposed methodology in this dataset to investigate the association between
three CpGs, which were identified in a previous study based on the Sister Study (Xu et al., 2013),
and invasive breast cancer (IBC) risk in the presence of DCIS as a competing risk. These three
CpGs (and their gene symbols) are cg08287471 (NEK6), cg10237911 (ANKRA2), and cg22385477
(KM-HN-1). We fitted three separate proportional subdistribution hazards models:
λ1(t|Z) = λ1·0(t) exp{βX + γTZ}, (3.8)
where X represents an individual CpG (i.e., cg08287471, cg10237911, or cg22385477 ). We used
the M-values of CpGs, which is more statistically valid and oftentimes recommended measurement,
compared to the Beta-values, in differential methylation and other statistical analyses (Du et al.,
2010). The vector Z contains the adjustment variables: smoking status (current smoker, past
smoker, or never smoked), BMI (normal/ underweight, overweight, or obese), ever used hormone
replacement therapy (HRT) (no or yes), and whether mother diagnosed with breast cancer (no or
yes). We examined the distribution of the censoring time and found that it is dependent on HRT.
Therefore to calculate the inverse probability weights, we used the Kaplan-Meier estimator for the
survival function of the censoring time for each of the two HRT groups.
Table 3.3 shows the baseline characteristics of the subcohort members and of the full cohort
participants in the Sister Study. The summary statistics for the full cohort are extracted from
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Sandler et al. (2017) and White et al. (2015). The random subcohort was similar to the full cohort
study with regard to the observed characteristics. The average age of the participants was around
55 years. Close to 20% of the participants had a mother with breast cancer and nearly half of
the participants used menopausal hormone therapy in the past. Over half of participants of the
study were either overweight or obese and just over half of the women never smoked cigarettes. The
mean and standard deviations of the M-values of each of the three CpG probes for the subcohort
are presented in Table 3.3. This information is not available for the full cohort because the DNA
methylation profiling and identification of CpG probes were carried out only on the case-cohort
sample.
We used age as the time-scale with left truncation at the entry age (age at study enrollment).
The observable period of a woman is from the age at entry until the age of diagnosis of breast cancer
or the age either at analysis cutoff date (May 15, 2008) or at loss to follow up. We implemented
the IPCW technique proposed by Geskus (2011) to accommodate the presence of left truncation
in modeling the subdistribution hazard. Women with ‘no event’ had an average follow-up time of
1,695 days (range: 320–1,717 days), those with IBC had an average follow-up time of 524 days
(range: 14–1,654 days), whereas women with DCIS had an average follow-up time of 429 days
(range: 5–1,212 days). The results from the analyses of the proportional subdistribution hazards
models (3.8) based on the proposed methods are presented in Table 3.4. The results from the tables
suggest that the CpGs tend to be associated with lower risk of invasive breast cancer although the
association is not statistically significant.
3.7 Concluding Remarks
We proposed a proportional subdistribution hazards model to handle competing risks in case-
cohort studies. We used the inverse probability censoring weight (IPCW) to address the incom-
pleteness of observations due to competing risks. In order to properly account for the case-cohort
sampling scheme, we considered a weighted availability indicator. A Breslow-type estimator was
proposed for the cumulative baseline subdistribution hazard function. The proposed score function
reduces to the score function for the Cox proportional hazards model when there is no competing
risk and the full cohort is observed. The asymptotic properties of the estimators were proved by
using empirical processes as well as martingale properties and the proposed estimators were shown
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to be consistent and asymptotically normally distributed. Simulation studies were conducted to
investigate finite sample performance of the proposed methods under different settings. The Sister
Study dataset was used to study the association between selected CpGs and invasive breast cancer
in the presence of DCIS as competing risk for illustration.
Throughout our work, we considered a simple random sampling mechanism for the subcohort
selection of the case-cohort design. The proposed methods can be extended to stratified case-cohort
sampling (Borgan et al., 2000) or generalized case-cohort sampling (Chen, 2001). Extension to other
types of time-to-event data such as interval-censored data is worthy of further investigation.
3.8 Proofs of Theorems
We define the following additional notations for convenience purposes.
S̃
(d)




ω̃i(t)Yi(t)Zi(t)⊗d exp{βTZi(t)} for d = 0, 1, 2,











ρi(t)ω̃i(t)Yi(t)Zi(t)⊗d exp{βTZi(t)} for d = 0, 1, 2, and





The following lemmas will be used frequently in proving the theorems.
Lemma 3.1 (Proposition 1 of Self and Prentce (1988)). Let Wn = (W1n, . . . , Wnn) and ξn =
(ξ1n, . . . , ξnn) be independent random variables such that:
(i) ξn is a vector of ones and zeros, with m ones and n−m zeros, each possible configuration of
zeros and ones is equally likely and m/n −→ α ∈ (0, 1).








P−→ 0 and S2fn
P−→ σ2f ,
where f·n(Wn) = n−1
n∑
i=1







(iii) The scalar functions of Wn, gn(Wn), converge in distribution to a Gaussian random variable
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with mean 0 and variance σ2g .


























































converges to a zero-mean Gaussian process, which implies sup
0≤t≤τ

























Lemma 3.3 (Lemma 1 of Lin et al. (2000)). Let Gn(t) and Bn(t) be two sequences of bounded
processes with almost surely finite variation. Suppose that, for some constant τ, the following
conditions hold:

























Lemma 3.4 (Consistency and asymptotic normality of Ĝ(·)). The Kaplan-Meier estimate of
the survival function of the censoring random variable, i.e. Ĝ(·), converges in probability to G(·)






converges weakly to a tight Gaussian process.
The proof of Lemma 3.4 follows from asymptotic properties of the Kaplan-Meier estimator,
which can be referred to Chapter 3 of Aalen, Borgan, and Gjessing (2008).































uniformly in t ∈ [0, τ ] and β ∈ B for d = 0, 1, 2.








































1 − ∆iI(εi = 1)
)
ω̃i(t)Yi(t)Zi(t)⊗d exp {βTZi(t)}





1, . . . , p, for d = 0, 1, 2 are of bounded total variation in t ∈ [0, τ ] and β ∈ B. Then the respective
convergences in probability of the terms in (i) and (ii) uniformly in t ∈ [0, τ ] and β ∈ B follows
from Lemma 3.1.
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∥∥∥∥Ŝ(d)C (β, t)− S(d)(β, t)∥∥∥∥ p−→ 0




∥∥∥∥ẐC(β, t)− e(β, t)∥∥∥∥ p−→ 0 and sup
0≤t≤τ
β∈B
∥∥∥∥VC(β, t)− v(β, t)∥∥∥∥ p−→ 0,
where VC(β, t) = Ŝ(2)C (β, t)/Ŝ
(0)
C (β, t)− Ẑ
⊗2
C (β, t).
Proof. The proof is an extension of Kulich and Lin (2004, Appendix A.2). We can write
Ŝ
(d)
































The second part of the right-hand side of (S.1) is the difference between the censoring complete and
complete data (as defined in Section 3 of Fine and Gray, 1999) of the entire cohort and hence its


















we can write the first term in the right-hand side of (S.1) as
Ŝ
(d)
C (β, t)− Ŝ
(d)
F (β, t) = b1 − b2,





















Thus, ∥∥∥∥Ŝ(d)C (β, t)− Ŝ(d)F (β, t)∥∥∥∥ ≤ ||b1||+ ||b2||.
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converges to 0 in probability uniformly in t ∈ [0, τ ] by Lemma 3.2, together
with (i) of Lemma 3.5, ||b2|| converges to 0 in probability uniformly in t ∈ [0, τ ] and β ∈ B. This
concludes that the first part of the right-hand side of (S.1) converges to 0 in probability uniformly in
t ∈ [0, τ ] and β ∈ B. Consequently sup
0≤t≤τ
β∈B


















∥∥∥∥ẐC(β, t)− e(β, t)∥∥∥∥ p−→ 0 and sup
0≤t≤τ
β∈B
∥∥∥∥VC(β, t)− v(β, t)∥∥∥∥ p−→ 0.




∥∥∥∥S̃(d)C (β, t)− s(d)(β, t)∥∥∥∥ p−→ 0
for d = 0, 1, 2 and hence, as n −→∞, sup
0≤t≤τ
β∈B
∥∥∥∥Z̃C(β, t)− e(β, t)∥∥∥∥ p−→ 0.
Similar arguments as in the proof of Lemma 3.6 can be used to prove Lemma 3.7.




∥∥∥∥Z̃F (β, t)− Z̃C(β, t)∥∥∥∥ p−→ 0 as n −→∞.
Proof. It suffices to show that sup
0≤t≤τ
β∈B
∥∥∥∥S̃(d)F (β, t)− S̃(d)C (β, t)∥∥∥∥ p−→ 0 for d = 1, 2, 3. We have
S̃
(d)
F (β, t)− S̃
(d)









Using similar arguments as in Lemma 3.6, we can write
S̃
(d)
F (β, t)− S̃
(d)
C (β, t) = b̃2 − b̃1,
where b̃1 and b̃2 are defined similarly as b1 and b2 in (S.2) but with ω̃i(t) in place of ωi(t). Therefore
∥∥∥∥S̃(d)F (β, t)− S̃(d)C (β, t)∥∥∥∥ ≤ ||b̃2||+ ||b̃1||.
The same arguments used in proving Lemma 3.6 can be applied here to establish that ||b̃1||
p−→ 0
and ||b̃2||
p−→ 0 uniformly in t ∈ [0, τ ] and β ∈ B. Therefore, sup
0≤t≤τ
β∈B
∥∥∥∥S̃(d)F (β, t)− S̃(d)C (β, t)∥∥∥∥ p−→ 0
for d = 1, 2, 3 and this completes the proof.
Lemma 3.9. Using the martingale representation of the Kaplan-Meier estimator, the term ωi(t)−
ω̃i(t) can be expressed as





where M̄ c(t) =
n∑
j=1
M cj (t) and M cj (t) is the martingale associated with the censoring process.

















































Note that (S.3) follows from the asymptotic equivalence of the Kaplan-Meier estimator and the
survival function estimator based on a function of the Nelson–Aalen estimator (Sections 3.2.4 and
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3.2.6 of Aalen, Borgan, and Gjessing, 2008) and (S.4) follows from the first order Taylor series
expansion of e−Λ̂c(t)+Λ̂c(Xi)+Λc(t)−Λc(Xi) around 0, because of the consistency of Λ̂c(t) (Section 2.3















































j=1 I(Xj ≥ u)dΛc(u)∑n

























k=1 I(Xk ≥ u)
. Consequently




k=1 I(Xk ≥ u)
,
and substituting this back to (S.4) gives






k=1 I(Xk ≥ u)
+ op(1)



























i (β0, t) + op(1) for d = 0, 1,



















































































































































































































































i (β0, t) + op(1).
Proof of Theorem 3.1
Let U∗C(β) = n−1UC(β). One can employ an extension of Foutz’s (1977) theorem to prove the
consistency of β̂ if the following conditions are established;
(C1) ∂U∗C(β)
/





β=β0 is positive definite (and hence invertible) with probability going to one
as n −→∞,
(C3) The convergence of ∂U∗C(β)
/
∂βT to its limit, Ω, is uniform in an open neighborhood B of β0,
and































The last equality holds because ωi(t)dNi(t) = ω̃i(t)dNi(t). By the continuity of Ŝ(d)C (β, t) in











































Rewriting the third term on the right-hand side of the above equation based on the fact that
Ni(t) = M1i (t) +
∫ τ
0



























































































We will show that each of the three terms on the right-hand side of (S.5) uniformly converges to
0 for β ∈ B. First, by Lemma 3.6, sup
0≤t≤τ
β∈B




C (β, t) for d = 1, 2, 3 are of bounded variations with Ŝ
(0)












is of bounded variation and can be expressed as the difference of two monotone functions. Second,
let N̄(t) =
∑n
i=1 ω̃i(t)Ni(t) and, by Theorem I.1 (part (a)) of Andersen and Gill (1982) for the
































F (β, t)λ1·0(t)dt > δ
]
. (S.6)
By Lemmas 3.7 and 3.8, we can show that sup
0≤t≤τ
β∈B









F (β, t)λ1·0(t)dt > δ
]









= 0. Combining these results, by Lemma 3.3, the first term on the right
side of (S.5) converges to 0 in probability for β ∈ B as n −→∞.
For the second term on the right-hand side of (S.5), let M̄1(t) =
∑n







is a local square integrable martingale, by Theorem I.1 (part (b)) and (2.3)





















































F (β, t)λ1·0(t)dt > δ
]
, (S.7)







F (β, t)λ1·0(t)dt is bounded in probability uniformly in β ∈ B, hence the sec-
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ond term on the right side of the inequality in (S.7) uniformly converges in probability to










∥∥∥∥ > γ] converges in probability to 0 for β ∈ B as n −→ ∞. Con-
sequently, the second term in (S.5) uniformly converges in probability to 0 for β ∈ B as n −→∞.
Finally, under regularity conditions, the third term on the right side of (S.5) uniformly converges








uniformly for β ∈ B as n−→∞ and hence (C2) and (C3) are fulfilled.
For (C4), we will investigate the asymptotic properties of n−
1
2UC(β0). Note that we can
decompose n−
1
















































The last equality holds because ω̃i(t)dNi(t) = ωi(t)dNi(t). The first term on the right-hand side of
(S.8) is the pseudo score function of the full cohort data and, by the results in Fine and Gray (1999),












To explore the second term on the right-hand side of (S.8), first consider
{
Z̃F (β0, t)−ẐC(β0, t)
}











































Using this result, the first order Taylor series expansion of
{
Z̃F (β0, t)− ẐC(β0, t)
}
with respect to
ωj(t) around ω̃j(t) gives
{






















. Therefore, the second term on the






































































































































i (β0, t) + op(1)


































































































ω̃i(u)dM1i (u) to a zero-mean Gaussian
process (Appendix 1 of Sun et al., 2004), the first term on the right-hand side of (S.11) converges in
probability to 0 uniformly in t ∈ [0, τ ] and β ∈ B by Lemma 3.3. Based on (S.10), the second term





































































































Now consider the second term on the right-hand side of (S.9), and call it n−
1
2ϕ(β0, τ). That is,
n−
1



















nπ(u) + op(1) and hence
n−
1


























I(Xj < u ≤ t)
dM̄ c(u)
































Rj(β0, t)I(t ≥ u > Xj)ω̃j(t)ω̃i(t)dNi(t). Note that
n∑
j=1















































By Lemma 3.7, S̃(d)C (β0, t) converges to s(d)(β0, t) uniformly in t ∈ [0, τ ] for d = 0, 1, 2, where

















converges in probability to a bounded process uniformly in t ∈ [0, τ ]. Thus, the first part of the




Z̃C(β0, t) − e(β0, t)
]
converges in probability to 0 uniformly in t ∈ [0, τ ]. Moreover, based








I(t ≥ u > Xj)
s(0)(β0, t)
ρj(t)ω̃j(t)Yj(t) exp{βT0 Zj(t)} converges in probability to a finite
quantity uniformly in t ∈ [0, τ ] using similar arguments as for Lemma 3.5. Thus, the second part of
the right-hand side of (S.14) also converges in probability to 0 uniformly in t ∈ [0, τ ]. Further, by
using similar arguments as for Lemma 3.5, we note that the third part of the right-hand side of
(S.14) converges uniformly. We denote its limit by p(β0, u, t), i.e.,















Rj(β0, t)I(t ≥ u > Xj)ω̃j(t) converges in probability to p(β0, u, t)
uniformly in t ∈ [0, τ ].








































i (u). Therefore, combining these results, we have
n−
1















By Lemma 3.1, n−
1











converges in distribution to a zero-mean normal random
vector with covariance matrix Ω(β0)−1Σ(β0)Ω(β0)−1 where Ω(β) is as defined in Section 3.4.
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Proof of Theorem 3.2































































Because ωi(t)dNi(t) = ω̃i(t)dNi(t) and with some algebraic manipulations after the martingale






































































Again, using the martingale decomposition of Ni(t), the first term on the right-hand side of (S.17)































































































Since, Ŝ(0)C (β∗, t)2 and Ŝ
(1)
C (β∗, t) are of bounded variations, Ŝ
(0)
C (β∗, t) is bounded away from 0,










as a sum of two monotone






ω̃i(t)dM1i (t) (Appendix 1 of Sun et al., 2004), (S.20) converges in probability


















F (β0, u)dΛ1·0(u). (S.21)
By the consistency of β̂, the continuity of Ŝ(1)C (β, t) and Ŝ
(0)
C (β, t) and their uniform convergence,
respectively, to s(1)(β, t) and s(0)(β, t), where s(0)(β, t) is bounded away from zero, the uniform









e(β0, u)dΛ1·0(u) + op(1).
By the first order Taylor series expansion of UC(β̂) around β0 and the uniform convergence of
{−n−1∂UC(β)
/




= n−1Ω(β0)−1UC(β0) + op(n−1/2) and hence,






















































Since Ŝ(0)C (β0, t)−1 can be shown to converge uniformly to s(0)(β0, t)−1, where s(0)(β, t) is bounded
away from zero, Ŝ(0)C (β0, t)−1 is of bounded variation and therefore can be written as the sum of








































































I(Xj < s ≤ u)
× dM̄
c(s)
























































= (PP1) + (PP2) + op(1),









































Note that, by uniform strong law of large numbers, n−1
n∑
k=1
ω̃k(t)dM1k (t) converges in probability




















ρj(t)ω̃j(t)Yj(t) exp{βTZj(t)}I(Xj < s ≤ t)
converges in probability to a finite quantity uniformly in t ∈ [0, τ ] and β ∈ B by using similar
arguments as for Lemma 3.5. Therefore by Lemma 3.3, (PP1) converges in probability to 0
uniformly in t ∈ [0, τ ] and β ∈ B. On the other hand, under the regularity conditions, S̃(0)F (β, t)








































converges in probability to 0 uniformly in





I(Xj < s ≤ u)
s(0)(β0, u)






I(Xj < s ≤ u)
s(0)(β0, u)
ρ̃jYj(u) exp{βT0 Zj(u)}ω̃j(u)dΛ1·0(u). Let














































i (s) + op(1).
For the third term on the right-hand side of (S.17), by the same arguments that followed (S.22),
we can replace S̃(0)C (β0, t)−1 by its uniform limit s(0)(β0, t)−1, where s(0)(β, t) is bounded away






































i (β0, u) + op(1)
hence, with the uniform convergence of S̃(0)C (β0, t)−1 to s(0)(β0, t)−1, where s(0)(β0, t) is bounded
























































































































































































, for i = 1, . . . , n.






converges to a mean-zero Gaussian process with
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 3.3: Baseline characteristics of Sister Study (the subcohort and the full cohort)
Mean (SD) or N (%)
Characteristics Subcohort Full Cohort1
(m = 620) (n = 50, 884)
Age 55.1 (9.0) 55.4 (9.8)
Smoking status
Current smoker 48 (7.7) 4,175 (8.2)
Past smoker 238 (38.4) 18,141 (35.7)
Never smoked 334 (53.9) 28,552 (56.1)
BMI
Normal/ Under. 265 (42.8) 19,438 (38.2)
Overweight 200 (32.3) 16,151 (31.8)
Obese 154 (24.9) 15,278 (30.0)
Ever used HRT
No 328 (53.0) 27,793 (54.8)
Yes 291 (47.0) 22,932 (45.2)
Mother with BC
No 480 (79.3) 39,834 (81.3)
Yes 125 (20.7) 9,135 (18.7)
Probe’s M-value
cg08287471 −2.67 (0.37) −
cg10237911 −1.48 (0.29) −
cg22385477 −2.57 (0.26) −
1Information were obtained from Sandler et al. (2017) and White et
al. (2015).
SD: standard deviation; BMI: body mass index; HRT: hormone rep-
lacement therapy; BC: breast cancer.
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Table 3.4: Estimated coefficients and standard errors in models for invasive breast cancer in the
Sister Study
Characteristics β̂ S.E. H.R. 95% C.I.
For CpG cg08287471
Smoker: Past −0.237 0.444 0.789 (0.330, 1.884)
Smoker: Current 0.240 1.102 1.271 (0.147, 11.022)
BMI: Overweight 0.066 0.512 1.069 (0.392, 2.917)
BMI: Obese 0.212 0.551 1.236 (0.420, 3.636)
HRT −0.810 0.510 0.445 (0.164, 1.208)
Mother with BC 0.161 0.541 1.175 (0.407, 3.392)
cg08287471 −1.000 0.638 0.368 (0.105, 1.284)
Smoker: Past −0.320 0.501 0.726 (0.272, 1.937)
Smoker: Current 0.169 0.989 1.184 (0.170, 8.232)
BMI: Overweight −0.030 0.514 0.970 (0.355, 2.655)
BMI: Obese 0.026 0.582 1.027 (0.328, 3.210)
HRT −0.793 0.478 0.453 (0.178, 1.154)
Mother with BC 0.182 0.543 1.200 (0.414, 3.477)
cg10237911 −1.303 1.036 0.272 (0.036, 2.070)
Smoker: Past −0.264 0.443 0.768 (0.323, 1.828)
Smoker: Current 0.208 1.101 1.231 (0.142, 10.647)
BMI: Overweight −0.022 0.503 0.979 (0.365, 2.624)
BMI: Obese 0.075 0.567 1.078 (0.355, 3.275)
HRT −0.869 0.495 0.420 (0.159, 1.107)
Mother with BC 0.222 0.517 1.248 (0.453, 3.441)
cg22385477 −1.474 0.822 0.229 (0.046, 1.146)
S.E.: standard error; H.R.: hazard ratio; C.I.: confidence interval of the
hazard ratio.
82
CHAPTER 4: ADDITIVE SUBDISTRIBUTION HAZARDS REGRESSION
FOR COMPETING RISKS DATA IN CASE-COHORT STUDIES
4.1 Introduction
The multiplicative hazards model has been particularly a favored choice for regression model
analysis of time-to-event data since the fundamental paper by Cox (1972). In a semiparametric
proportional hazards model, the relationship between the failure time (or disease occurrence) and the
risk factors under consideration is related multiplicatively through the conditional hazard function
of the failure time. Another approach belonging to a family of hazard-based generalized linear
regression models is the additive hazards model. Unlike the proportional hazards model which
estimates risk ratios, an additive hazards model uses a linear link function for hazard functions
and estimates the difference in absolute risks. The risk difference is more relevant in some public
health research as it translates directly into the number of diseased subjects associated with a
particular exposure. Further, the additive hazards model has sound biological as well as empirical
bases, providing complementary information about the association between risk factors and failure
time (Lin and Ying, 1994; 1995).
Lin and Ying (1994) developed procedures for making semiparametric inferences under the
additive risk model for a single type of event in a full cohort. Lin and Ying’s (1994) methods
resemble the partial likelihood-based approaches for the proportional hazards model (Cox, 1972;
1975) in a way that the simple semiparametric estimating function for the regression parameters of
the additive hazards model mimics the martingale feature of the partial likelihood score function of
the proportional hazards model. Following the standard counting process arguments provided by
Andersen and Gill (1982), Lin and Ying’s estimators are shown to be consistent and asymptotically
normal with an easily estimated covariance matrix. Lin et al. (1998), Martinussen and Scheike
(2002), Zhao et al. (2015), and Wang et al. (2018) extended the semiparametric procedures to
analyzing different forms of interval censored data under the additive hazards regression model.
Kulich and Lin (2000b) implemented Lin and Ying’s (1994) procedure for censored failure time data
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when covariates are subject to measurement error. Yin and Cai (2004) extended the procedure to
multivariate failure time data by considering marginal models for multiple event types. Sun et al.
(2006) investigated an extension of the procedure to recurrent gap time data.
Large cohort studies often require extensive data collection and prolonged follow-up period so
they can be expensive with regard to data collection. In such situations, sampling schemes, such as
the case-cohort design (Prentice, 1986), have been proposed to reduce costs and use the collected
information more efficiently, especially when most subjects in the cohort did not develop the disease
of interest. A case-cohort design consists of a random sample of the cohort, called subcohort, and all
subjects in the cohort who experienced the event of interest; and covariate information is collected
on this case-cohort sample, rather than the entire cohort. In addition to cost effectiveness of the
design, the selected subcohort provides a basis for covariate monitoring during the course of cohort
follow-up (Prentice, 1986). Further, because the same subcohort may be used in studying multiple
diseases or outcomes, the case-cohort design is particularly well suited for studies in which various
outcomes are evaluated with respect to a fixed set of prognostic factors or treatments.
There have been some works for the additive hazards model in case-cohort studies. Kulich and
Lin (2000a) proposed estimation methods based on semiparametric procedures for additive hazards
models with a single type of event in case-cohort studies. Kang et al. (2013) considered fitting
marginal additive hazards regression models for case-cohort studies with multiple disease outcomes.
Kim et al. (2016) proposed more efficient estimators, by making full use of available covariate
information, of the additive hazards model for stratified case-cohort designs with rare and non-rare
diseases.
The aforementioned methods assume that study subjects can experience only one type of event
(the event of interest) or, in the situation that multiple events are of interest, occurrence of one
event does not prevent the occurrence of another event. However, in some studies, the occurrence of
one event prevents us from observing the occurrence of the other event. This situation is commonly
known as competing risks, In general, in studies involving competing risks, three outcomes are
possible: the event of interest, the competing risks (events which compete with the event of interest),
and censoring (subjects who did not experience any of the events at the end of the study). As an
example, after bone marrow transplantation (BMT), patients are followed to evaluate leukemia-free
survival. A number of outcomes, such as relapse of leukemia and non-relapse death (defined as
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death in continuous remission), can be considered as competing risks (Klein et al., 2001).
In the presence of competing risks, there are two functions that are commonly used to study the
association between covariates and failure time, one is cause-specific hazard function and the other is
cumulative incidence function (CIF), also known as the subdistribution function (Gray, 1988; Cheng
et al.,1998; Dignam, et al., 2012; Austin et al., 2016). Shen and Cheng (1999) adopted the estimating
procedures proposed by Lin and Ying (1994) to present a method of estimating and predicting the
cause- and subject-specific cumulative incidence for competing risks data under the additive risk
model. The cause-specific hazard function does not have a direct interpretation in terms of survival
probabilities for a particular event type. If it is of interest to study the effect of a covariate on
the survival probability, cumulative incidence function should be modeled directly. Fine and Gray
(1999) proposed a proportional subdistribution hazards model for a particular cause of failure in the
presence of competing risks in a full cohort. Li et al. (2017) considered the corresponding additive
subdistribution hazards model.
Within the realm of case-cohort study designs, Sun et al. (2004) studied cause-specific additive
hazards model for competing risks data. To our knowledge, methods for additive subdistribution
hazards model in case-cohort studies have not been considered. In this paper, we consider an
additive hazards model for the CIF of an event of interest in the presence of competing risks in
case-cohort studies. We propose weighted estimating equations for regression parameters in the
additive subdistribution hazards model with case-cohort data. In Section 4.2, the structure of the
data from a case-cohort sampling design and the additive hazards model for the subdistribution
of a competing risk in a case-cohort study are introduced. Statistical procedures for parameter
estimation are proposed in Section 4.3. The asymptotic properties of the proposed estimators are
presented in Section 4.4, with the outline of the proofs provided in Section 4.8. Using simulation
studies, the performance of the proposed estimators in finite samples are investigated in Section 4.5,
followed by an application to the Sister Study in Section 4.6. Section 4.7 concludes the paper.
4.2 Data Structure and Model
4.2.1 Data structure with competing risks
Suppose that the full cohort has n independent subjects. Let T and C be the failure and
censoring times, respectively. Suppose that there are K causes of failure. Let ε ∈ (1, ..., K) denote
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the cause of failure; Z(t) be a p × 1 bounded, possibly time-dependent, vector of covariates and
0 ≤ t ≤ τ <∞ where τ denotes the study end time. We assume that all time-dependent covariates
in Z(·) are external in the sense that they are not affected by the failure process (Kalbfleisch and
Prentice, 2002). For the right censored data, we write the observed times as X = min(T, C), failure
indicator as ∆ = I(T ≤ C) where I(·) is the indicator function. Further, we assume that C is
independent of (T, ε) given Z(·); and {Ti, Ci, Zi(·)} (for i = 1, ..., n) are independent copies of
{T, C, Z(·)}.
Subjects may fail from one of the K causes and, without loss of generality, we consider cause 1
as the event of interest whereas the other causes of failure are referred to as competing events. We
are interested in modeling the CIF, or subdistribution, for failure from cause 1 conditional on the
covariates, i.e. F1(t|Z) = P (T ≤ t, ε = 1|Z).
If covariates were observed on the entire cohort, the observable data is
{Xi, ∆i, ∆iεi, Zi(t), 0 ≤ t ≤ Xi} (i = 1, ..., n),
which are assumed to be independent and identically distributed.
4.2.2 Case-cohort sampling design in the presence of competing risks
Under the case-cohort study design, expensive covariates are available only on a random subset
of subjects (the subcohort) of size m from the entire cohort, irrespective of their disease status
and on the rest of subjects who fail from cause 1, i.e. cases of interest (∆iεi = 1). Suppose we
select a subcohort of fixed sample size m from the original cohort by simple random sampling
without replacement. Let α̃ = m/n, i.e., the subcohort proportion, and assume that α̃ converges
to α ∈ (0, 1]. Further, let ξi denote whether subject i (i = 1, . . . , n) in the full cohort is selected
into the subcohort. Note that, under simple random sampling with fixed sample size, ξ1, ..., ξn are
correlated. In case-cohort studies, the covariate information Zi(t) can be decomposed into two
parts as Zi(t) =
{
ZCi (t), ZEi (t)
}
where ZCi (t) are available on the entire cohort and ZEi (t) are
the expensive covariates which are only available on the subjects who experienced the event of
interest (i.e., ∆iεi = 1, regardless of being selected into the subcohort or not) and on all of the
subcohort members. Consequently, in a case-cohort study, unlike the full cohort situation, the
observable data for the ith subject is
{
Xi, ∆i, ∆iεi, ξi, ZCi (t), ZEi (t)
}
if ξi = 1 or ∆iεi = 1 and is
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{
Xi, ∆i, ∆iεi, ξi, ZCi (t)
}
if ξi = 0 and ∆iεi 6= 1.
4.2.3 The additive subdistribution hazards model
The major advantage of modeling the subdistribution is that we are able to directly evaluate the
effect of each covariate on the cumulative incidence curves as well as to estimate the CIF of the event of
interest (Fine and Gray, 1999; Sun et al., 2006; Austin et al., 2016). Let Fk(t|Z) = P (T ≤ t, ε = k|Z)






t ≤ T < t+ dt, ε = k|(T ≥ t) ∪ {(T <
t)∩(ε 6= k)},Z(t)
)
denote the corresponding subdistribution hazard function. Then, for example, for







. The function λ1(·) can be thought
of as the hazard function for the improper random variable T ∗ = T × I(ε = 1) +∞× {I(ε 6= 1)}
which has a distribution equal to F1(t|Z), t <∞, and a point mass at t =∞, i.e. P (T ∗ =∞|Z) =
1− P (T <∞, ε = 1|Z) = 1− F1(∞|Z) (Fine and Gray, 1999).
For the subdistribution hazard function λ1(t|Z), we consider an additive hazard regression model
given by
λ1(t|Z) = λ1·0(t) + βT0 Z(t), (4.1)
where λ1·0(t) is an unspecified baseline subdistribution hazard function for failure from cause 1 and
β0 is a p× 1 vector of fixed, unknown regression coefficients corresponding to the covariate vector
Z(·). Thus, the CIF for cause 1 becomes











and one can assess the effect of covariates on the CIF directly.
4.3 Estimation
Define Ni(t) = I(Ti ≤ t, εi = 1) and Yi(t) = 1 − Ni(t−) = I
(
(Xi ≥ t) ∪ ((Ti < t) ∩ (ε > 1))
)
,
i.e., the counting and the at risk processes, respectively, for subject i at time t. Assuming that
right censoring is present, the inverse probability of censoring weighting (IPCW), introduced by
Robins and Rotnitzky (1992), can be adapted to construct an unbiased estimating function for the
regression parameters in model (4.1).
Assume that the censoring time C is independent of the failure time T and the cause of failure
ε. Let P (C ≥ t) = G(t) denote the survival function for C. Let ri(t) = I(Ci ≥ Ti ∧ t) be the vital
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status indicator for subject i at time t. Note that, even though Yi(t) and Ni(t) are not observable
when ri(t) = 0, both ri(t)Yi(t) and ri(t)Ni(t) are computable when ri(t) = 0, 1 (Fine and Gray,
1999). Conditional on Ti and εi, the quantity ri(t)
/
G(Xi ∧ t) has expectation 1. To implement
IPCW, at time t, we associate a “censoring weight,” ωi(t) = ri(t)Ĝ(t)
/
Ĝ(Xi ∧ t) with subject i,
where Ĝ(·) is the Kaplan-Meier estimate of the survival function of the censoring random variable,
calculated using
{
Xi, 1−∆i, i = 1, ..., n
}
. Note that, if the censoring time is dependent on one or
more of the covariates in the model, the ICPW can be modified to accommodate this dependency.
That is, if the censoring time depends on: (i) discrete covariates, G(·) can be estimated for each
combinations of covariate levels; (ii) continuous covariates, G(·) can be estimated by modeling the
hazard function of the censoring time with the covariates.
If the covariates were measured on the entire cohort, using the idea of inverse probability









































where, for vector a, a⊗2 denotes the outer product aaT . Note that the fundamental difference
between UF (β) in (4.3) and the partial likelihood pseudo-score function of the proportional hazard
model for the CIF is that the former includes one term for each subject no matter the subject has
failed from the cause of interest or not, whereas the latter includes only cases which failed from the
cause of interest (Kulich and Lin, 2000a).
The function in (4.3) cannot be calculated for data from a case-cohort study because the covariates
are not entirely observed on the full cohort. Thus, we propose to use a weighted availability indicator
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for subject i at time t, given by







which weighs subject i by the inverse of the probability of selection at time t, α̂(t), and is set to 1














which is the ratio of the number of subjects in the subcohort who have not failed from the cause of
interest at time t to the number of subjects in the entire cohort who have not failed from the cause



















The proposed availability weight function, ρi(t), uses extra covariate information from subjects
selected into subcohort in (4.4). Specifically, subjects that have not failed from the cause of interest
at time t are weighted by α̂(t)−1 and subjects who failed from the cause of interest, whether they
are included in the subcohort or not, are weighted by 1. The resulting estimator from (4.4), β̂,
























The counting process Ni(·) can be uniquely decomposed so that for every subject i and time t,
dNi(t) = dM1i (t) + Yi(t)
[
λ1·0(t) + βT0 Z(t)
]
dt, (4.6)
where M1i (·) is a local square integrable martingale (Andersen and Gill, 1982). On account of this
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ȳ(t) = E(ω̃1(t)Y1(t)) = E(G(t)Y1(t)), z̄(t) =
E(G(t)Y1(t)Z1(t))
ȳ(t) ,

















where Λc(t) = − logG(t), i.e., the cumulative hazard of the censoring distribution. Let β0 denote
the true value of β and β ∈ B, where B is a compact set of Rp with nonempty interior. To insure
the asymptotic properties, we assume the following regularity conditions:
(a)
{
Xi, ∆i, ∆iεi, Zi(·)
}
are i.i.d. replicates of
{
X, ∆, ∆ε, Z
}
for i = 1, . . . , n subjects.
(b) C is independent of (T, ε).
(c) P (Yi(τ) = 1) > 0.




(e) Zij(·), i = 1, . . . , n, have bounded total variations. That is, for all i = 1, . . . , n and j =
1, . . . , m, we have |Zij(0)|+
∫ τ
0
|dZij(u)| ≤ Dm <∞, almost surely, where Zij is the jth
component of Zi and Dm is some constant, uniformly in 0 ≤ t ≤ τ .

















|Y1(t)Z1(t)⊗2{βT0 Z1(t)}2|; 0 ≤ t ≤ τ
]}
<∞.
(h) [Nontrivial subcohort]. lim
n→∞
α̃
p−→ α for some constant α ∈ (0, 1), α = P (ξi = 1), where
α̃ = m/n.
Condition (b) is for independent censoring property. Conditions (c), (d), (f) and (g) are analogous
to those of Andersen and Gill (1982, Theorem 4.1). Condition (e) simplifies the derivation of the
asymptotic results, but not a practical limitation. Condition (h) is to ensure the desired asymptotic
behavior of certain subcohort averages (Self and Prentice, 1988). Furthermore, based on the
regularity Conditions (a)–(e) and the martingale representation of the Kaplan-Meier estimator
Ĝ(t), we have Ȳ (t) P−→ ȳ(t) and Z̄C(t)
P−→ z̄(t) uniformly in 0 ≤ t ≤ τ . The proofs can be found
in Section 4.8.
Theorem 4.1 (Asymptotic properties of β̂). Under Conditions (a)–(i), the estimator given in
(4.5) is a consistent estimator of β0, i.e., β̂







distributed with mean zero and variance matrix Ω−1ΣΩ−1 where Ω is as defined in Condition (f)
and Σ(β0) = E
{[
ηi(β0) +ψi(β0)










































































In Theorem 4.1, the consistency of β̂ can be verified using Foutz’s (1977) consistency theorem
for maximum likelihood estimators. The asymptotic distribution of β̂ is established by considering
the asymptotic distribution of UC(β). The proof of this theorem is outlined in Section 4.8. The
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ρi(u)I(Xi ≥ u), (4.10)








i ρi(s)d{I(Xi ≤ s, ∆i = 0)}∑


























































Theorem 4.2 (Asymptotic properties of Λ̂1·0(β̂, t)). Under Conditions (a)–(i), Λ̂1·0(β̂, t), as defined




Λ̂1·0(β̂, t) − Λ1·0(t)
}



































where e(t) = −
∫ t
0







I(Xi < s ≤ u)
ω̃i(u)dM1i (u)
ȳ(u) ,






















The proof of Theorem 4.2 is outlined in Section 4.8. Note that ΣΛ1·0(t) can be consistently






























































































We conducted simulation studies to examine the finite sample performance of the proposed
procedures. Data with competing risks were generated assuming that there are only two types
of events (K = 2). Note that this is quite general because, when more than two types of events
exist, all types of events other than the event of interest can be merged into one “other” category
and hence one type of competing event exists (Gray, 1988). The data simulation was conducted
in similar was as used by Li et al. (2017). In order to insure F1(t|Z) < 1 defined in (4.2), we
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considered Z(t) = Ze−t. The subdistributions for type 1 events were given by
F1(t|Zi = z) = P (Ti ≤ t, εi = 1|Zi = z)
= 1− [1− p{1− e−t}] exp
(
− βT1 Zi(1− e−t)
)
,
where p = F1(t =∞|Zi = 0), p ∈ (0, 1). Note that F1(t =∞|Zi = z) = 1− (1− p) exp (−βT1 Zi) =
P (εi = 1|Zi = z) is the probability to experience a type 1 event (event of interest) for individuals
with covariates z and p. For event 2, we considered additve hazards model, λ2(t) = λ2·0(t) +β2Z(t)
with baseline subdistribution hazard function λ2·0(t) = κνtν−1. Let S∗2(t) = P (T ≥ t|ε = 2, Z).
Note that S∗2(t) = exp {−Λ2(t)} where Λ2(t) =
∫ t
0
λ2(u)du. Subsequently, P (T ≤ t|ε = 2, Z) = 1−
S∗2(t) and, assuming κ = ν = 1, we have P (T ≤ t|ε = 2, Z) = 1− exp
(
− t− βT2 Z(1− e−t)
)
. The
subdistribution for type 2 events was then obtained by taking P (εi = 2|Zi = z) = 1 − P (εi =
1|Zi = z) and P (Ti ≤ t|εi = 2, Zi) so that
F2(t|Zi) = P (Ti ≤ t, εi = 2|Zi)
= P (εi = 2|Zi = z)P (Ti ≤ t|εi = 2, Zi)




− t− βT2 Z(1− e−t)
)]
.
Censoring times were generated from the uniform [a, b] distribution by choosing a and b based
on the desired censoring percentages. We considered two scenarios with regard to the covariates
in the model. In the first scenario, two independent covariates, Z1 and Z2, were generated from
uniform distributions, where Z1 is from U(0, 1) and Z2 is from U(1, 2). The true parameter values
were considered to be (β11, β12, β21, β22) = (0.5, 0.5, −0.5, 0.5) and p = 0.4. In the second scenario,
we generated Z1 from Bernoulli distribution with mean 0.5 and Z2 from the uniform distribution,
U(1, 2). The true parameter values were considered to be (β11, β12, β21, β22) = (1, 0.5, −0.5, 0.5)
and p = 0.4. In each of the scenarios, the full cohort sizes were set to 4, 000. We assumed three
different levels of censoring, i.e., 80%, 90%, and 95%, which are typical for case-cohort studies. For
clarity, the term ‘case’ refers to a subject who failed explicitly from the event of interest whereas
‘non-case’ refers to a subject who did not fail from the event of interest (i.e., a subject who has never
failed from any cause or who failed from a competing event). Let nd and ncc denote, respectively,
the number of cases and the size of the case-cohort sample. In each scenario, the size of the
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random subcohort, m, was set in order to have the case to non-case ratio to be 1:1, 1:2, or 1:3
in the case-cohort sample. Specifically, for example, suppose there are 4,000 subjects in the full
cohort, of whom 80% of subjects are censored whereas 16% and 4% of subjects had, respectively,
event of interest and competing event. Thus, the number of events of interest (‘cases’) is around
4, 000 × 16% = 640 and the percentage of non-cases in the entire cohort is 84%. Consequently,
a 1:1 ratio of cases to non-cases is reached by setting a subcohort of size around 640/0.84 ≈ 762.
That is, a subcohort of size 762 will include about 640 non-cases and 122 cases. As a result, the
final case-cohort sample to be analyzed will have a total of about 762 + (640 − 122) = 1, 280
subjects. Similarly, a 1:2 cases to non-cases ratio from this full cohort can be reached by considering
a subcohort of size 1, 280/0.84 ≈ 1, 524 subjects, resulting in a case-cohort sample of size about
1, 524 + (640 − 244) = 1, 920 subjects. Finally, 500 simulations were generated in each scenario
under each of the case-cohort data setup.
Tables 4.1 and 4.2 summarize simulation results for parameter estimates β̂1 = (β̂11, β̂12) in
scenarios 1 and 2, respectively. In the tables, Events of interest % and Subcohort size denote
the percentage of the total number of failures from event 1 in the entire cohort and the size of the
randomly selected subcohort, respectively. Ratio nd:(ncc–nd) denotes the case to non-case ratio in
the case-cohort sample. The results show that the estimates of the parameters are fairly close to
their respective true values. From both tables, we observe that the bias is smaller and the estimated
standard errors are closer to the empirical standard deviations with lower proportion of censoring.
We also considered the situation when more non-cases were included by increasing the subcohort
sizes in order to achieve the case to non-case ratios of 1:2 and 1:3 in the final case-cohort samples.
In these situations, the parameter estimates have smaller bias and their standard error estimates
tend to get closer to the respective empirical standard deviations. The coverage rates in almost all
situations in both scenarios are very close to the nominal level. In conclusion, the simulation results
demonstrated that the performance of the proposed methods are reasonably satisfactory for studies
with sample sizes that are common in practice.
4.6 Application to Sister Study
We applied the proposed methods to analyze a dataset from the Sister Study (Sandler et al.,
2017). Sponsored by the National Institute of Environmental Health Sciences (NIEHS), the Sister
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Study is a nationwide long-term prospective cohort study aimed at exploring the environmental
and genetic factors of breast cancer as well as factors that influence quality of life and outcomes
after breast cancer diagnosis. From 2003 to 2009, the Study enrolled over 50,000 women across
the United States and Puerto Rico who were 35–74 years of age and had at least one sister who
had been diagnosed with breast cancer but did not have breast cancer themselves at enrollment.
A history of cancer other than breast cancer (i.e., ductal carcinoma in situ or invasive breast
cancer) was not considered as an exclusion criterion. The baseline data collection included extensive
information about participants through Computer Assisted Telephone Interview and self-completed
questionnaires. Overview of Sister Study’s cohort enrollment, retention and baseline data collection
can be found in Table 1 and Figure 1 of Sandler et al. (2017). Follow-up consists of either a
brief update on health status and contact information or, every two to three years, a detailed
follow-up questionnaire, with approximately 95% response rates for annual updates. Blood, urine,
and environmental samples were collected and banked for future use for women who developed
breast cancer and, for comparison, a sample of those who did not. Women who reported breast
cancer were contacted six months following diagnosis for additional information and authorization
to retrieve medical records.
In this study, we investigated the association between blood-based DNA methylation signatures
and invasive breast cancer in the Sister Study. The rationale for studying this association is that
epigenetic changes including DNA methylation are known to be associated with gene transcription
and have been recognized as an important component of cancer development (Jones and Baylin, 2002;
Ehrlich, 2002). In recent years, research has explored the possible relationship between blood-based
DNA methylation and the risk of breast cancer as well as the possibility of DNA methylation level
in blood as a promising marker for breast cancer risk stratification (Choi et al., 2009; Brennan et al.,
2012). Even though there is generally a consistency in finding a global loss of methylation observed
in breast cancer patients, evidence regarding association between CpG sites and breast cancer is
still quite limited (Xu et al., 2013; Johansson and Flanagan, 2017; O’Brien et al., 2018). In this
section, we assessed the association between two CpG sites and invasive breast cancer. The two
CpGs we considered are parts of the 250 differentially methylated CpG (dmCpG) markers identified
by Xu et al. (2013) based on a case-cohort study in the Sister Study.
In the Sister Study, methylation profiling was carried out on DNA extracted from whole blood
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and blood clot samples collected from women who were diagnosed with breast cancer and a sample
of cancer-free women. Details of DNA extraction, bisulfite conversion, microarray hybridization,
genotyping, and quality control measures on the Sister Study can be found on Xu et al. (2013).
The case-cohort sample in our analysis included 335 non-Hispanic women who were diagnosed with
incident breast cancer and a random sample of 620 non-Hispanic white women drawn from the
29,026 participants who had completed the baseline questionnaire and home visit by June 1, 2007.
While considering invasive breast cancer cases as our main interest, 72 of the 335 breast cancer
incidents were ductal carcinoma in situ (DCIS). DCIS is a non-invasive cancer where abnormal
cells have been found in the lining of the breast milk duct. It is very early cancer that is highly
treatable, but if it is left untreated or undetected, it can spread into the surrounding breast tissues.
A large observational study of women who received diagnosis of DCIS suggests that women who are
diagnosed with DCIS generally have a low risk of dying from breast cancer (Narod et al., 2015). In
respect to this circumstance, we considered DCIS as a competing risk in studying the association
between the selected CpG sites and invasive breast cancer.
Chronological age was used as time-scale with left truncation at age when blood was drawn
during the completion of the baseline assessments. The observed period for a woman is the time
interval between age at the time of blood draw and age at diagnosis for breast cancer, or age at the
analysis cut off date (May 15, 2008) which is the right censoring time. The two CpG sites considered
are cg17378989 (gene symbol: ERCC1) and cg13905388 (gene symbol: CDCA4). We considered the
M-values as the measure of methylation intensity at each CpG site. A separate model was fit for
each CpG site. Smoking status (current smoker, past smoker, or never smoked), body mass index
(normal/ underweight, overweight, or obese), ever used hormone replacement therapy (HRT) (no
or yes), and whether birth mother diagnosed with breast cancer (no or yes) were adjusted in each
model. We observed that the censoring time is dependent on HRT and hence, in computing the
inverse probability weights, the Kaplan Meier estimation for the censoring time was carried out for
each of the HRT groups. Each of the fitted additive subdistribution hazards model enables us to
describe the association between a CpG site and failure time in terms of risk difference.
Women with no incident of breast cancer had an average follow-up time of 1,695 days (range:
320–1,717 days), women who were diagnosed with DCIS had an average follow-up time of 429 days
(range: 5–1,212 days) whereas women who were diagnosed with invasive breast cancer had an average
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follow-up time of 524 days (range: 14–1,664 days). Table 4.3 shows the parameter estimates, their
standard errors, and the associated 95% confidence intervals (CI) from the additive subdistribution
hazards models fitted. There is a significant negative association between each of the CpG sites and
the risk of invasive breast cancer (estimated risk difference× 10−6 for cg17378989 was −2.255 with
p-value < 0.0001 and for cg13905388 was −2.956 with p-value < 0.0001). No significant association
was found between other adjusted variables and the risk of invasive breast cancer.
4.7 Concluding Remarks
A practical alternative to the widely used Cox proportional hazards model is the additive
hazards model, which estimates the difference in hazards. We proposed an estimation approach,
which integrates an IPCW technique, for additive subdistribution hazards model in the presence of
competing risks in case-cohort studies. The proposed methods and inference procedures incorporate
the semiparametric approach for ordinary additive hazards model and the Fine-Gray modeling of
the cumulative incidence function in the presence of competing risks. The estimators for the additive
subdistribution hazards model parameters have closed form which can be explicitly derived from
the weighted estimating equation we proposed. These estimators are shown to be consistent and
asymptotically normal with a covariance matrix for which a consistent estimator was proposed. An
Aalen-Breslow type estimator for the cumulative baseline subdistribution hazard was also provided
and its weak convergence property was established accordingly. Simulation studies have shown the
proposed estimators perform well under practical case-cohort sample sizes. The proposed method
is applied to the Sister Study for illustration. The proposed methods can be extended to other
case-cohort sampling schemes such as stratified case-cohort sampling. The choice of an additive
versus multiplicative subdistribution hazards model is often guided by the scientific question of
interest.
There are a few topics that would be worth considering in future research. The proposed methods
can be extended to more sophisticated case-cohort designs, such as generalized-case cohort design
(Chen, 2001; Cai and Zeng, 2007), a useful study design when events are not rare. Furthermore,
extending the proposed methods, which considered right-censored data, to accommodate interval
censoring is left for future work.
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4.8 Proofs of Theorems
In addition to some of the lemmas given in Chapter 2.5.2, the following lemma will be used
frequently in the theorems.
Lemma 4.1. Under Conditions (a)–(e), as n −→∞,
sup
0≤t≤τ
∥∥Ȳ (t)− ȳ(t)∥∥ P−→ 0, and sup
0≤t≤τ
∥∥Z̄C(t)− z̄(t)∥∥ P−→ 0.







































































































































1 − ∆iI(εi = 1)
)
ωi(t)Yi(t)Zij(t)⊗d, j = 1, . . . , p is of bounded variation on [0, τ ] by
Condition (e). The first part on the right-hand side of (A.4) converges to 0 in probability uniformly












ωi(t)Yi(t)Zi(t)⊗d converges in probability to αE
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uniformly in t ∈ [0, τ ]. Therefore, the second part on the right-hand side of
(A.4) also converges to 0 in probability uniformly in t ∈ [0, τ ]. Combining these results, the first
part on the right-hand side of (A.3) converges to 0 in probability uniformly in t ∈ [0, τ ].
For the second part on the right-hand side of (A.3), Yi(t)Zij(t)⊗d, j = 1, . . . , p is of bounded
variation on [0, τ ] by Condition (e). Further, from Lemma 3.9, we have








and hence, the second part on the right-hand side of (A.3) is dominated by a bounded func-







ω̃i(t)Yi(t)Zi(t)⊗d are shown to converge to the same limit
uniformly and hence (A.1) is fulfilled. Notice that Ȳ (t) P−→ ȳ(t) follows from (A.1) when d = 0.
Therefore, sup
0≤t≤τ
∥∥Z̄C(t)− z̄(t)∥∥ P−→ 0.
100
Proof of Theorem 4.1
To verify consistency of β̂, consider the weighted estimating equation in (4.4) and let U∗C(β) =
n−1UC(β). We can apply Foutz’s (1977) uniqueness and consistency theorem for maximum likelihood
estimators. Specifically, we establish the following four conditions:
(D1) ∂U∗C(β)
/









P−→ Ω uniformly for β in open neighborhood of β0, and
(D4) U∗C(β0)−→0 in probability as n−→∞.

























To verify conditions (D2) and (D3), since 1 − ρi(t) =
(





































































































Note that, by Lemma 4.1, Z̄C(t) converges to z̄(t) uniformly in t ∈ [0, τ ] as n−→∞. Also, ωi(t)
converges to ω̃i(t) uniformly by extending Lemma 3.4. Thus, it can be shown that the first term on
















, d = 0, 1, 2, is of bounded variation on [0, τ ] by Condition (e). Then
























converges to 0 in probability uniformly in t ∈ [0, τ ] by
Lemma 3.2. Thus, the second term on the right-hand side of (A.7) converges in probability to 0















uniformly in t ∈ [0, τ ] and hence the third term on the right-hand side of (A.7) also converges in





















The first term on right-hand side of (A.8) is the average of independently and identically

















and hence conditions (D2) and (D3) are satisfied.



















since ρi(t)dNi(t) = dNi(t). Further, note that dM1i (t) = dNi(t)− Yi(t)
{
λ1·0(t) + βT0 Zi(t)
}
dt; thus,












































































λ1·0(t) + βT0 Zi(t)
}
dt.
The second term on the right-hand side of (A.9) equals to 0. The first term on the right-hand side







































































Similar arguments as in the proof of Lemma 4.1 can be used to show that Z̄F (t) converges to
z̄(t) in probability uniformly in t ∈ [0, τ ]. Thus, the first term on the right-hand side of (A.11) is












ω̃i(t)dM1i (t) (Li et al., 2017).






by Conditions (d) and (e), ω̃i(t)M1i (t) can be written as a sum of monotone processes. It follows
from Proposition A.1 of Kulich and Lin (2004) that W (t) is tight and converges weakly to a











ωj(t)Yj(t) is bounded away from zero, and thus Z̄F (t) is of bounded variation. By similar
arguments, Z̄C(t) is also of bounded variation. Therefore, Z̄F (t) and Z̄C(t) each can be written as
a sum of two monotone function in t. Therefore, it follows from Lemma 3.3 that second term on the
































ω̃i(t)dM1i (t) = op(1).
For the second term on the right-hand side of (A.10), from Lemma 3.9, we have





















































































































ω̃j(t)dM1j (t)I(Xj < u ≤ t)
can be considered as the negative of the average of independent and identically distributed random
processes and thus it is asymptotically equivalent to q1(β0, u), where




















































































































Since Z̄C(t) uniformly converges to z̄(t) by Lemma 4.1, ωi(t) converges to ω̃i(t) by extending Lemma
3.4, and Λ1·0(t) is bounded, then by using similar arguments as for Lemma 3.5, the first term on




















λ1·0(t) + βT0 Zi(t)
}
.




















where φ(t) = E{(1−∆1I(ε1 = 1))Y1(t)}. Therefore with the uniform convergence of Z̄C(t) to z̄(t),































































































Using similar arguments as for Lemma 3.5, the first and the second terms on the right-hand side of































































































































































































and it follows from Lemma 3.1 that n−
1




]⊗2}+ (1− α)α−1E{µi(β0)⊗2}. Consequently U∗C(β0) converges to
0 almost surely uniformly in t ∈ [0, τ ], establishing condition (D4). Therefore, by conditions
(D1)–(D4), β̂ converges to β in probability.






converges in distribution to a zero-mean normal
random vector with covariance matrix Ω−1Σ(β0)Ω−1.
Proof of Theorem 4.2










































































noting that, in the second term of the last equality, we have ρi(u)dNi(u) = dNi(u). By some
algebraic manipulations on the second and third terms of the right-hand side of (A.16) and noting
dM1i (t) = dNi(t)− Yi(t)
{











































































By the consistency property of β̂ (Theorem 4.1) and the uniform convergence of Z̄C(t) to z̄(t) (Lemma
4.1), the first term on the right-hand side of (A.18) converges to 0 in probability uniformly in
t ∈ [0, τ ]. It follows from the uniform strong law of large numbers that n−1
∑n
i=1 ωi(u)dM1i (u)
converges to 0 and, by Lemma 4.1, Ȳ (t) converges to ȳ(t), both convergences are in proba-
bility uniformly in t ∈ [0, τ ]. Thus, by Lemma 3.3, the second term on the right-hand side















, one can can write the third term




























































to 0 (Lemma 3.2), Ȳ (t) to ȳ(t) (Lemma 4.1), where








ωi(t)Yi(t)βT0 Zi(t) to αE{ξ1
(
1 −∆1I(ε1 = 1)
)
ω1(t)Y1(t)βT0 Z1(t)} (using similar arguments as
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for Lemma 3.5), the first term on the right-hand side of (A.19) converges to 0 in probability
uniformly in t ∈ [0, τ ]. Furthermore, since
(




λ1·0(t) + βT0 Zi(t)
]
has













λ1·0(t) + βT0 Zi(t)
]
converges to 0 in probability uniformly in t ∈ [0, τ ] by similar
arguments as for Lemma 3.5. Based on these arguments, the second term on the right-hand side of
(A.19) converges to 0 in probability uniformly in t. Consequently, the third term on the right-hand
side of (A.18) converges to 0 in probability uniformly in t ∈ [0, τ ]. Combining these results, we have{
Λ̂1·0(β̂, t)− Λ1·0(t)
}
converges to 0 in probability uniformly in t ∈ [0, τ ].


































































































































































ω̃i(t)M1i (t) converges weakly to a zero-mean Gaussian process with continuous
sample paths as described in the proof of Theorem 4.1. Therefore, by Lemma 3.3, the first term








ȳ(u) . For the























































































π(s) + op(1) (A.22)





I(Xi < s ≤ u)
ω̃i(u)dM1i (u)
ȳ(u) . The termQ2(β0, t, s) is the negative
of the average of independent and identically distributed random processes and converges to
q2(β0, t, s) in probability uniformly in t ∈ [0, τ ] where







I(Xi < s ≤ u)
ω̃i(u)dM1i (u)
ȳ(u) .




















i (s) + op(1).
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Note that Ȳ (t) uniformly converges to ȳ(t), where ȳ(t) is bounded away from 0, and ωi(t) to ω̃i(t)













































λ1·0(u) + βT0 Zi(u)
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ȳ(u) for i = 1, . . . , n.






converges to a mean-zero Gaussian process with








. Consistent estimators of
W1i(t) and W2i(t), denoted by Ŵ1i(t) Ŵ2i(t), respectively, can be found by straightforward calcula-









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 4.3: Analysis of Sister Study; CpGs: cg17378989 (ERCC1 gene) and
cg13905388 (CDCA4 gene)
Characteristics β̂ S.E. 95% C.I.
For CpG cg17378989
Smoker: Past −0.830 1.292 (−3.362, 1.702)
Smoker: Current −1.294 2.301 (−5.805, 1.216)
BMI: Overweight −0.588 1.654 (−3.829, 2.653)
BMI: Obese 0.599 1.490 (−2.320, 3.519)
HRT −0.249 1.359 (−2.913, 2.415)
Mother BC status 1.569 1.630 (−1.626, 4.765)
CpG: cg17378989 −2.255 0.390 (−3.019, −1.492)
For CpG cg13905388
Smoker: Past −0.786 1.295 (−3.325, 1.753)
Smoker: Current −1.079 2.288 (−5.564, 3.405)
BMI: Overweight −0.543 1.656 (−3.789, 2.703)
BMI: Obese 0.721 1.481 (−2.181, 3.623)
HRT −0.158 1.362 (−2.827, 2.512)
Mother BC status 1.669 1.630 (−1.525, 4.863)
CpG: cg13905388 −2.956 0.519 (−3.974, −1.938)
All values are 10−6 times the original values.
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CHAPTER 5: ASSESSING THE PROPORTIONAL HAZARDS
ASSUMPTION OF FINE-GRAY MODEL IN CASE-COHORT STUDIES
5.1 Introduction
Case-cohort study design has become increasingly popular in epidemiologic studies, disease
prevention trials and clinical research since it was formally introduced by Prentice (1986). The design
has been used as a means of cost reduction approach in large cohort studies, which typically involve
the follow-up of several thousand subjects for many years. The case-cohort study design comprises
a random subcohort of subjects from the original cohort (sampled randomly, irrespective of failure
status) together with all cases, i.e. subjects who failed from the disease under investigation. Since
the subcohort forms a random sample of the original cohort, it can be used to monitor the covariate
information and distribution between the subcohort and original cohort during the follow-up period
(Cologne et al., 2012; Self and Prentice, 1988). Another advantage of the case-cohort design is that,
unlike other designs in which non-failure subjects are selected in case-match form, the randomly
selected subcohort can be used for analyzing multiple disease outcomes or failures that were not
anticipated at the beginning of the study (Sørensen and Andersen, 2000).
Prentice (1986) and Self and Prentice (1988) proposed statistical methods based on the Cox
proportional hazards model (Cox, 1972) for regression modeling in case-cohort studies. In particular,
the estimators of proportional hazards model using data from a case-cohort study were obtained
by approximating the risk sets of the entire cohort involved in the partial likelihood function with
their subcohort counterparts to form a pseudolikelihood function. They also demonstrated that,
compared to the maximum likelihood estimators of the proportional hazards model based on the
entire cohort, the loss of efficiency in maximum pseudolikelihood estimators of the model based on
the case-cohort design is minimal and negligible especially in studies with rare events.
One of the fundamental assumptions in Cox proportional hazards model is the proportionality of
the hazards, i.e., the hazard for an individual is proportional to the hazard for any other individual,
and the ratio of the two hazards is constant over time (Therneau and Grambsch, 2000). In a
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regression type of setting, the proportional hazards model assumes that the effect of a given
covariate does not change over time, consequently each covariate in the model has multiplicative
time-constant effect on the hazard function (Xue et al., 2013).
When the proportionality assumption is violated, the results from the Cox proportional hazards
model may lead to misleading conclusions. For example, Lindholt et al. (2005) used a hospital-based
randomized screening trial to investigate the benefit of screening of older men (65–73 years old)
for abdominal aortic aneurysms. Even though the investigators found that, using Cox model,
mass screening in Danish men aged 65 years and older reduces mortality, they discovered that the
mass screening’s benefit was not uniform over time. They reported, “As the proportional hazards
assumption was not fulfilled, we decided to carry out separate analyses for the periods before and
after 1.5 years after randomisation” (Lindholt et al., 2005, pp. 2). Since failing to satisfy this
key assumption of the proportional hazards can lead to biased estimates, incorrect inferences, and
inaccurate interpretations, it is crucial to check whether the assumption is met before the fitted
model’s statistical inferences and predictions can be relied upon (Harrell and Lee, 1986; Hess, 1995).
In univariate survival analysis for cohort studies with a single type of event, a number of methods
have been proposed for testing the proportional hazards assumption. Some of these assessment
methods are based on residuals, such as Schoenfeld and martingale residuals (Schoenfeld, 1982;
Barlow and Prentice, 1988; Therneau et al., 1990, Lin et al., 1993; Grambsch and Therneau,
1994; Wilson, 2013) whereas other assessment methods used various forms of graphical approaches
(Andersen, 1982; Harrell and Lee, 1986; Gray, 1990; Grambsch and Therneau, 1994; Hess, 1995).
In addition to the graphical approach, Grambsch and Therneau (1994) introduced a regression
approach based on weighted Schoenfeld residuals to assess the proportionality assumption in the Cox
model. That is, by allowing the Cox model to include time-varying coefficients, time-weighted score
tests can be conducted for the consistency of the coefficients over time, and such test is equivalent
to a test of the proportional hazards assumption.
In recent years, Xue et al. (2013) proposed what they called “case-cohort Schoenfeld residuals”
to assess the proportionality assumption of the Cox model in case-cohort studies. They used the
pseudolikelihood function defined by Prentice (1986) to derive the Schoenfeld-type residuals and
implemented correlation tests of these residuals and event time in case-cohort studies to assess the
assumption.
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While the ordinary time-to-event data analysis considers that there is only one possible cause
of failure, large-scale follow-up studies are often subject to competing risks. Competing risks in
a study occur when there are multiple causes of failure and the occurrence of one type of event
prohibits the occurrence of the other types of events (Prentice et al., 1978; Austin et al., 2016). In
the presence of competing risks, two different modeling approaches have been defined: modeling
the cause-specific hazard function and modeling the cumulative incidence function (also called the
subdistribution function) of a competing risk. Even though they complement each other, the two
approaches focus on different aspects investigating covariate effects. That is, the cause-specific
hazard model estimates the effect of covariates on the rate at which the primary event occurs in
subjects who are currently event-free, whereas the subdistribution hazard model estimates the
effect of covariates on the incidence of the primary event after accounting for competing events.
(Bakoyannis and Touloumi, 2012; Latouche et al., 2013).
Considering the competing risks setting in full cohort studies, Zhou et al. (2013) used weighted
Schoenfeld residuals (Grambsch and Therneau, 1994) and introduced a score test to carry out the
proportional hazards assumption test in the proportional subdistribution hazards (PSH) model in
the presence of competing risks.
To our knowledge, no work has been done for testing the proportionality assumption in case-
cohort studies in the presence of competing risks. In this paper we propose residual-based assessment
of the proportional hazards assumption of the Fine and Gray (1999) model for the subdistribution
of a competing risk (referred to as the Fine-Gray model) in case-cohort studies. In Section 5.2 we
propose two residual-based methods, namely, correlation test and regression approach, to assess
proportionality assumption in Fine-Gray model in case-cohort studies. In Section 5.3, we carry
out simulation studies to investigate the proposed methods in finite samples. In Section 5.4, we
implement the proposed methods on a case-cohort dataset from the Sister Study. We give some
concluding remarks in Section 5.5.
5.2 Methods
5.2.1 Data structure
Consider a cohort of n independent subjects and assume that there are K competing event
types. Let T be the potential failure time, C be potential censoring time and Z(t) (0 ≤ t ≤ τ) be a
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p−dimensional vector of possibly time-varying covariate processes where τ <∞ denotes the time
when the follow-up or the study ends, and let ε ∈ (1, . . . ,K) denote the cause of failure. Further,
let X = min(T, C) be the observed time. Consider the entire cohort and the usual right censoring,
we observe X, ∆ = I(T ≤ C), ε, ε∆, and Z(·), where I(·) is the indicator function. Without loss
of generality, let ε = 1 be the event of interest and we assume that C is independent of (T, ε).
Adopting the standard counting-process notation, let Ni(t) = I(Ti ≤ t, εi = 1), which records
the number of events of interest observed on subject i (i = 1, . . . , n) by time t, Yi(t) = I
(
(Xi ≥
t) ∪ ((Ti < t) ∩ (ε > 1))
)
indicates whether subject i is at risk of failing from the cause of interest at
time t. Notice from the definition of Yi(t) that, hypothetically, an individual with ε 6= 1 is ‘at risk’
for failure from the cause of interest until time C, when T < C (Fine and Gray, 1999).
Under the case-cohort study design, suppose we randomly select a subcohort of fixed size
m (where m ≤ n) from the full cohort. Let ξi indicate, by the values 1 versus 0, whether or
not subject i in the original cohort is selected into the subcohort. The covariate history Z(t)
is decomposed into two parts: Z(t) = {ZC(t), ZE(t)} where ZC(t) includes covariates that are
available for all subjects in the entire cohort and ZE(t) includes the expensive covariates which are
available only on subjects who failed from the event of interest (regardless of whether they are in the
selected subcohort) and on all subjects who are included in the subcohort (regardless of their event or
censoring status). The follow-up information are available for all subjects in the entire cohort. Thus
under case-cohort study design, the observable data for subject i is
{
Xi, ∆i, ∆iεi, ξi, ZCi (t), ZEi (t)
}
if ξi = 1 or ∆iεi = 1 and is
{
Xi, ∆i, ∆iεi, ξi, ZCi (t)
}
if ξi = 0 and ∆iεi 6= 1. The proportional
subdistribution hazard function of the event of interest for the failure time T associated with a
p-vector of covariates Z(·) takes the form
λ1(t|Z) = λ1·0(t) exp{βTZ(t)}, (5.1)
where β is a p-vector of regression parameters and λ1·0(t) is unspecified baseline subdistribution
hazard function.
5.2.2 Correlation test based on Schoenfeld-type residuals
Following Schoenfeld’s (1982) definition of partial residuals for the Cox proportional hazards
model, we propose a residual based on the estimating function for PSH model (Fine-Gray model)
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in the presence of competing risks in case-cohort studies. Here, in addition to the subject index
i (i = 1, . . . , n) and covariates index j (j = 1, . . . , p), we introduce k (k = 1, . . . , d) to index failure
times, in the form tk, when the kth subject fails from the event of interest, where d is the total
number of events of interest.
In Chapter 2.5.2, we adopted the use of inverse probability of censoring weighting (IPCW)
approach (Robins and Rotnitzky, 1992) in competing risks setup in case-cohort studies. Specif-
ically, let the censoring random variables be independently distributed with P (C ≥ t) = G(t)
and Ĝ(·) be the Kaplan-Meier estimator of G(·), which can be computed based on {Xi, 1 −
∆i, i = 1, . . . , n}. For subject i at time t, a time-dependent censoring weight, defined as
ωi(t) = I(Ci ≥ Ti ∧ t)
Ĝ(t)
Ĝ(Xi ∧ t)
, was introduced. Further, to accommodate case-cohort data avail-



















was used. Implementing these two weights, the estima-
















where Ŝ(d)C (β, t) = n−1
∑n
i=1 ρi(t)ωi(t)Yi(t)Zi(t)⊗d exp{βTZi(t)}, d = 0, 1.
Following the idea of Schoenfeld’s (1982) partial residual definition for proportional hazards
regression model, we propose a ‘Schoenfeld-type residual,’ for the PSH model with respect to a
covariate for an event of interest at time tk in the case-cohort study. The Schoenfeld-type residual
for the jth covariate for the event of interest at time tk is defined as
rkj = Z(k)j − Z̄j(β, tk), (5.3)






which can be considered as the weighted mean of Zj over the risk set at time tk (Therneau et al.,
1990). Let Ẑj(β̂, tk) be Z̄j(β, tk) evaluated at β̂. Then the Schoenfeld-type residual rkj is estimated
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by r̂kj = Z(k)j − Ẑj(β̂, tk) and hence r̂kj is the difference between the observed value of the jth
covariate at event of interest time tk and its estimated weighted mean over the risk set at time tk.
The Schoenfeld-type residuals can be useful in testing nonproportionality in PSH model for
case-cohort studies. If the proportionality assumption is satisfied, then E(r̂k) = 0 and the plot of
r̂kj versus tk will be centered about 0. Further, the proportionality assumption can be investigated
by calculating the correlation coefficient (and its significance) between r̂kj and a function of tk for
the jth covariate in the model (Harrell and Lee, 1986). The detection of a significant correlation
is considered as the evidence of a violation of the proportionality of the subdistribution hazards
assumption in the Fine-Gray model for the case-cohort data.
5.2.3 Regression approach for nonpropotionality tests: Score test
Another approach for testing proportionality assumption for a covariate is to examine the effect
of the covariate in a model that allows the effect to vary over time. We consider an alternative to
the proportional subdistribution hazards model by introducing time varying coefficients as
λ1(t|Z) = λ1·0(t) exp{β(t)TZ}, (5.4)
where λ1·0(t) is baseline subdistribution hazard function and β(t) is a p-vector of time-varying
regression coefficients defined by β(t) = β +Q(t)θ where β = (β1, . . . , βp)T and θ = (θ1, . . . , θp)T
are unknown p-vector of constants, and Q(t) is a p× p diagonal matrix with Qjj(t) = qj(t), where
qj(t), j = 1, . . . , p is a known function of t. Hence, βj(t) = βj + θjqj(t). Note that we restricted
ourselves to examine whether time-independent covariates Z have time-varying effect. We assess
the proportionality assumption of Fine-Gray model for data from a case-cohort study by testing
H0 : θ = 0, that is, none of the covariates in the model have time-varying effect. For the model in
(5.4) in a case-cohort study with competing risks, following similar approach as in Chapter 2.5.2,
the estimator for (β, θ) is the solution to the following estimating equations:






Zi(u)− ẐC(θ, β, u)
}
ωi(u)dNi(u) = 0,
















C (θ, β, t), and
Ŝ
(d)








for d = 0, 1, 2.
Define the estimating function U(θ, β) = (Uβ, Uθ). Let β̂ be the estimator for β under H0,
i.e. the solution to Uβ(θ0, β̂) = 0 and β̂θ be the solution to Uβ(θ, β̂θ) = 0 for a given value of θ.
Following similar arguments as for Theorem 3.1 (Chapter 2.5.2), β̂θ is a consistent estimator for
β for any given θ. Under H0, n−
1
2U(θ0, β0) converges to a zero-mean Gaussian random vector
which can be shown in similar way as in Section 3.8. Furthermore, under H0, n−
1
2Uθ(θ0, β̂) also
converges to a zero-mean Gaussian random vector with covariance matrix





which is provided in detail in Section 5.5. Therefore, the score test for testing H0 : θ = θ0 = 0 in















= n−1Uθ(θ0, β̂)T Â−1Uθ(θ0, β̂),
(5.6)
where Â is the consistent estimator of A, which can be computed empirically by replacing the
unknown quantities with their observed counterparts. Using the distribution of a quadratic form of
normal random variables property, we can show that T (Q) asymptotically follows a χ2 distribution
with p degrees of freedom (df ).
5.3 Simulation Studies
We conducted numerical investigations to assess the performance of the proposed methods. In
these numerical investigations, we considered only two types of events: an event of interest and a
competing event. Note that considering only two types of events is not a limiting factor. If there
are more than two type of events in a study, one can combine all events other than the event of
interest into one ‘other’ category and consider the cumulative incidence function (CIF) of the event
of interest (Gray, 1988). Data are simulated by specifying the CIF of each type of event implicitly
by following similar methods as Zhou et al. (2013).
We considered a binary Zi following Bernoulli(0.5) distribution with time-varying coefficients,
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β(t) = β1 + θ(t), and a baseline subdistribution hazard λ1·0(t) = γ exp (ϕt) where 0 < γ <∞ and
−∞ < ϕ < 0, following model (5.4). The subdistribution for type 1 event was then given by










We considered three scenarios for data generation, one is under the situation in which proportional
subdistribution hazards assumption holds and the other two scenarios are based on the time varying
coefficients (nonproportional subdistribution hazards). First, we considered θ(t) = 0 and hence
β(t) = β1, that is, the proportionality assumption of the PSH model is fulfilled. Here, the probability






. In the second scenario, we considered
θ(t) = θt so that β(t) = β1 + θt; and, assuming ϕ+ θZ < 0, we have







In the third scenario, we considered θ(t) = θt2 so that β(t) = β1 + θt2; and P (ε = 1|Z) takes two
forms based on the value of Z. If Z = 0, then
P (ε = 1|Z) = 1− exp {γ/ϕ}.
If Z = 1, then, assuming θ < 0,
P (ε = 1|Z) = 1− exp












In all of the three scenarios, the subdistribution for type 2 events was obtained by taking
P (ε = 2|Z) = 1 − P (ε = 1|Z) and using an exponential distribution with rate exp (β2Z) for
P (T < t|ε = 2, Z). Censoring times were generated from Uniform[a, b] distribution by choosing
a and b per desired censoring percentages. Three different degrees of censoring, between 70%
and 92%, were considered under each scenario. We assumed three parameter values for β1, i.e.,
β1 = 0.5, β1 = 0.0, and β1 = −2.0 in each of the three scenarios; and we set β2 = −0.5 in all
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scenarios.
The full cohort size was 4,000 for each simulation setting. Note that a ‘case’ refers a subject who
failed from event 1 and ‘non-case’ refers to a subject who did not fail from event 1 (thus, a non-case
is a subject who has either never failed from any event or who failed from the competing event).
We established three case-cohort samples, based on the case to non-case ratio, in each of the three
scenarios. These case to non-case ratios are 1:1, 1:2, and 1:3, which are achieved by increasing the
size of the random subcohort. This is achieved by increasing the size of the random subcohort. For
example, suppose we have a full cohort of size 4,000 in which 70% of the subjects are censored, 16.4%
experienced the event of interest, and 13.6% experienced the competing event. Therefore, we have
about 4.000× 16.4% = 656 events of interest in the cohort, and the ‘non-case’ percentage of subjects
in the cohort is 83.6%. To achieve a 1:1 cases to non-cases ratio on average, the subcohort size
should be about 656/0.836 ≈ 785, which will include about 656 non-cases and 129 cases. Including
all cases outside of the subcohort, the final case-cohort sample will have 785 + (656− 129) = 1, 312
subjects. Similarly, to achieve 1:2 cases to non-cases ratio, the subcohort size should be about
1, 312/0.836 ≈ 1, 570 and hence the final case-cohort sample will have 1, 570 + (656− 258) = 1, 968
subjects. The subcohort sample sizes in each of the simulation setting, in the three scenarios are
presented in Table 5.1. In the first scenario, 10, 000 samples (for type I error), whereas in the second
and third scenarios, 1, 000 samples (for power), were generated. The probability of rejecting H0 is
estimated by using the empirical proportion of the simulated samples that rejected H0 at 0.05 level
of significance.
Table 5.2 presents the empirical Type I error rates under the null (first simulation scenario) for
the proposed tests under various censoring and case to non-case settings. The empirical Type I
error rates are close to the nominal significance level of 0.05. When the two proposed methods are
compared, the regression approach often results in Type I error rates closer to and less than 0.05
compared to the correlation (or rank correlation) test approach. For the regression test approach,
the sizes of the tests get closer to the nominal level as the subcohort sample sizes increase from 1:1
to 1:3 case to non-case ratios. Furthermore, it can also be observed from Table 5.2 that the Type I
error rates based on rank correlations are found to be similar to the respective results based on the
correlation tests.
Table 5.3 presents the empirical rejection proportions (EPRs) of proposed tests (correlation
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test and regression approach) for proportional assumption under the second and third simulation
scenarios, i.e. θ(t) = θt and θ(t) = θt2, respectively, for three choices of β1 and various censoring
percentages, ranging from 70% to 92%, and three settings of case to non-case ratios. Note that,
alternative to EPRs based on the [Pearson] correlation between the Schoenfeld-type residuals and
failure times, the table also includes EPRs based on the rank correlation between these residuals and
the rank of the failure times. The EPRs from the rank correlations are in general closely comparable
to the respective EPRs from the Pearson correlation. The EPRs are quite high in most of the
situations with declining aspect as the subcohort size decreases. The decline in power with respect
to the subcohort size is more apparent under the third scenario (i.e., the bottom part of Table 5.3).
In both second and third scenarios, it was observed that the EPRs mostly increase across the case
to non-case ratios under the same censoring percentage. This is expected since the sample sizes
increase from 1:1 to 1:3 case to non-case ratios even though the number of events of interest on
which residuals are calculated is the same in the three samples. In both of these scenarios, higher
censoring and smaller number of events of interest resulted in lower powers of the proposed tests,
for rather small subcohort samples. Finally, the correlation test approach is observed to give better
results (i.e., higher EPRs) compared to the regression approach.
5.4 Application to the Sister Study
We applied the proposed methods to the Sister Study. The Sister Study is a long-term prospective
cohort study to identify the environmental and genetic risk factors for breast cancer (Sandler et
al., 2017). The Sister Study, at baseline, recruited more than 50,000 women aged 35–74 years and
had a sister who had been diagnosed with primary breast cancer but had not themselves ever been
diagnosed with ductal carcinoma in situ (DCIS) or invasive breast cancer (IBC). The details of
baseline Sister Study data collection, characteristics of the study participants, and other results
related to the study cohort can be found in Sandler et al. (2017).
We considered a case-cohort dataset from the Sister Study that included 335 non-Hispanic white
women who were diagnosed with breast cancer (263 IBC and 72 DCIS) and a random sample of 620
non-Hispanic white women from a total of 29,026 study participants by June 2007. Blood DNA
methylation signatures were available on the case-cohort sample. Baseline characteristics of the
subcohort sample in comparison with the full cohort of the Sister Study are presented in Table
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3.3 of Section 3.6. We are interested in investigating the association between DNA methylation
signatures, for which CpGs were considered, and IBC in the presence of DCIS as a competing risk.
The three CpGs (and their gene symbols) are cg08287471 (NEK6), cg10237911 (ANKRA2), and
cg22385477 (KM-HN-1) which were identified in a previous study based on the Sister Study (Xu et
al., 2013). We considered the following PSH model:
λ1(t|Z) = λ1·0(t) exp{βX + γTZ}, (5.8)
where X denotes individual CpG (i.e., cg08287471, cg10237911, or cg22385477 ) measured in M-
value, Z is a vector of adjustment variables: smoking status (current smoker, past smoker, or never
smoked), BMI (normal/ underweight, overweight, or obese), ever used hormone replacement therapy
(no or yes), and whether mother diagnosed with breast cancer (no or yes).
It is important to assess whether the proportionality assumption is met in each of these PSH
models. We utilized the proposed methods to carry out this assessment for the three models.
First, in each model, the Schoenfeld-type residuals for each covariate included in the model were
examined graphically. The smoothed scatter plots of these residuals against the failure times in
the three models are given in Figures 5.1–5.3. None of these plots imply noticeable departure from
proportional subdistribution hazards assumption in the models as the plots are roughly constant
(zero slope) over time. Along with the smoothed scatter plots, the correlation and rank correlation
estimates between the residuals of each covariate in the three models and failure times, and the
respective p-values, are presented in Table 5.4. These correlation (and rank correlation) estimates
are all nonsignificant confirming that there is no substantial evidence for nonproportionality for any
of the covariates in the models.
We also implemented the regression approach to investigate whether there is linear departure from
the proportionality assumption. With linear time function, we introduced time-varying regression
coefficients and hence the model in (5.8) becomes
λ1(t|Z) = λ1·0(t) exp{β(t)X + γ(t)TZ}, (5.9)
where β(t) = β + θ1t and γ(t) = γ + θ2t, in which θ2 = (θ2(1), . . . , θ2(6))T is a vector of coefficients
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of size 6. We conducted a global test H0: (θ1,θ2)T = 0 and individual tests H0: θ1 = 0, H0:
θ2(k) = 0, for k = 1, . . . , 6 based on the proposed method in (5.6). The χ2 statistics and respective
p-values are given in Table 5.4. For each of the individual tests, the χ2 statistic is compared to
the χ2 distribution with 1 df whereas for the global test, the χ2 statistic is compared to the χ2
distribution with 7 df (i.e., the number of regression coefficients in the model). None of the p-values
were found to be statistically significant at 0.05 significance level, indicating no evidence of the
violation of the proportionality assumption in the models.
5.5 Concluding Remarks
We have proposed methods to evaluate the proportionality assumption in proportional subdistri-
bution models in case-cohort studies in the presence of competing risks. We extended the use of
Schoenfeld residuals to employ correlation approach, supported by graphical diagnostics, as well
as regression approach to assess nonproportional departure. The Schoenfeld-type residuals were
defined similarly as the partial residuals in ordinary Cox proportional hazards models. Either the
correlation between the Schoenfeld-type residuals and failure times or the plot of the residuals
against failure times describe whether proportionality assumption exists in the model. Practically,
the graphical assessment also demonstrates the nature of proportionality in the model.
The regression approach to assess nonproportionality, which is based on the score test, was
proposed for models in which the nonproportionality in the model is due to time-varying regression
coefficients. This approach is convenient especially when the investigator has some presumptions
regarding the form of the nonproportionality in the model (and hence the predictable processes in
the matrix Q(t) can be prespecified).
The widely used approaches to address nonproportionality in Cox proportional hazards models,
such as allowing the covariates in the model to be of time-dependent, stratifying the covariates, or
adding interactions between the covariates with function of time, can easily be extended to overcome
the nonproportionality detected in the proportional subdistribution models in case-cohort studies in
the presence of competing risks.
5.6 Supplementary Materials
Here, we outline the derivation of the expression of Cov{n−
1
2Uθ(θ0, β̂)} and its estimates in
the test statistic given in (5.6).
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By the results in the proof of Theorem 3.1 in Chapter 2.5.2, we have that n−
1
2 Iθβ(θ0, β∗) and
n−
1
2 Iββ(θ0, β∗) each converges uniformly to a limit, call them Ωθβ and Ωββ, respectively, as long
as β∗ is a consistent estimator for β0.
By the first order Taylor series expansions of n−
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2Uβ(θ0, β̂) and n−
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where β∗ lies on the line segment between β0 and β̂. Consequently, n−
1
2Uθ(θ0, β̂) is asymptotically
normal with covariance matrix





Let Ẑi(β̂, θ̂, t) =
{
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α̂ = m/n. A consistent estimator of A, denoted by Â, is given by
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Table 5.1: Subcohort sizes (approximate) of the case-cohort sampled from the full cohorts (N = 4, 000)
for the PSH models under the three scenarios: (i)β(t) = β1 (i.e., θ = 0), (ii)β(t) = β1 + θt with
θ = −12, and (iii)β(t) = β1 + θt2 with θ = −30. In all scenarios, γ = 1.4 and ϕ = −3.5. Censoring
times were generated from Unif [0.05, b].
Percent Events of Case: Non-case
θ β1 b Censored interest % 1:1 1:2 1:3
0 0.5 0.33 70 21.5 1094 2188 3283
0.16 80 15.0 703 1406 2109
0.08 87 10.2 452 905 1357
0.0 0.33 74 15.5 811 1622 2433
0.16 83 10.8 524 1048 1572
0.08 89 7.5 340 680 1019
−2.0 0.33 80 9.7 428 855 1283
0.16 87 6.6 283 565 848
0.08 92 4.5 187 373 560
−12 0.5 0.47 70 16.4 786 1572 2358
0.26 80 12.6 576 1151 1727
0.09 87 8.9 390 781 1171
0.0 0.47 72 14.0 649 1298 1947
0.26 82 10.4 463 926 1388
0.09 89 7.1 305 610 914
−2.0 0.47 75 10.5 468 936 1403
0.26 85 7.2 311 623 934
0.09 91 4.6 192 383 575
−30 0.5 0.37 70 19.2 952 1905 2857
0.16 80 13.9 644 1287 1931
0.08 87 9.7 430 859 1289
0.0 0.37 73 15.5 731 1462 2193
0.16 83 10.8 485 970 1454
0.08 89 7.5 322 644 966
−2.0 0.37 78 9.8 436 871 1307
0.16 87 6.4 274 547 821
0.08 92 4.3 179 359 538






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 5.4: Tests of the proportionality assumption in three PSH models for invasive breast cancer
in the Sister Study (case-cohort data) based on two approaches: (a) using correlation test, and (b)
regression approach using score test
Characteristics Corr.1 p-value Chi-sq.2 p-value
Model 1
Past Smoker 0.053 0.4001 0.084 0.7725
Current Smoker −0.040 0.5231 0.008 0.9311
BMI: Overweight −0.071 0.2639 0.152 0.6965
BMI: Obese 0.003 0.9660 0.023 0.8793
HRT −0.015 0.8093 0.034 0.8546
Mother with BC −0.018 0.7791 0.007 0.9348
cg08287471 0.048 0.4464 0.080 0.7778
GLOBAL 0.350 0.9998
Model 2
Past Smoker 0.051 0.4228 0.056 0.8130
Current Smoker −0.042 0.5112 0.020 0.8873
BMI: Overweight −0.071 0.2633 0.108 0.7419
BMI: Obese −0.003 0.9639 0.032 0.8582
HRT −0.012 0.8528 0.024 0.8762
Mother with BC −0.016 0.7993 2e-04 0.9883
cg10237911 0.056 0.3800 0.018 0.8922
GLOBAL 0.249 0.9999
Model 3
Past Smoker 0.051 0.4225 0.088 0.7667
Current Smoker −0.042 0.5097 0.009 0.9231
BMI: Overweight −0.072 0.2578 0.202 0.6532
BMI: Obese −0.003 0.9663 0.047 0.8288
HRT −0.011 0.8621 0.010 0.9194
Mother with BC −0.018 0.7711 0.003 0.9539
cg22385477 0.099 0.1178 0.255 0.6135
GLOBAL 0.514 0.9994
1 Correlation coeff. between Schoenfeld-type residuals and failure times
2 Chi-square statistic of the score test
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Plots of Schoenfeld-like residuals
Figure 5.1: Plots of Schoenfeld-type residuals in PSH models for invasive breast cancer in the Sister
Study (CpG: cg08287471/ NEK6)
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Figure 5.2: Plots of Schoenfeld-type residuals in PSH models for invasive breast cancer in the Sister
Study (CpG: cg10237911/ANKRA2)
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Figure 5.3: Plots of Schoenfeld-type residuals in PSH models for invasive breast cancer in the Sister
Study (CpG: cg22385477/ KM-HN-1)
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CHAPTER 6: SUMMARY AND FUTURE CONSIDERATIONS
In this dissertation, we have developed practical and intuitive statistical methods for semipara-
metric proportional and additive hazards modeling of the subdistribution of a competing risk in
case-cohort studies. We also investigated tests to assess the proportionality assumption of the
proportional hazards model for the subdistribution of a competing risk in case-cohort studies.
Since they were introduced by Ross L. Prentice in 1986, case-cohort designs have been widely
used in large cohort studies especially when events are rare. A large number of statistical methods
have been developed for various models with data from case-cohort studies since then. However,
only a very few methods have been developed for competing risks from case-cohort studies.
A competing risk is an event whose occurrence either precludes the occurrence of the primary
event or fundamentally alters the chance of the occurrence of this primary event. Unlike modeling
the cause-specific hazard function of the different event types, which has been done in the past for
case-cohort studies, we dealt with modeling the cumulative incidence function (CIF), also called the
subdistribution, of an event of interest in the presence of competing risks in case-cohort studies.
Modeling CIF enables us to directly assess the effect of a covariate on the marginal probability
function, or the absolute risk, of the primary event.
In Chapter 2.5.2, we proposed estimating equations based on inverse probability weighting (IPW)
methods for parameter estimation in a proportional hazards model for the subdistribution of a
competing risk in case-cohort studies. In addition to the IPW for the censoring, we considered an
appropriate inverse weighting technique to account for the over-representation of cases (i.e., the
event of interest) in the case-cohort sample. Incorporating these weighting techniques, estimating
equations were developed for parameter estimation of the proportional subdistribution hazards
(PSH) model. In Chapter 3.8, we considered additive subdistribution hazards (ASH) model. Using
similar weighting techniques, we constructed appropriate estimating equations for the additive
subdistribution hazards (ASH) model for case-cohort data.
In both PSH and ASH models, empirical processes as well as martingale properties were used
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to establish the asymptotic properties of the estimators of the regression parameters and the
cumulative baseline subdistribution hazard functions. The proposed estimators are consistent and
asymptotically normally distributed. The proposed estimators for the PSH and ASH models reduce,
respectively, to the maximum partial likelihood estimators for the Cox proportional hazards model
and to the Lin-Ying estimators (Lin and Ying, 1994) for the additive hazards model if there were
no competing events and with full cohort. The choice between PSH and ASH models depends on
the scientific question of interest.
Recognizing the importance of assessing the proportionality assumption in the PSH models
in case-cohort studies, in Chapter 4.8, we considered two goodness-of-fit tests of the PSH model
by extending the correlation test (Schoenfeld, 1982) and the inclusion of time-varying regression
coefficients followed by score test (Grambsch and Therneau, 1994; Zhou et al., 2013). While
both proposed methods engage Schoenfeld-type residuals, i.e., weighted residuals adopted to the
estimating functions of the PSH model of competing risks data in case-cohort studies, the second
proposed method is applicable in situations where the nonproportionality is due to time-varying
coefficients in the PSH model. The proposed tests are easily applicable since they require only
Schoenfeld-type residuals along with the estimated regression coefficients and their covariance matrix
from the ordinary PSH model with time-independent coefficients. That is, the tests do not require
estimation under the alternative (i.e., nonproportional subdistribution hazards) model.
Extensive simulation studies were carried out for all of the proposed statistical methods in this
dissertation in order to investigate the behavior of the proposed estimators (in Chapters 2.5.2 and
3.8) and statistical tests (in Chapter 4.8) in finite samples. The simulation results have shown that,
under each of the assumed model, the proposed methods work adequately for practical sample sizes
of case-cohort data. We observed that the power for testing proportional hazards assumption is
positively associated with the event proportion.
There are a number of topics to which the proposed methods in this dissertation can be extended.
First, in this dissertation, for the subcohort sampling, we considered simple random sampling.
Future work could include extending the proposed methods to other sampling schemes such as
stratified sampling (Samuelsen et al. 2007). For cohort studies where the event is not rare, the
corresponding methods for generalized case-cohort sampling (Chen, 2001; Cai and Zeng, 2007),
where cases are also sampled, are worthy of future development.
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Another topic that can be explored in future work is related to interval censoring. Recently,
Mao et al. (2017) and Li (2016) considered semiparametric analysis of competing risks data subject
to interval censoring, mostly in proportional hazards modeling, in cohort studies. Extending the
estimation methods we proposed here to interval censored data from case-cohort studies is worthy
of future investigation.
In this dissertation, we considered using the Schoenfeld-type residuals of PSH model in case-
cohort studies to assess the proportionality assumption of the model. In addition to testing the
validity of the proportionality assumption, it would be important to examine other properties related
to the adequacy of the PSH model, such as the functional forms of each covariate in the model,
assessing leverage or influence of each subject in parameter estimation and the accuracy of the PSH
model in predicting the outcome for a particular subject, as in the standard proportional hazards
model (Lin et al., 1993; Therneau et al., 1990).
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