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Figure 1: Magnetotactic bacteria produce magnetite particles which are used to navigate through the
water column. Different bacteria generate different shapes of magnetite particles which are deposited in the
sediment after the bacteria dies ((a) Hanzlik (1999), (b) Petermann (1994)).
Introduction
Sediments, sedimentary rocks and lava flows act as recording media for changes in the earth’s
magnetic field. Ocean sediments with a high deposition rate are used to study recent reversals
of the earth’s magnetic field. Highly resolved paleomagnetic records from these sediments
give detailed insight into secular variations and excursions of the earth’s magnetic field which
in turn provide information about the geodynamo. Records which date back more than 175
Ma (Dunlop and O¨zdemir 1997) are found in continental sediments, sedimentary rocks or
lava flows. These records serve to reconstruct continental drift or field reversals that occurred
before the mid-Jurassic. Today, the use of magnetic records in reconstructing the earth’s
paleofield or continental drift is an established method in the earth’s sciences.
The magnetic parameter on which paleomagnetic studies are based is the natural rema-
nent magnetization (NRM). The interpretation of NRMs from marine sediments requires a
detailed knowledge of recording mechanisms, magnetization structure and composition of
the magnetic minerals carrying the paleomagnetic signal.
An application of the field of micromagnetics is the investigation of magnetization struc-
ture of grains. The ability of a grain to carry a stable magnetic signal depends on its
magnetization structure which in turn depends on factors like size and shape. Thermally
stable grains with uniform magnetization structure are the most reliable carriers of mag-
netic signals. Therefore, the knowledge of the size range of uniform magnetization structure
is fundamental to the interpretation of NRMs. Micromagnetic calculations have proved to
be an effective tool in investigating magnetization structures (Williams and Dunlop 1989;
Williams and Wright 1998; Fabian et al. 1996; Newell 2000). These studies focused
on rectangular magnetite particles. However, naturally occurring magnetite is usually not
rectangular in shape, euhedral magnetite is octahedral and magnetic grains used by some
bacteria to navigate have a wide variety of shapes, Fig. 1. There are discrepancies between
the rectangular micromagnetic models and experimentally observed behavior which explains
the need for models which take into account the natural shape of magnetic grains.
Magnetotactic bacteria serve as one example for differences in experimentally observed and
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numerically predicted behavior. These bacteria reside in the ocean using chains of mag-
netite magnetosomes (Fig. 1) to navigate through the water column to reach their preferred
oxygen environment. In the northern hemisphere, magnetotactic bacteria swim north and
downwards since they are microaerophilic and wish to avoid aerobic surface water. Their
counterparts in the southern hemisphere swim south and downwards. For optimum naviga-
tion, the magnetic grains inside the bacteria should exhibit a uniform magnetization since
this maximizes magnetic moment per unit mass. Nevertheless, magnetic grains from mag-
netotactic bacteria found in marine sediments are in size beyond the size range of uniform
magnetization predicted by previous micromagnetic calculations for rectangular particles.
Micromagnetic calculations taking into account the natural forms should aid in deciding
whether this discrepancy is a feature of particle shape.
Another important subject in the interpretation of sedimentary records are the phys-
ical mechanisms which influence the formation of a depositional remanent magnetization
(DRM) and stable post-depositional remanent magnetization (PDRM) (Tauxe 1993). In
reconstructing the earth’s paleofield from marine records it is assumed that sediment NRM is
acquired parallel to the external magnetic field and that normalized remanent magnetization
and paleofield are proportional to each other. Thus, each sedimentary factor influencing the
degree of particle alignment alters the magnetic signal and therefore the reconstruction of
the past geomagnetic field.
Sedimentary factors influencing the acquired remanence are usually microscale factors acting
on a geological timescale (ka). This makes it hard to observe such long term factors exper-
imentally. Influencing effects like particle-aggregation in the water column and Brownian
motion have been investigated theoretically by Collinson (1965), Stacey (1972) and Katari
and Bloxham (2001). Shcherbakov and Shcherbakova (1987) provided a continuum theoreti-
cal description of the properties and mechanisms of PDRM acquisition. Other investigations
of PDRM and its influencing mechanisms were mainly based on laboratory sediment redepo-
sition experiments (Kent 1973; Blow and Hamilton 1978; Levi and Banerjee 1990). Here,
numerical models which take into account large assemblages of interacting particles are used
to obtain a basic understanding of some DRM and PDRM influencing factors.
The advantage of numerical sediment models is that they can be used to investigate the
influence of a single process upon remanence acquisition. It is, for example, possible to ob-
serve the influence of particle aggregation on acquired magnetization with no contributions
from other sedimentary processes. Likewise, the influence of particle shape, external field
strength and compaction can be investigated. Once a basic understanding of single processes
is achieved, they can be combined to make a step towards a more realistic model. A model
sediment with a known error in recorded inclination can for instance be used to investigate
the possibility of mistaking erroneous inclinations for non-dipole components of the geomag-
netic field.
In the future, further developed numerical models of DRM and PDRM acquisition could
even be helpful in understanding ’ghost images’ of magnetization reversals as found by Bleil
and von Dobeneck (1999).
The first chapter of this thesis states some magnetic basics behind the processes which
were numerically modelled. The second chapter focusses on micromagnetic calculations
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and a new program for calculating magnetization structures of irregularly shaped particles.
The third chapter deals with DRM and PDRM acquisition processes. The discrete element
method (DEM) is used to investigate the influence of pressure and external magnetic field
strength on PDRM and the influence of van der Waals forces on the sediment fabric. A
further study deals with magnetic particles in a fluid and investigates the relaxation behav-
ior of magnetic particles in a fluid by laboratory experiments in comparison to a numerical
simulation of this process. The fourth paper again makes use of the DEM to investigate
the influences of particle bonds like van der Waals forces on the DRM. In the fourth chap-
ter, the DEM is used to investigate inclination shallowing and its possible implications for
paleomagnetism.
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1 Basic magnetics
Magnetization and remanence
A magnetic field H originating from magnetic material can be quantified using magnetic
dipoles. While a single magnetic dipole is associated with an individual atom, the magne-
tization M of a particle is regarded as the sum of its dipole moments µ averaged over the
particle’s volume. In free space, the magnetic induction B is parallel to H:
B = µ0H (1.1)
where µ0 is the permeability of free space (Wagner 1977).
Magnetic materials which are exposed to a magnetic field acquire a magnetization. In a suf-
ficiently high field, the sample magnetization approaches its saturation magnetization MS.
The field strength required to approximately saturate a sample depends on temperature
and sample material. For magnetite at room temperature, a field of 300 mT is sufficient.
Magnetic materials which retain a magnetization after the field is removed are said to hold
a remanence. The maximum remanence which remains after the sample acquired its sat-
uration magnetization is referred to as saturation remanence Mrs. According to magnetic
properties, a magnetic material can be classified as diamagnetic, paramagnetic, ferromag-
netic, ferrimagnetic or antiferromagnetic and only the last three types are able to hold a
remanence (Gerthsen 1995).
Magnetite and hematite are important examples of magnetic minerals which carry a rema-
nence and as such they can act as carriers of magnetic information within sediments.
Magnetic domains
Large ferromagnetic grains may contain regions
with different directions of magnetization which are
called domains. In a grain with uniform magnetiza-
tion structure, poles inside the grain will cancel out
each other, therefore there will only be a charge distri-
bution at the particle’s surface, Fig. 1.1. Due to repul-
sion between adjacent charges, north and south poles of
atomic moments at the particle’s surface will produce
a magnetostatic energy. Dividing the grain into mag-
netic domains reduces the size of the area with equal
and adjacent poles at the surface. This in turn reduces
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Figure 1.1: Sphere with uniform magne-
tization M. The surface charges are de-
noted by + and −
the magnetostatic energy. However, it also requires energy to set up the domain walls be-
tween regions of different magnetization. Therefore, there is an optimum number of domains
which depends on grain size. Accordingly, there is a size range in which uniform magnetiza-
tion without domain walls is energetically most favorable. Grains within this size range are
called single domain (SD) grains.
The SD size range depends on several factors like shape and saturation magnetization (Butler
1998). Beyond the SD size range, grains start to form domains. Grains with two or more
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(a) uniform magnetization
structure
(b) vortex structure (c) two domain structure
Figure 1.2: Magnetization structure of different particle sizes. (a) represents a structure corresponding to
a uniformly magnetized SD grain. (b) is a vortex structure which is transitional between SD and MD. (c) is
a grain with two magnetic domains.
domains are called multi-domain (MD) grains, Fig. 1.2. Ideal SD grains which change
magnetization by coherent rotation of their atomic moments can be extremely stable carriers
of magnetic remanence. Observations and calculations show that MD grains are less stable
remanence carriers since their domain walls may move during heating or within an external
magnetic field (Hubert and Scha¨fer 1998).
However, there is no sharp boundary between SD and MD particles, Fig. 1.3. Small
MD grains exhibit a mixture of MD and SD like properties. Some of them occur in
a meta-stable SD state and are almost as
stable as SD particles in recording a re-
manence. Particles with magnetic proper-
ties between SD and MD grains are called
pseudo-single domain (PSD) grains. PSD
behavior is important since the most com-
mon magnetic grains size range in natural
samples is PSD. SD grains below a critical
size become super-paramagnetic (SP). An
SP grain cannot carry a stable remanence
as thermal activation frequently reverses its
moment (Hubert and Scha¨fer 1998).
The recording mechanism needed for geo-
magnetic investigations must be stable over
Figure 1.3: Size dependence of magnetization struc-
ture (Fabian and Hubert 1999). In this rock magnetic
qualitative particle size classification with respect to
remanence, the logarithmic length scale ranges from
approximately 1 nm on the left side to 1 mm on the
right side in the case of magnetite. High remanence is
indicated by dark regions and low remanence by light
regions.
geological time scales. Equidimensional magnetite grains with an edge length of 28 nm lose
remanence within less than a minute. In contrast, cubic grains with an edge length of 37 nm
can keep the remanence for more than a billion years (Dunlop and O¨zdemir 1997). Depend-
ing on their shape, the maximum SD size range for magnetite particles lies between 70 nm
and 200 nm.
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2 Micromagnetics
The recording quality of magnetic grains depends on material, size and shape. Paleomagnetic
investigations of marine sediments rely on the proper recording of the paleofield by magnetic
grains. Therefore, sediments with a grain size distribution covering magnetic SD particles are
more suitable for paleomagnetic studies than sediments with a high content of MD particles.
Sediment-magnetic investigations provide information about particle size and mineralogy of
a sample. Still, it is essential to know the size range of SD particles in order to decide whether
the magnetic grains are stable carriers of magnetization or not. Micromagnetic calculations
give insight into the question how large a magnetic particle can be and still remain a stable
carrier of a magnetic signal.
The evidence that there are magnetic grains which are stable in recording magnetic sig-
nals in terms of geological time scales was first provided by the theoretical descriptions of
small magnetic grains by Ne´el (1949). The micromagnetic structure of a grain which gener-
ates a magnetic signal provides information about the stability of the magnetic record. The
magnetic energy of a particle is described by micromagnetic equations which date back to
Brown (1963) who first formulated them following the work of Landau and Lifshitz (1935)
and Kittel (1949). Since the domain structure of a grain corresponds to an energy mini-
mum, this structure can be detected by finding a configuration which yields a minimum in
the micromagnetic equations. In most cases, the micromagnetic equations are not solvable
analytically and a numerical routine has to be applied. The first three-dimensional micro-
magnetic calculations were carried out in the material sciences by Schabes and Bertram
(1988) and in rock magnetism by Williams and Dunlop (1989).
In the study of magnetotactic bacteria as well as in most other geomagnetic applications,
the interest lies in finding the size below which grains are stable carriers of magnetization
and above which the recorded signal becomes less stable. Magnetite is the most important
carrier of paleomagnetic information and occurs in many natural rocks. Therefore, in the
geosciences, micromagnetic calculations usually focus on magnetite grains.
The size boundaries of magnetic grains are also of interest for the recording media indus-
try. In this field, the interest lies more on how small a magnetic particle can get and still be
a stable carrier of magnetic signals since hard disks should have as much memory as possible
and consume as little space as possible.
Micromagnetic energy terms
The free magnetic energy of a particle is the sum of different energy terms, including
anisotropy energy, demagnetizing energy, exchange energy and external field energy. All
these energies vary as functions of the particle’s magnetization structure and which energy
term dominates the other terms is a function of particle size.
The anisotropy energy Ea is caused by the coupling of spins to the particle’s crystal
lattice. Magnetization in a particle points along preferred directions, called the easy axes
of the particle. The energy difference in saturating an unmagnetized sample in a chosen
direction to saturating the same unmagnetized sample in direction of the easy axis is a
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measure for the particle’s anisotropy. In a cubic crystal,
Ea =
∫
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mx, my and mz are the direction cosines of magnetization with respect to the crystal’s cubic
axes, V is the sample volume and K1 and K2 are the temperature dependent cubic anisotropy
constants.
The field Hd due to interactions of all magnetic dipoles of a particle opposes the parallel
alignment of dipoles by aligning them with their own magnetic field. It is the gradient of a
scalar potential,
Hd = −grad φ (2.2)
where
φ(r) =
MS
4pi
[∫
V
−div m(r′)
|r− r′| dV
′ +
∫
S
m(r′) · n(r′)
|r− r′| dS
′
]
. (2.3)
S the surface and n is the outward surface normal. The effect of this field is described by
the demagnetizing energy Ed,
Ed = −1
2
µ0MS
∫
V
m ·Hd dV. (2.4)
The quantum mechanical coupling of spins between neighboring atoms generates the ex-
change energy Ee. It favors a parallel alignment of spins thus acting against the demagne-
tizing energy,
Ee = A
∫
V
(gradm)2 dV. (2.5)
The exchange constant A determines the coupling strength between neighboring spins.
The energy Eh caused by the presence of an external field He aligns spins to the external
field.
Eh = −µ0MS
∫
V
m ·He dV (2.6)
The total magnetic energy Et of the particle as considered here is the sum of these four
energy terms.
Et = Ea + Ed + Ee + Eh (2.7)
Micromagnetic computations
Solving the micromagnetic equations for a minimum will lead to the magnetization and
thus domain structure of the respective particle. The computationally most challenging
energy term is the demagnetizing energy. It requires the calculation of the influence of all
magnetizations upon all other magnetizations within the particle. The first micromagnetic
programs used the demagnetizing energy calculation according to Rhodes and Rowlands
(1954). More recent programs, e.g. Fabian et al. (1996), are based on concepts of Berkov
et al. (1993a) and make use of a Fast Fourier Transform to accelerate the calculation of
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Ed. In calculating the exchange energy, the difficult part is the micromagnetic boundary
conditions which requires that the derivative of m normal to the surface vanishes at the
surface. This can easily be accomplished for rectangular particles but is more difficult to
realize for arbitrarily shaped surfaces. The advantage of the presented new micromagnetic
program over existing programs is that arbitrarily shaped particles can be investigated.
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Three-dimensional micromagnetic calculations for
naturally shaped magnetite: Octahedra and
magnetosomes
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Abstract
A three dimensional micromagnetic algorithm for modelling naturally shaped particles is
presented. It uses a FFT accelerated calculation of the demagnetizing energy. Exchange
energy calculation directly takes into account the micromagnetic boundary condition. A
rectangular grid enclosing the particle is chosen to economically fit the shape. After verify-
ing that the new program reliably reproduces previous calculations, the program is used to
determine room temperature magnetization structures and single domain to vortex transi-
tion sizes. These calculations are performed for octahedral magnetite and magnetosomes of
different elongations. The least energy magnetization structures of octahedral particles are
similar to the flower and vortex states found for cubic particles. The critical size d0 above
which an inhomogeneous magnetization structure has lower energy than the homogeneous
flower state as well as the grain-size dependence of Mrs/Ms closely resemble cubic parti-
cles. However, meta-stable flower states persist up to much larger grain size in octahedral
magnetite. This explains previous observations of large TRM/ARM peaks in hydrothermal
magnetite. In realistic magnetosome geometries, the SD-PSD transition is shifted towards
larger grain sizes as compared to previous estimates based on elongated rectangular grains.
For substantially elongated grains this is a result of the alignment of the particles’ long edge
with the crystallographic easy axis. For more equi-dimensional grains, the rounded ends of
magnetosomes reduce spin deflection at the top and bottom edges. Thereby, the formation
of nucleation centers is effectively inhibited even without additional stabilization by magne-
tostatic interaction within a magnetosome chain.
Keywords: rock magnetism; micromagnetics; magnetosomes
In Press, Earth and Planetary Science Letters
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Introduction
Naturally shaped particles
The interpretation of natural remanent magnetization (NRM) in paleomagnetic studies as
well as the understanding and predicting of the magnetic behavior of natural rocks in envi-
ronmental magnetism requires detailed knowledge of domain state and composition of the
magnetic minerals involved.
Fine grains of magnetite are abundant as natural carriers of paleomagnetic information.
To gain a basic physical understanding of their magnetization structures as a function of grain
size micromagnetic calculations have been increasingly used in the last years (Williams and
Dunlop 1989; Fabian et al. 1996; Williams and Wright 1998; Newell and Merrill 2000).
These studies focussed, however, on rectangular particle shapes for which the demagne-
tizing energy can be calculated fast and efficiently (Berkov et al. 1993b; Fabian et al. 1996;
Wright et al. 1997).
Attempts to model more irregular particle shapes have to cope with several problems.
If the rectangular grid is replaced by an irregular grid, the demagnetizing energy has to be
calculated on this grid either in an inefficient way leading to quadratic increase of compu-
tation time with the number of cells or by using a vector potential approximation which
may not converge to the correct demagnetizing energy value with decreasing cell size. The
latter approach is currently extensively followed in the material sciences especially for mag-
netically hard materials (Schrefl 1999; Fidler and Schrefl 2000). On the other hand, using
a rectangular grid can be inefficient in terms of grid-to-particle volume ratio (Williams and
Wright 1998). It increases the inevitable discretization error and complicates exchange en-
ergy calculation which in advanced models uses many grid cells to approximate the second
derivatives of the magnetization function (Fabian et al. 1996; Wright et al. 1997).
Yet, there is good reason to apply micromagnetic modelling to irregular particle shapes.
Micromagnetic models of cubic or rectangular magnetite particles have steadily advanced
during the last decade. Nevertheless, there are still discrepancies between calculated and
experimentally observed magnetic properties. An especially well documented example is the
existence of bacterial magnetosomes with sizes beyond the maximal single-domain range as
calculated by micromagnetic models of rectangular particles (Petersen et al. 1989; Fabian
et al. 1996).
Since biomineralization of magnetite in magnetotactic bacteria is supposed to be ex-
tremely efficient and since SD particles are optimal remanence carriers, the calculations of
Fabian et al. (1996) either indicate that some magnetosome SD states are stabilized only
by magnetostatic interaction within a magnetosome chain, or that the assumed rectangular
particles do not fit the real situation.
Here it is argued that the difference between observation and micromagnetic modelling in
Fabian et al. (1996) is exclusively due to the difference in shape between naturally occurring
magnetosomes and the modelled rectangular prisms. The here presented calculations for
more realistic magnetosome shapes indicate that single bacterial magnetosomes allow for
meta-stable SD states at much larger grain sizes than the corresponding rectangular particles.
It is therefore proposed that the existence of a meta-stable SD state is a characteristic feature
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of single non-interacting magnetosomes in magnetotactic bacteria.
In addition, particle shape is assumed to be of considerable importance for the so called
pseudo-single domain moment (Stacey 1961; Fabian and Hubert 1999), but its influence on
magnetic properties has not yet been systematically investigated. Specially shaped grains
which have been considered in rock magnetic applications of micromagnetic modelling are a
squeezed octahedron, a cubo-octahedron and an imperfect cube (Williams and Wright 1998)
as well as cross-shaped particles (Tauxe et al. 2002) .
The here presented new code for three-dimensional micromagnetic calculations is used
to determine magnetization structures and critical transition sizes of euhedral magnetite
(octahedral shape). Their equilibrium magnetization states turn out to have essentially the
same grain size dependence of Mrs/Ms as cubic grains. Yet, meta-stable single domain
magnetization structures can exist in a considerably larger grain size region.
Micromagnetic Algorithm
The new program consists of two parts. The first (GRID) constructs a grid representation
of the irregular particle and is used once for each grid resolution and particle shape.
Each grid obtained this way can be used for an arbitrary number of micromagnetic
energy minimizations for varying particle sizes or material constants. These calculations are
performed in the second part, the micromagnetic minimization routine (MMR).
Since some operations of GRID are easier to understand on the basis of the MMR algo-
rithms, these are discussed first.
The micromagnetic minimization routine
MMR is a considerably enhanced version of the three-dimensional micromagnetic algorithm
of Fabian et al. (1996). It minimizes exchange, anisotropy, external field and demagnetizing
energy on a cubic grid. The magnetization within each grid cell is assumed to be constant.
Details of the basic algorithms for anisotropy, exchange and demagnetizing energy are de-
scribed in Fabian et al. (1996). Only those parts which have been adapted to carry out
micromagnetic calculations for irregular convex particles are discussed more explicitly here.
The non-cuboid shape of the particle P is accounted for by weighting the magnetization
mi,j,k of each cubic grid cell Ci,j,k with the volume fraction vi,j,k of the intersection between
grid cell and particle, vi,j,k = vol(P ∩Ci,j,k)/vol(Ci,j,k), and vi,j,k ∈ [0, 1]. Using this notation
and d being the length of a cubic grid cell, the actual volume of the grid cell that is taken
up by the particle is Vi,j,k = vi,j,k d
3. The weighting of the magnetizations explains the need
for calculating the grid cells’ volume fractions.
The next important step where particle shape comes into place is the calculation of the
exchange energy density and its gradient. These calculations involve the evaluation of the
Laplace operator:
Eex = A
∫
(∇m)2dV = −A
∫
m∆m dV. (2.8)
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The second equality uses m2 = 1 which yields −m∆m = (∇m)2. The discrete version
therefore is
Eex = −A
∑
i,j,k
Vi,j,k mi,j,k ∆mi,j,k. (2.9)
With an infinitesimally fine grid, the boundary condition of vanishing normal derivatives at
the particle’s boundary should automatically be fulfilled. This is not necessarily the case
with a coarser grid. In order to meet this boundary condition even with a coarser grid, the
condition ∂m/∂n = 0 at the particle’s surface is artificially enforced during the exchange
energy calculation. Following an idea of A. Hubert (personal communication), the best way
to accomplish this is by reflecting the interior magnetization of cells within a two grid cell
layer at the particle’s surface (Gibbons et al. 2000).
This leads to quadratic approximations across the boundary with vanishing normal derivative
at the boundary.
The required mirror images of magnetizations m∗i,j,k at places (i, j, k) outside the particle are
obtained by reflecting the respective outer cells’ centers at the particle’s boundary into the
inside of the particle. At these inner points (i, j, k)∗, the corresponding magnetizations are
interpolated using the surrounding cells’ magnetizations mi′,j′,k′ :
m∗i,j,k =
∑
ai,j,ki′,j′,k′mi′,j′,k′ . (2.10)
where ai,j,ki′,j′,k′ are the interpolation coefficients. This explains the need for mirror images of
magnetizations as well as volume fractions with regard to the cubic grid. These are the most
time consuming parts of the GRID routine. When only cubic particles are considered, these
calculations do not bear any problem as there are no volume fractions to be calculated.
Since the parameters ai,j,ki′,j′,k′ and Vi,j,k are independent of particle volume (grid size) and
invariant during the micromagnetic energy minimization, these computations have to be
carried out only once for each particle geometry. For each box, the information whether it is
completely inside, partially inside or outside the particle is stored in a file. Volume fraction
as well as interpolation coefficients, if needed, are also written to this file. This GRID output
file is read by the MMR and contains all information to perform the energy minimization.
The calculation of the demagnetizing energy and its gradient uses a highly efficient FFT
routine (Frigo and Johnson 1998) which requires less memory and considerably accelerates
the code in comparison to previously used FFT routines.
Magnetostriction is not taken into consideration because the size of the modelled mag-
netite particles is far below the characteristic length of 5.4 µm (Fabian et al. 1996; Hubert
1988) above which magnetostrictive self-energy starts to dominate the domain structure.
External stress is also not considered here, even though it can easily be included.
MMR allows to choose between several energy minimization methods. Either simulated
annealing can be used to search for globally optimal minima or a much faster conjugate
gradient method may be applied for local minimization (Williams and Dunlop 1989; Fabian
et al. 1996). Alternatively, it is possible to use a modified downhill search algorithm (Berkov
et al. 1993b).
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The GRID routine for convex particle representation
Starting from a geometric description of particle shape in terms of vertex coordinates, the
initial routine (GRID) generates a grid representation of the particle together with the in-
terpolation coefficients and volume fractions as needed by MMR.
GRID starts by producing about 186600 spherical rotations Pi = RiP
′ of the original
particle P ′, where Ri denotes the i-th rotation matrix. For each of them it finds the minimal
enclosing box Bi with edges parallel to the coordinate axes. Among them, it chooses the
optimally rotated particle P = Pi with maximal ratio vol(Pi)/vol(Bi).
From the rotation matrix Ri together with the initial crystallographic coordinate system
of P ′, the anisotropy energy matrix and its gradient can be computed.
In a second step, the vertex representation of the rotated polyhedral particle P is trans-
formed into a representation by linear inequalities, each representing a half space which
contains P and corresponds to one of the polyhedral faces. This transformation relies on
the Quickhull algorithm for convex hull computation and uses the corresponding program
qhull (Barber et al. 1996) which returns a matrix A and a vector b such that x ∈ P is
equivalent to Ax ≤ −b. Using this inequality representation, it is easy to determine for each
grid cell Ci,j,k whether it lies completely inside the particle, completely outside, or whether
it intersects the particle’s boundary.
This is done by checking whether all eight grid cell vertices fulfill the particle inequalities.
For cells at the boundary of P the inequalities are fulfilled by only one to seven vertices.
For these cells Ci,j,k, another algorithm of qhull is used to compute the respective volume
fractions vi,j,k (Barber et al. 1996). This algorithm requires an inner point p ∈ P ∩Ci,j,k as
additional input. GRID tries to locate such a p by successively shifting the vertices of Ci,j,k
within P ∩ Ci,j,k by a minute distance towards the center of Ci,j,k.
In most cases, this method is successful, yet there are extreme configurations where
P ∩ Ci,j,k either contains no vertex of Ci,j,k at all, or no inner point of P ∩ Ci,j,k lies on the
connection of the inner vertex with the center of Ci,j,k. Since such cases occur very rarely and
the respective volume vi,j,k is negligible with respect to the discretization errors of the energy
calculation, further treatment of these special cases has been omitted by setting vi,j,k = 0.
The next version of GRID will first determine all vertices qk, k = 1, . . . , K of P ∩Ci,j,k and
then use the center of gravity p = 1/K
∑
qk as inner point. However, this considerably
increases the computational effort.
In calculating the exchange energy, the boundary condition ∂m/∂n = 0 has to be ac-
counted for. This boundary condition is fulfilled if the outer cells that lie within a distance
of two cells away from the particle’s boundary contain mirror images of the inner magne-
tizations, as sketched in Figure 2.1. Each mirror image is obtained by first reflecting the
cell center of the outer cell at the particle faces into the particle’s interior. Then, trilin-
ear interpolation coefficients with respect to the surrounding boxes are computed. These
interpolation coefficients are used to determine the mirror image in terms of the inner mag-
netizations.
For cells that cannot be reflected easily at a particle’s face, the mirror image is interpolated
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irregular
particle
mirrorcells for
exchange energy
Figure 2.1: The three-dimensional five point approximation of the Laplace-operator (top left) uses the
magnetizations of 12 surrounding cells to estimate the second derivatives in the center (black). The required
virtual magnetizations in outer cells of the particle’s grid representation (light gray) are obtained by interpo-
lating the magnetizations of their mirror images inside the particle. Thereby it is possible to directly include
the condition ∂m/∂n = 0 at the particle boundary into the exchange energy calculation.
from the surrounding cells mirror images.
The program finally returns the rotation matrix for the particle, the optimal dimensions of
the rectangular box, the interpolation coefficients, and the volumes Vi,j,k.
Program Verification
Cubic Particles
Both routines, GRID and MMR, contain newly developed algorithms and all parts from
previous programs are transferred to C++. To test the new program, the SD-PSD transition
of cubic magnetite particles is calculated and compared to literature data (Fabian et al. 1996;
Wright et al. 1997). The calculation uses the same material parameters as these previous
studies: Ms = 4.8 · 105 A/m, K1 = − 1.25 · 104 J/m3 (Fletcher and OReilly 1974) and
A = 1.32 · 10−11 J/m (Moskowitz and Halgedahl 1987; Heider et al. 1988).
To compare SD-PSD transitions of differently shaped particles, all size dependent quan-
tities are evaluated as a function of the spherical diameter d which is the diameter of a
sphere with the same volume as the particle. In Figure 2.2, results obtained from differ-
ent minimization runs for cubic magnetite particles are shown by plotting energy density
versus spherical diameter. The first minimization run starts with cubes of d ≈ 40 nm,
homogeneously magnetized along a cube diagonal which is an easy anisotropy axis. After
minimization, the magnetization structure is a flower-state. Its edge magnetizations slightly
bend outward partially aligning with the intense stray-field produced by the largely homoge-
neous magnetization. Subsequent minimizations in this run stepwise increase particle size d.
The initial state at each minimization is the optimal magnetization state of the previous run.
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Figure 2.2: Energy density of various magnetization structures as a function of spherical diameter for cubic
particles. Each symbol represents a stepwise minimization run which starts at either minimal or maximal
grain size (big symbols) in a prescribed initial magnetization state. At each grain size step the final result
of the previous minimization is used as the new initial model. The first minimization run (black circles)
starts with small particles homogeneously magnetized along a cube diagonal which is an easy anisotropy
axis. The second minimization run (dark diamonds) starts with a double vortex at maximal particle size,
while the third run (light squares) starts again at small particles, but with a vortex initial-state. The grid
resolution of the particle used for these calculations is 153, while the total grid resolution including outer
cells for exchange energy calculation is 193. Inside the light shaded region, only vortex states occurred as
final magnetization structures.
This process gradually yields the sequence of black circles in Figure 2.2. The most prominent
feature of this graph is the discontinuity at d ≈ 160 nm. At this point, the minimum energy
drops from 38 to 15 kJ/m3 marking a spontaneous change of magnetization structure from a
nearly homogeneous flower-state into a non-homogenous vortex state of considerably lower
energy.
A second minimization run starting with a vortex initial-state at d ≈ 40 nm shows that
this state for small d is energetically less favorable than the flower state (light squares in
Figure 2.2). However, above a critical diameter of d0 ≈ 87 nm, the vortex state requires
less energy than the flower state. This result coincides with an equivalent previous study
(Fabian et al. 1996) where the critical edge length obtained is 68 nm, corresponding to
a critical diameter of d0 ≈ 84 nm. In Muxworthy et al. (2003) a critical edge length of
64 nm is reported, amounting to d0 ≈ 79 nm. The position of the discontinuity in the first
graph (solid circles in Fig. 2.2) approximately indicates the grain size at which the flower
state ceases to be a local energy minimum. An exact determination of this position requires
the calculation of the energy barrier between flower and vortex state. Although there are
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methods to reliably estimate this barrier (Winklhofer et al. 1997; Muxworthy et al. 2003),
the upper stability limit has not yet been determined. Our result of d ≈ 160 nm is in
between the values of Muxworthy et al. (2003) (d ≈ 119 nm) and Fabian et al. (1996)
(d ≈ 174 nm). These estimates, however, depend on details of the minimization routine
used. Routines which are able to overcome minor energy barriers lead to smaller transition
sizes than routines which exclude this possibility.
The same difficulties apply to the question whether double vortex states are meta-stable
or unstable (Muxworthy et al. 2003). In our calculations, starting with initial flower states,
the minimized magnetization structure changes from a flower state directly into a vortex state
between 161 nm and 174 nm. However, this change occurs only if either the computational
accuracy is restricted to single-precision or if the conjugate gradient minimization is restarted
twice in each minimization. In both cases, the algorithm is able to step over tiny energy
barriers, which either are artificially produced by the discrete model, or otherwise are related
to real physical barriers. Therefore, the currently available data do not allow to exactly
delimit the region of stability of double vortex states.
A third minimization run (diamonds in Fig. 2.2) starts at large particle sizes of
d ≈ 500 nm with an initial double vortex state. Here, a stepwise decrease of d indi-
cates that the double vortex remains a meta-stable energy minimum down to d ≈ 300 nm.
Below this point, it collapses into the energetically favorable vortex state. This result does
not prove that the double vortex state is a local energy minimum for cubic magnetite above
d ≈ 300 nm. It does compare well though with the more rigorous finding that in uniaxial
cubic particles, double vortex states in a small range of material parameters even occur as
absolute energy minima (Rave et al. 1998).
Applying the new algorithm to cubic particles, the bi-logarithmic plot of Mrs/Ms as a
function of d yields a straight line with slope -3.06. The slope for synthetically grown mag-
netite crystals of approximately -0.6 (Dunlop 1995) is considerably different. This might
partly be due to residual stress present even in ideally grown crystals. Another reason could
be the shape irregularity which according to Fabian and Hubert (1999) tends to increase the
residual remanence.
Results for Octahedral Magnetite and Magnetosomes
Having tested the new routines reliability, the following subsections present transition sizes
and characteristic magnetization structures calculated for special natural particle shapes.
The first subsection deals with magnetite octahedra at room temperature (Fig. 2.3a), the sec-
ond with different elongations of an exemplary realistic magnetosome geometry (Fig. 2.3b).
In both cases, the modelled anisotropy energy agrees with the natural crystallographic sys-
tem in relation to particle geometry as shown in Figures 2.3a and 2.3b.
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Figure 2.3: (a) Crystallographic orientation of a natural magnetite octahedron. (b) Crystal morphology
of a typical magnetosome as inferred from electron microscopic images (Mann 1985). Different elongations
are modelled by changing the length along the [111]-direction.
Octahedral Particles
The investigation of magnetite octahedra is of special interest in rock magnetism since eu-
hedral magnetite assumes this shape. Different argumentations can be put forward as to
whether shape effects in this case increase the SD-PSD transition size or influence the slope
of Mrs/Ms as a function of d. On one hand, a homogeneously magnetized octahedron has
the same demagnetizing tensor N as a sphere or a cube, which indicates that the SD-PSD
transition size should be comparable. On the other hand, in uniaxial octahedra containing
a single domain wall, the non-cuboid shape should strongly influence the size dependence
of Mrs/Ms. To test these presumptions, we used our program to determine the optimal
magnetization states of octahedral magnetite particles.
As in the case of cubic particles, we started the first minimization run with an initial
state of homogeneous magnetization along an easy anisotropy axis. This evolved into a
flower state which in turn was used as the initial state for the next minimization at slightly
increased d. Repeating this procedure led to the plot of energy density versus spherical
diameter indicated by black circles in Figure 2.5. Above the critical diameter d0 ≈ 88 nm,
the octahedral vortex state requires less energy than the flower state. This nearly perfectly
coincides with the corresponding value for cubic particles, although the energy density of
octahedral flower states is about 10% lower than the energy density in cubic flower states
of the same volume (Figure 2.2). This difference is mainly due to exchange energy. The
comparison of exchange and demagnetizing energy density in Figure 2.4 indicates that flower
states in small cubic grains require more small scale spin deflections and accordingly more
exchange energy than flower states in octahedral grains of the same size. The latter show
strong bending only in the vicinity of the octahedron vertices. Anisotropy energy is not
important in both particle geometries.
The total energy of the flower state in octahedra is lower than in cubic particles of the
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Figure 2.4: Exchange (circles) and demagnetizing (triangles) energy densities as a function of spherical
diameter for octahedral (solid symbols) and cubic (open symbols) particles. While above a diameter of 70 nm
the flower state requires less exchange energy in octahedral than in cubic particles, the situation is opposite
for the vortex state beyond 330 nm. Note the different energy scales.
same volume. Even though this provides no dependable information about the energy barrier
between flower and vortex states, it still is probably related to the observed substantial
enlargement of the region where a meta-stable flower state persists. Only above a spherical
diameter of 320 nm the flower state becomes unstable and, by itself, switches into a vortex
state (Figure 2.5).
An important implication of the high stability of meta-stable flower states in octahedral
magnetite concerns a pronounced peak in TRM/ARM. This peak was experimentally found
by Dunlop and Argyle (1997) for PSD magnetite with sizes below about 500 nm. It is
much higher than explicable by classical theories of TRM and ARM (Stacey and Banerjee
1974; Shcherbakov and Shcherbakova 1977). Micromagnetic calculations for rectangular
magnetite particles reveal that in the peak grain size region, the same particle can support
two extremely different meta-stable magnetization states: a high remanence flower state and
a low remanence vortex state. The TRM/ARM anomaly in this grain size region therefore
appears to be connected to a systematic difference in magnetization states carrying the
remanence. High TRM in the peak region can be attributed to high temperature SD states
which evolve during the cooling process into a meta-stable flower state with remanence MF .
On the other hand, ARM acquisition more effectively forces the particle into a low energy
vortex magnetization state with dramatically lower remanence MV (Fabian 1998). As shown
on the left in Figure 2.6, remanence ratios MF /MV between meta-stable states obtained by
minimizing initial flower or vortex states in rectangular particles can in principle reproduce
the TRM/ARM anomaly.
However, it is astonishing that synthetic hydrothermally grown particles display a more
pronounced TRM/ARM anomaly than crushed particles (Dunlop and Argyle 1997), whereas
the rectangular micromagnetic models show highest peaks in MF /MV for elongated particles
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Figure 2.5: Total micromagnetic energy density as a function of grain size for octahedral magnetite. Grain
size is defined as the diameter D = (6V/pi)1/3 of a sphere with the same volume V . The first minimization
run starts with small particles in SD-state with magnetization pointing along the particle’s easy axis. The
second minimization run starts with big particles in a double vortex state, proceeding to smaller particles.
The third minimization run again starts with big particles but in a vortex state. The resolution of the
particle grid is 16× 15× 16, while the resolution of the numerical grid is 20× 19× 20.
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Figure 2.6: Ratio of TRM/ARM in synthetic samples as compared to MF /MV obtained from micromag-
netic calculations of either rectangular particles with different width-to-length ratios q (left), or octahedral
particles (right). Experimental results are plotted after Dunlop and Argyle (1997) using data from Dunlop
and West (1969),Dunlop (1973) and Levi and Merrill (1978). Micromagnetic results for rectangular data are
taken from Fabian (1998).
(Fig. 2.6). Our calculations for octahedral magnetite lead to an unexpected explanation of
this observation. The ratio of MF /MV in octahedral particles can assume values up to ≈ 100
(Fig. 2.6), which is considerably larger than any value found for rectangular grains. This
high ratio results from two effects: The extreme grain size range where meta-stable flower
states persist and the efficient reduction of remanence in the octahedral vortex.
The region where the flower state is the absolute energy minimum is about the same
for octahedral and cubic magnetite particles (Fig. 2.5). This is contrary to the much more
extended region of meta-stable flower states in octahedra. Still, it supports the above stated
intuitive argument that cube, sphere and octahedron should have comparable SD-PSD transi-
tion sizes. Also, the bilogarithmic representation of Mrs/Ms as function of spherical diameter
yields a straight line with about the same slope as obtained for cubic particles.
Elongated Particles and Magnetosomes
After the discovery of magnetotactic bacteria by Blakemore (1975), many different species
of this type have been found in marine, lacustrine and soil environments (Blakemore 1982;
Petersen et al. 1986; Vali et al. 1987; Petersen et al. 1989; Fassbinder et al. 1990; Petermann
and Bleil 1993). Identifiable relics of magnetosome chains have been detected in many
sedimentary rocks. A current discussion centers around the question of biogenic origin of
magnetite minerals found in the martian meteorite ALH84001 (Thomas-Keprta et al. 2000).
There is convincing evidence that bacterial magnetite particle chains are efficiently pro-
duced to optimize magnetic moment and coercivity. Their use for magnetotaxis requires an
often substantial chain moment to produce a magnetic torque which counteracts the viscous
drag of the bacterial body and keeps it aligned with the external field (Hanzlik et al. 1996).
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If several chains are present, they may also act as a magnetic skeleton which stabilizes the
bacterial shape (Hanzlik et al. 1996). The optimality request holds best if the magneto-
somes adopt an – at least meta-stable – SD state inside the chain. Tests of this assumption
commonly use the stability diagram of Butler and Banerjee (1975), which is based on a
one-dimensional domain wall model for finite grains (Amar 1958). A refined version of this
diagram has been obtained using a numerical three-dimensional micromagnetic model for
rectangular magnetite particles (Fabian et al. 1996). The left panel of Figure 2.7 shows the
results of these computations in comparison with aspect ratios of microscopically observed
magnetosomes. Apparently, a fraction of the bacterial magnetosomes lies outside the region
where the SD state is meta-stable. According to the model calculations, it would assume a
vortex magnetization state if not otherwise stabilized. Indeed inhomogeneous magnetization
structures have been observed in artificial magnetization states of large magnetosomes (Mc-
Cartney et al. 2001). Additional stabilization arises by magnetostatic interaction within the
magnetosome chain. The corresponding interaction field depends critically on relative posi-
tion and spacing between the magnetosomes. Both parameters change with movement and
growth of the bacteria which also may impose considerable bending of the chain (Shcherbakov
et al. 1997). During cell division this interaction can even break down completely which
would then lead to irreversible demagnetization if the SD structure is intrinsically unstable
within the non-interacting magnetosome. We therefore hypothesize that also magnetosomes
within chains do support a meta-stable SD state without magnetostatic stabilization. This
implies that the characteristic magnetosome shape and the corresponding orientation of the
cubic anisotropy axes should significantly stabilize the SD state in large magnetosomes. We
tested this assumption by modelling a particle geometry which is typical for magnetosomes
(Mann 1985).
The general shape and orientation of the cubic anisotropy axes used in our modelling is
sketched in Figure 2.3b. Particle length l varies along the central [111]-axis and the definition
of the width-to-length ratio q is extended to non-rectangular shapes by setting q =
√
V/l3,
which for rectangular particles of size w × w × l correctly yields w/l.
The energetically optimal PSD-states of magnetosomes at larger grain sizes depend on
the value of q. For a magnetosome with q = 1, a vortex in the xz-plane of Figure 2.3b requires
less energy than a vortex in the xy-plane. In contrast, in magnetosomes with q = 0.9, 0.8, 0.7
vortexes in the yz-plane are minimal energy states. At q = 0.6, 0.5, 0.4 again the vortex
in the xy-plane is the optimal energy state. The model calculations started out from these
respective lowest energy configurations as initial state. The particle sizes were large in the
beginning, then stepwise decreased using the previous final solution as initial state for the
next step. The results of these calculations are plotted in the right panel of Figure 2.7.
The magnetosome particle diameter dmin0 above which a vortex is the lowest energy state
steadily decreases from dmin0 ≈ 200 nm at q = 0.4 to dmin0 ≈ 95 nm at q = 1. On the other
hand, the apparent upper stability limit dmax0 of the flower state is not monotonous and has
a minimum between q = 0.8 and q = 0.9. However, a thermodynamically correct calculation
of dmax0 requires the determination of the energy barrier between flower and vortex state,
which is beyond the possibilities of our current algorithm. Therefore, our estimates of dmax0
cannot prove the physical reality of the observed minimum between q = 0.8 and q = 0.9.
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Figure 2.7: Regions of stability and meta-stability of the SD state for rectangular particles (left) or
characteristic magnetosomes (right). Displayed is the SD-PDS transition as a function of width over length of
the respective particles. The shaded area delineates microscopically observed magnetosome shapes (Petersen
et al. 1989). The dashed area corresponds to the micromagnetically calculated region where flower states are
meta-stable. Above this area the SD state is unstable and cannot persist. See text for further explanation.
Yet, the reliably determined local maximum of dmin0 near q = 0.6 observed for rectangular
particles in Figure 2.7 (left) shows that a change of stable magnetization configurations with
elongation also affects the critical diameters. The observation, that the optimal vortex state
in magnetosomes with q = 0.9, 0.8, 0.7 is different from the ones with higher or lower q thus
might well be related to the minimum of dmax0 .
The most important outcome of the magnetosome calculations (Fig. 2.7,right) is the con-
firmation that both types of SD-PSD transitions for magnetosomes occur at larger particle
sizes than for elongated cubic particles. The reason for this increased stability of magne-
tosomes is twofold. First, the easy crystallographic [111]-axis is aligned with the particle
elongation which leads to a cooperation of demagnetizing energy and crystal anisotropy.
However, this anisotropy effect only accounts for stabilization of elongated particles,. The
increase in dmin0 and d
max
0 , though, is especially observed at and near q = 1. We attribute
this additional stabilization to a geometrical effect. The more rounded shape of the equidi-
mensional magnetosome inhibits strong outward bending of the magnetization at top and
bottom edges which is very pronounced in cubic particles. There, it leads to the so-called
flower states (Williams and Dunlop 1989). In perfectly elliptical particles, this outward
bending is completely suppressed leading to the well-known Brown paradox: in elliptical
particles, no nucleation mode is possible and the homogenous SD state persists as a meta-
stable state up to arbitrary large grain sizes. The magnetosome shapes studied here are
intermediate between rectangular and elliptical shape. In comparison to cubic shapes, nu-
cleation of magnetization swirls is therefore more difficult and occurs at larger particle sizes.
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Figure 2.8: Magnetization structure of a stable vortex state inside a modelled magnetite magnetosome
of 200 nm length and width-to-length ratio q = 0.7. The horizontal xy-slice in a) displays the vortex
magnetization structure ranging from top to bottom of the magnetosome. The vortex center is aligned with
an easy [111]-direction. Panels b) and c) show different views of the three dimensional anisotropy energy
density inside the particle (compare Fig. 2.3b). Dark shading indicates high anisotropy energy. The three
high anisotropy tubes ranging from top to bottom of the magnetosome contain information about size and
structure of the central vortex. The decreasing distance of the tubes near top and bottom faces reflect a
constriction of the vortex.
Spatial structure of the vortex state in magnetosomes
Visualization of complex magnetization structures in irregularly shaped particles is one of
the main obstacles when analyzing and interpreting the results of our three-dimensional
models. In order to overcome this problem, we apply an interactive software platform de-
signed for visualizing the results from medical tomographies (ILAB 4 by MeVis, Center for
Medical Diagnostic Systems and Visualization, Bremen, Germany) (Hahn et al. 2003). A
specially adapted version of this program allows to display magnetization vectors or local
energy densities in space or across arbitrary two-dimensional sections. Here, we report on
the somewhat surprising distribution of anisotropy energy within the vortex state of a mag-
netosome (Fig. 2.8b and c). The general structure of this vortex can easily be derived from
cross-sections perpendicular to the long [111]-axis of the magnetosome. The typical appear-
ance is that of the central slide shown in Figure 2.8a. It consists of a single magnetization
swirl, the center of which roughly corresponds to the [111] symmetry axis of the particle. In
vortex states of rectangular particles, the swirl diameter has been observed to systematically
vary throughout the grain while the swirl center may follow a curved line (Fabian 1998).
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Figure 2.9: Maxima of anisotropy energy density. According to its crystal morphology, the long axis of the
magnetosome is aligned with the cubic room diagonal. There are three crystallographic easy axes and three
crystallographic hard axes.
To investigate the presence of similar effects in irregularly shaped grains, we observe the
variation of local anisotropy energy density within a vortex state of a magnetosome. Fig-
ure 2.8c shows that the maxima of anisotropy energy density form three tube-like structures
ranging from top to bottom. The presence of these tubes reflects the threefold symmetry of
the hard 〈100〉-directions with respect to the central [111]-axis. A vortex structure is almost
rotationally symmetric in each plane perpendicular to its center. As sketched in Figure 2.9,
at a certain distance r from the center the magnetization vector therefore rotates around the
center, eventually pointing along any direction on a cone, the opening of which depends on
r. Since the hard 〈100〉-directions enclose an angle of 54.7◦ with the central [111]-axis, there
is a certain distance r0 at which exactly this angle occurs and the anisotropy energy becomes
three times maximal during a full rotation. This analysis allows to interpret distance and
direction of the three high-anisotropy tubes in Figure 2.8b and 2.8c in terms of width and
orientation of the magnetization swirl. Thus, Figure 2.8 reveals that although the general
structure of the swirl is nearly constant, there is a decrease of swirl diameter and also a
slight distortion of the vortex orientation towards the particle surface. These effects are
hardly visible in direct images of the three-dimensional magnetization structure.
Conclusions
A new micromagnetic algorithm is used to calculate stable and meta-stable magnetization
structures of small naturally shaped particles in dependence of grain size. The results for
octahedral magnetite indicate that the transition size from SD to vortex states is about the
same as previously found for cubic particles. However, meta-stable SD particles can exist
at larger grain sizes which implies that typical PSD effects like the peak in TRM /ARM
ratio observed by Dunlop and Argyle (1997) can occur up to grain sizes of 300 nm even
in equi-dimensional particles. For magnetosomes, the results obtained deviate considerably
from previous estimates based on rectangular particles and show that all naturally occuring
magnetosomes can sustain an - at least - meta-stable SD state. Additional support by pos-
itive interaction within a magnetosome chain is therefore not essential for the existence of
the SD state. This result again confirms the efficiency of biomineralization in magnetotactic
bacteria and gives tight constraints on the geometry of biogenic magnetite from magneto-
tactic bacteria.
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3 DRM and PDRM acquisition
Depositional and post-depositional remanent magnetization
The acronym DRM is usually defined as ‘detrital remanent magnetization’ which in some
textbooks includes depositional remanent magnetization and post-depositional remanent
magnetization, whilst in others it is used as a synonym for ‘depositional remanent magneti-
zation’. Here, factors influencing depositional remanent magnetization and post-depositional
remanent magnetization will be investigated separately and should be distinguished. There-
fore, in the following, the acronym DRM will be used for the ‘depositional’ part of the
remanence.
Theoretical models of Collinson (1965) and Stacey (1972) predict that magnetic grains set-
tling through the water column only need a few centimeters to obtain maximal DRM inten-
sity. During natural sedimentation processes, not all magnetic grains are aligned perfectly
with the field. Turbulent Water, water currents or particle aggregation might disturb this
alignment. Moreover, elongated grains tend to sink with their long axis perpendicular to the
axis of descent, thus biasing the recorded magnetization. At the sediment-water interface,
magnetic and non-magnetic grains settle in the porous space of the sediment. When magnetic
grains are deposited but not yet consolidated, the DRM is not fixed. Bioturbation or me-
chanical slumping can still alter direction and intensity of the magnetization. Nevertheless,
the first few centimeters of the sediment column often display a uniform magnetization thus
indicating that a mechanism of post-depositional remanent magnetization (PDRM) acquisi-
tion is acting (Irving and Major 1964). After deposition, the sediment experiences chemical
alteration, compaction due to the overburden of later sediments, and dewatering. All these
processes fix parts of the sediment’s magnetization. Still, fractions of this magnetization in
compacted sediments may later be altered by post-depositional processes. Bioturbation and
even compaction itself can set magnetic particles free, thus allowing them to improve their
alignment with the external magnetic field (Otofuji and Sasajima 1981a). When the water
content falls below a certain threshold and physical contact prevents the magnetic particles
from moving and aligning with the external field, the PDRM is said to be ‘locked-in’.
Processes which influence DRM and PDRM
Magnetic grains exposed to a magnetic field ex-
perience a torque which tries to align them with the
field. This aligning field can be of external origin or
an interaction field generated by surrounding mag-
netic particles. Magnetic dipole interaction tends to
align magnetic particles antiparallel to each other,
Fig. 3.1. Since the magnetic field strength of the
interaction field decreases with the cube of the par-
ticles’ distance, magnetic particle interaction only
plays a role in sediment slurries with high concentra-
tions of magnetic particles. The external magnetic
field usually has a larger influence on the magnetic
Figure 3.1: Magnetic field of a dipole. Par-
allel alignment of dipoles is possible as long
as the interacting particle form chains. Due
to the magnetic field of the dipole, anti-
parallel alignment can take place not only on a
straight line but in a plane. This explains why
a dipolar field due favors anti-parallel align-
ment of particles.
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particle alignment.
In the water column, viscous drag or turbulence sometimes oppose rotation caused by the
magnetic torque and after deposition, friction obstructs the particles’ aligning to the field.
Even in the pore space of the sediment, randomizing processes like Brownian motion act
against the alignment of particles.
When particles are close to each other, short range electrostatic forces become important and
influence their aggregation. The strength of these van der Waals forces depends on particle
size as well as particle separation and material.
Like DRM acquisition, PDRM acquisition is also influenced by particle shape. At the
sediment-water interface, particle shape influences the settling process in the pore space.
During compaction due to sedimentation, elongated particles are more easily rotated than
spherical particles. It is not always possible to distinguish between DRM and PDRM influ-
encing processes. Many processes that influence the DRM can also act in the pore space of
the sediment thus affecting the PDRM.
Numerical models
Here, numerical models are applied in order to im-
prove our understanding of processes controlling DRM
and PDRM. These models are used to independently
investigate the importance of different remanence con-
trolling factors. The first article in this section applies
a discrete element method (DEM) to study the influ-
ence of particle shape, external field strength and com-
paction on the level of acquired magnetization. Addi-
tionally, the DEM model is used to assess the influence
of van der Waals forces upon sediment structure. The
second article considers the effect of particle-particle
interaction and Brownian motion upon DRM acqui-
sition based on experimental and numerical data. A
third and fourth manuscript again use the DEM model
to assess the influence of van der Waals forces upon
DRM acquisition and to estimate the effect of inclina-
tion shallowing on the interpretation of paleomagnetic
data.
Discrete element modelling provides the opportu-
nity of modelling large physically interacting particle
assemblages. This makes it a powerful tool for mod-
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Figure 3.2: The influence of particle ag-
gregation in the water column due to van
der Waals forces is investigated using the
DEM. On the left, the sediment settles
without van der Waals forces. On the
right, van der Waals forces lead to particle
aggregation in the water column.
elling magnetic particle alignment in sediments.
While modelling translational and rotational motion of a non-interacting particle assembly
is a simple task, an interacting assemblage is far more difficult to handle. A commercial two
dimensional DEM is employed to provide a numerical description of an interacting model
granulate material subject to a variety of different forces. The model material’s history is
calculated in an iterative manner, resolving forces and torques for each time step based on
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Newton’s second law of motion and the force-displacement law. From forces and torques
at the current time step, new positions, velocities and accelerations are determined for the
subsequent time step. Fig. 3.2 demonstrates the influence of particle aggregation on the
sediment fabric as resulting from DEM calculations.
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Abstract
The physical microscale processes by which sediments acquire a post-depositional remanent
magnetization (PDRM) defy direct observational investigation and are therefore still poorly
understood. We present a series of two-dimensional numerical models based on the discrete
element method which are used to investigate the influence of magnetic particle shape,
compaction and van der Waals forces upon post-depositional remanence acquisition. The
initial models simulate the exposure of spherical and elongated magnetic particles to an
external field at varying depths in a sediment column. It is found that spherical particles
located just below the sediment-water interface are able to rotate into close alignment with
the external magnetic field, whilst the orientation of elongated particles is physically locked
by the sediment matrix. At increased overlying pressures, corresponding to greater sediment
depths, grain shape loses its influence and the orientation of spherical particles becomes
locked. For grain sizes typical of those found in ocean sediments, van der Waals forces
produce particle flocs in the water column and highly porous structures below the sediment-
water interface. The production of such an open sediment fabric indicates that van der
Waals forces play an important role in the formation of voids in which magnetic particles
can rotate freely. Finally, it is found that the effect of rotational Brownian motion on the
efficiency of magnetic grain alignment with the ambient geomagnetic conditions is negligible
except under extremely weak field conditions.
Keywords: rock magnetism; micromagnetics; magnetosomes
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Introduction
Marine sediments continuously record directional and intensity changes in the earth’s mag-
netic field and their use in the reconstruction of the paleofield is a well established method
in the Earth sciences. The physical mechanisms by which sediments form a remanence is
still under debate (Tauxe 1993). Previous studies have demonstrated that a stable palaeo-
magnetic signal is acquired below rather than at the sediment-water interface. Tauxe et al.
(1996) concluded that a stable natural remanent magnetization (NRM) is formed within the
first few centimeters of the sediment. Greater signal lock-in depths have been reported fre-
quently, (e.g. deMenocal et al. (1990); Bleil and von Dobeneck (1999); Channel and Guyodo
(2004)) and it is apparent that the depth and width of the lock-in zone is a site-dependent
property. Such a delay in remanence acquisition is understandable because the upper lay-
ers of marine sediments are highly porous and unconsolidated, thus allowing the rotation
of deposited magnetic particles into alignment with the Earth’s magnetic field. Recently,
Katari and Bloxham (2001) theoretically investigated the influence of particle aggregation
in the water column upon the formation of NRM. The work of Katari and Bloxham (2001)
raises the hypothesis that flocculation by van der Waals forces plays an important role in
controlling palaeomagnetic signal intensity even before sediment particles are deposited.
The environmentally controlled vertical distribution of PDRM relevant physical processes is
also of interest in the context of relative paleointensity studies. Each sedimentary factor in-
fluencing the degree of magnetic particle alignment will bias and modulate the signal, which
is ultimately ascribed to the intensity variation of the past geomagnetic field. The issue of
varying interactions of the sediment matrix and magnetic carriers has been addressed previ-
ously and may explain spurious climatic signals in paleofield records (Lu et al. 1990).
In the past, investigations of the properties and mechanisms of post-depositional remanent
magnetization (PDRM) were mainly based on laboratory resedimentation and consolidation
experiments (Blow and Hamilton 1978; Kent 1973; Levi and Banerjee 1990) or continuum-
theoretical description (Shcherbakov and Shcherbakova 1987). The summaries of a number
of investigations are reported in review articles (Verosub 1977; Tauxe 1993). These exper-
iments provided some empirical understanding of the influence of grain size, lithology and
consolidation state but left the relevant microscale processes of mobilization, orientation
and fixation of the magnetic carriers unknown. To investigate some general mechanisms of
particle alignment with an external magnetic field after burial, we employ a collection of
two-dimensional numerical models based on deterministic particle arrangements.
In the first set of models, the influence of rotational Brownian motion on the alignment of
magnetic particles in the water column is investigated. The grains possess magnetizations
corresponding to thermoremanent magnetizations acquired in the Earth’s magnetic field and
are free to rotate. Assemblages of physically interacting particles can be represented by the
discrete element method (DEM) (Cundall and Strack 1979) and as such it is suitable for
studying the governing dynamics of NRM formation in the upper layers of aquatic sedi-
ments. The controlling roles of particle shape and compaction are considered in the process
of magnetic signal formation below the sediment-water interface using a DEM model. As a
final step we investigate the influence of van der Waals forces on particle behavior during
and after floc formation and the implications for modelled PDRM.
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The results of this modelling give independent insight into the relevance of different rema-
nence acquisition processes which might extend to real sediments.
The effect of rotational Brownian motion
According to Stacey (1972), Brownian motion acts as a misaligning process which could
explain the field dependance of detrital remanences. To test if the influence of rotational
Brownian motion is significant on the alignment of magnetic particles in the earth’s magnetic
field, we present the following simple model before discussing the DEM simulations.
Brownian motion is usually represented as a purely statistical process. For the alignment of
magnetic grains with the Earth’s field the rotational rather than translational component of
Brownian motion is of primary interest. The theory of Debye (1929) assumes that rotational
Brownian motion is random with no preferred direction. Given these assumptions it is
possible to calculate the so-called Debye relaxation time, τ0, which corresponds to the time
required for the magnetization of a collection of particles aligned with an applied field to
decay to half of its initial value once the field is switched off. The relaxation time is given
by:
τ0 =
3V η
kT
(3.1)
where V is the volume of the particle, η is the dynamic viscosity of the carrier liquid, T
is the absolute temperature and k is Boltzmann’s constant.
The alignment of a spherical magnetic particle within an applied field whilst held in a viscous
medium can be described by:
I
d2θ
dt2
+ 8pir3η
dθ
dt
+ mB sin θ = 0 (3.2)
where I is the moment of inertia of the particle and r the particle’s radius. The magnetic
moment of the particle is given by m, the applied field is B and θ is the angle which separates
them. We performed MATLAB based simulations to determine the time required for different
sized magnetic grains orientated at various starting angles to align with an applied field in
water. The inbuilt function ode45 was used to solve numerically for θ(t) and each particle
was assumed to commence its rotation from rest. The magnetizations of the model grains
were size dependant according to the relationship (Dunlop and O¨zdemir 1997):
M = 0.9× d−1 (3.3)
where d is the diameter of the particle in µm and M has units of kA/m.
Results
The results from the discussed models of Brownian motion for fields of 50 (the approximate
value of the earth’s modern field strength), 5 and 0.5 µT and model particles with radii of 35,
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Figure 3.3: Times required for different size model particles carrying realistic TRMs to move from rest at
a given angle into alignment with the applied field. The hatched lines represent the Debye relaxation time,
τ0, for the given particle size suspended in water at temperature of 300 K.
100 and 500 nm are shown in Figure 3.3. A number of features of the model results match
those expected from theory. First, the influence of rotational Brownian motion decreases for
larger particles resulting in increased relaxation times. Second, the time required for grain
alignment increases with greater starting angles and is more rapid for higher field strengths.
Comparing the periods calculated for different size particles to rotate into equilibrium posi-
tions it is apparent that the time required increases as particle size increases.
The most important aspect of the presented models is the comparison between the times
required for magnetic alignment of the particles and the Debye relaxation time. The align-
ment times are orders of magnitude shorter than the Debye relaxation time, indicating that
for typical magnetic particle sizes the effects of rotational Brownian motion are insignificant
even in very weak fields. This point is emphasized by a further calculation for a particle
with a radius of 500 nm starting from an orientation of 90o to the applied field. For such a
particle, the field strength at which the required rotation time and the Debye relaxation time
are the same is an extremely low value of ∼0.1 nT. One limitation of the Debye relaxation
time is that it does not consider the effects of the particle inertia. Further calculations have
shown that the effects of particle inertia act to increase relaxation time, thus indicating a
reduced effect from Brownian motion, (Fannin et al. 1995).
Because of the negligible effects of rotational Brownian motion on the alignment of mag-
netic particles with an external field, we opted to remove the consideration of Brownian
motion from the following DEM model, thus increasing the computational efficiency of the
simulation.
The Discrete Element Model
Two separate series of DEM simulations where used to investigate various microscale pro-
cesses controlling PDRM acquisition. The first set considered the influence of particle shape,
compaction and external field strength, whilst the second set explored the role of van der
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Figure 3.4: Schematic illustration of the forces acting on particle i, which is in contact with particle j,
based on Yang et al. (2000). Ii is the moment of inertia of particle i and ωi is its rotational velocity. The
normal contact force and shear contact force are given by Fnij , F
s
ij , whilst the torques due to the shear force
and rolling friction are Lsij and L
r
ij respectively. The force of gravity acting on particle i is given by mig and
the van der Waals force due to the proximity of particle j is Fvij , where the center to center separation is D.
Waals forces.
The motion of every suspended sediment particle can be described by translational and
rotational components according to Newton’s second law of motion. It is therefore simple to
calculate the motion of a collection of model particles as long as they do not interact with
each other. However, in natural sediments most particles have several contacts with their
neighbors which must be accounted for.
The DEM provides a numerical description of the behavior of a model granulate material
subject to a variety of different forces. In the case of the model sediment behavior, grav-
ity, particle-particle contacts, friction, magnetic torque, van der Waals forces and overlying
pressure are all taken into consideration, Fig. 3.4. The history of a collection of model
particles is calculated in an iterative manner. For each time step, the forces and torques
acting on the individual particles are resolved and new positions, velocities and accelerations
are determined for the subsequent time step. Based on the integration of Newton’s second
law of motion, the movement of a particle i of radius ri and mass mi can be computed for a
time step by:
mi
dvi
dt
=
∑
i
(Fnij + F
s
ij + F
v
ij) + mig (3.4)
and
Ii
dωi
dt
=
∑
i
(Ri × Fsij − µrri|Fnij| ωˆi) + Lij (3.5)
vi, ωi and Ii are, respectively, the translational and angular velocities and the moment of
inertia of particle i; µr is the coefficient of rolling friction, ωˆi = ωi/|ωi|, Fig. 3.4. The normal
contact force, shear contact force, magnetic torque and van der Waals force are given by
Fnij, F
s
ij, Lij and F
v
ij (Yang and Yu 2003). Ri denotes a vector pointing from one particle’s
center to the contact point with magnitude ri. Contacts between particles are represented
using the linear viscoelastic model of Cundall (1987). The effects of friction are included in
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Figure 3.5: In order to include non-spherical particles in the DEM model, spherical particles are statically
combined to form clumps with different aspect ratios (A.R.). The magnetization that is assigned to a clump
is orientated along its long axis.
the maximum allowable shear contact force according to Coulomb’s law (Cundall 1987). By
the use of an additional term in the equations of motion it is possible to linearly damp the
particles’ accelerations in order to obtain an energy dissipation for motion in water.
As an advantage of DEM over similar numerical methods, the time step selected for calculat-
ing the particles’ motion is so small that within one iteration the motion of a single particle
in the model will only effect its immediate neighbors and not the whole assemblage. This
processes reduces the number of required computations from order n2 to order n.
Magnetostatic interactions are not considered in the model since for N particles this would
require the evaluation of N 2 differential equations. The assumption of no magnetostatic
interactions is justified by the supposition that in typical marine sediments there are so few
magnetic particles that one of them is hardly influenced by any other magnetic particles.
The unrealistically high proportion of magnetic particles in the presented models serves sim-
ply to improve statistics concerning average particle behavior.
All of the presented DEM models were created using the PFC2D (Particle Flow Code in
2 Dimensions) software from HCItasca. The program acts as a computation engine which
solves user-designed simulations. The PFC2D software only allows simulations involving
spheres or disks, but particles can be statically combined to produce other simple forms
(Fig. 3.5). The positions of the modelled particles are restricted to the confines of a pre-
defined container which is constructed from walls with the same properties as the particles
themselves (see later diagrams).
CHAPTER 3. DRM AND PDRM ACQUISITION 43
Table 3.1: parameters for the DEM model
Parameter Value
Radius of magnetic particles 50− 100 nm
Radius of non-magnetic particles 100 nm
Number of particles ≈ 1000
Coefficient friction 0.6
Particle density 2500 kg/m3
Young’s modulus 108 Pa
Limitations of the simulations
When constructing a DEM simulation it is necessary to define a number of properties of
the model system such as the density of the particles, the friction between particles, etc
(Table 3.1). We have attempted to use realistic values for each of these quantities, however a
number of them are poorly defined for natural systems. Therefore, although it is possible to
simulate the basic processes which take place in fine grained sediments it would be premature
to attempt the formulation of quantitative relationships based on the model results.
Some further limitations result from considering a two-dimensional rather than a three-
dimensional system. In a two-dimensional system porosities can be calculated as the ratio of
the total void area to the total area. The use of this value is however somewhat limited in the
two-dimensional model because it is assumed that the centroids of all the particles are aligned
on a single plane. This results in calculation of reduced porosities for two-dimensional com-
pared to three-dimensional systems. This point is demonstrated by the fact that the most
efficient regular packing of uniform spheres has a volume based porosity of 25.95 %, whilst
the most efficient regular packing of uniform circles has an area based porosity of 9.31 %
(Deresiewicz 1958). A second limitation of the two-dimensional model is that percolation
(the process of small particles migrating through and filling the void space of a system of
larger particles) cannot be properly represented, leading to larger voids within the sediment
and increases in the area-based porosities.
The effect of particle shape and compaction
For the first numerical experiments, the model magnetic particle size is held constant in the
range of single domain magnetite grains (50 nm to 100 nm), while the non-magnetic sedi-
ment grains are assigned a radius of 100 nm (Table 3.1). The reason for selecting such small
non-magnetic grains in the model comes from the limitation of only being able to work with
particles based on spheres. The voids between silt sized spheres will always be large enough
to allow free rotation of much smaller magnetic grains. Therefore, to represent irregular
grain shapes which could lock magnetic particles we work with a very fine non-magnetic
model matrix. The approach of small non-magnetic particles, rather than working with
large irregular particles constructed from spheres, substantially reduces computation time.
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Particlegeneration
Resolution of forces
Calculation of new positions
and accelerations
Wall comes down,
gravity reduced
External magnetic field switched on
Resolution of forces
Calculation of new positions
and accelerations
Calculation of system magnetisation
END
Container generation
Until desired pressure
is obtained
Until equilibrium
is achieved
Figure 3.6: A flowchart to illustrate the sequence of operations performed in the DEM simulation of the
post-depositional realignment of magnetic particles.
The individual magnetic particles are assigned a magnetization corresponding to a realistic
thermoremanence (Dunlop 1990b) and a random starting orientation. Each model consists
of approximately 1000 particles, ∼20% of which are magnetic with predefined aspect ratios.
The sequence which the model follows is most efficiently represented using the flowchart in
Figure 3.6. The initial state of the model consists of particles positioned at uniformly dis-
tributed random locations throughout the area of a container with width of 5µm and height
of 7µm, (Figure 3.7a). The model particles settle under the influence of gravity with zero
external magnetic field. In order to generate model sediment configurations which repre-
sent systems with different overlying pressures, gravity must be increased during the settling
phase of the simulation. As soon as the particles have sedimented at the bottom of the
model box, an upper wall moves downwards and is positioned at the sediment surface to
maintain the overlying pressure. When the top wall has arrived at its final position, gravity
is gradually decreased until it equals the normal value of 9.81 N/kg. The gradual decrease
in gravity, the absence of an external magnetic field and the effect of the top wall produce a
model sediment exposed to a known overlying pressure and with no preferential alignment
of the magnetic grains, Figure 3.7b. In this way, different depths within sediment cores can
be simulated and the model of PDRM formation can be studied without having to consider
the contribution from an existing detrital remanent magnetization. Unfortunately, because
of the previously discussed limitations of a two-dimensional model the values chosen for the
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Figure 3.7: Stages of the DEM model to study post-depositional realignment of magnetic grains. Plotted
below each illustration of the model container is a circular representation of the distribution of the orientation
angles of the magnetic particles contained within the system. The arrow at the center of each circle represents
both the direction and the magnitude of the magnetization of the whole system. (a) The sediment particles
are created at uniformly distributed random locations within the four walls of the container. The non-
magnetic particles are light grey spheres, whilst the magnetic grains are smaller dark gray particles with an
aspect ratio of 3. (b) The sediment particles descend to the base of the container under the influence of
gravity. Once deposition is complete, the top wall of the container is moved downwards to apply an overlying
pressure of known strength to the sediment pile. (c) Whilst the overlying pressure is maintained an external
field, B, with a direction pointing vertically upwards is switched on and the realignment of the magnetic
particles can be determined. The dashed line in the final circular plot shows the axis of the external magnetic
field.
overlying pressure cannot be easily converted into true core depths for real sediments. In-
stead, the model pressures are chosen in a way to best represent the full range of magnetic
particle behavior in two dimensions, ranging from completely lock into position to being able
to rotate freely.
After the settling portion of the model is complete, an external magnetic field is invoked and
a magnetic torque can be applied to the particles. The orientation of each of the magnetic
particles can then be assessed to determine the overall magnetization of the model system,
Figure 3.7c. Because the models are constructed from a relatively small number of particles,
the PDRM acquisition curves of individual runs are quite variable and cannot necessarily be
considered to be fully representative of the true behavior of the system. Figure 3.8, plots the
modelled magnetization from the sediment configuration shown in Figure 3.7. Although the
final magnetization reaches a steady equilibrium value it was found that the absolute value
could vary depending on the starting positions of the model particles. To overcome this
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Figure 3.8: PDRM acquisition results for the sediment configuration shown in Figure 3.7. The steady
magnetization at the end of the model is assumed to represent the equilibrium magnetization of the system.
problem each simulation was repeated a total of 50 times with different starting positions
for the individual particles. The magnetization curves from each series of simulations were
stacked to provide an arithmetic mean and the variability between the individual runs was
assessed by the calculation of the standard deviation.
Results
The magnetic torque experienced by a particle has to act against forces imposed by the
surrounding sediment. We hypothesize that particle shape plays a major role in the amount
of remanence a sediment can acquire since it seems to be reasonable to assume that it is far
harder to fix a smooth spherical particle than to fix an elongated or irregular particle.
The first set of DEM simulations consider the post-depositional realignment of spherical
particles (Fig. 3.9). At low pressures the final magnetization of the model system is clearly
dependant on the magnitude of the external field, however, saturation is effectively achieved
at fields below 50 µT . This result is not surprising because in the model spherical particles
can rotate under the influence of a magnetic torque without having to restructure the other
particles in their local surroundings. For spherical particles the main resistance to rotational
motion is in the form of friction produced by the normal forces of particle-particle contacts.
It is apparent from the results that at low pressures the effects of friction in the model can
be overcome by a relatively weak magnetic torque. As the pressure is increased to represent
burial of the particles at a greater depth, the friction acting on the magnetic particles also
increases. The effect of this overlying burden is to produce a level of friction that is suffi-
cient to restrict the rotation of the magnetic spheres and a saturation magnetization is not
achieved in the model even for fields of 100 µT .
It is also important to note the implications of the standard deviation calculated for each
model stack. For the low pressure models shown in Figure 3.9, the standard deviation of the
magnetization decreases as the field strength is increased. It is therefore apparent that the
number of sediment configurations in which a spherical particle can become locked increases
as the external field is reduced, thus producing a greater variety of equilibrium magnetiza-
tions in the individual model results.
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Figure 3.9: PDRM acquisition results for spherical particles. Each row represents one overlying pressure,
each column one external field value. Throughout the figure, fields and pressures increase. The black line in
each plot represents the intensity of the remanence (where a value of 1 is perfect alignment with the field).
The mean value is obtained by stacking 50 model runs. The grey area surrounding the curve is the standard
deviation of the runs. The low magnetization values at the start of each curve represent the settling portion
of the model in the absence of an external magnetic field. Once a field is applied, typically after ∼1800
iterations, the magnetization of the systems is seen to increase.
Spherical particles cannot be considered as realistic representatives of natural sediments.
Therefore a further series of models was calculated to investigate the PDRM behavior of
magnetic grains with aspect ratios greater than 1. Elongated magnetic particles differ from
spherical ones because they must rearrange their immediate neighbors in order to successfully
rotate into alignment with an external field unless they are located within large sediment
voids. Therefore elongated magnetic grains are not only restrained by friction but also the re-
sistance of the surrounding sediment to reorganization. The results presented in Figure 3.10
show simulations for particles with increasing aspect ratios under constant field (50 µT ) and
constant pressure conditions (5 · 104Pa). The equilibrium states of the modelled systems
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Figure 3.10: Different elongations subject to the same external magnetic field and the same overlying
pressure.
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Figure 3.11: The influence of external magnetic field strength upon the quality of alignment for the same
particle shape and the same overlying pressure.
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Figure 3.12: Different pressures acting on particles of the same shape subject to the same external magnetic
field
show a trend of decreasing magnetization with increasing magnetic particle aspect ratio.
Such a result is expected when it is considered that a more elongated particle must describe
a larger circle during its rotation and thus it is required to reorganize a greater sediment
volume. In the model the effect of particle elongation appears to be quite dramatic with a
decrease in the PDRM realignment from ∼ 0.9 to ∼ 0.15 as the aspect ratio increases from
2 to 4
The remaining models consider the effects of external field strength and overlying pressure
on the PDRM of elongated magnetic particles (A.R. = 2). As the strength of the exter-
nal magnetic field increases, the magnetic torques of the particles become sufficiently large
to restructure the sediment matrix. This restructuring process results in a more efficient
PDRM realignment, Figure 3.11. Considering the effects of pressure the PDRM alignment
can go from almost perfect at low pressures to almost zero at high pressures. When the
pressure reaches a certain limit (5 ·105Pa), the acquisition of remanence in the model occurs
almost instantly where free movement of the particles is possible (Figure 3.12). However,
the sediment is sufficiently compacted that once rotating particles are obstructed by the
non-magnetic matrix they become locked.
The results of all of the models are compiled in Figure 3.13. For the smallest overlying pres-
sure and less elongated particles the magnetization is nearly saturated, therefore almost no
difference can be seen between spherical particles and the particles with high aspect ratios.
In the upper layers of sediment, modelled with low pressures, the particles align almost per-
fectly with the magnetic field. Since natural PDRMs are typically far below this saturation
value, it would appear that randomizing processes influence the particles’ alignment in nat-
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Figure 3.13: Scatter-plots of acquired model magnetization as a function of grain shape, external magnetic
field and overlying pressure. The overlying pressure increases from the left to the right picture.
ural systems while overlying sediment accumulates. Such processes could be the rotation of
grains due to bioturbation, dewatering, compaction and early diagenesis of the sedimentary
matrix. For the highest pressures modelled and fields typical of the Earth’s magnetic field,
the acquired magnetization is less than 30% and resembles values reported for natural and
redeposited sediments (Barton et al. 1980).
The effect of van der Waals forces
During sedimentation, the influence of van der Waals forces upon particle aggregation can
not be ignored. Van der Waals forces are attractive electrostatic short range forces. We use
a numerical representation of van der Waals forces for particles that are large compared to
the distance separating them (Hamaker 1937). With:
E =− A
6
[
d1d2/2
D2 − (d1+d2
2
)2
+
d1 + d2
D2 − (d1−d2
2
)2
+ ln
D2 − (d1+d2
2
)2
D2 − (d1−d2
2
)2
] (3.6)
and
F = −∇E (3.7)
where
D =
d1 + d2
2
+ s (3.8)
one is able to obtain an approximation for van der Waals forces, where A is the material
dependent Hamaker constant (set to 10−19J for all models), d is the diameters of the particles
and s their separation.
As can be seen from equation 3.6, van der Waals forces are particle-particle interactions. A
system with N particles requires the evaluation of N 2 equations in order to assess fully the
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Particlegeneration
Resolution of forces
Search for new particle contacts,
create van der Waals bonds
where necessary
END
Container generation
Calculation of new positions
and accelerations
Until equilibrium
is achieved
Figure 3.14: A flowchart to illustrate the sequence of operations performed in the DEM simulation of
particles sedimenting in the presence of van der Waals forces.
van der Waals forces. For large systems such computations quickly become cumbersome.
Since van der Waals force decreases with the 7th power of the particles’ separation, it was
only calculated in the model for particles that actually come into contact and is simulated
by assigning a contact bond to these particles which possesses a strength equivalent to the
van der Waals force between them. Because of the zero in the denominator for particles that
come into contact, a minimum distance between the particles of 4 A˚ngstrom is assumed in
the calculation of the bond strength (Hamaker 1937).
The initial state of the DEM model used to investigate van der Waals forces consisted of
104 spheres with lognormally distributed radii, positioned at random locations in a container
with dimensions 1000 (height) by 200 (width) times the mean particle radius. After creation
of the model assemblage, a gravitational force was applied and the particles were allowed to
settle with the effect of van der Waals forces switched either on or off. Each simulation was
terminated when the model assemblage reached equilibrium and the particles became static
(Figure 3.14).
Because van der Waals forces have a normal but no shear component, their only influence on
the orientation of spherical particles is due to rolling friction. To demonstrate the relatively
limited direct effect of van der Waals forces on the PDRM of an assemblage of spherical
particles, the number of contacting neighbors required to produce a level of rolling friction
sufficient to lock the orientation of a magnetic particle in a given field are calculated (the
so-called locking coordination). The resistance to rotation of a particle is obtained as the
product of the normal force from the van der Waals bonds and the coefficient of rolling
friction (set as 0.01 for all models). A magnetic particle with diameter of 150 nm is selected
as the basis for the model and the required locking-coordination of monodispered spheres of
a given size is determined, Figure 3.15.
For a 50 µT field it is calculated that the locking-coordination ranges from ∼70 for medium
sized sand particles to ∼180 for clay particles. It is clear that such high coordination numbers
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Figure 3.15: The number of spherical particles calculated to provide sufficient rolling friction to stop a 150
nm magnetic particle aligning with an external field is presented in terms of coordination numbers. Model
results are shown for coordinating particles with sizes ranging from 1 - 13 φ (Udden & Wentworth scale, see
text for further explanation) and three different field strengths.
would not be possible in real systems because the magnetic particle is not of a sufficient size
to accommodate such a large number of contacting neighbors. In the case of a weak field,
5 µT , the calculated locking-coordination has a minimum value of 7 for sand particles which
would also appear to be a physically impossible configuration when the relative sizes of
the magnetic and sand particles are considered. These results demonstrate the limitations of
employing only spherical particles in the model where van der Waals forces only effect particle
alignment via rolling friction. In the case of non-spherical particles, we assume that van der
Waals forces will be responsible for attaching magnetic grains to larger particle aggregates.
In order for a non-spherical particle to rotate it must also turn the particles to which it is
attached. Thus the inertia of the aggregate becomes critical to resisting the alignment of
the magnetic particle with the external field. This process is similar to the theory of Katari
and Bloxham (2001), who considered the effects of particle aggregation on detrital remanent
magnetisation formation. The calculation of van der Waals forces for irregular particles is
not a trivial task (Tadmor 2001) and is currently under development for the DEM method.
Due to the limitations of modelling with spherical particles, we only consider the influence
of van der Waals forces on sedimentary fabric and do not include magnetic particles in the
simulation.
Coordination numbers
Because of the ambiguities of porosities in the representation of two-dimensional systems
we employ the concept of coordination numbers to describe the results of our models. The
coordination number of any particle is given by the number contacts which exist between
it and its neighbors. Coordination numbers are typically high for well packed sediments,
however as the packing becomes more open, for example chain-like structures, coordination
numbers will reduce to values of around two, where each particle can be supported by one
particle and at the same time supports another.
A visual comparison of the models calculated for uniform spheres with a diameter of φ = 10.0
on the Udden & Wentworth scale (φ = − log2 S, where S is the grain size in millimeters)
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Figure 3.16: Sedimentation model of a collection of 104 particles of size φ = 10 deposited under gravity
without and with the influence of van der Waals forces. In the presence of van der Waals forces particles
tend to floc, forming large aggregates
reveals the influence of van der Waals forces. After a short period of settling, van der Waals
forces are responsible for forming flocs in the model container and the particles continue
their descent as members of large aggregates. When the influence of van der Waals forces
are not included in the model, the particles remain dispersed and aggregates do not form,
Figure 3.16.
The final structure of the model sediment settled without the influence van der Waals forces
is typical for particles falling though a viscous medium under the influence of gravity and
is termed a random loose packing, (He et al. 1999). The influence of van der Waals forces
appears to be substantial, with the formation of large voids in the modelled sediment as
the attractive forces act to hold the particles in more chain-like structures, Figure 3.17. In
addition, the void spaces in the model decrease in size with increasing depth in the sediment.
This is due to the pressure of the overlying sediment which is sufficient to overcome the
van der Waals forces between particles, resulting in a closer, gravity dominated packing
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Figure 3.17: Final model configurations of a collection of 104 particles of size φ = 10 deposited under
gravity without and with the influence of van der Waals forces.
structure. It is expected that the effect of such an open porous structure would be to delay
the formation of a stable NRM as there are many sites within the sediment matrix where
rotation of magnetic particles would still be possible.
The distributions of coordination numbers in the two model sediments reveal a clear shift to
a smaller mean number of particle-particle contacts (with a constant modal value), providing
an indication of the more chain-like porous matrix structure, when van der Walls forces are
applied, Figure 3.18a. As further examples we show the distribution of coordination number
from models involving unequally sized particles. The shown examples, Figure 3.18b & c,
have lognormally distributed particle sizes with a mean diameter of 7.5 φ (fine silt) and
standard deviations of 0.3 and 0.6, corresponding to a very well sorted and a moderately
well sorted sediment respectively (Boggs 2000). As with the previous examples both model
assemblages show a tendency towards lower coordination numbers and thus a more open
sediment structure when van der Waals forces are taken into consideration.
In the final example, Figure 3.18d, large monodisperse spheres are considered (φ = 2.0,
corresponding to medium to fine sand). In this case the particles are of a sufficient size
that the forces due to gravity entirely overcome the van der Waals forces. As a result of
this imbalance the distribution of coordination numbers is effectively independent of van der
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Waals forces and both models produce a random loose packing. It is important to note at
this point that the relationship between specific particle sizes and the effect of van der Waals
forces is only semi-quantitative because a number of constants employed in the model are
poorly defined and only spherical particles were considered.
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Figure 3.18: Coordination number distributions for the model sediment configurations obtained for different
grain size distributions with and without the influence of van der Waals forces. φ represents the mean grain
size and σ the standard deviation of the distribution.
Van der Waals forces: PDRM acquisition
The model results for spherical particles demonstrate the influence of van der Waals forces
both in the water column and final sediment configuration, where the tendency of particles
to produce chain-like structures yields a highly porous matrix structure. According to the
model of Otofuji and Sasajima (1981b), PDRM formation is promoted by a porous sediment
structure. At the sediment-water interface, the friction between particles is relatively low and
can be overcome by the magnetic torque of a badly aligned particle. In an open sediment
structure, this allows the alignment of the magnetic particles with the external field. As
compaction proceeds, friction and packing increase and the chances of a particle being set
free and aligning with the field decrease. It is apparent that van der Waals forces produce
the kind of sediment structure that would make the PDRM acquisition mechanism of Otofuji
and Sasajima (1981b) possible.
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Discussion and conclusions
The ability of the DEM method to represent interacting systems of particles makes it a
powerful tool for modelling particle behavior in sediments. It is possible to subject the
model sediment to different forces and the particles’ behavior can be determined. Using
the DEM, it was possible to model the influence of particle shape, sediment depth and
external magnetic field strength on the level of acquired remanence. The modelled remanence
acquisition showed that the ability of particles to undergo realignment decreases with depth
and particle elongation. Particle shape, magnetic field strength and overlying pressure all
influence the ability of a magnetic grain to rotate within the modelled sedimentary matrix.
The inclusion of van der Waals forces into a DEM model leads to formation of chain-like
structures during settling and to a highly porous structure of the consolidated sediment.
In the absence of van der Waals forces, the macrostructure of the sediment is more closed
and resembles a random loose packing. In larger grained sediments the magnitude of the
gravitational force on the particles almost entirely overcomes the influence of the van der
Waals forces and the sediment forms a close packing almost immediately after settling.
A number of studies have hypothesized that PDRM intensity in natural sediments is a
function of magnetic field strength, particle shape, overlying pressure and a number of other
variables. For deep sea oceanic sediments, the results of the DEM model support this
conjecture. Considering inter-particle forces, it is reasonable to assume that the fine-grained
systems typical of deep-sea sedimentation will be influenced to some extent by van der Waals
forces and there will be a tendency for particle flocs to form in the water column. It has
been hypothesized that open sediment structures such as the ones produced by the DEM
will promote PDRM acquisition (Otofuji and Sasajima 1981b). Van der Waals forces are
one possible mechanism in the production of such a sediment configuration.
Investigating the processes of PDRM acquisition, many influencing factors have to be taken
into consideration. Thus, the consideration of particle shape, sediment depth, van der Waals
forces and external field strength is just the first step forward in the attempt of modelling
PDRM acquisition in detail.
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Abstract
The processes which influence a detrital remanent magnetization (DRM) as well as the phys-
ical microscale factors that control the forming of a stable post-depositional remanent mag-
netization (PDRM) are still not fully understood. Previous investigations have reported the
presence of apparent spurious ’ghost images’ of magnetization reversals in marine sediment
cores. Laboratory studies and statistical numerical approaches have shown the possibility
of a sediment slurry to display an apparent self-reversal in magnetization. Such behavior in
magnetic slurries could provide one explanation for spurious magnetizations in marine sedi-
ment cores. In laboratory experiments we investigated magnetization decay as a function of
time in sediment suspensions produced with varying lithologies and particle concentrations.
A companion model takes into account the physics of magnetic particle-particle interactions,
Brownian motion and hydrodynamic forces to numerically investigate the possibilities of
magnetic assemblages suspended in water to display dynamic reversals of magnetization.
Neither the experiments nor the numerical models produced a self-reversal in magnetiza-
tion thus implying that magnetic interactions or magnetic interactions in combination with
Brownian motion are not responsible for the previously reported reversals.
Keywords: Depositional remanent magnetization, self-reversal, marine sediments
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Figure 3.19: Experiments of Yoshida and Katsura (1985) using a sediment slurry consisting mainly of
reddish-brown clay show three different classes of relaxation patterns. Class 1 and class 2 are attributed to
electrostatic and magnetostatic interactions within the sediment slurry respectively. Class 3 is thought to
represent a non-interacting system dominated by Brownian motion.
Introduction
The reconstruction of the earth’s magnetic paleo-field from marine sediments is
well-established. Still, the physical processes that control the formation of DRM and PDRM
in marine sediments are not completely identified and remain under debate (Shcherbakov
and Shcherbakova 1987; Tauxe 1993; Tauxe et al. 1996; Katari and Tauxe 2000; Katari
and Bloxham 2001). For example, Bleil and von Dobeneck (1999) reported ’ghost images’ of
magnetization reversals that were attributed to lock-in effects or self-reversal of the sedimen-
tary magnetization during remanence acquisition in a weak external field. There have been
a variety of models and theoretical explanations concerning the DRM process. Collinson
(1965) related the behavior of magnetic particles in a fluid to classical paramagnetic gas the-
ory thus allowing the influence of Brownian motion on DRM formation to be investigated.
Further calculations by Stacey (1972) showed that magnetic particles in a fluid treated as
paramagnetic gas would take only a few seconds to reach an equilibrium with the external
field conditions. Stacey’s result implies that DRM formation should be 100% efficient and
produce a saturation magnetization. Laboratory redeposition experiments carried out by
Blow and Hamilton (1978), Kent (1973) and Levi and Banerjee (1990) showed that DRM
intensity varied as a function of applied external field strength and therefore could not be
100% efficient, indicating that there are other processes involved in DRM and PDRM acqui-
sition.
The experiments of Yoshida and Katsura (1985) showed that the relaxation behavior of
a magnetic suspension is not fully describable by paramagnetic gas theory. Yoshida and
Katsura (1985) used the relaxation behavior of dilute slurries to investigate the magnetic
properties of different sediment types. Upon exposing the slurries to a weak external field
they found three different relaxation patterns for the subsequent sample magnetization de-
cay in zero field. The relaxation pattern of suspensions with a high particle concentration
displayed nearly no decay, Fig. 3.19, class 1. Such a stable magnetization was attributed to
flocculation of the sediment particles forming an ordered fabric and restricting the motion of
the magnetic particles. Suspensions with intermediate concentrations displayed an exponen-
tial decay followed by a polarity change before approaching zero (class 2), this pattern was
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attributed to magnetostatic interactions within the sediment slurry. The suspension with
the lowest concentration displayed an exponential decay (class 3) and was attributed to a
non-interacting system dominated by Brownian motion.
Investigating magnetic properties of natural sediments by using First-Order Reversal Curve
diagrams, Roberts et al. (2000) detected magnetostatic interactions between single domain
particles in a number of their samples. These investigations demonstrate that magnetic in-
teractions occur in some natural sediments and could therefore play an important role in the
process of DRM acquisition.
To investigate the influence of magnetostatic interactions we will present laboratory stud-
ies of remanence decay in sediment suspensions as well as a numerical model representing
interacting magnetic particles in water. The model takes into account the physical theory
of interacting magnetic particles, hydrodynamic forces and Brownian motion as a statistical
disturbance. Whilst we investigate behavior in the watercolumn, fabrics at the sediment-
water interface are highly porous (Kranck 1991; Wartel et al. 1991; Bennett et al. 1991)
and therefore the processes that control the magnetic behavior of a slurry could also be valid
for such sediments.
Experiments
Laboratory experiments
The experiments carried out to investigate the behavior of interacting magnetic particles in
a sediment slurry were designed to match the experiments of Yoshida and Katsura (1985).
The decay of slurry magnetizations were performed in zero field in order to be able to clearly
define the influence of magnetostatic particle-particle interaction without bias due to an
external field. In the experiments of Yoshida and Katsura (1985), the magnetic relaxation
behavior of two different sediment types (reddish brown clay and calcareous ooze) in various
concentrations was observed.
For the presented experiments, 20 samples were taken from 4 different gravity cores from the
South Atlantic. The cores cover a broad range of lithologies (high content of opal, carbonate
rich and clayey sediment) and their rock magnetic properties have been discussed previously
by Franke et al. (2004). The chosen samples all had a magnetic susceptibility greater than
300 · 10−6SI.
The sediment samples were suspended in distilled water mixed with a spatula tip of pep-
tizer Na4P2O7 · 10 H2O. Sieving was then performed to remove the sediment fraction with
diameters above 20 µm. The samples were homogenized by treatment in an ultrasonic bath
and stirring. The sediment suspensions were concentrated by allowing the sediment to settle
and removing the excess water. Nine different concentrations cn were generated from each
suspension (cn = 2
−nc0, n = 0, .., 8 and c0 = 1.5 · 10−1 g/ml). In the experiments, plastic
containers filled with 7 ml of the suspensions were measured.
The samples were measured using a 2G cryogenic SQUID magnetometer. After being ex-
posed to a 100 µT axial constant field in z-direction for 30 s, the samples’ magnetic moment
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Figure 3.20: The sediment suspension is exposed to a magnetic field for 15 seconds, the particles align with
the external field. At time t = t0, the field is switched off and measurement of the magnetization commences.
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Figure 3.21: Experimental data for a typical sediment sample. The relaxation pattern of suspensions with
nine different concentrations is plotted against time. The highest concentration (c0) shows only a small
decrease while the other suspensions relax far more quickly.
was measured along the z-axis in zero field over a period of 120 s. The basic concept of the
laboratory studies is shown in Fig. 3.20.
Experimental results
In Fig. 3.21, an example of the decrease in magnetization is shown for all 9 concentrations of
a typical sample. Suspensions with a high sediment concentration (c0) displayed only a small
decrease in magnetic moment with time. With decreasing sediment concentration, there is
a large increase in the rate of relaxation.
According to Collinson (1965) and Stacey (1972), the decay of magnetization due to Brown-
ian motion should be describable using an exponential function. Our measurements do not
meet this requirement, they can best be described using the sum of two exponential functions
and a constant.
m(t) = a1e
−a2t + a3e
−a4t + a5 (3.9)
where τ1 = 1/a2 and τ2 = 1/a4 are the relaxation times of the respective exponentials.
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Figure 3.22: (a) Relaxation time τ1 plotted against a log2 based concentration. Out of 20 samples 16
displayed a significant decrease in relaxation time moving from low to high concentrations and an increase in
relaxation time moving from second highest to highest concentration. (b) Relaxation time τ2 plotted against
a log
2
based concentration. Out of 20 samples 15 displayed a significant decrease in relaxation time moving
from low to high concentrations and an increase in relaxation time moving from second highest to highest
concentration. From left to right, the data points represent concentrations c8 through to c0.
A plot of τ1 against concentration and a plot of τ2 against concentration for all sam-
ples displays a decrease in τ1 and τ2 with increasing concentration up to the second highest
concentration (c1), Fig. 3.22(a) and Fig. 3.22(b). From the second highest to the highest
concentration there is a sharp increase in both τ1 and τ2. A Spearman rank correlation
test showed that for 16 (τ1) and 15 (τ2) samples out of 20 there is a significant (α = 0.05)
monotonic decrease in τ1 and τ2 between c8 and c1. Plotting τ1 against τ2 reveals a linear
relationship between the two parameters, Fig. 3.23(a). Additionally, a plot of a5 against
concentration shows a similar pattern to τ1 and τ2 with decreasing values as concentration
increases until a sharp increase is observed at the highest concentrations, Fig. 3.23(b).
For suspensions with a constant viscosity, rotational Brownian motion leads to a concentra-
tion independent relaxation time:
τ =
3V η
kT
(3.10)
where V is the particle volume, η is the viscosity, k is the Boltzmann constant and T is the
absolute temperature. However, the plots of τ1 and τ2 against concentration do not show a
concentration independent behavior. The viscosity of the suspensions is expected to increase
with increasing sediment concentration, therefore, according to eq.3.10, the time required
for relaxation of the magnetization due to rotational Brownian motion should increase with
viscosity. In addition, an increase in concentration also leads to increased flocculation pro-
cesses, flocs are bigger than single particles and thus have a higher relaxation time than a
single particle. For our experiments for concentrations less than c0 the rate of magnetization
decay increases with increasing concentration. Therefore, changes in the suspension’s viscos-
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Figure 3.23: (a) Relaxation time τ1 plotted against relaxation time τ2. The samples display a linear
relationship between τ1 and τ2. The majority of samples that do not follow the trend correspond to the
highest concentration suspensions that show very little decrease in magnetization (grey points). (b) Constant
a5 plotted against a log2 based concentration. There is a sharp increase in a5 moving from second highest
to highest concentration. This increase can be attributed to increased flocculation of magnetic and non-
magnetic particles resulting in a locking of the magnetic particles. From left to right, the data points
represent concentrations c8 through to c0.
ity and flocculation thus cannot be responsible for the decreasing relaxation times moving
from c8 to c1 as displayed in Figs. 3.22(a) and 3.22(b).
The sharp increase in the plot of a5 against concentration moving from second highest
to highest concentration indicates that there is a process acting which prevents the overall
magnetization of the system from relaxing. This process could be flocculation or clumping
of particles, its influence appears to be strong enough to lead to high relaxation times.
Examination of eq. 3.10 shows that magnetization decay due to rotational Brownian motion
will only follow an exponential if all the particles have the same radius. This would be an
unrealistic assumption for natural sediments, therefore to understand more fully the effects
of rotational Brownian motion it is important to consider the form of magnetization decay
that will be observed in a system which contains particles with a distribution of sizes.
A simple Monte Carlo model was constructed to test if the experimental data could be fitted
with curves corresponding to rotational Brownian motion acting upon a magnetic assemblage
with a distribution of grain sizes. The model involved drawing 105 pseudo-random numbers
from a log-normal distribution with predefined mean and standard deviation, these numbers
were taken to represent the diameters of the magnetic particles in the system. The exponen-
tial decay for each of the particles was calculated and the curves were combined to provide
a representation of the magnetization decay for the whole assemblage (under an assumption
that all the particles have the same magnetization). The mean and standard deviation of the
log-normally distributed random numbers were iteratively optimized in order to minimize
the sum of squared residuals between the model curves and the experimental data.
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Figure 3.24: A ratio of saturation remanent magnetization and saturation magnetization (MRS/MS)
plotted against the coercive field (data from Hofmann and Fabian (2005)). According to Tauxe et al. (2002),
particles within the triangle can be considered to be mixtures of single domain magnetite particles and
superparamagnetic material. The samples plot along the left edge of the superimposed triangle which,
according to Tauxe et al. (2002) corresponds to a mixture containing uniaxial single domain magnetite with
a length to width ratio of 1.3.
It was found that all of the experimental curves could be fitted closely with a decay cor-
responding to effects of rotational Brownian motion acting on distribution of particle sizes.
The ability to fit the experimental data with a log-normal distribution of grain sizes indi-
cates that τ1 and τ2 are predominantly controlled by rotational Brownian motion. The mean
particle sizes and the standard deviations for the fitted distributions all fall into the clay size
range (average distribution mean for all samples: φ = 8.57 ± 0.17 and average distribution
dispersion for all samples: σφ = 0.18 ± 0.02). Such particle sizes are in contrast to the
hysteresis data obtained for the sediment samples, Fig. 3.24, which indicates an assemblage
dominated by a mixture of uniaxial single domain and superparamagnetic grains. The most
obvious explanation for this discrepancy is that the magnetic particles are attached to larger
clay particles, most probably by electrostatic forces (Lu et al. 1990), thus increasing their
effective grain size in terms of the Brownian motion process. Although such a mechanism
provides a convincing explanation for the experimental data it cannot account for the ap-
parent gradual decrease of τ1 and τ2 with increasing concentration. Therefore, although
rotational Brownian motion appears to be the dominant process controlling the decay of the
magnetizations, other processes must also be acting.
Numerical model
Kinematics of magnetic particles in fluids
The experiments of Yoshida and Katsura (1985) raise the question whether an interacting
assemblage of remanence carriers in a fluid can exhibit dynamic self-reversal, c.f. class 2 in
Fig. 3.19. To investigate this problem, the equations of motion of n magnetic particles with
radii Ri and magnetic moments mi in a fluid have to be solved.
64 CHAPTER 3. DRM AND PDRM ACQUISITION
The dynamic self reversal as observed by Yoshida and Katsura (1985) cannot be attributed to
Brownian motion only, therefore other processes must influence the suspension’s relaxation
behavior. Brownian motion and magnetic particle interaction are simulated in the presented
numerical model. In addition to Brownian motion and magnetostatic particle interaction the
particles will be subject to hydrodynamic forces. The particles are suspended in a carrier
fluid of viscosity η and temperature T . The system’s Reynolds number has a magnitude of
approximately the particles’ radius squared (Truckenbrodt 1980). Therefore, the system’s
inertia is negligibly small (Truckenbrodt 1980), all intertial terms are zero and the motion
of the particles is described by the equilibria of forces and torques.
Fmagi + F
visc
i + F
brown
i = 0, (3.11)
Lmagi + L
visc
i + L
brown
i = 0. (3.12)
Fmagi and L
mag
i are the force and torque exerted by the magnetic induction, F
visc
i and L
visc
i
the force and torque imposed by the fluid’s viscosity and Fbrowni and L
brown
i the force and
torque attributed to Brownian motion. The latter will be accounted for by adding random
disturbance to the particles’ motion and will be discussed below.
Equations of Motion
The forces that contribute to the motion of the particles are the force exerted by the viscous
fluid, Fvisci , and the force exerted by the magnetic field, F
mag
i . The latter depends on the
magnetostatic self-energy Emagi of the i-th dipole and the external magnetic field:
Fmagi = −∇Emagi (ri) (3.13)
Emagi (ri) = −mi ·B(ri) (3.14)
The magnetic induction B(ri) is, in the absence of an external magnetic field, the sum of
the dipolar interaction fields:
B(r) =
µ0
4pi
n∑
i=1
(
3
(mi · (r− ri))(r− ri)
|r− ri|5 −
mi
|r− ri|3
)
(3.15)
The viscous fluid exerts a force opposite to the dipole’s velocity (Stoke’s Law):
Fvisci = −6piηRir˙i (3.16)
This leads to the following equation of motion for particle translation:
∇(mi ·B(ri)) = 6piηRir˙i (3.17)
⇒ r˙i = 1
6piηRi
∇(mi ·B(ri)) (3.18)
The terms contributing to the equilibria of torques are the torque attributed to the magnetic
field, Lmagi , and the torque attributed to the viscous fluid, L
visc
i . The magnetic field exerts
a torque Lmag acting on the dipoles (Gerthsen and Vogel 1993):
Li
mag = mi ×B(ri) (3.19)
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The rotation of the dipoles due to the magnetic field acts against the viscous fluid. The
fluid’s viscosity gives rise to a torque Lvisc which acts against Lmag. Assuming the particles
to be of spherical shape, Lvisc takes on the following form (Currie 1974):
Li
visc = −8piR3i ηϕ˙ (3.20)
thus leading to the following equation of motion:
mi ×B(ri) = 8piR3i ηϕ˙i
⇒ ω i = ϕ˙i =
mi ×B(ri)
8piR3i η
⇒ ω i × ei = − 1
8piR3i η
ei × (mi ×B(ri))
⇒ e˙i = −mi
8piR3i η
ei × (ei ×B(ri))
⇒ e˙i = −mi
8piR3i η
(ei · (ei ·B(ri))−B(ri)) (3.21)
miei = mi and |ei| = 1, ei is a unit vector in direction of mi.
Scaling
In order to save computation time, the model works with reduced magnitudes, this leads to a
system of equations that are scale independent. Using the new system of equations, one can
switch from physical variables to system variables. There are fewer system variables than
physical variables which considerably reduces the computation time when systematically
scanning through all sizes that influence the system. Another effect of the switching from
physical to system variables is to avoid unnecessary inaccuracy in the numerical calculations.
The equations of motion were scaled using values which are characteristic for this system.
These values are indicated by a subscript zero. In the equations below, the physical param-
eters with a tilde denote the respective variable without units.
dr
dt
=
d(R0r˜)
d(t0t˜)
=
1
6piηR0R˜
d
d(R0r˜)
(m0m˜B0B˜) (3.22)
using B0 =
µ0m0
R3
0
, this leads to
˙˜r =
µ0t0m
2
0
6piηR60
1
R˜
∇˜(m˜B˜) (3.23)
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and
de
dt
=
de
d(t0t˜)
= − m0m˜
8piηR30R˜
3
B0(e(eB˜)− B˜)
⇒ ˙˜e = −µ0t0m
2
0
8piηR60
m˜
R˜3
(e(eB˜)− B˜) (3.24)
µ0 being the permeability of free space in SI units.
Brownian motion
According to Debye (1929), the relaxation time of a system of particles can be calculated
using the formula
τ =
ζ
2kT
(3.25)
where ζ is a constant satisfying
L = −ζϕ˙. (3.26)
In this case, L is the torque produced by the fluid’s viscosity and ζ = 8piηR3 for spherical
particles.
Translational Brownian motion is accounted for by adding a random number drawn from
a normal distribution with standard deviation σx =
√
kT24t
6piηRi
(Joos 1959) to an existing
particle position. For the rotation, an Euler pole is chosen from a uniform distribution
across a sphere’s surface. A rotation matrix is constructed around this pole using an angle
drawn from a normal distribution with standard deviation σθ =
√
4kT4t
8piηR3
i
(Debye 1929).
Again, these equations have to be transformed to a reduced form as discussed in the scaling
section:
σ˜x =
√
2t0kT
6piηR30
∆t˜
R˜i
(3.27)
σ˜θ =
√
4t0kT
8piηR30
∆t˜
R˜3i
(3.28)
Numerical details of the model
Naturally occurring magnetic particles tend to form clusters as soon as they get close to
each other. This is accounted for in the model by replacing two particles i and j that are
less than twice the sum of their radii apart by a new particle:
|ri − rj| < 2(Ri + Rj)
The new particle’s volume is the sum of the two former volumes, the magnetic moment is a
vector sum of the two former moments.
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Figure 3.25: The n particles that are simulated are situated inside the center box V of a cube V’ consisting
of 27 boxes. The other 26 boxes contain shifted images of the center box. This should account for more
realistic conditions while simulating the experiment, since the number of particles that can be handled at
once is rather small. The large black arrows in (c) denote the average magnetization within each box. Hd is
the demagnetizing field.
The numerical solver used to solve the differential equations is an Adaptive Runge-Kutta
solver (Press et al. 1992). It adjusts the time steps it takes according to the function’s
gradient thus ensuring that the dipoles will not oscillate around each other when one gets
into the other’s vicinity.
For the calculations to be statistically representative, a large number of particles should
be simulated. Since particle-particle interaction is taken into account, the computation time
increases with the number of particles squared. Therefore, calculations dealing with many
particles rapidly become cumbersome. In order to solve this problem, the computation space
is assumed to be homogeneously magnetized. The space is split into 3× 3× 3 equally sized
cubes, each holding the same particle subset. For the particles within the center box, the
equations of motion are solved taking into account the magnetic fields of the particles within
this box and the 26 surrounding boxes. The field due to all other particles is taken into
account by introducing their demagnetizing field, again assuming homogenous magnetiza-
tion, cf. Fig. 3.25. This leads to the following equation for the magnetic field within V (see
Fig. 3.25 for definitions of V and V’):
B(r) =
∑
ri∈V ′
B(r, ri,mi) + µ0Hd(r) (3.29)
The magnetostatic field in eq. 3.29 is obtained by calculating the surface charge potential Φ
of the outer box, its negative gradient being the demagnetizing field (Fabian et al. 1996):
φ(r) =
1
4pi

∫
V
−∇M(r′)
|r− r′| dV
′ +
∫
S
M(r′) · n(r′)
|r− r′| dS
′


=
1
4pi
∫
S
M(r′) · n(r′)
|r− r′| dS
′
Hd = −grad φ
V and S are the sample volume and surface respectively and n is the outward surface normal.
Since the magnetization M is treated as constant inside the boxes, −∇M equals zero. The
magnetostatic field is also expressed as a reduced magnitude.
H(r) =
m0
R30
H˜(r˜)
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Figure 3.26: Example of a stack of 50 model runs with 20 particles each (arithmetic mean).
Table 3.2: systematic variation of parameters
particle radius 0.1 − 10 µm
magnetic moment 4.27 · 10−16 − 9.57 · 10−11 A/m2
concentration 1/16 − 256 ppm
number of particles 20
number of stacked runs 50
8 particle radii and 8 magnetic moments equally distributed on a logarithmic scale as well
as 12 different concentrations equally distributed on a log 2 scale were chosen.
In order to maintain energy and momentum within the computation space, we use periodical
boundary conditions: a particle that leaves a box at one side reenters at the opposite side.
The numerical model runs start with all particles aligned in one direction. Since there is
no external field, the particles immediately start to rearrange. The relaxation pattern of a
system of 20 particles was observed as a function of the particle concentration and radii. For
each radius and concentration combination, 50 model runs were stacked to produce a more
representative data set, Fig. 3.26.
Model runs
To investigate what causes the three different relaxation patterns as observed by Yoshida
and Katsura (1985), magnetization was calculated as a function of scale length (R0), scale
length of magnetic moment (m0) and particle concentration c, which is a substitute for R˜.
These three parameters are the only ones that need to be varied, they cover all possible
configurations of system parameters, cf. section 3.
In Table 3.2, the parameter space covered in the calculations is shown. The chosen values
correspond to naturally occurring magnetite samples. The reason for selecting a mineral with
a large moment is to maximize the contribution from magnetostatic interactions. All model
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runs were carried out with and without particle-particle interaction in order to be able to
distinguish between the influence of Brownian motion and particle-particle interaction.
Numerical results
The current state of the model quantitatively reproduces class 3 relaxation patterns as ob-
served by Yoshida and Katsura (1985). The simulated data can be fitted using one expo-
nential function and a constant.
f(t) = a1e
−a2t + a3
In order to interpret and visualize the numerical data, we chose a parallel coordinate repre-
sentation (Inselberg 1985). Since our data is a function of particle radius, magnetic moment
and concentration, all combinations yielding a single relaxation time, we are dealing with
a four dimensional data set. To get an insight into the different interactions and interde-
pendencies, four axes representing radius (r), magnetic moment (m), concentration (c) and
relaxation time (τ) were plotted parallel to each other. The concentration as well as the
radius were plotted on a log2 scale, the magnetic moments on a log10 scale. A model result
with radius-, magnetic moment-, concentration- and relaxation time-coordinate now results
in a line moving from the left to the right axis, crossing the axes at which ever value belongs
to this result, Fig 3.27. The complete data set is represented as grey lines while the region
of interest is represented as black lines.
Looking at concentration dependencies, the lowest concentrations do not lead to the highest
relaxation times, Fig 3.27(a) and Fig 3.27(b). Intermediate to high concentrations cover the
whole range of relaxation times, Fig. 3.27(c). This indicates that particle-particle interac-
tions influence the relaxation process but the decay curve can still be fitted with a single
exponential.
Investigations of the data set as a function of radius shows that large particles cover the
whole spectrum of relaxation times while particles with an intermediate to small radius lead
to the shortest relaxation times, Fig. 3.28. This suggests that for particles with a radius
below a certain size the influence of Brownian motion exceeds the influence of magnetic
particle-particle interactions.
Looking at the magnetic moments, any given moment covers almost the entire range of re-
laxation times, large moments lead to slightly shorter relaxation times, whilst the relaxation
times for small magnetic moments are more dispersed, Fig. 3.29.
Long relaxation times are due to the resistance of large particles to Brownian motion,
Fig. 3.30(a). Large particles can relax quickly if the concentration of the suspension and
their magnetic moment is high enough, Fig. 3.30(b) and Fig. 3.30(c). In this last configura-
tion, particle-particle interactions seem to overcome the influence of Brownian motion.
There were also calculations carried out for non-interacting particle systems, these systems
were subject to Brownian motion only. The relaxation times of the non-interacting systems
displayed just a particle radius dependence. This is not surprising since Brownian motion de-
pends neither on the particle concentration nor on the particles’ magnetic moment and these
experiments were simply used to confirm the numerical model. Comparing non-interacting
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(c) intermediate concentration
Figure 3.27: Numerical data demarcated by con-
centration. c is the concentration, r the particle
radius, m the magnetic moment and τ the relax-
ation time. The complete data set is shaded grey,
the data we want to emphasize is displayed black.
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(c) small radii
Figure 3.28: Numerical data demarcated by par-
ticle radius. c is the concentration, r the particle
radius, m the magnetic moment and τ the relax-
ation time. The complete data set is shaded grey,
the data we want to emphasize is displayed black.
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(a) high magnetic moment
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Figure 3.29: Numerical data demarcated by
magnetic moment. c is the concentration, r the
particle radius, m the magnetic moment and τ the
relaxation time. The complete data set is shaded
grey, the data we want to emphasize is displayed
black.
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(c) short relaxation time/big radius
Figure 3.30: Numerical data demarcated by re-
laxation time. c is the concentration, r the particle
radius, m the magnetic moment and τ the relax-
ation time. The complete data set is shaded grey,
the data we want to emphasize is displayed black.
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Figure 3.31: Comparison of relaxation time for non-interacting and interacting particle assemblages with
high concentration, large radii and high magnetic moments.
systems to interacting systems, it appears that a certain concentration of magnetic mate-
rial is necessary for the influence of particle-particle interaction to exceed the influence of
Brownian motion. Once this concentration is reached, the relaxation time decreases rapidly
with increasing concentration until a certain level is reached, Fig. 3.31. This level appears
to remain constant for increasing concentrations. In Fig. 3.31, a system without magnetic
interactions (left side) is compared to one with interactions (right side). It can be seen
that for high concentrations and particle sizes with a high magnetic moment the interacting
system leads to shorter relaxation times than the magnetically non-interacting system.
Discussion
The numerical experiments produced magnetization decay which can be fitted with a single
exponential curve and demonstrate that we cannot clearly distinguish between the influence
of Brownian motion and magnetic interactions when both processes act at the same time.
Investigations through the parameter space of the model show the magnetization decay is
predominantly controlled by Brownian motion, while magnetic interaction expresses itself
by slightly modifying the relaxation time of the exponential curve. In this way they support
the interpretation of the experimental data which suggested that the predominant process
acting is Brownian motion, magnetostatic particle-particle interactions yield a fairly small
contribution which still manages to alter the relaxation curve and explains why τ1 and τ2 are
concentration dependant. The experimental results showed features such as a strong resis-
tance to decay (characterized by a high value of a5) that were not observed in the numerical
results, thus indicating that processes other than Brownian motion and magnetostatic par-
ticle interaction play a major role in the magnetic relaxation behavior of a sediment slurry.
Van der Waals forces or other electrostatic attractive forces are an example of forces that
may have a large influence on the relaxation of magnetization. Electrostatic attractive forces
would lead to the forming of clumps, magnetic particles could attach to bigger clay particles
and thus form a large floc resistant to Brownian motion. When flocculation processes are
dominant the formation of an ordered fabric could result in little or no magnetization decay.
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The results of the Monte Carlo investigation indicate that flocculation is present in all of the
suspensions with magnetic particles attaching to larger clay particles.
Considering the work of Yoshida and Katsura (1985), neither our experimental results nor the
numerical model reproduce class 2 relaxation patterns as observed in their studies. Judging
from our numerical experiments, processes other than Brownian motion and magnetostatic
particle interactions must be responsible for the proposed magnetization reversals in sedi-
ment slurries.
74 CHAPTER 3. DRM AND PDRM ACQUISITION
CHAPTER 3. DRM AND PDRM ACQUISITION 75
Discrete element modelling of the influence of
floc-formation on the acquisition of magnetization in
sediment suspensions
A. Witt and D. Heslop
Universita¨t Bremen, FB Geowissenschaften, Postfach 330440, 28334 Bremen, Germany, Tel. +49-421-218-
3933, Fax +49-421-218-7008, Email witt@informatik.uni-bremen.de
Abstract
Detrital remanent magnetization (DRM) formation and the processes which lead to a sta-
ble sedimentary remanence are poorly understood. Organic coatings which act as a cement
and electrostatic attraction such as van der Waals forces lead to flocculation of magnetic
and non-magnetic particles within the water column. Previous experimental and theoretical
investigations have indicated the level of acquired DRM may be a function of overall floc
magnetization and size. Since the process of DRM formation is not directly observable, we
make use of a series of two-dimensional numerical models based on the discrete element
method (DEM) to investigate the influence of flocculation upon the level of suspended mag-
netic particle alignment with an external field.
Our DEM model takes into account irregular floc shape and the partial cancellation of the
magnetizations of particles held in the same floc. We consider two forms of sediment suspen-
sions, in the first, flocs are formed with no influence from an external field. In the second,
floc formation takes place under the influence of a magnetic field. Flocculation is a dynamic
process which is ongoing throughout the simulation, therefore no a priori assumptions are
made concerning floc size. It is found that floc size has a major influence on the level of
magnetic particle alignment. All of the models show that the extent of particle alignment is
a function of both external field strength and the extent of flocculation. This has important
implications for natural systems where the majority of magnetic particles are thought to
descend through the water column attached to other particles.
Keywords: depositional remanent magnetization, discrete element method, marine sediments, van
der Waals forces
Submitted to GJI
76 CHAPTER 3. DRM AND PDRM ACQUISITION
Introduction
Directional and intensity changes in the earth’s magnetic field are continuously recorded in
marine sediments. The use of these sedimentary records to reconstruct the earth’s pale-
ofield is a well established method in the earth sciences but the physical mechanisms that
lead to the formation of a stable remanence are still under debate, for reviews see Verosub
(1977) and Tauxe (1993). Detrital remanent magnetization is formed by the tendency of
magnetic particles to physically rotate until their magnetizations are in equilibrium with
the geomagnetic field. Initial rotation is thought to occur in the water column where an
isolated magnetic particle would rapidly rotate into alignment with the external field. Once
deposited at the sediment-water interface, so-called post-depositional mechanisms come into
play with processes such as compaction and bioturbation influencing the orientation of the
particles. In addition to such randomizing processes, the magnetic grains can still align with
the geomagnetic field if they are captured within sediment voids where free rotation is still
possible. Once compaction of the sediment is sufficient to physically hold all the magnetic
particles in position, the remanence is considered to be stable and the magnetization ’locked
in’. In the past, the influence on DRM formation of processes such as Brownian motion,
sediment lithology and electrostatic forces have been investigated in both laboratory experi-
ments (Barton et al. 1980; Lu et al. 1990; van Vreumingen 1993b; Katari and Tauxe 2000)
and in numerical studies (Nagata 1961; Collinson 1965; Stacey 1972; Shcherbakov and
Shcherbakova 1987; Katari and Bloxham 2001).
A theoretical calculation of the time required to align a magnetic sediment grain suspended
in water with the geomagnetic field shows that this process would take a matter of seconds
(Stacey 1972). Under such conditions, all the magnetic particles descending through a still
water column would be expected to be aligned with the external field by the time they are
deposited and thus form a saturated DRM. Natural remanences and even laboratory rema-
nences are far from being completely saturated. In fact, sedimentary remanence intensity
is known to vary as a function of applied field strength and this relationship forms the ba-
sis of relative paleointensity reconstructions (Johnson et al. 1975; Levi and Merrill 1976;
Tauxe 1993). Such a field dependence is also observed in laboratory experiments, where the
remanent magnetization of redeposited sedimentary material is found to increase with in-
creasing external field strength (Johnson et al. 1948; Kent 1973; Yoshida and Katsura 1985;
Quidelleur et al. 1995). A number of studies have concluded that randomization of the ori-
entation of magnetic particles can occur whilst in the water column and post-depositionally
(Irving and Major 1964; Verosub 1977; Lovlie 1989). It is therefore apparent that a field
dependant magnetization is caused by the balance between the tendency of particles to align
due to magnetic torque and their tendency to adopt no preferred orientation due to random-
ization processes.
Here, we will focus on the effect of flocculation on the level of magnetic particle alignment
before deposition. The majority of suspended sediment entering the oceanic realm is floc-
culated and during descent through the water column, flocculation is a dynamic process
with particles breaking apart and new aggregates forming. A combination of organic bond-
ing and electrostatic attraction is thought to be responsible for the formation of microflocs
(10−20 µm) and macroflocs which are in size of the order of 1 mm (Dyer 1994). Therefore,
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in typical ocean sediments, (silt-clay range) both micro- and macroflocs would be expected
to contain a large number of individual magnetic particles.
Previously, van Vreumingen (1993b) investigated experimentally the variability of magne-
tization intensity with flocculation in suspensions of clay minerals and magnetic particles.
Varying the salinity of the suspensions provided control over the level of floc formation by
changing the magnitude of the electrostatic attractive forces which are responsible for hold-
ing particles together. After applying an ultrasonic treatment to ensure that the particles
in the suspension were dispersed it was found that subsequent flocculation in an applied
field reduced the magnetization of the system by up to 99%. Through salinity controlled
floc growth it was determined that the greater the extent of flocculation, the lower the over-
all magnetization of the suspension. Therefore the mutual cancellation of magnetizations of
particles included in a floc must be a primary controlling factor in DRM intensity. The effect
of flocculation was considered experimentally by Katari and Tauxe (2000) and theoretically
by Katari and Bloxham (2001) whose work resulted in a model for spherical flocs. In the
model, the viscous drag of water and the magnetic torque of large flocs were of the same
order of magnitude preventing perfect alignment of the aggregates in the water column with
the applied magnetic field. Katari and Bloxham (2001) were able to closely fit data from
redeposition experiments by Barton et al. (1980) with the viscous drag model even with
the assumptions of spherical flocs and constant magnetic moments corresponding to a single
magnetite particle in each aggregate.
Our two dimensional numerical model is based on the discrete element method (DEM). This
model will be used to investigate the level of magnetization acquired in a suspension as a
function of floc size and external magnetic field. The DEM can account for irregular floc
geometry and cancellation of magnetic particle moments and therefore allows an extension
of the work of Katari and Bloxham (2001) towards a system that is more representative of
natural sediment processes.
The Discrete Element Model
The DEM
The discrete element method provides a numerical description of the behavior of an assem-
blage of discrete interacting particles. The key to the DEM is the ability to model the
behavior of particles which come into contact. We employ a so-called soft-body approach
where contacts are represented by allowing small particle overlaps Fig. 3.32. When particles
come into contact, a force Fn acts normal to the contact and a shear force, Fs, acts parallel
to the contact. The contact is split into two phases: a loading phase and an unloading phase
where the magnitude of Fn is related to the extent of particle overlap dn. Because the forces
of the unloading phase of a contact are less than those of the loading phase, energy is dissi-
pated during a collision producing a visco-elastic effect (Cundall 1987). The magnitude of
the shear force is related to the magnitude of the normal force and is limited by Coulomb’s
law of friction:
‖Fn‖ ≤ µ‖Fs‖ (3.31)
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Figure 3.32: Schematic illustration of the forces acting on particle i due to the contact with particle j.
A soft-body approach is applied which allows the particles to overlap at contacts. In case of an overlap,
the value dn becomes positive (the magnitude of the overlap in the figure is exaggerated for illustrative
purposes). The software used in the presented DEM simulations is the pfc2d package from Itasca (Cundall
and Strack 1979)
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Figure 3.33: Schematic illustration of the viscoelastic contact treatment according to Cundall (1979). The
shaded area between the loading and unloading curve is energy dissipation due to contact.
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where µ is the coefficient of friction.
In a single cycle of the DEM model, Newton’s second law of motion and the force-displacement
law are used subsequently to take into account both particle-particle interactions and trans-
lation due to gravity. An additional linear term is added to the equations of motion for
non-contacting particles, which acts as a form of local damping to reduce accelerations, both
rotational and translational. This damping approach provides an approximation for the fric-
tion experienced by a particle travelling through a viscous medium, in this case water. In
the course of a model run, position, velocity, acceleration and acting forces can be observed
at each iteration for the individual particles within the system.
Modelling of flocculation in a settling sediment
The presented model consists of an assemblage of approximately 5000 particles with a log-
normal size distribution typical for oceanic sediments (φ¯ = 8 with a dispersion of σφ = 0.3,
on the Udden & Wentworth scale, φ = − log2 d, where d is the grain size in millimeters).
The initial particle positions are drawn from uniform random distributions of coordinates
within a predefined area. In order to produce a high energy starting state analogous to
turbulent water in ocean systems or ultrasonic treatment in laboratory experiments, e.g.
van Vreumingen (1993b), we employed a ’radius expansion’ particle generation approach
(Itasca 2002). The individual particles are created with initially reduced radii and large
overlaps with their neighbors. The particles’ radii are then expanded to their final size
resulting in unrealistically large overlaps, thus generating high kinetic energy in the system.
No boundaries are applied to the space of the model, therefore the system is allowed to
expand through time. This approach removes the effect of bounding walls which tend to
produce particle bridges between them.
In nature, the majority of suspended particles are held in flocs bonded together by some form
of organic material acting as a cement (Eisma 1986). To initiate the cementing of particles,
we employ van der Waals forces which are short range attractive electrostatic forces. We use
a numerical representation of van der Waals forces for particles that are large compared to
the distance separating them (Hamaker 1937). With
φ =− A
6
[
d1d2/2
D2 − (d1+d2
2
)2
+
d1 + d2
D2 − (d1−d2
2
)2
+ ln
D2 − (d1+d2
2
)2
D2 − (d1−d2
2
)2
] (3.32)
and
F = −∇φ (3.33)
where
D =
d1 + d2
2
+ s (3.34)
one is able to obtain an approximation for van der Waals forces, where A is the material
dependent Hamaker constant (set to 10−19J for all models), d is the diameters of the particles
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Figure 3.34: The magnetic particles are a combination of three equally sized spheres (light grey) and have
an aspect ratio (width/length) of 0.5 with the magnetization pointing along the particle’s long axis. Van der
Waals forces are taken into account by assigning contact bonds between the particles (heavy black lines). If
two particles have two contact points, two contact bonds are assigned between them.
Figure 3.35: Model of a particle floc due to van der Waals forces. The overall resultant magnetization
in such a clump is much smaller than the resultant magnetization of all the magnetic particles in perfect
alignment with the field.
and s their surface-surface separation.
In an n-particle model, the exact computation of the acting van der Waals forces would
amount to approximately n2 computations. Computations of the order n2 are not desirable
since computation time is soon unmanageable. Since van der Waals forces decrease with the
particles’ separation to the power of 7, we only consider van der Waals forces for particles
that are in contact or about to contact. Because of the zero in the denominator in eq. 3.32
for contacting particles we assume a minimum separation of 4A˚ for all contacts (Hamaker
1937) this also accounts for negative values of s when particles overlap in the soft body
contact model. The organic cementation of particles is accounted for by assigning a contact
bond between them with the same strength as the acting van der Waals force. The assigned
contact bonds are not permanent and can be broken if sufficient forces act to overcome the
attachment of two particles.
Magnetic properties of the model
The pfc2d software we use for our two dimensional simulations restricts the model to spherical
particles. For our calculations, three spherical particles were statically combined to form
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Figure 3.36: Enlarged section of one model run with particles forming flocs as they descend through the
water column.
non-spherical magnetic particles with an aspect ratio of 0.5 and diameter of 1 µm (φ = 10),
Fig. 3.34. Of the particles in the sediment 10% are magnetic and are assigned a magnetization
of 900A/m according to the magnetite grain size dependent relationship for thermoremanent
magnetizations acquired in a 100 µT field (Dunlop 1990a). For non-spherical magnetic
grains, there are cases of more than one contact point between two particles Fig. 3.34. A
contact bond is assigned to all of these contact points as would be expected for a natural
cementation process.
The first set of model runs starts with all magnetic particles aligned with an external field
of predefined strength and no initial flocculation. This state represents particles that have
descended through turbulent water where flocculation was not possible. Upon entering a
zone of still water, particles align rapidly with the external field and flocculation commences.
The second set of models starts with randomly oriented particles and the external field is
not applied until a predefined point in time. This allows flocculation to commence with no
influence from the external field, thus simulating the entry of particles into a still water zone
as members of preformed flocs. After the initial step of both models, the particles descend
downwards and flocculation continues in the presence of an external magnetic field, Fig. 3.36.
Five different magnetic fields typical of possible geomagnetic intensities are investigated in
these model runs: 0, 5, 20, 50 and 100 µT in the vertical direction.
Limitations of the model
Up to this point, it is not practical to include particle-fluid coupling in our model. DEM con-
tact models are based on dry powders and the effects of interstitial fluids on particle-particle
interactions are poorly understood (Muguruma et al. 2000). As discussed above, inclusion of
a linear damping coefficient (Cundall and Strack 1979) provides an approximation for parti-
cle motion through a viscous fluid. This effect, however, does not produce settling according
to Stokes’ law and therefore collisions and resultant flocculation will not occur due to differ-
ent settling velocities. An elongated magnetic floc with a low resultant magnetization would
naturally descend through the water column with its long axis perpendicular to the axis of
descent (Pan et al. 2002) as the hydrodynamic torque dominates over the magnetic torque.
In our numerical model, as in that of Katari and Bloxham (2001), the slightest magnetic
moment is enough to rotate the floc into alignment with the field providing the residence
time in the still water zone is sufficient. There are certain advantages to not considering full
particle-fluid coupling in 2D. The viscous drag of a fluid acting on a natural floc is strongly
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Figure 3.37: Plot of the change in coordination numbers throughout the model runs for all three starting
concentrations.
influenced by the porosity of the aggregate (Wu and Lee 2001). In a 2D system, flocs are
non-porous and if full particle-fluid coupling was included in the model, the hydrodynamic
torque acting on a non-porous 2D floc would be over represented compared to the torque on
the equivalent porous 3D floc.
Results
Flocculation
The size of the area in which particles are initially generated can be changed in order to pro-
duce suspensions with different particle concentrations. We employ starting areas with three
different sizes, area based concentrations of 0.03, 0.02 and 0.01. The extent of flocculation
is monitored using the concept of coordination numbers which represent the average num-
ber of contacting neighbors of each particle within the system, therefore high coordination
numbers indicate greater flocculation. The coordination numbers of all three systems show
that flocculation is ongoing throughout the duration of the model, Fig. 3.37. Initially, flocs
form rapidly and subsequently the rate of floc formation decreases as the system expands
and particle-particle collisions become less frequent. Not surprisingly the mean coordination
number is directly related to initial concentration with the largest flocs forming in the small-
est regime where collisions are the most frequent. Of the three systems, the low concentration
suspension produces substantially smaller flocs than the two more concentrated suspensions.
The mean coordination numbers reveal that the final floc sizes of the low concentration sus-
pension are similar to those found in the early stages of the higher concentration suspensions.
Thus it is possible to control the extent of flocculation in the numerical suspension simply by
varying the concentration of particles in the initial configuration with higher concentrations
producing larger flocs.
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Flocculation commencing in the still water zone
In the system where all sediment particles enter the still water zone as individuals and the
magnetic grains are fully aligned with the external field before flocculation commences all
the intensity curves display an initial rapid decay followed by a more gradual reduction in
magnetization, Fig. 3.38. At the beginning of each model, the system has a high kinetic
energy and therefore particle-particle collisions do not always result in the formation of a
bond but instead act to randomize the orientation of the particles. The initial behavior
of each of the models follows the same path as the zero field curve, demonstrating the
dominance of kinetic energy and the low influence of external magnetic field. Once sufficient
energy has been dissipated from the system by viscoelastic behavior and damped motion,
collisions start to produce bonds and flocs form. This is expressed by a departure of the
curves from the zero field path. The point of departure is dependant on the field strength
and concentration of the system indicating the increasing influence of the external field when
flocculation is limited. In all the curves where an external magnetic field is invoked, a small
recovery in magnetization is observed after the rapid initial decay. This peak corresponds
to the commencement of floc formation and rotation into alignment with the external field.
Once large flocs start to form, their inertia has an increasing influence on future collisions.
A comparison of final magnetization as a function of applied field for the three different
sized systems shows a similar pattern to the coordination numbers, Fig. 3.39 and Fig. 3.37,
with the smallest flocs producing the highest magnetization. It is important to note that
even in the absence of an external magnetic field the magnetization of the system does not
reach zero. This is because the system is expanding and thus has a continuously decreasing
concentration. After a certain level of expansion, further particle-particle collisions become
highly improbable and the equilibrium magnetization is due solely to the flocs which retain
some memory of the initially aligned particle state.
Flocculation above the still water zone
To simulate particle flocculation in turbulent water, the magnetic particles were initially
assigned a random orientation in zero field. Flocculation was then allowed to proceed in
zero field until all the magnetic particles had at least one contact bond, the external field
was then invoked. The sudden introduction of an external field represents the movement
of flocculated particles from turbulent water where magnetic torque will have little or no
control over particle orientation into still water where magnetic torque can play an impor-
tant role. In all the suspensions, there is a clear dependence between field strength and
acquired magnetization, thus indicating the role of flocculation, Fig. 3.40. In a system with
no flocculation, the magnetization would rapidly reach saturation in an external field as the
magnetic particles are free to rotate. The high field curves rapidly acquire an equilibrium
magnetization and maintain a stable intensity for the remainder of the model run. Such
non-saturation is indicative of the partial cancellation of magnetic moments within the floc.
As discussed above, the variation of final magnetization as a function of field appears to
be related to the ongoing process of flocculation. In the high field cases, once the field is
invoked, all of the flocs rapidly rotate into alignment with the external magnetic field. Once
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(b) intermediate particle starting con-
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Figure 3.38: Decay in magnetization when entering the still water zone as individual particles. Three
different starting concentrations with 5 different geomagnetic field strength values each are displayed. The
scaling of the y-axis changes in order to provide more information.
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Figure 3.39: Acquired magnetization as a function of external field strength displayed for all three starting
concentrations and the particles entering the still water zone as individual particles.
in this configuration, further flocculation has limited influence on the amount of acquired
magnetization. For weaker fields, the degree of alignment is reduced and the time required
for rotation into alignment is increased. Therefore, further aggregation involves flocs in-
cluding particles with a distribution of alignments, the dispersion of which increases with
decreasing field strength. In this way, cancellation is greater in the flocs formed in weaker
fields. More details of the effects of flocculation are revealed by the high and intermediate
concentration systems, Fig. 3.40(b) and Fig. 3.40(c). As floc size and therefore rotational
drag increases, the equilibrium magnetization decreases, as the flocs require more time to
align with the external field. Therefore, magnetization is a function of both external field
strength and floc size, Fig. 3.41. The coordination numbers indicate that the high and in-
termediate concentration systems contain similar sized flocs whilst the low concentration
system contains much smaller flocs, Fig. 3.37. The pattern of resultant magnetization as a
function of applied field is closely related to the pattern observed in the coordination number
plot with the low concentration system showing substantially higher magnetizations.
Discussion and conclusions
Because expected rates of floc formation and destruction are not known, it is difficult to
select appropriate contact bond models which will provide an accurate representation of
natural aggregation processes. Since our model does not take into account fluid dynamics, it
strongly favors energy dissipation and as such particle flocculation occurs more readily than
floc destruction. Even with this bias, the flocs produced in the model are smaller than the
macroflocs found in natural systems.
From previous theoretical work it was suggested that Brownian motion could play a domi-
nant role on the misalignment of magnetic particles in the water column resulting in reduced
sedimentary remanences (Collinson 1965; Stacey 1972). In our model, flocculation, not
Brownian motion, is responsible for reducing the level of particle alignment in the water
column. As the majority of the magnetic particles are expected to be included in large
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Figure 3.40: Acquired magnetization in the still water zone when flocculation already occurs above the
still water zone. Three different starting concentrations with 5 different geomagnetic field strength values
each are displayed. The scaling of the y-axis changes in order to provide more information.
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Figure 3.41: Acquired magnetization as a function of external field strength displayed for all three starting
concentrations and the flocculation commencing above the still water zone.
aggregates, it is reasonable to assume that their orientation will not be influenced by Brow-
nian motion. Considering a field typical of the earth’s magnetic field (50 µT ), the final
suspension magnetization varies between 9% and 55% for flocculation above the still wa-
ter zone and 40% and 66% for flocculation commencing in the still water zone. Values for
natural sedimentary remanences are expected to be less than approximately 1% (Barton
et al. 1980). It is not surprising that the calculated magnetizations are greater than those
found in natural sediments as a number of additional randomizing factors are not included
in the model. As previously discussed, the lack of fluid particle coupling plays an important
role. Differential settling cannot be represented and flocs of different sizes will not collide
due to differing descent velocities. Therefore flocs in the model will tend to be smaller than
expected and thus less cancellation takes place. Additionally, shear flow that would cause
more particle-particle collisions and would have a randomizing effect on particle orientations
is not considered. Furthermore, natural sedimentary remanences will be strongly controlled
by post-depositional processes as bioturbation, compaction and chemical alteration all of
which are expected to alter the magnetization (Kent 1973; Karlin and Levi 1985; Channell
1989). Therefore, magnetizations in the water column cannot be compared directly to sedi-
mentary remanences.
All of the presented models show a relationship of increasing magnetization with increasing
field strength and decreasing floc size. This supports the previous experimental work of
van Vreumingen (1993b) and the theoretical models of Katari and Bloxham (2001). In the
viscous drag model of Katari and Bloxham (2001), a saturation magnetization will always
be achieved if the still water zone through which flocs descend is sufficiently large because
cancellation of magnetic moments is not included in the model. The DEM approach allows
us to represent mutual cancellations of the magnetizations of particles contained in the same
floc. This process is clearly demonstrated because magnetization varies inversely with floc
size. Therefore, in a flocculating system, saturation magnetization will never be achieved no
matter how large the still water zone is. This has important implications for natural sediment
DRMs and provides one possible mechanism that could be responsible for magnetizations
being dependent on the geomagnetic field strength.
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4 Inclination error
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Figure 4.1: Declination D and inclination I of the total field F. H and Z are the horizontal and vertical
components of F, respectively.
The direction of the paleomagnetic field is obtained from magnetic records in terms of
inclination I and declination D, Fig. 4.1. Inclination is the angle between the horizontal
plane and the field vector, declination is the angle between the vector’s projection into the
horizontal plane and true north. Geodynamic reconstructions as well as investigations of the
structure of the paleomagnetic field are based on the assumption that the time-averaged field
corresponds to a geocentric axial dipole, Fig. 4.2. Under this assumption, the geographic
latitude θ and geomagnetic inclination I are linked by
tan I = 2 tan θ (4.1)
When paleofield inclination is identified with sample remanence inclination Ir, a bias of the
latter automatically leads to an incorrect determination of the sample’s paleolatitude.
By using 185 deep-sea sediment cores, Schneider and Kent (1990) showed that inclinations
from sediment records match the expected dipole inclinations. Nevertheless, there are many
processes influencing the recorded remanence. During deposition and recording, mechanical
moments can exceed the magnetic torque. Since effects of mechanical moments are random
in their direction to true north, this does not affect the recorded declination but could result
in an inclination error. King (1955) proposed a first model for mechanical misalignment. He
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Figure 4.2: Modern day dipole field. In a geocentric axial dipole, magnetic and geographic poles coincide.
Considering secular variations over a 10 000 year period, the offsets between the magnetic axis and rotational
axis average out.
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considered elongated magnetic particles which settle with their long axis perpendicular to
the direction of gravitation. The particles are assumed to be magnetized along their long axis
since this is magnetostatically favorable. The investigation of King (1955) led to a formula
relating remanence inclination Ir to the geomagnetic inclination I.
tan I = f tan Ir (4.2)
where f = 1 represents no flattening and f = 0 maximum flattening of the paleomagnetic
signal. A second theoretical model by Griffiths et al. (1960) considered spherical grains de-
positing on an irregular surface. In both models, the typical inclination error varied between
10
◦
and 20
◦
.
Taking into account inclination error solves explanatory problems concerning some sedimen-
tary magnetic records. Investigating paleomagnetic data from the Mediterranean region,
Krijgsman and Tauxe (2004) show that correcting shallowed inclinations that have been at-
tributed to either major geographic displacement, non-dipole components of the earth’s field
or systematic inclination flattening according to existing theory leads to paleogeographically
reasonable results. After correction, their data from Spain and Crete match the expected
middle Miocene latitudes of the region.
Kent and Tauxe (2005) use a statistical geomagnetic field model to correct for inclination
error in records from early Mesozoic reift basins from North America, Greenland and Europe.
The corrected data match independent data from igneous rocks ranging over thousands of
kilometers and tens of millions of years and indicate that the paleofield corresponded to a
geocentric axial dipole in the Late Triassic.
The DEM provides the opportunity to investigate the recorded inclination influencing
factors like particle shape, compaction and bedding plane. Additionally, model data with a
known error in the inclination can be used to investigate the possibility of mistaking biased
recorded inclination for non-dipole components of the geomagnetic field.
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Abstract
Palaeomagnetic inclination data and the hypothesis that the time-averaged Geomagnetic
field corresponds to a Geocentric Axial Dipole (GAD) form the basis of many geodynamic
reconstructions. Errors in depositional inclination are however known to exist in a number
of sedimentary systems and when effects such as shallowing bias are unidentified they can
produce untenable reconstructions that bring the GAD hypothesis into question.
Sedimentary inclination errors have been successfully identified in natural sediment sequences
and recreated in laboratory redeposition experiments. Processes such as compaction and
sedimentation onto a tilted bedding plane are known to influence recorded inclinations,
however, these mechanisms are still poorly understood on a quantitative level. The discrete
element method (DEM) provides a numerical approach to modelling the behavior of sediment
particles both above and below the sediment-water interface and can take into consideration
post-depositional effects such as compaction. DEM models make it possible to consider not
only the mean direction of a sedimentary remanence but also the distribution of magnetic
particle orientations. The presented models indicate that external field direction, overlying
pressure, particle shape and bedding plane angle are all important factors in controlling
both the type and magnitude of sedimentary inclination errors. In addition, it is shown
that shallowed inclinations could mistakenly lead to an interpretation for zonal octupole
contributions to the palaeofield.
Keywords:
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Introduction
Palaeomagnetic records obtained from sedimentary sequences make a number of essential
contributions to the reconstruction of the Earth’s history. Information concerning processes
such as secular variation, relative palaeointensity, field reversal frequency, the configuration
of the ancient field and geodynamics is regularly obtained from the magnetic signal pre-
served in sedimentary archives. It is however widely accepted that sediments do not provide
a perfect record of the ambient field conditions in which they were deposited and the fidelity
of different sequences can vary greatly. Although Schneider and Kent (1990) demonstrated
that the inclination component of the Natural Remanent Magnetization (NRM) of 185 deep-
sea sediment cores did approximately correspond to the inclinations of a Geocentric Axial
Dipole (GAD) field, a number of studies have also reported so called depositional inclination
errors. The commonest form of this error is a shallowing of the sedimentary inclination from
the expected GAD direction. Inclination shallowing has been reported in deep-sea sediments
(Arason and Levi 1990a), lake sediments (Marco et al. 1998), continental sequences (Gilder
et al. 2003) and is even thought to occur in the alignment of flocced magnetic particles
in the water column (van Vreumingen 1993a). Investigations have shown the inclinations
recorded in some sediments to be significantly shallower than those recorded in contempo-
raneous igneous units, providing a strong indication that the shallowing is an artifact of the
sedimentary process and not a genuine feature of the Earth’s magnetic field (Reynolds 1979;
Gilder et al. 2003).
Recently, depositional inclination errors have received renewed attention because of the de-
velopment of a method for the detection of inclination shallowing based on a simplified
statistical model for the palaeomagnetic field (Tauxe and Kent 2004). In some cases a slight
shallowing of the signal can result in geodynamic reconstructions which are offset by hun-
dreds of kilometers (Krijgsman and Tauxe 2004; Kent and Tauxe 2005; Tauxe 2005). In
cases where geodynamic reconstructions from sedimentary sequences produce implausible re-
sults it is necessary to either infer that inclination shallowing has taken place or alternatively
question the usefulness of a GAD as a long-term representation of the Earth’s magnetic field
(van der Voo and Torsvik 2001).
Considering the importance of the GAD assumption, it is necessary to consider in detail
the processes that could produce depositional inclination errors. A number of laboratory
experiments have reported inclination shallowing in redeposited sediments, with some cases
having offsets of the magnetic signal greater than 20o (King 1955; Tauxe and Kent 1984;
Levi and Banerjee 1990). Experiment has revealed the importance of compaction in shal-
lowing sedimentary inclinations as overlying pressure overcomes the magnetic torque of the
particles and rotates them away from the ambient field direction and into alignment with
the bedding plane. One of the first redeposition studies to consider the effects of post-
depositional compaction was performed by Blow and Hamilton (1978), who redeposited silty
clay grade sediments in both a slurry and grain-by-grain manner to find that compaction of
the resulting sediment produced a significant shallowing of the magnetic signal.
Arason and Levi (1990a) confirmed the link between compaction and sedimentary inclina-
tion shallowing in natural systems by the statistical analysis of deep-sea sediments from the
Pacific ocean. Shallowing of the palaeomagnetic signal observed in a high sedimentation-rate
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Figure 4.3: Schematic illustration of the forces acting on particle i, which is in contact with particle j. (A)
In the soft-body contact model the collision of two particles is represented by allowing a small overlap, dn,
between them. The normal contact force and shear contact force are given by Fnij , F
s
ij , whilst the torques
due to the shear force and rolling friction are Lsij and L
r
ij respectively, resulting in the rotational velocity, ωi.
The force of gravity acting on particle i is given by mig. (B) in the viscoelastic contact model the magnitude
of the repulsive normal force is related to the overlap of the particles. The loading and unloading phases of
the contact produce forces of different magnitudes and thus energy is dissipated during a collision
core obtained at ODP site 578 appeared to increase with depth, therefore indicating a link
between inclination error and compaction. At a neighboring location, ODP site 576, which
had much lower sedimentation rates than ODP 578 and therefore a lesser burden from over-
lying sediments, no inclination shallowing was observed.
Theoretical studies such as those of Arason and Levi (1990b) have derived exact mathemat-
ical expressions to relate inclination shallowing to compaction. We will consider a numerical
approach to modelling the possible mechanisms of depositional inclination error using the
Discrete Element Method (DEM) of Cundall and Strack (1979). Previously, the DEM ap-
proach has been successfully employed by Witt et al. (2005) to model magnetic particle
alignment below the sediment-water interface. It is hoped that through the use of a numer-
ical approach it will be possible to simulate more complex systems than those which can be
represented analytically and thus provide a more realistic model of sedimentary inclination
shallowing.
The discrete element method
Sediment can be considered as a granular material with a structure controlled by processes
such as gravity, friction and particle-particle collisions. DEM is a discontinuous simulation
method that can provide a representation of the individual motion and mutual interactions
of a large population of particles (Cundall and Strack 1979). In the DEM approach, it is
assumed that all the forces acting on a particle are known. These forces may originate from
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collisions with other particles and immovable bodies or the influence from external factors
such as gravitation or a magnetic field. Newton’s second law of motion and the force dis-
placement law are implemented iteratively to model the particles’ behavior through time.
For each iteration, the forces and torques acting on the individual particles are resolved and
new positions, velocities and accelerations can be computed for the next iteration. Particles
interact through soft-body contacts which produce normal and shear forces according to
the nonlinear viscoelastic relationship of Cundall (1987), Figure 4.3. The effects of friction
according to Coulomb’s law are included in the contact model by limiting the maximum
allowable shear force between two particles.
It is known that fluid flow around a particle will produce shear stress and it has previously
been reported that sedimentary magnetizations can be influenced by water currents (King
1955). In the presented models, the motion of particles is considered to take place in a
vacuum. Whilst the assumption of a vacuum is a rather undesirable simplification it is
necessary for a number of reasons. First, the simulation of the motion of a single settling
ellipsoid in a fluid is a complicated and time consuming task (Pan et al. 2002), therefore to
consider large numbers of particles experiencing mutual interactions would be beyond our
current processing capacity. Second, although some attempts have been made to consider
the effects of interstitial fluids in DEM contact models (Muguruma et al. 2000), many as-
pects of particle-fluid coupling are still poorly understood. The simulations do employ the
linear approximation of Cundall and Strack (1979) for friction originating from interstitial
fluid which acts to damp both translational and rotational motion of the particles.
At the present time, the simulations are restricted to two-dimensions in order to decrease the
required computation time. The earth’s magnetic field has both inclination and declination
components that cannot be represented simultaneously in a two-dimensional model. Previ-
ous studies have suggested that whilst the shifts in inclination of individual grains are not
random, thus producing an inclination error, the shifts in declination are random and are
thus mutually cancelling (Arason and Levi 1990b). Therefore, an inability to represent dec-
lination in the presented models is not considered to be critical. There are other limitations
to the reduced dimensionality in terms of the nature of the modelled sedimentary fabric.
First, the porosities of two-dimensional sediments cannot be compared properly to those of
three-dimensional systems, making it difficult to contrast compaction in the models to that
expected for natural sediments. In addition, the absence of percolation in two-dimensions,
where small particles migrate though a sediment pack to infill voids, results in fundamentally
different fabrics for two and three-dimensional systems. In the future, we hope to extend
the model into the third dimension. At the present time however, we consider the modelled
sedimentation system to be so simplified compared to the natural processes of sedimentation
that any results must be considered as only semi-quantitative. As such, working with a
two-dimensional model will be sufficient to capture the essence of the sedimentation process.
Details of the Model
All of the presented DEM models were created using the PFC2D (Particle Flow Code in 2 Di-
mensions) software from HCItasca. The program acts as a computation engine which solves
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user-designed simulations. The PFC2D software only allows simulations involving spheres or
disks, but particles can be statically combined to produce other simple forms and this fea-
ture was utilized in the construction of elongated magnetic grains (Fig. 4.7). The positions
of the modelled particles are restricted to the confines of a predefined container which is
constructed from immovable walls with the same properties as the particles themselves thus
resulting in non-periodic boundary conditions (see later diagrams). In order to obtain walls
with the same properties as the particles the sides of the container are modelled as particles
with infinite mass and radius. The size of the container in each of the models was 5 by 7
µm and the coefficient of friction of each of the walls was set to zero.
The magnetic particles in the simulation were assumed to have infinite anisotropy and to be
in the single-domain grain size range. The particles were assigned magnetizations according
to an empirical relationship for thermoremanent magnetizations for magnetite produced in
a field of 100 µT (Dunlop and O¨zdemir 1997):
Mtr = 0.9× d−1 (4.3)
where Mtr has units of kA/m and the particle diameter is expressed in µm. All of the
spherical non-magnetic particles in the model were created with a radius of 100 nm. The
motivation for choosing such small non-magnetic matrix particles is the ability to physically
lock the magnetic grains into position. If larger non-magnetic spheres are employed in the
model the magnetic grains can easily rotate within the voids of the sediment fabric and a
stable remanence does not form. Therefore, the use of such small grains provides a method
for representing larger irregular shaped grains using only spheres.
The external field of each DEM simulation was set as 50 µT with a predefined inclination
and the magnetic torque acting on any particle could be calculated and included into the
model. Such an assemblage of spherical non-magnetic and elongated magnetic particles is an
oversimplified representation of a natural sediment, however it provides a number of advan-
tages. First, because the DEM method is designed for spheres, such a basic sediment system
allows large numbers of particles to be considered with a reasonable execution time, provid-
ing a result that is more statistically representative. Second, by selecting simple geometric
particles and discounting many of the more complex depositional and post-depositional pro-
cesses, such as attractive electrostatic forces, a system can be constructed where the results
can be interpreted in terms of the initial model conditions rather than a complex interplay
of many competing processes.
For each model, the inclination of the external field was set at a predefined value and an
assemblage of magnetic particles with a given aspect ratio and non-magnetic spheres was
created within the container, Figure 4.4. These particles were allowed to settle in the base
of the container under the influence of gravity. Once settling was completed, the top wall of
the container descended to meet the top of the sediment. At this stage the sediment is con-
sidered to represent a random-loose-packing (RLP) which is typical of particles deposited
through a viscous fluid (He et al. 1999). With the top wall in place the orientations of
the individual magnetic particles were recorded and the top wall was lowered to simulate
further compaction of the sediment. Compaction proceeded until a random-close-packing
(RCP) was achieved where no further compaction could occur without distorting the parti-
cles themselves (He et al. 1999). Once a RCP state was obtained, the orientations of the
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Stage1 Stage 2 Stage 3
Figure 4.4: The three stages of the DEM model. Elongated magnetic particles (black) and spherical
nonmagnetic particles (grey) are created within the container and a predefined external field is invoked
(vertical and upwards in this case). The particles are allowed to settle under the influence of gravity to form
a random loose packing and the top-wall moves down to meet the surface of the sediment. In the final stage
the top-wall applies pressure to the sediment to cause compaction until a random close packing is achieved.
The inset panel displays the distribution of magnetic particle orientations plotted on a circle with the arrow
representing the mean magnetization vector.
Figure 4.5: The three stages of the DEM model as shown in Figure 4.4. The base and top-wall of the
container are tilted at a predefined angle to the horizontal in order to simulate sediment deposition on a
slope.
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individual magnetic particles were again recorded. We chose to study only these two packing
extremes because as previously discussed the porosities of a two-dimensional model cannot
be converted into three-dimensional values. Therefore the progression of the compaction
through the simulation cannot expressed in terms that can be compared to natural systems.
In a post-processing step the particle orientations, θ, were utilized to calculate the mean
resultant magnetic vector and standard deviation of the distribution of magnetic particle
orientations using the formulas (de Sa 2003):
c =
n∑
i=1
cos θi/n s =
n∑
i=1
sin θi/n (4.4)
The mean resultant vector is given by:
r = [c s]′ (4.5)
with the mean resultant vector length:
r =
√
c2 + s2 ∈ [0, 1] (4.6)
and mean direction for (r 6= 0)
θ =
{
arctan(s/c), if c ≥ 0
arctan(s/c) + pisgn(s), if c < 0
(4.7)
the circular standard deviation, s, is then given by:
s =
√
−2 ln r (4.8)
Each simulation consisted of 200 particles of which 40 were magnetic. In order to obtain a
representative sample of particle behavior each simulation was repeated 125 times with dif-
ferent particle starting positions, thus providing data on a total of 5000 magnetic particles.
The simulation of sedimentation on a slope could be achieved by modifying the shape of the
model container, Figure 4.5. At the start of the model the base-wall was tilted at angles of up
to 20o to the horizontal and the particles were created within the confines of the container.
The top-wall would then be tilted at the same angle as the base-wall and the simulation
would proceed as previously discussed.
Results - testing the DEM model for antisymmetry
The majority of previous studies which have attempted to simulate sedimentary inclination
shallowing both experimentally and theoretically have made an assumption of antisymmetry,
thus requiring only one sense of inclination (positive or negative) to be investigated. As a
first test of the DEM model we investigate if it exhibits antisymmetrical behavior. The model
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Figure 4.6: Applied field (If ) versus observed (Io) inclinations for unconsolidated (A) and compacted (B)
sediments. The vertical bars represent ±1 circular standard deviation and the solid lines show the curves
fitted according to the inclination error formula (see text). The dashed line in (B) shows the curve f=1.
involved the sedimentation of a collection of elongated magnetic particles with an aspect-
ratio (diameter/ length) of 0.5 and spherical non-magnetic particles. Predefined inclinations
between −90o and 90o (in 15o increments) were employed as the directional component of
the external fields.
A plot of the applied field inclination versus the observed inclination reveals inclination
shallowing which is induced when the sediment is compacted, Figure 4.6. Shallowing occurs
for both positive and negative inclinations and reaches a maximum value of ∼ 7o, whilst the
maximum shallowing before compaction is < 0.01o. It is also apparent that the circular stan-
dard deviation of the particle orientations increases substantially after compaction reaching
magnitudes of ∼ 20o. This process of dispersion of the particle orientations still occurs at
inclinations of 0o and ±90o but due to cancellation, the resulting shallowing of the mean di-
rection is minimal. The level of directional shallowing is assessed using the inclination error
formula of King (1955) which relates the observed (I0) and actual field (If ) inclinations via
a flattening parameter, f ;
tan(I0) = f tan(If ) (4.9)
where f=1 represents no flattening and f=0 represents maximum flattening. The dashed
line in Figure 4.6 shows that the data points can be fitted closely with the inclination error
formula giving f = 1 and 0.76 for the non-compacted and compacted sediments respectively.
In order to demonstrate that the DEM model is antisymmetrical, it is necessary to not
only consider the mean directions for each field but also the distribution of the magnetic
particle orientations. The nonparametric uniform-scores-test for circular data (Mardia and
Jupp 2000) was employed to compare the distributions of directions obtained for antipodal
fields. To ensure the directions were comparable the distributions of particle orientations
for the simulations involving negative inclinations were reflected about I = 0o before the
test was performed. For all the modelled inclinations it was found that the distribution of
grain orientations was statistically identical for antipodal fields at a significance level of 0.01.
These results indicate that in general the assumption of antisymmetry can be accepted for
the DEM model and subsequent simulations are only calculated for external fields in one
sense.
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Figure 4.7: Spherical particles are statically combined to form clumps with different aspect ratios (A.R.).
The magnetization that is assigned to a clump is orientated along its long axis.
Results - the effects of particle aspect ratio
It is well known that magnetic particles with a variety of aspect ratios occur in natural
sediments. It would appear reasonable to hypothesize that the greater the elongation of a
particle the greater its tendency to align with the bedding plane when subjected to overlying
pressure. This hypothesis can be tested using DEM models. Collections of magnetic parti-
cles with four different aspect ratios were constructed by the static combination of spheres,
Figure 4.7. These elongated particles were then included in particle deposition simulations
with non-magnetic spheres in external fields with inclinations ranging between 0 and 90o.
For the RLP sediments all of the assemblages (except those containing magnetic particles
with an aspect ratio of 0.25) successfully record the inclination of the external field. Once
the sediment was compacted, all the grain shapes showed an overall shallowing of the mean
inclination. The inclinations produced by each grain assemblage are shown in Figure 4.8.
Shape played such a dominant role for the most elongated particles that shallowing of the
signal was observed before compaction of the sediment, resulting in a flattening factor of f
= 0.91.
After compaction, the RCP assemblages show a consistently shallower inclination than the
previous RLP configuration. The magnitude of the shallowing increases with particle elonga-
tion revealing a positive relationship between the aspect ratio and the flattening factor. The
magnitude of the circular standard deviation also increases after compaction and apparently
as a function of decreasing magnetic particle aspect ratio. Therefore, the magnitude of the
final system magnetizations are not controlled solely by external field strength but also by
particle shape.
All of the curves can be fitted closely using the inclination error formula and the maximum
shallowing is always observed when the external field is at an angle of 45o. It is interesting to
note that the magnitude of the shallowing for the particles with aspect ratios of 0.33 and 0.25
is almost identical. The two assemblages have flattening factors of∼0.68 which is intriguingly
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Figure 4.8: Applied field (If ) versus observed (Io) inclinations for compacted sediments containing magnetic
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show the curves fitted according to the optimum flattening parameter. The dashed line in each panel
represents the expected inclinations for f=1.
similar to values (0.68 - 0.7) reported for real sedimentary systems in the Mediterranean by
(Krijgsman and Tauxe 2004). It is however not apparent if the simulations are providing
a true limit to the effect of particle shape on inclination shallowing of sedimentary systems
or if the observed value is simply an artifact of the model. Considering the simplicity of
the model and the number of phenomena that are not accounted for, a conservative stance
must be adopted and the close correspondence between f values obtained from the model
and those from natural data must be assumed to be coincidental.
In cases of natural sediments where inclination shallowing has occurred but remains uniden-
tified the production of untenable geodynamic reconstructions can bring the GAD hypothesis
into question. To consider this problem in more detail we investigate the kind of non-dipolar
fields that could produce the inclinations that are observed after shallowing has occurred.
First, it is important to select a non-dipole field which has a similar form to the shallowed
data. A zonal quadrupole field is symmetrical about the equator, however, in contrast to
the shallowed directions its maximum offset from a GAD occurs at the equator. A zonal
octupole field is more appropriate because it has no offset from a GAD at the equator and is
also antisymmetrical about the equatorial plane (van der Voo and Torsvik 2001). Figure 4.9
shows the inclinations expected at different latitudes for a GAD field as a dashed line. The
points show the observed inclinations for the shallowed directions obtained from the various
DEM models and in each case the data can be fitted closely by inclinations for a GAD field
with a small octupole contribution (solid line). This demonstrates that if shallowing pro-
cesses of the kind produced by the DEM model go unidentified in natural samples it would
be possible to mistake the effect for a spurious non-dipole (specifically zonal octupole) field
contribution.
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coefficients which produced the optimum octupole non-dipole field contribution to the fit the data.
Results - deposition on a slope
To investigate the effects of a non-horizontal bedding plane on sedimentary inclination
records, models were performed with the bottom-wall of the DEM container positioned
at angles of 0, 5, 10, 15 and 20o to the horizontal. The first series of models considered
non-magnetic spheres and elongated magnetic particles (aspect ratio = 0.5) falling in an
external field with an inclination of 90o. As with the previous models, the orientation of the
magnetic particles was assessed as the sediment reached RLP and RCP states. The outcome
of the models is shown in Figure 4.10. In the RLP state the magnetic particles faithfully
record the direction of the ambient field with very little dispersion in their orientations. After
compaction, however, the angle of the static bottom-wall and compressing top-wall play a
role in controlling the final mean inclination of the magnetic particle assemblage. It appears
that a linear relationship exists between the inclination of the sediment and the angle of the
slope onto which the particles were deposited. This result is supported by previous investiga-
tions of natural sediments which revealed a linear relationship between the inclination error
of varved sediments and the tilt of the bedding plane onto which they had been deposited
(Rees 1964). The DEM provides additional information showing the angular dispersion of
the model particles as represented by the circular standard deviation appears to be related
to the angle of the slope in some nonlinear manner, Figure 4.10.
The series of simulations was repeated for an external field with an inclination of 0o. As
with the vertical field, the magnetic particles almost perfectly record the inclination of the
field before compaction. After compaction, the recorded inclination increases leading to a
steepening of the magnetic signal. The circular standard deviations again appear to follow
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Figure 4.10: The effect of bedding plane angle on the inclination recorded by compacted sediments. The
first two panels show the situation for external field inclinations of 90 and 0o. In addition, it appears in the
final panel that the dispersion of the magnetic particle orientations increases in magnitude with the steepness
of the slope.
a nonlinear relationship with respect to the angle of the slope.
It is apparent from these results that the final inclination of compacted sediment is a function
both of the angle of the slope on which deposition takes place and the inclination of the field.
It is also important to note that the simulations performed with a horizontal field demon-
strate that under appropriate conditions the inclination can undergo a steepening rather
than shallowing. It would therefore seem to be more appropriate to refer to a depositional
inclination error when considering the remanence of sediments deposited on a slope.
Conclusions
The numerical approach of DEM demonstrates a number of points concerning detrital incli-
nation error. The presented models consider only a simple particle system which ignores the
effects of sedimentary processes such as flocculation in the water column, bioturbation and
diagenesis. However, a number of aspects of the results from our simple numerical approach
appear to indicate that the model at least partially captures the essence of some aspects of
detrital inclination error. First, all the model results show flattening factors which are well
within the range of those reported for both natural sediments and laboratory redeposition
experiments. Second, when inclination shallowing is considered as a function of field direc-
tion, the model results could always be fitted closely by the inclination error formula. It also
appears that the form of shallowing which occurs as a function of latitude could easily be
mistaken for the influence of non-dipole (zonal octupole) field contributions if a depositional
inclination error is not identified.
In the limited case of a simple system consisting of spherical sediment particles it is evident
that overlying pressure has the effect of rotating elongated magnetic particles into partial
alignment with the bedding-plane. Although this result is expected from the work of previous
studies, the DEM approach also provides information on the distributions of particle orien-
tations after compaction as well as mean directions. Finally, detrital inclination error should
not always be considered in terms of inclination shallowing. The DEM models demonstrate
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that deposition of sediment on a moderately tilted slope in the presence of shallow external
field can result in a steepening of the observed inclination.
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Summary
Numerical models in geoscience have to be simple enough to understand but still complex
enough to represent real processes. If a numerical model were a perfect copy of the real
process it represents, it would have the same drawbacks as a map of a city which is as big as
the city itself and includes every house, tree and inhabitant. Such a map would completely
lose its purpose to abstract and generalize (Gleick 1987).
In this sense, investigating recording mechanisms of magnetic grains using micromagnetic
modelling as well as the numerical investigations of post-depositional remanence and depo-
sitional remanence influencing processes with a discrete element method are successful, and
lead to results that are in good accordance with experimentally observed behavior.
Micromagnetics
As shown in chapter 2, micromagnetic modelling of irregularly shaped particles confirms the
shape dependence of domain structure in magnetite particles and thus can explain the size
range of magnetosomes in sediments as observed by Petersen et al. (1989). Previous mi-
cromagnetic models of rectangular particles led to the conclusion that some magnetosomes
cannot even carry a meta-stable single domain remanence. The ability to carry a stable
magnetization is crucial for magnetotactic bacteria to navigate through the water column
properly. The discovery of magnetosomes that are in size beyond the meta-stable single do-
main size range for rectangular magnetite could have two reasons. First, interaction within
the chains of magnetosomes could lead to a stabilization of the single domain state within a
chain. Second, the irregular shape of the single magnetosomes could enlarge the meta-stable
single domain region. Modelling irregularly shaped magnetosomes shows that the mecha-
nism is one possibility for explaining the ability of large grains to stay in a single domain
range. Taking into consideration irregular shape, all large magnetosomes from Petersen et al.
(1989) fall into the meta-stable single domain range.
Additionally, micromagnetic investigation of euhedral magnetite shows that octahedral sin-
gle domain particles can be considerably larger in size than meta-stable rectangular single
domain particles.
PDRM and DRM acquisition
The newly introduced discrete element method (DEM) is a powerful tool in numerically
investigating magnetic remanence properties of a sediment. Here, the main task is the ba-
sic design of a first sediment model to investigate processes influencing depositional and
post-depositional remanence acquisition. While modelling an assemblage of non-interacting
particles is an easy task, the difficulty in modelling real sediment behavior lies in the large
number of interacting particles. The discrete element method provides an efficient way of
treating these particle interactions.
The purpose of the models concerning depositional and post-depositional remanence ac-
quisition in chapter 3 is to demonstrate that numerical modelling is now able to simulate
complex sediment assemblages including particle interactions. The considered models enable
the investigation of the influence of external field strength, compaction, particle shape and
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particle aggregation on the level of acquired magnetization. The results of these models are
in good accordance with experimentally observed behavior. Investigations of the influence
of particle aggregation on the level of acquired remanence show that flocculation restricts
the perfect alignment of magnetic particles in the water column. In contrast to experimental
observations, theoretical models that do not consider particle aggregation predict a per-
fect alignment of magnetic particles after just a few centimeters in the water column. The
numerical models reveal a way of resolving these contradictions.
Inclination error
The DEM provides the opportunity to generate a model sediment with known errors in the
recorded inclination, as demonstrated in chapter 4. The model sediment allows also for the
investigation of influences like particle shape, compaction and angle of the bedding plane on
the recorded inclination. Here, the model results are again in good accordance with formerly
observed natural behavior. Numerically modelled shallowed inclination almost perfectly
matches non-shallowed inclination of a geomagnetic field with small octupole components.
This demonstrates the possibility of mistaking undiscovered inclination error for non-dipole
components of the geodynamo.
Future studies
So far, the discrete element models demonstrate the possibility of numerically modelling
interacting and realistic sediment assemblages. Although the investigated processes are still
basic they lay the base for more realistic future investigations. Moving from two to three
dimensions and changing the basic particle shape from spherical to elliptical will improve
the model’s ability to resemble natural processes. Additionally, there will be the challenge
to include fluid coupling in the model sediments. A fully quantitative, three-dimensional
model including fluid coupling and realistic particle shapes can eventually lead to predictions
concerning magnetic remanence properties of a sediment. Such development of these models
will lead to insight into the complicated mechanisms of depositional and post-depositional
remanence acquisition and might eventually help to fully understand puzzling magnetization
records as found by Bleil and von Dobeneck (1999).
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Zusammenfassung
Numerische Modelle in den Geowissenschaften sollten so einfach sein, daß man sie verste-
hen kann, dem modellierten, komplexen, natu¨rlichen Prozeß aber trotzdem entsprechen.
Eine detailgetreue Nachbildung eines natu¨rlichen Prozesses ha¨tte dieselben Nachteile wie
ein Stadtplan, der so groß wie die Stadt selbst ist und alle Ha¨user, Ba¨ume und Einwohner
beinhaltet. Ein solcher Stadtplan ha¨tte sein Ziel, zu verallgemeinern und zu abstrahieren
verfehlt (Gleick 1987).
In diesem Sinn waren die numerischen Untersuchungen der mo¨glichen Gro¨ßen von Mag-
netiteinbereichsteilchen, die hier vorgestellten numerischen Modellierungen des sedimenta¨ren
Remanenzerwerbs sowie das Modellieren magnetischer Inklinationsfehler erfolgreich. Die
Ergebnisse stimmen gut mit experimentell beobachteten Werten u¨berein.
Mikromagnetik
Die in Kapitel 2 durchgefu¨hrten mikromagnetischen Modellrechnungen an unregelma¨ßig
geformten Teilchen besta¨tigen die Formabha¨ngigkeit der Magnetisierungsstruktur in Mag-
netitteilchen und liefern eine Erkla¨rung fu¨r die von Petersen et al. (1989) gefundenen Mag-
netosomengro¨ßen. Mikromagnetische Modelle rechteckiger Teilchen zeigten, daß einige der
von Petersen et al. (1989) gefundenen Magnetosomen nicht einmal eine metastabile Ein-
bereichsteilchenremanenz tragen ko¨nnen. Die Fa¨higkeit, stabile Remanenz zu tragen, ist fu¨r
magnetotaktische Bakterien notwendig, um sich in der Wassersa¨ule orientieren zu ko¨nnen.
Funde von Magnetosomen, die gro¨ßer als metastabile rechteckige Magnetiteinbereichsteilchen
sind, lassen verschiedene Interpretationen zu. Wechselwirkungen in der Magnetosomenkette
ko¨nnten zu einer Stabilisierung der Einbereichsteilchen in der Kette fu¨hren. Eine weitere
mo¨gliche Erkla¨rung ko¨nnte die unregelma¨ßige Form der Teilchen sein, die ein Ausweiten des
metastabilen Bereichs bewirkt. Mikromagnetische Modellrechnungen, welche die Form der
Teilchen miteinbeziehen, zeigen, daß Formunregelma¨ßigkeit eine mo¨gliche Erkla¨rung fu¨r eine
Ausdehnung des metastabilen Bereichs von Einbereichsteilchen ist. Beru¨cksichtigt man For-
munregelma¨ßigkeit bei den von Petersen et al. (1989) gefundenen Teilchen, sind alle großen
Magnetosomen zumindest im metastabilen Bereich.
Mikromagnetische Berechnungen fu¨r natu¨rlich vorkommenden, oktaedrischen Magnetit zeigen
außerdem, daß dieser ebenfalls betra¨chtlich gro¨ßer werden kann als kubischer Magnetit ohne
als Remanenztra¨ger instabil zu sein.
PDRM und DRM Erwerb
Die hier vorgestellten numerischen Untersuchungen zeigen, daß die Diskrete-Elemente-Methode
erfolgreich zur Untersuchung magnetischer Sedimenteigenschaften eingesetzt werden kann.
Das hauptsa¨chliche Ziel war die Entwicklung eines ersten Modellsediments zur numerischen
Untersuchung des sedimenta¨ren Remanenzerwerbs.
Wa¨hrend das Modellieren eines nicht-wechselwirkenden Teilchensystems einfach ist, treten
beim Modellieren wechselwirkender Sedimente Schwierigkeiten auf. Die Diskrete-Elemente-
Methode bietet eine gute und effektive Mo¨glichkeit, beim Modellieren selbst großer Teilchen-
systeme Wechselwirkungen zu beru¨cksichtigen.
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Der Zweck der sedimenta¨ren Remanenzerwerbs-Modelle in Kapitel 3 ist es, ein komplexes
Sediment mit Teilchenwechselwirkungen realistisch zu modellieren. Mit dem modellierten
Teilchensystem ko¨nnen Einflu¨sse von Sta¨rke des externen Felds, Teilchenform, Kompaktion
und Teilchenaggregation auf den Grad der erworbenen Magnetisierung untersucht werden.
Die Ergebnisse dieser Modellrechnungen stimmen gut mit experimentellen Beobachtungen
u¨berein. Untersuchungen des Einflusses von Teilchenaggregation auf die erworbene Rema-
nenz zeigen, daß Flockenbildung eine perfekte Ausrichtung der magnetischen Teilchen in der
Wassersa¨ule verhindern kann. Theoretischen Modellen zufolge, die Aggregation von Teilchen
nicht beru¨cksichtigen, sollten magnetische Teilchen in der Wassersa¨ule schon nach wenigen
Zentimetern des Absinkens perfekt ausgerichtet sein. Experimentelle Beobachtungen zeigen
allerdings, daß dies nicht der Fall ist. Die numerischen Modelle bieten nun eine Mo¨glichkeit,
den Widerspruch zwischen Theorie und experimentellen Daten zu erkla¨ren.
Inklinationsfehler
In Kapitel 4 wird gezeigt, daß mit der Diskreten-Elemente-Methode Modellsedimente mit
bekannten Inklinationsfehlern in der Magnetisierung erzeugt werden ko¨nnen. Mit dem ku¨nst-
liche Sediment ko¨nnen außerdem Einflu¨sse von Teilchenform, Kompaktion und Kippwinkel
der Ablagerungsebene auf die gespeicherte Inklination untersucht werden. Auch hier decken
sich die Modellergebnisse gut mit fru¨heren experimentellen Beobachtungen. Es kann gezeigt
werden, daß numerisch modellierte fehlerbehaftete Inklinationsdaten nahezu perfekt mit Ok-
topolkomponenten des Erdmagnetfelds erkla¨rt werden ko¨nnen. Dies demonstriert, daß nicht
erkannte Inklinationsfehler fu¨r Komponenten des Pala¨omagnetfelds, die nicht dipolaren Ur-
sprungs sind, gehalten werden ko¨nnen.
Ausblick
Bis jetzt haben die Diskreten-Elemente-Modelle gezeigt, wie numerisch wechselwirkende und
realistische Sedimente modelliert werden ko¨nnen. Obwohl die hier betrachteten Modelle noch
sehr einfach sind, bilden sie die Grundlage fu¨r detailliertere und realistischere zuku¨nftige
Untersuchungen. Der Weg von zwei- zu dreidimensionalen Modellen und ein Wechsel der
Teilchengrundform von kugelfo¨rmig zu elliptisch wird die Modellierung realita¨tsgetreuer
gestalten. In ku¨nftigen Modellen soll auch hydrodynamische Kopplung beru¨cksichtigt wer-
den. Ein quantitatives, dreidimensionales Modell mit hydrodynamischer Kopplung und
realistischen Teilchenformen ko¨nnte spa¨ter einmal die Vorhersage Remanenz-magnetischer
Eigenschaften eines Sediments ermo¨glichen. So ko¨nnen in Zukunft Einblicke in die kom-
plizierten Mechanismen des sedimenta¨ren Remanenzerwerbs gewonnen werden, mit deren
Hilfe vielleicht ra¨tselhafte magnetische Signale wie die von Bleil und von Dobeneck (1999)
gefundenen verstanden werden ko¨nnten.
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