Abstract: For integers n, m with n ≥ 1 and 0 ≤ m ≤ n, an (n, m)-Dyck path is a lattice path in the integer lattice Z×Z using up steps (0, 1) and down steps (1, 0) that goes from the origin (0, 0) to the point (n, n) and contains exactly m up steps below the line y = x. The classical ChungFeller theorem says that the total number of (n, m)-Dyck path is independent of m and is equal to the n-th Catalan number C n = 1 n+1 2n n . For any integer k with 1 ≤ k ≤ n, let p n,m,k be the total number of (n, m)-Dyck paths with k peaks. Ma and Yeh proved that p n,m,k =p n,n−m,n−k for 0 ≤ m ≤ n, and p n,m,k + p n,m,n−k = p n,m+1,k + p n,m+1,n−k for 1 ≤ m ≤ n − 2. In this paper we give bijective proofs of these two results. Using our bijections, we also get refined enumeration results on the numbers p n,m,k and p n,m,k + p n,m,n−k according to the starting and ending steps.
Introduction
Let L n denote the set of lattice paths in the integer lattice Z × Z using up steps U = (0, 1) and down steps D = (1, 0) that go from the origin (0, 0) to the point (n, n). We say that n is the semilength because there are 2n steps. It is obvious that |L n | = 2n n . For each L ∈ L n , we say that L is an (n, m)-Dyck path if L contains exactly m up steps below the line y = x. Clearly we have 0 ≤ m ≤ n. When m = 0, L never passes below the line y = x and is called a Dyck path of semilength n. (For this reason lattice paths in L n are sometimes called free Dyck paths of semilength n in the literature.) A nonempty Dyck path is prime if it touches the line y = x only at the starting point and the ending point. A lattice path L ∈ L n can be considered as a word L 1 L 2 · · · L 2n of 2n letters on the alphabet {U, D}.
Let L m,n denote the set of all (n, m)-Dyck paths. The classical Chung-Feller theorem [2] says that |L m,n | is independent of m and is equal to the n-th Catalan number C n = 1 n+1 2n n . The proof in [2] is based on an analytic method. Narayana proved the theorem by combinatorial methods in [8] . Eu, Fu and Yeh studied the theorem by using the Taylor expansions of generating functions in [4] and obtained a refinement of this theorem in [3] . Chen revisited the theorem in [1] by establishing a bijection.
In [7] Ma and Yeh studied refinements of (n, m)-Dyck paths by using four parameters, namely the peak, valley, double ascent and double descent. Here a peak (resp. valley, double ascent, or double descent) is two consecutive steps U D (resp. DU , U U or DD). Let P n,m,k (resp. V n,m,k , A n,m,k , D n,m,k ) denote the set of all (n, m)-Dyck paths with k peaks (resp. valleys, double ascents, double descents). Let ǫ be a map from the set {U, D} to itself such that
Clearly φ is a bijection between P n,m,k and V n,n−m,k , and φ·θ is a bijection between A n,m,k and D n,m,k . Hence to study the refinements on these four parameters, it is sufficient to focus on peaks and double ascents only.
Let p n,m,k = |P n,m,k | and a n,m,k = |A n,m,k |. Ma and Yeh proved in [7] a Chung-Feller type theorem for Dyck paths of semilength n with k double ascents: the total number of (n, m)-Dyck paths with k double ascents is independent of m and is equal to the Narayana number :
Ma and Yeh gave both generating function proof and bijective proof of the above result in [7] . And later in [5] Guo and Wang generalized this result to counting lattice paths with given number of double ascents and are dominated by a cyclically shifting piece linear boundary of varying slope.
The problem of counting (n, m)-Dyck paths with given number of peaks turns out to be more complicated. The number p n,m,k is not independent of m, and there is even no nice formula known for p n,m,k . However, Ma and Yeh proved in [7] that the following symmetric property holds for p n,m,k :
Moreover, they also found the Chung-Feller property for the sum of p n,m,k and p n,m,n−k for 1 ≤ m ≤ n − 2:
The proofs for (1.2) and (1.3) given in [7] are based on the generating function method. We believe combinatorial proofs for these two intriguing results will be very helpful in studying the properties for (n, m)-Dyck paths. And in this paper we give bijective proofs and refinements of equations (1.2) and (1.3).
We denote by P U D n,m,k the set of paths in P n,m,k that start with an up step and end with a down step, and set p U D n,m,k = |P U D n,m,k |. The sets P U U n,m,k , P DU n,m,k , and P DD n,m,k and the numbers p U U n,m,k , p DU n,m,k , and p DD n,m,k are similarly defined.
The rest of the paper is organized as follows. In section 2 we give a bijection Γ between P n,m,k and P n,n−m,n−k . Observe that an (n, m)-Dyck path is uniquely determined by the coordinates of the peaks. The idea of the bijection is to consider the x-coordinate set X and y-coordinate set Y of the peaks of P , and then take the complementary sets of X and Y to be the corresponding coordinate sets of the peaks of Γ(P ). From this bijection we can get not only Equation (1.2), but also the following refined results: p U U n,m,k = p DD n,n−m,n−k , and p U D n,m,k = p DU n,n−m,n−k . In section 3 we first define an injection from P U n,m+1,k to P U n,m,k , then we give a bijection between P DU n,m,k ∪ P U D n,m,k+1 and P DU n,m+1,k ∪ P U D n,m+1,k+1 , and therefore get the following identities:
which imply Equation (1.3).
Bijective proof and refinements for Equation (1.2)
In this section we will first define a bijection between P n,m,k and P n,n−m,n−k .
Theorem 2.1 For all integers n, m, k with n ≥ 1, 1 ≤ k ≤ n and 0 ≤ m ≤ n, there is a bijection Γ between P n,m,k and P n,n−m,n−k such that if P ∈ P U U n,m,k (resp. P ∈ P U D n,m,k ) then Γ(P ) ∈ P DD n,n−m,n−k (resp. Γ(P ) ∈ P DU n,n−m,n−k ).
Proof. Let P ∈ P n,m,k . Suppose the coordinates of the k peaks of P are (
It is easy to check that P is uniquely determined by the sets
. . , n}\Y . Let Γ(P ) be the lattice path which has peaks (
It is not hard to see that Γ(P ) is unique and Γ(Γ(P )) = P . Next we will prove that Γ(P ) ∈ P n,n−m,n−k .
We first consider the case when m = 0. In this case P is a Dyck path of semilength n, i.e., P never goes below the line y = x, which implies that the coordinates of the k peaks of P satisfy the following condition
Therefore for the coordinates of peaks of P ′ we have X ′ , Y ′ ∈ {1, 2, . . . , n − 1} and x ′ i ≥ y ′ i for each i, 1 ≤ i ≤ n − k. Thus P ′ goes entirely below the line y = x. Hence we have P ′ ∈ P n,n,n−k .
When m ≥ 1, P intersects with the line y = x at least once. Suppose (a, a) is one of the intersection points, with 1 ≤ a ≤ n − 1. And the two peaks on both sides of (a, a) along the path P are (x i , y i ) and (x i+1 , y i+1 ) for some i, 1 ≤ i ≤ k − 1. There are two cases:
Figure 1: An illustration of how P and Γ(P ) intersect with the line y = x for case 1.
1. x i < a < x i+1 and y i = a;
2. x i+1 = a and y i < a < y i+1 ,
In case 1, the coordinates of the peaks of P ′ satisfy the following condition.
with j = a + 1 − i. Hence we know the segment of path P ′ from (x ′ j−1 , y ′ j−1 ) to (x ′ j , y ′ j ) intersect with the line y = x at (a, a). See Figure 1 for an illustration.
For case 2 with similar arguments we can get the same result. Therefore we have that P and Γ(P ) intersect with the line y = x at the same set of points. Now suppose P intersects with the line y = x at t points. These points break P into t + 1 segments P 0 P 1 · · · P t . For each i, 0 ≤ i ≤ t, either P i ∈ P n i ,0,k i or P i ∈ P n i ,n i ,k i for some integers n i > 0 and k i ≥ 0 with t i=0 n i = n and t i=0 k i = k. Moreover, from the definition of Γ we know that Γ(P ) = Γ(P 0 )Γ(P 1 ) . . . Γ(P t ) and for each i,
Therefore we proved that Γ(P ) ∈ P DD n,n−m,n−k (resp. Γ(P ) ∈ P DU n,n−m,n−k ) if and only if P ∈ P U U n,m,k (resp. P ∈ P U D n,m,k ) for all integers n, m, k with n > 0, 1 ≤ k ≤ n and 0 ≤ m ≤ n.
From Theorem 2.1 we immediately get the following result. An example of the bijection Γ with P ∈ P 10,3,5 and Γ(P ) ∈ P 10,7,5 . Figure 2 shows an example of P ∈ P U D 10, 3, 5 , and the coordinates of the 5 peaks of P are (0, 2), (1, 4), (6, 6), (7, 9) and (8, 10). The corresponding Γ(P ) is also shown with peaks (2, 1), (3, 3), (4, 5), (5, 7) and (9, 8), and Γ(P ) ∈ P DU 10,7,5 .
Example 2.3

Bijective proof and refinements for Equation (1.3)
In this section we first define a map f from P U n,m+1,k to P U n,m,k for each m, 1 ≤ m ≤ n − 2. Given any path P ∈ P U n,m+1,k , we can uniquely decompose P into P = SDN U Q such that: D is the first down step below the line y = x, and U is the first up step that ends at the line y = x. It is easy to check that S and φ(N ) are both Dyck paths. (φ is defined in the fourth paragraph in the introduction.) There are four cases (See Fig 3): 1. If N is empty, and Q starts with a down step, then we set f (P ) = U DSQ; 2. If N is empty, and Q starts with an up step, then we set f (P ) = U SDQ;
3. If N is not empty, and φ(N ) is a prime Dyck path, then we set f (P ) = U SDN Q; 4. If N is not empty, and φ(N ) is not a prime Dyck path. In this case we decompose N into N =N P such that φ(P ) is the rightmost prime Dyck path in φ(N ), and set f (P ) = U DNSP Q. (Note that in this caseN is not empty.)
It is easy to check that for each of the above four cases, f (P ) ∈ P U n,m,k . Next we will prove that f is an injection by showing that each P ′ ∈ P U n,m,k belongs to exactly one of the following five cases, and for the first four cases, there is a unique path P ∈ P U n,m+1,k such that P ′ = f (P ). For each P ′ ∈ P U n,m,k , we can uniquely decompose P ′ into P ′ = U SDQ such that D is the first down step that ends at the line y = x (hence S is a Dyck path). There are five cases. For the first four cases we define a map f ′ which gives the inverse of the four cases of f , and the correspondence between the cases of f and a. If S is not empty, and Q starts with an up step, then we set f ′ (P ′ ) = SDU Q;
b. If S is not empty, and Q starts with a down step, then we decompose Q into P Q ′ such that φ(P ) is the leftmost prime Dyck path in φ(Q), and set f ′ (P ′ ) = SDP U Q ′ ;
c. If S is empty, and Q starts with an up step. We decompose Q into M Q ′ such that M is a maximum Dyck path, which implies that Q ′ starts with a down step. We set
d. If S is empty, Q is nonempty and starts with a down step, and we can decompose Q into N M P Q ′ such that φ(N ) is a Dyck path, M is a maximum Dyck path, P Q ′ is nonempty and φ(P ) is a prime Dyck path, then we set f ′ (P ′ ) = M DN P U Q ′ .
e. If P ′ is of the form U DN M , where φ(N ) and M are both Dyck paths.
It is easy to check that if P ′ belongs to Case a-d, then f (f ′ (P ′ )) = P ′ , hence f : P U n,m+1,k → P U n,m,k is an injection. The paths in P ′ ∈ P U n,m,k that belong to Case e form a subset of P U D n,m,k , we denote this subset asP U D n,m,k , and setP U D n,m,k = P U D n,m,k \P U D n,m,k . Therefore we have the following theorem.
Theorem 3.4 For all positive integers n, k and m with 1 ≤ m ≤ n − 2 and 1 ≤ k ≤ n − 1, we have 1. f is an injection from P U n,m+1,k to P U n,m,k ;
2. f is a bijection between P U U n,m+1,k and P U U n,m,k ;
3. f is a bijection between P U D n,m+1,k andP U D n,m,k .
For each P ∈P U D n,m,k , we define a map g fromP U D n,m,k to P DU n,m+1,k−1 as the following.
Given any path P ∈P U D n,m,k , we can uniquely decompose P into P = U DN M such that M and φ(N ) are both Dyck paths. We set g(P ) = N M DU . It is clear that g(P ) ∈ P DU n,m+1,k−1 . We denote the set g(P U D n,m,k ) asP DU n,m+1,k−1 , and setP DU n,m+1,
Theorem 3.5 For all positive integers n, k and m with 1 ≤ m ≤ n − 2 and 1 ≤ k ≤ n − 1, there is a bijection Φ between the set P DU n,m+1,k ∪ P U D n,m+1,k+1 and the set P DU n,m,k ∪ P U D n,m,k+1 .
Proof. From the definition of the bijection f we already know that P U D n,m,k+1 can be decomposed intoP U D n,m,k+1 ∪P U D n,m,k+1 , and P DU n,m+1,k can be decomposed intoP DU n,m+1,k ∪P DU n,m+1,k . Now we define Φ:P DU n,m+1,k ∪P DU n,m+1,k ∪ P U D n,m+1,k+1 → P DU n,m,k ∪P U D n,m,k+1 ∪P U D n,m,k+1 according to the following three cases:
3. If P ∈P DU n,m+1,k , we set Φ(P ) = θ(f −1 (θ(P ))). Here θ(P ) is the reverse of P , as defined in the introduction. Hence we have θ(P ) ∈P U D n,n−m−1,k+1 , and f −1 (θ(P )) ∈ P U D n,n−m,k+1 , and therefore Φ(P ) = θ(f −1 (θ(P ))) ∈ P DU n,m,k .
It is easy to check that Φ is a bijection between P DU n,m+1,k ∪P U D n,m+1,k+1 and P DU n,m,k ∪P U D n,m,k+1 .
The proceeding bijections lead to several refinements on the numbers p n,m,k as well as Equations (1.2) 
Proof. For each P ∈ P U U n,m,k , suppose the coordinates of the peaks of P are (x i , y i ), 1 ≤ i ≤ k with 0 ≤ x 1 < x 2 < · · · < x k ≤ n − 1 and 1 ≤ y 1 < y 2 < · · · < y k ≤ n − 1. Since P both starts and ends with an up step, we have that x 1 = 0. And P is uniquely determined once the peaks are given. There are n−1 k−1 ways to choose the numbers x 2 , x 3 , . . . , x k and n−1 k ways to choose the numbers y 1 , y 2 , . . . , y k . Therefore we have
Moreover, from Theorem 3.4 we know that p U U n,m,k = p U U n,m+1,k for all m, 1 ≤ m ≤ n − 2. Therefore we have that p U U n,m,k = 1 n−1 n−1 k n−1 k−1 . The case for p DD n,m,k can be similarly proved.
Corollary 3.7 For all positive integers n, k and m with 1 ≤ m ≤ n − 2 and 1 ≤ k ≤ n − 1, we have
Proof. From Theorem 3.5 we know that for each m, 1 ≤ m ≤ n − 2 the following holds.
It is obvious that p DU n,1,k = 0, so it remains to count p U D n,1,k+1 . For any P ∈ P U D n,1,k+1 , we can decompose P into P = SDU Q such that: S and Q are both Dyck paths. Since P starts with an up step and ends with a down step, we know that neither S nor Q is empty. We define τ : τ (P ) = U SDQ, so τ (P ) ∈ P U D n,0,k+1 . On the other hand, for each P ′ ∈ P U D n,0,k+1 , we can uniquely decompose it into P ′ = U SDQ such that D is the first down step that ends at the line y = x (hence S and Q are both Dyck paths). And we have that τ −1 (P ′ ) = SDU Q ∈ P U D n,1,k+1 if and only if neither P nor Q is empty.
Among all the paths in P n,0,k+1 , there are p n−1,0,k of them with S empty in the decomposition, and p n−1,0,k+1 of them with S not empty but Q is empty. Therefore we have p U D n,1,k+1 = p n,0,k+1 − p n−1,0,k − p n−1,0,k+1 .
With the standard result (See for example, [9] ) that p n,0,k = 1 n n k n k−1 , which is the Narayana number, we can get the desired result by simple computation.
Corollary 3.8 [7] For all positive integers n, k and m with 1 ≤ m ≤ n − 2 and 1 ≤ k ≤ n − 1, we have p n,m,k + p n,n−m,k = p n,m+1,k + p n,n−m−1,k = 2(n + 2) n(n − 1)
Proof. It is obvious that p n,m,k = p U U n,m,k + p U D n,m,k + p DU n,m,k + p DD n,m,k . Replace k with k − 1 in Equation ( Since the map θ is a bijection between P DU n,m,k and P U D n,n−m,k+1 , we have p DU n,m,k = p U D n,n−m,k+1 . Therefore we have Combining (3.1), (3.2) and the above equations we get p n,m,k + p n,n−m,k = p n,m+1,k + p n,n−m−1,k
.
