A Characterization of the Frequency Selective
Fading of the Mobile Radio Channel
.4bshact--An experiment has been designed to determine the frequency selective behavior of a mobile radio channel for a medium bandwidth (maximum of 128 kHz). The measurement technique uses a multitone approach. The transmitted signal consists of several tones (five) with fixed phase and amplitude relationships. Coherent demodulation and separation of each tone is performed at the receiving end. Quantification of the mobile radio channel is conveniently described by its frequency correlation function. Measurements for several types of environments (rural, suburban, urban) were taken and analyzed. The results characterize the amplitude and phase behaviors of a signal for each type of environment. Finally, the computations of the probabilit! of error for a differential phase shift ke!-ing (DPSK) modulation scheme in the presence of frequenc) selective fading show the dominance of this factor as the signal-to-noise ratio (SNR) increases.
I ITTRODLCTIOS
N MOBILE RADIO communications, a signal received by a vehicle is significantly modified by its environment. First. the motion of the vehicle causes a Doppler effect that shifts its frequency. Secondly. many rays due to reflection and diffraction of the signal on various objects (buildings. hills. etc.) sum together to form an interference pattern. As the vehicle moves through the pattern. the received signal undergoes fading and phase shifts. This paper is mainly concerned uith one aspect of the mobile radio channel, namely frequency selective fading. which is defined as the selective modification caused by the environment at specific frequencies. In the absence of frequency selectivity all constituent frequencies in a signal are modified in the same way. Frequency selectivity effects are important, especially in digital communications where frequency selective fading can lead to intersymbol interference and increase the bit error rate of a data transmission.
Historically. frequencl-selective fading was studied for the case of reflections of electromagnetic signals from the ionosphere. which can change and move with time. both on a short term basis and over the course of a day. It was assumed that this environment could be treated as a time-variant linear filter. defined by its transfer function T ( f , t ) , where f is the frequency and t the time [ 11. In the case of mobile communications. the situation is different. A receiver moves through a relatively stable interference pattern. The transfer function can ~~ ~~ then be considered time invariant. and T(f, t ) may be reduced to T ( f ) . Assuming that the interference pattern is statistically stationary and can be assimilated to a random Gaussian process. T(f) can be characterized by its correlation function p ( 0 ) where R is the frequency separation between two tones.
p ( f l ) is assumed normalized to unit variance. Another useful parameter is the coherence bandwidth. It is a measure of the spread of p(R) and provides a means of comparing one environment to another. It will be defined in this paper as the frequency separation between two tones corresponding to a coefficient of correlation equal to e -I (0.37).
DESCRIPTIOV OF THE EXPERIMEST
The method selected to investigate mobile radio channels is called the multitone technique. In this method a fixed station transmits a group of closely spaced tones to a mobile receiving system. By the measure of each tone and the comparison of the relative effects of the mobile channel on each of them: it is possible to measure the frequency selective fading. A measure of this selectivity is the correlation between two tones. where perfect correlation corresponds to the absence of frequent), selective behavior. For this perfect case the two tones vaq. equally as the mobile receiver moves through the interference pattern created b> the multipath propagation of the signal. On the other hand. a low correlation indicates some independence of one tone with respect to the other.
The Multitone Technique
The transmission of a sinusoid through a fading radio channel results in the reception of a narrow-band random process. The received signal is slightly spread by Doppler effect and represents the sum of multiple arrivals. The received waveform x ( t ) of a sinusoid of unitary amplitude located f Hz from the carrier f. is VT-35. NO. 4, NOVEMBER 1986 and f2, the c'melation function for a frequency separation fl = fi -f i is obtained. The complete determination of p ( n ) requires repeated measurcnents with different values of fl. A simpler procedure is the simultaneous transmission of a set of sinusoids located at regular frequency intervals from the carrier. The frequency separation between two adjacent sinusoids is narrow enough (a few tens of H z ) to render the correlation function monotonic between two measured points. The assumption of monoticity is important, since these correlation measurements are discrete. This assumption is supported by the findings of others as explained below.
The generator circuit of Fig. 1 produces the signals used during the experiment. Their generation is accomplished by a quadrature phase shift keying (QPSK) modulator controlled by a repeated sequence of modulation signals (shown in Fig. 1 ) at a rate of 32 000 sequences per second. The use of a QPSK modulator allows the simultaneous production of multiple sinusoids from one highly stable frequency source (a rubidium frequency standard). Unfortunately, this method limits the envelope of the frequency spectrum of the transmitted power of the signal to a (sin x ) / x form. The different tones generated do not have the same amplitude. Consequently only a limited number of tones located near the carrier frequency are usable in practice. The carrier frequency chosen was 861.5 MHz, which is in the frequency band allocated to cellular radio. Two sequences of four bits (Fig. 1) fed simultaneously to the quadrature modulator, produced sequential positive and negative phase shifts of 90". These 90" phase shifts allowed the generation of signals with the desired frequency separation between spectral lines. The carrier and the sequence clock were generated by high quality frequency generators locked in phase on the frequency standard. The useful signal generated was The 32 kHz separation between the different frequencies could be modified simply by using another modulation rate. The total useful signal bandwidth, after filtering at the receiver end, was 128 kHz. As a consequence, the received signal provides information about the frequency correlation function for four different bandwidths namely 32, 64,96, and 128 kHz. As already noted, phase stability is provided by a rubidium standard. The two signal generators used are phase locked to it and give a stability of 5 X 10 -' Hz for a 10 ms period. The total transmitted power was 10 W and the transmitted antenna had a uniform azimuthal gain of 7.5 dB. In brief, the transmitted signal consisted of five tones located 32 kHz apart, centered at 861.5 kHz, each tone being linked to the others by fixed amplitude and phase relationships.
A block diagram of the receiver system, located in a mobile laboratory, is shown in Fig. 2 . The local rubidium frequency standard provided (through phase locking) the overall phase stability required by the receiver system. This frequency standard eliminated any problem caused by phase instability in the receiver system and allowed phase coherent measurements. The signal was received by an omnidirectional halfwavelength monopole antenna. The receiver system converted the incoming signals from a central frequency of 861.500 MHz to a central frequency of 141 kHz and limited the bandwidth to 180 kHz. The signal was then sampled at a rate of 5 12 kHz by a 12 bit A / D converter during a period of 1 ms. From the A I D converter, the digital signal was fed to an array processor. A fast Fourier transform (FFT) was performed on every block of 512 samples gathered. 1-2 km C a r U.
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C a r U. MHz the wavelength is about 35 cm and a 1.0 cm path corresponds to less than 5 percent of a wavelength. It could be safely assumed that the channel transfer function barely changed for such a short distance. One experimental run consisted of 128 independent observations of 1 ms of the channel while the mobile laboratory was slowly moving (most of the time below 10 m/s). The 128 observations were equally spread over a period of four minutes. In terms of distance, each observation was separated by a few wavelengths, providing independence between them
[4]. It should be stressed here that an experimental run covered a rather large path of about 1 km and not a short path of few meters. A block of data included the effects of the local scatterers and also the effects due to large (relatively to the wavelength) obstacles. Measurements were taken in the vicinity of Ottawa. The map shown in Fig. 3 depicts the two transmitting sites used and the nine different areas (hatched) where measurements were taken. Table  I gives a short description of each environment. Here CRC stands for the Communications Research Centre, in Ottawa, one of the two locations where the transmitter was located. The other location is Carleton University also in Ottawa. This transmitting site was included so that, at all areas monitored, the SNR should be high, in excess of 20 dB. Among the different environments tested there were rural environments with and without a line-of-sight (LOS) propagation paths and also suburban and urban environments. No to be negligible. The number of blocks n of data taken at each site are shown in parenthesis in Table I .
On the basis of studies conducted earlier by one of the authors (Melancon) which determined that amplitude and phase are independent, the data processing for each block was done separately for these two parameters. The results for amplitude and phase are discussed below.
Amplitude Behavior
As already stated, data were gathered over a large path. As a consequence, the envelope of the signal received combined a fast variation due to a local scatterers and a slow variation due to large obstacles. show the normalizing effect of the use of running mean on the different tones. The new average is shown by a straight line.
From the adjusted data, cross correlation of the amplitudes between pairs of the five tones is computed. For each block there are ten correlations, spread over four bandwidths; four at 32 kHz, three at 64 kHz, two at 96 kHz and one at 128 kHz.
Finally, the ten measured points of the correlation function are used to determine the coherence bandwidth. With only four points (bandwidths) available, the shape of the correlation function is rather difficult to determine experimentally. Since, the received signal is the sum of many random waves, a Gaussian shape is justified by the central limit theorem. The following equation describes the normalized Gaussian curve used for the correlation function ~(02):
Here 0 is the frequency separation and B, corresponds to the coherence bandwidth defined as the frequency separation between the points equal to e -I . To derive a value of B, for each set of ten correlation values, these values were transformed to their natural logarithms and a least square fit of a straight line to these adjusted values was computed. The best estimate of B, can be determined from the slope of this line. Weighted values were used for determining the least square fit. Usually weighing is inversely proportional to the square of the standard deviation of an observation, but, as noted by Pugh and Winslow [5] , the transformation to the log form gives greater weight to the lower values of p ( 0 ) , so the weight used was also proportional to the square of p ( 0 ) . The standard deviation for each p ( a ) was determined from the z transformation of Fisher [6] for a sample size of 128 independent observations. Figs. 8-10 show typical correlation functions obtained. Each measurement is drawn with its 95 percent confidence limits as determined from the Fisher's z transformation. Table II lists the statistics (average, standard deviation, minimum and maximum) of the computed coherence bandwidths of each site. The different environments can be broadly classified into three types of frequency selectivity behaviors: 1) a little reduction of the value of the correlation function 2) a Gaussian form of correlation function (Fig. 9) ; 3) an irregular correlation function with a sharp decrease before a 32 kHz bandwidth followed by a flat level of correlation (Fig. 10) . over 128 kHz (Fig. 8); While two or three different types of curves can be found in the same area, there is usually a predominant type of frequency correlation function in a given area. Thus, in general, a typical environment corresponds to each of these types of correlation function. Type 1 environment with no or little frequency selective fading is typical of a flat area with a low housing density. Line-of-sight propagation appears plausible. Consequently, this kind of environment provides few propagation paths and very little diffraction. Among the sites studied; Aylmer, Kanata, Ottawa South, the Experimental Farm and the part of Corkstown Road with a LOS path exhibit this type of fading. These areas exhibit a wide extrapolated coherence bandwidth and have usually a very good coefficient of correlation for a bandwidth less than 128 kHz. Type 2 correlation function is typical of an area with multiple reflexions with little or no LOS propagation. The CentreTown area corresponds to this situation. The correlation function is then described by a smooth Gaussian curve. Seldom do other environments yield such a Gaussian shape. Type 3 correlation function corresponds to the irregular case. This correlation function usually exhibits a sharp decrease before 32 kHz followed by a flat level. This behavior is typical of environments with a dominant diffraction path due to hills. Such a case was observed in areas such as Ottawa west, part of Altavista, Carleton Heights and the part of Corkstown Road located behind a hill.
Probability of Error
From relationships given in [7] , [8] , for a Gaussian shaped frequency correlation function, it is possible to predict values of probability of error (PER) for a system using a differential phase shift keying (DPSK) modulation. The references show that the PER is a function of SNR, B, and T, where T i s the bit duration determined by the data rate. For the work considered here, data rates of 9600 and 19 200 Bd were used. Validity of the relationships of [7] , [8] are based on the assumption that the normalized data rate (d = l/TB,) is less than ai4. This assumption is satisfied for the work done here.
At each site a value of B, was obtained from the least squares fit of each block of data, as described previously. The PER was computed for every coherence bandwidth with a 10 dB, a 20 dB, and an infinite SNR. For a SNR of 10 dB or 20 dB, the PER is almost constant with, respectively, 4.6 x and 5.0 X for both 9600 Bd and 19 200 Bd. However, in the case of an infinite SNR, the PER can change by as much as a factor of ten, depending of the coherence bandwidth. Table I1 shows the PER computed for the mean value of each site. At 9600 Bd the PER ranges from 1.2 x to 11.9 x lo-' while at 19 200 Bd it ranges from 4.8 x l o -' to 4.9 x 10-5.
Phase Behavior
The experiment was designed to provide both amplitude and phase information by means of coherent detection. With a rubidium frequency standard at the transmitting end and another one at the receiving end, there was negligible differential phase shift between the reference signal and the other tones occured during the course of an experiment. In addition, the receiver system was designed to initiate sampling always at the same position in the incoming sequence. Therefore, even if the received reference signal phase was 
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uniformly distributed between 0" and 360", in the absence of frequency selectivity the phase relation between each tone would have remained constant. The received signal can be represented by five rotating vectors. For the study of the phase behavior, the central tone Each tone exhibits sudden phase excursions in the vicinity of 9 0 ' and 180" (see circles in Fig. 11 ) in addition to smaller variations of phases. When these excursions are observed at a given time for one tone only and not for the other one, they indicate selective fading in the form of selective phase reversals of the tone frequency. From the beginning of the block of data to its end ( Fig. 1 l) , the average phase drifted slowly and uniformly by about 30". Since both the generation of the modulation sequences and the initiation of the signal sampling are closely synchronized (by the use of rubidium frequency standards), such a displacement may be explained by a difference in the arrival time of the modulated signals, which is due to the physical displacement of the receiver system with respect to the transmitter. For a modulating frequency of 64 kHz and a phase displacement of -30", the corresponding reduction in the radial distance between the transmitter and the receiver would be approximately 400 m.
Computing the correlation function for the phase presents difficulties. Unless random phase variations about the mean are minimal, phase ambiguities render the task of computing the coefficient of correlation of the phase almost impossible. The Centre-Town environment, as opposed to the Aylmer area, typically exhibits large random phase variations.
In order to devise a common factor of comparison of the phase behavior between different environments, a novel approach is suggested here. Assuming a pair of tones rotating at the same angular speed, but in opposite directions relatively to a central phase reference (example: + 64 kHz, -64 kHz, and 0 Hz), in absence of frequency selective fading the two tones of a pair exhibit the same phase behavior from one sample to the other. If, with respect to the reference, the positive direction is defined as the normal sense of rotation for each tone (counterclockwise for -64 kHz and clockwise for + 64 kHz), the phase of one tone changes by the same amount as the phase of the other tone. Thus, without frequency selectivity the difference between the measured phases at two adjacent observations, say points A and B, for the -64 kHz tone will be the same as for the + 64 kHz tone. A measure of the frequency selectivity is to compare the two differences or changes of phases from point A to B for the two tones. A large difference between the changes of phases indicates the presence of an important selective effect while a small difference indicates its absence. The new approach is to compute the difference of these changes for a block of data and to establish statistical values for these differences for each of the environments under study. The approach is based on the differences of phases between two adjacent observations rather than on the absolute measured phase at each point because the absolute phase is not known a priori and therefore it is not possible to compare the received phases with the transmitted phases.
Assuming that tone 1 and 2 make up a pair of symmetrical vectors rotating at the same but opposite angular speeds, relatively to a center reference, the first step is to compute the phase shifts between the observed phases at measurement point A and the following observed phases at measurement point B. Here dlAB and 6zAB are the phase changes for tones 1 and 2, respectively, between the consecutive measurement points A and B. Angles 6 and 0 are phase angles for tones 1 and 2, respectively. Each block of measurements include 128 phases and therefore yields 127 phase shifts for each tone. The next step is to compute the difference A between the phase shift of tone 1 and the corresponding phase shift of tone 2. For each environment, the std's were grouped and used to form a cumulative distribution. Figs. 12 and 13 show such cumulative distributions for two typical environments Aylmer and Centre-Town. As expected, the Aylmer site has less phase dissymmetry (see remarks about suggests a flat correlation function (in Fig. 8 the coefficients of correlation for a frequency separation of 32 kHz and 64 kHz are close values, while in Fig. 9 , the gap . _ is larger) therefore close values of std's suggest a flat curve and a larger coherence bandwidth. A strong correspondence between the cumulative distribution of std and the envelope correlation function was observed for each area.
A n2 t ':w envelope correlation function, therefore a small coherer : e bandwidth, is related to a large std and vice versa.
It is important to note that it has been occasionally observed that important phase dissymmetries (large std's) may exist concurrently with relati-lely flat amplitude correlation functions of type 1. This ,ondition implies the occurence of intersymbol interference even in the presence of a good SNR for each tone.
CONCLUSION
The multitone technique described in this paper, both in its implementation and i;s application, affords a novel way to probe the mobile radio channel frequency selective behaviour .
However, the power spectrum of the signal is limited to a ((sin x ) / x )~ form and the bandwidth studied is rather small.
In spite of the fact that frequency selectivity has been studied for a small bandwidth as compared to other techniques [9] (5 to 10 MHz), interesting results have been gathered. It was determined that distortion is everpresent and chmges as a function of the environment. From the results of the experiment, some major contributors to frequency selective fading were determined. Among the most disturbing factors are hills and the number of reflectors present (high buildings, river, etc.). For a small bandwidth a large number of reflectors does not seem to destroy the signal from the point of view of the frequency selectivity. In comparison, diffraction effects would appear to have a major influence as the presence of hills along the propagation path between the transmitter and mobile receiver has been shown to cause an important frequency selective fading.
Three types of frequency selective behaviors have been observed for the envelope of the signal: 1) a little reduction of the value of the correlation function over 128 kHz; 2 ) a Gaussian form of correlation function; 3) an irregular correlation function with a sharp decrease before a 32 kHz bandwidth followed by a flat level of correlation. Moreover, for each site, the coherence bandwidth has been computed. The results are summarized in Table 11 .
The effects of the frequency selective fading on PER become important only for very high SF ' At SNR of 10 or 20 dB, the PER is relatively constant at 4.b x or 5.0 x 10 -3 , respectively, and relatively independent of frequency selective fading. For an infinite SNR the PER ranges from 1.2 x to 11.9 x l o w 5 for 9600 Bd and from 4.8 X to 49.0 x for 19 200 Bd. The results of the present experiment indicate that, most of the time, narrow-band analog communications will not be seriously affected by frequency selective fading distortions. On the other hand, ever present phase distortion may cause intersymbol interference during digital communications and therefore increase the bit error rate.
