To improve the generalization ability of speech enhancement algorithms for unlabeled noisy speech, a speech enhancement transfer learning model based on the feature-attention multi-kernel maximum mean discrepancy (FA-MK-MMD) is proposed. To obtain a representation of the shared subspace (the part related with clean speech in the feature extracted by shared encoder) between source domain (speech with known noise and labels) and target domain (speech with unknown noise and no labels), the algorithm takes MK-MMD as loss function for reducing distribution differences between these two domains, which could improve the adaptability to the unknown noise. Furthermore, considering that different noise have different influence on the representation of shared subspace, the attention mechanism is applied to feature dimension to screen out the information less polluted by noise, which is helpful for reconstructing the clean speech. In the term of speech with unknown noise and no labels, the experiments demonstrate that the proposed algorithm has improved the frequency-weighed segmental signal-to-noise ratio (fwsegSNR), the perceptual evaluation of the speech quality (PESQ) and the short time objective intelligibility (STOI) compared with the baseline algorithm.
I. INTRODUCTION
Speech enhancement (SE) has been widely applied to many areas of speech processing. The purpose of SE is to improve the quality and intelligibility of noisy speech. Traditional single-channel SE algorithms usually focus on estimating the noise spectrum from noisy speech to suppress the noise. Typical algorithms include spectral subtraction [1] , Wiener filtering, the minimum mean square error (MMSE) method [2] , the minima controlled recursive averaging (MCRA) noise estimation algorithm [3] and its improved version [4] , etc. These algorithms focus on processing additive noises, and their theories are based on complex statistical property differences between noisy and pure speech. However, the interaction of the complex statistical characteristics of speech and noise, as well as the many unreasonable assumptions in the algorithm, limits the performances of these algorithms.
The associate editor coordinating the review of this manuscript and approving it for publication was Shiqing Zhang . Therefore, these algorithms are often difficult to use for nonstationary noise in unknown speech environments [5] .
SE algorithms for eliminating nonlinear nonstationary noise began to demonstrate their worth [6] when deep learning theory [7] was proposed. In 2013, Wang used deep neural networks (DNNs) to estimate the sub-band ideal ratio mask (IRM) [8] . The algorithm extracted the acoustic features from sub-band signals within each time-frequency (T-F) unit and used them as the input for the DNN to learn more distinguishable details. Moreover, the resulting two-stage DNN algorithm makes full use of the background information to improve the classification accuracy. Tests have shown that this DNN model has improved intelligibility for listeners with hearing loss and normal hearing, and hearing-impaired listeners have benefited more [9] . The works of Lu et al. [10] and Xu et al. [11] show that the effective training of a DNN using the restricted Boltzmann machine (RBM) is better than the traditional SE method. Additionally, the convolutional neural network (CNN) [12] , [13] , the long short-term memory (LSTM) network [14] , [15] , and the generative adversarial network (GAN) [16] , [17] have all been used to conduct SE.
However, the generalization of untrained conditions is a critical issue for any supervised learning task. In the SE application, supervised learning usually generalizes three aspects: the noise [18] , the speaker [19] , and the SNR [11] . The most common way to solve the generalization issue is to extend the data set and perform large-scale noise training [8] . In other words, different SNRs and different types of noise should be included in the training set as much as possible. However, due to the complexity of reality, it is unrealistic for a data set to include all situations. Both stationary and nonstationary noises may interfere with the speech. Even if the data set can contain all the conditions, supposing that there can be 10,000 different types of noises [18] , problems may exist regarding the data labels. If the labels of the data set are wrong, the result of the training cannot be guaranteed. Another method is increasing the complexity of the network, such as using more hidden layers for progressive training [20] or multisegment networks [21] . However, massive amounts of data or complex models will pose huge issues for model training. In addition, if the data label exists some problems, the training results will not be guaranteed. So, it would be nice to reduce the need to recollect the training data for the new environment.
To solve the above problems, a transfer learning model for SE is proposed. Unlike using the shallow layers pretrained to initialize a new model, FA-MK-MMD can automatically realize the SE on unlabeled data in the target domain through the sufficient labeled data in the source domain. After the model training is completed, the model can reconstruct the corresponding clean speech from the unlabeled noisy speech in the target domain. The experimental results show that the proposed algorithm can effectively realize SE transfer learning under different SNRs and different noise types. For the case in which the SNR and noise type are unknown, compared with the baseline algorithm, the frequency-weighed segmental SNR (fwsegSNR), the perceptual evaluation of the speech quality (PESQ) and the short time objective intelligibility (STOI) of the proposed algorithm are increased by 59.6%, 2.4% and 4.0%, respectively.
The main contributions to this paper are as follows: 1) A shared encoder is built to simultaneously extract the features of the source and target domains, and the MK-MMD is took as the loss function for reducing distribution differences between these features. As a result, the algorithm can obtain a representation of the shared subspace between the source domain and the target domain. This method can improve the adaptability to the unknown noise.
2) The importance of a feature attention algorithm is demonstrated for the established shared encoder. Considering that various noises have the distinct influence on the representation of the shared subspace because the interference of noise is different from speech signal in the different frequency bands, the attention weights are applied on different dimensions of the representation to screen out the information which is helpful for reconstructing the clean speech. By this method, the optimization of MK-MMD will be more effective.
II. RELATED WORK
For SE, the noise type [18] , speaker [19] and SNR [11] are the three main issues that cause mismatched models. When the model is applied to an untrained noisy environment, it is difficult to obtain ample data in a short time. Furthermore, it is difficult to obtain clean labels corresponding to these noisy signals. In this case, semisupervised or unsupervised learning on incomplete data sets is required for transfer learning [22] , [23] .
In terms of cross-domain (corresponding to the new environment, including new noise and language, in field of SE), early transfer learning research focused on learning the shallow layer features by minimizing the distance metrics of the domain differences, thereby bridging the source and target domains in the feature space [24] . In speech recognition, it has been successfully used to adapt acoustic models to unknown speakers or mismatched acoustic conditions [25] . In image processing, Yosinski et al. [26] studied the feature transferability of a CNN, but their model requires sufficient target domain labels to fine-tune the original network for the target task. In the recommendation algorithms, Xu et al. [27] , [28] transferred the knowledge from user-and item-side auxiliary domains to the target domain to improve the classification accuracy by extending the sparse information of the target domain. In SE, GAN is proposed to improve cross-language enhancement performance through transfer learning [29] , which is finely adjusted for the unseen language, while the shallow layer is frozen and trained on ample original language samples with labels. By fine-tuning, the performance of some models can be effectively improved, which has been verified in many fields [30] - [32] . However, they are all designed to solve the problem of less labeled data in the target domain, rather than the problem of no labeled data.
To resolve the model dependency on the labeled data, [33] utilized the denoising autoencoder for pre-training, and the two-layer neural network was trained according to the MMD domain confusion loss function. As a result, the domain invariant features were effectively learned. However, the neural network was relatively shallow and lacked a strong semantic representation that can be learned by a supervised CNN. For this reason, Tzeng et al. [34] designed a deep domain confusion (DDC) network model, which adds an adaptation layer and additional MMD domain confusion loss to the deep CNN. Therefore, the distribution difference between the source domain and the target domain can be reduced to improve the classification performance of CNN. However, the singlekernel MMD is not flexible enough to match various distributions [35] . Long et al. [36] proposed a deep adaptive network (DAN) to enhance the feature transferability of specific layers in neural networks. The DAN model uses the MK-MMD domain loss and multilayer adaptation. It effectively enhances the transferability of features. Experiments on the office-31 data set [37] show that the MK-MMD can improve the recognition rate by 3% compared with the single-kernel MMD. Other experiments show that when the MK-MMD is used to measure the similarity loss of a domain countermeasure, its performance is higher than that of the singlekernel MMD [38] . Based on the above works, taking both new noise and unlabeled data into consideration, a speech enhancement transfer learning model based on MK-MMD is proposed to reduce distribution differences between speech with unknown noise of target domain and that with known noise of source domain. So, the dependency of the target domain on the labeled data is alleviated.
In addition, to restore the corresponding clean speech signals from the shared subspace of transfer learning, attention mechanism is applied to features influenced by noise. However, many previous studies on attention algorithms have calculated scores and aligned them in the time dimension. It can be described as mapping a set of key-value pairs to an output. It has been proved to improve performance in the neural machine translation [39] , [40] , automatic speech recognition [41] - [43] , etc. The seq2seq structure can use an attention mechanism to capture the information corresponding to the current decoder from the output of the encoder with inconsistent length, by using an alignment model to score the matching degree of the decoder's output and the encoder's output at a different position. Furthermore, the attention mechanism will help to capture more important temporal information in the speech emotion recognition [44] - [46] . We have also done the relevant research and found that attention on the time dimension of an LSTM's output can capture segments with the higher energy spectrum, and remove some silent frames [46] . Furthermore, emotions in an utterance may have a progressive relationship, so it will benefit from alignment scores on time dimension. In SE, we found that the attention algorithm in the time dimension is invalid, so the attention algorithm is used to automatically calculate weights for the features of different dimensions and directly weight them. This method can screen out important information to restore the clean speech.
III. SYSTEM MODEL
The structure diagram of the proposed algorithm is shown in FIGURE.1. All signals are divided into frames, and a window is added to the signal. The frame length is 512 and the overlap is 50%. The used window is hamming. In the training stage, the Gammatone frequency cepstral coefficients (GFCCs) of the noisy speech(s src ) with labels of the source domain and the noisy speech(s tar ) without labels of the target domain are extracted, and then the FA-MK-MMD DNN model is trained using the extracted features. The network includes two data flows. The input of the first flow is the source domain features with labels and the input of the other flow is the target domain features without labels. After these two groups of features go through the DNN feature encoder, self-attention weights are applied to the outputs, and they share the weights of the self-attention layer. Then, an adaptation layer is added after the self-attention layer, and the domain confusion loss is computed. In our model, the domain confusion loss is set as the MK-MMD of the source and target domain selfattention features. By minimizing the domain confusion loss, the difference between the source domain and target domain can be reduced. In addition, only the labeled source domain data are put into the IRM encoder for reconstructing the IRM. Then, the MAE between the estimated source domain IRM and the real label is calculated. By minimizing this loss, the IRM of the source domain can be well fit, also indicating that the sparse self-attention features of the source domain are maximally privatized in the deep layers. The loss of the whole neural network is the weighted result between the MAE and MK-MMD, which can be regarded as the adversarial loss between the generalization and privatization of the source domain features. A weight parameter is used to adjust the degree of adversarial loss between the two parts, and it is necessary to find the optimal value. The weight can make the sparse output of the attention layer characterize the private features of the source domain to reconstruct the IRM. In addition, it can also make the source domain and target domain have more common features so that the enhanced IRM predicted by the IRM encoder can be as close as possible to the actual IRM of the target domain.
In the enhancement stage, frame-level GFCCs are extracted from the noisy speech without labels and put into the proposed FA-MK-MMD DNN model. The output of the model is the estimated IRM (IRM e ). Then, the frequency spectrum (S e ) of the noisy speech is calculated. Considering that people are not sensitive to the signal phase, the frequency spectrum (S e ) of the enhanced speech is computed using the phase information of the noisy speech. That is, S e is the product of S e and IRM e . After IFFT, the time-domain expression (s e ) of the enhanced speech is obtained. Finally, enhanced speech can be synthesized by using the overlap-add method.
A. SIGNAL FEATURES
The input features of our DNN model are the GFCCs. The GFCCs are computed through a bank of Gammatone auditory filters that model human cochlear filtering. The GFCCs perform better than the Mel frequency cepstrum coefficients (MFCCs) at describing auditory features [47] . The Gammatone filter was first used to describe the impulse response of the human auditory system. Later, it was applied to the cochlear auditory model to simulate the auditory frequency response. Its time-domain expression is as follows:
Here, α = 4 is the order of the filter, b is the equivalent rectangle bandwidth, t is the time index and f is the center frequency, which is quasi-logarithmically spaced from 50 Hz to 8 kHz.
The mean auditory power of each frame response is calculated to obtain a cochleagram g λ (i). Here, i is the number of speech frames and λ is the number of filter channels. Finally, the cochleagram is loudness-compressed by a cubic root operation to form a cochleagram G λ (i), which is as follows:
Unlike the linear frequency resolution of a spectrogram, a cochleagram retains a higher frequency resolution at the low-frequency range. Each frame of the cochleagram is called the Gammatone feature coefficient (GF), and a GF vector comprises 64 frequency components. Considering the overlap among neighboring filter channels, the GF vectors are largely correlated with each other. To reduce the dimensionality and correlation of the GF vector, a discrete cosine transform (DCT) is applied to each GF vector, and the cochleagram coefficient of the i-th frame can be expressed as follows:
Here, j is the j-th dimension of the GFCCs and P is the dimension of the GFCCs. Since the GFCCs above the 30th are numerically close to 0, 31 GFCCs are selected.
B. TRAINING GOAL
The T-F masking is the common target for speech separation. There are mainly two kinds of masking-based targets, i.e., the ideal binary masks (IBMs) and the IRM. The IBM labels every T-F unit as a speech-dominant or noise-dominant part, and the IRM can be viewed as a soft version of the IBM. The IRM enhances the speech-dominant unit and weakens the noise-dominant unit. The IRM of the Fourier transformed domain (IRM FFT ) is defined as follows:
Here, S(t, f ) and N(t,f) denote the short-time Fourier transforms (STFT) of speech and noise within a T-F unit, respectively. P S (t, f ) and P N (t, f ) are the corresponding power densities, respectively. The IRM FFT ranges from 0 to 1. The parameter β scales the mask and is set to 0.5. When β is set as 0.5, the IRM FFT is the optimal estimator of the target speech in the power spectrum.
In our model, the IRM is used to synthesize the target speech [48] . The STFT amplitude spectrum and the phase information of the clean speech are estimated from that of the noisy speech. In this model, the MAE is calculated between the estimated IRM and the target IRM. Then, the network weights are updated using a backpropagation algorithm to minimize the MAE so that the difference between the estimated IRM and the target IRM is minimized.
IV. THE PROPOSED MODEL
A. MMD Different types of noises and SNRs may cause mismatches between the experimental environment and the actual environment, leading to differences in the distribution of the speech features. These differences make the SE model based on the labeled training set not necessarily suitable for other domains. To solve the problem of cross-domain feature distributions, the MMD uses the kernel-mapping method to map the features of the two domains to the high-dimensional reproducing kernel Hilbert space (RKHS). Our intention is to learn a representation that minimizes the distance between the source and target distributions.
The MMD is used for the two-sample test to determine whether the two distributions p and q are the same. Concretely speaking, the statistical identification method based on the MMD tries to find a continuous functionh. By calculating the difference between the mean values of two sample distributions onh, the mean discrepancies of the two distributions are obtained, respectively. Among these functions, the MMD function can maximize this mean discrepancy. Therefore, the MMD is used as the test statistic to determine whether the distributions are likely to differ. If the value is relatively small, the two distributions are considered to be the same. Otherwise, they are different.
Suppose that H represents a class of continuous functions in the sample space, and then the MMD can be expressed as follows:
Here, sup indicates the minimum upper bound and E x∼p [·] denotes the mathematical expectation of the data distribution. Let X and Y be two sample sets composed of independent and identically distributed observations drawn from distributions p and q, respectively. The sizes of data sets X and Y are m and n, respectively. The MMD and its empirical estimation are defined as follows:
When H is the unit ball of a universal RKHS, the MMD equals 0 if and only if p has the same distribution as q. Therefore, when judging the two distributions, the observation samples first need to be mapped to the RKHS. Given the kernel function k corresponding to the RKHS, the square of the MMD can be defined as follows:
However, the single kernel is not flexible enough to adequately describe a variety of distributions. Therefore, the MK-MMD is proposed, replacing the single kernel with a linear combination of kernels. It is believed that the combination of kernels can better fit the distributions of the feature space. The multi-kernel function K is defined as the convex combination of U kernels {k u } [35] :
where the constraints on coefficients {d u } are imposed to guarantee that the derived multi-kernel is characteristic.
Since the Gaussian kernel can map an infinitely dimensional space [38] , the Gaussian kernel function k(
is selected. The total number of kernel functions is 19. Their parameters σ 2 are 1e-6, 1e-5, 1e-4, 1e-3, 1e-2, 1e-1, 1, 5, 10, 15, 20, 25, 30, 35, 100, 1e3, 1e4, 1e5 and 1e6, respectively.
B. FEATURE ATTENTION
The introduction of the attention mechanism both reduces the computational burden of processing high-dimensional input data and makes the processing system focus more on the useful information related to the current output in the input data, thereby improving the quality of the output [49] . For SE, the different noises also have a distinct influence on the feature representation. To distinguish these differences between features, the attention mechanism is introduced into the feature encoder output P f _en , which means the representation from shared subspace between the source domain and target domain.
To express the extent of the attention, two slightly modified MLP layers were adopted to calculate the corresponding weights for each feature:
Here, weight is between 0 and 1. W , V ∈ R N ×N are the parameters to be trained and N is the number of hidden layer units in the last layer of the shared encoder. To avoid extremely small weights resulting in an excessively weak feature weighting ability, an adjustable factor ε is adopted into the weight computation at the beginning of training. Here, ε is a matrix with all elements being 1. weight has different values in each new feature dimension, which represents the different influence of the noise on the representation of the shared subspace.
Finally, the new weighted features are as follows:
where • denotes Hadamard multiplication. The obtained P f _en is the valid information screened out to recover the clean speech from the noisy speech without labels. And the selected information will be sent to calculate MK-MMD and reconstruct clean speech.
C. ATTENTION MK-MMD
The domain adaptive algorithm is commonly used in transfer learning. It is assumed that the source domain contains a large amount of supervised information and that the target domain lacks supervised information or contains only a small amount of supervised information. If the target task and the source task are the same, it is assumed that the target and the source have similar feature dimensions and that the dimensions can represent the respective label information, that is, the domaininvariant features. The domain adaptive algorithm uses the labeled information of the source domain and the unlabeled information of the target domain to train a neural network that can be directly used on the target domain by using the adversarial loss or adding additional adaptation layer. Based on the DNN SE model, the improved domain adaptive algorithm is proposed to perform label-free transfer learning on the target domain. The model proposes the FA-MK-MMD algorithm, which adds attention processing to the front end of the MK-MMD. After the source domain data and the target domain data pass through the self-attention layer, the MK-MMD between the features of the source domain and the target domain is minimized, so that the features of the self-attention layer can characterize the private features of the source domain and also make the source and target domains have the same common features. The specific model is shown in FIGURE.2. VOLUME 8, 2020 The GFCCs of the labeled noisy speech (gfcc src ) from the source domain and the GFCCs of the unlabeled noisy speech (gfcc tar ) from the target domain pass through the feature encoder to obtain F src and F tar :
F tar = G f _en (θ f _en , gfcc tar )
Then, F src and F tar are simultaneously transformed using the self-attention processing in the feature dimension to obtain attention features A src and A tar . Here, all the parameters of the attention layer are shared for both sets of speech samples. Then, A src is sent to the IRM encoder to obtain the new IRM featureÂ src of the labeled noisy speech.
AfterÂ src passes through the dense layer, the temporary label IRM temp is obtained. Then, the loss G is set as the MAE between the temporary label IRM temp and the real label IRM real . This loss can be used to train the private features of the source domain to reconstruct the IRM.
Through training, the loss G is minimized to fit the source domain dataset and learn the optimal neural network parameters to reconstruct the IRM based on the source domain data. That is, the privatization of the source domain data through the self-attention output is also maximized.
In addition, A src and A tar are used to compute the MK-MMD to obtain G .
Here, φ denotes the Gaussian kernel function. The MK-MMD loss D is minimized through training so that the distributions of A src and A tar obtained from the two data sets through the self-attention layer are as close as possible. As a result, A src is maximally publicized. The neural network uses the weighted combination of D and G as the loss function and it is trained by the backpropagation algorithm.
Here, the parameter ω is used to adjust the adversarial loss between the two loss functions. It is necessary to find the optimal ω so that the output of the attention layer from the source domain can characterize the private features of the source domain to reconstruct its IRM. In addition, the optimal ω also makes the source domain and the target domain have the same public features as much as possible so that the target domain IRM produced by the IRM encoder can be as close as possible to the actual IRM of the target domain.
In the above equations, G denotes each encoder in the network and θ is its corresponding parameters (such as the weight W and bias B of each layer). The updating of parameter θ corresponding to each encoder is shown as follows:
θ IRM _en − = µ ∂ G ∂θ IRM _en (17) Compared with the MK-MMD, the FA-MK-MMD introduces the attention mechanism into the loss of the MMD and the normal reconstruction task so that the confrontation is generated not only in the encoder of the feature extraction but also in the features extracted by this encoder.
V. EXPERIMENTAL RESULTS AND DISCUSSION A. EXPERIMENT SETTING
In the experiments, the noise source is from the NOISEX-92 corpus. There are 11572 clean utterances in the training set and test set, which are provided in [16] . All clean speech is randomly divided into the training set and test set, and the ratio is 4:1. Here, the training set has 9257 utterances and the test set has 2315 utterances, and there is no overlap between the two sets.
The sampling rate of the speech used in the experiment is 16 kHz. The frame length is 512 (32 ms), and the frame shift is 256. For each frame of the clean speech, the algorithm extracts 31*3 dimensional GFCCs of the current frame, the previous frame and the subsequent frame. The IRM from the current frame of the noisy speech relative to the corresponding clean frame is computed as the training target, that is, the model uses the three-frame context feature to predict one frame of enhanced speech. The experimental data settings are as follows. In the source domain, the previously segmented 9257 samples are used as the training set and another 2315 samples are used as the validation set. To ensure the rigor of the experiment, it is assumed that the target domain label is completely unseen, and it is impossible to judge whether the model converges using the loss of the target domain. Therefore, the target domain is tested only by verifying the model convergence in the source domain. However, to verify the effect of the model and directly demonstrate the transfer learning process, the experiment still plots the loss curve of the target domain, but only as a way to evaluate the model.
In the target domain, the experiment only uses noisy speech as the training data and the original clean speech is not used as the labels.
In this experiment, the baseline DNN SE model has 4 layers, including one input layer, one output layer and two hidden layers. Each hidden layer has 1024 nodes and the dropout ratio is set to 0.2. The activation function of the hidden layer is the ReLU. The first two layers constitute the input feature encoder and the latter two layers constitute the reconstructed IRM encoder. For FA-MK-MMD models, the MK-MMD adaptation layer and the self-attention layer are inserted between the input feature encoder and the reconstructed IRM encoder. The remaining model parameters are the same as those of the baseline model. All three networks are trained using the TensorFlow framework. The size of the mini-batch is 128, the number of iteration steps is 20,000 and the learning rate is 0.0001. The detailed model parameters are shown in TABLE 1.
To show the effect of the transfer learning model, the experiment will draw the loss curves of the validation set of the source domain and the test set of the target domain. It should be noted that in order to compare the enhancement effects of the baseline model and the transfer learning model, the loss curves of the MAE between the reconstructed IRM and the actual labeled signal IRM are plotted in the experiment. The weighted losses are not plotted in the figure.
B. COMPARISONS OF THE OBJECTIVE EVALUATION INDEX
To compare the SE performances of the proposed model and the baseline model, various objective indicators are used. Here, the PESQ [50] , STOI [51] and fwsegSNR [52] are used to evaluate the quality, intelligibility and SNR of the enhanced speech, respectively. Among these indexes, the PESQ is the subjective voice quality assessment indicator recommended by the ITU-T (International Telecommunication Union Telecommunication Standardization Department), and its score range is -0.5 to 4.5. The STOI is used to measure the intelligibility of speech and its score range is 0∼1. The fwsegSNR is also an objective indicator used to measure speech quality. Compared with the global timedomain SNR, it is closer to the actual speech quality. For these three indicators, the higher the value is, the better the speech quality.
C. DETERMINATION OF THE LOSS WEIGHT
It can be seen from equation (16) that the loss function is directly related to the parameter ω, which directly reflects the degree of confrontation between the two losses. Since the loss function used to reconstruct the IRM from the private feature of the source domain is the MAE, the experiment is constructed to find the optimal ω by setting different values. The loss function of the source domain verification set is also the MAE. The loss curves for the source domain verification set and the target domain test set are shown in FIGURE. 3.
It can be seen from the figure that when ω is 0.5, 0.3, and 0.1, the loss of the target domain test set first decreases and then rises while the loss of the validation set in the source domain fluctuates after the decline. This shows that the information of the target domain is dominant in the transfer learning confrontation. However, because the source domain cannot learn anything, the loss of the test set in the target domain will gradually increase. When ω is 0.01, although the loss of the validation set in the source domain is decreasing, the loss of the test set in the target domain converges at a higher level. This indicates that the source domain information has a large advantage in terms of the transfer learning confrontation. Although the information of the target domain is learned, the target domain cannot be further reduced due to its small weight. When ω is 0.05, the effects on the target domain and the source domain are better, indicating that the transfer learning is effective. In the subsequent experiments, ω was fixed to 0.05 and the optimal ω was not searched for through different experiments. The experiments prove that the parameter ω has a certain generalization ability.
D. TRANSFER LEARNING EXPERIMENT WITH DIFFERENT SNRS
In the SNR transfer learning experiment, the labeled training data with a high SNR in the source domain is mainly transferred to the unlabeled test data with a low SNR in the target domain to evaluate the algorithmic performance when the SNR is bad. The labeled training data used in the experiment consists of the training set of the source domain (9257 utterances) with 10 dB of Gaussian white noise and the unlabeled training data used for the transfer learning is the training set of the target domain (9257 utterances) with added noise to produce different SNRs. Four different levels of Gaussian white noise (5 dB, 0 dB, -5 dB, and -10 dB) were respectively used in the four sets of experiments. The validation set of the source domain consists of test data (2315 utterances) with 10 dB of Gaussian white noise, and the test set of the target domain consists of test data (2315 utterances) with the above four SNRs of Gaussian white noise.
The loss curves of the three models (baseline, MK-MMD, and FA-MK-MMD) are shown in FIGURE.4. It can be seen from the loss curve of the source domain validation set that the introduction of the unlabeled transfer learning data enables the model to learn the features of the target domain data and also promotes the learning of the source domain data. The reason for this effect is that the domain invariant feature introduced by the domain adaptive transfer learning method promotes the learning of the source domain information. From the curves, the loss of the FA-MK-MMD is lower than that of the MK-MMD, which indicates that the features output by the self-attention layer can better characterize the speech information.
It can be seen from the loss curve of the target domain test set that the loss gap between the baseline and the transfer learning models (MK-MMD and FA-MK-MMD) is continuously widened as the SNR decreases or the number of iterations increases. This shows that the transfer learning method can effectively learn the domain-invariant features between the source domain and the target domain. Through the confrontation, the model learns the information of the source domain and improves the enhancement effect of the target domain. In addition, the FA-MK-MMD is better than the MK-MMD in the transfer learning with low SNRs. As the SNR is reduced by 5 dB, the MK-MMD gradually shows a similar trend to the baseline. The loss of the target domain rapidly decreases and then slowly increases as of the number of iterations increases. The target domain loss of the FA-MK-MMD steadily decreases and then tends to converge. This shows that the introduction of self-attention makes it easier for the model to capture the domain-invariant features between different domains.
The SE indicators of the three models are shown in TABLE 2. It can be seen from the table that the proposed algorithm comprehensively enhances the effect of the baseline model on the noisy signal with an unseen SNR on the transfer learning SNR task and improves the objective evaluation indicators. At very low SNRs (−10 dB), the baseline model has a lower fwsegSNR index than the original noisy speech, but the transfer learning model still maintains a good enhancement effect, which indicates that the transfer learning algorithm does make the model learn. The domain-invariant feature between the source domain and the target domain effectively improves the adaptability of the original model to the unseen SNR. In the comparison of the two transfer methods, it can be seen that the FA-MK-MMD is superior to the MK-MMD for all indicators, indicating that the selfattention mechanism makes the model focus on the important features of the source and target domains. This prompts the model to learn the domain-invariant features of the source and target domains.
E. TRANSFER LEARNING EXPERIMENT WITH DIFFERENT NOISE TYPES
To validate the transfer learning performance when facing different noise types, five typical noises are selected from the NoiseX-92 corpus for testing. Among them, white and pink noises are the source noises, and SpeechBabble, Destroy-erEngine and FactoryFloor1 are the target noises. To directly show the transfer learning effect of the algorithm for different types of noise, the experiment mainly sets three transfer learning SNRs including 10 dB, 0 dB and -5 dB. The noisetype transfer learning experiments are performed under the same SNR. The loss curves of the test set in the target domain are shown in FIGURE.5 and FIGURE.6. FIGURE.5 shows the loss curve when the source domain noise is pink noise, and FIGURE.6 shows the loss curve when the source domain noise is white noise.
As shown in FIGURE.5, when the source domain noise is pink noise, except for the baseline model, the losses of the other two models tend to become stable as the number of iterations increases. This difference from the baseline model is similar to that shown in FIGURE.4. From the loss curve, it can be seen that the FA-MK-MMD model is equivalent to the MK-MMD model when the target domain noise is the FactoryFloor1 noise. The lower the SNR is, the smaller the differences between the two models. However, the FA-MK-MMD model is optimal in terms of the convergence performance. The MK-MMD model is sometimes even higher than the baseline model, as seen from the loss curves of the SpeechBabble noise and the DestroyerEngine noise.
As shown in FIGURE.6, when the source domain noise is white noise and the target noise source is Facto-ryFloor1 noise, the trends of the baseline model are similar. In addition, compared to FIGURE.5, the loss of each model increases to various degrees. Comparing the The SE indicators after the transfer learning model are shown in TABLE 3 and TABLE 4 . It can be seen from the tables that among the three models, the fwsegSNR of the FA-MK-MMD model is always the best, while the STOI indicator is also the best, except for the DestroyerEngine and FactoryFloor1 noise at −5 dB.
Relatively, the PESQ is slightly worse for the MK-MMD. Compared with the MK-MMD model, the PESQ index of the FA-MK-MMD model decreased by 0.017 under the two noise sources. The STOI increased by 0.004. The fwsegSNR increased by 0.499 under pink noise and by 0.312 under white noise. This shows that the transfer learning performance of the two models is relatively stable and does not vary greatly as the noise source changes. The increase of the SNR indicates that the correlation between the training goal function and the SNR is high.
Among the three indicators, the increase of the fwsegSNR is the most obvious because the proposed model is more suitable for suppressing noise. The selected GFCCs have certain anti-noise performances. However, due to the refinement and compression of the speech information, some speech information will be lost, and so the SNR-related indicators are more improved than the speech quality evaluation indicators. Obviously, this also shows that the model has a strong denoising ability, but the reconstructed speech will have some distortions.
F. TRANSFER LEARNING EXPERIMENT WITH THE SIMULTANEOUS CHANGING OF THE SNR AND NOISE TYPE
To comprehensively compare the transfer learning performance of the algorithm, a SE transfer learning experiment is constructed for different noises and different SNRs. The experiment mainly compares two cases. First, the 10 dB pink noise of the source domain is transferred to the SpeechBabble noise of the target domain. The corresponding SNRs are 5 dB, 0 dB and −5 dB, respectively. Second, the 10 dB white noise of the source domain is transferred to the DestroyerEngine noise of the target domain. The SNRs are also 5 dB, 0 dB and −5 dB, respectively. Here, the domain-adversarial training of neural networks (DANN) algorithm [53] is added for comparison.
The loss curves under the test set of the target domain are shown in FIGURE.7 and the corresponding performance indicators are shown in TABLE 5. It can be seen from the loss curve that the loss of the DANN is worse than that of the FA-MK-MMD and slightly better than that of the MK-MMD. The trends of other three models are basically the same as the above experiment. Based on the performance indicators of the algorithms, the indicators of the FA-MK-MMD model are the best. Compared with the MK-MMD model, the three indicators fwsegSNR, PESQ and STOI are increased by 0.649, 0.02 and 0.005, respectively. For the DANN algorithm, when the SNR is -5, its fwsegSNR is the best. However, this improvement does not lead to better speech quality and intelligibility. The average PESQ is even lower than the baseline algorithm.
VI. CONCLUSION
To improve the generalization ability of SE algorithms, a speech-enhanced transfer learning model based on the FA-MK-MMD is proposed. There are two main innovations in the model. First, the model applies self-attention weights to the outputs of the feature encoder to improve the feature validity. Second, to comprehensively utilize the effective information of the source domain and the target domain, the algorithm introduces the countermeasure factor to construct the loss function based on these two domains. The experimental results show that the proposed algorithm can effectively realize SE transfer learning under different SNRs and noise types. A future research direction includes replacing the DNN model with other SE models to further verify the effectiveness of the algorithm.
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