ABSTRACT This paper aims to solve the stabilization problem of traffic videos, which are mostly captured by the cameras mounted on the vehicles. Compared with normal videos captured with handheld cameras, traffic videos often face more challenges, such as dynamic scenes, dominant foreground objects, and significant parallax. Conventional methods often regard videos stabilization as an optimization problem with complex constraints and thus cost much computation time. To address the above issues, we propose a fast method by making use of trajectory derivatives at adjacent frames. When the parallax is not serious or the inter-frame time is short enough, the non-rigid characteristic of camera jitter can be ignored. Then, we simplify the perspective transformation to affine transformation between adjacent frames, i.e., the trajectory derivative holds linear with respect to the position of the trajectory. We combine our method with a feedback-based foreground trajectory judgment strategy and significantly speed up the processing speed. The new algorithm can satisfy the real-time requirement, which is critical for real applications, at the cost of tolerable stabilization performance degradation.
I. INTRODUCTION
Nowadays videos are used to record people's daily lives [1] , [2] . People capture their important events, such as birthdays and weddings, with handheld cameras. Cameras are also mounted on moving vehicles to record traffic situations [3] , [4] . Due to the lack of professional stabilizing instruments, these amateur videos may suffer from the jitter of unsteady cameras and thus cause people's visual discomfort. Serious shaky will also damage the application of autopilot technology based on computer vision. Compared with videos captured by handheld cameras, it is more challenging to stabilize traffic videos for the following reasons. On the one hand, traffic videos suffer from stronger and higherfrequency shakiness since the cameras are mounted on moving vehicles and the jitter of cars can not be avoided, and on the other hand large dynamic foreground objects, such as moving cars, are quite common in traffic videos. Dominant moving objects which occupy a substantial portion of frame may significantly complicate the estimation of jitters [5] .
In the literature, there are many video stabilization methods. Almost all stabilization methods firstly generate feature trajectories and distinguishes background and foreground trajectories, then estimate and smooth the camera motion only with the information from background [1] , [6] . Recently more researches regard the estimation of camera jitter as an optimization problem [6] , [7] . However, several issues are declared as follows.
• Most works distinguish background and foreground based on the assumption that the background occupies majority of the image in each frame [6] , [8] . When dominant foreground objects exist, the wrong classification may damage or even break the stabilization procedure.
• To get a good performance, the optimizations are usually composed with complicated constraints which seriously limit the processing speed and is not realistic for realtime video stabilization [6] , [9] .
To resolve these challenging issues, a novel method is proposed in this paper. As shown in Fig. 1 , we firstly extract feature trajectories from each frame, a feedback-based strategy is used to divide feature trajectories into foreground and background feature trajectories. With this strategy, our method can significantly improve the accuracy of the judgment of background in case of the existence of dominant foreground objects. In this method, the bottleneck is computation of the foreground trajectory judgment with the reprojection of homography. To accelerate this operation, we propose a novel method which use derivatives of adjacent feature trajectories to distinguish the foreground and background feature trajectories. If the parallax problem is not serious or the sampling period (i.e., inter-frame time interval) is short enough, we can simplify the camera motion as planar motion. Then the inter-frame movements hold linear relationship with the position of the trajectories which compose above movements. This relationship can be represented as the affine matrix. As movement of the background and the foreground objects are totally different, the affine matrices are also different. We embed this to foreground feature trajectory judgment strategy and get a significant speed promotion. Experiments show our method can achieve much faster processing speed with a little stabilization performance degradation. Our method can easily implement real-time video stabilization on desktops or even FPGAs.
The remainder of this paper is organized as follows. Section II presents the related work. Section III presents the details of our stabilization method. Section IV compares our method with some conventional stabilization methods through traffic videos on performance and processing speed. Some concluding remarks are placed in Section V.
II. RELATED WORK
Few researches have been done for traffic video stabilization. In [4] , a relationship is established between the lane-line positions in a camera coordinate and an image plane. Liang et al. [10] also takes full advantage of the prior information of traffic images to stabilize traffic videos. Zhang et al. [3] presents a global motion estimation method based on the phase correlation of central sub-image. However, these methods may not work when many vehicles exist and occlude the lane markings. Recently, a feedback-based method was proposed to promote the accuracy of distinguishing background and foreground feature trajectories. Owing to the lack of stabilization methods for traffic videos. Conventional stabilization methods mainly designed for videos recorded by handheld cameras should be considered. Such methods can roughly categorized into three types of 2D, 3D and 2.5D methods.
2D methods aim to stabilize videos containing planar motions in principal. Through image matching technologies such as feature matching, 2D methods usually model the camera motion with inter-frame transformation matrix sequences [12] - [14] . On the assumption of static scenes, such methods smooth the inter-frame transformation matrices and generate stabilized frames by warping input frames according to these smoothed matrices. Such smoothing methods include Gaussian low-pass filtering [15] , Particle filtering [16] and Regularization [17] . Grundmann et al. [18] implemented a linear programming framework to minimize the first, second, and third derivatives of the resulting camera path. Later they extended such approach by replacing a single homography with a homography array to resolve the rolling shutter distortion issue in [19] . Joshi et al. [1] optimally selected frames from the input video that both best match a desired target speed-up and result in the smoothest possible camera motion in the resulting hyperlapse video. Meanwhile, Liu et al. [8] and Zhang et al. [20] introduced the ''as-similar-as-possible'' idea to make motion estimation more robust. In general, 2D methods are computationally efficient and robust against planar camera motions, but may fail when parallax exists.
Parallax can be well handled by 3D methods. By tracking a set of feature points, 3D methods recover the 3D locations of these feature points and 3D camera motion using the Structure-from-Motion (SFM) technique [21] . For the generation of stabilized frames, 3D methods are more complicated than 2D methods due to their motion models. Buehler et al. [22] got the smoothed locations of feature points by limiting the speed of the projected feature points to be constant. Zhang et al. [23] implemented an approximate geometry representation and minimized the resulting errors. Liu et al. [2] developed a content-preserving warps for 3D video stabilization. In [24] , video stabilization is solved with an additional depth sensor such as the Kinect camera. In [25] , Smith et al. employed a spacetime optimization that directly computes a sequence of relative poses between the virtual camera and the camera array. Due to the implementation of SFM, 3D methods are computationally expensive and may be fragile in case of planar motion.
Recently, researchers have attempted to combine the advantages of 2D and 3D methods, i.e., 2.5D methods.
In [26] , Liu et al. combined 2D and 3D methods to produce a hybrid method which can work well under various camera motions. Lee et al. [27] extracted robust feature trajectories from the input video, and calculated transformations to smooth these trajectories and stabilize the video. However, this method may not work well in the existence of large moving foreground objects or parallax. Liu et al. [7] also extracted 2D feature trajectories and enforced the well-known subspace constraints [28] on feature trajectories to generate two low-rank matrices, and implemented the contentpreserving warping [29] to deal with parallax. However, this subspace property does not hold for dynamic scenes where the background moves rapidly. To solve such issues, [29] and [30] introduced epipolar constraints and employed time-view reprojection for foreground to stabilize videos. Unfortunately, such effectiveness is built upon the assumption that more than one half of extracted feature trajectories belong to the background, which may not always hold in traffic videos due to the frequent appearance of large moving vehicles. In [6] , Liu et al. [31] designed a specific optical flow by enforcing strong spatial coherence and further extended it to meshflow for spatially-variant motion representation. Lai et al. [32] combined the hyperlapse and the stabilized method in [6] to generate the smoothed result. However, the method in [6] , [31] , and [32] may fail when foreground objects occupy more than half of the frame image. Ling and Zhao [9] stabilize traffic videos with both foreground and background feature trajectories. This method develop an optimization with complex constraints which seriously influences its speed. In summary, the previous works may not be suitable to stabilize traffic videos with large dynamic objects. Moreover, as most of them handle the stabilization problem by solving an optimization function, they are much timeconsuming. Based on the aforementioned 2.5D methods, a novel method is proposed in this paper to resolve the above issues, we accelerate the processing speed while achieve comparable performance with several state-of-the-arts.
III. PROPOSED METHOD A. OVERVIEWS
Our method is based on 2D feature trajectories. We detect Harris corners [33] as feature points and calculate the FREAK, SURF or other feature descriptor [34] - [37] for each feature point. Feature trajectories are composed with nearest neighbor matching method, which finds the best matching between the FREAK descriptors at adjacent frames. Meanwhile, for further avoiding mismatching between feature points and trajectories, we employ the spectral matching technique [38] , [39] . In this paper, we mainly concern about continuous feature trajectories which cover at least 2ω + 1 frames, where ω is a positive constant. Generally speaking, a larger ω can enable the smoothing of lower-frequency jitter, but at the cost of higher computational complexity. At frame t, if a trajectory i comes from the background, its coordinate is denoted as P B i,t , and P F i,t represents the coordinate of one trajectory coming from the foreground object. Both P B i,t and P F i.t contain horizontal and vertical components of coordinates.
All feature trajectories are distinguished into foreground feature trajectories P F t and background feature trajectories P B t . The movement of background feature trajectories reflect the motion of camera while the movement of foreground feature trajectories reflect the motion of camera and active motion of dynamic foreground objects. So only the jitters of background feature trajectories truly show the shaky of camera. For all the background feature trajectories we smooth P B i,t in time to yield P B i,t as
where δ = 2ω + 1, that is, the Gaussian kernel is truncated to a window of the length of 2ω + 1 frames.
With the low-pass filtering of all background feature trajectories, we can greatly attenuate the effects of the highfrequency jitters of the camera motion, and the smoothed feature trajectories can be viewed as the stabilized location in stable videos. Based on P B i,t of the shaky view and P B i,t of the stabilized view, we can compute a homography H t to warp the frame image by solving the following optimization,
where H * P i,t represents the transformed coordination of P i,t under the homography H , N t is the number of background feature trajectories at frame t and · represents the Euclidean norm of coordination vector. Based on the above analysis, correct distinction of background and foreground feature trajectories is critical for stabilization performance.
Here for completeness, we briefly introduce the feedbackbased method in the following section and then we will improve it with the proposed method.
B. FEED-BASED FOREGROUND TRAJECTORIES JUDGEMENT 1) REPROJECTION OF HOMOGRAPHY
Denote the collection of feature points that belong to the continuous trajectories at frame t as X t and the collection of feature points that belong to the continuous trajectories at frame s as X s . For s locates in the neighborhood of t, i.e., s ∈ t − ω, . . . , t − 1, t + 1, t + ω, a homography matrix H t s between X t and X s can be estimated using the RANSAC method in [21] . However, when using RANSAC method, H t s is computed with the inliers of X s . and may cause a reprojection error for P j,s ∈ X s as e j s,t = P j,t − H t s * P j,s .
When most feature points of X s belong to the background, H t s is accurate for fitting the transformation of background from frame s to frame t and a large e j s,t means that p j s belongs 13424 VOLUME 7, 2019 FIGURE 2. A feedback-based foreground trajectory judgment strategy [5] .
to the foreground. Therefore, we define a foreground indicator as 
where τ is a threshold which is adjusted with a feedback manner [5] . To robustly judge whether trajectory j belongs to background, we combine F j s,t (s = t − ω, . . . , t − 1, t + 1, . . . , t + ω) to define
A trajectory P j is claimed as a foreground trajectory if
2) FEEDBACK-BASED STRATEGY FOR FOREGROUND TRAJECTORY JUDGEMENT
The judgment in (6) is built upon the assumption that X t and X s are dominated by feature points of background trajectories at every frame and will lose efficacy when foreground objects dominates the frame. To resolve this issue, a feedback-based strategy is proposed in [5] for more robust foreground trajectory judgment. As shown in Fig. 2 , if a trajectory has been judged as a foreground trajectory in past frames, it will automatically be treated as a foreground trajectory at the current frame and not be considered in the calculation of the homography matrices in Section III-B1. For the residual trajectories, the hypothesis that background trajectories occupy more than half of all the considered trajectories will be easily satisfied and RANSAC method will distinguish foreground and background feature trajectories more accurately according to (3)-(6). An example for correctly distinguishing background and foreground feature trajectories is shown in Fig. 3 .
C. DERIVATIVE-BASED FOREGROUND TRAJECTORY JUDGEMENT
Suppose that all the objects in the frame are static, which means the inter-frame motion merely comes from the camera motion. For two points X 1 , X 2 belonging to the same trajectory at adjacent frames, we have
where H is the calculated homography between two frames, x 1 and y 1 are the horizontal and vertical components of X 1 . X 2 is an intermediate variable for calculating X 2 whose horizontal and vertical components are x 2 and y 2 respectively. Then X 2 ([x 2 , y 2 ]) is defined as
Actually, if the sampling period (i.e., inter-frame time interval) is short enough or parallax is not serious enough which can usually be satisfied in traffic videos, the non-rigid deformation factor can be ignored. More specifically, e and f in equation (7) are in the magnitude of 10 −5 approximately in the test videos in Fig. 7 with 30fps . Then the homography matrix model degenerates to an affine matrix model as follows,
So the linear relationship is satisfied between X 1 and X 2 . Furthermore, by subtracting X 1 from X 2 , we have which means the trajectory derivative holds linear relationship with the position of the trajectory. That is,
where parameters k 1 , m 1 , n 1 , k 2 , m 2 , n 2 in matrix L can be calculated with three pairs of feature points at adjacent frames. Like the usage of RANSAC method in (3), we can estimate an affine matrix L with X 1 and X 2 of all feature trajectories at adjacent frames. If foreground objects are contained in the frame image, the linear relationship is not strictly established for all X 1 and X 2 . According to the principle of RANSAC method, when the frame image is dominated by background, the calculated affine matrix L mainly reflects the transformation of background regions between the adjacent frames. Meanwhile, a large deviation will be produced when X 1 and X 2 from the foreground are fitted with (11) .
Based on the above analysis, we propose a derivativebased foreground trajectory judgment strategy. Firstly, at each frame, L is calculated with (11) and RANSAC method,
where N is the number of feature trajectories and i is the trajectory index. Then the calculated deviation of feature points X 1 and X 2 is defined as
Finally, the error between X and actual X (i.e., X 2 −X 1 ) is
If the trajectory containing X 1 and X 2 belongs to background, e will be small. In contrast, a large e means the trajectory belongs to the foreground. For each trajectory, we calculate errors e in smoothing windows (2ω + 1) and judge whether this trajectory belongs to the background or the foreground as (5)-(6).
However, the judgment strategy above is built upon the assumption that feature points of background trajectories dominate every frame and will lose efficacy when foreground objects occupy more than half of the frame image. Fortunately, the feedback-based trajectory judgment strategy in Section III-B can be also introduced here. By replacing the reprojection of homography with the trajectory derivativebased reprojection, the issue which foreground objects dominates the frame can be resolved.
To verify the computational complexity of the proposed refinement, some analysis are introduced here. In Section III-B, 2ω homographies are calculated for ''potential background trajectories'' with the length of 2ω + 1. For calculating the homography between two frames, we apply RANSAC method and randomly select 4 pairs of matching feature points every time to compose a 12 × 9 matrix, which is solved through SVD decomposition. As the procedure of SVD decomposition will repeat many times under RANSAC method, the time consuming is considerable. In our implementation, ω is set as 3, and each RANSAC contains 500 SVD operations, then each reprojection of homography contains 3000 SVD operations and will take more than 50 ms. However, to solve matrix L in (11), only 3 pairs of matching feature points are required each time and a 6 × 6 matrix is composed. This matrix can be solved by LU decomposition. Similarly, if ω = 3 and 500 LU decomposition for each RANSAC, each reprojection of homography contains 3000 LU operations and will take less than 8 ms, an experiment is shown in Fig. 4 . Combined with other steps in Fig. 2 , Running time for two kinds of feedback-based foreground trajectory judgment on seven traffic videos listed in Fig. 7 is shown in Fig. 5 and Fig. 6 .
The proposed methods are implemented in C++ and executed on an Intel Core i3-4130 3.40GHz CPU. The multithreading version is a four threading program. We see that the main time-consuming module can be greatly accelerated based on the derivative-based foreground trajectory judgment strategy. More experimental results about its performance will be shown in Section IV.
IV. EXPERIMENT A. METHODS AND DATASETS
Some traffic videos were stabilized using our method. We compare our result with several state-of-the-art methods. They are the Full-frame method in [15] , the YouTube stabilizer (which is based on the L1-norm path optimization in [18] ), the Hyperlapse method in [1] , 1 the Feedback-based method in [5] and the Bg&fg method in [9] . Stabilization performance and processing speed are both considered, which show our novel method can achieve a significant performance with much faster speed. Note that the feedback-based method use RANSAC of homography. The proposed method can be viewed as the improved and faster version of this method. We also processed the limitation videos in [6] . The video thumbnails are shown in Fig. 7 .
B. PROCESSING SPEED AND QUALITATIVE COMPARISON
In this section we show a qualitative analysis for the proposed method as [1] . For simplify we compare the derivative-based method with Youtube stabilizer and Feedback-based method. In Fig. 8 , The first row shows four consecutive frames of source video ''Busy_way''. Mean and standard deviation (Std. Dev.) of these four images are also calculated. We normalize the Std. Dev. image to range of (0,255) for easy comparison. Generally speaking, more clears result of Mean image and darker Std. Dev. image indicate smoother sequences. All these three methods can smooth the original image sequences. However, Std. Dev. image shows the proposed method gives a smoother result than Youtube stabilizer which is almost the same as the Feedback-based method.
We also compare the processing speed of all six methods. Different resolution of videos and their speeds are listed in Table 1 . Of all methods, Hyperlapse get the highest speed, however, this method distinguishes background and foreground feature trajectories only with RANSAC and will causes mistakes when large dynamic objects appear in the frame image, which limits its performance for traffic videos. Except hyperlapse, the proposed method is the fastest at the FPS of 20 for 1280 × 720 videos and the FPS of 36 for 640 × 320 videos. The improved method is more than 5 times faster than Bg&fg method and about 2.4 times faster than Feedback-based method. We acknowledge our method may cause a little worse performance than these two methods, while better performance than other state-of-the art methods with a faster speed. More quantitative comparisons will be introduced in the next subsections.
C. QUANTITATIVE COMPARISON WITH STATE-OF-THE-ARTS
To compare our method with previous methods, we first follow the approach of [6] which introduced three objective metrics: cropping ratio, distortion score and stability score. For completeness, we briefly introduce these metrics.
Cropping ratio measures the remaining area after cropping away black boundaries. Larger cropping ratio means more sufficient information of the video is reserved. For each corresponding frames of unstable and stabilized videos, a global homography is estimated. Then the cropping ratio can be extracted from the scale component of this homography. We average the ratios of all frames for the final cropping ratio.
Distortion score is estimated from the affine part of homography. Similar to cropping ratio, we first calculate a homography for each pair of frames from unstable and stable videos. Then the ratio of two largest eigenvalues of affine part is extracted. Distortion score is defined as the smallest of all ratios for the whole video.
Stability score estimates the smoothness of the final video. Slightly different from the metric in [6] , we firstly segment the frame with 4 × 4 meshes. The vertex profiles are then presented as 1D temporal signals for frequency domain analysis. We take each of their lowest frequency components over VOLUME 7, 2019 full frequencies (DC component is excluded) as the stability score. Average of all profiles gives the final score.
These metrics are calculated with all seven traffic videos. Fig. 9 shows the results of three videos mainly containing planar motions. We can see the proposed method is better than Youtube, Full-frame and Hyperlapse for most scenes. A comparable performance with Feedback-based method and Bg&fg method can also be found. Although our results are slightly worse in stability, the visual difference is quite small. Our method is also robust to different scenes compared with other previous methods. Fig. 10 shows the results of four traffic videos with more nonplanar motions. For cropping ratio and distortion score, our method achieved comparable values with other methods. However, as for stability, the proposed method is slightly better than Full-frame but a little worse than Feedback-based method and Bg&fg method, which is because the model of linear relationship of matching feature points in our method can not be satisfied strictly, and will cause performance degradation. More specifically, the proposed method simplifies the movement model to decrease the computational complexity. The performance is acceptable with a real-time processing speed for general videos(like 360P and 480P) and faster speed for videos of higher resolution. All precise data is listed in Table 2 .
Some recent researches quantitatively computed the average structural similarity (SSIM) indices [9] , [40] for evaluation. Table 3 show the values for three traffic videos mainly containing planar motions. It can be seen that the proposed method achieve higher SSIM than Full-frame, Youtube and Hyperlapse methods and is slight lower than feedback-based and Bg&fg methods. Similar results are shown in Table 4 which is calculated for four traffic videos with more nonpalnar motions. The proposed method get better indices than Full-frame, Youtube and Hyperlapse methods. However, about 2% reduction than Feedback-based method can be seen, which is more obvious than traffic videos mainly containing planar motion. That is, non-rigid deformation is more serious for these videos. Generally speaking, our method makes a trade-off between capability and speed. If the parallax is not serious, we can get a significant performance with large promotion of speed. The SSIM indices of videos can only roughly measure their stabilization performance. A more accurate way to evaluate the stabilization performance of different methods is to watch the stabilized videos at the website. 2 We also process some limitation videos in [6] which is also listed in Fig. 7 . There are large foreground objects exist in these videos and most previous works may fail to handle. The proposed method can stabilized them at the speed of 36 fps and can realize real-time processing. As the parallax in these videos are usually small, we can achieve similar result as Feedback-based and Bg&fg methods. All videos are available at the aforementioned website.
D. DISCUSSION AND LIMITATION
The proposed method mainly solve the stabilization problem of traffic videos. This kind of videos usually contain more dynamic and larger foreground objects than videos captured by handheld cameras, which is hard to be handled by some previous researches. Normal handheld videos can also be stabilized by our method. However, for handle those lowfrequency jitter, a larger smoothing windows must be considered like [6] etc., and will cause computation increasing of derivative-based reprojection in Section III-C, which influences the processing speed. Moreover, our solution is purely based on software. Fused video stabilization with additional gyro signals [41] is an interesting future research direction.
V. CONCLUSION
This paper proposes a novel method for stabilizing traffic videos, which is more challenging than normal videos captured by handheld cameras due to larger and more foreground objects. By considering the derivative of feature trajectories, we construct a liner model for the derivative of trajectories between adjacent frames and distinguish the background and foreground feature trajectories accurately with the feedbackbased module. The proposed method is faster than most state-of-the arts and can satisfy the real-time requirement,
