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We experimentally and numerically study the structure and dynamics of a mono-disperse packing
of spontaneously aligning self-propelled hard disks. The packings are such that their equilibrium
counterparts form perfectly ordered hexagonal structures. Experimentally, we first form a perfect
crystal in an hexagonal arena which respects the same crystalline symmetry. Frustration of the
hexagonal order, obtained by removing a few particles, leads to the formation of a rapidly diffusing
“droplet”. Removing more particles, the whole system spontaneously forms a macroscopic sheared
flow, while conserving an overall crystalline structure. This flowing crystalline structure, which we
call a “rheo-crystal” is made possible by the condensation of shear along localized stacking faults.
Numerical simulations very well reproduce the experimental observations and allow us to explore
the parameter space. They demonstrate that the rheo-crystal is induced neither by frustration nor
by noise. They further show that larger systems flow faster while still remaining ordered.
Crystals, translationally periodic structures, are
known for their solid behavior: they sustain their own
shape. Liquids are disordered and flow to adopt the
shape of their container. Here, we use self-propelled hard
disks to show that this common knowledge is undermined
in the context of active matter.
In the absence of alignment, the crystallization of self-
propelled disks, with repulsive interactions, follows the
two-step scenario reported at equilibrium [1, 2]. The sit-
uation is far less clear when alignment between particles
overcomes rotational diffusion. In the fluid phase, polar
ordering takes place and collective motion sets in [3–10].
We are here interested in this aligning behavior at high
packing fractions, where, in the absence of activity, the
equilibrium system forms a crystalline phase.
Within the present state of knowledge one cannot pre-
dict whether the system spontaneously breaks both the
rotational symmetry associated with the global phase of
the polarity and the translational symmetry of space as-
sociated with the structural ordering – a situation analo-
gous to that of supersolidity [11]. On one hand a meso-
scopic field theory [12] predicts a transition from a resting
crystal to a traveling crystalline state, where the particles
migrate collectively while keeping their crystalline order.
On the other hand, simulations [13] of a generalized Vic-
sek model [14], which accounts for alignment as well as
short-ranged repulsive interactions, report a mutual ex-
clusion of the polar and the structural order and there-
fore refutes the generality of the theory. Furthermore, in
both cases, the speed of the particles and the alignment
strength – equivalently the noise level – are fixed, while,
in principle, one expects the density to renormalize these
parameters. The Motility Induced Phase Separation, for
instance, is precisely a consequence of a decrease in par-
ticle speed with increasing local density [15–19].
For any specific system of interest, it is thus of interest
to consider the following questions. (i) Does alignment
develop at high density, and, if it is the case, does polar or-
der take place? (ii) Is the structural order stable against
activity in the presence of polar alignment? For active
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Figure 1. Flowing crystal configurations, in the experiment
at finite noise level with geometrical frustration (N = 1104,
φ = 0.86), and in simulations at successive times, without
noise and without geometrical frustration; the gray levels code
for the orientational order parameter, colors blue/red code for
5/7 neighbors; (N = 1141, φ = 0.88).
nematics, activity promotes the proliferation of defects
and destroys nematic order [20–24]. (iii) If the traveling
crystalline state exists, how does it adapt to confinement?
In a fluid phase, active flocks condensate at the bound-
aries [25] and form vortex flows [26–29]. How does it
translate to a traveling crystalline phase? Does it stop,
does it melt, does it fracture?
In this letter we consider a system of self-propelled
hard disks [30], for which alignment emerges from the
dynamical relaxation of the particle polarity [31] after
each collision, and induces collective motion at moderate
packing fraction [7, 30, 31]. Building upon this well char-
acterized experimental system, we demonstrate (i) that
alignment survives at high density, (ii) that the system
develops both polar and structural ordering on the exper-
imental length-scales and (iii) that this polar and ordered
structure organizes into a coherent sheared flow, which
is made possible by the localization of shear along in-
termittent stacking faults (Fig. 1 and video SI-1). The
emergence of shear in response to boundary conditions is
the basic property defining liquids. For obvious reasons,
however, we cannot call this coherently flowing ordered
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Figure 2. Experimental data, static aspects: Left panels show time-snapshots of isotropic disks (ISO, top row) and of self-
propelled polar disks (SPP, bottom row). The grayscale indicates individual values of the local orientational order parameter
ψ6 ∈ [0, 1], except when there are more/less than six Voronoi neighbors (red/blue). The rightmost panels show the corresponding
pair correlation functions, obtained from time-averages over trajectories.
structure a liquid-crystal; we shall call it a rheo-crystal.
The existence of this rheo-crystal does not rely on the
particular experimental conditions under which it is ob-
served. Simulations very well reproduce the experimen-
tally observed phenomenology (video SI-2). Within peri-
odic boundary conditions, they confirm the existence of
a traveling ordered structure (video SI-6). Within the
hexagonal geometry, they allow for relaxing the confine-
ment gradually instead of removing particles and varying
the control parameters. The structurally ordered flow re-
mains coherent for a large set of parameters and up to
the largest scale we could investigate. Finally, the limit
of zero noise (Fig. 1-right and video SI-7) allows us to
precise the dynamics along the stacking faults.
The experimental system is made of micro-machined
disks (diameter d = 4 mm, total height 2 mm), with an
off-center tip and a glued rubber skate, located at di-
ametrically opposite positions. These two “legs” with
different mechanical response endow the particles with
a polar axis. Subjected to vertical vibration, these po-
lar disks (SPP) perform a persistent random walk, the
persistence length of which is set by the vibration pa-
rameters (sinusoidal vibration with frequency f = 95 Hz
and amplitude a) [30]. The maximal acceleration rela-
tive to gravity is set to Γ = (2pif)2a/g = 2.4. A glass
plate confines the particles from above. We also use plain
rotationally-invariant disks (same metal, diameter, and
height), hereafter called the “isotropic” (ISO) disks. In
the present study, the disks are laterally confined in a reg-
ular hexagonal arena of side length 79 mm. The motion
of all particles is tracked using a standard CCD camera
at a frame rate of 30 Hz.
As already stated in [26], it is possible to fix, but very
difficult to fine tune in a reproducible manner the self
propulsion in the above experimental system. This is
why, already in [7], we have constructed a model for the
motion and collisions of the polar disks, which accounts
quantitatively for the experimental properties at the sin-
gle and pair interaction level and reproduces very well
the macroscopic physics. In this model, later studied in
great detail [31], a particle i is described by position ri
and velocity vi of its center, and by its body axis given by
the unit vector nˆi. Between collisions these parameters
evolve according to the equations
d
dtri = vi, (1a)
τv
d
dtvi = nˆi − vi, (1b)
τn
d
dt nˆi = (nˆi × vˆi) × nˆi, (1c)
which have been made dimensionless by choosing suit-
able units. In Eq. (1b), the competition between self-
propulsion nˆ and viscous damping −v lets the velocity
relax to nˆ on a timescale τv. Similarly, in Eq. (1c), the
polarity nˆ undergoes an overdamped torque that orients
it toward v on a timescale τn. Interactions between par-
ticles are elastic hard-disk collisions which change v but
not nˆ. After such a collision, v and nˆ are not collinear,
and the particles undergo curved trajectories which either
are interrupted by another collision, or the particles reach
their stationary state, characterized by a straight trajec-
tory at unit speed v = nˆ. The final direction of v (and
of nˆ) depends on the parameter α = τn/τv, which can be
understood as the persistence of the polarity nˆ. On top of
the deterministic trajectories given by Eqs. (1), we add
to both vectors a common angular noise, normally dis-
tributed with zero mean and variance 2D (see [31] for im-
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Figure 3. Experimental data, SPP dynamics: The panels on the left show typical trajectories for different N . Plotted
are the perpendicular and (unwrapped) parallel components of the particle position [32] The panels on the right show the
corresponding mean squared displacements.
plementation details). In the following, unless specified,
only the size of the arena and the number of particles are
varied; the parameters τv = 0.25, α = 0.867, D = 2.16
have been chosen as to be in the experimental range.
The hexagonal packing is qualified using the local ori-
entational order parameter ψ6 :=
∣∣∑
q exp
(
6iθpq
)∣∣ / np,
defined as a per-particle quantity. Here, the sum runs
over the np neighbors of particle p, and θpq is the an-
gle of the connecting vector, with respect to a fixed axis.
Particle neighborship is defined by Voronoi tessellation.
We start with the description of the experimental re-
sults, at the root of the present work. Figure 2 reports
some static aspects of the structures obtained in the ex-
periment. The densest hexagonal packing we can form in
the arena (N = 1141, φ = 0.89) is first prepared, before
we remove particles at random. The defectless structures
(leftmost column) are stable, both for the ISO and SPP
disks. In the case of the ISO disks (top row), removing
a few particles creates defects, which locally lower the
individual order parameter ψ6 (panels N = 1123, 1085).
When the number of removed particles corresponds ex-
actly to the outermost layer of the hexagonal packing
(here 114 particles, passing to N = 1027), one recovers
a crystal of ISO disks without geometric frustration and
still far from melting (φ = 0.801).
By contrast, in the case of SPP disks (bottom row) the
structure becomes increasingly disordered, and defects
proliferate. This disorder is reflected in the shape of the
pair correlation functions (rightmost column in Fig. 2)
which do not drop to zero between peaks. A remarkable
feature is the existence of highly ordered sectors, which
are separated by less dense pairs of lines where the local
symmetry is square (N = 1085). One further notices an
increasingly large zone of lower density in the center of
the arena (N = 1085, 1027).
The three regimes foreshadowed in the bottom row of
Fig. 2 (N = 1141, 1133, 1085) also differ in their dynam-
ics, as can be seen from Fig. 3 and from videos SI-3 to
SI-5. For the perfect hexagonal packing, the SPP disks
remain trapped at the same average position, and the cor-
responding mean square displacements (MSD) are that
of a frozen structure (see video SI-3). For N = 1133 one
observes jumps in the particle trajectories both in the
parallel and perpendicular directions [32]: the particles
exchange neighbors, change layers and overall diffuse in
both directions as evidenced by the linear increase with
time of their MSD. Video SI-4 reveals the existence of
small but persistent depleted regions, or loose “droplets”,
which rapidly explore all the system. These droplets are
composed of vacancies and defects, which condensate the
volume left by the removed particles. Such droplets al-
ready are complex objects, which split and merge, and
the motion of which does not reduce to that of a specific
defect. In this regime, we are thus in presence of a crys-
talline structure, the density fluctuations of which relax
on fast timescales. This finding extends the previously re-
ported decoupling between structure and dynamics [33]
to very large packing fraction. Finally, for N = 1085,
one observes ballistic-like displacement along the direc-
tion parallel to the walls, while the perpendicular mo-
tion remains diffusive. Video SI-5 shows how the whole
crystalline structure starts flowing and forms a global ro-
tation, responsible for the reported ballistic motion. This
flowing crystalline structure is made possible by the con-
densation of shear along localized stacking faults, divid-
ing the hexagon in regular triangles. Along these lines the
local symmetry oscillates between hexagonal and square,
as the blocks slide past each other.
The above results clearly answer the questions raised
in the introduction. In particular they demonstrate that
the dynamical alignment survives the high-frequency col-
lisions and triggers collective motions, which take the
form of a structurally ordered flow. Accordingly, one ex-
pects that, within periodic boundaries, a traveling crys-
tal will form, as we confirm with numerical simulations
(see video SI-6). They also raise a number of new ques-
tions. (i) Removing particles, we induce geometrical frus-
tration. Is it necessary for the global rotation to develop?
(ii) While the boundaries facilitate the crystalline order,
defects concentrate in the hexagon center, where the ro-
tating flow does not develop. What if the system size is
increased? (iii) How do parameters such as density or
noise level impact on the rheo-crystal? To answer these
questions, we now turn to numerical simulations of the
model introduced above.
First, the global motion is not induced by geometric
frustration. Instead of removing particles, we target the
same packing fraction without geometric frustration by
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Figure 4. Simulation data: Variation of N (top row) versus
variation of the arena area A (bottom row). Shown are mean
squared displacements obtained from pairs (N,A) with the
common (bulk) volume fractions φ = 0.846, 0.878, and 0.890.
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Figure 5. Simulation data from systems of different sizes.
Left: pair-correlation functions, right: average displacement
per unit time vs. distance from the center rescaled by the
system size. (A = 1027.23, φ = 0.878, ∆t = 256)
increasing the arena area A. Figure 4 displays the parallel
and perpendicular MSD for the SPP disks, once obtained
by removing particles (top row) and once by increasing A
(bottom row). The packing fractions are the same in
both rows, but the dynamical behavior is not: the paral-
lel diffusion at N = 1126 is replaced by rotation at the
corresponding A = 1027.23. Removing frustration actu-
ally favors the coherent flow of the crystalline structure.
It is the droplet regime, where both MSD are diffusive,
which is absent in the absence of frustration. We further
learn that the central region of lowered density and order,
which is still present in the absence of frustration, does
not result from the coalescence of such droplets. It is
rather a consequence of the close packing of the particles
along the hexagon boundaries.
Second, as summarized in Fig. 5, the larger the sys-
tem is, the better defined is its structure and the faster
it flows: Larger systems have higher principal peaks in
0
0.02
0.04
0.06
0.001 0.01 0.1 1 10
D
τ ff
α
φ = 0.87
0.87 0.88 0.89 0.9
φ
0 0.2 0.4 0.6 0.8 1
〈∣∣〈nˆhex〉N ∣∣〉t
α = 0.56
Figure 6. Simulation data, exploring the parameter space
in the (α,D) and (φ,D) planes. The color codes for coinci-
dence of individual orientation vectors with the orientations
of global flow, first averaged over the particles, then over time.
Noise levels are scaled by the free-flight time τff(φ), as mea-
sured at equilibrium. The curves in the left panel are the
disorder–polar transition lines in the dilute limit, taken from
Ref. [31], but scaled by 0.2 for reasons of visual presentation.
the pair correlation function (left panel). Regarding the
dynamics, the right panel of Fig. 5 displays the average
parallel displacement per unit time as a function of the
rescaled average distance from the center. With increas-
ing size, the rotation becomes more important in two
ways, the overall magnitude of the rotation increases, and
the central region, where the rotation is reduced, occu-
pies a smaller fraction of the system. In all simulations
used for Fig. 5, the vortex flow organizes at the scale
of the system size. From that point of view, alignment
actually promotes system-size correlations in the struc-
ture [34]. The breaking of structure, necessary to allow
global flow, happens only along the fault lines, where par-
ticles temporarily adopt a local square symmetry. These
lines become less important with increasing system size,
since they scale as length, not as area.
Third, as shown in Fig. 6, the phase diagram is strik-
ingly similar to the one observed in the limit of vanish-
ing densities (see the curves in Fig. 6-left, also Fig. 2c
in Ref. [31]). For strong noise no collective motion takes
place and a static, but active, crystal is stabilized. For
weak noise, the rheo-crystal occupies a significant range
of α. As in the dilute case (curves in Fig. 6-left) the flow-
ing region has a peak-like shape; for moderate noise, too
small or too large polarity persistence hinders collective
alignment. Note the non-trivial influence of the density:
on the large-α side of the peak, density promotes disor-
der (Fig. 6-right), while it contributes to alignment on
the low-α side.
Finally, taking advantage of the fact that the rheo-
crystal is present in the absence of noise, we precise the
dynamics taking place along the stacking fault lines (see
video SI-7). The lattices in the different sectors of the
hexagon match seamlessly only at specific times (Fig 1 at
t3). At most times, the active flow distorts the structure,
very locally, along the stacking fault lines. This starts
with the emission of dislocations from the boundary cor-
ners. They rapidly travel towards the center, where they
5merge and vanish. Note however that the mismatch
across these fault lines is a displacement of the hexag-
onal lattice, not a rotation. We therefore do not think of
them as grain boundaries.
Altogether, the present experimental work, supported
by numerical simulations, has unveiled a new behavior of
active matter, which had not been observed before. Let
us conclude by stressing that many open question remain,
especially regarding the precise nature of the traveling
crystal phase, in the large N limit. Further intensive
numerical simulations will be necessary to address these
issues.
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