Abstract. Let p be a prime and F p the finite field with p elements. We show how, when given an irreducible bivariate polynomial F ∈ F p [X, Y ] and an approximation to a zero, one can recover the root efficiently, if the approximation is good enough. The strategy can be generalized to polynomials in the variables X 1 , . . . , X m over the field F p . These results have been motivated by the predictability problem for nonlinear pseudorandom number generators and other potential applications to cryptography.
Introduction
For a prime p, we denote by F p the field of p elements and assume that it is represented by the set {0, 1, . . . , p − 1}. Sometimes, where obvious, we treat elements of F p as integers in the above range.
Here we consider the following problem: given a bivariate polynomial F (X, Y ) ∈ The question has applications to, and has been motivated by, the predictability problem for nonlinear pseudorandom number generators and the linear congruential generator on elliptic curves (see [2, 3, 5, 6, 10, 13, 16, 18] ).
This problem is a particular case of the problem of finding small solutions of multivariate polynomial congruences. For polynomial congruences in one variable, an algorithm has been given by Coppersmith in [7] .
For the multivariate case the existing approach [4, 8, 9, 14, 15] depends on linearization. It gives at least one equation over the integers, satisfied by (v 0 , v 1 ). Heuristically, we can hope to find two or more such equations, and solve them simultaneously via a resultant. The existence or independence of the second equation is not guaranteed, so the effectiveness of the method is just heuristic.
This paper attempts to replace the heuristic nature by a probabilistic statement. Given an approximation to an unknown solution (v 0 , v 1 ), we construct a lattice with a small solution d. The components of this vector are bounded in terms of the quality of the approximation, and for each choice of these components, we construct a polynomial G(X, Y ) such that (v 0 , v 1 ) simultaneously solves G(v 0 , v 1 ) ≡ F (v 0 , v 1 ) ≡ 0 mod p. For any nonzero approximation errors, Resultant(G, F ; Y ) has a bounded number of solutions. Now the probabilistic argument follows by taking v 0 randomly and there are a bounded number of "bad" v 0 for which we cannot recover the solution. If our true v 0 is not among these, the linearization will find only the correct (v 0 , v 1 ).
The remainder of the paper is structured as follows. We start with a very short outline of some basic facts about the Closest Vector Problem (CVP), and the number of F p -rational points on algebraic curves in Section 2. In Section 3 we formulate the algorithm and our main result. Section 4 is dedicated to recovering roots for elliptic curve polynomials, and in Section 5 we study the multivariate case.
We conclude with Section 6, which makes some final comments and poses open questions.
Throughout the paper, we use the convention that the parameters on which the implied constant in a Landau symbol O are written in the subscript of O. A symbol O without a subscript indicates an absolute implied constant.
Preliminaries

Closest Vector Problem in lattices.
Here we review some results and definitions concerning the Closest Vector Problem, all of which can be found in [12] . For more details and more recent references, we recommend consulting [16, [20] [21] [22] .
Let {b 1 , . . . , b s } be a set of linearly independent vectors in R r . The set
One basic lattice problem is the Closest Vector Problem (CVP): given a basis of a lattice L in R s and a shift vector t in R s , the goal is to find a vector in the lattice L closest to the target vector t. It is well known that this problem is NP-hard when the dimension grows. However, it is solvable in deterministic polynomial time provided that the dimension of L is fixed (see [17] , for example).
For a slightly weaker task of finding a sufficiently close vector, the celebrated LLL algorithm of Lenstra, Lenstra and Lovász [19] provides a desirable solution, as noticed by [1] . Here, we state this result as Lemma 1.
Lemma 1.
There exists a deterministic polynomial time algorithm which, when given an s-dimensional full rank lattice L and a shift vector t, finds a lattice vector u ∈ L satisfying the inequality
Many other results on both exact and approximate finding of a closest vector in a lattice are discussed in [12, 16, 20, 21] .
2.2.
The number of F p -rational points on plane algebraic curves. Our second basic result is an upper bound on the number of roots of a bivariate polynomial with coefficients in a finite field.
Given
we denote by N the number of solutions of the equation F (x, y) = 0 in the finite field F p . We use the following well-known result (see for instance in [23, 25] ), adapted to the special case of F p .
Lemma 2. If F is an absolutely irreducible polynomial of total degree n, then
holds.
As a consequence, we have the following:
Proof. By Lemma 2, a lower bound for the number of roots is
has at most n roots, because F (X, Y ) is irreducible of degree n > 1. So, the following inequality holds:
and this finishes the proof.
Main result
In this section we give a probabilistic algorithm to recover the root of a bivariate polynomial from only an approximation of the root. The algorithms presented in [4, [7] [8] [9] 15] build a lattice, then find a basis of short vectors in the lattice and relate the vectors with a polynomial equation. After that, they use resultants that we find the roots of a univariate polynomial over the integers, whereas our algorithm requires finding a small root of a univariate polynomial modulo a prime.
3.1. Algorithm. Given a positive integer Δ with p > Δ ≥ 1, we say that a pair (w 0 , w 1 ) ∈ Z 2 is a Δ-approximation to another pair
For a bivariate polynomial over the finite field of p elements
of degree m 1 < p in the variable X and degree m 2 < p in the variable Y , the leading monomial of H or LM (H) is the unique monomial
p for which we have a Δ-approximation (w 0 , w 1 ) ∈ Z 2 , we derive a probabilistic algorithm (Algorithm 1) for recovering the root. The parameter Δ measures how well the value (w 0 , w 1 ) approximates the root (v 0 , v 1 ) and it is assumed to vary independently of p subject to satisfying the inequality Δ < p. Moreover, it is not involved in the complexity estimate of the algorithm.
Using the notation ε i = v i − w i for the approximation errors, we have
and the Taylor expansion of F at (w 0 , w 1 ) gives
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Compute an approximate solution f of (2) using the algorithm in [1] ; The computation of a small solution of an inhomogeneous system of congruences is equivalent to finding approximate solutions in CVP.
3.2. Correctness. In this subsection, we prove in which cases Algorithm 1 returns the correct solution. After proving the result, we will show rigorously that if Δ is sufficiently small, then Algorithm 1 returns the root with high probability and we also comment on other interesting consequences.
Theorem 1. Given an irreducible polynomial
where
Proof. The theorem is trivial when
The proof goes as follows. First, fix the polynomial F and assume that v 0 ∈ F p is chosen so as not to lie in certain subsets U 1 (Δ; F ), U 2 (Δ; F ), U 3 (Δ; F ), V (Δ; F ), which will be defined gradually as we move through the proof. The last step will be to consider V(Δ; F ), the union of these subsets, and then calculate the cardinality.
Let L be the lattice associated to the linear system of congruences (2), that is, L is the set of integer solutions
We compute a solution t of the linear system of congruences (2), then apply the algorithm of Lemma 1 applied to the vector t and lattice L to obtain a vector u. We aim to show that f = t − u contains sufficient information about e, provided that v 0 does not lie in the "bad" set V(Δ; F ) which we define below.
The vector
lies in L, and so using the first congruence in (3) we obtain (4) 0≤i≤m 1 ,0≤j≤m 2 0<i+j
On the other hand, the norm of vector d satisfies
where the last inequality comes from the application of Lemma 1. Recalling the definition of e in Equation (1), it is an easy bound to the norm of e by (m 1 + 1)( 1 . This implies that we can recover (v 0 , v 1 ). Hence, we may assume that d 1,0 is nonzero modulo p or d 0,1 is nonzero modulo p. In the following two cases, we assume that one value is zero modulo p and not the other. We see how to recover the root in these two special cases. (3), to obtain the bivariate polynomial
where 
where LT (H) (resp. LC(H)) is the leading term (resp. the leading coefficient) of a polynomial H with respect to a monomial ordering.
This relationship between the leading terms allows us to compute a, b ∈ Z such that ε 1 = aε 0 + b and solve
Notice that this polynomial is nonzero, otherwise the polynomial F (X, Y ) will be reducible. As in the above Case 1, we can show that Equation (6) . Finally, we consider the polynomial system in F p : (7) is at most (m 1 + m 2 − 1) 2 . We place any solution v 0 to (7) for any possible values of d i,j and ε 0 , ε 1 into a new exceptional set V (Δ; F ). We need to provide a bound for its cardinality.
By the bounds obtained in (5) the total number of possible choices for the integers ε 0 , ε 1 and d i,j , i = 0, . . . , m 1 , j = 0 
We define V(Δ;
To finish the proof, we note that L is defined using information we are given, and recall that an approximation to the Closest Vector Problem can be found in deterministic polynomial time in the bit size of a given basis lattice and in the lattice dimension (m 1 + 1)(m 2 + 1) − 1.
The quality of the approximation (w 0 , w 1 ) is the measure used to characterize when the algorithm returns the expected root (v 0 , v 1 ). A "bad" set of values for the component v 0 is described, provided that whenever that value lies outside the set, the algorithm works correctly. The size of the set is asymptotically
. This means that if
and p is large enough the method is unlikely to fail, providing that the root (v 0 , v 1 ) is taken at random in the set of all roots of F . The result in Lemma 3 shows a uniform distribution of the first coordinate of the root for absolutely irreducible polynomials. Our theorem shows also that, for most zeros of a polynomial, the zeros are determined if the most significant bits are fixed. This means that, given a Δ-approximation, there is only one possible root if Δ is small enough. We believe that the roots are spread in many families of irreducible, not necessarily absolutely irreducible polynomials, i.e., given F and for most (w 0 , w 1 ) and Δ sufficiently small, F has O m 1 ,m 2 (1) zeros at distance Δ. However, several aspects must be taken into account before considering the threshold for Δ as the error tolerance upon which the algorithm fails. First, there are constants hidden in the asymptotic reasoning (namely, the size of the prime p). Second, the threshold could be higher, as the "bad" set does not guarantee that the method necessarily fails. Finally, the most important fact: the proposed algorithm is for arbitrary (dense) bivariate polynomials, but in many applications we need to work with special bivariate polynomials and, maybe, for such a special class of polynomials we can obtain a much better tolerance. The following section will illustrate this last remark for elliptic curve equations.
Elliptic curves
Let E(F p ) be an elliptic curve defined over F p given by an affine Weierstrass equation, which for gcd(p, 6) = 1 takes the form
for some a, b ∈ F p with 4a 3 + 27b 2 = 0. However, we can obtain a better result for the sparse polynomial (8).
Theorem 2. With the above notation and definitions, there exists a set
with the following property. There exists an algorithm which, when given the polynomial (8) and
Proof. In this case, we are looking for the vector e ∈ Z 4 which is of the form
Also, it is a solution of the following linear system of congruences :
Let f be a vector with smallest Euclidean norm satisfying the above linear system of congruences (9) . We might hope that e and f are the same, or at least that we can recover the approximation errors from f . If not, we will show that v 0 belongs to the subset V(Δ; a) ⊆ F p . Let us bound the "bad" possibilities for which this process does not succeed. Vector
lies in the lattice associated to (9):
Since e < 3Δ 3 , we have that (10), we obtain a nonzero bivariate polynomial of total degree at most 2: (12) is at most 6.
We place any solution v 0 into the set V (Δ; a) . We need to show that the cardinality of V(Δ; a) is as claimed in the statement of the theorem.
We write
where A ≡ −3ε (12) .
Again, to finish the proof we note that the lattice is defined using information we are given, and that the CVP can be solved in deterministic polynomial time in log p in any fixed dimension.
It is well known that the elliptic curve polynomial is an absolutely irreducible polynomial, so Lemma 3 applies. Obviously this result is nontrivial only for Δ < p 1/8 . Thus increasing the size of the admissible values of Δ is very interesting.
Multivariate polynomials
In this section we consider the natural extension for several variables. Given a multivariate polynomial F (X 1 , . . . , X n ) ∈ F p [X 1 . . . , X n ] and a point (w 1 , . . . , w n ) whose components approximate those of (v 1 , . . . , v n ) ∈ F n p , where F (v 1 , . . . , v n ) = 0, the goal is to recover (v 1 , . . . , v n ).
In many cases the problem has no interest at all. For instance, consider any polynomial G(Z) ∈ F p [Z] and the absolutely irreducible polynomial
However, for other families of polynomials the method introduced in previous sections can be applied. We will illustrate this with the following example.
Theorem 3. Let p be a prime number and Δ a positive integer such that
There exists an algorithm with the following property: when given f (in this case, given a, b and c) and approximations (w 1 , w 2 , w 3 
Proof. The first step of the proof is the same as in the two previous sections. We consider ε i = v i − w i , i = 1, 2, 3, with |ε i | < Δ. Substituting in the polynomial equation
Then, we are looking for the vector e ∈ Z 4 which is of the form e := Δε 1 , Δε 2 , Δε 3 , ε 2 3 + ε 1 ε 2 , and also a solution of the following linear system of congruences:
. Note that the coefficients C i are the corresponding partial derivatives of f . Let f be a vector with smallest Euclidean norm satisfying the above linear system of congruences (13) . We may hope that e and f are the same, or at least, that we can recover the approximation errors from f . If not, we will show that (v 1 , v 2 ) belongs to the subset V(Δ, a, b, c) ⊆ F 
Since e = O(Δ 2 ), we have that (14), we obtain a nonzero polynomial modulo p:
Then, we have the following ideal I: We place any such solution (v 1 , v 2 ) into the set V (Δ, a, b, c) . We need to show that the cardinality of V (Δ, a, b, c) 
Conclusions and open problems
So far, we have discussed the case where the quality is the same for approximations w 0 , w 1 to v 0 , v 1 respectively. Indeed, Algorithm 1 can be slightly modified to consider different bounds for the approximations errors, i.e., let w 0 be a Δ 1 −approximation to v 0 and w 1 be a Δ 2 −approximation to v 1 , for positive integers Δ 1 and Δ 2 . Instead of using (2), the following system is introduced: We present the following theorem, the proof of which follows the same strategy as in Theorem 1, but now deals with the system of congruences in (17) . As for open problems, we would like to extend the presented theorems for several variables. We think that there are only some special polynomials where the extension of this algorithm does not work.
Also, we think that the idea of this method could lead to other improvements as presented in [11] . Although a similar strategy could be applied, it is not obvious how to prove a deterministic result.
