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Abstract
The consistency of doubly robust estimators relies on consistent estimation of at
least one of two nuisance regression parameters. In moderate to large dimensions, the
use of flexible data-adaptive regression estimators may aid in achieving this consistency.
However, n1/2-consistency of doubly robust estimators is not guaranteed if one of the
nuisance estimators is inconsistent. In this paper we present a doubly robust estimator
for survival analysis with the novel property that it converges to a Gaussian variable
at n1/2-rate for a large class of data-adaptive estimators of the nuisance parameters,
under the only assumption that at least one of them is consistently estimated at a
n1/4-rate. This result is achieved through adaptation of recent ideas in semiparametric
inference, which amount to: (i) Gaussianizing (i.e., making asymptotically linear) a
drift term that arises in the asymptotic analysis of the doubly robust estimator, and (ii)
using cross-fitting to avoid entropy conditions on the nuisance estimators. We present
the formula of the asymptotic variance of the estimator, which allows computation
of doubly robust confidence intervals and p-values. We illustrate the finite-sample
properties of the estimator in simulation studies, and demonstrate its use in a phase
III clinical trial for estimating the effect of a novel therapy for the treatment of HER2
positive breast cancer.
1 Introduction
Doubly robust estimation is a widely used method for the estimation of causal effects and
the analysis of missing outcome data. In survival analysis, doubly robust estimation Dı´az
et al. (2018); Moore and van der Laan (2011); Parast et al. (2014); Zhang (2014); Cole and
Herna´n (2004); Xie and Liu (2005); Rotnitzky and Robins (2005) proceeds by estimating two
nuisance parameters: (i) the probability of treatment as a function of covariates and the prob-
ability of censoring conditional on covariates (henceforth referred to as treatment-censoring
mechanism), and (ii) the probability of an outcome conditional on covariates (henceforth
∗corresponding author: ild2005@med.cornell.edu
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referred to as the outcome mechanism). The asymptotic properties of the doubly robust
estimator such as consistency and asymptotic distribution thus depends on the large sam-
ple behavior of functionals of these nuisance estimators. In low dimensional problems with
categorical covariates, nuisance parameter estimation may be carried out using the nonpara-
metric maximum likelihood estimator (NPMLE), and the Delta method yields asymptotic
normality of the effect estimates. In moderate to high dimensions or with continuous co-
variates, the curse of dimensionality precludes the use of the NPMLE, making it necessary
to use smoothing techniques. When (semi)-parametric smoothing methods are used (e.g.,
the Cox proportional hazards model), a simple application of the Delta method yields n1/2-
consistency and asymptotic normality of doubly robust estimators, provided that at least one
nuisance model is correctly specified. An influence function based approach or the bootstrap
may be used to obtain asymptotically valid estimates of the variance, confidence intervals,
and p-values. Under a moderate- to high-dimensional regime, the functional forms posed by
many (semi)-parametric models are hardly supported by a-priori scientific knowledge, thus
yielding inconsistent nuisance and doubly robust estimators. Data-adaptive regression meth-
ods have recently been adopted in the missing data and causal inference literature to tackle
the problem of model misspecification van der Laan et al. (2005); van der Laan (2006);
Ridgeway and McCaffrey (2007); Bembom et al. (2008); Lee et al. (2010); van der Laan
and Starmans (2014); Neugebauer et al. (2016); Belloni et al. (2014, 2017); Farrell (2015).
Techniques such as classification and regression trees, adaptive splines, neural networks, `1
regularization, support vector machines, boosting and ensembles, etc. offer a flexibility in
functional form specification that is not available for traditional approaches such as the Cox
proportional hazards model. However, under inconsistency of one nuisance estimator, the
large sample analysis of the resulting data-adaptive doubly robust estimators requires em-
pirical process conditions which are often not verifiable. This means that the finite sample
and asymptotic distribution of cannot be established, and standard methods for computing
confidence intervals and perform hypothesis testing (such as the bootstrap and influence
function based approaches) cannot be guaranteed to be yield correct results.
We develop a doubly robust estimator of the exposure-specific survival curve under infor-
mative missingness and a non-randomly assigned exposure. Our estimator is asymptotically
normal under the only assumption that the at least one of the nuisance parameters is esti-
mated consistently at n1/4-rate. Our asymptotic analysis of the estimator avoids two empiri-
cal process conditions often made in the analysis data-adaptive doubly robust estimators: the
Donsker condition (a condition on the entropy of the model) and the condition that a drift
term defined as a functional of the nuisance estimators is asymptotically linear and therefore
asymptotically Gaussian. To our knowledge, this is the first paper concerned with Gaussian-
ization of this drift term, and with providing doubly-robust asymptotic distributions in the
context of survival analysis.
Our work builds on the general framework of targeted learning van der Laan and Rose
(2011), and is closely related to the methods in van der Laan (2014); Benkeser et al. (2017);
Dı´az and van der Laan (2017). These papers present a series of doubly robust estimators
of the mean of an outcome from incomplete data in the setting of a cross-sectional study.
We show that these ideas are generalizable to estimation with survival outcomes subject to
informative right-censoring censoring. Generalizing previous results to more complex data
structures has proven non-trivial, because the techniques used involve alternative represen-
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tations of the doubly robust estimating equation, and are thus specific to the estimator and
data structure considered. Our work provides insights and building blocks that are neces-
sary to generalize the methods to even more complex data structures and doubly robust
estimators. To remove the Donsker condition, which may limit the class of data-adaptive
estimators allowed, we leverage previous work on cross-fitting, originally proposed in the
context of cross-validated targeted minimum loss-based estimation (TMLE) by Zheng and
van der Laan (2011), and later applied to the estimating equation approach by Chernozhukov
et al. (2016). Our main contribution is to present a method to Gaussianize the drift term, a
problem which cross-fitting does not solve.
Related to our methods, Belloni et al. (2014, 2017); Farrell (2015) study doubly robust es-
timators for cross-sectional studies in high-dimensional settings (p >> n) under the assump-
tion that the functional form of the nuisance parameters (outcome regression and treatment
mechanism) can be approximated by a generalized linear model on a known transformation
of the covariates. They show that lasso-type methods can be used to obtain estimators that
are uniformly asymptotically normal under consistent estimation of both the outcome regres-
sion and the treatment mechanism. The work of Avagyan and Vansteelandt (2017); Dukes
et al. (2018) extends these methods to obtain inference and tests that remain valid under
misspecification of at most one of the nuisance models. The methods of van der Laan (2014);
Benkeser et al. (2017); Dı´az and van der Laan (2017) and this paper also achieve asymp-
totic normality under consistent estimation of only one of the working nuisance parameters.
Unlike Belloni et al. (2014, 2017); Farrell (2015); Avagyan and Vansteelandt (2017); Dukes
et al. (2018), we do not restrict our models to the class of generalized linear functions of
the covariates, allowing for general data-adaptive methods such as those based on regression
trees, adaptive splines, neural networks, etc.
The article is organized as follows. In Section 2 we introduce the notation and inference
problem. In Section 3 we present existing doubly-robust estimators such as the TMLE and
augmented inverse probability weighted (AIPW), and discuss their asymptotic properties,
focusing on the definition of the “drift term” generated by inconsistent estimation of the
nuisance parameters. In Section 4 we present an alternative representation of the drift term,
a result that is fundamental to the construction of the repaired TMLE in Section 5. We
conclude with a numerical study and an illustrative application in sections 6 and 7, as well
as a brief discussion in Section 8.
2 Notation
Let T denote a discrete time-to-event outcome taking values on {1, . . . , K}. Let C ∈
{0, . . . , K} denote the censoring time defined as the time at which the participant is last
observed in the study. Let A ∈ {0, 1} denote study arm assignment, and let W denote a
vector of baseline variables which will be used to adjust for the confounding in treatment
assignment and for informative censoring. The observed data vector for each participant
is O = (W,A,∆, T˜ ), where T˜ = min(C, T ), and ∆ = 1{T ≤ C} is the indicator that the
participant’s event time is observed (uncensored). Here 1(X) is the indicator variable taking
value 1 if X is true and 0 otherwise.
Equivalently, we encode a participant’s data vector O using the following longitudinal
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data structure:
O = (W,A,R0, L1, R1, L2 . . . , RK−1, LK), (1)
where Rt = 1{T˜ = t,∆ = 0} and Lt = 1{T˜ = t,∆ = 1}, for t ∈ {0, . . . , K}. The sequence
R0, L1, R1, L2 . . . , RK−1, LK in the above display consists of all 0’s until the first time that
either the event is observed or censoring occurs. In the former case Lt = 1; otherwise Rt = 1.
For a random variable X, we denote its history through time t as X¯t = (X0, . . . , Xt). For
a given scalar x, the expression X¯t = x denotes element-wise equality. Define the following
indicator variables for each t:
It = 1{R¯t−1 = 0, L¯t−1 = 0}, Jt = 1{R¯t−1 = 0, L¯t = 0}.
The variable It is the indicator based on the data through time t − 1 that a participant is
at risk of the event being observed at time t. Analogously, Jt is the indicator based on the
outcome data through time t and censoring data before time t that a participant is at risk
of censoring at time t. By convention we let J0 = 1. We assume that O ∼ P0, where P0 is
a distribution in the non-parametric model defined as all distributions dominated by some
measure ν. We assume we observe an i.i.d. sample O1, . . . , On from P0, and denote Pn its
distribution function. For a function f : O 7→ R, we use the notation Pf = ∫ fdP .
Define the potential outcome T1 as the event time that would have been observed had
study arm assignment A = 1 and censoring time C = K been externally set with probability
one. For a given time point τ , we define the counterfactual survival curve under treatment
arm A = 1 as
θ0 = P0(T1 > τ).
We focus on estimating the survival probability for treatment arm A = 1, estimation of
P0(T0 > τ), where T0 as the event time that would have been observed had study arm
assignment A = 0, may be obtained by symmetric arguments.
Define the conditional hazard function for survival at time t:
h(t, w) = P0(Lt = 1|It = 1, A = 1,W = w),
among the population at risk at time t within strata of study arm and baseline variables.
Similarly, for the censoring variable C, define the censoring hazard at time t ∈ {0, . . . , K}:
gR,0(t, w) = P0(Rt = 1|Jt = 1, A = 1,W = w).
We use the notation gA,0(w) = P0(A = 1|W = w) and g0(t, w) = (gA,0(w), gR,0(t, w)). Let pW
denote the marginal distribution of the baseline variables W . We have added the subscript
0 to pW , g, h to denote the corresponding quantities under P0, and will use pW , g, h without
a subscript to refer to generic quantities associated to any P in the non-parametric model.
Likewise, we use E0 to denote expectation under P0. Denote the survival function for T at
time t ∈ {1, . . . , τ − 1} conditioned on study arm A = 1 and baseline variables w by
S0(t, w) = P0(T > t|A = 1,W = w). (2)
Similarly, define the following function of the censoring distribution:
G0(t, w) = P0(C ≥ t|A = 1,W = w). (3)
Define the following assumptions, which are standard in the analysis of survival data under
right censoring:
4
A1 (Consistency). T = T1 in the event A = 1;
A2 (Treatment assignment randomization). A is independent of T1 conditional on W ;
A3 (Random censoring). C is independent of T1 conditional on (A = 1,W );
A4 (Positivity). P0{gA,0(W ) > } = P0{gR,0(t,W ) < 1 − } = 1 for some  > 0, for each
t ∈ {0, . . . , τ − 1}
We make assumptions A1-A4 throughout the manuscript. Assumption A1 connects the
potential outcomes to the observed outcome. Assumption A2 holds by design in a random-
ized trial. Assumption A3, which is similar to that in Rubin (1987), holds if censoring is
random within strata of treatment and baseline variables (which we abbreviate as “ran-
dom censoring”). Assumption A4 states that each treatment arm has a positive probability,
and that every time point has a hazard of censoring smaller than one, within each baseline
variable stratum W = w with positive density under P0.
Under assumptions A1-A4, we have T⊥⊥C|A,W and therefore S0(t, w) and G0(t, w) have
the following product formula representations:
S0(t, w) =
t∏
m=1
{1− h0(m,w)}; G0(t, w) =
t−1∏
m=0
{1− gR,0(m,w)}, (4)
which leads to the following identification result:
θ0 = E0 [S0(τ,W )] = E0
[
τ∏
m=1
{1− h0(m,W )}
]
.
We sometimes use the notation θ(P ) to refer to the above parameter evaluated an any
arbitrary distribution P of O in the non-parametric model.
For an estimator θˆ of θ0, we refer to n
1/2-consistency as the property that n1/2(θˆ − θ0)
is bounded in probability. We describe the estimator as asymptotic linear if it admits the
representation n1/2(θˆ−θ0) = 1√n
∑
iD(Oi)+oP (1) for some functionD. Asymptotically linear
estimators are also referred to as asymptotically normal since the central limit theorem yields
n1/2(θˆ − θ0)  N [0,Var{D(O)}]. For an estimator fˆ(t, o) of a parameter f0(t, o), and the
L2(P0) norm ||f ||2 =
∑
t
∫
f(t, o)2dP0(o), we refer to n
1/4-consistency as the property that
n1/4||fˆ − f0|| = oP (1). For a collection of functions (f1, . . . , fk), the notation ||(f1, . . . , fk)||
is used to denote the vector of element-wise norms.
3 Doubly robust consistency vs doubly robust infer-
ence
We start by presenting the efficient influence function for estimation of θ0 in model the
non-parametric model:
Dη,θ(O) = −
τ∑
t=1
1(A = 1)It
gA(W )G(t,W )
S(τ,W )
S(t,W )
{Lt − h(t,W )}+ S(τ,W )− θ, (5)
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where we denote η = (g, h) and g = (gA, gR). This efficient influence function is a funda-
mental object for optimal estimation of θ0 in the non-parametric model. First, for given
estimators hˆ and gˆ, an estimator that solves for θ in the estimating equation PnDηˆ,θ = 0
is consistent if at least one of h0 or g0 is estimated consistently. Second, Var{Dη0,θ0(O)}
is the efficiency bound for estimation of θ0 in the model M. Specifically, under consistent
estimation of m0 and g0 at a fast enough rate (which we define below), an estimator that
solves PnDηˆ,θ = 0 has variance smaller or equal to that of any regular, asymptotically linear
estimator of θ0 in the non-parametric model.
The estimator constructed by directly solving for θ in (the linear equation) PnDηˆ,θ = 0 is
often referred to as the augmented IPW estimator, and we denote it by θˆaipw. The augmented
IPW is sometimes problematic because directly solving the estimating equation can yield an
estimate out of bounds of the parameter space Gruber and van der Laan (2010). Alternatives
to repair the AIPW in cross-sectional analyses have been discussed by Kang and Schafer
(2007); Robins et al. (2007); Tan (2010). In this paper we work under the targeted minimum
loss based estimation (TMLE) framework of van der Laan and Rubin (2006); van der Laan
and Rose (2011), which provides a general method to construct estimators that stay within
the parameter space. In general, the TMLE of θ0 is defined as a substitution estimator
θˆtmle = θ(P˜ ), where P˜ is an estimate of P0 constructed such that the corresponding η˜
and θ(P˜ ) solve the estimating equation
∑n
i=1Dη˜,θ(P˜ )(Oi) = oP (n
1/2). The estimator P˜ is
constructed by tilting an initial estimate Pˆ towards a solution of the relevant estimating
equation, by means of an empirical risk minimizer in a parametric submodel. The interested
reader is referred to Dı´az et al. (2018); Moore and van der Laan (2011) for more details
on the construction of a TMLE for survival analysis. The preliminary estimator Pˆ , or the
component ηˆ necessary to evaluate θ(Pˆ ), may be obtained based on data-adaptive regression
methods. In this article we do not pursue the development of estimators of η0, but rather
rely on estimators available in the literature. In particular, we advocate the use of stacked
regression or learning ensembles, which poses desirable oracle guarantees van der Laan et al.
(2007).
The analysis of the properties of the θˆtmle estimator relies on (i) the fact that it solves
the efficient influence function estimating equation, and (ii) the consistency and smoothness
of the initial estimator ηˆ. In particular, define the following conditions:
C1 (Doubly robust consistency of ηˆ). Let ||·|| denote the L2(P0) norm defined in the notation
section. Assume ||gˆA − gA,1|| = oP (1), ||gˆR − gR,1|| = oP (1), and ||hˆ − h1|| = oP (1), where
either (gA,1, gR,1) = (gA,0, gR,0), or h1 = h0.
C2 (Donsker). Assume the class of functions {(gA, gR, h) : ||gA − gA,1|| < δ, ||gR − gR,1|| <
δ, ||h− h1|| < δ} is Donsker for some δ > 0.
Under conditions C1 and C2, an application of Theorems 5.9 and 5.31 of van der Vaart
(1998) (see also example 2.10.10 in van der Vaart and Wellner (1996)) yields
θˆtmle − θ0 = β(ηˆ) + (Pn − P0)Dη1,θ0 + oP
(
n−1/2 + |β(ηˆ)|), (6)
where β(ηˆ) = P0Dηˆ,θ0 . The term (Pn − P0)Dη1,θ0 is an empirical average of mean zero i.i.d
random variables, and thus converges to a normal random variable at n1/2-rate. Under C1,
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β(ηˆ) converges to zero in probability so that θˆtmle is consistent. However, n
1/2-consistency
of θˆtmle requires the stronger condition that β(ηˆ) = OP (n
−1/2). This can only be proved in
general if both (gA,1, gR,1) = (gA,0, gR,0) and h1 = h0, in which case the stronger condition
β(ηˆ) = oP (n
−1/2) holds. If ηˆ is estimated within a parametric model, the delta method yields
asymptotic linearity of β(ηˆ), which in turn yields asymptotic linearity of θˆtmle. However, in
the doubly robust case of C1 and under data-adaptive estimation of η0, an asymptotic
analysis of this drift term is difficult, and the large sample distribution of the TMLE and
AIPW is generally unknown. This means that typical doubly robust estimators are “doubly
consistent”, but they cannot be used to obtain “doubly robust inference” such as confidence
intervals that remain valid under inconsistent estimation of at most one nuisance parameter.
Our main achievement is to propose an estimation technique that Gaussianizes β(ηˆ), i.e.,
it makes this term asymptotically linear. Gaussianizing drift terms such as β(ηˆ) has been the
subject of recent literature in targeted learning van der Laan (2014); Benkeser et al. (2017);
Dı´az and van der Laan (2017). These works develop estimation techniques for various prob-
lems in cross-sectional studies. In the next two sections we focus on the construction of
drift-corrected estimators that endow the TMLE with a doubly robust asymptotic distribu-
tion through Gaussianization of the drift term β(ηˆ). Extensions of cross-sectional techniques
to the longitudinal setting are non-trivial, as they involve constructing asymptotic represen-
tations of β(ηˆ) which are estimable. These representations depend on sequential conditional
expectations of the efficient influence function, which for the longitudinal case involve care-
fully handling the at-risk sets for each time point. The alternative representation of β(ηˆ) is
achieved through representations in terms of score equations in the non-parametric model.
Doubly robust inference is thus achieved through the construction estimators θˆ that solve
such score equations, thereby guaranteeing that β(ηˆ) behaves as Gaussian variable asymp-
totically. The following remark provides an argument that Gaussianizing the drift term
can also aid in reducing the bias of TMLE estimators when both nuisance estimators are
inconsistent.
Remark 1 (Asymptotic bias of the TMLE under inconsistency of ηˆ). Assume ηˆ converges to
some η1 6= η0. Let θ1 denote the solution to P0Dη1,θ = 0, and note that Dη1,θ1 = Dη1,θ0−θ1+θ0.
Under C2, an application of Theorem 5.31 of van der Vaart (1998) yields
θˆtmle − θ1 = β(ηˆ) + (Pn − P0)Dη1,θ1 + oP
(
n−1/2 + |β(ηˆ)|).
Substituting Dη1,θ1 = Dη1,θ0 − θ1 + θ0 yields
θˆtmle − θ0 = β(ηˆ) + (Pn − P0)Dη1,θ0 + oP
(
n−1/2 + |β(ηˆ)|).
The empirical process term (Pn − P0)Dη1,θ0 has mean zero. Thus, Gaussianizing β(ηˆ) is
expected to reduce the bias of θˆtmle when ηˆ is doubly inconsistent.
4 Asymptotic representation of the drift term
Our proposed method to endow the TMLE with a doubly robust asymptotic distribution
relies on an asymptotic representation of the drift term β(ηˆ). This parameter is then esti-
mated using targeted minimum loss based estimation. In Theorem 1 below, we show that
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this drift term may be written as a sum of score score functions that depends on the true
value of an additional nuisance parameter (defined below) and the estimator ηˆ, plus a term
that approaches zero at n1/2-rate. The insight that allows us to construct a TMLE with
doubly robust asymptotic distribution is that Gaussianization of the drift term amounts to
tilting the estimator ηˆ in a way such that it also targets a solution of these score equations,
thereby estimating β(ηˆ) at n1/2-rate. We introduce the following assumption regarding the
convergence rate of ηˆ to η1:
C3 (Consistency rate for ηˆ). Assume C1. In addition, assume that ||gˆA− gA,1|| = oP (n−1/4),
||gˆR − gR,1|| = oP (n−1/4), and ||hˆ− h1|| = oP (n−1/4).
As discussed in the introduction, the above rate is achievable by many data-adaptive
regression algorithms such as `1 regularization, tree-based methods, and neural networks.
In particular, Benkeser and van der Laan (2016) show that a rate of n−1/4−1/[8(d+1)], where
d is the dimension of W , is achievable under the mild assumption that the true regression
function is right-hand continuous with left-hand limits and has variation norm bounded by
a constant. Because it is generally not possible to know a-priori which regression algorithm
will be more appropriate for a given problem, we propose to use an ensemble learner known
as the super learner van der Laan et al. (2007). Super learning builds a combination of
predictors in a user-given library of candidate estimators, where the weights minimize the
cross-validated risk of the resulting combination. Super learner has been shown to have
important theoretical guarantees van der Laan & S. Dudoit & A.W. van der Vaart (2006);
van der Vaart et al. (2006) such as asymptotic equivalence to the oracle selector.
The following lemma provides a representation for the drift term in terms of score function
in the tangent space of each of the models for gA,0, gR,0, and h0. Such approximation is
achieved through the definition of the following univariate regression functions. For each time
point t and k, define the time-dependent covariates Gg(t, w) = gA,1(w)G1(t, w), Ch(k, w) =
S1(τ, w)/S1(k, w), and define M(w) =
∑τ
t=1 S1(t, w), where G1 and S1 denote the censoring
and survival probabilities under the limits gR,1 and h1 of the estimators (C1). Define the
following weighted error functions
eR,0(k, w) = E0
[
Rk − gR,1(k,W )
Gg(k + 1,W )
∣∣∣∣ Jk = 1, A = 1, Ch(k,W ) = Ch(k, w)] ,
eL,0(t, w) = E0
[
Ch(t,W ){Lt − h1(t)}
∣∣∣∣ It = 1, A = 1, Gg(t,W ) = Gg(t, w)] , (7)
eA,0(w) = E0
[
A− gA,1(W )
gA,1(W )
∣∣∣∣M(W ) = M(w)] .
For each k, define the conditional probabilities
dk,0(t, w) = P0 [Rt = 1 | Jt = 1, A = 1, Ch(k,W ) = Ch(k, w)] ,
bk,0(t, w) = P0 [Lt = 1 | It = 1, A = 1, Ch(k,W ) = Ch(k, w)] ,
uk,0(t, w) = P0 [Rt = 1 | Jt = 1, A = 1, Cg(k,W ) = Cg(k, w)] , (8)
vk,0(t, w) = P0 [Lt = 1 | It = 1, A = 1, Cg(k,W ) = Cg(k, w)] ,
q0(w) = P0 [A = 1 | S1(τ,W ) = S1(τ, w)] ,
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and the corresponding time-to-event functions
Dk,0(t) =
t−1∏
m=0
{1− dk,0(m)}, Bk,0(t) =
t∏
m=1
{1− bk,0(m)},
Uk,0(t) =
t−1∏
m=0
{1− uk,0(m)}, Vk,0(t) =
t∏
m=1
{1− vk,0(m)}.
We occasionally use the notation λ0 = (eR,0, eL,0, eA,0, dk,0, bk,0, uk,0, vk,0, q0) to refer to the
collection of auxiliary nuisance parameters. We now present the asymptotic representation
of the drift term.
Theorem 1 (Asymptotic approximation of the drift term). Define the covariates
HA(w) =
τ∑
t=1
Ut,0(t, w)
G0(t, w)
Vt,0(t− 1, w)
gA,0(w)
eL,0(t, w),
HR(k, w) =
1
gA,0(w)G0(k + 1, w)
{
τ∑
t=k+1
Vt,0(t− 1, w)
Vt,0(k, w)
Ut,0(t, w)
Ut,0(k, w)
G0(k, w)
G0(t, w)
eL,0(t, w)
}
, (9)
HL(t, w) =
S0(τ, w)
S0(t, w)
{
t−1∑
k=0
S0(t− 1, w)
S0(k, w)
Bk,0(k, w)
Bk,0(t− 1, w)
Dk,0(k, w)
Dk,0(t, w)
eR,0(k, w)
+
eA,0(w)
q0(w)Dt,0(t, w)
S0(t− 1, w)
Bt,0(t− 1, w)
}
and define the following score functions:
DA,gˆ(o) = −HA(w){a− gˆA(w)},
DR,gˆ(o) = −
τ−1∑
k=0
a jkHR(k, w){rk − gˆR(k, w)},
DL,hˆ(o) = −
τ∑
t=1
a itHL(t, w){lt − hˆ(t, w)}.
Under C3 we have β(ηˆ) = P0{DA,gˆ +DR,gˆ +DL,hˆ}+ oP (n−1/2).
The above approximation of the drift term depends only on λ0. Note that λ0 depends on
w only through one-dimensional transformations which are consistently estimable at n1/4-
rate under C3. Thus, under condition C3, the parameters λ0 can be estimated element-wise
through non-parametric smoothing techniques. The asymptotic normality result that we
present in Section 5 requires a consistency rate assumption for estimation of λ0. We now
discuss two possible estimation techniques and introduce a rate assumption that will allow
us to prove asymptotic normality.
The general method for estimating (7) and (8) proceeds by obtaining estimates of the
covariates and outcomes, and then applying any non-parametric regression technique. For
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instance, for a second-order kernel function Kh with bandwidth l the estimator of bk,0 is
given by
bˆk(t, w) =
∑n
i=1 It,iAiKl{Cˆh(k,Wi)− Cˆh(k, w)}Lt,i∑n
i=1 It,iAiKl{Cˆh(k,Wi)− Cˆh(k, w)}
, (10)
where Cˆh(k, w) = Sˆ(τ, w)/Sˆ(k, w), and Sˆ is constructed using the preliminary estimator hˆ
and formula (4). The optimal bandwidth lˆopt may be chosen using K-fold cross-validation
van der Vaart et al. (2006). The error functions may be estimated analogously by plugging
in estimates ηˆ in all the quantities involved, and performing kernel smoothing. Alternatively,
other non-parametric smoothing methods may be used for this purpose. For example, the
highly adaptive lasso (HAL) Benkeser and van der Laan (2016) proceeds by constructing
an alternative representation of the true function as a sum of basis functions that grows
with the sample size, and then performing `1 regularization to select the appropriate basis
functions.
The analysis of the drift-corrected estimators may be complicated due to the two-stage
estimation process whereby the covariates C are estimated and then used in a univariate
smoothing technique. We introduce the following assumption about the estimators of λ0,
which helps us isolate this univariate non-parametric smoothing in (7) and (8) from the
methods used to estimate the auxiliary covariates and outcomes in the same expressions.
C4 (Convergence rate for auxiliary nuisance parameter estimators). Let λˆ0 denote (7) and
(8) with the auxiliary covariates Gg, Ch, and M replaced by estimates Cˆg, Cˆh, and Mˆ . For
example,
bˆk,0 = P0
[
Lt = 1 | It = 1, A = 1, Cˆh(k,W ) = Cˆh(k, w)
]
.
Assume that the smoothing method used to obtain λˆ satisfies ||λˆ− λˆ0|| = oP (n−1/4).
Note that the above assumption is purely about the consistency of the smoothing method
used to obtain λˆ, because the covariates Cˆh, Cˆh, and Mˆ are the same in λˆ and λˆ0. Non-
parametric smoothing methods can be expected to satisfy this assumption in certain situa-
tions. For example, under the assumption that the map c 7→ P0
[
Lt = 1 | It = 1, A = 1, Cˆh(k,W ) = c
]
is twice differentiable, a kernel regression estimator with optimal bandwidth guarantees the
desired convergence rate ||bˆ− bˆ0|| = oP (n−1/4). The HAL also achieves the desired rate un-
der the weaker assumption that c 7→ P0
[
Lt = 1 | It = 1, A = 1, Cˆh(k,W ) = c
]
is ca`dla`g with
bounded sectional variation norm Benkeser and van der Laan (2016). We make assumption
C4 through the remainder of the manuscript.
Remark 2. A substitution estimator of the drift term may be constructed by plugging in all
the nuisance estimates in the alternative representation given in Theorem 1. An intuitive
solution to the doubly robust inference problem would then be to subtract this term from the
θˆtmle. While this makes intuitive sense, it does not guarantee that the resulting estimator will
have the desired properties. The reason is that this strategy fails to control the term |β(ηˆ)|
that shows up in the oP (·) expression in (6). The authors of van der Laan (2014); Benkeser
et al. (2017); Dı´az and van der Laan (2017) also noticed this problem in the cross-sectional
setting, a more in-depth explanation of the issue may be found in these references.
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5 TMLE with doubly robust inference
We now proceed to present an estimation method to Gaussianize the drift term β(ηˆ). As
discussed in the previous section, it is necessary to construct estimators ηˆ such that β(ηˆ) is
asymptotically Gaussian. Lemma 1 in the Supplementary Materials shows that, for any ηˆ,
β(ηˆ)− βˆ(ηˆ) = −(Pn − P0){DR,gˆ +DA,gˆ +DL,hˆ}+ oP (n−1/2), (11)
where βˆ(ηˆ) is constructed by plugging in estimates of DR,gˆ, DA,gˆ, and DL,hˆ in the result of
Theorem 1. In light of expression (6), an asymptotically linear estimator ηˆ can be achieved
through the construction of an estimator η˜ that satisfies βˆ(g˜) = 0. In the following, this
construction is based on the fact that DR,gˆ, DA,gˆ, and DL,hˆ are score equations in the model
for gR,0, gA,0, and h0, respectively. As a result, adding the corresponding H covariates to
a logistic tilting model will tilt an initial estimator ηˆ = (gˆA, gˆR, hˆ) towards a solution η˜ of
the Gaussianizing equations βˆ(η˜) = 0. Our method for solving this estimating equations
is rooted in the ideas of targeted learning van der Laan and Rose (2011). Readers familiar
with targeted learning will see the similarities between the iterative procedure below and the
estimators presented, e.g., in Moore and van der Laan (2011). As in Moore and van der Laan
(2011), use the framework of targeted learning to solve the relevant estimating equations.
Unlike Moore and van der Laan (2011), here we are not only interested in solving the efficient
influence function estimating equation, but also in simultaneously solving the Gaussianizing
equation βˆ(η˜) = 0. In what follows we will use the following modified representation of the
data set:
{(t,Wi, Ai, Jt,i, Rt,i, It+1,i, Lt+1,i) : t = 0, . . . , K − 1; i = 1, . . . , n}. (12)
This data set is referred to as the long form, and the original data set
{(Wi, Ai,∆i, T˜i) : i = 1, . . . , n} (13)
is referred to as the short form. The proposed targeted TMLE is defined by the following
algorithm:
Step 1. Initial estimators. Obtain initial estimators gˆA, gˆR, and hˆ of gA,0, gR,0, and h0. These
estimators may be based on data-adaptive predictive methods that allow flexibility
in the specification of the corresponding functional forms. Construct estimators
eˆA, eˆR, eˆL by fitting a univariate regression method regression as described in the
previous subsection. Similarly, for each k, compute estimators of dk,0, dk,0, dk,0, dk,0,
and dk,0 by also running univariate regressions.
Step 2. Compute auxiliary covariates. For each subject i, compute the auxiliary covariates
HˆA(Wi), HˆR(t,Wi), and HˆL(t,Wi) by plugging in the estimators of the previous step
in the definitions given in (9). In addition, compute the covariate
Zˆ(t,Wi) =
Sˆ(τ,Wi)
gˆA(Wi)Sˆ(t,Wi)Gˆ(t,Wi)
.
The covariate Zˆ(t,Wi) is fundamental to obtain an estimator that solves the efficient
influence function estimating equation (see Moore and van der Laan (2011)).
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Step 3. Solve estimating equations. Estimate the parameter  = (A, R, L) in the following
logistic tilting models gA,, gR,, and h for gA,0, gR,0, and h0:
logit gA,(Wi) = logit gˆA(Wi) + AHˆA(Wi) (14)
logit gR,(t,Wi) = logit gˆR(t,Wi) + RHˆR(t,Wi). (15)
logith(t,Wi) = logit hˆ(t,Wi) + L,1HˆL(t,Wi) + L,2Zˆ(t,Wi). (16)
where logit(p) = log{p(1 − p)−1}. Here, logit gˆR(t, w), logit gˆA(w), and logit hˆ(w)
are offset variables (i.e., variables with known parameter equal to one). The above
parameters may be estimated by fitting standard logistic regression models. For
example, R is estimated through a logistic regression model of Rt on HˆR(t,Wi)
with no intercept and an offset term equal to logit gˆR(t,W ) among observations with
(Jt, A) = (1, 1) in the long form dataset. Analogously, A may be estimated by fitting
a logistic regression model of A on HA with no intercept and an offset term equal
to logit gˆA(W ) using all observations in the short form dataset, and L is estimated
through a logistic regression model of Lt on (HˆL(t,Wi), Zˆ(t,Wi)) with no intercept
and an offset term equal to logit hˆ(t,W ) among observations with (It, A) = (1, 1).
Let ˆ denote these estimates.
Step 4. Update estimators and iterate. Define the updated estimators as gˆR = gR,ˆ, gˆA = gA,ˆ,
and hˆ = hˆ. Repeat steps 2-4 until convergence. In practice, we stop the iteration
once max{|ˆR|, |ˆA|, |ˆL|} < 10−4n−3/5.
Step 5. Compute IPW. Denote the estimators in the last step of the iteration with g˜R, g˜A,
and h˜. The drift-corrected TMLE of θ0 is defined as
θˆdr =
1
n
n∑
i=1
τ∏
m=1
{1− h˜(m,Wi)}.
The large sample distribution of the above TMLE is given in the following theorem:
Theorem 2 (Asymptotic Distribution of θˆdr). Assume C2 and C3 hold for η˜, and C4 holds
for λˆ. Then
n1/2(θˆdr − θ0)→ N(0, σ2),
where σ2 = Var{IF(O)} and IF(O) = Dη1,θ0(O)−DL,h1(O)−DR,g1(O)−DA,g1(O). Further-
more:
(i) if (gA,1, gR,1) = (gA,0, gR,0) then DR,g1(O) = DA,g1(O) = 0, and
(ii) if h1 = h0, then DL,h1(O) = 0.
Thus, if η1 = η0 then IF = Dη0,θ0 and θˆdr is efficient.
The proof of this theorem is presented in the Supplementary Materials. Broadly, the
proof proceeds as follows. First, inclusion of the covariate Zˆ guarantees that the submodel
{h : } generates a score which is equal to the first term in the right hand side of (5). This is
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used in the proof to show that the estimator solves the efficient influence function estimating
equation and therefore satisfies (6). Then, we show that βˆ(g˜) is an asymptotically linear
estimator of β(g˜) with influence function DL,h1(O) + DR,g1(O) + DA,g1(O). Since βˆ(g˜) = 0,
this asymptotic linearity result also implies |β(g˜)| = OP (n−1/2), which according to the
discussion in the previous section is a requisite for asymptotic linearity of θˆdr. An important
part of this theorem is that, in the double consistency case in which η1 = η0, we have
DL,h1(O) = DR,g1(O) = DA,g1(O) = 0, and the estimator θˆdr is asymptotically equivalent
to the θˆtmle, both being efficient. Unlike θˆtmle, the distribution of the estimator θˆdr under
condition C3 is known, and the variance given in the theorem can be used to compute doubly
robust standard errors and to perform hypothesis tests. That is, the Wald-type confidence
interval θˆdr± zασˆdr/
√
n, where σˆ2dr is the empirical variance of ÎF(O) has correct asymptotic
coverage (1 − α)100%, whenever at least one of g˜ or h˜ converges to their true value at the
stated rate.
5.1 Removing the Donsker Condition
Asymptotic linearity of θˆdr requires Donsker condition C2. This is a powerful empirical
processes condition that allows the analysis of many estimators in semi-parametric models
van der Vaart (1998). However, this condition may be restrictive in high-dimensional set-
tings, or when the estimator of the censoring mechanism is in a large class of function. For
example functions classes with unbounded variation are generally not Donsker, and highly
adaptive estimators such as random forests may have unbounded variation. Fortunately,
C2 may be avoided by introducing cross-fitting into our estimation procedure. Cross-fitting
was first proposed in the context of targeted minimum loss-based estimation in Zheng and
van der Laan (2011), and was subsequently applied to estimating equations in Chernozhukov
et al. (2016).
Our cross-fitting procedure proceeds as follows. Let V1, . . . ,VJ denote a random partition
of the index set {1, . . . , n} into J validation sets of approximately the same size. That is,
Vj ⊂ {1, . . . , n};
⋃J
j=1 Vj = {1, . . . , n}; and Vj ∩ Vj′ = ∅. In addition, for each j, the
associated training sample is given by Tj = {1, . . . , n} \ Vj. Denote by ηˆTj the estimator
of η0 obtained by training the corresponding prediction algorithms using only data in the
sample Tj. Let also j(i) denote the index of the validation set which contains observation
i. The cross-fitted TMLE estimator is constructed replacing ηˆ by its cross-fitted in steps 2
and 3 of the first iteration of the TMLE algorithm described in Section 5. Let θˆcfdr denote
the resulting estimator. We have the following theorem.
Theorem 3 (Asymptotic Distribution of θˆcfdr). Assume C3 holds for η˜ and C4 holds for λˆ.
Then n1/2(θˆcfdr − θ0)→ N(0, σ2), where σ2 is defined as in Theorem 2.
The proof of this theorem is a straightforward adaptation of the proofs in Zheng and
van der Laan (2011) to our Theorem 2. The proof rests on the key observation that for each
validation set Vj, the estimators gˆA,Tj and gˆR,Tj are fixed functions, and thus no entropy
conditions are required in the application of empirical process results. The interested reader
is encouraged to consult the original articles Zheng and van der Laan (2011); Chernozhukov
et al. (2016) for more details and general proofs on cross-fitting.
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6 Numerical study
In this section we present the results of a simulation experiment to illustrate the finite sample
performance of statistical inference based on the asymptotic distribution given in Theorem 2.
We evaluate our method using a covariate vector of dimension d = 10, where the data
generating mechanism for gR,0, gA,0, and h0 is sparse; and `1 regularized logistic regression is
used to estimate these nuisance parameters. This estimator satisfies condition C3 (see e.g.,
Theorem 4.1 of Rigollet et al. (2011)).
For each sample size n ∈ {400, 900, 1600, 2500, 3600, 4900}, we generate 1000 datasets
from a conditional distribution defined as follows. First, a covariate vector W was gen-
erated from TN(0,Σ) where TN is a multivariate normal distribution with each margin
truncated at (−1.5, 1.5), and Σ is a 10× 10 symmetric Toeplitz matrix with first row equal
to (10, . . . , 1)/10. We then define the unobserved variables
U1 = |W1W2|1/2 − |W10|1/2 + cos(W5)− cos(W6) cos(W5)
U2 = |W1W10|1/2 − |W9|1/2 + cos(W5)− cos(W7) cos(W6).
The data are generated as
A | W = w ∼ Ber{gA,0(u1)}
Rt | Jt = 1, A = a,W = w ∼ Ber{gR,0(t, a, u2)}
Lt | It = 1, A = a,W = w ∼ Ber{h0(t, a, u1)},
where Ber(p) denotes the Bernoulli distribution with parameter p and
gA,0(u) = expit(−2u)
gR,0(t, a, u) = expit
{−4 + a+ a cos(t)− aut1/2}
h0(t, a, u) = expit {−3 + a− 2u log(t) + 0.5au− 0.6(a+ 1)u sin(t)} ,
As previously discussed, gR,0, gA,0, and h0 are estimated through `1 regularized logistic
regression. For consistent estimation of gA,0 the design matrix contains all W covariates
in addition to their absolute squared root and cosine transformations as well as all two-
way interactions between all these terms. For consistent estimation of gR,0 and h0, the
design matrix is constructed by considering all main effects and interactions of: (i) time as a
categorical variable, (ii) the treatment indicator A, and (iii) all the terms considered for gA,0.
Inconsistent estimators were obtained through standard logistic regression with main terms
only. We considered three scenarios for estimation of the nuisance parameters: (a) all gA,0,
gR,0, and h0 consistently estimated, (b) only h0 consistently estimated, and (c) only gA,0 and
gR,0 consistently estimated. We also performed a simulation where all nuisance parameters
are inconsistently estimated, but the results are uninformative and are not presented.
We compute two estimators: a doubly robust θˆtmle Moore and van der Laan (2011) and
our proposed θˆdr. The θˆtmle estimator has been shown to outperform the θˆaipw estimator
at finite samples in simulation studies Porter et al. (2011), and both are expected to have
similar asymptotic behavior. We evaluate the performance of the estimators in terms of bias,
variance, mean squared error, and coverage of the 90%, 95%, and 99% confidence intervals.
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Some of these quantities are multiplied by n1/2 to evaluate n1/2-consistency. We also evaluate
σˆdr as an estimator of the standard error of the estimators.
The results are presented in Figure 1. Some expected properties of the estimators, which
we corroborate in the simulation study are:
• The best behavior in terms of all metrics is obtained in scenario (a) for both estimators.
In this case, both estimators have very similar asymptotic performance, with θˆdr having
slightly better bias in the smaller sample sizes.
• θˆdr has significantly smaller bias than θˆtmle for scenarios (b) and (c).
• The proposed estimator of the standard error σˆdr seems to consistently estimate the
standard error of θˆdr in all three scenarios, whereas the na¨ıve estimator for θˆtmle seems
to be inconsistent in scenarios (b) and (c).
• The coverage probabilities for θˆdr are closer to the nominal level for all sample sizes
and all three scenarios. Of particular relevance, θˆdr seems to provide very important
small-sample gains in scenarios (b) and (c).
According to Remark 1, solving the debiasing equation β(ηˆ) = 0 could reduce this bias
of θˆdr, in comparison to the bias of θˆtmle in the case of double inconsistency (results not
shown). However, the MSE of both estimators was identical, and increased linearly in n1/2-
scale. Identifying scenarios under which which this bias reduction can be expected is an
open problem.
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Figure 1: Results of the numerical study. The scenarios under study are: (a) all gA,0, gR,0,
and h0 consistently estimated, (b) only h0 consistently estimated, and (c) only gA,0 and
gR,0 consistently estimated. Cov(p) stands for coverage of a Wald-type 100p% confidence
interval, and sd(θˆ) stands for the standard deviation of the estimator θˆ.
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7 Motivating Application
Different types of human breast cancer tumors have been shown to have heterogeneous
response to treatments Perou et al. (2000); Sotiriou and Pusztai (2009). Amplification
of ERBB2 gene and associated overexpression of human epidermal growth factor receptor
(HER2) encoded by this gene occur in 25-30% of breast cancers Slamon et al. (2001). HER2-
positive breast cancer is an aggressive form of the disease and the prognosis for such patients
is generally poor Slamon (1987); Seshadri et al. (1993). The clinical efficacy of adjuvant
trastuzumab, a recombinant monoclonal antibody, in early stage HER2-positive patients was
demonstrated by several large clinical trials Perez et al. (2011); Romond et al. (2005). We
illustrate our methods using data for 1390 patients from the North Central Cancer Treatment
Group N9831 study, a phase III randomized clinical trial testing the addition of trastuzumab
to chemotherapy in stage I-III HER2-positive breast cancer. Recruitment started in 2000,
and the maximum follow-up time was 16 years. The treatment group comprised 907 patients.
The trial was subject to right censoring because patients drop out of the study and because
enrollment spanned several years. We adjusted for 12 baseline variables which included
demographic variables such as age, ethnicity, and race; as well as clinical variables such as
tumor grade, nodal status, tumor size, and histology.
We estimated the treatment probabilities as well as the hazard of the event and cen-
soring using an ensemble predictor known as the super learner van der Laan et al. (2007),
implemented in the R package SuperLearner. Super learning builds a convex combination
of candidate predictors in a user-given library, where the weights are chosen to minimize
the cross-validated log-likelihood of the resulting ensemble. We present the results of the
ensemble in Table 1, which includes some of the most popular statistical learning algorithms.
The tuning parameters of each algorithm are chosen using internal cross-validation. In or-
der to fully account for treatment-covariate interactions, we fitted separate models for the
censoring probabilities in the treated and control arms.
Table 1: Super learning ensemble coefficients. RF: random forests, XGB: extreme gradi-
ent boosting, MLP: multi-layer perceptron, GLM: logistic regression, MARS: multivariate
adaptive splines, Lasso: L1 regularized logistic regression.
RF XGB MLP GLM MARS Lasso
gA 0.00 0.47 0.15 0.00 0.09 0.28
gR, A = 1 0.00 0.29 0.00 0.00 0.49 0.21
gR, A = 0 0.00 0.41 0.00 0.00 0.09 0.50
h, A = 1 0.17 0.00 0.00 0.27 0.36 0.20
h, A = 0 0.27 0.13 0.00 0.00 0.42 0.18
We computed the θˆdr and θˆtmle estimators separately for the treated and untreated groups
at time τ = 12 years. We obtained an estimated difference (A = 1 vs A = 0) in survival
probability of θˆdr = 0.107 (s.e. 0.036) and 0.098 (s.e. 0.032) years in the treatment arm
for each estimator, respectively. The Kaplan-Meier estimator is equal to 0.044 (s.e. 0.032),
highlighting the possible bias due to informative censoring.
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8 Discussion
Our method assumes that censoring is confounded with the time to event only by baseline
variables. In the presence of time dependent confounding between censoring and the event
time, our proposal may be adapted by augmenting the censoring and outcome models to
include time-varying confounders. In these settings. it may be possible to retain the asymp-
totic linearity to proper control of the drift term by generalizing the techniques used to prove
our theorems. Such generalizations are unfortunately not trivial because the representations
of the drift term and therefore its targeting algorithm varies with the estimating equation
considered.
Our methods for doubly robust estimators trivially translate into n1/2-consistency rates
for inverse probability weighted estimators under n1/4-consistent estimation of the g com-
ponents of the nuisance parameter η. Specifically, such IPW estimator may be obtained
through our proposal by setting hˆ(t, a, w) = 1, and omitting the tilting model (16) in the
iterative procedure that defines the proposed estimator.
Most clinical research studies use discrete time scales to measure the time to event. This
is the case of our application and simulation studies. If time is measured on a continuous
scale, implementation of our methods requires discretization. The specific choice of the
discretization intervals may be guided by what is clinically relevant. For example, in clinical
applications with time to death outcomes, the clinically relevant scale would typically be a
day. In the absence of clinical criteria to guide the choice of discretization level, a concern
is that too coarse of a discretization may lead to potentially meaningful information losses.
A question for future research is how to optimally set the level of discretization in order to
trade off information loss versus estimator precision. Another area for future research is to
consider discretization levels that get finer with sample size.
Existing doubly robust estimators cannot be proved regular or n1/2-consistent in general
under inconsistent estimation of one of the nuisance parameters. While we do not tackle
the regularity problem, we do solve the n1/2-consistency problem. This is done by proving
a doubly robust asymptotic linearity result for our estimator, under the only assumption
that at least one of the nuisance estimators is consistent at n1/4-rate. The regularity of our
estimator remains an open problem along with that of all doubly robust estimators based on
data-adaptive estimation of nuisance parameters under inconsistency of at least one nuisance
estimator.
The n1/4-rate required by our estimators may still be considered a restrictive assumption.
However, this rate is achievable by several data-adaptive regression algorithms under certain
assumptions on the true regression functions. See for example Bickel et al. (2009) for results
on `1 regularization, Wager and Walther (2015) for results on regression trees, and Chen and
White (1999) for neural networks. This convergence rate is also achievable by the highly
adaptive lasso Benkeser and van der Laan (2016) under the mild assumption that the true
regression function is right-hand continuous with left-hand limits and has variation norm
bounded by a constant.
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9 Software
Software in the form of R code, together with a sample input data set and complete docu-
mentation is available at https://github.com/idiazst/survdr.
Supplementary Material
Theorem 1
Proof. For notational simplicity, in this proof we omit the dependence of all functions on w.
E.g., h0(t, w) is denoted with h0(t). Lemma 1 in the Supplementary materials of Dı´az et al.
(2018) shows
P0Dηˆ,θ0 =
τ∑
t=1
E0
[
− Sˆ(τ)
gˆASˆ(t)Gˆ(t)
S0(t− 1){h0(t)− hˆ(t)}
{
gA,0G0(t)− gˆAGˆ(t)
}]
.
First, note that
{h0(t)− hˆ(t)}{gA,0G0(t)− gˆAGˆ(t)} = {h0(t)− h1(t)}{gA,0G0(t)− gˆAGˆ(t)}
+ {h0(t)− hˆ(t)}{gA,0G0(t)− gA,1G1(t)}
+ {h0(t)− h1(t)}{gA,0G0(t)− gA,1G1(t)} (17)
+ {h1(t)− hˆ(t)}{gA,1G1(t)− gˆAGˆ(t)}. (18)
By assumption, the expectation of (17) with respect to P0 is zero, and the expectation of
(18) is oP (n
−1/2). Define
βg(gˆ) =
τ∑
t=1
E0
[
− Sˆ(τ)
gˆASˆ(t)Gˆ(t)
S0(t− 1){h0(t)− h1(t)}
{
gA,0G0(t)− gˆAGˆ(t)
}]
,
βh(hˆ) =
τ∑
t=1
E0
[
− Sˆ(τ)
gˆASˆ(t)Gˆ(t)
S0(t− 1){h0(t)− hˆ(t)} {gA,0G0(t)− gA,1G1(t)}
]
Assume first that g1 = g0. Denote
eˆR,0(k, w) = E0
[
Rk − gR,1(k,W )
gA,1(W )G1(k + 1,W )
∣∣∣∣ Jk = 1, A = 1, Cˆh(k,W ) = Cˆh(k, w)]
eˆL,0(t, w) = E0
[
S1(τ)
S1(t)
{Lt − h1(t)}
∣∣∣∣ It = 1, A = 1, Cˆg(t,W ) = Cˆg(t, w)] ,
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where the expectation is taken with respect to P0 taking Cˆh and Cˆg as fixed functions. We
have
βg(gˆ) =
τ∑
t=1
E0
[
−S1(τ)
S1(t)
S0(t− 1){h0(t)− h1(t)}
{
gA,0
gˆA
G0(t)
Gˆ(t)
− 1
}]
+ oP (n
−1/2)
=
τ∑
t=1
E0
[
−S1(τ)
S1(t)
AIt{Lt − h1(t)}
{
1
gˆAGˆ(t)
− 1
gA,0G0(t)
}]
+ oP (n
−1/2)
=
τ∑
t=1
E0
[
−AIteL,0(t)
{
1
gˆAGˆ(t)
− 1
gA,0G0(t)
}]
−
τ∑
t=1
E0
[
AIt
gˆAGˆ(t)
{eˆL,0(t)− eL,0(t)}
]
+ oP (n
−1/2)
=
τ∑
t=1
E0
[
−AIteL,0(t)
{
1
gˆAGˆ(t)
− 1
gA,0G0(t)
}]
+ oP (n
−1/2)
=
τ∑
t=1
E0
[
−AVt,0(t− 1)Ut,0(t)eL,0(t)
{
1
gˆAGˆ(t)
− 1
gA,0G0(t)
}]
+ oP (n
−1/2)
=
τ∑
t=1
E0
[
−AVt,0(t− 1)Ut,0(t) eL,0(t)
gA,0G0(t)
{
gA,0
gˆAGˆ(t)
{G0(t)− Gˆ(t)}+ 1
gˆA
(gA,0 − gˆA)
}]
+ oP (n
−1/2)
=
τ∑
t=1
E0
[
−AVt,0(t− 1)Ut,0(t) eL,0(t)
gA,0G0(t)
{
gA,0
gˆAGˆ(t)
{G0(t)− Gˆ(t)}
}]
(19)
−
τ∑
t=1
E0
[
Vt,0(t− 1)Ut,0(t)eL,0(t)
G0(t)
1
gA,0
(A− gˆA)
]
+ oP (n
−1/2), (20)
where we get
τ∑
t=1
E0
[
AIt
gˆAGˆ(t)
{eˆL,0(t)− eL,0(t)}
]
= 0
using the law of iterated expectation. The term (20) is in the desired form. It remains to
prove the result for (19). Define
M0(k, w) = {gR,0(k, w)− gˆR(k, w)} G0(k, w)
G0(k + 1, w)
,
u˜k,0(t, w) = P0 [Rt = 1 | Jt = 1, A = 1, Cg(k,W ) = Cg(k, w),M0(k,W ) = M0(k, w)] ,
v˜k,0(t, w) = P0 [Lt = 1 | It = 1, A = 1, Cg(k,W ) = Cg(k, w),M0(k,W ) = M0(k, w)] ,
19
and notice that P0{v˜k,0(t) − vk,0(t)} = OP (||gˆR − gR,0||), P0{u˜k,0(t) − uk,0(t)} = OP (||gˆR −
gR,0||). Then (19) is equal to
τ∑
t=1
E0
[
−AVt,0(t− 1)Ut,0(t) eL,0(t)
gA,0G0(t)
{
gA,0
gˆAGˆ(t)
{G0(t)− Gˆ(t)}
}]
=
τ∑
t=1
E0
[
−AVt,0(t− 1)Ut,0(t) eL,0(t)
gA,0G0(t)
{
gA,0
gˆAGˆ(t)
t−1∑
k=0
G0(k){gR,0(k)− gˆR(k)} Gˆ(t)
Gˆ(k + 1)
}]
=
τ∑
t=1
t−1∑
k=0
E0
[
− A
gA,0
Vt,0(t− 1)Ut,0(t)eL,0(t)
G0(t)
{
{gR,0(k)− gˆR(k)} G0(k)
G0(k + 1)
}]
=
τ∑
t=1
t−1∑
k=0
E0
[
− A
gA,0
Vt,0(t− 1)Ut,0(t)eL,0(t)
G0(t)
1−R0
1− u˜t,0(0)
{
{gR,0(k)− gˆR(k)} G0(k)
G0(k + 1)
}]
=
τ∑
t=1
t−1∑
k=0
E0
[
− A
gA,0
Vt,0(t− 1)Ut,0(t)eL,0(t)
G0(t)
1−R0
1− ut,0(0)
{
{gR,0(k)− gˆR(k)} G0(k)
G0(k + 1)
}]
+OP (||gˆR − gR,0||2)
=
τ∑
t=1
t−1∑
k=0
E0
[
− A
gA,0
Vt,0(t− 1)Ut,0(t)eL,0(t)
G0(t)
1−R0
1− ut,0(0)
{
{gR,0(k)− gˆR(k)} G0(k)
G0(k + 1)
}]
+ oP (n
−1/2)
=
τ∑
t=1
t−1∑
k=0
E0
[
− A
gA,0
Vt,0(t− 1)Ut,0(t)eL,0(t)
G0(t)
1−R0
1− ut,0(0)
1− L1
1− vt,0(1)
{
{gR,0(k)− gˆR(k)} G0(k)
G0(k + 1)
}]
+ oP (n
−1/2)
=
τ∑
t=1
t−1∑
k=0
E0
[
− A
gA,0
Vt,0(t− 1)
Vt,0(k)
Ut,0(t)
Ut,0(k)
eL,0(t)
G0(t)
Jk
{
{gR,0(k)− gˆR(k)} G0(k)
G0(k + 1)
}]
+ oP (n
−1/2)
=
τ∑
t=1
t−1∑
k=0
E0
[
− A
gA,0
Vt,0(t− 1)
Vt,0(k)
Ut,0(t)
Ut,0(k)
eL,0(t)
G0(t)
Jk
{
{Rk − gˆR(k)} G0(k)
G0(k + 1)
}]
+ oP (n
−1/2)
=
τ−1∑
k=0
τ∑
t=k+1
E0
[
− A
gA,0
Vt,0(t− 1)
Vt,0(k)
Ut,0(t)
Ut,0(k)
eL,0(t)
G0(t)
Jk
{
{Rk − gˆR(k)} G0(k)
G0(k + 1)
}]
+ oP (n
−1/2),
where the first equality follows from Lemma 2.
Assume now h1 = h0. Then
βh(hˆ) =
τ∑
t=1
E0
[
− Sˆ(τ)
Sˆ(t)
S0(t− 1){h0(t)− hˆ(t)}
{
gA,0
gA,1
t−1∑
k=0
{gR,0(k)− gR,1(k)} G0(k)
G1(k + 1)
}]
(21)
+
τ∑
t=1
E0
[
− Sˆ(τ)
Sˆ(t)
S0(t− 1){h0(t)− hˆ(t)} 1
gA,1
(gA,0 − gA,1)
]
. (22)
We first tackle the term in (21). This term is equal to
E0
[
gA,0
gA,1
τ−1∑
k=0
{gR,0(k)− gR,1(k)} G0(k)
G1(k + 1)
τ∑
t=k+1
Sˆ(τ)
Sˆ(t)
S0(t− 1){hˆ(t)− h0(t)}
]
.
20
We have
τ∑
t=k+1
Sˆ(τ)
Sˆ(t)
S0(t− 1){hˆ(t)− hˆ0(t)} =
τ∑
t=1
Sˆ(τ)
Sˆ(t)
S0(t− 1){hˆ(t)− h0(t)} −
k∑
t=1
Sˆ(τ)
Sˆ(t)
S0(t− 1){hˆ(t)− h0(t)}
= S0(τ)− Sˆ(τ)− Sˆ(τ)
Sˆ(k)
{S0(k)− Sˆ(k)}
= S0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}
,
21
where the second equality follows from Lemma 2. Thus, (21) equals
E0
[
τ−1∑
k=0
{
gA,0
gA,1
G0(k)S0(k){gR,0(k)− gR,1(k)} 1
G1(k + 1)
}{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
= E0
[
τ−1∑
k=0
{
AJk
gA,1
{Rk − gR,1(k)} 1
G1(k + 1)
}{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
= E0
[
τ−1∑
k=0
AJkeR,0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
+ E0
[
τ−1∑
k=0
AJk
Sˆ(τ)
Sˆ(k)
{eˆR,0(k)− eR,0(k)}
]
= E0
[
τ−1∑
k=0
A1{R¯k−1 = 0, L¯k = 0}eR,0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
= E0
[
τ−1∑
k=0
A1{R¯k−1 = 0, L¯k−1 = 0}(1− Lk)eR,0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
= E0
[
τ−1∑
k=0
A1{R¯k−1 = 0, L¯k−1 = 0}{1− bk,0(k)}eR,0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
= E0
[
τ−1∑
k=0
A1{R¯k−2 = 0, L¯k−1 = 0}(1−Rk−1){1− bk,0(k)}eR,0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
= E0
[
τ−1∑
k=0
A1{R¯k−2 = 0, L¯k−1 = 0}{1− dk,0(k − 1)}{1− bk,0(k)}eR,0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
= E0
[
τ−1∑
k=0
A1{R¯k−2 = 0, L¯k−1 = 0} Dk,0(k)
Dk,0(k − 1)
Bk,0(k)
Bk,0(k − 1)eR,0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
= E0
[
τ−1∑
k=0
A1{R¯k−3 = 0, L¯k−2 = 0} Dk,0(k)
Dk,0(k − 2)
Bk,0(k)
Bk,0(k − 2)eR,0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
...
= E0
[
τ−1∑
k=0
A
Bk,0(k)
S0(k)
Dk,0(k)eR,0(k)S0(k)
{
Sˆ(τ)
Sˆ(k)
− S0(τ)
S0(k)
}]
= E0
[
τ∑
t=1
−ASˆ(τ)
Sˆ(t)
S0(t− 1){h0(t)− hˆ(t)}
{
t−1∑
k=0
Bk,0(k)
S0(k)
Dk,0(k)eR,0(k)
}]
= E0
[
τ∑
t=1
t−1∑
k=0
−A 1−R0
1− dk,0(0)S0(t− 1){h0(t)− hˆ(t)}
Sˆ(τ)
Sˆ(t)
Bk,0(k)
S0(k)
Dk,0(k)eR,0(k)
]
= E0
[
τ∑
t=1
t−1∑
k=0
−A 1−R0
1− dk,0(0)
1− L1
1− bk,0(1)S0(t− 1){h0(t)− hˆ(t)}
Sˆ(τ)
Sˆ(t)
Bk,0(k)
S0(k)
Dk,0(k)eR,0(k)
]
= E0
[
τ∑
t=1
t−1∑
k=0
−A It
Dk,0(t)Bk,0(t− 1)S0(t− 1){h0(t)− hˆ(t)}
Sˆ(τ)
Sˆ(t)
Bk,0(k)
S0(k)
Dk,0(k)eR,0(k)
]
= E0
[
τ∑
t=1
−AIt
t−1∑
k=0
{
S0(t− 1)
Bk,0(t− 1)
S0(τ)
S0(t)
Bk,0(k)
S0(k)
Dk,0(k)
Sk,0(t)
eR,0(k)
}
{Lt − hˆ(t)}
]
.22
Similar arguments can be used to show that (22) equals
−E0
[
eA,0
q0
A
τ∑
t=1
S0(τ)
S0(t)
S0(t− 1)
Bt,0(t− 1)
It
Dt,0(t)
{Lt − hˆ(t)}
]
,
concluding the proof of the theorem.
Theorem 2
This result follows from (6) in the main document and Lemma 1 below.
Other results
Lemma 1. Assume C2 and C3. Then we have
β(ηˆ) = −(Pn − P0){DA,g1 +DR,g1 +DL,h1}+ oP (n−1/2).
Proof. From Theorem 1 we have β(ηˆ) = P0{DA,gˆ +DR,gˆ +DL,hˆ}+ oP (n−1/2). We will show
that
P0DR,gˆ = −(Pn − P0)DR,g1 + oP (n−1/2). (23)
The proof for the other components of β(ηˆ) follows analogous steps. Assume first that
g1 = g0. Denote
DˆR,gˆ(o) = −
τ−1∑
k=0
a jkHˆR(k, w){rk − gˆR(k, w)}.
Note that, by construction, PnDˆR,gˆ = 0. Thus we have
P0DR,gˆ = −(Pn − P0)DˆR,gˆ + P0(DR,gˆ − DˆR,gˆ),
where we added and subtracted P0DˆR,gˆ. We have
P0(DR,gˆ − DˆR,gˆ) =
∫ τ−1∑
k=0
a jk{HˆR(k, w)−HR(k, w)}{gR,0(k, w)− gˆR(k, w)}dP0(o).
The Cauchy-Schwartz inequality shows
P0(DR,gˆ − DˆR,gˆ) = OP
(
||gˆR − gR,0|| ||HˆR −HR||
)
.
We will now argue that ||HˆR − HR|| may be decomposed as a sum of two terms: one
exclusively related to estimation of g0, and one exclusively related to the smoothing method
used to obtain λˆ. Lemma 2 along with the Cauchy-Schwartz inequality and the definition of
HR show that
||HˆR −HR|| = OP (||vˆk − vk,0||+ ||uˆk − uk,0||+ ||gˆR − gR,0||+ ||eˆL − eL,0||)
23
Recall the definition of vˆk,0, uˆk,0, and eˆL,0 as the corresponding true expectations conditional
on the estimated covariate Cˆg. The triangle inequality shows
||vˆk − vk,0|| ≤ ||vˆk,0 − vk,0||+ ||vˆk − vˆk,0||,
where the fist term in the right hand side converges as ||Cˆg − Cg||, and the second term is
assumed oP (n
−1/4) (C4). Analogous inequalities hold for uˆk,0 and eˆL. Since ||Cˆg − Cg|| =
OP (||gˆR − gR,0||+ ||gˆA − gA,0||), we get
P0(DR,gˆ − DˆR,gˆ) = OP
(||gˆR − gR,0||{||gˆR − gR,0||+ ||gˆA − gA,0||+ oP (n−1/4)}) .
Under condition C3 this term is oP (n
−1/2). Under C2 and C3, example 2.10.10 of van der
Vaart and Wellner (1996) yields that DˆR,gˆ is in a Donsker class. Thus, according to theorem
19.24 of van der Vaart (1998):
P0DR,gˆ = −(Pn − P0)DR,g0 + oP (n−1/2).
If h1 = h0, then eL(t, w) = 0, which implies HR(t, w) = 0. Thus, DR,gˆ(o) = DR,g1(o) = 0,
and (23) follows trivially, concluding the proof of the lemma.
Lemma 2. For two sequences a1, . . . , am and b1, . . . , bm such that at 6= 1 and bt 6= 1, we
have
m∏
t=1
(1− at)−
m∏
t=1
(1− bt) =
m∑
t=1
{
t−1∏
k=1
(1− ak)(bt − at)
m∏
k=t+1
(1− bk)
}
.
Proof. Replace (bt − at) by (1− at)− (1− bt) in the right hand side and expand the sum to
notice it is a telescoping sum.
References
Vahe Avagyan and Stijn Vansteelandt. Honest data-adaptive inference for the average treat-
ment effect under model misspecification using penalised bias-reduced double-robust esti-
mation. arXiv preprint arXiv:1708.03787, 2017.
Alexandre Belloni, Victor Chernozhukov, and Christian Hansen. Inference on treatment
effects after selection among high-dimensional controls. The Review of Economic Studies,
81(2):608–650, 2014. doi: 10.1093/restud/rdt044. URL +http://dx.doi.org/10.1093/
restud/rdt044.
Alexandre Belloni, Victor Chernozhukov, Ivan Ferna´ndez-Val, and Christian Hansen. Pro-
gram evaluation and causal inference with high-dimensional data. Econometrica, 85(1):
233–298, 2017.
O. Bembom, J.W. Fessel, R.W. Shafer, and M.J. van der Laan. Data-adaptive selection of
the adjustment set in variable importance estimation. 2008. URL http://www.bepress.
com/ucbbiostat/paper231.
24
David Benkeser and Mark van der Laan. The highly adaptive lasso estimator. In 2016
IEEE International Conference on Data Science and Advanced Analytics (DSAA), pages
689–696. IEEE, 2016.
David Benkeser, Marco Carone, MJ Van Der Laan, and PB Gilbert. Doubly robust non-
parametric inference on the average treatment effect. Biometrika, 104(4):863–880, 2017.
Peter J Bickel, Yaacov Ritov, Alexandre B Tsybakov, et al. Simultaneous analysis of lasso
and dantzig selector. The Annals of Statistics, 37(4):1705–1732, 2009.
Xiaohong Chen and Halbert White. Improved rates and asymptotic normality for non-
parametric neural network estimators. IEEE Transactions on Information Theory, 45(2):
682–691, 1999.
Victor Chernozhukov, Denis Chetverikov, Mert Demirer, Esther Duflo, Christian Hansen,
et al. Double machine learning for treatment and causal parameters. arXiv preprint
arXiv:1608.00060, 2016.
Stephen R Cole and Miguel A Herna´n. Adjusted survival curves with inverse probability
weights. Computer methods and programs in biomedicine, 75(1):45–49, 2004.
Iva´n Dı´az and Mark J van der Laan. Doubly robust inference for targeted minimum loss–
based estimation in randomized trials with missing outcome data. Statistics in medicine,
36(24):3807–3819, 2017.
Iva´n Dı´az, Elizabeth Colantuoni, Daniel F. Hanley, and Michael Rosenblum. Improved
precision in the analysis of randomized trials with survival outcomes, without assuming
proportional hazards. Lifetime Data Analysis, Feb 2018. ISSN 1572-9249. doi: 10.1007/
s10985-018-9428-5. URL https://doi.org/10.1007/s10985-018-9428-5.
Iva´n Dı´az, Oleksandr Savenkov, and Karla Ballman. Targeted learning ensembles for optimal
individualized treatment rules with time-to-event outcomes. Biometrika, 105(3):723–738,
2018.
Oliver Dukes, Vahe Avagyan, and Stijn Vansteelandt. High-dimensional doubly robust tests
for regression parameters. arXiv preprint arXiv:1805.06714, 2018.
Max H Farrell. Robust inference on average treatment effects with possibly more covariates
than observations. Journal of Econometrics, 189(1):1–23, 2015.
Susan Gruber and Mark J van der Laan. A targeted maximum likelihood estimator of a
causal effect on a bounded continuous outcome. The International Journal of Biostatistics,
6(1), 2010.
J. Kang and J. Schafer. Demystifying double robustness: A comparison of alternative strate-
gies for estimating a population mean from incomplete data (with discussion). Statistical
Science, 22:523–39, 2007.
25
Brian K Lee, Justin Lessler, and Elizabeth A Stuart. Improving propensity score weighting
using machine learning. Statistics in medicine, 29(3):337–346, 2010.
Kelly L. Moore and Mark J. van der Laan. RCTs with time-to-event outcomes. In Targeted
Learning, Springer Series in Statistics, pages 259–269. Springer New York, 2011. ISBN
978-1-4419-9781-4.
Romain Neugebauer, Julie A Schmittdiel, and Mark J van der Laan. A case study of the
impact of data-adaptive versus model-based estimation of the propensity scores on causal
inferences from three inverse probability weighting estimators. The international journal
of biostatistics, 12(1):131–155, 2016.
Layla Parast, Lu Tian, and Tianxi Cai. Landmark estimation of survival and treatment
effect in a randomized clinical trial. Journal of the American Statistical Association, 109
(505):384–394, 2014.
Edith A Perez, Edward H Romond, Vera J Suman, Jong-Hyeon Jeong, Nancy E Davidson,
Charles E Geyer Jr, Silvana Martino, Eleftherios P Mamounas, Peter A Kaufman, and
Norman Wolmark. Four-year follow-up of trastuzumab plus adjuvant chemotherapy for
operable human epidermal growth factor receptor 2–positive breast cancer: Joint analysis
of data from ncctg n9831 and nsabp b-31. Journal of Clinical Oncology, 29(25):3366–3373,
2011.
Charles M Perou, Therese Sørlie, Michael B Eisen, Matt van de Rijn, Stefanie S Jeffrey,
Christian A Rees, Jonathan R Pollack, Douglas T Ross, Hilde Johnsen, Lars A Akslen,
et al. Molecular portraits of human breast tumours. Nature, 406(6797):747–752, 2000.
Kristin E. Porter, Susan Gruber, Mark J. van der Laan, and Jasjeet S. Sekhon. The relative
performance of targeted maximum likelihood estimators. The International Journal of
Biostatistics, 7(1):1–34, 2011.
Greg Ridgeway and Daniel F. McCaffrey. Comment: Demystifying double robustness: A
comparison of alternative strategies for estimating a population mean from incomplete
data. Statist. Sci., 22(4):540–543, 11 2007. doi: 10.1214/07-STS227C. URL http://dx.
doi.org/10.1214/07-STS227C.
Philippe Rigollet, Alexandre Tsybakov, et al. Exponential screening and optimal rates of
sparse estimation. The Annals of Statistics, 39(2):731–771, 2011.
James Robins, Mariela Sued, Quanhong Lei-Gomez, and Andrea Rotnitzky. Comment:
Performance of double-robust estimators when” inverse probability” weights are highly
variable. Statistical Science, 22(4):544–559, 2007.
Edward H Romond, Edith A Perez, John Bryant, Vera J Suman, Charles E Geyer Jr,
Nancy E Davidson, Elizabeth Tan-Chiu, Silvana Martino, Soonmyung Paik, Peter A Kauf-
man, et al. Trastuzumab plus adjuvant chemotherapy for operable her2-positive breast
cancer. New England Journal of Medicine, 353(16):1673–1684, 2005.
26
Andrea Rotnitzky and James M Robins. Inverse probability weighting in survival analysis.
Encyclopedia of Biostatistics, 2005.
Donald B Rubin. Multiple Imputation for Nonresponse in Surveys. John Wiley & Sons,
1987.
Ram Seshadri, FA Firgaira, DJ Horsfall, K McCaul, V Setlur, and P Kitchen. Clinical signif-
icance of her-2/neu oncogene amplification in primary breast cancer. the south australian
breast cancer study group. Journal of Clinical Oncology, 11(10):1936–1942, 1993.
Dennis J Slamon, Brian Leyland-Jones, Steven Shak, Hank Fuchs, Virginia Paton, Alex
Bajamonde, Thomas Fleming, Wolfgang Eiermann, Janet Wolter, Mark Pegram, et al.
Use of chemotherapy plus a monoclonal antibody against her2 for metastatic breast cancer
that overexpresses her2. New England Journal of Medicine, 344(11):783–792, 2001.
DJ Slamon. Human breast cancer: correlation of relapse and. Science, 3798106(177):235,
1987.
Christos Sotiriou and Lajos Pusztai. Gene-expression signatures in breast cancer. New
England Journal of Medicine, 360(8):790–800, 2009.
Zhiqiang Tan. Bounded, efficient and doubly robust estimation with inverse weighting.
Biometrika, 97(3):661–682, 2010.
Mark J van der Laan. Targeted estimation of nuisance parameters to obtain valid statistical
inference. The international journal of biostatistics, 10(1):29–57, 2014.
Mark J van der Laan and Richard JCM Starmans. Entering the era of data science: Targeted
learning and the integration of statistics and computational data analysis. Advances in
Statistics, 2014, 2014.
M.J. van der Laan and S. Rose. Targeted Learning: Causal Inference for Observational and
Experimental Data. Springer, New York, 2011.
M.J. van der Laan and D. Rubin. Targeted maximum likelihood learning. The International
Journal of Biostatistics, 2(1):Article 11, 2006.
M.J. van der Laan, M.L. Petersen, and M.M. Joffe. History-adjusted marginal structural
models & statically-optimal dynamic treatment regimens. The International Journal of
Biostatistics, 1(1):10–20, 2005.
M.J. van der Laan, E. Polley, and A. Hubbard. Super learner. Statistical Applications in
Genetics & Molecular Biology, 6(25):Article 25, 2007.
M.J. van der Laan & S. Dudoit & A.W. van der Vaart. The cross-validated adaptive epsilon-
net estimator. Statistics & Decisions, 24(3):373–395, 2006.
Y. Wang & O. Bembom & M.J. van der Laan. Data adaptive estimation of the treatment
specific mean. Journal of Statistical Planning & Inference, 2006.
27
A. W. van der Vaart. Asymptotic Statistics. Cambridge University Press, 1998.
A. W. van der Vaart and J. A. Wellner. Weak Convergence and Emprical Processes. Springer-
Verlag New York, 1996.
A.W. van der Vaart, S. Dudoit, and M.J. van der Laan. Oracle inequalities for multi-fold
cross-validation. Statistics & Decisions, 24(3):351–371, 2006.
Stefan Wager and Guenther Walther. Adaptive concentration of regression trees, with ap-
plication to random forests. arXiv preprint arXiv:1503.06388, 2015.
Jun Xie and Chaofeng Liu. Adjusted kaplan–meier estimator and log-rank test with inverse
probability of treatment weighting for survival data. Statistics in medicine, 24(20):3089–
3110, 2005.
Min Zhang. Robust methods to improve efficiency and reduce bias in estimating survival
curves in randomized clinical trials. Lifetime data analysis, pages 1–19, 2014.
Wenjing Zheng and Mark J van der Laan. Cross-validated targeted minimum-loss-based
estimation. In Targeted Learning, pages 459–474. Springer, 2011.
28
