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Inspired by the notion that environmental noise is in principle observable, whilst fundamental noise due to
spontaneous localisation would not be, we study the estimation of the diffusion parameter induced by wave
function collapse models under continuous monitoring of the environment. We take into account finite measure-
ment efficiencies and, in order to quantify the advantage granted by monitoring, we analyse the quantum Fisher
information associated with such a diffusion parameter, identify optimal measurements in limiting cases, and
assess the performance of such measurements in more realistic conditions.
I. INTRODUCTION
Spontaneous localization models [1], in their many flavours
and variations, were introduced from the late eighties primar-
ily as an attempt to unify the dynamics of microscopic and
macroscopic systems, encompassing measurement apparata,
which customary quantum mechanics only describes through
ad hoc prescriptions that cannot be relied to the fundamental
dynamical principles. While such models reproduce quantum
and classical mechanics in the extreme regimes of few (. 106)
and very many (& 1018) elementary constituents, they do de-
viate substantially from standard quantum mechanics in the
intermediate mesoscopic regime. As molecular interferome-
try [2, 3] and quantum opto-mechanics, especially in the lev-
itating paradigm [4–6], are swiftly advancing into this meso-
scopic middle ground, there is currently a lively interest in de-
signing and carrying out experiments that would falsify either
standard quantum mechanics or its spontaneously localized
variants [7–13].
In a nutshell, spontaneous localization models postulate the
presence of an additional stochastic term in the Schro¨dinger
equation, that would be responsible for the wave-function col-
lapse and the perceived discontinuous dynamics of quantum
projective measurements. This would essentially imply the
existence of a source of “fundamental” decoherence, in the
form of momentum dissipation, acting on a mesoscopic sys-
tem, such as a levitating opto-mechanical nanosphere. It has
hence been recently noted that, if the sources of “environmen-
tal” decoherence – due to the interaction and entanglement
with the environment – are well known, the additional fun-
damental decoherence could be directly observed by tracking
the system’s dynamics [10–12].
The detection of fundamental effects over the background
of environmental ones is however obviously difficult, as the
two may take the same form and imply qualitatively similar
effects. The primary intent of this work is emphasising that
a possible distinction between fundamental and environmen-
tal decoherence is that, while the former is unavoidable and
beyond repair, the latter can in principle be reversed through
measurements: if the physical degrees of freedom of the en-
vironment are completely or partially accessible, one can per-
form measurements on them that partly restore information
about the quantum state [14]. Drawing from this notion, we
will hence consider the estimation of the free parameter of
QMUPL (“quantum mechanics with universal position local-
ization”) or of an equivalent function of the two parameters of
the CSL (“continuous spontaneous localization”) wavefunc-
tion collapse model, under time-continuous measurements on
the environment of a quantum degree of freedom, such as the
centre of mass of a levitated nanosphere [17]. The latter will
be our system of reference, bearing in mind that similar results
would apply to more general settings. The monitoring we
consider, aided by Markovian linear feedback, has the added
bonus of stabilising the dynamics [18], so that we will be in
a position to base our investigation entirely on steady state
properties and not on the features of the transient dynamics,
which may be more elusive to record in practice.
As a further element of novelty, we will not just consider
specific empirical signatures of the different values of the
collapse parameter but instead address their systematic, ul-
timate discrimination by applying quantum estimation tech-
niques and deriving the quantum Fisher information (QFI) as-
sociated with such a parameter [19]. Thus, we will quantify
exactly the advantage provided by continuous monitoring as
a decrease in the achievable uncertainty on the parameter es-
timation, and hence on the discrimination between different
theories.
The manuscript is organized as follows: in Sec. II we will
introduce the basic of local quantum estimation theory, along
with the formulas for classical and quantum Fisher informa-
tion. In Sec. III we will discuss the quantum dynamics of our
system, in particular presenting the stochastic master equation
that describes the time-continuous monitoring of the mechan-
ical oscillator. In Sec. IV we show our results on the estima-
tion for the fundamental diffusion parameter due to to spon-
taneous collapses: we shall derive analytical expressions for
both the QFI and the optimal final measurement for parameter
discrimination in limiting instances, and show the latter per-
forms remarkably well in realistic situations too. Finally, Sec.
V concludes the paper with some final remarks.
II. QUANTUM ESTIMATION THEORY
Let us consider a family of quantum states %γ parametrized
by a parameter γ that we want to estimate. If one performs a
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2measurement described by a positive operator valued measure
(POVM) {Πx}, the ultimate limit on the precision of any un-
biased estimator for the parameter γ is set by the Crame´r-Rao
bound [20]
Var(γ) ≥ 1/[MF (γ)] , (1)
where M is the number of measurements performed,
F (γ) =
∫
dx p(x|λ) (∂γ log p(x|γ))2
is the so-called (classical) Fisher information (FI), and
p(x|γ) = Tr[%γΠx] denotes the conditional probability de-
scribing the whole measurement process. By optimizing over
all the possible POVMs, one derives the Quantum Crame´r-
Rao bound (QCRB) [21]
Var(γ) ≥ 1/[MF (γ)] ≥ 1/[MH(γ)] , (2)
where H(γ) = Tr[%γL2γ ] is the Quantum Fisher In-
formation (QFI) and Lγ is the symmetric logarithmic
derivative (SLD) that is implicitly defined by the equation
2 ∂γ%γ = Lγ%γ + %γLγ . As apparent from Eq. (2), the
QFI quantifies with how much precision one can estimate the
parameter γ independently from the specific measurement
performed. Geometrically, the QFI corresponds to the Bures
metric in the Hilbert space [22]: large values of the QFI
correspond to large Bures distances between two quantum
states %γ and %γ+dγ obtained via an infinitesimal variation
of the parameter γ. We also remark that for single-parameter
estimation it is guaranteed that an optimal POVM saturating
the QCRB always exists [19].
III. THE DYNAMICS
To fix ideas, we shall consider a single noisy continuous
variable quantum degree of freedom subject to a positive
definite harmonic Hamiltonian and to momentum diffusion,
as would be the case for a trapped nanosphere undergoing
heating via photon scattering, background gas collisions and
blackbody radiation [23, 24]. In order to simplify our treat-
ment, we shall not include the typically smaller effects of po-
sition diffusion and friction [24], which could be accounted
for promptly within our formalism but would not add much
conceptual insight. The additional stochastic term acting on
the state vector according to the QMUPL model is equivalent
to a momentum diffusion Lindblad superoperator entering the
master equation for the quantum state %. The same is approxi-
mately true for the centre of mass of motion of mesoscopic ob-
jects in the CSL model, since the position fluctuations are ex-
pected to be much smaller than the model localization length
and one can perform a first order expansion of the superoper-
ator [9]. Hence, the overall dynamics we shall consider is the
following:
d%
dt
= L% = −i[Hˆ, %] + ΓD[xˆ]% , (3)
where [xˆ, pˆ] = i (~ = 1), Hˆ = ωm(xˆ2 + pˆ2)/2 and
D[Oˆ]% = O%O† − (O†O% + %O†O)/2. The momentum dif-
fusion rate is the sum of two contributions: Γ = Γenv + Γfun,
where Γenv is due to environmental effect, while Γfun is fun-
damental. Our aim is analysing the estimation of Γfun. Notice
that such a parameter is equivalent to the only fundamental
parameter of QMUPL and constrains the parameters of the
CSL models through the formula Γfun = α~λcsl/(mωmr2c )
[9], where m is the mass of the object, α is a factor that de-
pends on its geometry, and the parameters rc and λcsl charac-
terise the model (the value for the intrinsic length scale is typ-
ically chosen at rc ≈ 100 nm, while bounds on the collapse
rate are currently placed at λc = 10−8±2s−1 [25]). Since we
will consider only one mode, we will assume that after hav-
ing trapped the nanosphere and cooled its motion down by
sideband cooling, one will either turn off or detune the driv-
ing field in order to decouple the nanosphere motion and the
cavity field. Hence, we will focus on the evolution of the me-
chanical oscillator alone.
A. Time-continuous monitoring
As already argued, in principle one can always counter the
environmental decoherence by monitoring the environment.
Here, we suppose to monitor the nanosphere position through
the scattered light, obtaining a conditional dynamics described
by the following conditional master equation [26, 27]:
d% = L% dt+
√
ηΓenvH[xˆ]% dw , (4)
where η denotes the monitoring efficiency, H[O]% = O% +
%O† − Tr[%(O + O†)]% and dw represents a standard Wiener
increment. As the Hamiltonian Hˆ is quadratic in the position
and momentum operators, the evolution described by Eq. (4)
sends Gaussian states into Gaussian states, and thus we can
fully describe it by looking at the evolution of first and sec-
ond moments. Remarkably, due to a very specific property
of quantum and classical conditional Gaussian statistics, one
obtains [28, 29] that, while the evolution of the first moments
is, as expected, stochastic, i.e. depends on the results of the
measurement performed on the environment, the covariance
matrix evolves deterministically (the details of the Gaussian
dynamics are explicitly given in the Appendix A). Notice that
the efficiency parameter η ∈ [0, 1] will allow us to describe
realistic situations where the environmental degrees of free-
dom are only partially accessible (as would be the case for the
imperfect collection of light scattered by a nanosphere). In
principle there is no need to put an upper bound on η, and this
is particularly the case for levitating nanospheres, that have
been studied and proposed for the possibility of performing
precise measurement via the direct monitoring of the trapping
light scattered from the nanosphere itself [30]. On the other
hand, in several experimental implementations as [24], an ad-
ditional “environment”, completely under control and measur-
able, is added to the system, as a measurement device. This
will also cause an extra diffusion rate Γdev and in this case the
efficiency is upper bounded as η ≤ Γdev/(Γdev + Γenv). Note
3also that setting η = 0 obviously yields the original, unmoni-
tored dynamics. As we show in Appendix A, in this case the
dynamics does not admit a steady-state: this is due to the fact
that, according to the unconditional master equation (3), there
is no damping acting on the mechanical oscillator.
For finite monitoring efficiency, thanks to the deterministic
evolution of the second moments, one can prove that real-time
linear feedback (i.e. real-time displacement in phase space de-
pending on the measurement current) can be applied in order
to obtain a steady state with zero first moments and thus re-
move the stochasticity of the evolution [29]. We remark here
that this linear displacements will affect only the first mo-
ments evolution, while the evolution of the covariance ma-
trix will still correspond to the one obtained via the stochastic
master equation (4). This may not be the optimal strategy in
terms of the estimation of Γfun, but we will nonetheless con-
sider this regime in what follows and set the first moments
to zero, as it does allow for a deterministic steady state and
will let us illustrate the advantage granted by the monitoring
with a very compact, entirely analytical treatment. Also, in an
experiment, a stable steady state is certainly much more desir-
able than a stochastically fluctuating one, on which one would
have to perform an optimal discriminating measurement that
would also fluctuate stochastically. Now, if all the other dy-
namical parameters are known, the steady state solutions of
the equations for the covariance matrix reported in the Ap-
pendix A yield a family of Gaussian states with zero first mo-
ments parametrized by the different values of Γfun. To assess
the effectiveness of our strategy, in the following we will cal-
culate the quantum and classical Fisher information for the
parameter Γfun.
IV. FUNDAMENTAL DIFFUSION ESTIMATION
As detailed above, we want to assess the estimation of the
parameter Γfun, whose information is encoded in the Gaussian
steady state obtained through the monitoring described by Eq.
(4). In particular, we will focus only on the steady state co-
variance matrix solution σss of the Riccati equation (A2), as
we can assume that the first moments will be equal to zero.
It should be remarked here that the linear driving needed to
set the first moments to zero does depend on the parameter
Γfun we need to estimate. And so will the final optimal quan-
tum measurement to be performed on the steady state. How-
ever we can invoke, as customary in local quantum estimation
problems, a multi-step adaptive protocol in order to solve this
possible conundrum: one can apply the optimal protocol valid
for an initial rough guess of the parameter Γfun (say, in our
case, Γfun = 0), estimate the parameter through the measure-
ment just performed, and then refine the operation and opti-
mal measurement to be implemented given the latest estimate
of the parameter. It has been shown in several cases that, after
a few adaptive steps, one obtains an estimator giving the true
value of the parameter and saturating the Crame´r-Rao bound
[31, 32].
Under these assumptions (Gaussian steady state with zero
first moments), the QFI can be evaluated analytically from the
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FIG. 1. QFI Hss as a function of the monitoring efficiency η, for
ωm = 1, Γenv = ωm/10 and and for different values of the es-
timated fundamental diffusion Γfun. From top to bottom: Γfun =
{ωm/100, ωm/40, ωm/20}.
0.5 0.6 0.7 0.8 0.9 1.0
0.0
0.1
0.2
0.3
0.4
0.5

 f
un
/ env
> 95%
> 90%
> 85%
> 80%
> 75%
FIG. 2. Ratio between the classical FI for the POVM introduced
in the main text (optimal for perfect monitoring and no collapses),
and the QFI Hss as a function of the monitoring efficiency η and of
the ratio between fundamental decoherence Γfun and environmental
decoherence Γenv (the environmental decoherence is kept fixed to
Γenv = ωm/10).
steady-state covariance matrix σss, as described in [33, 34].
The general analytical formulae for the steady state covari-
ance matrix σss and the QFI Hss are reported in the Appendix
A. We start our analysis by discussing the general properties
of the QFI by looking at Fig. 1. Firstly, it is apparent from the
graph that the QFI increases monotonically with the detec-
4tion efficiency η, providing one with a quantitative confirma-
tion that countering the environmental decoherence through
continuous measurements would help in the estimation of the
collapse-induced diffusion. This proves also that our approach
is useful in those cases where an additional environment has to
be added as a measurement device [24], and as a consequence
η is bounded because of these limitations of the experimental
setup. Also, the QFI decreases monotonically with Γfun, im-
plying that, in principle, smaller values of the parameter can
be estimated more efficiently in terms of absolute error. Next,
it is instructive to consider the limiting case of perfect mon-
itoring efficiency (η = 1), where the QFI takes the compact
analytical form
Hss(η = 1) =
3 + 4ΓenvΓfun − ωm√ω2m+4Γenv(Γenv+Γfun)
8(Γenv + Γfun)(2Γenv + Γfun)
. (5)
One can easily check that in the limit of both perfect moni-
toring and zero fundamental decoherence (Γfun = 0), the QFI
diverges. This can be intuitively understood by looking at how
the steady state %ss changes in the Hilbert space by varying the
parameter of interest: as we have already remarked, for per-
fect monitoring and zero fundamental decoherence, the steady
state is pure; however, increasing the value of Γfun from zero
introduces a diffusion that cannot be neutralized by monitor-
ing the environment and, therefore, a mixed steady state (the
same reasoning applies to the case of fixed Γfun = 0 and mea-
surement efficiency η decreasing from the maximum value).
The abrupt change from pure to mixed states is responsible for
the diverging QFI, and also yields insight as to the identifica-
tion of the optimal quantum measurement saturating the quan-
tum Crame`r-Rao bound (QCRB), i.e. whose classical Fisher
information is equal to the QFI. In point of fact, this argument
singles out a dichotomic measurement corresponding to pro-
jecting either on the steady state itself |ψss〉 or on the rest of
the Hilbert space, in order to be sensitive to the change from
a pure to a mixed state. The corresponding POVM, described
by the operators Π0 = |ψss〉〈ψss| and Π1 = 1−Π0, is indeed
optimal, as it can be shown to achieve the quantum Crame´r-
Rao bound. This POVM can be realized by first applying the
symplectic operation that sends the vacuum state into the pure
steady state |ψss〉 (as one can observe from the analytical so-
lution for σss, this operation involves some squeezing, that
could be obtained by modulating the trap potential [35, 36]),
and then by performing a vacuum projection (which, in op-
tomechanics, could in principle be achieved by a mapping of
the mechanical state onto the light mode through red side-
band driving, followed by a measurement of the latter with
an avalanche photodiode, that distinguishes between zero and
any positive number of photons).
The limits of perfect continuous monitoring of the environ-
ment and zero fundamental decoherence are clearly idealiza-
tions. However, the continuity of the QFI assures us that very
high precision can be obtained in their neighbourhood, i.e. for
high but not perfect efficiency η . 1 and for the interesting
case of small CSL decoherence, when Γfun/Γenv  1. We
have in fact also investigated the performance of the POVM
just described also for different values of η and Γfun, where
we know it is no longer optimal. As apparent from Fig. 2, the
ratio between the classical FI and the QFI is still above 95%
for a reasonably large region of values of η and Γfun. This is
particularly relevant since the optimal measurement, as is of-
ten the case, depends on the parameter to be estimated; given
these results, one can indeed apply the optimal measurement
for the case of zero fundamental decoherence, and still achieve
a very high precision in the most interesting region of small,
but not zero, values of Γfun.
A. Signal-to-noise ratio and efficient estimation
More revealing than the quantum Fisher information itself is
the associated signal to noise ratio defined as the ratio between
the estimated value and its standard deviation, i.e.
S :=
Γfun√
Var(Γfun)
. (6)
A bound on the signal-to-noise ratio can be easily determined
from Eqs. (2) and (5) in the case of perfect monitoring, and
reads
Sη=1 ≤
√
M
Γfun
Γenv
√√√√√√3 + 4
Γenv
Γfun
−
√
1
1+4
Γ2env
ω2m
+4
ΓfunΓenv
ω2m
8
(
1 + ΓfunΓenv
)(
2 + ΓfunΓenv
) (7)
which, in the regime Γfun/Γenv  1, goes like√
MΓfun/(4Γenv) (let us remind the reader thatM is the num-
ber of estimation runs), and hence vanishes as Γfun vanishes.
As a further piece of analysis, one can consider the depen-
dence of the ultimate signal to noise ratio S(csl) on the me-
chanical frequency ωm in the CSL model, where ωm and the
oscillator mass m determine Γfun. For perfect efficiency, this
reads
S
(csl)
η=1 ≤
√
Mβ
√√√√3 + 4ωmΓenvβ − ωm√ω2m+4Γenv(Γenv+β/ωm)
8(β + Γenvωm)(β + 2Γenvωm)
,
(8)
with β = α~λcslmr2c . This is a decreasing function of ωm, con-
firming that oscillators at lower frequencies (which, however,
are more challenging to cool down to the quantum regime)
would prove advantageous in this context, as already indicated
in proposals such as [12], where an ion trap, rather than opti-
cal tweezers, was considered.
The most convincing evidence for the advantage granted by
the continuous monitoring comes from considering the num-
ber of measurements needed to achieve a signal to noise ratio
of one as a function of the monitoring efficiency η. We consid-
ered the plausible scenario of continuous spontaneous local-
ization with λcsl = 10−8±2, for a hypothetical nanosphere of
radius r = rc = 100nm, mechanical frequency ωm/(2pi) =
135 kHz and subject environmental diffusion Γenv/(2pi) = 11
kHz, and we report the results in Fig. 3. It can be seen that,
for example fixing λcsl = 10−8, the number of runs goes from
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FIG. 3. Measurements needed to get a signal-to-noise ratio larger
than one as function of η and for different values of λcsl (other param-
eters are set considering a nanosphere of radius r = rc = 100nm,
with mechanical frequency ωm/(2pi) = 135 kHz and with environ-
mental diffusion Γenv/(2pi) = 11 kHz) .
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FIG. 4. Ratio between the QFI Ht obtained for the state at time t
and the steady state QFI Hss as a function of the evolution time t, for
ωm/(2pi) = 135 kHz, Γenv/(2pi) = 11 kHz and Γfun = 10−5ωm,
and for an initial thermal state with nth = 100 average phonons.
Inset: QFI Ht, in logarithmic scale, as a function of time (same pa-
rameters values and initial state of the main plot).
around one million for the unmonitored case to around 3×103
for perfect monitoring. Hence, one concludes that environ-
mental monitoring would help in designing experiments able
to improve the existing bounds on Γfun.
B. Finite time analysis
All the results reported above have been derived consider-
ing the mechanical oscillator steady state. In order to validate
such an analysis, we investigate the transient dynamics of the
QFI and in particular its ratio with the QFI obtained at steady
state. The results are plotted for experimentally reasonable
values of the parameters in Fig. 4. We focus in particular on
small values of the fundamental decoherence parameter Γfun,
but we have numerical evidence that similar results are ob-
tained for larger values. As can be seen from the graph, the
ratio goes indeed to one in a relatively small time (with our
parameters, around 30µs for efficiency η = 0.5 and around
50µs for perfect measurement, η = 1), i.e. the steady-state
precision on the estimation of the parameter Γfun can be safely
obtained at finite time. It should be also noticed from the in-
set, that even at finite time, the QFI for perfect efficiency is
always larger than the one corresponding to finite efficiency
(η = 0.5 in our plot).
V. DISCUSSION
It should be noted that our estimation analysis assumed per-
fect knowledge of all the dynamical parameters other than our
target Γfun. This may be particularly delicate, especially in
regard to the environmental diffusion Γenv, which would have
to be inferred from other parameters through theoretical con-
siderations [37]. Quantum estimation theory could however
be adapated to allow for uncertainties in dynamical parame-
ters other than the estimated one (see e.g. [38, 39]). In the
optomechanical paradigm, one could also take into account
the coupled light field: the extension of the present study to
the full, two-mode optomechanical system, and the identifi-
cation of associated optimal global detection strategies, will
be an interesting development of this line of inquiry. More-
over one can also investigate how to exploit the information
obtained through the time-continuous monitoring in order to
improve the estimation of the parameters of interest, as, for
example described in [40], where the time-continuous estima-
tion of a classical stochastic process coupled to a dynamical
system is studied in detail. Regardless of such issues, which
are common to all investigations into fundamental decoher-
ence, it is crucial to remark that the schemes we described
have the power to falsify wave function collapse theories, in
the sense that they can rule out regions in the noise param-
eters space by setting upper bounds to the diffusion rates,
which hold even in the presence of unknown additional noise.
In this regard, our study unambiguously highlights the sub-
stantial advantage that monitoring environmental decoherence
would grant. Notice also that the practical feasibility of such
monitoring is certainly within current experimental capabili-
ties, since it has already been demonstrated to other aims in
several set-ups where our formalism applies [41, 42]. Our
suggestion is hence timely and has potential for immediate
practical impact in the effort to falsify collapse theories. In
our scheme monitoring would be, in a sense, an active way
of “putting aside the impediments of matter” that hinder the
detection of fundamental effects, much in the same fashion as
friction was standing in the way of Galileo’s analysis of free
fall motion [43].
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Appendix A: Analytical solution of the Gaussian dynamics
Here we will provide the formulas describing the time-
evolution of the mechanical oscillator under time-continuous
monitoring as prescribed by the stochastic master equation
(4). As we mentioned above, the whole dynamics pre-
serve the Gaussian character of the quantum state and thus
can be fully described in terms of the first moments vec-
tor 〈rˆ〉 and of the covariance matrix σ of the quantum
state %, defined in components as 〈rˆj〉 = Tr [rˆj%] and
σjk = Tr [{rˆj − 〈rˆj〉, rˆk − 〈rˆk〉}%] for the operator vector
rˆ = (xˆ, pˆ)T. In formulae one obtains [28, 29]:
d〈rˆ〉 = A〈rˆ〉dt− σBdw , (A1)
dσ
dt
= Aσ + σAT +Q− σBBTσ , (A2)
where dw is a vector of Wiener increments such that
{dw, dwT} = 1dt and the matrices read
A =
(
0 ωm
−ωm 0
)
, (A3)
Q =
(
0 0
0 2(Γenv + Γfun)
)
, (A4)
B =
(
0
√
2ηΓenv
0 0
)
. (A5)
The existence of a steady-state for a continuously monitored
quantum systems has been discussed in [29]. It is shown that
Eq. (A2) has a stabilizing solution if and only if the pair of
matrices (B,A) is detectable, i.e.
Bxλ 6= 0 ∀ xλ : Axλ = λxλ with Re[λ] ≥ 0 , (A6)
that is whenever information on the degrees of freedom that
are not strictly stable under the drift matrix A, is obtained in
the measurement output B〈rˆ〉. We find that, in our system,
this condition is met for every non-zero efficiency 0 < η ≤ 1.
It is on the other hand known that, for no monitoring (η = 0),
the system is not stable as no damping terms are present in the
drift matrix A.
The steady state covariance matrix can be derived analytically
as
σss =

√
ωm(Υ−ωm)√
2ηΓenv
Υ−ωm
2ηΓenv
Υ−ωm
2ηΓenv
Υ
√
(Υ−ωm)√
2ωmηΓenv
 , (A7)
where
Υ =
√
ω2m + 4ηΓenv(Γenv + Γfun) . (A8)
As a further proof that this covariance matrix can be ob-
tained at steady-state via continuous measurements and
feedback, one can easily check that, for 0 < η ≤ 1, it
satisfies the necessary and sufficient condition derived in
[29]: Aσss + σss +Q ≥ 0.
Notice that, typically, the steady state above is a squeezed
state, in the sense that its smallest eigenvalue will be smaller
than one. Obtaining the decomposition, in terms of diagonal
single-mode squeezers and orthogonal phase shifters, of the
symplectic operation that relates the vacuum state to this
steady state is a straightforward task, that just requires one to
diagonalise the matrix σss.
The corresponding QFI for the estimation of the parameter
Γfun can be easily evaluated by using the formula [34]
Hss =
1
2
Tr[(σ−1ss σ
′
ss)
2]
1 + µ2ss
+ 2
(µ′ss)
2
1− µ4ss
, (A9)
where µss = Tr[%2ss] = 1/
√
det[σss] represents the purity of
the state, and primed quantities corresponds to derivative with
respect to the parameter Γfun. By applying it to the steady-
state covariance matrix in Eq. (A7), one obtains
Hss =
Γenv [(1− η)ωm − (3 + η)Υ] + Γfun (ωm − 3Υ)
8Υ(Γenv + Γfun) [η2Γ2env − (Γenv + Γfun)2]
.
(A10)
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