This study puts emphasis on reducing the temperature error of dissipative particle dynamics (DPD) fluid by directly applying a minimal-stage third-order partitioned Runge-Kutta (PRK3) method to the time integration, which does not include any of additional governing equations and change in the DPD thermostat formulation. The error is estimated based on the average values of both kinetic and configurational temperatures. The result shows that the errors in both temperatures errors are greatly reduced by using the PRK3 scheme as comparing them to those of previous studies. Additionally, the comparison among three different PRK3 schemes demonstrates our recent findings that the symplecticity conservation of the system is important to reduce the temperature error of DPD fluid especially for large time increments. The computational efficiencies are also estimated for the PRK3 scheme as well as the existing ones. It was found from the estimation that the simulation using the PRK3 scheme is more than twice as efficient as those using the existing ones. Finally, the roles of both kinetic and configurational temperatures as error indicators are discussed by comparing them to the velocity autocorrelation function and the radial distribution function. It was found that the errors of these temperatures involve different characteristics, and thus both temperatures should be taken into account to comprehensively evaluate the numerical error of DPD.
Introduction
The importance of mesoscopic fluid simulations has been increasing to further investigate complex phenomena at this scale with minimal computational load. At this scale (approximately ranging between 10 nm and 10 µm), both hydrodynamics and thermal fluctuations are important, and thus a mesoscopic simulation method should be able to take into account these properties. Dissipative particle dynamics (DPD), which is a particle-based method first developed by Hoogerbrugge and Koleman [1] , owns these properties and has been used for various simulations of mesoscopic complex fluid systems, such as colloidal suspensions [2, 3] , biological systems [4, 5] , and polymer solutions [6, 7] .
The reduction of the computational error of DPD is substantially important to further extend its applications, where the error is generally scaled based on the temperature of a DPD fluid system. There are three types of inter-particle forces in DPD, which are conservative, dissipative, and stochastic forces. The conservative force is derived from a potential energy function which is proportional only to inter-particle distance while the dissipative and stochastic forces play a role as a pairwise thermostat, where the dissipative force is in proportion to both inter-particle distance and relative velocity and the stochastic force involves a random noise term. A number of recent researches have mainly focused on correctly handling the dissipative force to reduce the error by modifying time integration scheme such as the modified velocity-Verlet (M-Verlet) scheme [8] , the scheme using the splitting technique [9] (Shardlow scheme), and others [10] [11] [12] [13] , as well as by developing new thermostating force models from system kinetic energy, i.e., only particle momenta are taken into account. Recent studies [26, 27] , on the other hand, estimated the system temperature with a different fashion using only particles' configurational information and found that error in this temperature is larger than the kinetic one. This temperature is usually called the configurational temperature [23] which has become another indicator to scale the DPD error, which is sometimes referred to as more important value than the kinetic temperature. Although most of current studies [13, 15, 16] estimate the errors in both temperatures, the roles of kinetic and configurational temperatures as error indicators are still unclear. This is one of the motivations for the present study to investigate what is reflected through estimating the kinetic and configurational temperature errors in detail.
This paper is organized as follows. The numerical methods and time integration schemes are described in detail in the next section. In Section 3, the comparisons of the results between the PRK3 schemes and the existing schemes, including the M-Verlet [8] , Shardlow [9] , and M-Shardlow schemes [13] are firstly made via both kinetic and configurational temperatures. Secondly, the radial distribution function and velocity autocorrelation function are calculated to evaluate the reductions in these errors by using the PRK3 schemes. The roles of kinetic and configurational temperatures as error indicators are also investigated by comparing the relative errors of those quantities and the temperatures. In addition, the computational efficiency of the PRK3 scheme is compared to those of the existing schemes. Finally, in Section 4, the results obtained in this study are summarized.
Methodology

Governing Equations
In the DPD method, each DPD particle is considered to represent a cluster of actual molecules of the flow field and it moves in Lagrangian fashion. Each particle interacts with surrounding particles through the conservative, dissipative, and stochastic forces within a certain cutoff radius, r c . For readers' convenience, the DPD equations of motion [28] for ith particle are expressed as follows based on our previous paper [13] :
where F C i , F D i , and F R i are the conservative, dissipative, and stochastic forces, respectively. The following soft potential function was originally adopted for the DPD simulation [28] .
In the above equation, the parameter a ij is the maximum repulsion between the particles. This potential results in the following form of conservative force.
Also, the dissipative and stochastic forces are described by:
In Equations (3)-(5), the vector r ij points i to j such that r ij = q i − q j and v ij = v i − v j . The vecotr e ij is the unit vector pointing in the direction from i to j, i.e., e ij = r ij /|r ij |. Parameters γ ij and σ ij are the strength of dissipative and stochastic forces, respectively. ζ ij is a random number with zero mean and unit variance (Gausisian white noise), and ζ ij = ζ ji is satisfied to conserve the momentum of the interacting pair of particles. ω D (r ij ) and ω R (r ij ) are the weight functions for the dissipative and stochastic forces, respectively. A general form of ω D (r ij ) is given by [29] :
where n e is the exponent that can control the viscosity of the DPD fluid. In this study, the standard value, n e = 2, is used [28] . Also, the following conditions have to be satisfied which are the fluctuation-dissipation relation for DPD.
where k B and T are the Boltzmann constant and target equilibrium temperature, respectively.
Time Integration Algorithms
The discretized time evolution of the DPD system from t n to t n+1 = t n + ∆t (∆t: time increment) can be described as follows:
where the superscripts n and n + 1 denote time steps correspondent with t n and t n+1 , respectively. D H and D L p in Equation (8) are the operators described by the following equations defined by Español and Warren [28] .
D H described by Equation (9) is the standard Liouville operator (conservative part) widely known for Hamiltonian systems, and D L p described by Equation (10) is equivalent to the dissipative and stochastic forces (non-conservative part). In the above equation, the term, exp ∆t D H + D L p , is "phase space propagator" (PSP). There are several DPD time integration schemes by splitting this PSP with the Baker-Campbell-Hausdorff (BCH) formulation [9, 13, 15, 16] . In this study, the simulations are performed by using partitioned Runge-Kutta (PRK) schemes and the results are compared with those by employing the modified Verlet (M-Verlet) [8] , Shardlow [9] , and M-Shardlow [13] schemes. The description of the PRK schemes is in the following subsection in detail while those of the other schemes are summarized in Appendix A.
Partitioned Runge-Kutta Scheme
Partitioned Runge-Kutta (PRK) scheme is a type of symplectic time integration schemes. In contrast to ordinary Runge-Kutta schemes, the PRK scheme can preserve the canonical character of Hamiltonian systems. In this study, a form of the third-order accurate PRK (PRK3) scheme developed by Ruth [24] is employed because minimal number of stages are required to obtain the third order accuracy. The algorithm of the PRK3 schemes for integration time increment ∆t is expressed as follows:
where F denotes the summation of conservative, dissipative, and stochastic forces, i.e., 3 are coefficients which satisfy the following five conditions:
Three different solutions are known for the system Equations (12)-(16) found by Ruth [24] and Iwatsu [25] , which we call PRK3 (Ruth), PRK3 (Iwatsu A), and PRK3 (Iwatsu B) schemes in this sutudy. The coefficients for PRK3 (Ruth), PRK3 (Iwatsu A), and PRK3 (Iwatsu B) schemes are listed in Table 1 . 
Results and Discussion
Simulation Details
A set of simulations were implemented to compare the temperature errors estimated by using the PRK3 scheme to that by using the existing ones (M-Verlet, Shardlow, and M-Shardlow schemes), where an in-house computational code package were developed with Python and Fortran to perform these simulations. The system considered in this study is a cubic box having a length of L = 10 with the periodic boundaries for all the directions, where N tot = 4000 of DPD particles was randomly distributed initially in the computational domain such that the number density becomes ρ DPD = 4. As mentioned in the introduction section, the present study is motivated to reduce the temperature error by modifying time integration scheme and to evaluate the efficiency of the PRK3 scheme by comparing it with the existing schemes. Therefore, the choice of the simulation parameters considered in the present study is followed by our previous study [13] as well as the recent relevant studies [12, 15, 16] , i.e., m i = 1, r c = 1, a ij = 18.75, γ ij = 4.5, k B T = 1, and n e = 2, and there is no external force applied to induce flow. This set of parameters gives a Schmidt number (Sc) approximately corresponding to those of gases such as air and oxygen. This is calculated to be 0.680 as a reference by using the equation, Sc = 0.5 + (2πγ ij ρr c ) 2 /70875k B T, introduced by Groot and Warren [8] , while a recent study by Li et al. [30] shows that the Sc value can be widely controlled up to about a thousand by only changing the n e (see Equation (6)) and k B T values. Also, the set of random numbers ζ ij does not change within a time step in accordance with the characteristics of the Wiener process for all the time integration schemes. The simulations were implemented for the time increments, ∆t ranging between 0.005 and 0.1, which includes those used in a number of DPD studies [5, [31] [32] [33] [34] . Also, each of them were performed at least 1000 DPD time (t).
As shown in the previous studies [9, 11, 12, 15, 16, 30] , the kinetic and configurational temperatures have been recently used to measure the temperature error. In this study, both temperatures are calculated to evaluate how the errors of these temperatures are connected to the reliabilities of physical properties. The kinetic and configurational temperatures is calculated using the following equations [23] .
In Equation (17), d = 3 is used in this study. The temperature errors can be estimated as follows:
where the subscript, l, expresses either K or C, and k B T l is the averaged temperature. Figure 1a ,b show the change in the error of averaged kinetic and configurational temperatures for different time integration schemes, respectively. First, as can be seen in Figure 1a , the error almost monotonically increases with increasing time increment regardless of time integration scheme. Comparing the results for different integration schemes, the errors of the PRK3 (Ruth) scheme and the M-Shardlow scheme are better than those of existing schemes for almost the entire ∆t range while the errors tend to coincide to each other as ∆t decreases. Next, as shown in Figure 1b , the configurational temperature errors for all the time integration schemes monotonically increase as well as the kinetic temperature errors. Also, unlike the results of the kinetic temperature error, the configurational temperature errors of the PRK3 (Ruth) scheme are better than the results of the M-Shardlow schemes. This indicates that the PRK3 (Ruth) scheme is more efficient than the M-Sharldow scheme because the number of force evaluations for the PRK3 (Ruth) scheme is smaller than that for the M-Shardlow, which will be discussed in a later section. The numerical study by Iwatsu [25] shows that the PRK3 (Iwatsu A) scheme is slightly more numerically reliable and less dispersive than the PRK3 (Ruth) scheme while the PRK3 (Iwatsu B) scheme is the worst in both of them among the three PRK3 schemes. The results shown in Figure 2 is almost in accordance with this outcome especially for ∆t > 0.02 though the time integrations of the non-conservative part for these PRK3 schemes differently influence on the temperature error as well as the conservative part. This indicates that the effect of the conservative part on the computational error is greater than that of the non-conservative part, which leads to the same conclusion in our previous study that the effect of conservative force dominates computational error larger than those of the other forces especially for large time increments [13] . This effect exists in any simulation conditions. Therefore, it is expected that the temperature error can be reduced by using the PRK3 schemes in different simulation conditions where, for example, flows are involved and/or the DPD fluids have water-like characteristics, i.e., higher Schmidt numbers.
Temperature Errors on Different Time Integration Schemes
Errors in Configurational and Dynamic Properties
The computational errors of different time integration schemes in terms of configurational and dynamics properties are also investigated, where radial distribution function, g(r), and velocity autocorrelation function (VACF), C v , are selected as the representative configurational and dynamic quantities as were chosen in the previous studies [9, 13, 16] . The g(r) value can be regarded as the normalized local number density at the distance, r (r: interparticle distance), which can be described in the discrete form as follows:
where ∆n is the time-averaged number of DPD particles existing in the volume of 4πr 2 ∆r. In order to evaluate the g(r) deviation quantitatively, the system potential energy is calculated using the following equation:
Based on the above equation, the error in this value for each time integration scheme can be estimated as follows:
where U 0 is the the potential energy for ∆t = 0.005. Figure 4 shows the U value as a function of ∆t for different time integration schemes. It can be observed in this figure that the error is not so influenced by the time increment for ∆t < 0.01 for all the results. Whereas, for the larger time increments, the error becomes larger as the ∆t increases on the results of the M-Verlet, Shardlow, and PRK3 (Iwatsu B) schemes. The results of the M-Shardlow, PRK3 (Ruth), and PRK3 (Iwatsu A) schemes, on the other hand, stay at very low values for the entire time increment range. Looking into the results for ∆t = 0.1, the errors in potential energy are ranked in the same order of those in configurational temperature (see Figures 1b and 2b) . Therefore, it can be verified by this result that the configurational temperature is an indicator having the dimension of temperature to scale how configurational quantities are numerically valid. VACF, C v , is the measure of self-diffusion coefficient and is expressed as follows:
where τ is the delay time. The self-diffusion coefficient can be calculated by integrating this value with respect to time, that is;
The discretized form of the above equation can be written as follows if the trapezoidal formula is used:
Therefore, similar to the error in the potential energy, the error in this value can be expressed as
where D 0 is the value for ∆t = 0.005. In this study, the ∆s value is fixed to the maximum value, i.e., ∆s = 0.1, in order to eliminate this effect on the D value estimated by the simulations with different time increments. The C v distributions as a function of the delay time, τ, on different time integration schemes for ∆t = 0.005 and 0.1 are shown in Figure 5a ,b, respectively. As shown in Figure 5a , all the VACF distributions are almost identical for ∆t = 0.005 while the result by using the PRK3 (Iwatsu B) already deviates from those by the other results. Also, it can be seen that the C v value almost converges to zero at τ = 2. Figure 5b shows, on the other hand, that the C v distributions for ∆t = 0.1 are larger than those for ∆t = 0.005, which seems to be due to the kinetic temperature error increasing as ∆t becomes larger. The error in VACF is quantitatively evaluated using Equation (26) and Figure 6 shows the D value as a function of ∆t, where the integration was taken up to τ = 2. As can be seen in this figure, the D value increases as ∆t increases. Also, it can be seen in the results for ∆t = 0.1 that the order of the error in kinetic temperature is almost reflected to that in the D value. A notable difference between U and D is that the M-Shardlow scheme provides the smallest value in D while the PRK3 (Iwatsu A) does in U . This seems to be because the non-conservative part is modified in the M-Shardlow scheme [13] which reduces the error in the kinetic quantities larger than the other schemes. Therefore, it can be regarded that the error in kinetic temperature is an indicator to measure how kinetic quantities are accurate. Recent studies tend to put the emphasis on the configurational temperature for evaluating the DPD error. This seems to be due to their results showing that the discrepancy of this temperature from the target temperature much larger than that of the kinetic temperature. However, this large discrepancy seems to be mainly caused by insufficient resolution in time for the conservative part of the PSP [13] as can be seen in the results of the present study. In addition, as shown in the above discussion, the errors in kinetic and configurational temperatures involve different characteristics. Therefore, both temperatures should be comprehensively used to estimate the computational error of DPD.
Computational Efficiency
Finally, the computational efficiency of the PRK3 schemes is discussed by using the "scaled-efficiency" (SE) as was used in our previous study in this subsection, where SE = ∆t C /∆t CPU in which ∆t C and ∆t CPU are the critical time increment and averaged CPU time per integration step, respectively [16] . The CPU used in the present study is Intel Xeon E-5 2690 (2.6 GHz) and ten nodes are used to perform a single simulation.
In this study, the threshold errors of ∆t C are set to be 1% and 10% in configurational temperature and this effect on the SE value is investigated. Table 2 shows the results for the M-Verlet, M-Shardlow, and PRK3 (Ruth) schemes. SE 0 in Table 2 is the SE value normalized by that for the M-Verlet scheme (SE MV ) where ∆t C and ∆t CPU are 0.05 and 0.0496 sec, respectively, i.e., SE 0 = SE/SE MV . It is observed first in this table that the ∆t C value of 10%TH is five times larger than that of 1%TH for the M-Verlet and M-Shardlow scheme, while the ratio for the PRK3 (Ruth) scheme is much smaller. This is because the computational error and its rate of increase for the configurational temperature on the PRK3 (Ruth) scheme is the smallest (see Figure 2b ). When looking into the normalized SE value, for the results in which the threshold error is set as 10%, the M-Verlet scheme is still the best. However, for the results when 1% is set as the threshold error, it was found that the PRK3 (Ruth) scheme takes the place of the M-Verlet scheme. When comparing the number of force calculations between the M-Verlet and the PRK3 (Ruth) schemes, the former and latter schemes need once and three times, respectively, which results in the SE value for the PRK3 (Ruth) scheme becoming about 2. However, as described in the previous section, the set of random numbers ζ ij does not change within a time step. Therefore, in the second and third force calculations, the generation and memorization of ζ ij are not required, which is the reason why the SE value cannot be simply estimated by the CPU time for one force calculation. The M-Shardlow scheme, on the other hand, is found to be the worst because of a large number of force calculations. Although there is no study setting the threshold error 1% to evaluate the computational efficiency of either time integration schemes or thermostats, as comparing this result with the recent studies [12, 15, 16] , none of these studies attained less than 1% in the configurational temperature error with ∆t = 0.05. This series of results indicates that the value of threshold greatly affects the SE value. In order to discuss about reasonable threshold, the scaling of the DPD normalized temperature is considered as follows. The unity of the temperature in the DPD simulations is usually equalized to room temperature, i.e., 300 • Kelvin. These studies often take into account the dynamics of matters, such as aqueous solutions and biological fluids, at this temperature. These dynamical properties, such as diffusion coefficient and viscosity, are greatly influenced by temperature, and thus the 30 • K deviation might not be desirable in this sense. Therefore, in order to obtain more accurate simulation data and compare it with the experiment, we believe that the SE value based on the threshold error of 1% should provide the information including both computational cost and stiffness of the simulation data.
Conclusions
In this study, a third-order symplectic partitioned Runge-Kutta (PRK3) time integration scheme was applied for dissipative particle dynamics and the results by performing a set of simulations using this integration scheme as well as the existing schemes lead to the following conclusions.
1. The comparison of the temperature errors among three PRK3 schemes showed that the PRK3 (Ruth) scheme can be superior to the existing schemes in both kinetic and configurational temperatures. Whereas the PRK3 (Iwatsu A) scheme has a disadvantage in the kinetic temperature error. Both temperature errors obtained by using the PRK3 (Iwatsu B) scheme were inferior to those by the existing scheme. This series of results are almost ranked in the same order of computational error and degree of dispersibility shown in the previous study though the time integrations of the non-conservative part for these PRK3 schemes differently influence on the error as well as the conservative part. This strongly supports the findings in our previous study that the conservative part of the PSP is significantly influences the time integration in the DPD simulations. 2. The radial distribution function and velocity autocorrelation function were estimated for the simulations by using the existing and PRK3 schemes to compare the errors in configurational and kinetic quantities. It was found from this comparison that the PRK3 (Ruth) scheme can be regarded as one of the best scheme among the available schemes. 3. Comparison of kinetic/configurational quantities and temperatures showed that the kinetic and configurational temperatures involve errors from different characteristics. Thus, both temperatures are important to scale the computational error in DPD. 4. The computational efficiency was finally estimated. The results showed that the PRK3 (Ruth) scheme is more efficient than the existing schemes, and substantially low error can be kept in a wide time increment range.
