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The theory of scattering is studied for the nonlinear wave equation
iu+|u|r−1 u=0 in space dimensions n=3, 4. We give a new proof of the asymp-
totic completeness in the finite energy and conformal charge space for n=r=3.
Our method is strong enough to deal with the subconformal power
r < 1+4/(n−1). Thus we extend earlier results due to Baez–Segal–Zhou, Ginibre–
Velo and Strauss for this equation. © 2001 Elsevier Science
1. INTRODUCTION
This paper is concerned with the theory of scattering for the nonlinear
wave equation
iu+l |u|r−1 u=0, t ¥ R, x ¥ Rn, (1.1)
where i=“2t −g, u: Rn+1Q C and r > 1. The Eq. (1.1) has the approxi-
mate conformal invariance (exact invariance only for r=1+4/(n−1)).
For 1 < r < (n+2)/(n−2)( <. if n=1, 2) and l > 0, the time global well-
posedness in the finite energy and conformal charge space S :=X×Y
defined below is established by Ginibre–Velo under the additional condition
F
R
n
|x|2 |u(0, x)|r+1 dx <., (1.2)
and the conformal conservation is derived (see Proposition 2.3 in [8]).
Here the spaces X and Y are defined as
X :=H12(R
n) 5 {f: |x|hf ¥ L2(Rn)}, (1.3)
Y :=L2(Rn) 5 {g: |x| g ¥ L2(Rn)} (1.4)
and the S-norm is defined as
||(f, g)||2S=||f||
2
X+||g||
2
Y
=||f||2L2+||OxP Nf||
2
L2+||OxP g||
2
L2 (OxP :=`1+|x|2). (1.5)
The space S is called the finite energy and conformal charge space because
it is the largest space where the kinetic parts of the energy and of the
conformal charge can be defined. Moreover, if in addition n \ 2 and
r \ 1+4/n, then it is easily verified that the condition (1.2) is satisfied for
any u(0) ¥X and thus the potential part of the conformal charge always
makes sense (see Theorem 2.2 below). The energy and conformal conser-
vation laws therefore suggest that it is natural and interesting to consider
the scattering problem in the space S when 4/n [ r−1 < 4/(n−2). In this
paper we first study the existence of the wave operators and show that, if
l > 0 and 2+1/2 < r [ 3 for n=3, 2 < r < 2+1/2 for n=4, then the
wave operators are defined as one-to-one and continuous mappings from S
into S. As a by-product, the theory of scattering is established in a neigh-
borhood of zero of S without the sign condition on l. As far as the case of
l < 0 is concerned, the lower bound for r is shown to be optimal in the
sense clarified in Section 9.
Let rg(n) be the larger root of the equation (n−1) r2−(n+2) r−1=0.
For l ¥ R and rg(n) < r [ 1+4/(n−1)(n \ 2), it was shown by Strauss
[30] that the scattering operator exists as a mapping from a neighborhood
of zero in (H˙12 5 H˙11+1/r)×(L2 5 L1+1/r) into H˙12×L2. We shall prove in
the second half of this paper that, if l > 0 and rg(3) < r [ 3 for n=3,
rg(4) < r < 2+1/2 for n=4, then the wave operators are surjections of S
onto itself and the scattering operator is defined as a homeomorphism of S
onto itself. The problem of the existence of scattering operator defined on
the whole of S has been settled by Ginibre–Velo [8] (see also [6] on p. 88)
in the superconformal case l > 0, 4/(n−1) < r−1 < 4/(n−2) (<. if
n=2) and by Baez–Segal–Zhou [3] in the conformal case l > 0, n=r=3
(=1+4/(n−1)). Hence we shall give a different proof of the result of [3]
where the method of the conformal compactification has been used.
Moreover we shall also extend the result of [8] to the conformal and partly
subconformal cases for n=3, 4.
For higher space dimensions n \ 5, it is still an open problem whether
the scattering operator is defined on the whole of S for l > 0, rg(n) <
r [ 1+4/(n−1).
In order to show the existence of the wave operators we solve the
integral Eq. (2.1) by making effective use of conformal estimates (Lemma
3.2), generalized Strichartz inequalities (Lemma 3.8) and generalized
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Li–Zhou inequalities (Lemmas 3.6–3.7). In particular, the new ingredient in
our proof is the inequality (3.19), which is essentially the dual version of
(3.6) and generalizes the original Li–Zhou inequality in [23]. The original
Li–Zhou inequality corresponds to p=q=2 in (3.19) and it has been suc-
cessfully employed to improve the earlier result of Hörmander for the life-
span of small amplitude smooth solutions to quadratic, fully nonlinear
wave equations in four space dimensions. The author has recently extended
the original Li–Zhou inequality to the case p=q but p ] 2 in (3.19) and
has used the extended version to develop the study of the long-time
behavior of small solutions to (1.1) from the point of view of the existence
of asymptotically free solutions and asymptotically self-similar solutions
[16]. The inequality (3.19) plays a central role in the combination of
advantages of the vector fields method and those of the Strichartz estimate.
To complete the theory of nonlinear scattering, we next need to show
that all the solutions to (1.1) with data in S at t=0 have the asymptotic
states in S. At this step we shall require the uniform boundedness in time
of the kinetic part of the conformal charge and the space-time global
integrability of solutions. Employing an earlier idea in Pecher [26] and
adapting a technique in Hayashi–Tsutsumi [13] to the nonlinear wave
equation, Ginibre–Velo have devised a method from which the properties
follow under the additional assumption r > rg(n) (n=3, 4) [9] . With the
help of this result, the wave operators are proved to be the surjections of S
onto itself.
We conclude this section by explaining the notation used throughout this
paper. Following Klainerman [20]–[21], we introduce several partial
differential operators as follows: “0=“/“t, “j=“/“xj Lj=t“j+xj “t
(j=1, ..., n), Wkl=xk “l−xl “k (1[ k < l[ n), L0=t “t+x1 “1+·· ·+xn “n.
These operators “0, ..., “n, L1, ..., Ln, W12, ..., W1n, W23, ..., Wn−1n and L0 are
denoted by C0, ..., Cn in this order, where n=(n2+3n+2)/2. For a multi-
index a=(a0, ..., an) we denote C
a0
0 · · ·C
an
n by C
a. Moreover we shall need
the operator w=`−g .
It is also necessary to define the norm for 1 [ p, q <.
||v( · )||p, q :=||v(rz) r (n−1)/p||Lp(R+; Lq(Sn−1))
= 1 F.
0
1 F
Sn−1
|v(rz)|q dSz 2p/q rn−1 dr21/p, (1.6)
where r=|x|, z ¥ Sn−1. If p=q, it is obvious that this norm coincides with
the usual Lp norm. We also define
||v( · )||p,.=1F.
0
1 sup
z ¥ Sn−1
|v(rz)|2p rn−1 dr21/p for 1 [ p <.,
||v( · )||., q=sup
r > 0
1 F
Sn−1
|v(rz)|q dSz 21/q for 1 [ q <..
(1.7)
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These types of norms are effectively utilized for the existence theory of
solutions to fully nonlinear wave equations in [22], [23] and for the
theory of the existence, scattering and self-similar solutions for semi-linear
wave equations in [15], [16], [31]. Let N be a non-negative integer and Y
be a characteristic function of a set of Rn+1. We define the norms
||u(t, · )||C, N, p, q, Y := C
|a| [N
||Y(t, · ) Cau(t, · )||p, q . (1.8)
When Y — 1 in (1.8), we omit the sub-index Y. When p=q, we omit q.
When N=0, we omit the sub-indices C and N. In sum, the notation of the
norm in (1.8) is abbreviated to
||u(t, · )||C, N, p, q, Y=˛ ||u(t, · )||C, N, p, q, if Y — 1,||u(t, · )||C, N, p, Y, if p=q,
||u(t, · )||p, q, Y, if N=0.
(1.9)
In consistency with this rule, we denote the usual Lp norm by ||u(t, · )||p.
For s ¥ R and 1 [ p [. we define the function space
H sp=H
s
p(R
n)={f ¥SŒ(Rn) :F−1[(1+|t|2) s/2 fˆ] ¥ Lp(Rn)} (1.10)
equipped with the norm ||f||Hsp :=||F
−1[(1+|t|2) s/2 fˆ]||Lp. Actually the
spaces H sp with only 1 < p <. will appear in what follows. By SŒ we
denote the set of all the tempered distributions on Rn, by fˆ or F[f] the
Fourier transform of f and by F−1 the inverse Fourier transform, respec-
tively. This norm ||f||Hsp should not be confused with the norm ||v||p, q
defined in (1.6). For a non-integer s > 0, 1 [ p <. and an open set W … Rn
we denote by W sp(W) the space of all the locally integrable functions f on
W such that
||f||Wsp(W) :=
1 C
|a| [ [s]
||“af||pLp(W)+ C
|a|=[s]
FF
W×W
|“af(x)−“af(y)|p
|x−y|n+sp
dx dy21/p
< .. (1.11)
Here “a=“a11 · · ·“ann , and by [s] we mean the largest integer not greater
than s and we put s :=s−[s]. Our definition of the fractional order space
W sp(W) is different from that given by Definition 7.36 in [1] on p. 205. But,
for suitably nice domains W, W sp(W) defined above coincides with the frac-
tional order space given in [1] on p. 205 (see Theorem 7.48 in [1]). For an
integer s \ 0 and 1 [ p [. we define W sp(W) as the usual Sobolev space of
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functions whose distributional derivatives up to order s belong to Lp(W). If
W=Rn, we usually denote the norms ||f||Lp(Rn) and ||f||Wsp(Rn) as ||f||Lp and
||f||Wsp , respectively. If 1 < p <. and d > 0, then we have for every s \ 0
H s+dp (R
n)+W sp(R
n)+H s−dp (R
n) (1.12)
by Theorem 7.63 (g) in [1]. If p=2, then it is well-known that H s2(R
n)=
W s2(R
n) for s \ 0.
We shall work with the homogeneous Sobolev space H˙ sr=H˙
s
r(R
n)
(s ¥ R, 1 [ r <.). We refer the reader to [7] on p. 502, [10] on p. 569 for
the definition of the homogeneous Sobolev space. Though the definition of
the space H˙ sr given in [7], [10] allows r=1, we shall work with the case
1 < r <. throughout this paper. Thus we may use the Sobolev embedding
H˙ s2r2 + H˙
s1
r1 (1/r1−s1/n=1/r2−s2/n, 1 < r2 < r1 <.). Denoting by Z=
Z(Rn) the set of all the Schwartz functions v ¥S(Rn) such that vˆ and all
the derivatives of vˆ vanish at t=0, we shall also employ the fact that Z is
dense in H˙ sr(s ¥ R, 1 < r <.). Furthermore, the duality H˙ sr(Rn)Œ=
H˙−srŒ (R
n) (s ¥ R, 1 < r <., 1/r+1/rŒ=1) will be also employed.
For any interval I and any Banach space B we denote by C(I; B),
Cb(I; B) the space of continuous, bounded continuous functions, respec-
tively, from I to B. We denote by a(p) the variable defined by a(p)=
1/2−1/p. The variables b(p) and c(p) are also defined by
a(p)=
2
n+1
b(p)=
1
n−1
c(p). (1.13)
The Hölder conjugate exponent of p is denoted by pŒ: 1/p+1/pŒ=1.
This paper is organized as follows: In the next section we state main
theorems in this paper. Section 3 is devoted to the proof of a number of
lemmas which will be repeatedly used in the proof of the theorems. In
Sections 4 and 5 we consider the existence of the wave operators in three
and four space dimensions, respectively. In Section 6 the time global well-
posedness in S is recalled and then the wave operators are shown to be the
injection of S into itself. Section 7 is concerned with the asymptotic behav-
ior of the solutions which enjoy the uniform boundedness in time of the
kinetic part of the conformal charge as well as the space-time global
integrability. Such solutions turn out to have their asymptotic states in S.
In Section 8 we discuss the continuity of the wave operators and the
scattering operator in the topology of S. In the final section the theory of
scattering is reconsidered in a neighborhood of zero of S. We also give a
remark on the relation between our result for small data and that in [2]
which has been obtained by means of the method of the conformal
compactification.
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2. RESULTS
We start with the solvability of the integral Eq. (2.1).
Theorem 2.1. Let n=3, 4. Suppose that l ¥ R and 2+1/2 < r [ 3 for
n=3, 2 < r < 2+1/2 for n=4. In the case of n=3 let e be an arbitrary
number such that 0 < e < (r−5/2)/2(r−2). There exists a time T > −.
depending on n, e, r and |l| and the following holds: For any (f− , g−) ¥ S the
integral equation
u(t)=u−(t)−l F
t
−.
sin w(t−y)
w
|u(y)|r−1 u(y) dy (2.1)
(u−(t)=(cos wt) f−+(w−1 sin wt) g−) has a unique solution u(t, x) satisfying
Cau ¥ Cb((−., T]; L2), (|a| [ 1), u ¥ Lq((−., T); H˙[1/4(r−2)]+e4(r−2) )
(2.2)
(2/q=c(4(r−2))) for n=3
Cau ¥ Cb((−., T]; L2), (|a| [ 1) for n=4 (2.3)
and
||Cau(t)−Cau−(t)||2 Q 0 (|a| [ 1) as tQ−.. (2.4)
Moreover, this solution satisfies
||(u(T), “tu(T))||S [ C ||(f− , g−)||S (2.5)
for a suitable constant C > 0 which may depend on |T|.
The solution u described in Theorem 2.1 is a weak solution to (1.1) in
C((−., T]; H12) 5 C1((−., T]; L2) with value (u(T), “tu(T)) ¥ S at
t=T. In order to extend the solutions obtained in Theorem 2.1 to all times,
we require the global well-posedness of the Cauchy problem in the space S.
We shall use the next result due to Ginibre–Velo [7], [8].
Theorem 2.2. Let n \ 2. Suppose that l > 0 and 1+4/n [ r < (n+2)/
(n−2) ( <. if n=2). Let t0 ¥ R and let (f, g) ¥ S. The unique solution of
(1.1) in C(R; H12) 5 C1(R; L2) with data (f, g) at t=t0 exists and satisfies
(u, “tu) ¥ C(R; S), (2.6)
F
R
n
r2 |u(t, x)|r+1 dx ¥ C(R), (r :=|x|). (2.7)
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Moreover the energy identity
||hu(t)||22+|| “tu(t)||22+
2l
r+1
F
R
n
|u(t, x)|r+1 dx
=||hu(s)||22+|| “tu(s)||22+
2l
r+1
F
R
n
|u(s, x)|r+1 dx (2.8)
and the conformal identity
Q0(t)+
2l
r+1
F
R
n
(t2+r2) |u(t, x)|r+1 dx
=Q0(s)+
2l
r+1
F
R
n
(s2+r2) |u(s, x)|r+1 dx
+l 12(n+1)
r+1
−(n−1)2 F t
s
2y dy F
R
n
|u(y, x)|r+1 dx (2.9)
hold for all t, s ¥ R. Here
Q0(t) :=C
n
j=1
||Lju(t)||
2
2+ C
1 [ k < l [ n
||Wklu(t)||
2
2+||(L0+n−1) u(t)||
2
2. (2.10)
Thus, solving the Eq. (2.1) for |t| (t < 0) large and then extending the
solution to the whole t ¥ R by virtue of the well-posedness, we define the
operator (f− , g−)W (u(0), “tu(0)). We can prove
Theorem 2.3. Let n=3, 4 and l > 0. Suppose 2+1/2 < r [ 3 for n=3,
2 < r < 2+1/2 for n=4. The wave operatorW− for negative times
W− : (f− , g−)W (u(0), “tu(0))
is defined for the Eq. (1.1) as a one-to-one mapping from S into S.
Moreover, this operator is continuous in the topology of S.
By solving the integral equation
u(t)=(cos wt) f++
sin wt
w
g++l F
+.
t
sin w(t−y)
w
|u(y)|r−1 u(y) dy
for large times and then extending the solutions to all times, we can define
the wave operator W+ for positive times as a one-to-one, continuous
mapping from S to S.
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To complete the theory of nonlinear scattering we need to show that the
wave operators are surjective. If this is the case, the scattering operator
S=W−1+ W− is defined. With the help of the result due to Ginibre–Velo [9]
on the uniform boundedness in time of the kinetic part of the conformal
charge (i.e., Q0(t)) and the space-time global integrability of the solution,
we have
Theorem 2.4. Let n=3, 4 and l > 0. Suppose that rg(3) < r [ 3 for
n=3, rg(4) < r < 2+1/2 for n=4. (1) The solutions u described in
Theorem 2.2 satisfy
“axu, Au ¥ Lq(R; H˙−b(r)r ), (|a| [ 1, A=Lj, Wkl, L0) (2.11)
for any (r, q) with 0 [ 2/q=c(r) < 1. In the case of n=3 the solutions also
have the time global integrability such as
u ¥ Lq(R; H˙[1/4(r−2)]+e4(r−2) ) 12q=c(4(r−2))2 (2.12)
for any e with 0 < e < (r−5/2)/2(r−2). (2) Moreover, for any (f, g) ¥ S
there exists a unique pair of functions (f± , g± ) ¥ S such that
||Cau(t)−Cau± (t)||2 Q 0 (|a| [ 1) as tQ ±.. (2.13)
Here u is a solution to (1.1) with data (f, g) at t=0 and u± (t)=
(cos wt) f±+(w−1 sin wt) g± .
As an immediate consequence of Part (2) of Theorem 2.4, we get
Theorem 2.5. Let n=3, 4 and l > 0. Under the assumption that
rg(3) < r [ 3 for n=3, rg(4) < r < 2+1/2 for n=4, the wave operators
W± defined above are surjections of S onto itself. Thus the scattering opera-
tor S=W−1+ W− is defined as bijection of S onto itself. Moreover S and S
−1
are continuous in the topology of S.
3. PRELIMINARIES
In this section we prove a number of lemmas which play central roles in
the proof of our theorems. Let q1=q1(t, x) be the characteristic function
of the set {(t, x) ¥ Rn+1 : |x| [ (1+|t|)/2} and put q2 :=1−q1. And let
Fa=Fa(x) be the characteristic function of the set {x ¥ Rn : |x| \ a}(a > 0).
These three characteristic functions will frequently appear throughout this
paper.
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Lemma 3.1. Let n \ 1. The inequality
||O|t|− | · |P “au(t, · )||2 [ C ||u(t, · )||C, 1, 2 (a=0, ..., n) (3.1)
holds for any u with Cau ¥ C(R; L2), (|a| [ 1). Here O|t|− |x|P=1+
||t|− |x| |.
Proof. It is enough to show this inequality for any C1-function with
Cau ¥ C(R; L2), (|a| [ 1). Then (3.1) is an immediate consequence of the
fact that the differential operators “t, “1, ..., “n can be written in terms of
Lj, Wkl and L0 as follows:
“j=
tLj+;nk=1 xk(xj “k−xk “j)−xjL0
t2−|x|2
,
“t=
tL0−;nj=1 xjLj
t2−|x|2
. L
(3.2)
Lemma 3.2. Assume n \ 3, 1/q \ 1/2−1/n \ 0 and 2 [ q <.. If
Cau ¥ C(R; L2) for |a| [ 1, then the inequalities
||u(t)||q, q1 [ C(1+|t|)
−n(1/2−1/q) ||u(t)||C, 1, 2, (3.3)
||u(t)||q [ C(1+|t|)−(n−1) (1/2−1/q) ||u(t)||C, 1, 2 (3.4)
hold.
Proof. See, e.g., Proposition 3.3 in [8]. L
Lemma 3.3. If r, p1, p2 ¥ (1,.), q1, q2 ¥ (1,.], 1/r=1/p1+1/q1=1/p2+
1/q2 and s \ 0, then the inequality
||fg||H˙ sr [ C ||f||H˙ sp1 ||g||L
q1+C ||f||Lq2 ||g||H˙ sp2 (3.5)
holds for any f, g ¥S(Rn) such that f ¥ H˙ sp1 , g ¥ H˙
s
p2 .
Proof. For s=0 this is trivial. In Proposition 3.3 of [4] Christ and
Weinstein proved this inequality for 0 < s < 1 and q1, q2 ¥ (1,.) in one
dimension and their argument obviously remains true for the proof of this
lemma. L
Lemma 3.4. Let n \ 2. If 1 < p [ q <., n/p−(n−1)/q < s < n/p and
s [ n/2, then the inequality
|| |x|n/p−s v||., q [ C ||v||H˙ sp , v ¥ H˙
s
p (3.6)
holds.
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Proof. Step 1. Let W … Rn be the complement of the set {x ¥ Rn :
|x| [ 1} and let us choose a small e > 0 such that n/p−(n−1)/q < s− e.
Employing Theorem 7.58(ii) in [1] and taking account of the remark
which preceeds the theorem, we have
1F
Sn−1
|u(x)||x|=1 |
q dS21/q [ C ||u||Ws− ep (W) [ C ||u||Ws− ep (Rn) [ C ||u||Hsp(Rn)
(3.7)
for any u ¥ C.0 (Rn). At the last inequality the inclusion (1.12) has been
used.
Step 2. Let u ¥Z(Rn) and let k ¥ C.0 (Rn). Then (3.7) yields an
inequality
1F
Sn−1
|(k(x) u(x))||x|=1 |
q dS21/q [ C ||ku||Hsp [ C ||ku||Lp+C ||ku||H˙ sp
[ C ||k||Ln/s ||u||Lp1 (1/p=s/n+1/p1)
+C ||k||H˙ sn/s ||u||Lp1+C ||k||L. ||u||H˙ sp
[ C(||k||Ln/s+||k||L.+||k||H˙ sn/s ) ||u||H˙ sp .
(3.8)
Here the well-known multiplier theorem has been applied to the operator
defined as F−1OtP s/(1+|t| s)F at the second inequality, and at the third
inequality we have made use of Lemma 3.3. Noting p1 <. because of
the assumption s < n/p, we have employed the Sobolev embedding
H˙ sp(R
n)+ Lp1(Rn) at the last inequality. Finally it should be mentioned
that k ¥ H˙ sn/s because, thanks to the assumption n/s \ 2, we may use the
Young inequality to obtain
||k||H˙ sn/s [ C || |t|
s kˆ||L(n/s)Œ [ C. (3.9)
Step 3. First of all, we shall introduce Paley–Littlewood dyadic
decompositions, which are defined in the following way. Let j ¥ C.0 (Rn) be
spherically symmetric with 0 [ j [ 1, j(x) — 1 for |x| [ 1 and j(x) — 0 for
|x| \ 2. Define radial functions j0(x) :=j(x)−j(2x) and jj(x) :=
j0(2−jx) for j=±1, ±2, ... . Then it is easily checked that suppjj … {x ¥ Rn :
2 j−1 [ |x| [ 2 j+1}, 0 [ jj [ 1 and
C
.
j=−.
jj(x)=1 for |x| > 0. (3.10)
Note that, in this sum, there are at most two nonvanishing terms for
every |x|.
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Let v ¥Z(Rn) and let d > 0. Applying (3.8) to the function j(dx) v(dx)
and writing x ¥ Rn as rz(r > 0, z ¥ Sn−1), we have for d > 0
||j0(d · ) v(d · )||Lq(Sn−1) [ C(||j0 ||Ln/s d−s+||j0 ||L.+||j0 ||H˙ sn/s ) ||v||H˙ spd
s−n/p. (3.11)
Since supp j0 … {x ¥ Rn : 1/2 [ |x| [ 2}, it follows from (3.11) that for all
r > 0 the inequality
||j0(r · ) v(r · )||Lq(Sn−1) [ C ||v||H˙ sp (3.12)
holds. Here the constant C depends on ||j0 ||Ln/s, ||j0 ||L. and ||j0 ||H˙ sn/s but it is
independent of r.
Step 4. By scaling we easily get for r > 0 and j=±1, ±2, ... .
||jj(r · ) v(r · )||Lq(Sn−1) [ C ||v(2 j · )||H˙ sp=C(2
j) s−n/p ||v||H˙ sp . (3.13)
Step 5. For each r0 > 0 there exists j0 such that r0z ¥ supp jj0 ,
jj0 (r0z) \ 1/2 for all z ¥ S
n−1. Since 2 j0 −1 [ r0 [ 2 j0+1, we see that
2 j0(n/p−s) ||jj0 (r0 · ) v(r0 · )||Lq(Sn−1) \ Cr
n/p−s
0 ||v(r0 · ) ||Lq(Sn−1) (3.14)
with a constant C independent of r0. This inequality together with (3.13)
gives us
rn/p−s0 ||v(r0 · )||Lq(Sn−1) [ C ||v||H˙ sp . (3.15)
Since r0 is arbitrary and the constant in (3.15) is independent of r0, our
desired inequality is a direct consequence of (3.15). L
Lemma 3.5. If 1 [ p < n, n/p−(n−1)/q=1, then the inequality
|| |x|n/p−1 v||., q [ C ||v||H˙ 1p , v ¥ H˙
1
p (3.16)
holds.
Proof. See Proposition 3.7 of [25] where a slightly stronger result is
proved. L
Lemma 3.6. Assume n \ 2. (1) Under the same assumption as in
Lemma 3.4, the inequality
||u(t)||., q, q2 [ C(1+|t|)
−n/p+s ||u(t)||H˙ sp , a.a. t ¥ R (3.17)
holds for u ¥ L1loc(R; H˙ sp).
284 KUNIO HIDANO
(2) Under the same assumption as in Lemma 3.5 the inequality
||u(t)||., q, q2 [ C(1+|t|)
−n/p+1 ||u(t)||H˙ 1p , a.a. t ¥ R (3.18)
holds for u ¥ L1loc(R; H˙1p).
Proof. This lemma is an immediate consequence of Lemma 3.4 and
Lemma 3.5. L
Lemma 3.7. Assume n \ 2, 1 < p [ q <., n/p−(n−1)/q < s < n/p
and s [ n/2. Define l by 1/l=1/pŒ+s/n. (1) If q1(t) h(t) ¥ L l(Rn) and
||h(t)||1, qŒ, q2 <. for a.a. t ¥ R, then h(t) ¥ H˙−spŒ and the inequality
||h(t)||H˙ −spŒ [ C ||h(t)||l, q1+C(1+|t|)
−n/p+s ||h(t)||1, qŒ, q2 , a.a. t ¥ R (3.19)
holds. (2) If xjq1(t) h(t) ¥ L l(Rn)(j=1, ..., n) and || | · |1−(n/p−s) h(t)||1, qŒ, q2 <.
for a.a. t ¥ R, then xjh(t) ¥ H˙−spŒ and the inequality
||xjh(t)||H˙ −spŒ [ C ||xjh(t)||l, q1+C || | · |
1−(n/p−s) h(t)||1, qŒ, q2 (3.20)
holds for a.a. t ¥ R.
Proof. By duality this lemma is an immediate consequence of the
Sobolev embedding L l(Rn)+ H˙−spŒ (R
n) and Lemmas 3.4 and 3.6. See [23]
on p. 1219 for the details. L
Lemma 3.8. Assume n \ 2. (1) For any (r, q) with 0 [ 2/q=c(r) < 1,
r <., the operator vW e iwtv is bounded from L2(Rn) to Lq(R; H˙−b(r)r (Rn)).
(2) For any (r, q), (r˜, q˜) with 0 [ 2/q=c(r) < 1, 0 [ 2/q˜=c(r˜) < 1,
r, r˜ <., for any interval I … R which may be unbounded, and for any t0 ¥ I¯,
the operators
hW F t
t0
sin w(t−y)
w
h(y) dy and hW F t
t0
cos w(t− y) h(y) dy
are bounded from LqŒ(I; H˙b(r)−1rŒ (R
n)) to L q˜(I; H˙−b(r˜)r˜ (R
n)) and LqŒ(I; H˙b(r)rŒ (R
n))
to L q˜(I; H˙−b(r˜)r˜ (R
n)), respectively, with norms uniformly bounded with respect
to t0 and I. Here I¯ is the closure of I in R 2 {−.,+.} equipped with the
natural topology.
Proof. See Lemma 3.3 in [8]. See also [11]. L
Remark 1. In Part (2) of Lemma 3.8 we can actually prove a slightly
stronger result which will be used in Sections 4 and 5: Let T ¥ R. If
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h ¥ LqŒ((−., T); H˙−1+b(r)rŒ (Rn)) for some (r, q) with 0 [ 2/q=c(r) < 1,
r <., then the integral
F t
t0
sin w(t−y)
w
h(y) dy
is in C((−., T]; L2(Rn)) after possibly being redefined on a set
( … (−., T]) of measure zero, as well as in L q˜((−., T); H˙−b(r˜)r˜ (Rn)) for
any (r˜, q˜) with 0 [ 2/q˜=c(r˜) < 1, r˜ <.. The same is valid for the integral
F t
t0
cos w(t−y) h(y) dy
if h ¥ LqŒ((−., T); H˙b(r)rŒ (Rn)) for some (r, q) with 0 [ 2/q=c(r) < 1,
r <.. The continuity in time can be shown by first regularizing h in the
space variables by the standard manner (mollifier technique), cutting h off
in the time variable and finally taking the limit. This procedure seems fairly
standard, and thus we omit the proof of the time continuity property.
Remark 2. When n \ 4, Lemma 3.8(2) remains true for 2/q=c(r)=1
and/or 2/q˜=c(r˜)=1. See [18]. This will be used in the proof of Proposi-
tion 8.1.
Lemma 3.9. Assume n \ 3. For any (f, g) ¥ S the free solution u0(t) :=
(cos wt) f+(w−1sin wt) g belongs to Cb(R; L2(Rn)). Moreover, the follow-
ing hold in Cb(R; L2(Rn)):
Lju0(t)=−
sin wt
w
“jf−(sin wt) w(xjf)+(cos wt)(xjg),
j=1, ..., n, (3.21)
Wklu0(t)=(cos wt)(Wklf)+
sin wt
w
Wkl g, 1 [ k < l [ n, (3.22)
L0u0(t)=C
n
j=1
(cos wt)(xj “jf)−(n−1)
sin wt
w
g
+C
n
j=1
sin wt
w
“j(xj g). (3.23)
Proof. By means of the Fourier transform it is easy to verify
(3.21)–(3.23). With the help of the inequality ||v||H˙ −12 [ C || |x| v||L2 which is
valid only for n \ 3, the uniform boundedness in time of the L2(Rn)-norms
can be shown. L
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4. PROOF OF THEOREM 2.1. IN THE CASE OF n=3
For r > 5/2 we fix an arbitrary number e such that
0 < e <
r−
5
2
2(r−2)
. (4.1)
Suppose that T ¥ R. We introduce the set VT of functions on (−., T]×R3
as follows:
VT :=3u=u(t, x) : Cau ¥ C((−., T]; L2(R3)), |a| [ 1,
u ¥ Lq((−., T); H˙[1/4(r−2)]+e4(r−2) (R3)),
||u||VT := C
|a| [ 1
sup
t ¥ (−., T)
||Cau(t)||2+||u||Lq((−., T); H˙ [1/4(r−2)]+e4(r−2) ) <.4 ,
where 2/q=c(4(r−2)). We denote by VT, d(d > 0) the set of all u ¥ VT such
that ||u||VT [ d. VT, d is complete with respect to the metric given by
C
|a| [ 1
sup
t ¥ (−., T)
||Cau(t)−Cav(t)||2 .
Proposition 4.1. Suppose that 5/2 < r [ 3 and assume (4.1). If (f, g) ¥
H12(R
3)×(H˙−12 (R
3)5 L2(R3)), thenu0(t) :=(cos wt) f+(w−1 sin wt) g ¥ Lq(R;
H˙[1/4(r−2)]+e4(r−2) (R
3)) (2/q=c(4(r−2))) and the inequality
||u0 ||Lq(R; H˙ [1/4(r−2)]+e4(r−2) (R3)) [ C(||f||H12+||g||H˙ −12 +||g||L2) (4.2)
holds.
Proof. First of all, observe that the inequality (r−5/2)/2(r−2) [
1/4(r−2) holds thanks to the condition r [ 3. Further, note that the
inequality 1/4(r−2)+e [ 1−b(4(r−2)) holds because this is equivalent
to e [ 1/4(r−2). Thus, (4.2) is an immediate consequence of the complex
interpolation between H˙−b(4(r−2))4(r−2) and H˙
1−b(4(r−2))
4(r−2) because we have from
Lemma 3.8(1)
C
1
j=0
||u0 ||Lq(R; H˙ j−b(4(r−2))4(r−2) (R3)) [ C(||f||H12+||g||H˙ −12 +||g||L2). L (4.3)
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Let (f− , g−) ¥ S. Define the mapping
M: uW u−(t)−l F
t
−.
sin w(t−y)
w
|u(y)|r−1 u(y) dy (u ¥ VT), (4.4)
where u−(t)=(cos wt) f−+(w−1 sin wt) g− . We know from Lemma 3.9
and Proposition 4.1 that
C
|a| [ 1
sup
t ¥ R
||Cau−(t)||2+||u− ||Lq(R; H˙ [1/4(r−2)]+e4(r−2) ) [ C1 ||(f, g)||S (4.5)
for a suitable constant C1 > 0. Denoting ||(f, g)||S by L, we shall prove that
M is a contraction mapping on VT, 2C1L if |T| (T < 0) is sufficiently large.
The unique fixed point in VT, 2C1L is a solution to (2.1). The proof of
required uniqueness in the sense of Theorem 2.1 is quite similar.
We start with showing that M maps VT, 2C1L into itself for sufficiently
large |T|, (T < 0). In what follows the nonlinear function l |u|r−1 u will be
often written as F(u).
Proposition 4.2. Suppose2+1/2 < r [ 3.(1)ForCa=1, “j (j=1, 2, 3),
Lj, Wkl and L0 the inequality
sup
t < T
>F t
−.
sin w(t−y)
w
CaF(u(y)) dy>
2
[ C(1+|T|)−m ||u||rVT (u ¥ VT)
(4.6)
holds with some m > 0. (2) The inequality
sup
t < T
>F t
−.
cos w(t−y) F(u(y)) dy>
2
[ C(1+|T|)−m ||u||rVT (u ¥ VT) (4.7)
holds with some m > 0.
Proposition 4.3. Supposethat2+1/2 < r [ 3andthat2/q=c(4(r−2)).
The inequality
>F t
−.
sin w(t−y)
w
F(u(y)) dy>
Lq((−., T); H˙ [1/4(r−2)]+e4(r−2) )
[ C(1+|T|)−m ||u||rVT (u ¥ VT) (4.8)
holds with some m > 0.
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Proof of Proposition 4.2. We start with the proof of Part (1). Let d be a
sufficiently small positive number and put r0=2+d, r1=4+d. Remark
that the inequality c(r0) < 1 obviously holds. Therefore, the inequality
1−b(r0) < n/r0, which is equivalent to c(r0) < n−2, is also verified.
Furthermore, the inequality n/r0−(n−1)/r1 < 1−b(r0) which is equiva-
lent to r1 < 2r0 for n=3 is also true. Hence we can make use of Lemma 3.7
(s=1−b(r0), p=r0 and q=r1) together with Lemma 3.8(2) to get
sup
t < T
>F t
−.
sin w(t−y)
w
CaF(u(y)) dy>
2
[ C ||CaF(u)||Lq Œ0((−., T); H˙ −1+b(r0)r Œ
0
)
[ C || || |u|r−1 Cau||l0, q1 ||Lq Œ0(−., T)
+C ||(1+|y|)−3/r0+1−b(r0)|| |u|r−1 Cau ||1, r −1 , q2 ||Lq Œ0(−., T) . (4.9)
Here 2/q0=c(r0), 1/l0=1/rŒ0+(1−b(r0))/3. To continue the estimate, we
give r2, r3 by 1/r
−
1=1/r2+1/2 (i.e., r2 is smaller than but very close to 4)
and 1/r2=1/r3+1/4. Then we get
|| |u(y)|r−1 Cau(y)||1, r −1, q2 [ || |u(y)|
r−1||2, r2, q2 ||C
au(y)||2
[ || |u(y)|r−2 ||., 4, q2 ||u(y)||2, r3 ||C
au(y)||2
[ ||u(y)||r−2., 4(r−2), q2 1 C
|b| [ 1
||Wbu(y)||2 2 ||Cau(y)||2
(Wb :=Wb1212 W
b13
13 W
b23
23 )
[ C(1+|y|)−(3/4(r−2)−1/4(r−2)− e)(r−2) ||u(y)||r−2
H˙ [1/4(r−2)]+e4(r−2)
×1 C
|b| [ 1
||Wbu(y)||2 2 ||Cau(y)||2. (4.10)
At the third inequality we have employed the Sobolev embedding
W12(S
2)+ L r3(S2), and Lemma 3.6(1) at the last inequality. By W12(S
n−1)
we have denoted the Sobolev space on Sn−1 of the L2-type and of order 1.
Recall that q is given by 2/q=c(4(r−2)). Defining q1 by 1/q
−
0=1/q1+
(r−2)/q, we have
||(1+|y|)−3/r0+1−b(r0)−1/2+e(r−2) ||u(y)||r−2
H˙ [1/4(r−2)]+e4(r−2)
||Lq Œ0(−., T)
[ ||(1+|y|)−3/r0+1−b(r0)−1/2+e(r−2)||Lq1(−., T) ||u||r−2Lq(−., T; H˙ [1/4(r−2)]+e4(r−2) ).
(4.11)
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Since the assumption e < (r−5/2)/2(r−2) is equivalent to −3/r0+1−
b(r0)−1/2+e(r−2) < −1/q1, we finally find that the second term on the
right-hand side of (4.9) is estimated as
· · · [ C(1+|T|)−m ||u||r−2
Lq(−., T; H˙ [1/4(r−2)]+e4(r−2) )
1 C
|b| [ 1
sup
t < T
||Wbu(t)||2 2 sup
t < T
||Cau(t)||2
(4.12)
for a suitable m > 0.
Next we turn our attention to the first term on the right-hand side of
(4.9). Pick l1 by 1/l0=1/l1+1/2. Since it is easily verified that 2 [
l1(r−1) [ 6 owing to the assumption r [ 3, we can employ (3.3) to get
|| |u(y)|r−1 Cau(y)||l0, q1 [ ||u(y)||
r−1
l1(r−1), q1 ||C
au(y)||2
[ C(1+|y|)−3(r−1) (1/2−1/l1(r−1)) ||u(y)||r−1C, 1, 2 ||Cau(y)||2 .
(4.13)
Since −3(r−1) (1/2−1/l1(r−1)) < −1/q
−
0 is equivalent to r > 1+4/3,
we see that the first term on the right-hand side of (4.9) is estimated as
· · · [ C(1+|T|)−m (sup
t < T
||u(t)||C, 1, 2)r−1 sup
t < T
||Cau(t)||2 (4.14)
for a suitable m > 0. Combining (4.9) with (4.12), (4.14), we have completed
the proof of Part (1) of Proposition 4.2. The proof of Part (2) is reduced to
that of Part (1) . Indeed, we see that
> F t
−.
cos w(t− y) F(u(y)) dy >
2
[ C ||F(u)||Lq Œ0((−., T); H˙ b(r0)r Œ
0
)
[ C ||hxF(u)||Lq Œ0((−., T); H˙ −1+b(r0)r Œ
0
) . (4.15)
At the last inequality we are allowed to use the well-knownmultiplier theorem
thanks to rŒ0 > 1. Thus we have finished the proof of Proposition 4.2. L
Proof of Proposition 4.3. For the same reason as in the proof of
Proposition 4.1, our task is reduced to the estimate of the integral term of
(4.8) in the Lq((−., T); H˙ j−b(4(r−2))4(r−2) -norm (j=0, 1, 2/q=c(4(r−2))).
Picking (r0, q0) as in the proof of Proposition 4.2 and making use of
Lemma 3.8(2), we can get a desired estimate of
C
|a| [ 1
> F t
−.
sin w(t−y)
w
“axF(u(y)) dy>
Lq((−., T); H˙ −b(4(r−2))4(r−2) )
(4.16)
in the same way as in (4.9)–(4.14). L
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After the operators Lj, Wkl and L0 act on the integral term of (4.4), we
have
Lj F
t
−.
sin w(t−y)
w
F(u(y)) dy=F t
−.
sin w(t− y)
w
LjF(u(y)) dy, (4.17)
Wkl F
t
−.
sin w(t−y)
w
F(u(y)) dy=F t
−.
sin w(t− y)
w
WklF(u(y)) dy, (4.18)
L0 F
t
−.
sin w(t−y)
w
F(u(y)) dy=2 F t
−.
sin w(t−y)
w
F(u(y)) dy
+F t
−.
sin w(t− y)
w
L0F(u(y)) dy. (4.19)
We shall give the proof of (4.17)–(4.19) for completeness. It is enough to
show only (4.17), because the proof of the others is simpler. For s < T put
Is :=F
t
s
sin w(t−y)
w
F(u(y)) dy. (4.20)
Using the Fourier transform, we have
LjIs=
sin w(t−s)
w
[xjF(u(s))]+F
t
s
sin w(t−y)
w
LjF(u(y)) dy. (4.21)
Assume
||xjF(u(s))||H˙ −12 Q 0 (sQ−.) (4.22)
for a moment. We see for every t [ T
LjIs Q F
t
−.
sin w(t−y)
w
LjF(u(y)) dy in L2(R3) (4.23)
as sQ−.. Indeed, for any j ¥S(R3) we observe by choosing (r0, q0) as
in (4.9)
: Fs
−.
F
R
3
sin w(t−y)
w
LjF(u(y)) j¯(x) dx dy :
[ ||LjF(u)||Lq Œ0((−., s); H˙ −1+b(r0)r Œ
0
)
> sin w(t− · )
w
j¯ >
Lq0(R; H˙ 1−b(r0)r0
)
[ C(1+|s|)−m ||u||rVT ||j||L2
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for a suitable m > 0, which immediately yields
> F t
−.
sin w(t−y)
w
LjF(u(y)) dy−F
t
s
sin w(t−y)
w
LjF(u(y)) dy >
2
=> Fs
−.
sin w(t−y)
w
LjF(u(y)) dy >
2
[ C(1+|s|)−m ||u||rVT
by duality.
On the other hand, obviously for every t [ T
LjIs Q Lj F
t
−.
sin w(t−y)
w
F(u(y)) dy inSŒ(R3) (4.24)
as sQ−.. Because of L2+SŒ, we finally find that (4.17) holds.
It remains to check (4.22). Making use of Lemma 3.7(2) with p=q=2,
s=1, we have
||xjF(u(s))||H˙ −12 [ C(1+|s|) ||F(u(s))||6/5, q1+C || |x|
1/2 F(u(s))||1, 2, q2 .
(4.25)
For 2+1/2 < r [ 3, we pick d > 0 such that (3−r)/(r−2) [ d < 1.
Employing the Sobolev embeddingW12(S
2)+ Lp(S2)(p <.), we obtain
|| |x|1/2 F(u(s))||1, 2, q2 [ || |x|
1/2 |u(s)|r−1||2, 2+d, q2 ||u(s)||2, 2(2+d)/d
[ C || |x|1/2 |u(s)|r−2||., 2+2d, q2
×||u(s)||2, (2+d) (2+2d)/d C
|b| [ 1
||Wbu(s)||2
[ C || |x|1/2(r−2) u(s)||r−2., 2(1+d) (r−2), q2
×1 C
|b| [ 1
||Wbu(s)||2 22. (4.26)
To complete the estimate we use Lemma 3.4 with p=2, q=2(1+d) (r−2)
and s=[3/2−1/(1+d) (r−2)]+e˜(0 < e˜< (1/(1+d)−1/2)/(r−2)). Then
|| |x|1/2(r−2) u(s)||., 2(1+d) (r−2), q2
[ C(1+|s|)−(3/2−s)+1/2(r−2) || |x|3/2−s u(s)||., 2(1+d)(r−2), q2
[ C(1+|s|) e˜−(1/(1+d)−1/2)/(r−2) ||u(s)||H˙ s2 . (4.27)
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Observe that d( \ (3−r)/(r−2)) has been chosen so that 3/2−1/(1+d)
(r−2) \ 0 thereby s \ 0 may hold. Also observe that e˜ is small so that
s [ 1 may hold. Thus the H˙ s2-norm of u(s) is uniformly bounded with
respect to s and the desired estimate for the second term on the right-hand
side of (4.25) has been shown.
As for the first term on the right-hand side of (4.25), it follows immedi-
ately from (3.3) that
(1+|s|) ||F(u(s))||6/5, q1 [ C(1+|s|)
−3(r−7/3)/2 ||u(s)||rC, 1, 2. (4.28)
Combining (4.25) with (4.26)–(4.28), we have shown (4.22).
We return to the proof of the property M: VT, 2C1L Q VT, 2C1L for large
|T| (T < 0). This is an immediate consequence of (4.17)–(4.19), (4.5),
Remark 1 in Section 3 and Propositions 4.2–4.3.
Our next task is to prove the contraction property of M. Repeating
essentially the same argument as above, we can show
Proposition 4.4. Suppose 2+1/2 < r [ 3. There exists m > 0 such that
C
|a| [ 1
sup
t < T
>Ca F t
−.
sin w(t−y)
w
F(u(y)) dy−Ca F t
−.
sin w(t−y)
w
F(v(y)) dy>
2
[ C(1+|T|)−m (||u||VT+||v||VT )
r−1 C
|a| [ 1
sup
t < T
||Cau(t)−Cav(t)||2 (4.29)
for u, v ¥ VT.
Hence M maps VT, 2C1L into itself and it is the contraction on VT, 2C1L if
|T| (T < 0) is large enough. The unique fixed point is a unique solution to
(2.1) in VT, 2C1L. The uniqueness in the whole VT follows from the standard
argument. (2.4) is an immediate consequence of Proposition 4.2 and
(4.17)–(4.19). Finally, making use of Lemma 3.1 together with a simple
inequality OxP [ 1+|x| [ 1+||x|− |T| |+|T|, we easily obtain the estimate
(2.5). Thus we have finished the proof of Theorem 2.1 for n=3. L
5. PROOF OF THEOREM 2.1. IN THE CASE OF n=4
Suppose that T ¥ R. Let us introduce the set WT of functions on
(−., T]×R4 as follows:
WT :=3u=u(t, x) : Cau ¥ C((−., T]; L2(R4)), |a| [ 1,
||u||WT := C
|a| [ 1
sup
t ¥ (−., T)
||Cau(t)||2 <.4 .
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The set of all the functions u ¥WT with ||u||WT [ d is denoted by WT, d(d > 0).
The set WT, d is obviously complete with respect to the metric
||u−v||WT , (u, v ¥WT, d). As in (4.4), we define the mapping M for u ¥WT.
Our task is to show some estimates similar to those in Proposition 4.2,
though the proof here is not parallel to that in the previous section.
Proposition 5.1. Suppose that 2 < r < 2+1/2. (1) For Ca=1,
“j (j=1, ..., 4), Lj, Wkl and L0 the inequality
sup
t < T
> F t
−.
sin w(t−y)
w
CaF(u(y)) dy >
2
[ C(1+|T|)−m ||u||rWT (u ¥WT)
(5.1)
holds with some constant m > 0. (2) The inequality
sup
t < T
> F t
−.
cos w(t−y) F(u(y)) dy >
2
[ C(1+|T|)−m ||u||rWT (u ¥WT)
(5.2)
holds with some constant m > 0.
Proof of Proposition 5.1. We start with the proof of (1). For 2 < r <
2+1/2 we pick r0, r1 and r2 by
1
r2
=
1
6
+
1
3
r−2
,
1
r −1
=
1
r2
+
1
2
,
1
r0
=
1
r1
1=3−r
3
2 . (5.3)
Since the condition r < 2+1/2 is equivalent to c(r0)=r−3/2 < 1, we may
employ Lemma 3.8(2) to get
> F t
−.
sin w(t−y)
w
CaF(u(y)) dy >
2
[ C ||CaF(u)||Lq Œ0((−., T); H˙ −1+b(r0)r Œ
0
) . (5.4)
Observe that r0 and r1 have been chosen so that n/r0−(n−1)/r1 <
1−b(r0). Indeed, this inequality is equivalent to r < 2+1/2. Hence the
right-hand side of (5.4) is estimated as
· · · [ C || || |u|r−1 Cau||l0, q1 ||Lq Œ0(−., T)
+C ||(1+|y|)−4/r0+1−b(r0) || |u|r−1 Cau||1, r −1, q2 ||Lq Œ0(−., T) . (5.5)
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Here 2/q0=c(r0), 1/l0=1/r
−
0+(1−b(r0))/4. Recalling (5.3), we get
|| |u(y)|r−1 Cau(y)||1, r −1, q2 [ || |u(y)|
r−1||2, r2, q2 ||C
au(y)||2
[ ||u(y)||r−2., 3, q2 ||u(y)||2, 6 ||C
au(y)||2
[ C(1+|y|)−(r−2) ||u(y)||r−2H˙ 12
×1 C
|b| [ 1
||Wbu(y)||2 2 ||Cau(y)||2 . (5.6)
At the last inequality we have used Lemma 3.6(2) with p=2, q=3.
Observing that (−4/r0+1−b(r0)−r+2) q
−
0 < −1 is equivalent to r > 2,
we have obtained a desired estimate of the second term in (5.5).
As for the first term in (5.5), we pick l1 by 1/l0=1/l1+1/2. Observe
that the condition l1(r−1) [ 4 is equivalent to c(r0)(=r−3/2) \ 2(r−2),
i.e., r [ 5/2. Since the inequality l1(r−1) \ 2 is true, we may proceed as in
(4.13).Theconditionofthetimeintegrability −4(r−1) (1/2−1/l1(r−1)) <
−1/q −0 is equivalent to r > 2. Therefore we have completed the proof of (1)
of Proposition 5.1. The proof of (2) is reduced to that of (1) as in the
previous section. Thus we have finished the proof of Proposition 5.1. L
It follows from Lemma 3.9 that ||u− ||WT [ C2L(L :=||(f− , g−)||S) for a
constant C2 > 0 independent of T. In order to verify that M maps WT, 2C2L
into itself for large |T| (T < 0), we again need to prove the same for u ¥WT
as (4.22). Lemma 3.7(2) with p=q=2 and s=1 yields
||xjF(u(s))||H˙ −12 [ C(1+|s|) ||F(u(s))||4/3, q1+C ||F(u(s))||1, 2, q2 . (5.7)
It suffices to estimate the second term on the right-hand side above.
Writing 1/2=(r−2)/3+(7−2r)/6 and noting 12/(7−2r) < 6 for r< 5/2,
we get
||F(u(s))||1, 2, q2 [ ||u(s)||
r−2
., 3, q2 ||u(s)||
2
2, 12/(7−2r)
[ C(1+|s|)−(r−2) ||u(s)||r−2H˙ 12 1 C
|b| [ 1
||Wbu(s)||2 22. (5.8)
At the last inequality, Lemma 3.6(2) has been employed. Therefore
||xjF(u(s))||H˙ −12 Q 0(sQ−.), and this allows us to show that M maps
WT, 2C2L into itself for large |T| (T < 0).
The contraction property of M can be shown in the same way. Hence M
has a unique fixed point in WT, 2C2L if |T| (T < 0) is sufficiently large. The
rest of the proof of Theorem 2.1 for n=4 is quite the same as in the
previous section. Thus we have finished the proof of Theorem 2.1. L
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6. PROOF OF THEOREMS 2.2–2.3
As far as Theorem 2.2 is concerned, it is an immediate consequence of
Proposition 3.2 of [7] and Proposition 2.3 of [8]. Note that the assump-
tion of r \ 1+4/n stems from the condition (2.31) of [8] and the Sobolev
type inequality ||u||Lq [ C ||hu||Lp, (u ¥ C.0 (Rn), 1 [ p < n, 1/q=1/p−1/n).
We focus our attention on the proof of Theorem 2.3. Let (f (1), g (1)),
(f (2), g (2)) be arbitrary elements of Range (W−)( … S), and let (f (1)− , g (1)− ),
(f (2)− , g
(2)
− ) be the corresponding elements of Domain (W−) such that
W− : (f
(j)
− , g
(j)
− )W (f
(j), g (j)), (j=1, 2). Assume (f (1), g (1))=(f (2), g (2)).
By virtue of the well-posedness of the global Cauchy problem, the solution
u with (f (1), g (1)) at t=0 is equal to that with (f (2), g (2)) at t=0. More-
over, recalling the way in which the wave operator W− is defined, we see
that this solution must satisfy the integral equation
u(t)=u(j)− (t)−l F
t
−.
sin w(t− y)
w
|u(y)|r−1 u(y) dy (j=1, 2) (6.1)
in C((−., T]; L2) with |T| (T < 0) large. Here u (j)− (t) :=(cos wt) f (j)− +
(w−1 sin wt) g (j)− Hence u
(1)
− (t)=u
(2)
− (t) for t [ T thereby for all t ¥ R. Thus
we find (f (1)− , g
(1)
− )=(f
(2)
− , g
(2)
− ), which implies thatW− is one-to-one.
Next let us show the continuity of W−. Suppose that (f− , g−) ¥ S with
||(f− , g−)||S [ n with some n > 0, and suppose that (fj, gj) ¥ S(j=1, 2, ...)
and (fj, gj)Q (f− , g−) in S as jQ.. Without loss of generality we may
assume ||(fj, gj)||S [ 2n for all j \ 1. Let u and uj be the corresponding
solutions to (2.1). Repeating the same argument as in Sections 4 and 5, we
can show that there exists T( < 0) depending on n but independent of j
such that
C
|a| [ 1
sup
t < T
||Cau(t)−Cauj(t)||2 [ C ||(f−fj, g−gj)||S , j=1, 2, ... . (6.2)
Being combined with Lemma 3.1, this immediately yields
||(u(T)−uj(T), “tu(T)−“tuj(T))||S [ C(1+|T|) ||(f− −fj, g− −gj)||S .
(6.3)
If showing the estimate
||(u(0)−uj(0), “tu(0)−“tuj(0))||S [ C ||u(T)−uj(T), “tu(T)−“tuj(T))||S
(6.4)
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for a suitable constant C which may depend on T but is independent of j,
we can complete the proof of the continuity. Since we shall meet with a
slightly more general situation in Section 8, the proof of (6.4) is given
there. L
7. PROOF OF THEOREM 2.4
As far as Au(A=Lj, Wkl and L0) is concerned, the space-time integra-
bility (2.11) has been shown by Ginibre–Velo (see Proposition 2.1(1) in
[9]). The proof of (2.11) for “axu(|a| [ 1) is similar (in fact simpler), thus we
omit it. Since (2.11) tells us u ¥ Lq(R; H˙ j−b(4(r−2))4(r−2) (R3)) (j=0, 1, 2/q=
c(4(r−2))), the integrability (2.12) follows from the complex interpolation
as before.
It remains to prove Part (2). Put
u± (t) :=u(t)−l F
±.
t
sin w(t−y)
w
|u(y)|r−1 u(y) dy (7.1)
for the solution u described in Part (1). Obviously u± satisfy Cau± ¥
Cb(R; L2) (|a| [ 1), and hence (u± (t), “tu± (t)) ¥ S(t ¥ R) by Lemma 3.1.
Defining (f± , g± ) :=(u± (0), “tu± (0)) and taking (4.17)–(4.19), Proposi-
tions 4.2 and 5.1 into account, we find that u± are free solutions with data
(f± , g± ) ¥ S at t=0 and the asymptotics (2.13) holds. The uniqueness of
(f± , g± ) follows from the standard argument. Thus we have completed the
proof of Theorem 2.4. L
8. PROOF OF THEOREM 2.5
First of all we shall complete the proof of (6.4), which leads to the
continuity of the wave operator W− in the topology of S. The following
proposition together with Lemma 3.1 yields (6.4) immediately.
Proposition 8.1. Let n=3, 4. Suppose that l > 0 and 1+4/n [ r [
3/2+3/(n−1). Let t0 ¥ R, m1, m2 > 0 be arbitrary. Let (f1, g1), (f2, g2)
¥ S with max{||fj ||Lr+1, ||fj ||H˙ 12 , ||gj ||L2 : j=1, 2} [ m1, max{||(fj, gj)||S :
j=1, 2}[ m2. For any T > 0 there exists a constant C depending only on
t0, T, m1, m2, n, l and r such that the estimate
C
|a| [ 1
sup
t ¥ (t0 −T0, t0+T)
||Cau1(t)−Cau2(t)||2 [ C ||(f1−f2, g1−g2)||S (8.1)
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holds. Here uj(j=1, 2) is the solution to (1.1) with data (fj, gj) at t=t0
described in Theorem 2.2.
Proof of Proposition 8.1. The proof is a variant of that of (4.13)–(4.15),
(5.1)–(5.2). Note that uj satisfies the integral equation
uj(t)=cos w(t− t0) fj+
sin w(t− t0)
w
gj−F
t
t0
sin w(t−y)
w
F(uj(y)) dy (8.2)
(see [7] on p. 489). Our first task is to prove that there exists a constant C
depending on t0, T, m1, m2, n, l, r but independent of uj such that
C
|a| [ 1
sup
t ¥ (t0 −T, t0+T)
||Cauj(t)||2 [ C, j=1, 2. (8.3)
Observing
Lj(cos w(t− t0) f)=t0 cos w(t− t0) “jf−
sin w(t− t0)
w
“jf
− sin w(t− t0) w(xjf), (8.4)
Lj 1 sin w(t− t0)
w
g2=t0 sin w(t− t0)
w
“j g+cos w(t− t0)(xj g), (8.5)
we see for t ¥ (t0−T, t0+T) and k=1, ..., n
||Lkuj(t)||2 [ (1+|t0 |) ||(fj, gj)||S+||xkF(fj)||H˙−12
+> F t
t0
sin w(t−y)
w
LkF(uj(y)) dy >
2
. (8.6)
We estimate the second term above as in [8] on p. 252
||xkF(fj)||H˙ −12 [ C ||xkF(fj)||L2n/(n+2) [ C ||fj ||
r−1
L(r−1) n/2 ||xkfj ||L2n/(n−2)
[ C ||fj ||r−1H12 ||h(xkfj)||L2 [ C ||fj ||
r−1
H12
||fj ||X . (8.7)
Next we estimate the third term on the right-hand side of (8.6). Let t0 < t1 <
t0+T. When n=3, we choose l0, l1, q0 and r0 as in Section 4 to get
sup
t0 < t < t1
> F t
t0
sin w(t−y)
w
LkF(uj(y)) dy >
2
[ C ||LkF(uj)||Lq Œ0((t0, t1); H˙ −1+b(r0)r Œ
0
) [ C || || |uj |r−1 Lkuj ||l0 ||Lq Œ0(t0, t1)
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[ C || ||uj ||r−1l1(r−1) ||Lkuj ||2 ||Lq Œ0(t0, t1)
[ C(t1−t0)1/q
−
0 (sup
t ¥ R
||uj(t)||l1(r−1))
r−1 sup
t0 < t < t1
||Lkuj(t)||2 . (8.8)
At the second inequality we have employed the embedding L l0(R3)+
H˙−1+b(r0)r −0 (R
3). We have already observed before that l1(r−1) [ 6 owing to
r [ 3. Moreover, we see that l1(r−1) \ r+1. Indeed, this is equivalent to
1
2
c(r0)+1 [
n(r−1)
r+1
(8.9)
(r0=2+d) and (8.9) is obviously satisfied for r \ 1+4/3 because
1 < 3(r−1)/(r+1) for r > 2 and d( > 0) is sufficiently small. Because of
r+1 [ l1(r−1) [ 6, we may use the energy conservation (2.8) to get
sup
t ¥ R
||uj(t)||l1(r−1) [ Cm1 (8.10)
(Cm1 is a positive constant depending on m1) by interpolation between
Lr+1(R3) and L6(R3) together with the embedding H˙12(R
3)+ L6(R3).
Combining (8.6) with (8.7)–(8.10), we get
sup
t0 < t < t1
||Lkuj(t)||2 [ (1+|t0 |) ||(fj, gj)||S+C ||fj ||r−1H12 ||fj ||X
+CCr−1m1 (t1−t0)
1/q−0 sup
t0 < t < t1
||Lkuj(t)||2 . (8.11)
In quite the same way as above, we have
C
|a| [ 1
sup
t0 < t < t1
||Cauj(t)||2 [ C(||(fj, gj)||S+||fj ||r−1H12 ||fj ||X)
+C˜m1 (t1−t0)
1/q−0 C
|a| [ 1
sup
t0 < t < t1
||Cauj(t)||2 . (8.12)
In (8.12) the constant C may depend on t0, and C˜m1 depends on m1 but is
independent of t0, t1. Choosing t1 close to t0 so that
C˜m1 (t1−t0)
1/q−0=12 (8.13)
may hold, we see from (8.12) that
C
|a| [ 1
sup
t0 < t < t1
||Cauj(t)||2 [ C(||(fj, gj)||S+||fj ||r−1H12 ||fj ||X). (8.14)
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In particular, Lemma 3.1 yields
||(uj(t1), “tuj(t1))||S [ C(||(fj, gj)||S+||fj ||r−1H12 ||fj ||X) (8.15)
with a constant C which may depend on t1. Noting that uj satisfies the
integral equation
uj(t)=cos w(t− t1) uj(t1)
+
sin w(t− t1)
w
“tuj(t1)−F
t
t1
sin w(t−y)
w
F(uj(y)) dy, (8.16)
we iterate the above argument (8.12)–(8.16) inductively: We start at
t=tm−1 and choose tm by C˜m1 (tm−tm−1)
1/q −0=1/2. Then we get
C
|a| [ 1
sup
tm−1 < t < tm
||Cauj(t)||2 [ C(||(uj(tm−1), “tuj(tm−1))||S
+||uj(tm−1)||
r−1
H12
||uj(tm−1)||X) [ Cm2 , (8.17)
where Cm2 depends on m, t0, m1, m2, n, l and r. Repeating this procedure
finitely many times and also applying it to the interval (t0−T, t0), we
finally obtain (8.3) for n=3.
To prove (8.3) for n=4, we choose l0, l1, q0 and r0 as in Section 5.
Recalling that the condition r [ 2+1/2 is equivalent to c(r0) [ 1 and
taking account of Remark 2 given below Lemma 3.8, we see that the third
term on the right-hand side of (8.6) is estimated as in (8.8). We have
already observed in Section 5 that l1(r−1) [ 4 thanks to r [ 2+1/2.
Moreover, we easily see l1(r−1) \ r+1. Indeed, recalling that this is
equivalent to c(r0)/2+1 [ n(r−1)/(r+1) and that c(r0)=r−3/2, we
can verify that l1(r−1) \ r+1 for 2 [ r [ 2+1/2. Hence it is possible to
repeat quite the same argument as we have done for n=3. We may omit
the details.
Now that the estimate (8.3) has been obtained, (8.1) follows from a
simple variant of the contraction argument. Indeed, as in (8.6), we see
||Lju1(t)−Lju2(t)||2 [ (1+|t0 |) ||(f1−f2, g1−g2)||S
+||xj(F(f1)−F(f2))||H˙ −12
+> F t
t0
sin w(t−y)
w
Lj(F(u1(y))−F(u2(y))) >
2
.
(8.18)
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The second term on the right-hand side above is estimated as
· · · [ C(||f1 ||H12+||f2 ||H12 )
r−1 ||f1−f2 ||X (8.19)
(see (8.7)). Moreover, choosing l0, l1, q0 and r0 as in Sections 4 and 5 and
employing (8.3), we estimate the third term on the right-hand side of (8.18) as
sup
t0 < t < t1
> F t
t0
sin w(t− y)
w
Lj(F(u1(y))−F(u2(y))) dy>
2
[ C ||Lj(F(u1)−F(u2))||Lq Œ0((t0, t1); H˙ −1+b(r0)r Œ
0
)
[ C || || |u1 |r−1 (Lju1−Lju2)||l0 ||Lq Œ0(t0, t1)
+C || ||(|u1 |r−2+|u2 |r−2)(u1−u2) Lju2 ||l0 ||Lq Œ0(t0, t1)
[ C || ||u1 ||r−1l1(r−1) ||Lju1−Lju2 ||2 ||Lq Œ0(t0, t1)
+C ||(||u1 ||l1(r−1)+||u2 ||l1(r−1))
r−2 ||u1−u2 ||l1(r−1) ||Lju2 ||2 ||Lq Œ0(t0, t1)
[ C(t1−t0)1/q
−
0 (sup
t ¥ R
||u1(t)||l1(r−1))
r−1 sup
t0 < t < t1
||Lju1(t)−Lju2(t)||2
+C(t1−t0)1/q
−
0 (sup
t ¥ R
||u1(t)||l1(r−1)+sup
t ¥ R
||u2(t)||l1(r−1))
r−2
×( sup
t ¥ (t0 −T, t0+T)
||Lju2(t)||2) sup
t0 < t < t1
||u1(t)−u2(t)||l1(r−1)
[ C(t1−t0)1/q
−
0 ( sup
t0 < t < t1
||Lju1(t)−Lju2(t)||2+ sup
t0 < t < t1
||u1(t)−u2(t)||H12 )
(8.20)
for any t1 with t0 < t1 [ t0+T. Repeating essentially the same argument as
in (8.18)–(8.20), we get
C
|a| [ 1
sup
t0 < t < t1
||Cau1(t)−Cau2(t)||2
[ C ||(f1−f2, g1−g2)||S
+C3(t1−t0)1/q
−
0 C
|a| [ 1
sup
t0 < t < t1
||Cau1(t)−Cau2(t)||2 (8.21)
with the constant C3 depending only on t0, T, m1, m2, n, l and r. Choosing
t1 close to t0 so that C3(t1−t0)1/q
−
0=1/2, we finally get
C
|a| [ 1
sup
t0 < t < t1
||Cau1(t)−Cau2(t)||2 [ C ||(f1−f2, g1−g2)||S . (8.22)
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In particular, Lemma 3.1 yields
||(u1(t1)−u2(t1), “tu1(t1)−“tu2(t1))||S [ C ||(f1−f2, g1−g2)||S . (8.23)
Next we iterate the argument (8.21)–(8.23) inductively: We start at t=tm−1
and choose tm by C3(tm−tm−1)1/q
−
0=1/2. After repeating this scheme
finitely many times and applying this procedure to the interval (t0−T, t0),
we can finally arrive at the estimate (8.1). L
Proof of Theorem 2.5. By (7.1), the solution u with data (f, g) ¥ S
described in Theorem 2.4 satisfies the integral equation
u(t)=u± (t)+l F
±.
t
sin w(t−y)
w
|u(y)|r−1 u(y) dy, t ¥ R.
Hence we see that (f, g) ¥ Range(W± ) and W± are surjections of S onto
itself.
Next we shall show the continuity of W−1± . Let n > 0 be arbitrary and let
u be the solution to (1.1) with data (f, g) ¥ S, ||(f, g)||S [ n at t=0. Let
{(fj, gj)}j ¥N be arbitrary sequence such that (fj, gj)Q (f, g) in S as
jQ.. Without loss of generality we may assume sup{||(fj, gj)||S | j ¥N} [
2n. Denote by uj the corresponding solution to (1.1) with data (fj, gj) at
t=0. Our first task is to show the estimate
C
|a| [ 1
sup
t ¥ R
||Cau(t)−Cauj(t)||2 [ Cn ||(f−fj, g−gj)||S (8.24)
with the constant Cn depending only on n, l, r and n. It is enough to show
C
|a| [ 1
sup
t > 0
||Cau(t)−Cauj(t)||2 [ Cn ||(f−fj, g−gj)||S
because the case for negative times can be treated in the same way. It
follows from the estimate (2.35) in [9] that the solution u satisfies the time
global estimate such as
C
|a| [ 1
sup
t ¥ R
||Cau(t)||2+||u||Lq(R; H˙ [1/4(r−2)]+e4(r−2) ) [ G(n), 12q=c(4(r−2))2
(8.25)
if n=3 and
C
|a| [ 1
sup
t ¥ R
||Cau(t)||2 [ G(n) (8.26)
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if n=4. Here G ¥ C(R+) is a positive, increasing function and e is a posi-
tive number picked in (4.1). G(n) being replaced by G(2n), the solutions uj
also satisfy (8.25)–(8.26). For T > 0 determined later, let gT=gT(y) be the
characteristic function of the set {y ¥ R | 0 < y < T}. We observe
C
|a| [ 1
sup
t > 0
||Cau(t)−Cauj(t)||2
[ C ||(f−fj, g−gj)||S+C
n
k=1
||xk(F(f)−F(fj))||H˙ −12
+3 C
|a| [ 1
a ] (1, 0, ..., 0)
sup
t > 0
> F t
0
sin w(t−y)
w
gT(y) Ca(F(u(y))
−F(uj(y))) dy >
2
+3 C
|a| [ 1
a ] (1, 0, ..., 0)
sup
t > T
> F t
T
sin w(t− y)
w
Ca(F(u(y))−F(uj(y))) dy >
2
+sup
t > 0
> F t
0
cos w(t−y) gT(y) (F(u(y))−F(uj(y))) dy >
2
+sup
t > T
> F t
T
cos w(t−y) (F(u(y))−F(uj(y))) dy >
2
. (8.27)
By the estimates (8.25)–(8.26), we find that there exists sufficiently large
T > 0 depending on n but independent of j such that the fourth and sixth
terms on the right-hand side of (8.27) are estimated as
· · · [ 14 C
|a| [ 1
sup
t > 0
||Cau(t)−Cauj(t)||2 (8.28)
by repeating essentially the same argument as in Sections 4 and 5. On the
other hand, thanks to the presence of the characteristic function gT, we can
estimate the third and fifth terms on the right-hand side of (8.27) as
· · · [ C C
|a| [ 1
sup
0 < t < T
||Cau(t)−Cauj(t)||2 . (8.29)
We may employ Proposition 8.1 to estimate the right-hand side of (8.29)
and obtain
· · · [ C ||(f−fj, g−gj)||S (j=1, 2, ...). (8.30)
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Finally the second term on the right-hand side of (8.27) is easily treated
(see (8.7), (8.19)). Thus (8.24) is an immediate consequence of (8.27)–(8.30).
Now we are ready to prove the continuity of W−1± . Replacing u by uj in
(7.1), we define u±j in the same way as we defined u± in (7.1). It is easy to
obtain by (8.24)–(8.26)
C
|a| [ 1
sup
t ¥ R
||Cau± (t)−Cau±j(t)||2 [ C ||(f−fj, g−gj)||S (8.31)
with a constant C depending only on n, l, r and n but independent of j.
Combined with Lemma 3.1, the inequality (8.31) immediately implies the
continuity of W−1± . L
9. REMARKS ON THE PROBLEMWITH SMALL DATA
For a > 0 we put Sa :={(f, g) ¥ S | ||(f, g)||S < a} and equip it with the
natural topology. Repeating the same argument as before, we can readily
show the following result on the theory of scattering with small data.
Theorem 9.1. Let n=3, 4. Suppose that l ¥ R and 2+1/2 < r [ 3 for
n=3, 2 < r < 2+1/2 for n=4. Furthermore, in the case of n=3, let e be an
arbitrary number such that 0 < e < (r−5/2)/2(r−2). There exists a con-
stant d0 > 0 depending on n, e, r and |l| with the following properties:
(1) For any 0 < d [ d0 and any (f− , g−) ¥ Sd, the integral equation
u(t)=u−(t)−l F
t
−.
sin w(t−y)
w
|u(y)|r−1 u(y) dy, t < 0 (9.1)
(u−(t)=(cos wt) f−+(w−1 sin wt) g−) has a unique solution u satisfying
(2.2)–(2.3) with T replaced by zero and the asymptotic condition (2.4).
Moreover, this solution satisfies ||(u(0), “tu(0))||S [ C1 ||(f− , g−)||S with a
suitable constant C1 > 0. The mapping (f− , g−)W (u(0), “tu(0)) is one-to-
one and continuous from Sd to SC1d.
(2) For any 0 < d [ d0 and any (f, g) ¥ Sd, the integral equation
u(t)=u0(t)−l F
t
0
sin w(t− y)
w
|u(y)|r−1 u(y) dy, t ¥ R (9.2)
(u0(t)=(cos wt) f+(w−1 sin wt) g) has a unique solution u satisfying
(2.2)–(2.3) with the time interval replaced by R. Moreover, there exists a
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unique pair of functions (f± , g± ) ¥ SC2d with a suitable constant C2 > 0 such
that
||Cau(t)−Cau± (t)||2 Q 0 (|a| [ 1) as tQ ±.. (9.3)
Here u± (t) :=(cos wt) f±+(w−1 sin wt) g± . The mappings (f, g)W (f+, g+)
and (f, g)W (f− , g−) are one-to-one and continuous from Sd into SC2d.
(3) The scattering operator is defined as a one-to-one and continuous
mapping from Sd into SC1C2d for sufficiently small d > 0.
The nonlinear function l |u|r−1 u being replaced by l |u|r, the above
theorem remains valid. In [14] a similar result was proved in the case of
n=4 for more regular data. Since several estimates employed here (e.g.
(3.9)) are much more sophisticated than those in [14], we have succeeded
in improving the previous result. When n=4 and r < 2, it is shown in [28]
that there exists a case where non-existence of global solutions occurs even
for small, smooth data. In this sense the lower bound for r (i.e. 2) is
optimal. It is still an open problem whether the nonlinear term −u2 causes
blowing up solutions for small data or not.
For n=3, the lower bound for r (i.e. 2+1/2) is also optimal for small
data scattering in S. Indeed, it is well-known from the classic of John [17]
that small initial data (f, g) ¥ C30(R3)×C20(R3) gives rise to a unique,
global classical solution if r > 1+`2 . If in addition l < 0 and f — 0,
g \ 0, g – 0, then the solution turns out to satisfy the estimate
||u(t)||2 \ C(1+t)5/2−r, t > 0. (9.4)
Obviously, this solution never satisfies the asymptotic property (9.3) for
any (f+, g+) ¥ S when 1+`2 < r < 2+1/2.
The inequality (9.4) is an immediate consequence of a variant of the
argument in [12], [28]. Indeed, we know from Keller’s comparison
theorem [19] that u is non-negative. Thus, proceeding in the same way as
in [28] on p. 383–384, we get
||u(t)||1 \ Ct4−r for large t (9.5)
(see (12) in [28]). Without loss of generality, we may assume supp g …
{|x| [ 1}. Since supp u(t) … {|x| [ t+1}, we finally have by the Ho¨lder
inequality and (9.5)
||u(t)||2 \ C ||u(t)||1 (1+t)−3/2 \ Ct5/2−r (9.6)
for large t.
Next the author would like to make a comparison between Theorem 3.3
in [2] and Theorem 9.1(2). In [2] Belchev–Kepka–Zhou have considered
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the global solvability of the equation iu=l |u|r with small data by apply-
ing the Penrose conformal compactification. They have studied the
problem in general space dimensions n\ 2 and proved that, if r>max{(n+2m)/
(n−1), m}, (m > n/2, m ¥N), then the transformed equation has a solu-
tion for small data. If we could choose m=1 for n=3, 4 in their theorem,
then the lower bound for r (i.e. (n+2)/(n−1)) would coincide with ours.
But the author does not know whether the method of the conformal com-
pactification works well for (n+2)/(n−1) < r < 1+4/(n−1)(n=3, 4).
Finally it should be remarked that the number (n+2)/(n−1) would have
no significant meaning in the problem of global solvability for n \ 5
because (n+2)/(n−1) < r0(n) for n \ 5. Here r0(n) is the larger root of
the equation (n−1) r2−(n+1) r−2=0 and is well-known as the critical
number for the global existence and nonexistence of small solutions
(see, e.g., [5]).
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