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In order to develop advanced machine tool system, this study aims to develop a cutting tool parameter 
identification and a machined surface quality inspection system using deep learning. The cutting tool parameter 
identification concerns object classification, while the machined surface inspection falls to the texture analysis 
task. To cope with both problems, deep learning using a convolutional neural network (CNN) is developed for 
vision-based identification and inspection. Unlike typical machine vision methods, CNN automates the feature 
extraction by embedding the convolution process into the network. 
Chapter 1 presents the background of this study and the importance of developing intelligent machine tool 
systems in the manufacturing field. Subsequently, literature review is presented to give an insight about the 
current development of machine vision and AI implementation on industrial application, especially on both tool 
parameter identification and surface quality inspection that will be the focus on this study. At last, this chapter 
explains the gap of previous research and introduces the objectives of the study. 
Chapter 2 discusses cutting tool parameter identification problems and the proposed system to solve the problems. 
This chapter elaborates the detail flow of the proposed system that begins with tool type identification based on 
image until the accurate tool length measurement. The aim is to develop a fast, precise, and reliable automatic 
on-machine tool parameter identification system. The approach comprises three main steps: identifying the class 
of a tool, estimating its dimension, and measuring the tool length based on information from prior steps. In the 
first step, deep CNN models are developed for image-based tool recognition problems. Subsequently, an 
automatic dimension estimation algorithm based on the edge-detection method is proposed. The outcome of both 
steps are then used to automatically generate a numerical control code for the measurement process using a 
contact-based displacement sensor. Also, various architectures and configurations of CNN that are the core of 
prediction models are described. 
Chapter 3 covers the second problem which is machined surface quality inspection. It discusses the two aims on 
this problem: estimation of surface roughness and identification of chatter. Accordingly, the proposed image 
processing and deep learning models for this problem are explained. The proposed method avoids excessive 
feature extraction since this step is integrated inside the network during the convolution process. Several loss 
functions for the prediction model are presented and analyzed based on its suitability and accuracy by comparing 
to the actual roughness obtained by a stylus-based profilometer. Further, this chapter describes the proposed 
combined models that can simultaneously solve both aims to increase the inspection efficiency. The performance 
of the proposed model is assessed on surface finish of conventional machining operations such as outside 
diameter turning, slot milling, and side milling with various cutting conditions. 
Chapter 4 presents the experiments on both cutting tool parameter identification and machined surface quality 
inspection problems. The chapter discusses various aspects of the experiments, i.e. the data used, the performance 
evaluation, the experiments setting, and the results. Furthermore, analysis of the results is presented, both on 
effectiveness (accuracy) and efficiency (processing time) aspects of the proposed models. 
Chapter 5 presents the conclusion of this study and summarizes the advantages and limitations of the proposed 
systems. Finally, this chapter explores the room for future works by considering the improvements in data 
acquisition, method development, implementation, and objectives expansion. 
 
 
