In target detection applications, the aim is to detect occurrences of a specific Target in a given signal. In general, the target is subjected to some particular type of transformation, hence we have a set of target signals to be detected. In this context, the set of non-Target samples are referred to as Clutter. In practice, the target detection problem can be characterized as designing a classser C ( Z ) , which, given an input vector z, has to decide whether z belongs to the Target class X or the Clutter class Y . In example based classietion, this classifier is designed using two training sets In both cases the kernel U is chosen in some optimal manner. In the FLD, U is chosen such that the Mahalanobis distance of the two classes after projection will be maximized. In the SVM approach the motive is similar, but the vector U is chosen such that i t maximizes the margin between the two sets.
Since the classifier C ( z ) is usually the heart of a detection algorithm, and is applied many times, simplifying it translates immediately to an efficient detection algorithm. Various types of examplebased classifiers are suggested in the literature [2, 3, 11 . The most simple and fast are the linear classifiers, where C ( z ) is based on a projection operation followed by a thresholding. The projection of z is performed onto a projection vector U , thus, C(z) = f(u*z) where f(*) is a thresholding operation (or some other decision rule). The Support Vector Machine (SVM) [3] and the Fisher Linear Discriminant (FLD) [2] are two examples of linear classifiers. In both cases the kernel U is chosen in some optimal manner. In the FLD, U is chosen such that the Mahalanobis distance of the two classes after projection will be maximized. In the SVM approach the motive is similar, but the vector U is chosen such that i t maximizes the margin between the two sets.
In both these classifiers, it is assumed that the two classes have equal importance. In typical target detection applications, however, the above assumption is not valid since the probability of z belonging to X is substantially smaller, compared to that of belonging to Y . Both the FLD and the SVM do not exploit this property. Moreover, in both of these methods, it is assumed that the classes are linearly separable. This requirement is not valid in typical pattern detection problems where the Target class is surrounded by the Clutter class. In order to be able to treat more complex, and unfortunately, more common scenarios, non-linear extensions of these algorithms are required [2: 31. Such extensions are typically at the expense of much more computationally intensive algorithms.
In this paper we propose a new classifier -the Maximal Rejection Classifier (MRC) which is appropriate for the pattern detection problems. The MRC is a linear classifier that overcomes the above two drawbacks. While maintaining the simplicity of a linear classifier, it can also deal with non linearly separable cases.. The only requirement is that the Clutter class and the convex hull of the Target class are disjoint. We define this property as two convexly-separable classes, which is a much weaker condition compared to linear-separability. In addition, this classifier exploits the property of high Clutter probability. Hence, it attempts to give very fast Clutter labeling, even if at the expense of slow Target labeling. Thus, the entire input signal is classified very fast.
The MRC is an iterative rejection based classification algorithm. The main idea is to apply at each iteration a linear projection followed by a thresholding, similar to the SVM and the FLD.
However, as opposed to these two methods, the projection vector and the corresponding thresholds are chosen such that at each iteration the MRC attempts to maximize the number of rejected Clutter samples. This means that following the first classification iteration, many of the CZutter samples are already classified as such, and discarded from further consideration. The process is continued with the remaining Clutter samples, again searching for a linear projection vector and thresholds that maximizes the rejection of Clutter points from the remaining set. This process is repeated iteratively until a small number or non of the Clutter points remain. The remaining samples at the final stage are considered as Targets. The idea of rejection-based classifier was already introduced by 1 1 1 . However, in this work we extend the idea by using maximalxejection. In order to demonstrate the behavior of the MRC, this algorithm is applied to the problem of detecting frontal and vertical faces in images. It is demonstrated that the MRC is a very efficient algorithm, requiring an effective computation of close to two convolutions of the input image per each resolution layer in order to reliably detect faces at all scales and all spatial positions.
