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ELŐSZÓ
A tanulmány olyan bináris (valószínűségi) válto­
zók struktúrájának statisztikai vizsgálatával foglal­
kozik, amelyek dichotom jellegek indikátor változói.
A változókat nagyszámú objektumon figyeljük meg. Vizs­
gálatuk azon az adatmezőn alapul, amelyik megadja, hogy 
az egyes objektumok mely jellegekkel rendelkeznek. Tet­
szőleges objektumot az A^, Ac, . A jellegek egy 
részhalmaza jellemez. Az objektumok kísérletek kimene­
telének is tekinthetőek, a jellegek (pontosabban a meg­
létük) pedig eseményeknek, amelyek a kísérletek során 
vagy bekövetkeztek, vagy nem. Ilymódon a változók struk­
túrájának vizsgálata ezen események egymás közti kap­
csolatainak vizsgálatát jelenti. Ehhez szükséges a 2n
számú A. A. ...A. esemény valószínűségének meghatáro- 
_11_12 -1k
zása. Ezt a feladatot 2 már tizes nagyságrendű n mel­
lett is igen nagy volta teszi bonyolulttá.
Legegyszerűbb dolgunk akkor lenne, ha az A_. ese­
mények - tehát a jellegek, ill. a változók - (teljesen)
függetlenek lennének: ekkor tetszőleges A- A. ...A.
X1 x2 ^ k
esemény valószinüsége az Aj , A. , ..., A. események
n  x2 -1k
valószínűségeinek szorzata. A tanulmány 2. fejezete (az
1. fejezet a Bevezetés) a változók függetlenségvizsgála­
tával foglalkozik, amelyet nagyobb n és/vagy kis F(A^)-k
4esetén nem könnyű elvégezni.
Ha a változók nem függetlenek, jellemeznünk kell 
függőségüket, A többdimenziós normális eloszlás egysze­
rűsége és gyakori előfordulása adta az ötletet, hogy 
vizsgáljam a normális küszöb modellt. Ez feltételezi, 
hogy a jellegeknek mindegyik objektumra nézve van egy- 
egy valós számmal kifejezhető mértéke, vagyis az i.-edik 
(bináris) változóhoz hozzá van rendelve egy háttér 
változó. A modell szerint ezek együttes normális elosz- 
lásuak, egy-egy küszöb tartozik hozzájuk, továbbá egy 
objektum akkor ás csak akkor rendelkezik az A^ jelleg­
gel, ha L. rajta felvett értéke eléri a megfelelő kü­
szöböt. A 3. fejezet ezzel a modellel foglalkozik.
A normális küszöb modellnek a vázolt feladatban 
van egy hátránya: feltételezése esetén igen nehézkes
sajátos jellegkombinációk és ilyenekkel jellemzett ob­
jektumcsoportok meghatározása, az objektumok klaszter- 
analizise. A 4. fejezet a (dichotom jellegekkel, ill. 
bináris változókkal jellemzett) objektumok ki aszterana­
lízisére kidolgozott uj eljárással, az un. többszörös 
többdimenziós skálázással (többszörös LIDS, LL'US) fog­
lalkozik, ami a változók (közönséges) MDS-e révén so­
rolja klaszterekbe az objektumokat. A változók (közön­
séges) LIDS-e azt a problémát vizsgálja, hogy a válto­
zók között értelmezett távolságok alapján hogyan lehet 
a változókat megjeleníteni valamely R^ alacsony dimen-
5j j \rziós euklideszi térben, vagyis hogyan lehet ü'-ban o- 
lyan pont-n-est konstruálni hozzájuk, hogy a pontok 
euklideszi távolsága minél jobban tükrözze a változók 
távolságát. Ahhoz, hogy a változók jól skálázhatóek 
legyenek, konzisztenseknek kell lenniük a következe 
értelemben: ha két változó "közel" ven egy harmadik­
hoz, egymáshoz is "közel" kell lenniük. Az I~DÖ, ame­
lyet a tanulmány legjelentősebb és legszélesebb kör­
ben használható eredményének tartok, azt a problémát
vizsgálja, amelyik akkor merül fel, h< :en~i kon­
zisztencia nem teljesül: hogyan lehet az objektumokat
minél homogénebb klaszterekbe sorolni, amikőris egy-egy 
klaszter homogenitását a változók ezen klasztsr mellett 
történő MOS-ének jóságával mérjük?
A tanulmány több szempontból is alkaln 
matikai. i) A (matematikai) statisztika és 
analízis ilyen diszciplínák. - ii) r:em egy 
na egy fejezetével foglalkozom, hanem egy - 
san megfogalmazott - feladat gyakorlatban t 
oldása során fellépő problémákkal. Irodalmi 
ezért csak a többdimenziós skálázáshoz adok
azott nate-
kl xLer-
."iszci öli— 
ált alár.o-
x 'b C
0 0 c c r*
a Bevezetésben. - iii) A tanulmány 5. fejezete e szá­
mítógépek egyik fontos orvosbiolégiai alkalmazásával, 
a veleszületett rendellenességek statisztikai vizsgá­
latával foglalkozik. Hangsúlyozni szeretném azonban, 
hogy itt többről van szó, mint a 2-4. fejezetben is­
6mertetésre kerülő matematikai eredmények alkalmazásá­
ról egy konkrét feladatban: az eredmények jelentős ré­
sze (igy például az HMDS is) ezen konkrét feladatból 
nőtt ki. A rendelkezésre álló adatok mennyisége indo­
kolja a számitógépes feldolgozást. Az 5» fejezet ered­
ményei is tanúéitják, hogy a felhasznált uj módszerek 
segítségével uj következtetéseket lehet levonni.
A tanulmányban kétszeres aláhúzással jelzem a vek­
torokat és mátrixokat. Az egyszeres aláhúzás semmit sem 
jelent, célja csupán a szövegből való kiemelés.
Az a kutató munka, melynek során ismertetésre ke­
rülő eredményeim megszülettek, része volt annak a te­
vékenységnek, amelyet Czeizel Endrével, az orvostudo­
mány doktorával és Tusnády Gáborral, a matematikai tu­
domány kandidátusával több mint egy évtizede, Sinono- 
vits Miklóssal, a matematikai tudomány doktorával és 
Dávidné dr. Boll a Marianna matematikus kollégámmal kö­
rülbelül fél évtizede végzünk. Az együttes munka során 
mindegyiküktől sok segítséget kaptam, de különösen Tus- 
nády Gábortól. A tanulmány alapjául szolgáló kandidátusi 
értekezés munkahelyi bírálatáért ugyancsak Tusnády Gá­
bornak, valamint Hollósné dr. marosi Judit matematikus­
nak, opponálásáért néhai Sarkadi Károlynak, a matemati­
kai tudomány doktorának, valamint Csirik Jánosnak és Mi­
ch alotzky Györgynek, a matematikai tudomány kandidátusa­
inak tartozom hálával.
! - 7
Az értekezés és a tanulmány az MTA SfcTAKI Alkalma­
zott Matematikai Főosztályának Statisztika Osztályán ké­
szült; vezetőimtől, különösen Prákopa Andrástól, az ITTA 
rendes tagjától minden támogatást megkaptam a munka el­
végzéséhez. A tanulmány eltérése a (sikeresen megvédett) 
értekezéstől három forrásból származik, i) Elhagytam az 
értekezés részletes futási eredményeket tartalmazó Füg­
gelékét. - ii) Figyelembe vettem az opponensi véleménye­
ket és ezekre adott válaszaimat. - iii) Beépítettem az 
értekezés beadása óta elért eredményeimet.
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1, BEVEZETÉS
Attól függően, hogy milyen tulajdonságra vonatko­
zik, a valószinüségi változónak több tipusa van. Kiemel­
kedő fontosságú a következő kettő:
a) Kvantitatív (mennyiségi) változó. Mérhető és en­
nek következtében mértékszámokkal is kifejezhető tulaj­
donságra, mennyiségre vonatkozik. Lehetséges megfigye­
lési értékei valós számok. Ha ezek folytonos sokaságot 
képeznek, a változó folytonos, ha megszámlálhatóan so­
kan vannak, a változó diszkrét.
b) Kvalitatív (minőségi, kategorikus) változó. Nem 
mérhető és igy mértékszámokkai ki sem fejezhető tulaj­
donságra vonatkozik. Lehetséges megfigyelési értékei 
egymástól minőségileg különböző osztályok (kategóriák).
Az olyan diszkrét változót, amelyik csak az 1 és 0 
értékeket veheti fel, bináris változónak, az olyan kva­
litatív változót, amelyiknek csak két különböző megfi­
gyelési értéke fordulhat elő (igen-nem, férfi-nő, élő­
nem élő, beteg-egészséges stb.), dichotom (alternativ) 
változónak nevezik. A dichotom változó két lehetséges 
megfigyelési értéke közül az egyik sok esetben ki van 
tüntetve, és valamely jelleg (pl. betegség) meglétét 
jelenti. Az ilyen dichotom változóhoz természetes mó­
don hozzárendelhető egy bináris változó: a jelleg (meg-
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létének mint eseménynek az) indikátor változóba. Ilyen 
változók képezik értekezésem tárgyát. Olyan bináris 
változók struktúrájának vizsgálatával foglalkozom te­
hát, amelyek dichotom jellegekre vonatkoznak. Jelölje 
ezek számát n, a változókat W^, W2 , •••» Wn , a jel­
legeket A^, it,, ...» An , a megfigyelések számát M, 
azokat az objektumokat pedig, amelyeken a változókat 
megfigyeljük, £2 , •••»
Az 1.1. paragrafus az adatok számitógépes tárolá­
sával foglalkozik. Ezt illetően kézenfekvő a következő 
két követelmény: i) az adatok a memória ne túl nagy ré­
szét foglalják el; ii) tetszőleges
G = {a . , A. , . A. ^ (l.l)
g i2 xk
jellegkombinációhoz azon objektumok
ffÍGg) = 0'(i1,i2,...,ik)
ás
crT (Gg ) = o/T(i1,i2,...,ik)
száma, amelyek rendelkeznek a G -hez tartozó jellegek-o
kel, de más jelleggel nem, ill. amelyek rendelkeznek a 
G -hez tartozó jellegekkel és esetleg továbbiakkal is,o
gyorsan kikereshető legyen. E célból a fenti gyakori­
ságokat és cimüket, ill. az értékükre vonatkozó infor­
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mációt egy egyindexes NS egész tömbben helyezem el oly 
módon, hogy NS-ből tetszőleges k elemű, más szóval k 
méretű G jellegkombináció esetén az <T(G ), 0^(G )— — —  g —"g 1 —g ,
értékek legfeljebb (k+l) lépésben meghatározhatóak.
A 2. fejezet a változók függetlenségvizsgála­
tával foglalkozik. Tetszőleges (l.l) alakú Gp jelleg­
kombináció esetén jelölje
r^p(Gg) - ( i]_» * * * * * ^  k)
annak valószinüségét, hogy egy objektum rendelkezik a 
Gg-hez tartozó jellegekkel és esetleg továbbiakkal is. 
Az a kérdés, hogy a Wi változók (teljesen) függetlennek 
tekinthetőek-e, elméletileg a valamennyi legalább 2 mé­
retű, (l.l) alakú jellegkombinációra
tv
(^1»^2 * • • • * ^ k^ = || i*iji^ ij)
j=l
2nullhipotézishez tartozó X -próbával dönthető el, a meg­
felelő 2n-es kontingenciatáblázat alapján. A számomra 
érdekes esetekben azonban - még a ritka jellegek lehető­
ség szerinti összevonása után is - 2n nagysága és/vagy a 
P^ íjL) valószinüségek kicsisége miatt a X  -próba elvég­
zése illuzórikus, ezért máshogyan kell a függetlenséget
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ellenőrizni.
Jelölje azon objektumok számát, amelyek
pontosan k számú jelleggel rendelkeznek, és legyen 
O' = Megmutatom, hogy a W^-k függetlensége ese­
tén teljesülnie kell, hogy
(T = M ~J7~ — —  .
11 O+OXi)
i=l
Ezen egyenlőség ellenőrzése lehet a függetlenség vizs­
gálatának első lépése.
Jelölje P ^ )  annak valőszinüségét, hogy egy objek­
tum pontosan k számú jelleggel rendelkezik, és legyen 
P = P^^. Vezessük be a következő jelöléseket:
PT (i)
q. = ---- 7— ■» i = 2, ..., n,
1 l-PT(i)
S0 = 1,
Sk = X I V — X| 2^  •••f n.
j=l
Megmutatom, hogy a valószinüségek előállításához
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P-n kívül elég az S^-kat kiszámítani, amelyek - a 
keresztül - csak a P^i,) valószínűségektől függenek. 
S^-k rekurzívan, Newton formulájával számíthatók:
= 1, 2, ..., n esetén
-kon 
[ Az
k =
j - ^ ^ » •••> n • J
Jelölje az előforduló különböző k méretű jel-
legkombinációk számát, N ' pedig ezek közül azokét, 
amelyek a pontosan k számú jelleggel rendelkező objek­
tumok körében fordulnak elő. A jellegkombinációk mérete 
tapasztalati eloszlásának jellemzésében ezek a mennyi-
r-f( lf ) r*r( ír }ségek is fontos szerepet játszanak. és IT vár­
ható értéküket közelítőleg határozom meg oly módon, hogy
az O/r^ i-l»— 2 »* * * »ik^ * — 1^-l»-2 * * * * ’ík^ változók bino­
miális eloszlását Poisson-eloszlással közelitem. Megmu- 
tatom, hogy ' és r  ilyen közelitése is csak a P és 
(i.) valószinüségektől függ. A változók független­
ségvizsgálatának következő lépése a P^), 
mennyiségek P^k\  becslésének meghatáro-
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zása és az Í2rk)'i, Í2 (kh. ül. { w (k)>.
{ l k)>, ís(kH  sorozatok összehasonlítása. Döntő az 
és {m p 1 sorozatok összehasonlítása; meg­
mutatom, hogyan célszerű ezt elvégezni.
Ha a változók függetlensége elfogadhatatlannak bi­
zonyul, felmerülhet az a gondolat, hogy ezt csak néhány 
.jelleg okozza. Ezért megmutatom, hogyan lehet megvizs­
gálni, hogy miként változik az egyes jellegek adott mé­
retű jellegkombinációk közötti gyakorisága a méret vál­
tozásával. Ha ezek a gyakoriságok lényegében egymáshoz 
hasonlóan változnak, akkor a változók függetlenségének 
elfogadhatatlanságát nem csupán néhány jelleg okozza.
A 3. fejezet a normális küszöb modellel [lásd pl. 
Tusnády (1969)] foglalkozik. Ez feltételezi, hogy a 
vizsgált dichotom jellegeknek mindegyik objektumra néz­
ve van egy-egy valós számmal kifejezhető mértéke, vagyis 
a bináris változókhoz hozzá van rendelve egy-egy 
folytonos háttér változó. A modell szerint ezek az L^-k 
együttes normális eloszlású valószinüségi változók, ame­
lyekhez egy-egy küszöb tartozik, továbbá egy objektum 
akkor és csak akkor rendelkezik az jelleggel, ha 
rajta felvett értéke eléri T^-t. Az L^-krol feltesszük, 
hogy standardak (lévén általában nem megfigyelhetőek, ez 
a technikai jellegű feltétel nem jelent megszorítást), 
ezért együttes eloszlásukat meghatározzák az ( ,  L ^ ) 
változópárok közötti r ^  korrelációs együtthatók. A mo-
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dell a függetlenségnél lényegesen gyengébb feltevésen 
alapul, viszont nagy változószámnál jelentős csökke­
nést eredményez a paraméterek számában. A modell para- 
méterei a l.-k és az r^-k, számuk összesen (n2 ;• Maxi­
mum likelihood (ML) becslésük n > 2  esetén nem ismert. 
Tj-t a
crT (i)
M ]
kifejezés értékével becsiem az (1-dimenziós) stan­
dard normális eloszlásfüggvény; n = 1 esetén ez a 1L 
küszöb ML becslése], r = r..-t pedig az
,S\ S\ .
,r)
crT (i,j)
M
egyenlet megoldásával [itt 
F(T,T,r)
^ és ^  standard, r korrelációs együtthatójú, együt­
tes normális eloszlású valószinüségi változók (lásd pl. 
Anderson, 1958); n = 2 esetén a fentiek szerint megha-
= 7(i T,^5T) =
<90 OO
r t h r l  I
T T
exp[-
O n
u -2ruv+v"
2(1-r )
2--- ] du dv,
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tározott becslésekkel ez az ML becslést adja]. F sor­
fejtés alapján történő gyors számitógépes meghatározásá­
ra a 70-es évek közepén eljárást dolgoztam ki, amely az 
akkor elérhető eljárásoknál hatékonyabbnak bizonyult. 
Bebizonyítom, hogy a sorfejtés Ir l<l/V2 esetén kon- 
vergens, és megmutatom, hogyan lehet P(T,T,r)-et tetsző- 
leges r esetén meghatározni. Mivel P(T,T,r) r-ben mono­
ton növő, az r..-becslések numerikus meghatározása ez- 
után már nem okoz nehézséget.
A modell kézenfekvő ellenőrzése annak vizsgálata, 
mennyire felel meg a 2-nél nagyobb méretű jellegkombi­
nációk előfordulása a modellnek. Mivel itt nem sikerült 
meghatároznom a  valószinüségek becslését, ezért a
{ ^  O'yiQg)}
g: lDgl =k
sorozat elemeit hasonlítom össze az
g: lGg| =k
sorozat elemeivel (lG hvel a G  jellegkombináció mére-5 s
tét jelölöm). A 2-nél nem nagyobb méretű jellegkombiná­
ciók modelltől való eltérését egyenként is jellemzem.
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Mivel az E = (r.^) korrelációs mátrix ML becs­
lése nem ismeretes, E-et elemenként becsiem. Ezért elő-
A  0fordulhat, hogy E igy nyert E becslese nem pozitív 
szemidefinit. Kétféle módon is előállítok olyan, E-hoz 
"közeli” E mátrixot, amelyik pozitív szemidefinit és n 
nyomu. [Tudomásom szerint nem ismert, hogy az ilyen tu-
r*J Alajdonságu E-ok E-tól mátrix normában való távolságát 
milyen mátrix minimalizálja.] Mindkét esetben olyan 
mátrixot kapunk, amely ugyan pozitív szemidefinit és 
nyomu, de rendelkezhet ^ 1 vagy li^ .l > 1 elenek-
kel. Ismertetem, hogyan juthatunk olyan E-hoz, amely 
már "igazi" korrelációs mátrix.
A 4. fejezet többdimenziós skálázással [angolul 
"multidimensional scaling", MDS; lásd például Kruskal 
(1977a,b)] foglalkozik. A változók MDS-e azt a problé­
mát vizsgálja, hogy a változók között értelmezett távol­
ságok alapján hogyan lehet a változókat térképszerűen áb­
rázolni, kirajzolni valamely E^ alacsony dimenziós eukli­
deszi térben, vagyis hogyan lehet E^-ban olyan pont-n-est 
konstruálni hozzájuk, hogy a változók távolságai minél 
kevésbé térjenek el a megfelelő pontok euklideszi távol­
ságaitól. Ha sikerül jól skálázni a változókat, "térké­
pük" ránézésre sok információt adhat struktúrájukról. Ah­
hoz, hogy a változók jól skálázhatóak legyenek, konzisz­
tenseknek kell lenniük a következő értelemben: ha két
változó "közel" van egy harmadikhoz, egymáshoz is " kö­
IS
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zel" kell lenniük. Az MDS témakörébe tartozó feladatok 
osztályozása, az MDS irodalmában fellelhető összefog­
laló munkák áttekintése, valamint az MDS un. klasszi­
kus megoldását ismertető 4.1. paragrafus után a 4.2, 
paragrafus az általam bevezetett többszörös többdimen­
ziós skálázással (multiple MDS, MMDS) foglalkozik. Az 
MMDS, amelyet az értekezés legfontosabb elméleti ered­
ményének tartok, azt a problémát vizsgálja, amelyik ak­
kor merül fel, ha a fenti konzisztencia'nem teljesül: 
hogyan lehet az objektumokat minél homogénebb klaszte- 
rekbe sorolni, amikoris egy-egy klaszter homogenitását 
a változók ezen klaszter mellett történő MDS-ének jósá­
gával mérjük? Keresendő tehát a jd természetes szám, az 
±1» ^2’ •••» Z D (diszjunkt) objektumklaszterek és azon 
pontok, amelyek a változókat reprezentálják
(m) /, .(m)abban az értelemben, hogy x^ ' és Xj y közelsége a 
VM , jVj változók Ym melletti közelségének felel meg. 
(Az IZDS hazai előzményei közé tartozik a következő, 
Tusnády Gábor által vizsgált probléma: hogyan lehet az 
objektumokat klaszterezni és a változókhoz az egyes 
klaszterek mellett pontokat rendelni úgy, hogy egy-egy 
objektum 1 értékű változóihoz az objektumot tartalmazó 
klaszter mellett tartozó pontok minél közelebb legyenek 
egymáshoz?)
Legyen e_FÍ a Wi változónak az objektumon megfi­
gyelt értéke (l vagy 0 aszerint, hogy v rendelkezik-eO
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A^-vel vagy sem),
ig (egl»eg2»
n-1 n
U (m)'g = X  X  l#ira)-íjm)||2>
i-1 j=i+l 
egi=1 egJ=1
DC olyan eljárás, amellyel tetszőleges Z objektumhalmaz­
hoz - a Z objektumaihoz tartozó e -k és Cf(G )-k alapján -—•o o
d. . (Z) távolságokat és £. .(Z_) súlyozó tényezőket rendelek 
hozzá,
i(n>) _ 7v  ^ ~U)d = d. . (Y ), c .' = c. . (Y ) 1.1 i.iv m'» °ij ijv m'
es
n-1 n(o)=X X
i=l j=i+l
Az MMDS-problémát azzal a T algoritmussal oldom meg, ame­
lyik a következő két lépést alkalmazza váltakozva: i) az
egyes ^ objektumokat abba a klaszterbe soro Ua, amelyik-
re U ; minimális (amelyik klaszterben a G  jellegkombi- g g
náció jellegeinek megfelelő változókhoz tartozó pontok a 
legközelebb vannak egymáshoz); ii) az egyes klaszterek
V
mellett meghatározza
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• • • » ]
negativ gradiens vektorát, majd ennek irányában irány-
(m)menti minimalizálást végezve kiszámítja az ' pontok
uj koordinátáit.
Az ?£MDS-t az
P ^ 1  n_
3 = y  2_ + [ K- ' i í i m)- 2 jm)i d q >
m=l i=l j =i+l
mennyiséggel jellemzem, ahol
n(m)ij nl j < V I
n. . (Z) azon Z-beli objektumok száma, amelyek rendelkeznek 
az A. és A. jelleggel, ^ és K alkalmas állandók. [Simo- 
novits Miklós hivta fel a figyelmemet arra, hogy c[ = 2 
esetén E a következő, 2 direkciós erejű rugókból álló 
rendszer potenciálja: n^?^ számú 0 hosszúságú és egy K
hosszúságú rugó x^^ és x".m  ^ között (l^i<j_í;n, m =
= 1, 2, jd).] Az MMDS E-vel történő jellemzése a kö­
vetkező DC-nek felel meg:
ciá(Z) = nij(Z) + 1, d.,.(Z) = K / ciá(Z).
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Bebizonyítom, hogy ezen DC és £ = 2 esetén a T algorit­
mus folyamán E monoton nem no. Ismertetem, hogyan célszerű 
£ kezdő és további értékeit, £-t és K-t választani, vala­
mint kezdő klasztereket és pontkonfiguráciőt előállítani.
Valamely adatmező MMDS-ét két szempontból is jó len­
ne értékelni. Annak matematikai értékelését, hogy az lóTIDS 
mennyire jó más klaszterező módszerekhez képest, elvileg 
kivihetetlennek tartom. Az egyes klaszterező módszerek 
ugyanis döntően éppen abban különböznek egymástól, hogy 
milyen kritériumot adnak a klaszterezés jóságára. A maga 
kritériuma szerint mindegyik módszer a legjobb, a krité­
riumok viszont nem hasonlíthatóak objektiven össze. (Kü­
lönböző klaszterező módszereket heurisztikusán persze 
összehasonlíthatunk: megnézzük, hogy adott klasztereket 
hogyan adnak vissza.) Annak értékelése, hogy a konkrét 
adatmező objektumai mennyire jól klaszterezhetőek az 22DZ 
szempontjából, elvileg a következőképpen végezhető el. 
Tegyük fel, hogy az adatmező valamilyen ás X mellett 
végrehajtott MMDS-ének befejezésekor a klaszterszám d , 
és E értéke
E* = E*(n,MyjL,p,q,K) ,
ahol
I I I 11 v . ,  •
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Legyen E„ . és E az E mennyiség értéke az (n,M,ix) ér-*“0 pX “ pö S SZ ■■ —  /
tékhármashoz tartozó, az MMDS szempontjából optimális, ill. 
pesszimális adatmező ^ és K fenti értéke mellett végrehaj­
tott MMDS-ének jd fenti értéke mellett történő befejezése- 
kor. Nyilvánvaló módon E az [í^pt »ü.pessz ] intervallumban 
helyezkedik el. Annak, hogy a konkrét adatmező mennyire 
jó az MMDS szempontjából, kézenfekvő mérőszáma az
E
E*-E
pessz
opt
”Eopt
mennyiség, amely nem lehet O-nál kisebb és 1-nél nagyobb. 
Meghatározásához azonban tudni kellene E„ . és E „ „ ér-
tékét. Ezeket azonban nem tudom, mivel nem ismerem az op­
timális és pesszimális adatmezőt.
A 4.3. paragrafus a változók függetlensége esetén 
vizsgálja az MMDS-t. Ennek működésében meghatározó sze­
repe van az őt jellemző E mennyiségben szereplő f függ­
vénynek. Ennek megválasztásához a 4.2. paragrafusban úgy 
konkretizálom a távolságokat és súlyozó tényezőket megha­
tározó DC eljárást, hogy azok csak az egyes jellegpárok 
együttes előfordulásától függenek. Emiatt az egyes jelle­
gek előfordulási valószinüségeinek különbözősége esetén az 
eljárás nem veszi észre a függetlenséget: akkor is közel
hoz egymáshoz két jelleget, ha azok csak azért fordulnak 
elő sűrűn együtt, mert mindketten gyakoriak. (Ez azonban
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célom is volt: az 5.6. paragrafusban ismertetésre kerülő 
konkrét feladat során, amelyből az MMDS kinőtt, nem akar­
tam észrevétlenül hagyni jellegzetes jelleg-kombináció­
kat.) Azt, hogy az eljárás észrevegye a függetlenséget, 
n^j(Z) definíciójának módosításával lehet megvalósítani. 
Ha azonban az egyes jellegek előfordulási valószínűségei 
megegyeznek, erre nincs szükség. Ezért a függetlenséget 
ebben az esetben vizsgálom. Nevezetesen olyan adatmezőt 
generálok, amelyre
CfT(i,j) = Oő(i,j) = yx, l £ i *  j in,
Ismertetem, hogy ebben az esetben milyen objektumklaszte- 
reket ad az MIvIDS, hogyan helyezkednek el a jellegeknek 
megfelelő pontok, továbbá milyen összefüggést kapunk az E 
mennyiség E végértékére általában és a = 0, o = IC = 1 
feltételek mellett, amikoris
n-1 n
i=l j=i+l
A 4.4. paragrafus hipergráfok euklideszi térbe ágya­
zásával és particionálásával foglalkozik. Az % objektu-O
mok összességéhez ugyanis természetes módon hozzárendel­
hető egy H hipergráf úgy, hogy H szögpontjai a Vj^  váltó-
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zóknak felelnek meg, a hlperélek az objektumoknak [a £- 
edik hiperél pontosan azokat a szögpontokat köti össze, 
amely szögpontokhoz tartozó változóknak megfelelő jelle­
gekkel rendelkezik. Ekkor az _i-edik és j_-edik szög-
o
pontot C^ Cji,j_) közönséges él köti össze]. Megmutatom,
hogy a H hipergráf k-dimenziós euklideszi térbe ágyazá-
ksát, vagyis Xj_ ^  £; pontok H szögpontjaihoz való rende­
lését a
n-l n
^  [O^íi, j JH^-XjW^ - (K-||xi~Xj lj)^ ] 
i=l j=i+l
mennyiség minimalizálásával lehet kézenfekvő módon elvé­
gezni, ami viszont ekvivalens a változók
n-l n
X* oiű(diD"u=i‘^ 2^
i=l j=i+l
minimalizálásával történő MDS-ével, ahol
cij = + l* dij = K / cij*
és K alkalmas állandó. Uj kritériumot javaslok H particio- 
nálására, nevezetesen azt, hogy a Hm rész-hipergráfok mi-
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nél jobban beágyazhatóak legyenek. Megmutatom, hogy ez 
természetes módon az E mennyiség £ = 2 mellett történő 
minimalizálásához vezet [az ijedik és j_-edik szögpontct 
Hm~ben n(^ közönséges él köti össze], igy nyilvánvalóan 
ekvivalens az MMDS-sel.
A 4.5. paragrafus klaszterek MDS-ével foglalkozik, 
pontosabban a következő probléma klaszter-MDS segítségé­
vel történő megoldásával: hogyan lehet az objektumok kü­
lönböző (módszerek alkalmazásával kapott) klaszterezése- 
ibol egy "eredő" klaszterezést előállítani? Képezem az r- 
edik klaszterezés melletti m^-edik és nig-edik klaszter 
d távolságát, és az Y^1''*, Yp1^  * • ••» Y^1^  klaszte-
reknek (jd a klaszterek száma az r-edik klaszterezésben) a
£ <r) = [d<r> A  m ,
távolságmátrix alapján
ii(r) (r)» JÍ2 * ±.(r)
ós euklideszi térben.
történő MDS-ével a klaszterekhez 
pontokat konstruálok a kr-dimenzi- 
Ezek segítségével K-^-dimenziós
V
r=l
V a klaszterezések száma) 
objektumoknak. Megmutatom,
Vg pontokat feleltetek meg az 
hogyan lehet a v -k klasztere-—»O
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zésével az ^ - k  kívánt "eredő” klaszterezését előállítani,
Lj
Isnertetem a klaszterek I.ImDS-ét, amelyet a klaszterek in­
konzisztenciája esetén célszerű alkalmazni.
A 4,6. paragrafus a sávs z é1e s s ég-re duk c i óv al rokon 
következő problémával foglalkozik: hogyan lehet adott
(nxn)-es szimmetrikus, sok zérus-elemet tartalmazó A mát­
rixhoz azt a P permutációs mátrixot meghatározni, amely
mellett a 
mátrixhoz tartozó
)n P A P
li-jl / I
bi ^ °
mennyiség minimális? (Szemben 
itt tehát nem maximumot, hanem 
A motiváció azonban ugyanaz:
a sávszélesség-redukcióval 
átlagot kell minimalizálni, 
egy szimmetrikus ritka mát­
rixot a számítógép memóriájának minél kisebb részében elhe­
lyezni.) Ismertetem, hogyan lehet ezt a problémát r_D3-sel 
heurisztikusán - és valószínűleg közelítően - megoldani.
Az 5. fejezet a veleszületett rendellenességek sta­
tisztikai vizsgálatával foglalkozik. Ismertetem a vele­
született rendellenesség (congenital ^anomaly, ^congenital 
abnormality, CA; congenital malformation, CI.I; a CM-ek a 
CA-k részhalmazét képezik) definícióját, majd indokolom, 
miért fontos a CA-k statisztikai vizsgálata, a 2-4. fe­
jezet eredményeinek ismertetésre kerülő alkalmazása. Is-
29
mertetem az izolált CA és a többszörös CA (multiple CA,
MCA) definícióját (egy CA önmagában való előfordulása; 
több CA együttes előfordulása ugyanannál a személynél), 
majd a CA-k gyakoriságuk alapján történő értékelését.
Az 5.1. paragrafus kilenc izolált gyakori CM (isolated 
common CM, ICCM) öröklődésének vizsgálatával foglalkozik. 
Az egyes ICCM-ek öröklődésének leírására egy speciális nor­
mális küszöb modellt választok. Eszerint az adott ICCM-hez 
hozzárendelt L háttér változóra, amelyet itt szokás hajlam­
nak is nevezni,
L = G + E,
ahol G a genetikai, E a környezeti hatást jelenti, G és E 
független, 0 várható értékű, h2 , ill. (l-h2 ) szórásnégyze- 
tü, normális eloszlású valószinüségi változók (h az un. 
örökölhetőségi együttható), és mindegyikük multifaktőriális 
hatásnak, tehát sok kis tényező hatásának az eredménye, to­
vábbá a rokonok hajlamai együttes normális eloszlásuak, és 
d-edfoku rokonok hajlamainak (h /2a ) a korrelációs együtt­
hatója. A modellben, amelyet ilyen formában Czeizel Endre 
és Tusnády Gábor vezetett be, a hajlam mellett legdöntőbb 
a normális (Gaussian), additiv (additive), multifaktoriá- 
lis (multifactorial) hatás és a küszöb (threshold), ezért
GAMT-modellnek nevezik. Különböző rokoncsoportokra, ill.
r 2ilyenek bizonyos összességeire eljárást adok a h becslé­
sére és a becslés megfelelő szintű konfidenciaintervallum­
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ba foglalására, továbbá annak ellenőrzésére, hogy a külön- 
böző (rokoncsoportokhoz tartozó) h -becslések eltérése 
szignifikáns-e vagy sem (amivel tulajdonképpen a modellt
ellenőrzőm.).
Az 5.2. paragrafus az MCA-k értékelésével foglalko­
zik. Ismertetem az n = 40 CA-t és az adatokat, «aslyeket 
a Veleszületett Rendellenességek Országos Nyilvántartá­
sa alapján Czeizel Endre bocsátott rendelkezésemre. H =
= 1 1S6 776 gyermek közül 30 850 volt CA-val rendel­
kező (közülök 921 különböző) és ezen belül 2762 MCA-val 
rendelkező (közülük N = 881 különböző). Az adatok táro­
lása a fentebb emlitett, az 1. fejezet következő paragra­
fusában ismertetendő módon történt. NS méretét az ott le­
irt módokon csökkentve az előfordult 2568-féle G rendel-""o
lenességkonbináciohoz egy 9268 elemű NS volt szükséges. 
Ismertetem az 0^ ^  N,p  ^ mennyiségek értékét.
Az 5.3. paragrafus a CA-k un. függetlenségi koncep­
ción ával foglalkozik. Ennek lényege, hogy ugyanaz a CA kü­
lönböző esetekben különböző, multif aktoriális vagy oligo- 
faktoriális kóreredetü lehet (a két tipus az MCA-k sta­
tisztikai vizsgálatában megkülönböztethetetlen), és valar- 
mennyi multifaktoriális CA független a többi CA-tól. Tet­
szőleges MCA tehát j3]_» ill. 2.2 vadószinüséggel multi- vagy 
oligof aktoriális, vagyis az MCA-k valószinüségeloszlása két 
eloszlás keveréke, de sem a js-^, 2.2 valószinüségeket nem is­
merjük, sem azt nem tudjuk, hogy az egyes MCA-k a keverék
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melyik eloszlásához tartoznak. A függetlenségi koncepció 
nem teszi fel a CA-k bármelyik kóreredet melletti függet­
lenségét. Először ez utóbbi hipotézist vizsgálom meg, a 2. 
fejezet alapján. Ennek eredménye, hogy indokolt a hipoté­
zis elutasítása. Ugyanez azonban a függetlenségi koncepció­
ra is érvényes: ennek fennállása esetén ugyanis az MCA-knak 
csak 11 százaléka lenne multifaktoriális, ami orvosilag ir­
reális. Megvizsgálom, hogy a két hipotézis elfogadhatatlan­
ságát nem csupán néhány CA okozza-e. Az eredmények azt mu­
tatják, hogy nem.
Az 5.4« paragrafus a függetlenségi koncepció módosítá­
sával foglalkozik. A koncepció "duálisa" az a feltételezés, 
amely szerint az oligofaktoriális MCA-kban a CA-k függetle­
nek, de a multifaktoriálisak nem feltétlen azok. Megmutatom 
hogyan célszerű ezen hipotézis vizsgálatához a P^(i_) való­
színűségeket becsülni, és eljárást adok a becslések meghatá 
rozásához. A hipotézis elfogadhatónak bizonyul, ahhoz azon­
ban, hogy használható is legyen, ki kell egészíteni a multi 
faktoriális CA-kra vonatkozó valamilyen feltevéssel. Ezt te 
s z í  a feltételes függetlenségi koncepció, amely a független 
ségi koncepciónak és duálisának mintegy "metszete". Esze­
rint tetszőleges MCA £-^ , ill. valószínűséggel multi­
vagy oligofaktoriális kóreredetü, és a CA-k a kóreredet 
mint feltétel mellett függetlenek* Ez azt jelenti, hogy 
az MCA-k valószinüségeloszlása m = 2 számú olyan elosz­
lás keveréke, amelyek mindegyikében a CA-k függetlenek.
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Mivel a függetlenségi koncepció elfogadhatatlan, a feltéte­
les függetlenségi koncepció is az. Viszont természetes módon 
általánosítható: nem tesszük fel, hogy akár a multi-, akár
az oligofaktoriális kóreredetü MCA-khoz a keverék egyetlen 
eloszlása tartozik, tehát azt, hogy m = 2. Az igy kon­
struált keverékeloszlásos modellt Tusnády Gábor vizsgálta 
[lásd Tusnády (1978-1932)].
Az 5.5. paragrafus a GAMT-modell kiterjesztésével'fog­
lalkozik. Felteszem, hogy a különböző CA-kat előidéző ge­
netikai és környezeti tényezők (természetesen ugyanannál a 
személynél) korreláltak, és a multifaktoriális MCA-k ennek 
a korrelációnak a következményei. Mivel az oligofaktoriális 
és multifaktoriális MCA-k megkülönböztethetetlenek, ezért 
a paragrafus további része azon a hipotézisen alapul, amely 
szerint az egyes CA-k öröklődésmenete a GAMT-modellel le­
írható, az őket előidéző genetikai és környezeti tényezők 
korreláltak, és valamennyi MCA ennek a korrelációnak a kö­
vetkezménye. Felteszem, hogy az egyes A^ rendellenességek­
hez - ugyanannál a gyereknél - hozzárendelt hajlamok e- 
gyüttes normális eloszlásuak. Ez a GAMT-modell kiterjesz­
tését jelenti, hiszen az eredeti GAMT-modell egy rendelle­
nesség több családtagra vonatkozó hajlamát Írja le, itt vi­
szont egy gyermeknek több hajlama van (az n számú CA minde­
gyikéhez egy), és ezeknek a hajlamoknak a rendszere alakít­
ja ki a gyerek CA-inak rendszerét. A modellt és a megfelelő 
hipotézist a 3. fejezet alapján vizsgálom meg. Ennek ered-
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menye, hogy a modell elfogadható. A modell aegotségével 
jellemzem a CA-k multifaktoriális és oligof aktoriális kö­
zelségét .
Az 5.6. paragrafus a CA-k MMDS-ével foglalkozik. Az 
MCA-k statisztikai vizsgálatának ugyanis fő céljai közé tar­
tozott a rendellenes gyerekek csoportosítása a CA-k együttes 
előfordulása alapján és ezáltal jellegzetes CA-kombinációk 
felderítése, és éppen e feladat megoldására dolgoztam ki az 
MMDS-t. Ismertetem, hogyan lehet ennek adekvát voltáról meg­
győződni: véletlen módon generált vagy szisztematikusan ki­
jelölt CA-klaszterekhez véletlen adatmezőt generálunk, és 
megnézzük, úgy csoportosít j a-e az IvI'ÍDS a generált gyereke­
ket, hogy a különböző gyerekklaszterek mellett kirajzolód­
nak az egyes CA-klaszterek. (A generálást a keverékeloszlá- 
sos modell alapján végzem.) Ismertetem a véletlen adatme­
zőt és többszörös többdimenziós skálázását, majd az "igazi" 
adatmező ez alapján adekvátnak mutatkozó LüDS-ének eredmé­
nyét .
A rendellenes gyerekek csoportositását és jellegzetes 
CA-kombinációk ezáltal történő felderítését keverékfelbon­
tással Tusnády Gábor, orvosi megfontolások alapján Czeizel 
Endre is elvégezte. A háromféle klaszterezésből klaszter- 
MDS segítségével egy "eredő" klaszterezést állítottam el 5.
Az eredmények orvosi értékelése, ellenőrzése (genetikai csa- 
ládvizsgálatok) és felhasználása (genetikai tanácsadás) Czei­
zel et al. (l987)-ben kerül kifejtésre. A rendellenessé-
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gek Boole-faktoranalizisét Rejtő Lidia, loglineáris elem­
zését Rudas Tamás végezte el, korrespondencia-analizisükkel 
pedig Dávidné Bolla Marianna foglalkozik.
1.1« Bináris adatok tárolása
Legyen
1 < k <n,
1 £ i^* i2^ . . . < ik ± n,
tetszőleges jellegkombináció,
G. -  {A. , A^ ,
x 2
• .  • , A. >,
1k
CT(Gg) - CT( i-j^, ig, o.., ij^ )
és
azon objektumok száma, amelyek rendelkeznek a G -hez tartó-""o
zó jellegekkel, de más jelleggel nem, ill# amelyek rendel­
keznek a G -hez tartozó jellegekkel és esetleg továbbiakkalo
is. Mivel (2n-l) számú különböző G van, azért feltehető,O
hogy l ^ g í  2n- l 0 ([Az Cf(G ) gyakoriságok éppen a megfelelőO
n-dimenziós kontingenciatáblázat elemei azzal a különbség­
gel, hogy az "üres halmaz" (az az esemény, hogy valamennyi 
változó értéke 0 ) nem szerepel a jellegkombinációk között.
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A számomra érdekes esetekben a jellegek ritkán fordulnak 
elő, ezért a kontingenciatáblázat elemeinek túlnyomó több 
sége zérus.] Nyilvánvaló a következő összefüggés:
O^ÍGg)
V!°vEGg
Az adatok számitógépes kezelését illetően kézenfekvő a kö­
vetkező két követelmény: i) az adatok a memória ne túl nagy 
részét foglalják el; ii) tetszőleges G jellegkombináció-O
hoz az Cf(G ), CLÍG^) gyakoriságok gyorsan kikereshet 5ek 
legyenek. E célból a fenti gyakoriságokat és cimüket, ill. 
az értékükre vonatkozó információt egy egyindexes NE egész 
tömbben helyezem el oly módon, hogy tetszőleges
Gg - {a^  , A ^ , ..., A ^ }
esetén az „)» CT(G ) ] számpárt NS-benl g  Kg
^1*^2* #*#, k^*^ ' k+  ^^  ^^ i»^ 2 * * * *»^k* ^ k+  ^^ *
• ••» (i^» * • * * ’ ^ k *
cimei követik. [Tulajdonképpen tehát egy keresőfával dolgo­
zom. A keresőfák irodalmából megemlítem Knuth (l973)-at és 
Aho et al. (l982)-t.j NE[ feltöltéséhez az alapadatok az o- 
lyan különböző G ct jellegkombinációk, amelyek önmagukban,o
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más jelleg nélkül is előfordultak [amelyekre tehát CT(G ) >—g
> 0], és a megfelelő OtG ) gyakoriságok. A feltöltés soránO
mindegyik fenti £-re egyrészt 0f(G ) - végleges - értékétO
helyezem el US_ megfelelő elemében, másrészt G összes nemo
üres Gy részhalmaza US_ megfelelő elemében elhelyezett vagy 
ekkor elhelyezendő 0^(GV ) gyakoriságának értékét megnövelem 
£(G )-vel. Az OJp gyakoriságok tehát - szemben az Oj gyako- 
riságokkal - általában csak a feltöltési algoritmus végére 
kapják meg végleges értéküket. - US-t egy EU egész változó 
segítségével töltöm fel, amelynek értéke mindig US első 
feltöltetlen elemének sorszáma, részletesen az alábbiak 
szerint:
1.) EU:=n+l.
2 .) i = 1 , 2 , n-re
U S [i ]:=EU,
US[EU]: =US[EU+l[ : =Cf( i)
{a feltöltés befejezése után NS[EU] = NS[US[i33-ben 
az 0 ,^(i.) gyakoriság értékét kapjuk meg'),
EU:=EU+2+n-i;
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esetén [egy olyan G jellegkombinációt, amelyre ugyano
2r ^ g ) > 0 » de 2f(Gg ) = 0 , csak a Gh ^  G ff és <T(Gh )> 
> 0 feltételeknek eleget tevő G^ jellegkombinációk 
részhalmazaként veszünk figyelembe] a
Gy = {A. ^  , {A. "V , • • • , { a . ,
1 2 xk
cA. , A . } , {A. , A . "V, • • •, cA. f A• ]f,
■ 1  X2 X1 x3 xk-l xk
• • • » l A j  ^ , A J ^ , • • • , A j  "V, Gct
részhalmazokra • • • < 2 r ^  »í2 »• • • )
sr =  h'
S2 :=N3[S1 ]+l+j2-j1 ,
V = 1IS£Sr - l > 1+V J r - l
{a Gy részhalmazok fenti sorrendje miatt ITS[S^ ], 
NS[S2 ], ...» NS[Sr_1 ] > 0^, NS[Sr ] = 0 esetén
NS[Sr ]:=EU,
EU:=EU+2+n-j ,
továbbá
NS[NS[Sr ]]:=NS[lTS[Sr ]]+cr(Gg )
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{a feltöltés befejezése után NSfNSrSr 11-ben az Q^ ,(G.v ) 
gyakoriság értékét kapjuk meg}, és G = G eseténv o
x 6
Megmutatom, hogy igaz a következő állitás: a fentiek 
szerint feltöltött HS tömbből tetszőleges
G = {A. , A. , A. }, l^k^n, l á g ^ 2 n-l,g ix i2 i,c
esetén az ^(G^), (TtG ) gyakoriságok legfeljebb (k+l) lé-
pésben kikereshetőek. Definiáljuk ugyanis a következő T.
J
s o ro z at o t:
T^: =I7S[ i^ ]+l+i2-i^i
f .: =JS j_ ± ^ __i ] + l+i -j+i" i j , j = 2, 3» •••» k—1, 
Tk:=;;s[Tk-x ].
Ha bármelyik Tj értéke 0, akkor = 0tGg ) = 0, e-
gyébként pedig 0^(Gp ) = HS[T^j és OjG ) = HS[Tk+l]. Ez­
zel az állitás már adódik.
Mint láttuk, az HS tömbben tetszőleges
Gg
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jellegkombináció esetén az [CJjpCG ), Of(G ) ] számpárt az-*■ —g “o
(n-i.^) számú
C^ p ( ix*Í2* * * * *ik*i k"*" ^ ^ ^l*^*****^ k+  ^*
• • • » drp ( X]_ » ^ 2 * * * * * k * ^  ^
gyakoriság cimei követik (minél nagyobb i^ értéke, annál 
kevesebb cim). Ebből következik, hogy IIS méretét minima­
lizálandó annál nagyobbnak célszerű választani valamely A- 
jelleg sorszámát, minél több olyan különböző G^ jellegkom-O
binációban szerepel, amelyre OC(G^) > 0 , vagyis minél na- ^ Ö
gyobb az
n t (í )
g:Ai6Gg ’o-T (ae )>°
í
kifejezés értéke. Viszont a priori nem ismerjük az I£T (i.) 
mennyiségeket, csak az Cf(i.) gyakoriságokat. Ilivel azonban 
a két mennyiség általában pozitívan, méghozzá erősen pozi­
tívan korrelált, azért az NS tömb mérete az esetek többsé­
gében, tehát átlagosan csökkenthető aszal, hogy a memóriá­
ban az jellegeket az (X(i,) gyakoriságok növekvő nagysága 
szerint rendezzük.
US mérete, ami függ az jellegek sorrendjétől, de a 
G jellegkombinációkétól nem, további két módon is csők-“o
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kenthető:
i) ha az 0fp(G ) gyakoriságok várható nagyságrendje eztJ* ti
megengedi, minden j számú elemébe k(>j_) számú ér­
téket helyezünk el;
ii) a nagyméretű G p-khez, ha ilyen kevés van, manuálisano
határozzuk meg az Oh(G ), OfÍGp) gyakoriságokat.
k = 1, 2 , ..., n esetén jelölje 0f^^ azon objektumok 
számát, amelyek pontosai jc számú jelleggel rendelkeznek, 
akkor r = 1 , 2 , ..., k mellett a pontosan k számú jel­
leggel rendelkező objektumok körében előforduló r méretű 
jellegkombinációk: száma ( p ) O f ^ a z  összes (M számú) ob­
jektum körében előfordulóké pedig
n
k=r
(r = 1 , 2, . .., n ) . Legyen Of = akkor értéke
azt mutatja, hogy az (ll-Of) számú olyan objektumnak, amelyik 
rendelkezik legalább egy jelleggel, összesen hány jellege 
van. Ez azt jelenti, hogy amig egy tetszőleges objektumnak 
átlagosan [O/j^/M], addig egy olyannak, amelyik rendelkezik 
legalább egy jelleggel, átlagosan [ ^ 1 V ( M - 0f')] jellege van.
k = 0 , 1 , ..., n esetén az elméletileg lehetséges kü­
lönböző k méretű jellegkombinációk száma (^)* Jelölje i 4 k)
41
az előfordulók számát, N^k  ^ pedig ezek közül azokét, ame­
lyek a pontosan k számú jelleggel rendelkező objektumok kö­
rében fordulnak elő. Nyilvánvaló módon
N(k)á £(£).
Ha a jellegek között vannak egymást definició szerint kizá­
ró ak, akkor
4 k)< o -
Jelölje N a jellegek alapján különböző, legalább 2 jelleg­
gel rendelkező objektumok számát, akkor
n
k=2
Az 2 ^ —g )» Cf^ k\  és mennyi ségeket a követ­
kező, függetlenségvizsgálattal foglalkozó fejezetben fogom 
felhasználni•
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2. A VÁLTOZÓK FÜGGETLENSÉGÉNEK VIZSGÁLATA
Tetszőleges
G, = (A, , A, , .... A. }, I á k á n ,  1 ^  g ~ 2n-l,g xx 3-2 lk
jellegkombináció esetén jelölje
P rp ( G „ ) = Pm( ip» • • • »ik)
annak valószínűségét, bogy egy objektum rendelkezik a G -“ö
hez tartozó jellegekkel és esetleg továbbiakkal is. Jelöl­
je annak valószínűségét, hogy egy objektum pontosan k
számú jelleggel rendelkezik (k = 0 , 1 , ..., n), és legyen 
P = P^ . Vezessük még be a következő jelöléseket:
4
PT (i)
— il-PT(i)
n,
k
k
q. , k = 1, 2, ..., n.
Jl^i-L<ir,<.. .<ik^n j = l
X. I
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Tegyük most fel, hogy a vV^ változók függetlenek. Ekkor tet­
szőleges k = 1 , 2 , ..., n és 1 £ i-L< ±2 < • • • < £ ese'
tén
k
I*T^i»^2* * * * ’ ^ k^ = 1
3=1
[Az a kérdés, hogy a jV^-k függetlenek-e, elméletileg a fen­
ti egyenlőségeket feltételező nullhipotézishez tartozó X  - 
próbával dönthető el, a megfelelő 2n-es kontingenciatáblá- 
zat alapján. A számomra érdekes esetekben azonban. - még a 
ritka jellegek lehetőség szerinti összevonása után is - 2“ 
nagysága és/vagy a P^(i) valószinüségek kicsisége miatt a 
X -próba elvégzése illuzórikus. A függetlenséget tehát más­
hogyan kell ellenőrizni.] és definiciójából egysze­
rű számolással következik, hogy
= PSk, k = 0, 1, ..., n,
tehát az relativ gyakoriságoknak megfelelő P ^ ^  va­
lószinüségek előállításához P-n kivül elég az S,.-kat kiszá­
mítani, amelyek - a r^-ken keresztül - csak a IV, (i) való­
színűségektől függenek. [-A-2 S. -k rekurzívan, ITev/ton formu- 
Iájával számíthatók:
S k =
1
E
k
X < - L) 1j k-j’
k = 1 , n,
j=l
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ahol
i=l
lásd pl. líuros (1 9 5 6)].
A jellegkombinációk mérete tapasztalati eloszlásának 
(k) ( k)jellemzésében az 1, |T ' mennyiségek is fontos szerepet 
játszanak. Jelölje ill. a várható értéküket, alt­
kor és az
ill. az
■^CTVi^,i2 ^ 0 » 
í 9*rp ( i ^ 1 r\ , .  • • ,  i ^ ^ 0}
események valósziníiségetnek . . . ^ i ^ n  mellett
vett összege. Jelölje E(i^, i2,.., ,1^), ill. ' * * *— k)
az •••»i^)» 2t (Íi »Í2* *••»ifc) változók várható érté­
két. * • • • *ik^ ®s 2r^il»Í2* * * * »— k^ binomiális elosz­
lását ECi-^iL, »• • • »i,^ )» ill. • • * »ifc) paraméterű
Poisson-eloszlással közelitve a fenti kát összeg közelitoleg
{l - exp[-ü(i]_»ip»..*fiic)]'y»
lái^ i2< .. .<ikén
ill
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íl — 6Xp[—Efp ( 1-^  , Í2 » • • • » ) ] "^
1 « W ' '<:Lk~n
lesz. [Ez abból következik, hogy tetszőleges, A  paraméte­
rű Poisson-eloszlást követő  ^ valószínűségi változó esetén
V{í> 0 ) = 1 - exp(-A).]
A változók függetlensége miatt tetszőleges 1 ^  3.-, ip < . • .< 
c i ^  n, l á k í  n mellett egyrészt
másrészt
tehát ekkor 1?^) és fenti közelítése is csupán a P ás
PT (i) (i = 1, 2, . n) valószínűségektől függ.
Tetszőleges jelleg esetén jelölje P(i_) annak való­
színűségét, hogy egy objektum rendelkezik A^-vel, de más 
jelleggel nem, és legyen e . a W. változónak az ^  objektu-g X 1 o
mon megfigyelt - 1 vagy 0 - értéke. A változók függetlensé­
ge mi at t
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P(eg3=0, 3jíiUgl»l) = P(es3=0, 3^ilegl=0),
vagyis
p(i)
PT (i) l-Prpd)
ahonnan
P(i)
?rp l Í ) = ~ “
1 P+P(i)
Legyen Of = öf^°\ és becsüljük a Prp(i) valószínűségeket 
úgy, hogy “P = £  / 11 és
OU)
P (i ) = ---- , i — 1» 2 , ..., n ,
teljesüljön. Ekkor
Oti)
P m ( i ) = — — — ~» i = 1» 2 , ...» n.
1 O + O t i )
zekból a P^tO-kbcl a Hev/t on-formula segítségével előál­
lt k)ü t ö m  az becsléseket, és a P' ' valószínűségek becslé­
sét a
F [KJ = PS,
egyenlőséggel határozom meg. Ilivel a változók függetlensége 
miatt
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n
P = T [1-PT (D],
i=X
azért teljesülnie kell, hogy
O' ^  
- = P
M
n n
- ]|" [i-pt (í )] =
C)
[ 1 ----o+crU)
i=l
ahonnan
i=l
n
n
i=l
cr
o+crti)
o* - k TT" ——— .1/ o+oU) (2.1)
i=l
A P ^ i )  valószínűségek efficiens becslései az [0/p(i.) / 
/ M] relativ gyakoriságok. Mellettük a változók független­
sége esetén az
cr = M
n
i=l
egyenlőségnek kell teljesülnie. Az ebben szereplő 0^,(i_) 
gyakoriságok azonban - ellentétben a (2 .1 ) egyenlőségben 
szereplő Qf(i_) gyakoriságokkal - általában nem alapadatok, 
hanem csak a számitógépes feldolgozás során kerülnek meg­
határozásra. Ebből következik, hogy mig a (2.1) egyenlőség
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jobboldalát általában közvetlenül ki tudjuk számítani, a 
(2.2) egyenlőségét általában nem. Ezért a (2,1) egyenlőség 
ellenőrzése lehet a függetlenség vizsgálatának első lépése, 
amelyet az {ü(kH ,  ill,
{ ^ }  sorozatok összehasonlítása követhet. Döntő az {(T^ k^ 
ás íIIP 'KkH sorozatok összehasonlítása, ami a megfelelő kon- 
t ing énei atáblázat kisgyakoriságu celláinak radikális össze­
vonását jelenti. Valószínűleg lehetséges az ilyen cellák 
kevésbé radikális összevonása is; ez további kutatás tárgya 
lehet, - Az összehasonlítást a
[cr(k)-i#(k)]2
2 —  LD^k)
k=0
(2.3)
kifejezés alapján végzem el. Ennek aszimptotikus viselkedé­
sével kapcsolatban a következők mondhatók. Ka a P ^ k  ^ való­
színűségek ismertek lennének, akkor a
n
k=0
[0^ k^-MP^k  ^]2 
EtP ^ k ^
2
kifejezés aszimptotikusan n szabadságfokú X^-eloszlást kö­
vetne [lásd pl. Vincze (1963), 143-144. oldal]. Esetünkben 
azonban nem ismertek, becsüljük őket. Ilyenkor (lásd u.o.,
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1 4 8. oldal) a szabadságfokot a becsült paraméterek számával 
csökkenteni kell. Az a sejtésem, hogy a valószínűségek ál­
talam ismertetett becslése két paraméter becslésére vezet­
hető vissza, és igy a (2 .3 ) kifejezés aszimptotikusan (n-2 ) 
szabadságfokú X  -eloszlást követ, de ezt bizonyítani nem 
tudom. Független változók mellett generált véletlen adat­
mezőkön végzett számításaira alátámasztják ezt a sejtést.
Ha a változók függetlensége elfogadhatatlannak bizo­
nyul, felmerülhet az a gondolat, hogy ezt csak néhány jel­
leg okozza. Ezért célszerű megvizsgálni, hogyan változik az 
egyes jellegek adott méretű jellegkombinációk közötti gya­
korisága a méret változásával, k, _i = 1 , 2 , ..., n esetén 
jelölje c/' (_i) az olyan objektumok számát, amelyek ponto­
san k számú jelleggel rendelkeznek, köztük A^-vel. Tekint­
sük az (i), 0^2hi), ..., iT(n)(i) értékeket (i_ = 1 ,
2 , ..., n). i = 1 , 2 , ..., n mellett legyen j^íjc) a meg­
felelő
n
cr^(i) / ^  c/k)(i)
i=l
i
relativ gyakoriság [annak relativ gyakorisága, hogy egy k: 
számú jelleggel rendelkező objektum rendelkezik A^-vel, ép­
pen k£^(k_), Jk = 1, 2, ..., n], Legyen m^ a £^(_k)-k
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n
y _  <r(l£)(i)p1(fc) /
k=l
(T(k)(i)
k=l
súlyozott átlaga, az CT^^CiJ multiplicitásu js^ íjc) pon­
tokhoz (k = 1 , 2 , ..., n) a legkisebb négyzetek módsze­
rével illesztett r^(k) egyenes meredeksége, és határozzuk
meg az
[pi(k)-ri(k)Y
í j u ő >
(2.4)
kifejezés értékét (i, = 1 , 2 , ..., n). a^ azt mutatja, ho­
gyan változik a jo^ (k) relativ gyakoriság az A^-t tartalma­
zó jellegkombináció méretének növekedésével, pedig azt, 
hogy mennyivel becsüli r^(k) jobban _£^(jc)-t, mint m^. Ha az 
adott méretű jellegkombinációk közötti egyes jelleggyakori­
ságok a méret változásával lényegében egymáshoz hasonlóan 
változnak, akkor a változók függetlenségének elfogadhatat­
lanságát nem csupán néhány jelleg okozza.
A változók függetlensége a (2.3) kifejezés alapján ak­
kor bizonyul elfogadhatatlannak, ha a nagyobb méretű jel­
legkombinációk túl sokan vagy túl kevesen vannak. Az, hogy 
ezt csak néhány jelleg okozza, azt jelenti, hogy az ezen 
jellegeket tartalmazó kombinációkból van túl sok vagy túl 
kevés. Ekkor azonban ezeknek a jellegeknek az adott méretű
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jellegkombinációk közötti gyakoriságai a méret változásával 
a többi jellegéitől eltérően változnak. Ezt a változást mé­
ri - az egyes jellegekre - az kifejezés. Ennek aszimpto­
tikus viselkedéséről az alábbiakat lehet mondani. Legyen
(1) = V  [pi(k)-mi3
k=l ni
es
n
s<2> = V  ( / “ h i )  .-P i ( k ) ~ r i ( l 0 r
k=l t ± (k)
akkor - S^ ' . Iia az m^ és xm(jc) maximum likeli­
hood becslések helyett a megfelelő minimum becslések ál­
lanának i,rn^ esetén a J2j_(k)”k
n
cr(k)(i)p?(it)
k=l
/ <ák)(i)
k=l
súlyozott négyzetátlagának négyzetgyöke, xm(jc) esetén ex-
t (l^ (P 'íplicit módon nem felirható], akkor ' és '' aszimptoti-
kusan X  -eloszlást követne [lásd pl. Cramér (1946)]. A meg­
felelő hipotéziseket Hp-vel jelölve nyilvánvaló módon
H-^C Ismeretes, hogy bizonyos feltételek mellett i-
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lyenkor a maximum likelihood-ok különbségének kétszerese 
aszimptotikusan r szabadságfokú X -eloszlást követ [lásd 
pl, férfiing (1980); r a paraméterek számának különbsége, 
esetünkben 2 - 1  = 1], A t  minimumokra azonban nem ta­
láltam hasonló állitást.
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3. A NORMÁLIS KÜSZÖB MODELL
A küszöb modell feltételezi, hogy a vizsgált dichotom 
jellegeknek mindegyik objektumra nézve van egy-egy valós 
számmal kifejezhető mértéke, vagyis a bináris változóhoz 
hozzá van rendelve egy folytonos háttér változó (i_ = 1, 
2, ..., n). A küszöb modell szerint folytonos valószi- 
nüségi változó, amelyhez egy T. küszöb tartozik. Valamely 
objektum akkor és csak akkor rendelkezik az A^ jelleggel, 
ha rajta megfigyelt értéke nem kisebb T^-nél. Feltesz- 
szük, hogy az változók átlaga 0, szórása 1 (mivel a hát­
tér változók általában nem megfigyelhetőek, ez a technikai 
jellegű feltétel nem jelent megszorítást).
Tetszőleges
•.., A. \ t 1$ kin 
xk
• • •
jellegkombináció a küszöb modellben ekvivalens a
eseménnyel, ezért
p(og ) = p(og )
éa
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Frj?(Gj = P(L. 3 - ^» •••> ^)t
ahol P(G ) annak valószínűségét jelöli, hogy egy objektumO
rendelkezik a G -hez tartozó jellegekkel, de más jelleggel— g
nem#
A normális küszöb modell a fentieken kívül feltétele­
zi, hogy az
 ^iJl ’ ^ 2 * * * • * ^n"
valószinüségi 
lásu (ezt a 
hat áreloszlás 
dárdák, azért
(vektor)változó (n-dimenzióe) norraális elosz- 
feltevést alátámaszthatja például a centrális 
-tétel), hűvel az L^-k feltevés szerint st an- 
együttes eloszlásukat meghatározzák az
riJ " B(IiLl)>
korrelációs együtthatók. A normális küszöb modell paraméte­
rei tehát a T. küszöbök és az r. .-k, számuk összesen— 1 1 J
n + (“ ) (nh).
maximum likelihood (lIL) becslésük n>2 esetén nem ismert.
A fenti, többdimenziós normális küszöb modell veleszü­
letett rendellenességek (CA-k) öröklődését leiró speciális 
változatának [amely egy CA több családtagra vonatkozó haj­
lamát Írja le, ás amelyben cl-edfoku rokonok hajlamainak
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2 d(h^ /-2U) a korrelációs együtthatója] eredetéről az 5*1* 
paragrafusban írok. Bármilyen meglepő viszont, de a fenti, 
általánosan megfogalmazott modellel nem találkoztam az iro 
dalomban. További vizsgálatát, mindenekelőtt a korrelációs 
mátrix maximum likelihood becslésének - számomra igen ne­
héznek tűnő - meghatározását fontos és érdekes feladatnak 
t ártom.
/SA T^ küszöböket úgy becsiem, hogy T^ az
lipt (í ) = <rT(i)
egyenlet megoldása, ahonnan
A i 1. ^» ..., n
(n = 1 esetén ez a küszöb IIL becslése). A korrelációs e- 
gyütthatókat az
MPT(i,j) = 0^(1,j), U K j á n ,
egyenletekből becsiem (n = 2 esetén a fenti T^-kkal ez az 
ML becslést adja). Ekkor r = r^ .. az
,s\ s\ .P(TifTj,r)
FT
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egyenlet megoldása (1-i^j.^n), ahol tetszőleges véges 
valós T, T és - l < r < l  esetén
^ 1 T  T  u2-2ruv+v2
F(T,T,r) = ,, m' / exp[---- --------] du dv,
2ít\/l-r X I 2 (1-r^)
T T
r = •+ 1 esetén
F(T,T,r) = Q[max(T,T)],
továbbá
Q(z) = 1 -<$>(z), - «* < Z < ctO .
Jelölje a £ függvény k-adik deriváltját (k = 0, 1,
...), akkor |r|< 1 esetén a Pearson-sorfejtés szerint
F(T,T,r)
eo
^  Q ^ ( T ) Q ^ ( T )  
k=0
(3.2)
[lásd pl. Anderson (1958)]. F(T,T,r) gyors számitógépes 
meghatározását a következőképpen végzem el. Legyen
s Ep(T,T)
F(T,T,r)
Q(T)
és (^z.) a standard normális sűrűségfüggvény.
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3.1. TETEL. Ha
r T-rT
t = Z = --- ,
S 8
akkor |r|< 1/^ 2 esetén
<70
P.p(T ,T) = Q(Z) + «f (Z) ) a ^  — ,
k!
k=l
ahol a^ és b^ az
— &2 — Z, • • • * a^. — Za^ _-^  — ( k—^) a^_2 >
Cf (T)
bl “t(í) ~ T’ b2 “ 1 " Tbl* •••» bk “ (k-1) b _^2 “ T\_i
rekurziókkal számolható. 
Bizonyítás.
<70
PjT.T) = ---
r Q(T)
J cj'(v) J c|>(z) dz dv 
T C'T-rv)/«
<70 t(v-T)
= QCZ) + --- <f(v) / cf(Z-z) dz dv,Q(T)
0
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Jelöljük hCjO-vel a második tagot, akkor
h(t) = — -—  Jcj?(T+u) í cj>(Z-v) dv du*
0 0
Rögzített T és Z mellett fejtsük Taylor-sorba a h(t_) függ­
vényt t = 0 körül. Ekkor h(o) = 0, továbbá
<30
h»(t) = ---  [ u<f (T+u)<f (Z-tu) du,
Q(T) 1 1 1
0
h’(0) cf(T)
<f(Z) Q(T) * í'1
- T = bn = lb^ = a^b^
A második deriváltra
OO
h,f(t) = —--[ u2cp(T-hu) (Z-tu)cp(Z-tu) du
Q(T) I 1 T
0
adódik, általában pedig
h(k)(t) =
1 °°
— -— -  j u^(T+u)Bk(Z-tu) du,
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ahol egyrészt a Bk függvény olyan, hogy B^CZ-tu)^.^ nem 
függ u-tól és «^(Zja^-val egyenlő, másrészt
OO í>Q
j" uic”'1‘(T+u)<^(T+u) du - 
0
oo
- T u^'^cjKT+u) du = b,
0
Ezek után bebizonyítom, hogy |rkl/\[2 es étén a Taylor- 
sor konvergens. Nyilvánvaló módon
1
I ri< — ^— > \t I < 1.
\T2
Szükségem lesz a következő két lemmára.
3.1«. LEMMA. Ha c >0 _és d>l valós számok, akkor 
létezik olyan k* természetes szám, hogy k > k* esetén
c2d2 + 2cd\/k-l - (k-l)<d4k,
cd(d2+l) + \[k^I<d4\fkíl.
Bizonyítás. Legyen
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f(k) = (d4+l)k - 2edVk^I - (c2d2+l), 
g(k) = d4Vk+l - \n^I - cd(d2+l) .
Nyilvánvaló módon
lim f(k) = lim g(k) = 
k k - » ° °
amiből már adódik is a lemma.
3.2. LEMMA. Legyen {a^l _és a 3.1. Tételben sze-
replő számsorozat, £>0 j£ d > l  valós számok, k a 3.1. 
Lemmában szereplő természetes szám. Ha C >0 olyan valós 
szám, hogy k ^  max(2,k*) esetén
lakbk|í 0d2kk!,
K W ’ lak+1bkI SCd2k+1k!YFn:,
akkor a két egyenlőtlenség tetszőleges k-ra tel.jeeülo
Bizonyítás. A lemma teljes indukcióval adódik a 3.1.
Lemmából.
Legyen c = max(|Z),T) és 1 < d<Aj 1/(t_) . A 3.2. Lem­
ma miatt tetszőleges k-ra
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la. b. — |<C(d2|t|)k, 
K K k!
márpedig d definíciójából következik, hogy d |jt|<l. Ez­
zel a tétel már adódik.
Az exponenciális túlcsordulás eékerülése végett cél­
szerű a következő rekurzióval dolgozni:
t-Te1
c2 = Z*l; D2 = Z ’
2
ck “ Z®k-1 ” (k-2)tDk-1; Dk =
tck-l"Tek-l e =
(k-2)t(TD -ek ) 
= t[ZDfc + -------- — —
3.3. LEMMA. Legyen f é s  fb^ a 3*1» Tételben sze­
replő, {e^ a fent definiált számsorozat, akkor
ejc = a^b^ '— * k - 2, o •k!
Bizonyítás. A lemma teljes indukcióval adódik.
62
d és C egy lehetséges választása a következő:
.4,____
d = yíTTtT, c = max(C1,C2,...,Ck;9(.),
ahol
Ck = max[ |ak.bk)/(d2kk!), |akbk+1l/(d2k+1k!\/k+l),
K +1\ \ / U 2k+1*lVtt)], k = 1, 2, k*.
Legyen 2-^ megfelelően kis pozitiv szám és
K = rain[k: k>k*, C(VTMi )k<
akkor
1wk=lP(T,T,r) ÄQ(T)[QCZ)+<f(Z) ek-J» M
Az P(T,T,r) mennyiség \r|5 1/^2 mellett történő meg­
határozásához szükségem lesz a következő, egyszerű számo­
lással adódó állításokra:
i) F(T,T,r) + F(T,-T,-r) = q (T);
ii) P(T,T,r)
T-T
V2(l-r)
.-r T-T
-) + P(-
V2(l-r)
iii) |r|>1/2, és igy lr| ^  1/^2 esetén
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A fenti állítások alapján megfelelően kis > 0 mel­
lett, l/2<r<l-£2 és igy l/^2 5r<l-É2 esetén
F(T,T,r) = F(T,
T-T .-r T-T
-) + F(... . >T,-V2(l-r)’ 1/2 V'2(l-r)
.-r
l/2<-r<l-f2 és igy l/\[2 * -r< l-fc? esetéen
F(T,T,r) = Q(T) -
^ T+T Ul+r T+T
- F(T,-— — - , - ---) - F( — —  ,,-T,-V2(l+r)* |f 2 V2(l+r)
1+r
Jr| > l-£2 es0'tén pedig
F(T,T,r) «  Q[max(T,T) ].
A (3.1) egyenleteket kielégítő r = . korrelációs
*** J
együttható becsléseket explicit módon nem tudom meghatá­
rozni. Mivel azonban F(^,T,r) r-ben monoton növő, az egyen­
letek numerikus megoldása a fenti eljárás birtokában nem 
okoz nehézséget.
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A normális küszöb modell kézenfekvő ellenőrzése annak 
vizsgálata, mennyire felel meg a 2-nél nagyobb méretű jelleg 
kombinációk előfordulása a modellnek. Tetszőleges
G - {A. , A • , • • •, A . Íj, 3^kén, g 11 12 xk
l~i-L< i 2<i ... <iki n,
.jellegkombináció mellett
j l< ---, Ó2 - ^1* ^2* •••» D]_ ^ ^2’ (3«3)1 2  ki“ 1
esetén
/S N
W  ■
oO OO <50
V . .
/N ^1^2
{(
k-! k r
h  k
v . . !
) x
v12=° v13=0 v t_ljk=0 Jj-1 ó2=j1+l al32
(3-4)
tCTT (*-)
[ I Q J (T± )]},
3=1
ahol
3-1
u3 " ^  V3xj + X  V^2* j = l’ 2* " "
d2=J+l3i=l
65
[lásd Taqqu (1977); ez (3•2) általánositása]. ”Pm(G ) (3.4)*• O
szerinti gyors számitógépes meghatározására Tusnády Gábor 
dolgozott ki eljárást. Ha (3»3) nem teljesül, P,p(Gg ) Monte- 
Carlo módszerrel becsülhető [lásd pl. Deák (1980). Annak, 
hogy csak ebben az esetben dolgozom Monte-Carlo módszerrel, 
az az oka, hogy a számomra érdekes esetekben a P,p valószi- 
nüségek általában igen kicsikj. A Pm(G ) becslések birto-■*" o
kában meghatározhatóak - legalábbis néhány kisebb k-ra - az
{m Pij(Gg); k — 3» 4, «••» n\
g: lGg|=k
sorozat elemei, és ezek összehasonlithatóak a megfelelő
{ ^  ^ T ^ g ^
g: lGgl=k
k = 3, 4, ..., n^
sorozat elemeivel [\G \ G merete; elteroen attól az esetL —g ' -g
( k)tői, amikor a változók függetlenek, a P' y valószinüségek 
becslését a normális küszöb modellben nem sikerült megha­
tároznom] .
Tetszőleges G jellegkombináció esetén legyen Em(G )Ö o
azon objektumok számának várható értéke, amelyek rendel­
keznek a G -hez tartozó jellegekkel és esetleg továbbiak-o
kai is, Gg - {A±\ vagy Gg = -j^, esetén pedig
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0Í3)( G j 0"t (Gt ), ®c3)(o») ^ o I V Gv}»
v:IG |=3
v o
v: IG I=3G dfc v g
d(G„) =
Lo£3)(g „)-e <3)(g J ] :
X I TBá- ( Qg)
akkor d(Gn) [amelyik egyébként nem X^-eloszlásu, hiszen az
( O ) “°0*J'(Gj összeg tagjai nem függetlenek] azt mutatja, hogy 
nagyobb méretű jellegkombinációkban való előfordulása*"“o
mennyire tér el a normális küszöb modell szerint várttól, 
Végül még egy problémáról szólok, Ilivel az
E )ni,j=l
korrelációs mátrix maximum likelihood becslése n >2 ese­
tén nem ismeretes, E-et elemenként becsiem. Ezért előfor­
dulhat, hogy az E mátrix igy nyert E becslése nem lesz po- 
zitiv szemidefinit, ami bizonyos további vizsgálatoknál 
(pl. faktoranalizisnél) akadályt jelent, ezért szükséges 
a becslés módosítása, pozitiv szemidefinitté tétele. Ez 
többféleképpen is elvégezhető. Az E-hoz mátrix norma sze- 
rint legközelebbi E pozitiv szeraidefinit mátrix úgy hatá­
rozható meg, hogy E spektrálfelbontásában a negativ saját­
értékeket O-val helyettesitjük. Az igy nyert
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n
i.J-l
mátrix saját ért ékeinek
S = tr íf
összege viszont nagyobb n-nél. Legyen
n
i=l
akkor az
i» j 2,
R (r )n
n,
mátrix pozitiv szemidefinit, és
n
i=l
az azonban tudomásom szerint nem ismert, hogy az ilyen tu­
lajdonságú mátrixok R-tól mátrix normában való távolságát 
milyen mátrix minimalizálja.
Jelölje R saját ért ékeit X-, ^  A0 ^  .. • > • "R-hoz " kö-
J- lL jll SZ
zeli", n nyomu, pozitiv szemidefinit R mátrix úgy is mégha- 
tározható, hogy R spektrálfelbontásában a A^-ket olyan au -
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kkel helyettesitjük, melyekre
tovább
{> o,= 0 ha X ± ^  ^ 3,egyébként;
n
y>~ = minimum,
i = l
aho 1 í^> 0 o ly an, hogy
n
i=l
teljesüljön, f(x) pedig alkalmas függvény (pl. Vx). 3z a 
kvadratikus programozási feladat a Beale-módszerrel old­
ható meg [lásd pl. Bernau (1977)].
Az £ módosítására megadott mindkét módszer alkalma- 
zása során olyan R mátrixot kapunk, amely ugyan pozitiv 
szemidefinit és n nyomu, de rendelkezhet “r ^  ^ 1 vagy
I't . _.l > 1 elemekkel. Olyan R-hoz, amely már "igazi" kor- 3 —
relációs mátrix, iterativ utón juthatunk, a következő két 
lépés ismételt alkalmazásával: a) a mátrixot pozitiv szemi-
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definitté tesszük; b) a főátlóba 1-eket Írunk, a főátlón 
kívüli, 1-nél nagyobb vagy (-l)-nél kisebb elemeket 1-gyel, 
ill. (-l)-gyel helyettesitjük. Tapasztalataim szerint az i- 
teráció néhány lépés után "igazi” korrelációs mátrixhoz ve­
zet •
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4. TÓBBDIPIIZIQS SKÁLÁZÁS
Tegyük fel, hogy M számú objektumunk és n számú - most 
tetszőleges, nem feltétlenül bináris - változónk van. A 
többváltozós'statisztikai módszerek legnagyobb része a vál­
tozóknak az objektumokon tett megfigyelési adataival dolgo­
zik. Izekkel a módszerekkel ellentétben többdimenziós ská­
lázás (angolul "multidimensional ^scaling" , röviditve KDS) 
esetén az adatpontokat nem tudjuk - vagy nem akarjuk - köz­
vetlenül mint az n-dimenziós tér I! számú pontját megfigyel­
ni, csak közvetett információval rendelkezünk róluk. Ez az 
információ az objektumok vagy/és változók különbözőségére 
(távolságára) vagy - ellenkezó'leg - hasonlóságára (közel­
ségére ) vonatkozik. Az IDS azzal a problémával foglalkozik, 
hogy egy (llxr)-es, (nxn)-es vagy (üsn)-es távolság- vagy 
hasonlóságnátrix (az IDS adatmátrixa) alapján hogyan lehet 
az objektumokat vagy/és változókat a térben megjeleníteni, 
más szóval hogyan lehet az alacsony dimenziós euklideszi 
térben olyan pont-IT-est vagy/és pont-n-est . konstruálni 
hozzájuk, hogy a pontok euklideszi távolsága minél jobban 
tükrözze az objektumok vagy/és változók távolságát (külön­
ce ígst).
A többdimenziós skálázás 
kát több kritérium szerint is 
legfontosabb kritérium, hogy
témakörébe tartozó fel adato- 
szokták osztályozni. Talán a 
az adatok (amelyek az MDS ese-
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tében tehát távolságok vagy hasonlóságok) hányféle dologra 
vonatkoznak. Ha egyfélére (vagy objektumokra, vagy válto­
zókra), egyféle (angolul "one-mode") adatu, ha kétfélére 
(objektumokra és változókra), kétféle (angolul "two-mode" ) 
adatu MDS-ről beszélünk.
Egyféle adatu MDS esetén az egyes sorok ugyanazoknak a 
dolgoknak felelnek meg, mint a megfelelő oszlopok. Ilyenkor 
az MDS adatmátrixa négyzetes és szimmetrikus. Attól függő­
en, hogy a sorok és oszlopok az objektumoknak vagy a válto­
zóknak felelnek meg, az objektumok vagy a változók többdi­
menziós skálázásáról beszélünk.
Kétféle adatu MDS esetén az egyes sorok nem ugyanazok­
nak a dolgoknak felelnek meg, mint a megfelelő oszlopok. 
Ilyenkor téglalapmátrixszal van dolgunk. A kétféle adatu 
többdimenziós skálázást többdimenziós kiterítésnek (ango­
lul "multidimensional unfolding", rövidítve MDU) is neve­
zik. - A továbbiakban változók egyféle adatu többdimenziós 
skálázásával fogok foglalkozni.
A többdimenziós skálázás irodalmában a legkorábbi ösz- 
szefoglaló munka Torgerson (1958). A későbbiek közül a kö­
vetkezőket emelem ki: Shepard et al. (1972), Romney et al. 
(1972), Kruskal (1977a,b), Kruskal és Wish (1978), Mardia 
et al. (1979) 14* fejezet«', Sehiffman et al. (1981), Gordon 
(1981) 5. fejezete, De Leeuw és Heiser (1982), Wish és Car- 
roll (1982), Gower (1984). Magyar nyelven Füstös (1981) és 
Telegdi (1984, 1986) említhető.
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4.1» A többdimenziós skálázás klasszikus megoldása
DEFINÍCIÓ. Egy D = (dra)p g=1 mátrixot távolságmát­
rixnak nevezünk« ha szimmetrikus és
drr = °> drs ^ 0 » r ^ s*
DEFINÍCIÓ. Egy D távolaágmátrixot cuklideszinck mon­
dunk, ha valamely E° euklideszi térben van olyan pontkon­
figuráció, melynek pontok közötti távolságait D adj a meg; 
más szóval ha valamely £ egész szám mellett vannak olyan 
xx, x2, xn t E p pontok« amelyekre
rs = (ir'Is5-
A következő tétel [lásd pl. Mardia et al. (1979)] se­
gítségével tetszőleges D = (d ) távolságmátrixról el- 
dönthető, hogy euklideszi-e, és ha igen, hogyan lehet hoz­
zá megfelelő pont konfigurációt találni. Ehhez bevezetek né­
hány jelölést. Legyen I az n-dimenziós egységmátrix,
(i. i. ,t)T, 1n
T
1rlt=iten ♦
é  = (arS5-
TÉTEL. Legyen D = (d ) tetszőleges távolságmátrix és
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1 ■ <brS>?,s=l = í n | g n -
D akkor és csak akkor euklideszi, ha B pozitiv szcmidefi- 
nit. Nevezetesen a következock igazak:
/i/ Ha D egy Z, = (z-^,^»• •» >£n )T konfiguráció pontok 
közötti euklideszi távolságainak mátrixa, akkor
= (£ -z)T(z -Z), r, s = 1, 2rs —r — s — • 9 n. (4.1)
ahol
n
r=l
1 Z*l. n — —n
(4.1) mátrix alakban B = (HnZ)(HnZ)T , tehát B, a- 
mely a Z konfiguráció centrált skalárszorzat-mátrixa, 
pozitiv szemidefinit.
/ii/ Megfordítva, ha B £ rangú pozitiv szemidefinit, akkor 
egy megfelelő konfiguráció konstruálható az alábbi 
módon. Legyenek £ ^ 2 ^  Ap B pozitiv sa.játér-
tékei
T = 4 = 1» 2, ...» p,
szerint normált X( ] _ ) »  — (2)* •••» ~ ( p )  (egyszeres
sa.iátérték mellett egyértelműen meghatározott) or-
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togonális sajátvektorokkal» Legyen
I = x^rs ^ = t-i(l)» 1(2)» I(p)]»
akkor az
ír = (‘xrl,xr2»***»xrp^T
koordinátánu P^ 6 R^1 pontok távolságainak mátrixa 
D, továbbá a pontkonfiguráció súlypontja az origo, 
skai ár szorzat-mátrixa B.
Legyen D = (d ) tetszőleges távolságmátrix. EhhezZZ -“PS
keresendőek olyan P^, P2» ..., Pn k-dimenziós pontok, a- 
melyekre teljesül, hogy Pr és PQ euklideszi távolságát drg- 
val jelölve (cl ) valamilyen értelemben ’'hasonló" D-hez. 
Általában nemcsak a Pr pontok, hanem a k dimenzió is isme­
retlen. Ez utóbbit a gyakorlatban rendszerint 1-nek, 2-nek 
vagy 3-nak választják, mert igy az objektumok a pontok ré­
vén ténylegesen kirajzolódnak. Ha D euklideszi, valamely 
j)-dimenziós euklideszi térben definició szerint van olyan 
pontkonfiguráció, amelynek pontok közötti távolságait ép­
pen D adja meg. Ahhoz, hogy ez az MDS-probléma megoldása 
legyen, az kell, hogy £-t k-nak lehessen választani. A gya­
korlatban azonban £ általában túl nagy ehhez.
Egy lehetséges konfigurációválasztást sugall az előző 
tétel. Válasszuk az R^ azon pontjaiból álló konfigurációt,
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melyek koordinátáit a tételben szereplő B mátrix első k 
számú (egyszeres sajátérték mellett egyértelműen megha­
tározott) sajátvektora adja meg. Minél nagyobb pozitiv B 
első k számú sajátértéke és minél kisebb abszolút értékű 
a többi, annál jobban fogja közelíteni a konfiguráció pon­
tok közötti távolságmátrixa D-t. Ezt a konfigurációt az 
MDS-probléma k-dimenziós klasszikus megoldásának nevezik 
[optimalitási tulajdonságait lásd pl. Mardia et al. (1979)- 
ben]. Számitásmenete röviden a következő:
/i/ D-ből - amelyről nem kell feltenni, hogy euklide­
szi - meghatározzuk az A mátrixot.
/ii/ Képezzük a b__ = - ÉL - a a + a elemekből“rs *"rs —“X • •— • s —■ • •
álló B mátrixot, ahol
n n
s=l r=l
r=l s=l
/iii/ Előállítjuk B ^2 ~ ' ^ k — számú legnagyobb
sajátértékét (feltesszük, hogy ezek pozitívak; ha ez 
nem teljesül, az MDS-problémának nem létezik k-di­
menziós klasszikus megoldása) és az
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= Xi, i = 1, 2, k,
szerint normált ■£(]_)» — (-)» •••* 2£(k) 
torokat.
/iv/ A P • oontok kívánt koordinátái az —r -
sajátvek
I " ^i(l)* =r( 2) ’ I(k)^l
\Tmátrix xr = (xr-|_,xr2 » • • • » 2 ^ ) sorainak elemei 
(r —■ 1y d ^ j k).
Tetszőleges
, ,S<konfiguráció Cd 
térés többdimenzi
(d ) távolságmátrix és valamely X pont-■"iS m
) euklideszi távolságmátrixa közötti el­
és skálázás során leginkább használt mé­
rés zámai a
n-1 n
r=l s=r+l
n-1 n
r=l s=r+l
(4.3)
és
n-1 n n-1 n
r=l s=r+l r=l s=r+l
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mennyiségek, ahol a c -ek valamilyen adott súlyozó ténye-““lö
zők [(4.2) a (4.3) mennyiség c =  1-hez tartozó speciális 
esete]. Mindhárom mennyiség az X pontkonfiguráció, tehát az
—11* —12* •••* —lk’ —21’ —22* •••* —2k* *** •••♦ —n2*
,,,, xn  ^ ismeretlen változók függvénye. Az MDS-probléma
megoldása ekkor egy (nxk)-változós függvény feltétel nél­
küli minimalizálásával történik, A minimalizáló eljárások 
általában gradiens- vagy Fletcher-tipusu algoritmusok [lásd 
pl, Abaffy (1976)], amelyek nem tudnak különbséget tenni 
lokális és globális minimum között, ezért jó kezdeti kon­
figurációt igényelnek. Ilyennek választható az MDS-probléma 
klasszikus megoldása.
4.2, Többszörös többdimenziós skálázás
Tegyük fel, hogy az ^  objektumokat jel­
lemző, az első három fejezetben szereplő W-^ , Vi^ , •••» £n 
bináris változó többdimenziós skálázása a feladat. A ko­
rábbiakkal összhangban ez a következőket jelenti: valami­
lyen módon távolságokat kell konstruálni a változók között, 
és a változókat úgy kell kirajzolni az alacsony dimenziós 
euklideszi térben, hogy a változóknak megfelelő pontok euk­
lideszi távolságai minél kevésbé különbözzenek a változók 
távolságaitól. Ahhoz, hogy a változók jól skálázhatóak le­
gyenek, konzisztenseknek kell lenniük a következő értelem-
C_J
,
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ben: ha két változó "közel" van egy harmadikhoz, egymáshoz 
is "közel" kell lenniük. Tegyük fel például (l. példa), 
hogy n = 3, M = 44, az első 19 objektum az A-^  ás Ag, a
következő 14 az A^ és A^, az utolsó 11 pedig az és A^
jellegekkel rendelkezik. Ezekhez az objektumokhoz hozzá-
rendelhető a változók
1° < \
3 0
54 5 0 /
t ávolságmátrixa, arai alapján a változók jól skálázhatóak:
A2
Legyen most (2. példa) U = 33» és tegyük fel, hogy az el­
ső 19 objektum az A-^ és A,, a további 14 pedig az A^ és A^ 
jellegekkel rendelkezik. Ezekhez az objektumokhoz a válto­
zók
/ 0 3 4 \
3 0 60 
\ 4 60 0 /
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távolságmátrixa rendelhető hozzá, ami alapján a változók 
csak nagyon rosszul skálázhatóak. Próbáljuk ezért ókét kü­
lön az első 19 és külön a további 14 objektum alapján ská­
lázni! Ehhez a két objektumhalraazhoz (amelyek klaszterek- 
nek tekinthetőek) a változók
f 0
3 60 > f °60 4I 3 | 0 60 és 60 0 60
\ 60 60 0 / 1 4 60 0 /
távolságmátrixai rendelhetőek hozzá, amik alapján viszont 
a változók --két sikon! - már jól skálázhatóak:
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A fenti példákban szereplő gyakoriságokhoz természe­
tesen többféle távolság rendelhető hozzá. Jelöljük n^.-vel
azon objektumok számát, amelyek rendelkeznek az A. és A.*■ J
jellegekkel. Egy lehetséges távolságdefinició a következő:
di.i =
Ez az n. . hasonlóságból távolságba való standard transzfor 
máció [lásd pl. kardia et al. (1979)] eredménye. Annak el­
lenére, hogy ennek a transzformációnak vannak bizonyos elő 
nyös tulajdonságai (pl. ha a hasonlóságmátrix pozitiv sze- 
midefinit, akkor a megfelelő távolságmátrix euklideszi 
lesz), használatát sem általában, sem a konkrét esetben 
nem tartom jónak: túlságosan H kisimítja" a távolságstruk- 
turát, szemléletesen nyilvánvalóan nagyon különböző hason­
lóságokhoz nem eléggé különböző távolságokat rendel hozzá 
[a 9. példában a (19,0) hasonlóság párhoz a (\fÍ4,\/33) tá­
volságpárt]. A változók inkonzisztenciájából fakadó prob­
lémát ezzel inkább megkerüli, de nem oldja meg. Ezért a ké 
sőbbiekkel összhangban a
K
távolságdefiniciót választom (K = 60 mellett). Itt azon­
ban ez nem lényeges, hiszen magukból a gyakoriságokból is 
látszik, hogy az emlitett konzisztencia az első példában
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teljesül, a másodikban nem.
A többszörös többdimenziós skálázás [multiple LIDS, 
LUIDS; Telegdi (1932), Simonovits et al. (1982), Telegdi 
(1934, 1936)] a 2. példához hasonló esetekkel foglalkozik, 
azzal a problémával, amelyik akkor merül fel, ha a konzisz 
tencia nem teljesül: hogyan lehet az objektumokat minél ho 
mogénebb klaezterekbe sorolni, amikoris egy-egy kiászter 
homogenitását a változók ezen klaszter mellett történő (kö 
zönséges) többdimenziós skálázásának jóságával mérjük? Ke­
resendő tehát a jo természetes szára, az
Al' 2 ’ » á ^ dl {y ^ , yp , ..., y. - í
diszjunkt klaszterek (amelyekre
U
m=l
(m)és a k-dimenziós euklideszi tér azon x: pontjai (_i = 1,
2, ..., n; m = 1, 2, ...,2 ), amelyek a változókat rep­
rezentálják abban az értelemben, hogy és Xj^ közel­
sége és y. melletti közelségének felel meg.
Legyen
&  = (egl ,Qg?-.... 9zn'i
i-£ni a —i változónak az ^  objektumon megfigyelt - 1 vagy
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0 - értéke ( & =  1» 2, M; i = 1, 2, ..., n)]. Mivel
megegyező e_„-jü objektumok megkülönböztethetetlenek, te­
gyük fel, hogy
e = £ 
=G1 ■Sx = S2*
viszont az objektumoknak multiplicitása van. Mivel az egyes 
objektumok klaszterbe sorolásának értelemszerűen a rajtuk 1 
értékű változóktól kell függniük, az T'.TDS az olyan objek­
tumokkal, amelyeken legfeljebb egy változónak 1 az értéke, 
nem tud mit kezdeni, üzért tegyük fel, hogy minden objektu­
mon legalább 2 változó értéke 1. Ekkor a (változók alapján 
különböző) objektumok száma az 1.1. paragrafusban definiált 
IT, minden objektum egy legalább 2 méretű jellegkombináció- 
nak felel meg, és az objektum multiplicitása ) (& =o o
= 1, 2, ..., II), ahol Ga az a jellegkombináció, amelyikneko
Z„ megfelel.o
Legyen EC olyan eljárás, amellyel az objektumok tet­
szőleges Z c  Ö halmazához - aZ objektumaihoz tartozó 
e^-k ás C((G,,)-k alapján - _d. . (Z) távolságokat és c. .(Z)
súlyozó tényezőket rendelek hozzá (lé i Legyen
(m) = d. ,(*/ ), cí?) = c. .(Y ), i.l il m'* iJ i-l n '
n-1 n
-/n)
i=l l=i+l
es
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P
m=l
akkor - a közönséges MDS-sel összhangban - természetesnek 
látszik az MMDS-t a V mennyiséggel jellemezni.
Legyen
v(m)
g
n-1
j=i+l
(g = 1, 2, ..., N ; m = 1, 2, Az MMDS-probléma
kézenfekvő módon oldható meg a következő két lépés válta­
kozva történő alkalmazásával:
/i/ £ = 1, 2, N-re az v objektumot abba a klaszter-
?m)be soroljuk, amelyikre ' minimális (amelyik kiasz-O
terben azoknak a változóknak a távolságai, amelyeknek 
£ -n 1 az értéke, a legkevésbé térnek el a nekik otto
megfelelő pontok euklideszi távolságaitól);
/ii/ m = 1, 2, ..., £-re meghatározzuk (explicit módon ki­
számítjuk) az (nxk)-változós
függvény gradiens vektorát, majd ezen vektor (-1)-
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szeresének irányában iránymenti minimalizálást végez- 
ve kiszámítjuk az ; pontok uj koordinátáit (i =
=1, 2, ...» n; egy lépésen belül esetleg kétszer- 
háromszor is)«
(m)Mivel a /ii/-es lépések során nem minimalizáljuk '- 
et, csak csökkentjük az értékét, számitógépes realizációnál 
érdemes helyett a
függvények (ji = 1, 2, ..., n) gradiensét venni egymás után
(n számú pont helyett egyszerre csak egyet mozgatni. Ezzel
a memóriaigény és a futási idő is csökken).
A fenti algoritmusnak - és ezáltal a többszörös több-
(m)dimenziós skálázás 7-vel való jellemzésének - gyengéje v\ '8
m-ben való minimalizálása az /i/-es lépések során. Az ob­
ira)jelctumok optimális osztályozásához igy ugyanis az x)r ' pon­
tokon kivül a di1?^  távolságokra és a c^1!1^ súlyozó tényezők- 
re is folyamatosan szükség van, ezért amint egy objektumot 
az egyik kiasztérből a másikba átteszünk, azonnal módosíta­
nunk kell a megfelelő d^ *?^  és értékeket. Ezért célsze-
rü vln) helyett egy olyan mennyiséget minimalizálni m-
S S (m) Tben az /i/-es lépések során, amelyik csak az x^ pontoktól
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függ, a távolságoktól és a
nem. Legyen
súlyozó tényezőktől
U(m)g
n-1 n
Y  i|5im)"íjm)n2’
j=i+l
akkor ennek a mennyiségnek m-ben való minimalizálása a kö­
vetkezőt jelenti: az £ objektumot abba a klaszterbe sorol-o
juk, amely mellett az v -n 1 értékű változók párjaihoz tar-o
tozó pontok távolságainak négyzetösszege a legkisebb. Az 
MMDS-t jellemzendő
E
m=l m=l i=l j=i+l
13 1\]
mennyiségben szereplő f függvénynek olyannak kell lennie, 
hogy 
/a/ az
E (m)'g
n-1 n
i=l
“g r 1
J=i+1
“g r 1
jelölés mellett [E^ .m^-t/m ]^ értéke ne függjön m-tőlS e  —
= 1, 2, ..., N ),
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/b/ [E^-V^ J és igy (E-V) értéke ne függjön az
pontoktól (m = 1, 2, ..., jd; i = 1, 2, n).
/ \
Az az algoritmus, amelyik az /i/-es lépések során U:, -etfm)minimalizálja m-ben, a /ii/-es lépések során pedig VK ' ér 
tékét csökkenti, E feltétel nélküli (sajnos nem mindig glo 
bális) minimumát állítja elő*
Az E definíciójában szereplő f függvény célszerű meg­
választásához már szükség van a DC eljárás konkretizálásá­
ra. Legyen DC olyan, hogy tetszőleges Z cí-ra
ci j (Z ) = n±.( Z) + 1, di;.(Z) = K / c...(z),
ahol
n±j(Z) cr(Gj
g: ygtz
e . ,e .=1gi* gD
/• \
és K alkalmas állandó. Legyen n. . = n. .(f ) és13 3 ““in
(m) _(m)i, -i2
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4.1. TÉTEL. Tekintsük: azt a T algoritmust, amelyik az
(m)/i/-cs lépések során -et minimalizálna m-ben, a /ii/-es 
lépések során pedig V^m  ^ értékét csökkenti. A PC el.járás és 
az f függvény fenti megválasztása esetén az algoritmus fo- 
lyamán E monoton nem növő.
Bizonyítás. Legyen
és
E. . f
n-1 n
L _
m=l i=1 j = i+l
ni - )! l i im)- ^ ra)ll2
p n-l n
e 2 = y  y  X [K-ii5im)-g5m)in2-
m=l i=l j=i+l
akkor E = E, + E„. — — 1 — £ [Simonovits Miklós hivta fel a figyel­
memet arra, hogy E a következő, 2 direkciós erejű rugókból
álló rendszer potenciálja: n^\ ' számú 0 hosszúságú és egy K
(m) (m)Jhosszúságú rugó x. éa x ’ között (l^i c ^ i n ,  m = 1,
t / \
2, jd).] Az /l/-es lépések során az x^ pontok nem
változnak, igy E^ sem. Viszont
p n-lII CT'«5jl|xím)-x<m)ll2 =e> — •*- - J
m=l i=l j=i+l g:yg6f
e8i’esá
m
=1
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N
g=l
n-1 n
{cr(G„)[ X  il|ím)-2 j m>"2]} =
m=l i=l j=i+l
e .=1 e .=1gi SJ
N p
- X {cr(Gg ) [ X  u(m)]>,
g=l m=l
amiből következik, hogy az /i/-es lépések során és igy 
E értéke nem nő. Másrészt egyszerű számolással kapjuk, hogy
E V = K
n-1
m=l i=l
»
ami a /ii/-es lépések során nem változik. Ebből következik, 
hogy E értéke a /ii/-es lépések során sem nő. Ezzel a tétel 
már adódik.
A T algoritmus során egyes klaszterek majdnem vagy a- 
kár teljesen is "kiürülhetnek” . Az ilyen klasztereket cél­
szerű megszüntetni (ami által természetesen £ csökken) oly
módon, hogy valamely hozzájuk tartozott v objektumot a
® / \
fennmaradó klaszterek közül abba sorolunk, amelyikre U;,m'"ö
minimális. Ebből is következik, hogy jd kezdő értékét nagy­
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nak érdemes választani [lásd Telegdi és Simonovits (1983)]«
Kezdő klasztereket az v objektumoknak az e -k alapján [pl.S 6
k-közép (lásd Gulyás, 1983), pontosabban itt most js-közép 
eljárás által] történő klaszterezésével állíthatunk elő. 
Kezdő pont-konfigurációnak az egyes kezdő klaszterek mel­
letti MDS-problémák klasszikus megoldásai vehetőek.
A fenti kezdés mellett is előfordulhat, hogy a T  al­
goritmus E-nek csak lokális minimumát állitja elő. Ennek
t \
veszélye csökkenthető, ha - a /ii/-es lépések során 1 
helyett gradiensét véve - az f és függvényekben
négyzetösszeg helyett ^-adik hatványösszeget Írunk és £ ér­
tékét az algoritmus folyamán megváltoztatjuk. Számitógépes 
tapasztalataim szerint az algoritmus akkor a leghatéko­
nyabb, ha a fent leirt kezdés után _g-t 3-nak választjuk, 
majd amikor E már alig csökken [az /i/-es lépések során már
kevés objektum kerül át másik klaszterbe, a /ii/-es lépések
/ \
során pedig az xV ' pontok alig változnak], értékét előbb 
2-nek, azután 1-nek vesszük. - Ami a K állandót illeti, 
tapasztalataim szerint úgy célszerű választani, hogy 
[itt
r
P n-l n_ZZ zm=l i=i j=i+l
(?)
ni?)13
n-l n
i=l J-i+1
<Xp (i, j)
(?)
azon objektumok száma, amelyek rendelkeznek az A^,
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A. .jellegekkel és esetleg továbbiakkal is] kicsi, 10”'*" nagy-
J
ságrendü legyen.
Az ML1DS eredményének áttekintését megkönnyíti, ha a 
kapott klasztereket összevonjuk. Ez az alábbiak szerint 
hajtható végre. Legyen
(annak relativ gyakorisága j£m-ben, hogy értéke l), és
m = 1, 2, jo. Definiáljuk az í klaszterek hasonlósá­
gát mint a megfelelő 2ffi-ek korrelációs együtthatóját. Te­
kintsük most azt a gráfot, amelyiknek szögpontjai az egyes 
klasztereknek felelnek meg, és amelyikben a "nem nagyon ha­
sonló" (valamely E^-nél, pl. 0,6-nál nem nagyobb korrelá­
ciós együtthatójú zm-ekhez tartozó) klaszterpároknak megfe­
lelő szögpontok között vannak élek. Szinezzük ezt a gráfot 
oly módon, hogy az azonos szinü szögpontoknak megfelelő 
klaszterekbe tartozó objektumok multiplicitással vett szá­
mának szórása minimális legyen. Vonjuk össze az azonos szi­
nü szögpontoknak megfelelő klasztereket, és az igy kapott 
klaszterek között a fentiekhez hasonlóan definiáljunk ha-
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sonlóságot. Tekintsük azt a gráfot, amelyiknek szögpontjai 
az uj klasztereknek felelnek meg, és amelyikben a "nem na­
gyon különböző" (valamely R2-nél, pl. -0,45-nél nem kisebb 
korrelációs együtthatójú _zm-ekhez tartozó) klaszterpároknak 
megfelelő szögpontok között vannak élek. Szinezzük ezt a 
gráfot a fentiek szerint, és vonjuk össze az azonos szinü 
szögpontoknak megfelelő klasztereket. [A "hasonló" klasz- 
terek összevonásának értelme nyilvánvaló. A "különböző"-
klaszterek összevonásáé a következő: valamely (f .1 )J —m^’— m2
klaszterpárhoz tartozó z és zm korrelációs együttható-—mr1 — a
ja akkor erősen negativ, ha az f -ben "közeli" változók ü —ml
csoportjai majdnem vagy teljesen különböznek az f -ben 
"közeli" változók csoportjaitól; ekkor azonban az n szá­
mú változó reprezentálható a két klaszter együttese mel­
lett egy pont-n-essel.] Az igy nyert klaszterek melletti 
MDS-problémák klasszikus megoldásait kezdő pont-konfigurá­
ciónak véve ismételjük meg a T algoritmust. Ha E már £ = 1 
mellett sem nagyon csökken, az algoritmust és az I.lMDS-t a 
/ii/-es lépés £ = 2 mellett történő egyszeri alkalmazásá­
val (ez a változók még jobb kirajzolását segiti elő) fejezi 
zük be.
Valamely adatmező MMDS-ét két szempontból is jó lenne 
értékelni. Annak matematikai értékelését, hogy az MMDS 
mennyire jó más klaszterező módszerekhez képest, elvileg 
kivihetetlennek tartom. Az egyes klaszterező módszerek u- 
gyanis döntően éppen abban különböznek egymástól, hogy mi­
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lyen kritériumot adnak a klaszterezés jóságára* A maga kri­
tériuma szerint mindegyik módszer a legjobb, a kritériu­
mok viszont nem hasonlithatóak objektiven össze. (Különböző 
klaszterezo módszereket heurisztikusán persze összehason- 
lithatunk: megnézzük, hogy adott klasztereket hogyan adnak 
vissza.) Annak értékelése, hogy a konkrét adatmező objek­
tumai mennyire klasztcrezhetoek jól az LX'DS szempontjából, 
elvileg a következőképpen végezhető el. Tegyük fel, hogy az 
adatmező valamilyen K mellett végrehajtott LII.DS-ének £ = 2 
mellett történő befejezésekor a klaszterszám jo, és E értéke
= E*(n,M,yic,p,K).
Legyen ss az E mennyiség értéke az (n,llyu,) ér-
tékhármashoz tartozó, az LEDS szempontjából optimális, ill. 
pesszimális adatmező K fenti értéke mellett végrehajtott 
LEDS-ének £ = 2 ás £ fenti értéke mellett történő befeje- 
zésekor. Nyilvánvaló módon E az [E , ,E ] intervallum-
ban helyezkedik el. Annak, hogy a konkrét adatmező mennyire 
jó az M.DS szempontjából, kézenfekvő mérőszáma az
E
E*-E
pessz
opt
“Sopt
mennyiség, amely nem lehet O-nál kisebb és 1-nél nagyobb. 
Meghatározásához azonban tudni kellene . és E„___ ér-■“OpX “"pSSSZ
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tekét«, Ezeket azonban nem tudom, mivel nem ismerem az op­
timális és pesszimália adatmezőt.
4.3« Többszörös többdimenziós skálázás a változók 
függetlensége esetén
Az lu.'DS működésében meghatározó szerepe van ez őt jel 
lemző E mennyiségben szereplő f függvénynek. Ennek megvá­
lasztásához az előző paragrafusban úgy konkretizáltam a tá 
volságokat és súlyozó tényezőket meghatározó oC eljárást, 
hogy azok csak az egyes jellegpárok együttes előfordulásá­
tól függenek. Emiatt az egyes jellegek előfordulási való- 
szinüségeinek különbözősége esetén az eljárás nem veszi 
észre a függetlenséget: akkor is közel hoz egymáshoz két 
jelleget, ha azok csak azért fordulnak elő sűrűn együtt, 
mert mindketten gyakoriak. (Ez azonban célom is volt: az
5.6. paragrafusban ismertetésre kerülő konkrét feladat so­
rán, amelyből az LEIDS kinőtt, nem akartam észrevétlenül 
hagyni jellegzetes jellegkombinációkat.) Azt, hogy az el­
járás észrevegye a függetlenséget, könnyen meg lehet való­
sítani: a 76. oldalon definíciójában az összeget
osztani kell a
« V  7 OTg J
! y„fz
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kifejezéssel. Ha azonban az: egyes jellegek előfordulási va- 
lőszinüségei megegyeznek, erre nincs szükség. Ezért a füg­
getlenséget ebben az esetben vizsgáltam, nevezetesen olyan 
adatmezőt generáltam, amelyre
<X7. (i»j ) = O'i i, j ) = yU, l i l á j á n .
Ekkor a 79. oldalon definiált hat vány kit evőt végig 2-nek
ás az objektumklaszterek jd számát állandónak véve az LEDS 
olyan objektumklasztereket adott, amelyek mellett nem raj­
zolódtak ki jellegklaszterek, ás a jellegeknek megfelelő 
pontok - mindegyik objektumklaszter mellett - koncentrikus 
szabályos sokszögek csúcsain helyezkedtek el. A következő 
táblázat néhány n-re megadja az egyes sokszögek csúcsainak 
nv számát (kivülről befelé haladva).
n3
4
5
6
7
10
15
20
25
30
35
40
45
50
55
6o
65
95
m1 ra. m3 m4
3
4
5
6 -
6 1
9 1
12 3
15 5
17 7
19 9
1
r'c
21 10
24 11
25 12
4
5
7 1
23 13 8 1
29 15 8 3
30 16 10 4
32 17 12 4
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Az E mennyiség E végértékére az
ív D
E =
p+At
[cnp(n:2 )+/?)]
összefüggést kaptam, amely jj. = 0 és jd = K = 1 mellett, 
amikőris
n-1 n
s = v = ^  ^  d-Uxi-^iDS
i=l j=i+l
az
m fi rn“21J = 2 )
alakra egyszerűsödik. [K a 76. oldalon szereplő állandó; 
-re 4^n^-65 esetén a
0,1716 £ C n < 0,1807
egyenlőtlenséget kaptam (0,1716 = 3 - 2^2 = C.; 0,1807 =. “4
_ 75-3 V3 _ q ^ . ahogy n értéke 65-höz közeledik, £n értéke 
0,176-hoz).]
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4.4» Hipergráfok euklideszi térbe ágyazása és 
particionálása
Feleltessünk meg sjz n számú bináris változóval jellem­
zett 2]_> > ..., objektum f összességének egy H érté­
kelt hipergráfot oly módon, hogy d szögpont jói az egyes 
változóknak felelnek neg, a hiperélek az objektumoknak (a 
£-edik hiperél pontosan azokat a ezögpontokat köti össze, 
amely szögpontokhoz tartozó változóknak £ rr-n 1 az értéke;éj
2 = 1, 2, ...» II), a hiperélek értéke pedig a megfelelő 
objektumok multiplicitásának. Ekkor az _i-edik és j-edik 
szögpontot n^j = Ci.,J.) összértékű (közönséges) él kö­
ti össze (l^i^j^n). Ágyazzuk be a H hi pergráfot a jc- 
dimenziós euklideszi térbe, vagyis rendeljünk x^, x?, ..., 
x é R^ C pontokat H egyes szögpontjaihoz (k természetes 
szám). Jó beágyazással szemben kézenfekvő azt a követel­
ményt támasztani, hogy két pont annál közelebb legyen egy­
máshoz, minél nagyobb összértékű él köti össze a megfelelő 
szögpontokat, vagyis hogy az x-^ , x0, ..., xn pontokra
n-1 n
a  - Y . Y  ni.i|,=i=.i112
i=i j-i+i
minimális legyen, nyilvánvaló módon azonban xi = x e- 
setén 0, vagyis minimális. A beágyazástól tehát azt is meg
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kell követelni, hogy ne engedje az n számú pontot egy 
pontba összehuzódni. Keressük ezért azokat az x^, x2, 
...» xn pontokat, amelyekre S = + S_2 minimális, ahol
i=l j=i+l
K alkalmas állandó. Legyen
°ij “ ni3 + 11 dij = K 7 °Í3
(l'i^Í-ü), akkor a 4.1. Tételből következik, hogy a H  
hipergráf S minimalizálásával történő euklideszi térbe á- 
gyazása ekvivalens a változók
n-1 n
°idídi3‘ll?i'l31,)Z (4,4)
i=l j=i+l
minimalizálásával történő (közönséges) többdimenziós ská­
lázásával .
Tegyük most fel, hogy H particionálása a feladat. Vé­
gezzük ezt azon, tudomásom szerint mások által nem publi­
kált kritérium alapján, hogy a Hm rész-hipergráfok minél 
jobban beágyazhatóak legyenek (m = 1, 2, ..., £; £ tér-
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mészetes szám), nevezetesen úgy, hogy E = E-^  + Eg minimá­
lis legyen, ahol E^ és Eg a 4.1. Tétel bizonyításában sze-
(m)replő összegek |_n^.' az i-edik és j_”eóik szögpontot Hm~ben
J C \ K.
összekötő élek összértéke, x) '£ R K az _i-edik szögpontnak 
Hm~ben megfelelő pont], A H hipergráf E minimalizálásával 
történő particionálása és euklideszi térbe ágyazása nyil­
vánvaló módon ekvivalens a többszörös többdimenziós skálá­
zással. [H más módon történő particionálását lásd Boll a és 
Tusnády (l382)-ben, hipergráf modellen alapuló klaszter- 
analizist Futó (l97S)-ban. A klaszteranalizis irodalmának 
összefoglaló munkái közül a következőket emelem ki: Jardine 
és Sibson (1971), Anderberg (1973)» Hartigan (1975), Van 
Eyzin (1977), Everitt (1980), Späth (1980), Gordon (1981),
Jambu és Lebeaux (1983).]
4.5. Klaszterek többdimenziós skálázása
Tegyük fel, hogy a változók többszörös többdimenziós 
skálázásával és/vagy egyéb módszerekkel v-féleképpen (disz- 
junkt) klaszterekbe soroltuk az objektumokat. Kézenfekvő 
módon merül fel az a probléma, hogy miképpen lehet ezekből 
a klaszterezésekből egy "eredő” klaszterezést előállítani.
A probléma megoldása céljából először jellemzem az ugyan­
azon klaszterezés melletti klaszterek távolságát. Jelölje 
p a klaszterek számát az r-edik klaszterezésben, Pc~
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dig az ugyanezen klaszterezés melletti 
vni = 1» •••» £j, 5 n = d» ^ » • • •» V ) •
m-edik klasztert
ée 'Ár^—nvc!.
tá­
volságát a következő módon jellemzem. Legyen
(r)
nimc(i)
II(rm) ,T(rm) nt™) f
m
n[rn)]
m
(4.5)
ahol Il''rra-) és n^1"1^ az y^1  ^ klaszter összes, ill. azon ob-
3ektlimainak szalma, amelyek rendelkeznek az jelleggel, és
az m-re történő összegezés (4.5)-ben m^, nu-re terjed ki
(1 ^  m, < nu ó jor.; r = 1, 2, ...» v). Sögzitett _i mellett 
1 r “ (rm.) (rm.) (rm.)
2 = 1, 2-re legyen = n± J , V i2 = II J J •
Egyszerű számolással adódik, hogy ekkor
-(r)
‘*1*2
/ . \(i) = lVll+V12+V214~V22^V llV22~V12V21^
;Vn+Vi2 ) ^ 2 1 +^22 ^ ^ 1 1 + "^ 21 ^ "'?12+ ,^22 ^
ami azt méri, hogy egy objektumnak az 
terhe esése mennyire függ össze az
íi:0 V£«y lil’ klasz- 1
jelleg előfordulásá­
val, más szóval mennyire különböző a változó 1 értékének 
relativ gyakorisága a kát klaszterben. (i) [lásd pl."""Ilin líl/^1 d.
Tincse (19ő3), 152. oldal] aszimptotikusan 1 szabadságfokú
r~
X^-eloszlást követ. Ebből következik, hogy ha a változók
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függetlenek, akkor a
n
i(r) ■I*.(r)mlm2(i)
i = l
statisztika, arai azt jellemzi, hogy mennyire különböző az 
egyes változók 1 értékének gyakorisága az Y^1 ^ ás Y*A'^— FÍ1-, ““ I .Ír"i- Q
klaszterekben, aszimptotikusan n szatadságfoku X' -eloszlást 
követ. A változók függősége esetén ez nem teljesül, de az
(r)eloszlással nem dolgozunk, ezért dv ' -et választom Y;■(r)
~~‘a2 
nek a
távolságának. Az Y^x\  yÍ1 »^
tnlin2
• • • , v(r)P. klaszterek-
D(r) = [d(r) f r— L n- >«_ Jn,m- m, ,m~=l l e  l’ e
távolságmátrix alapján történő (közönséges) többdimenziós
skálázásával konstruáljunk 
(r)Zp , ..., ' pontokat a
a klaszterekhez olyan 
k -dimenziós euklideszi tér­
ben, hogy a pontok euklideszi távolsága minél jobban tük­
rözze a klaszterek távolságát (r = 1, 2, ..., v). Az r-
edik klaszterezés mellett rendeljük az [0f(Grr) multiplici­
ty.) °tásuj %"_t objektumhoz azt a z' pontot, amelyik az öt tar-
Í.P
talmazó klaszternek megfelel, majd ezeknek a pontoknak ké-
(r)pezzük azokat a ' lineáris transzformáltjait (^ = 1, 2,
—
..., N), amelyekre
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M
0'(Ga ) i r) = g,
g-1
• • • , V; az összegezés £-re
nik, és nem m-re, v agyi s a
m m m
,(DX
.(7
f n  j1
■r.r '' -  '
* »
(V)1!
• • • » J£r,- J »
, tehát az o 
klaszterekre)
rj — 1Ö  -  i- f -  f
bjektu- 
• Legyen
■jxj, x'í ,
ős jelölje 
tere zésben, r*-m
edik ki ásztért
a klaszterek kivánt számát az neredő1’ klasz- 
pedig az ugyanezen klaszterezés melletti m- 
(m = 1, 2, ...» £*). Legyen
-V
r=l
Az ^ klaszterek az objektumoknak a (E,-dimenziós) 
pontok alapján (pl. jc-közép, pontosabban itt most jD*-közép 
eljárás által) történő klaszterezésével állithatóak elő. 
Ennek során az egyes klaszterezések jósága is figyelembe 
vehető oly módon, hogy a K^-dimenziós távolságok, ill. 
normák számításánál az r-edik koordináta-k^-es az r-edik 
klaszterezés jóságának megfelelő súllyal szerepel. Ezt a 
súlyozást azonban nem javaslom. Az egyes klaszterező mód­
szerek ugyanis - a 4.2. paragrafus végén mondottakkal ossz-
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hangban - nem hasonlíthatóak objektiven össze. Nem is szük­
séges azonban a súlyozás, mert az "eredő” klaszterek kiala­
kításához a jobb klaszterezéseknek megfelelő koordir.áta-k^- 
esek enélkül is nagyobb mértékben járulnak hozzá.
Az "eredő" klaszterezés előállításának döntő mozzanata 
az objektumklaszterek LIDS-e. Ez a korábbiakkal összhangban 
a következőket jelenti: távolságokat konstruálunk a klasz­
terek között, és a klasztereket úgy próbáljuk meg beágyazni 
az alacsony dimenziós euklideszi térbe, hogy a klaszterek- 
nek megfelelő pontok euklideszi távolságai minél kevésbé 
különbözzenek a klaszterek távolságaitól. Ahhoz, hogy a 
klaszterek jól skálázhatóak legyenek, a változókhoz ha­
sonlóan (ld. 4.?» paragrafus) konzisztenseknek kell len­
niük. Ha ez nem teljesül, megkísérelhetjük a klaszterek 
íéLEDS-ét. Ez a következő problémával foglalkozik: hogyan 
lehet a jellegeket minél homogénebb csoportokba sorolni, 
amikoris egy-egy csoport homogenitását a klaszterek ezen 
csoport mellett történő (közönséges) LÍDS-ének jóságával 
mérjük? Rögzített klaszterezés (r) mellett tehát keresen­
dő az _s természetes szám, a
^1 * ^2 * • • • > -^g ^  * ^2 * • • •» = ^
diszjunkt jellegcsoportok (amelyekre
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Ü V  = A)
A 1
és a k.,.-dimenziós euklideszi tér
"uo\•••0.1 1—i ii , , ..., s),
rezentálják abban az értelemben
eége az / és L . klaszterek b.° —m -D — J
azon pontjai (m = 1,
melyek a klasztereket rep-
hoey x^ /*^  és xí^ közel- =-m =3
melletti közelségének fe­
lel meg.
Dichotomizál juk a klaszter-jelleg kapcsolatot a kö­
vetkezőképpen: az A., jelleget az Y klaszterre tipikusnak
mondjuk, ha Y A^-vel rendelkező objektumainak relativ gya­
korisága nagyobb, mint egy alkalmas Kg állandó. Legyen e_^ m 
értéke 1 vagy 0 aszerint, hogy tipikus Y^-re vagy sem 
(ra = 1, .1, ..., jor ), és
ái
{i. = 1, 2, ..., n). Az M'iDS ezek után-a 4.2. paragrafus­
ban leirt módon végezhető el. - A Kp állandót tapasztala­
taim szerint úgy célszerű választani, hogy azon jellegek 
átlagos száma, amelyek tipikusak egy klaszterre, közelí­
tőleg Vn legyen.
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4.6. Egy sávszélesség-redukcióval rokon probléma
Legyen
n
i,j=l
szimmetrikus, sok zérus-elemet tartalmazó mátrix, A sávszé­
lesség-redukció problémája [lásd pl, George és Liu (1931), 
Chinn et al. (1932), Arany (1984)] a következő: melyik az a 
P permutációs mátrix, amely mellett a
mátrix
B = (b4 JJn, - P A P
~ = = =
max li-j]
i»j: b, .^ 0-1 J
(
\ )
sávszélessége minimális? Ezzel rokon a következő 
melyik az a P permutációs mátrix, amely mellett 
szerint meghatározott B mátrixhoz tartozó
probléma: 
a (4.8)
li-jl /
i»j • B j
• i
mennyiség minimális? (Szemben a sávszélesség-redukcióval 
itt tehát nem maximumot, hanem átlagot minimalizálunk, A 
motiváció azonban ugyanaz: egy szimmetrikus ritka mátrixot 
a számitógép memóriájának minél kisebb részében elhelyez-
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ni.) Ez a probléma heurisztikusán - és valószinüleg köze­
lítően - (közönséges) többdimenziós skálázással oldható 
meg, az alábbi módon. Legyen
ha a. . = 0,
egyébként;
továbbá d. . = K / c. . (l£_i-<j^n; K alkalmas állandó),— J J
Minimalizáljuk a (4.4) kifejezést, és jelölje Xp> Xp» •••»
,A .x az igy kapott pontokat. Legyen (d. .) azn
[^1 * * • • >2^ -1
pontkonfiguráció euklideszi távolságmátrixa. ’’Fűzzük fel” 
az x. pontokat u.gy, hogy a . távolságok növekvő sorrendje
—* 4- -L J
szerint összekötjük az egyes pontpárokat, de csak akkor, ha 
i) a kát pont egyike sincs még 1-nél több ponttal összeköt­
ve, ii) legfeljebb (n-2) számú pontpár van még csak össze­
kötve. Ily módon sorba rendezem a pontokat, és ezzel kije­
lölök egy P permutációs mátrixot. Tapasztalataim szerint az 
igy nyert P mellett (4.6) szerint meghatározott (4.7) meny­
nyi s ég általában kisebb, mint ha P-t úgy állítom elő, hogy 
a cl. . távolságok helyett magukkal a d. .-kkel dolgozom (ésÜ ■*" o
jóval kisebb, mint ha P-nek az egységmátrixot választom). 
Ha a (4.4) kifejezést 2 helyett más, kellően nagy hat-
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ványkitevő mellett minimalizálom, magára a sávszélesség- 
redukció problémájára kapok - természetesen heurisztikus 
és általában közelítő - megoldást. A viszonylag jelentős 
gépidőigény miatt ez azonban csak elméleti szempontból ér' 
dekes.
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5. VELESZÜLETETT RENDELLENESSÉGEK STATISZTIKAI VIZSGÁLATA
A fogamzást követően a születésig alaki (szerkezeti), 
működési és/vagy biokémiai fogyatékosságok alakulhatnak ki 
az embrióban vagy a magzatban. Egy ilyen, a születés pilla­
natában létező - esetleg csak később észlelt - fogyatékos­
ságot veleszületett anomáliának (angolul "congenital anom­
aly” ) nevezünk. Leggyakoribb fajtája a veleszületett abnor- 
mitás (angolul "congenital abnormality*), amely a hibás 
egyedfejlődés következménye, a születés pillanatában létező 
szerkezeti fogyatékosság. A veleszületett abnormitás leg­
gyakoribb fajtája a veleszületett maiformáció (angolul 
"congenital malformation", röviditve CM), amely abnormális 
benső fejlődési folyamat eredményeként létrejövő alaki fo­
gyatékosság. A magyar nyelvű szakirodalomban a veleszüle­
tett anomália, abnormitás és maiformáció kifejezések nem 
terjedtek el, hanem többnyire mindhármójuk helyett a ve­
leszületett rendellenesség kifejezést használják. A továb­
biakban a veleszületett rendellenesség kifejezés azt a ve­
leszületett abnormitásnál valamivel szélesebb, a veleszüle­
tett anomáliánál viszont lényegesen szükebb kategóriát fog­
ja jelenteni, amelyik hazánkban bejelentésköteles. Ezt a 
fajta veleszületett rendellenességet a "congenital anomaly" 
és "congenital abnormality" kifejezések közös kezdőbetűivel 
CA-nak fogom rövidíteni.
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Jelenleg Magyarországon a regisztrált CA-k gyakorisága 
mintegy 4,5 százalék. A CA-k tényleges gyakorisága vélhető­
en nagyobb: a születések 6-8 százalékában kell velük szá­
molni. A csecsemőhalandóság (1973 és 1932 között 2,706/S) 
egyötödét CA-k okozzák. (Ez hatszor annyi csecsemőhalált 
jelent, mint amennyit az összes fertőző betegség együtt 
előidéz.) Az életben mai-adottaknak gyakran számottevő or­
vosi és társadalmi problémáik vannak, hiszen a CA-k több­
nyire nem gyógyíthat óak teljesen. Ezért is a legjobb meg­
oldás a megelőzés lenne. Ennek hatékonysága azonban erősen 
függ a CA-k okának és általában a CA-knak ez ismeretétől.
Ez tette szükségessé a CA-k statisztikai vizsgálatát, ami­
nek Magyarországon orvosi oldalról Czeizel Endre, matemati­
kai oldalról fusnády Gábor volt a megindítója és irányiíó- 
ja, és aminek része ez az értekezés is, az előző három fe­
jezetnek a továbbiakban ismertetésre kerülő alkalmazása.
Magyarországon 1962-ben indították be (másodiknak a vi­
lágon) a CA-k folyamatos és kötelező bejelentését, valamint 
a Veleszületett Rendellenességek Országos ITyilvántartását 
(VROIíY). A CA-k osztályozása a VRüNY-ban annak 1970-es meg­
újítása óta a Betegségek nemzetközi Osztályozásán ^jelenleg 
annak 9» Módosításán) alapul, bizonyos változtatásokkal.
.Egy CA önmagában való előfordulása esetén izolált» 
több CA ugyanannál a személynél történő együttes előfordu­
lása esetén többszörös veleszületett rendellenességről (an­
golul "multiple" CA, MCA) beszélünk. Utóbbiak különös fen-
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tosságai bírnak [lás d pl. Cohen (1977), Czeizel (1931)].
A CA-k gyakoriságuk alapján is értékelhetőek. Esze­
rint három csoportjukról szokás beszélni. A gyakori CA-k
születéskor! gyakorisága meghaladja 
CA-k előfordulása nem éri el a 0,1»
az ráí-et, A ritka
szülétáskori gyako-
nsagu
. A kettő között foglalnak helyet a közepes gyako- 
CA-k. - Az izolált (angolul ''isolated” ) gyakori
( angolul 'koron" . p l ír 4" [ Mi'^T■ t; tv ‘ b 1 v/ _ •ne i ozom rövidíteni,
0.1, ik öröklődésének vizsgálata
Ismert tény, hogy egy sor veleszületett rendellenes­
ség több családtagnál, halmozottan fordulhat elő [lásd pl, 
Czeizel (1934)]» Ezért is fortos ezen betegségek öröklődé­
sének vizsgálata. A következő kilenc ICCM-nel foglalkoztán 
ebből a szempontból: koponyahiány és /vagy nyitott gerinc,
gyulai ak, a gy o i ,io r k i ne ne t szűkülete,
o 1 7 o >; m o c pm esi poficam, dongaláb, lág
dák, le nem szállt here. Hazánkban e
össz-CA születés-kori gyakoriság 51,5á-át képezik, /alódi
y a non sagiai a l p-ífigyelembe véve részesedésük még magasabb
is lehet, szemléletesen érzékeltetve az ICCí.I-ek közegész- 
ségügyi jelent Ős ágét.
Az egyes rendellenességek ür öklöd és menet ének leírására 
egy speciális normális küszöb modellt választok. Ez felté­
telezi, hogy s vizsgált rendellenességnek mindenkire nézve
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van egy valós számmal kifejezhető mértéke, vagyis a beteg­
séghez hozzá van rendelve egy L háttér változó. (Szokás ezt 
az L-et hajlamnak is nevezni.) A modell szerint L standard 
normális eloszlású valószínűségi változó, amelyre
L = G + E,
ahol G a genetikai, E a környezeti hatást jelenti, G és E 
független, 0 várható értékű, h^, ill. (l-lg ) szórásnégyze­
tű, normális eloszlású valószinüségi változók, továbbá az, 
hogy valaki beteg, azt jelenti, hogy rendellenességének 
mértéke elér egy - a vizsgált egyedet tart almazó populáci- 
óra jellemző - küszöböt, [h az örökölhetőség vagy örökle- 
tesség, közismertebb néven örökölhetőségi együttható (lásd 
pl. Tusnády, 1969; Sváb, 1971; Fischer et al.,'1974). G 
és E mindegyikéről felteszem, hogy multifaktoriális hatás­
nak, tehát sok kis tényező hatásának az eredménye. Felte­
szem, hogy az un. domináló variancia (más néven dominancia- 
variancia, lásd pl. Sváb, 1971; Tusnády et al., 1978b) 0, 
és mivel igy G varianciája teljes mértékben az un. additiv 
varianciából (lásd pl. Sváb, 1971; Tusnády et al., 1978b) 
származik, G-t tisztán additivnek tekintem.] A modellben a 
rokonok rendellenességének mértékei együttes normális el­
oszlásunk és a rokonsági foktól függően korreláltak: d-ed- 
fokú rokonok rendellenessége mértékeinek (h~/2a) a korre­
lációs együtthatója.
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A fenti, ilyen formában Czeizel Endre és Tusnády Gá­
bor által bevezetett modellt [v.ö. Carter (1961), Falconet 
(1965), Schuler et al. (1974)], amelyben a rendellenesség 
mértéke mellett legdöntőbb a normális (Gauss-eloszlásu, 
angolul "Gaussian"), additiv (angolul "additive"; két ér­
telemben is: egyrészt G tisztán additiv, másrészt G-t és
E-t additiven vesszük figyelembe), multifaktoriális (ango­
lul "multifactorial") hatás és a küszöb (angolul "thresh­
old"), GAMT-modelinek nevezik [lásd Tusnády et al. (1978b), 
Czeizel és Tusnády (1984)]. Az ICCM-ek vizsgálatánál célom 
ezt figyelembe véve különböző rokoncsoportokra, ill. ilye- 
nek bizonyos összességeire a h~ becslése és a becslés meg­
felelő szintű konfidenciaintervallumba foglalása volt, to- 
vábbá annak ellenőrzése, hogy a különböző h -becslések el­
térése szignifikáns-e vagy sem. Ez utóbbi a modell ellenőr­
zését jelentette. Azon rendellenességekre, amelyekre a mo­
dell illeszkedett a genetikai családvizsgálat adataihoz, a
r\
kapott h^-értékeket jól lehetett használni a genetikai ta­
nácsadásban.
Rögzített ICCM esetén jelölje és jOj a betegség re­
lativ gyakoriságát a vizsgált betegeknek megfelelő férfi,
„ A / Aill. női kontrollcsoportban, T-^  es T2 a küszöbök ezen ada­
tok által a GAMT-modell szerint meghatározott becslését, 
akkor v = 1, 2 esetén
íT = «rhi-Pv).
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Adataink lehetnek a betegek nulladfoku (egypetéjű ikrek), 
elsőfokú (szülők, testvérek), másodfokú (szülők testvérei, 
testvérek gyermekei) és harmadfokú (unokatestvérek) roko­
nairól. A zárójelben említett rokoncsoportokat rétegeknek
nevezem. Jelölje Ü2H-1* — ?E-1’ valamint £2"» —0-0 £ 'De-
tegség relativ gyakoriságát és a küszöb becslését az H-edik 
rétegnek megfelelő férfi, ill. női kontrollcsoportban, ak­
kor v = 0, 1 esetén
^2R-v - ^  v^* ^ ^* c% •••» *
Legyen u = 1, 2, ha fiú-, u = 3» 4, ha leánygyermekek 
férfi, ill. női rokonait vizsgáljuk, és £ = 4(R-l) + u. 
Nyilván 1 í ^ 24. Jelölje nr és a vizsgált betegek
összes, ill. rendellenes (a szóbanforgó ICG’I-nel rendelke­
ző) rokonainak számát a j_-edik esetben. Az egyes veleszüle­
tett rendellenességekre vonatkozóan a következő adatok áll­
tak rendelkezésemre: £v, £o-p_v> m., II.. Az adatokból a h~- 
et a maximum likelihood módszerrel becsültem. Id. tinomiá-
J
lis eloszlását az alább definiálandó paraméterű roisson- 
eloszlással közelitettem, és feltettem, hogy a különböző 
betegek rokonai között végzett megfigyelések függetlenek 
(tehát hogy a különböző gyerekek rokonai között esetleg 
fennálló rokoni kapcsolatok elhanyagolhatóak).
Definiáljuk ?r(T,T)-t mint a 46. oldalon, és legyen
>ár) = Pr(T2E-;j(mod 2)’ Ventler(^l)(nod 2)
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X  . ( x H e " ^ 3^
Aj = A j U )  = cijP;.(x/2d), w^ .(x) = i°s — ^
M .!
3
(d a 2~edik. esethez tartozó, S-edilc rokoncsoport rokonsági 
foka). Jelölje J a j_-k egy olyan összességét, amely mellett 
a h^ becsülendő, akkor a likelihood függvény J-re vonatko­
zólag
Jelöljük KIT-vei a likelihood függvény maximumát, ás legyen
hj az a szám, ahol ez a maximum felvétetik (ez nyilván h^
2 2becslése J mellett). Az ehhez tartozó hj^, h^-rp alsó és fel­
ső konfidenciahatárt a
Grj(x) = l:Lj - iX^d-O (5.D
egyenletből határoztam meg, ahol £ megfelelően kis positiv 
szám. Ha teljesülnek Serfling (1980) 4.2.2. paragrafusának 
(144-149. oldal) regularitási feltételei, akkor (lásd u.o., 
155-156. oldal) 2[~0j(x) —L.ILj 1 aszimptotikusan 1 szabadságfo­
kú X^-eloszláet követ. Az az érzésem, hogy ezek a feltéte­
lek teljesülnek, de ezt bizonyítani nem tudom. Az (5.1) e- 
gyenlet által megadott konfidenciaintervallumot mindazon­
által használhatónak vélem.
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Ha J = egyelemü, akkor
Gj(x) = w j(x),
ez pedig
Xj(x) = Mj (5.2)
esetén maximális. Ebből következik, hogy
M. -M,
M . ^ e ^
MLt = ML. = log ---- -,J 3 M lj •
hj = pedig az (5.2) egyenletből számolható. Mivel Aj(x)
monoton növő, ez a számolás, valamint a többelemü J esetén 
történő maximumkeresés és az (5.1) egyenlet numerikus meg- 
oldása (vagyis a h^ pont- és intervallumbecslése) az
F(T,T,r) = Pr(T,T)[l-$(T)]
mennyiséget meghatározó, a 3. fejezetben ismertetett eljá­
rás birtokában nem okoz nehézséget.
2 2 2 A különböző h^-becslések azonosságát a hj= h^  hipo­
tézis vizsgálatával ellenőriztem.
k*■ U
k=l
J
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esetén
2( TAT i.'iJJ - 1ílj )
k=l
a próbafüggvényc
nevezzük az egyes rétegek rögzített u-hoz tartozó ese­
teinek összességét az u-adik oszlopnak (u = 1, 2, 3, 4). 
Ha a veleszületett rendellenesség mindkét nemre jellemző, ét 
a nemek nem ömlesztve szerepelnek, a fenti, bizonyos érte­
lemben horizontális hierarchián kivül vertikálisan is ösz- 
szevontam: a rétegekhez teljesen hasonlóan az oszlopokra is 
számoltam a megfelelő h'~, h^, h^ ás HL értékeket. Az oszlo­
pok örökölhet oségi együtthatóinak összehasonlítása a
V"V  I T T  ^  rry \
/ "iXJu-adik oszlop “ ' összes eset'
u=l
próbafüggvény értékének meghatározásával történt. Ha tel­
jesülnek Serfling (1980) emlitett regularitási feltételei, 
akkor (lásd u.o., 156-160. oldal) a fenti két próbafüggvény 
aszimptotikusan (k*-l), ill. 3 szabadságfokú X^-eloszlást 
követ. Az az érzésem, hogy ezek a feltételek teljesülnek, 
de ezt bizonyítani nem tudom.
A kilenc ICCI.í-et megvizsgálva általános volt, hogy
117
testvér > h
eL
l.foku* h2.foku .fokú’ h3.foku> hí.foku*
Az első egyenlőtlenség a domináló variancia pozitiv voltá­
val volt magyarázható, a másilc kettőt az együttes normali- 
tás gyengitésével (csak a peremeloszlásokat feltételezve 
normálisnak) sikerült az egyenlőség felé közelíteni [lásd 
Tusnády et al. (1981), Czeizel és Tusnády (1984)].
5.2. Az LICA-k értékelése
A VROííY-ban pontosan és részletesen szereplő I.ICA-k 
értékeléséhez a ritka rendellenességek lehetőség szerinti 
összevonásával és bizonyos további meggondolások alapján a 
CA-k n = 40 csoportba lettek sorolva [lásd Czeizel et al. 
(1981), Telegdi (1983). Az egyes CA-csoportokat két-két 
nagybetűvel jelölöm]. Ezek a CA-csoportok a következések: 
koponyahiány (ATT), agysérv (EIT), nyitott gerinc (SB), nyul- 
aj ak (CL), farkastorok (CP), végtagredukció (LR), többujju- 
ság (Pf), összenőtt ujjak (SY), nyitott has (EX), nyelő­
csőelzáródás vagy -szűkület (OA), végbélelzáródás vagy 
-szűkület (AA), kisszemüség vagy szemnálküliség (AI"), szür­
kehályog (CT), hugycsőhasadék (IIS), a külső nemi szervek e- 
gyéb rendellenességei (EG), szivrendellenességek (KE), re- 
keszizomsárv (Dl), vesehiány (HA), veseciszta (CH)» vékony­
bélelzáródás (Al), kisfejüség (ITC), vízfejűség (ITY), egyéb
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agyi ss idegrendszeri rendellenességek (Olt)» az arc, orr, 
nyelv, nyak és koponya egyéb rendellenességei (Fii)» egyéb 
szemrendellenességek (SY), fülrendellenességek (EA), ferde 
nyak (TG), nyaki ciszták, sipolyok és fül előtti függelék 
(EH), esi pofi earn (CD), dongaláb (CF), egyéb végtagrendelle­
nességek (CL), a légzőszervek rendellenességei (RS), a gyo­
mor kimenet szűkülete (FG), egyéb zsigeri rendellenességek 
(OD), le nen szállt here (UT), egyéb liugy-ivárrendszer! 
rendellenességek (OU), lágyéksérv (IH), egyéb mozgásszervi 
rendellenességek (I'S), az endokrin szervek rendellenességei 
(EO), bőr-, haj- és körömrendellenességek, daganatok, vala­
mint egyéb rendellenességek (ET). A CA-k mindössze 40 cso­
portba történő besorolása (az egyszerűség kedvéért a továb­
biakban ezeket a CA-csoportokat fogom CA-knak nevezni) ter­
mészetesen bizonyos információveszteséget jelent, és csök­
kenti az azonositás pontosságát, ugyanakkor azonban meg­
könnyíti az I.TCA-k statisztikai leirását.
I'agyarországon 1370-7o között 1 IBS 529 gyermek szü­
letett. Közülük 32 603 szerepel a VROiiY-ban CA-val ren­
delkező gyermekként. Esek közül 4515-nek (13»3 százalék) 
több OA-ja volt. Az ilyen esetek 34,3 százalékában (1573 
gyermek) valamilyen szindróma (feltehetően közös kórere- 
detü CA-k felismert együttese) megállapitása miatt, 4,0
százalékában (180 gyermek) egyéb okból a konkrét CA-k nin­
csenek részletezve; ezt az 1753 gyermeket ki kellett zárni 
a statisztikai értékelésből. így 30 850 CA-val rendelkező
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(közülük 921 különböző) és ezen belül 2762 MCA-val rendel­
kező (közülük F = 3Ö1 különböző) gyermek maradt LI =
= 1 186 776 gyermek közül a többszörös veleszületett rend­
ellenességek statisztikai értékeléséhez. [Az időkorlátozás­
nak, annak, hogy az utolsó vizsgált év 1976, az e magyará­
zata, hogy a munka 1977-ben kezdődött (lásd Tusnády et al., 
1978a; Bolla et al., 1979) az akkor meglévő, 1970-7ő-os a- 
datokkal, és az adatmezőt később nem lett volna célszerű 
megváltoztatni. Később megtörtént az LICA-k 1977-32-es ada­
tok alapján történő értékelése, de természetesen felhasz­
nálva a korábbi időszak vizsgálatának eredményeit.] Az 1753 
gyermek kizárásából fakadó hiba, melynek korrekciójára nem 
volt lehetőség, egy irányban torzit: a nagyobb méretű KCA-k 
számát csökkenti jobban. Ugyanebben az irányban és valószi- 
nüleg még erősebben torzit a természet: nagyobb -éreti: KCA- 
eset ón gyakoribb a spontán abortusz. Ezen torzítás mértéke 
tudomásom szerint nem ismert.
Az adatok tárolása az 1.1. paragr árus ban leirt modor, 
történt. Az ott definiált ITS tömb méretét az ott leirt iő- 
dokon csökkentve az előfordult 25^3-féle G„ rendellenese ég- 
kombinációhoz egy 9263 elemű US volt szükséges.
Jelelje K a G -k méretének maximumát, vagyis azt aO
számot, ahány CA-vel egy gyermek maximálisan rendelkezik. 
Esetünkben K értéke 7 volt, a CA-vel rendelkező gyermekek 
száma
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ez I.ICA-val rendelkezőké
K
k=2
a pontosan 1 CA-vel rendelkezőké
"í >T'-; = 30 050 - 2762 = 23 0 33, 
az egészséges (CA-vel non rendelkező) gyermekeké pedig
cr = i: - 30 350 = 1 155 9C6.
A pontosén jc szánu CA-vel rendelkező gyermekek száma
esetén rendre a következő' volt: 2123, 443,!r —  ^  3)^  —  - f  ^ > • • • 5 r~71  
1— , 50, 11 és 3. A
/i 1c (ye c p p  nr x ' —“■J~" ** -ö) 34 51 pl3 CA-val rendelkezett, igy egy tetsző­
leges gyermek átlagosan / 11 = 0,0291, egy CA-val ren-
(i ^
delkezo gyermek pedig átlagosan 0^ ' / 30 350 = 1,119 CA- 
val. A gyermekek között előfordult pontosan r elemű CA-kom- 
Linációk Cg ' száma r = 2, 3, 7 esetén rendre 4932,
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1761, 642, 179, 32 és 3 volt, a pontosan 
rendelkező gyermekek körében és az összes 
fordult különböző k elemű CA-kombinációk 17 
pedig a következő:
k számú CA-val 
gyermek közt elő- 
száma00 é c r00
II te! -3 
' O = í,
„ C D = M  ,T = n = 40,
= 358, Iíi2) =‘1 c-,72- t [(f) = 780,]
u(3> = 340, r(3) _lim ~ 1141, L(f) = 9380,]
= 119, i'íIJI - 612,
„(5) = 50, pT( 5) _ 1,T 178,
= 11. *4G) = 32,
h (7) = 4 7) = o“ J •
Összegükre
K
^  = 1 + n + IT = 322
k=0
és
K
^  Ií£k) = 1 + 2568 = 7569. 
k=0
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5.3. A függetlenségi koncepció
Ugyanaz a CA különböző esetekben különböző kórerede- 
tü lehet (a kóreredet általában nincs bejelentve, ezért az 
MCA-k statisztikai vizsgálatánál ismeretlen volt). Az ICC lil­
éknek az 5.1. paragrafusban ismertetett vizsgálata is hoz­
zájárult annak tisztázásához, hogy a CA-val rendelkező gye­
rekek jelentős részénél a CA(k) sok tényező hatásának' az e- 
redmánye(i), tehát multifaktoriális kóreredetü(ek). Ellen­
kező esetben, ami kőris a CA(k) kevés tényező hatásának az 
eredménye(i), oligofaktoriális kéreredetről fogok beszélni 
(jobb hiján). Az MCA-k egy kézenfekvő és sokáig elfogadott 
magyarázatát a CA-k un. függetlenségi koncepciója nyújtja 
[lásd pl. Czeizel és Tusnády (1984)]. Ennek lényege, hogy 
a multifaktoriális kóreredet szoros kapcsolatban van a CA-k 
véletlen előfordulásával. Egy multifaktoriális kóreredetü 
CA független a többi CA-tól, igy az ilyen CA-t tartalmazó 
"CA-k véletlen kombinációk. A többi I.ICA oligofaktoriális 
kóreredetü. A két tipus azonban - a kóreredet bejelentet- 
lensége miatt - az MCA-k statisztikai vizsgálatában megkü­
lönböztethetetlen. Tulajdonképpen tehát arról van szó, hogy 
tetszőleges MCA jd^ , ill. valószinüséggel multi- vagy o- 
ligofaktoriális, vagyis az MCA-k valószinüségeloszlása két 
eloszlás keveréke, de sem aj3-^ , jdc valószinüségeket nem is- 
merjük, sem azt nem tudjuk, hogy az egyes MCA-k a keverék 
melyik eloszlásához tartoznak.
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A függetlenségi koncepció nem teszi fel a CA-k bárme­
lyik kóreredet melletti függetlenségét, tehát azt, hogy 
minden MCA véletlen kombináció. Ez utóbbi hipotézist egy 
viszonylag kis, 232 MCA-s gyermeket tartalmazó vizsgálati 
anyag alapján Roberts és Powell (1975) elutasította, mivel
két vagy több CA ugyanannál a gyermeknél gyakrabban fordult 
elő, mint az függetlenség esetén várható lett volna. Lénye­
gesnek látszott azonban ennek az elutasításnak jogosságát a 
fentebb ismertetett hétéves, országos anyagon ellenőrizni. 
Ezen túlmenően fontos jellemezni az IICA-k ás a véletlen 
kombinációk gyakorisága eltérésének mértékét és ennek fé­
nyében dönteni a függetlenségi koncepció elfogadásáról.
Mivel a CA-k száma n = 40, azért a megfelelő kon- 
tingenciatáblázat celláinak száma 2^. Ezen cellaszám nel- 
lett a 33» oldal X r'-próbával kapcsolatos megállapít ás a 
messzemenően érvényes, a próba elvégzése illuzórikus. E- 
zért a 2. fejezettel összhangban a CA-k bármelyik kórere­
det me lletti függetlensége vizsgálatának első lépéseként a 
(2.1) egyenlőség teljesülését ellenőriztem. (2.1) jobb ol­
dalának 1 133 534 volt az értéke (Cf-nak 1 155 926). 7á-
u
lasszuk ezután II -ot úgy, hogy (7.1) jobb oldalán M he- 
lyett M -ot Írva már teljesüljön az egyenlőség. Ekkor M = 
= 1 184 320. Az M mintaelemszámnak M (a következő parag­
rafusban majd M; mindkettő kisebb mint M) értékre történő 
cserélése egy arra irányuló kísérlet első lépése, hogy az 
MCA-k két eloszlás keverékének feltételezett valószínűség­
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eloszlásából leválasszuk azt az eloszlást, amelyben a CA-k 
nem függetlenek. (Hz most - a függetlenségi koncepciónak 
megfelelően - az oligofaktoriális, a következő paragrafus­
ban a mult if aktoriális kóreredetü IiCA-k elhagyását jelen­
tené.) A kísérlet második lépése az elhagyandó objektumok
/gr
specifikálása és a P v‘*; valószinüségek becslésének módosí­
tása lenne, amit a kát lépés váltakozva történő ismételt 
alkalmazása követne addig, anig a (2.1) képlet két oldalá­
nak különbsége kellően kicsivé nem válik. Az iteráció ala­
posabb vizsgálatát a következő paragrafusban említésre ke­
rülő, Tusnády Gábortól származó általánosabb keverékfelbon­
tó eljárás tette szükségtelenné.
Legyen Pv'“' annak valészinüsége, hogy egy gyermek pon­
tosan k számú CA-val rendelkezik. értéke Je = 2, 3,
..., 7 esetén rendre a következő volt: 303,73; 1,97;
3,7' 10"'; 2,S-10“5 ; 6,8-lCT3; valamint 1,3*10“10. Ezek az
értékek igen nagy mértékben különböznek' a megfelelő (7^ 
gyakoriságoktól: a sejtesem szerint aszimptotikusan n - 2 =
r>
szabadságfokú X -eloszlást követő (2.3) kifejezés
^  ^ xo ,értéke - 11 helyett II -gal számolva - 10 ' nagyságrendű
LX^q (0,75) = 53,334]. Ez azt mutatja, hogy a CA-k bárme­
lyik kóreredet melletti függetlensége igen nagy mértékben 
nem teljesül. {Ez a mérték azonban erősen függ az í:CA-mé- 
retxol: *_ P es j_CT -m P ' J aranya k = ,^ 3, 4 mel­
lett rendre 1 : 1 : 1 : 1,4 104, továbbá
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K K
'V” J^(k) . V  [0'(k)-lif*p(k) ] = 1 : 2,3*106.>
k=5 k=5
k = 2, 3 mellett 
a következe volt:
ír 2 ^ = 130,80; = 132,57 •
IV 3) = 1,96; e o )r<n = 1,99 •
Indenk éppen indokolt tehát a CA-k bármelyik kóreredet mél­
etti függetlené égének elüt as:Ltása. Úgy ane z áz ónban a füg-
,e fclenségi koncé pcióra is érvényes: ennek fennállása esetén
.gy arris az LÍCA-k. 89 szci z al 1c 0. óligofaktoriális ZCA lenne,
ami orvosilag irreális.
A 2. fejezetben leirt módon megvizsgáltam, bogy a CA-k 
bármelyik kóreredet melletti függetlenségének, ill. a füg­
getlenségi koncepciónak az alfogadhat atlane ágát nem csak 
néhány CA okosza-e. Azt kaptam, hogy nem, mivel a \2.á) 
kifejezés csupán három CA mellett volt - 1 szabadságfokú
r>
X^-eloszláet feltételezve - szignifikáns: AA ás ZA ese­
tén,- amikor az meredekség pozitiv, valaraint CD esetén, 
araikor negativ.
í!^ ^  és ílí ^  várható értékének becslése-T
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5.4. A függetlenségi koncepció módosítása
. c'- L
Az 3.2. paragrafusban említettem azokat a torzitáso- 
, amelyek a nagyobb méretű I.ICA-k száma nagyobb mértékű
c ? okként és éne k irányában hatnak. A függetlenségi koncepci­
ón tulmen-5 vizsgálatokat az indokolta, hogy a valóság a mo­
dellt 51 az ellenkező irányban tért el.
A függetlenségi koncepció " duálisa'* az a - lényegéban 
Kálién és 7/inberg (l969)-bol származó - feltételezés, amely 
szerint az oligof aktoriális IdCA-kban a CA-k függetlenek, de 
a mult ifaktoriális kóreredetűék nem feltétlen azok. Tetsző­
leges JA, , A- , .. •» A. } CA-kombináció esetén jelölje 
”11 x2 k
»i- > • • • »iu) annak valószínűségét, hogy egy gyermek
rendelkezik A. -gyei, A. -vei, ..., A. -val ás esetleg to- 
_11 " ” u2 _1k
vábti CA-kkal is. k = 1, 2, »• • » j. — i» -» • • • > is
,(k)1 ^  in < < ... < 1 . á n esetén jelölje P ^ L ' (i, ,_ic ,... ,jL.)"""J* — J 1. e. J
annak valószínűségét, hogy egy gyerek pontosan k számú CA- 
val rendelkezik, köztük A. -gyei, A. -vei, ..., A. -vei,
"1 ■1 . 02^ "v' tiot... ,i.) pedig az ilyen gyerekek számát, özem e- 
lőtt tartva, hogy egyrészt a nagyméretű I.ICA-k még a multi- 
faktoriális kőreredetű CA-k függősége esetén is - orvosi 
megfontolások alapján - azért zömmel oligof aktoriálisak, 
másrészt a legalább 5 CA-val rendelkező gyerekek száma csak 
64, a duális koncepció ellenőrzéséhez a P^ ,(i) valószínűsé­
geket úgy becsültem, hogy a CA-k bármelyik kóreredet mel­
letti függetlenségét feltételezve ^ £s
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p'(4)(i) = cr(4)(i) / M, i = 1, 2, ..., n,
teljesüljön. Legyen P = P ^ \  és vezessük még be 
kezo jelöléseket:
qt = PT(i) / [1-Pt (D], i = 1» ^ » •••» 11»
S0 =
k
°k = I T v
l^il^ip^» • •<i[-c-n j=l
k - 1
k
S[:(i) = T
líi1<i^<,,,<i,.^n j = l
-L í— í -
V
k =
í =
i -■L, - , • • • »
i. , t. , • • • J
Amint azt a 2, fejezetben megemlítettem, a CA-k füg
(o')sége miatt P = pg . Ugyancsak a függetlenségbő 
mint p(*c)(j^ ) és S^í.) definíciójából egyszerű szám 
következik, hogy
P(4)(i) = PqiS3(i), i = 1, 2..... ..
ezért
(5.3) 
a követ-
n,
n-1,
getlen- 
1, v al& 
niáss al
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P ^ ( i )
" 7 F = q
S 3(i) PT (i) S3(i)
1 S3 l-p,f(i) S3
» í — 1, •••jllj
ahonnan egyszerű számolással adódik, hogy
P ( í ) —r qi k — / —
P ^ ( i )
P c 4)(i)+ (i) , í — 1, ~ f 0••, n <
tehát
P.T(i)
(T:4)( i)
cr4 4 ^ (i)+1:^ 3 3 (i)
, i - 1» -■ % • • •» n <
Ilivel a CA-k függetlensége miatt
r = "JJ" [l-PT (i)J = ] " [ ! -
i=l
P^4\i)
P~^*(i)4 PS3(i)i=l
1 =
n■I
i=l
P3^( i)
P^dí+PS-fi)*
azért teljesülnie kell, hogy
3) _ r Wp'C 3 ) —  ‘ "TJQ _ 1 T Q— J.Í.X J ^
J.I7
i=l
?s,(i)
^T4T77(i)+fs3 (i) (5.4)
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Ez nem pontosan teljesül. Válasszuk li-ot úgy, hogy (5.3)- 
ban és (5.4)-ben M helyett |í-ot Írva ^  / II mel­
lett már teljesüljön (5.4). Ezt a következő iteráció segít­
ségével éren el:
~  ^  o^(i)-onci)
Hq = ^ » 3?rji q ( i) - to t i — 1» i í- i
* ivIo
n
% ■ J  [l-$Tlo<i>].
i=l
r>JLín+1 A  A
pi,.n+iu )  - y 4 ) (i)+s<ry ^  — , . »
m+l^Q°3»ra "*■
i = 1, • • • > —»
/sF -i 1TH-1
nI
i=l
Cl-tT, m+1(i)], rn 1,
[0fT(i_) és (T(i_) az olyan gyermekek száma, akik rendelkeznek 
A^-vel és esetleg további CA-kkal is, ill. akik rencelkez- 
nek A.-vei, de más CA-val nenj. Ekkor Li = 5073. IIP ér­
téke k = 0, 1, 2, 5, 6, 7 esetén rendre a következő volt:
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1426, 1389, 1163, 25, 4, valamint 1. Mivel a k = 0, 1, 2 
melletti értékek itt nem különösebben érdekesek - hiszen az 
oligofaktoriális LiCA-k általában nagyobb méretűek -, a du­
ális koncepció ránézésre nem elfogadhatatlan. Ahhoz azon­
ban, hogy használható is legyen, feltétlenül ki kell egé­
szíteni a mult if aktoriális kóreredetü CA-kra vonatkozó va­
lamilyen feltevéssel, Ezt teszi a feltételes függetlenségi 
koncepció, amely a függetlenségi koncepciónak és duálisának 
mintegy "metszete". Eszerint tetszőleges MCA ill. jo2
valószinüséggel multi- vagy oligof aktoriális kóreredetü, és 
a CA-k a kóreredet mint feltétel mellett függetlenek. Ez 
azt .jelenti, hogy az MCA-k valószinüségeloszlása m = 2 
számú olyan eloszlás keveréke, amelyek mindegyikében a CA-k 
függetlenek. Mivel a függetlenségi koncepció (amelyik csak 
a aultifaktoriális CA-k függetlenségét teszi fel) elfogad­
hatatlan volt, nyilván a feltételes függetlenségi koncepció 
is az. Viszont természetes módon általánositható: nem tesz- 
szük fel, hogy akár a multi-, akár az oligofaktoriális kór­
ere elet ü MCA-khoz a keverék egyetlen eloszlása tartozik, te­
hát azt, hogy m = 2. Az igy konstruált, Tusnády Gábortól 
származó keverékeloszlásos modell lelegeli et al. (1981)- 
ten, Tusnády (1978-1982)-ben és Czeizel et al. (l937)-ben 
kerül kifejtésre•
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5.5. A GAMT-modcll kitérj csztése
Mint az 5.3» paragrafusban utaltam rá, az esetek nagy 
részében a veleszületett rendellenesség multifaktoriális 
kóreredetü. Az ilyen rendellenességek közül néhány ICGK 
öröklődésmenetét a GAMT-modellel sikerült leirni (v.ö. 
5.1. paragrafus).
Az 5.4. paragrafusban a függetlenségi koncepció né­
hány módositását vizsgáltam meg. Egy további módositást 
jelent, ha feltesszük, hogy a különböző CA-kat előidéző 
genetikai és környezeti tényezők (természetesen ugyanannál 
a személynél) korreláltak, és a multifaktoriális kórerede­
tü MCA-k ennek a korrelációnak a következményei. Ez a hipo­
tézis csak a multifaktoriális MCA-król mond valamit. Elő­
fordulhat azonban, hogy néhány ismeretlen, oligofaktoriális 
MCA ugyanilyen korrelációnak a következménye. Mivel a két 
tipus megkülönböztethetetlen, ezért a paragrafus további 
része azon a hipotézisen alapul, amely szerint az egyes 
CA-k öröklődésmenete a GAMT-modellel leirható, az őket 
előidéző genetikai és környezeti tényezők korreláltak, és 
valamennyi MCA ennek a korrelációnak a következménye [lásd 
Czeizel et al. (198?,)]. Mivel az MCA-k jelentős részben 
multifaktoriális kóreredetüek, ez a hipotézis ésszerű és
ránézésre nem elfogadhatatlan.
Jelölje és az A^ rendellenességhez tartozó haj­
lamot, ill. küszöböt. A küszöb modellnek megfelelően egy
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gyermek akkor és csak akkor rendelkezik A^-vel, ha rajta 
felvett értéke nem kisebb T^-nél. Legyen
L = (L-j^ , Lg , • • • , L^) ,
és tegyük fel, hogy - a normális küszöb modellnek megfele­
lően - L n-dimenziós normális eloszlású (és az L^-k stan- 
dardak). A küszöböket és az L eloszlását meghatározó r . . 
korrelációs együtthatókat a 3« fejezetben leirt módon be­
csültem.
A fenti modell a GAIíT-modell kiterjesztése. Az erede­
ti, az ICCM-ek öröklődésének leirására kidolgozott GAMT- 
modell egy rendellenesség több családtagra vonatkozó haj­
lamát Írja le. A fenti modellben viszont egy gyermeknek 
több hajlama van - az n számú CA mindegyikéhez egy -, és 
ezeknek a hajlamoknak a rendszere alakítja ki a gyerek CA- 
inak rendszerét. A modellt és igy a megfelelő hipotézist a
3. fejezettel összhangban úgy ellenőriztem, hogy megnéztem, 
mennyire felel meg a 2-nél nagyobb méretű CA-kombinációk
előfordulása az (r. .) korrelációs mátrix alapján vártnak.** d
Legyen CTT(i,Í,k) és är az olyan gyermekek szá­
ma, ill. számának várható értéke, akik rendelkeznek A^-vel,
A.-vei, A, -val és esetleg további CA-kkal is. A legnagyobb “ 3
,j.,]£)—érték 26 volt, a TC, CD és CF rendellenességek 
esetén. A megfelelő korrelációs együtthatók becsült értéke 
0,71, 0,50 és 0,44 volt, az ezek alapján meghatározott
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ET( k ) - é r t é k  pedig 32,19, ami azt mutatja, hogy ezt a 
CA-hármast a modell jól Írja le. A kisebb Á»— )“^ra
rátérve azt találtam, hogy a megfelelő i,>J.,k)-k elosz­
lása egyre szélesebb. Az eltérések általában nem voltak
szignifikánsak, a lehetséges kombinációk igen nagy száma
/\miatt azonban nem az egyes (C£p, ET ) értékek, hanem a 
megfelelő összegek egymáshoz való viszonya érdekes. Ezért 
meghatároztam a
n-2 n-1 n
^  crT(i,j,k)
i=l j=i+l k=j+1
és - a 3. fejezetben említett eljárás segítségével - a
n-2 n-1 n-2 n-1
Em(i,j,k) =
i=1 j=i+l k=j + l
PT(i,j,k)
i=l j=i+l k=j+1
kifejezések értékét; ez 2006, ill. 1876 volt.
-g = > í = 1» 2» •••>£» valamint Gg = {a ±, Aj} ,
A = 1» 2» •••» 1. * 1 mellett meghatároztam, ill. be­
csültem a 3« fejezetben definiált CT^^CG ), e Í-^(G ), vala-—o — g —u —g
mint a modelltől való eltérést jellemző d(G ) mennyiségekS
értékét. Ez utóbbi a következő CA-k és CA-párok esetén volt 
nagy: SB, AM, EA, MC, PN és MS, ill. CP-PS, Pf-PS, AA-CP,
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AI-OL és BE-IH [.indegyi, esetben 2<3)(Gg ) * * « “  nagyobb
volt, mint EiJ'(G )-él. Meghatároztam a —v ~~S
°c3)(V '  Y _  ®o3)(tsg)
g:IOgl=Z g:IOgl=2
kifejezések értékét (|G | a G  rendellenességkombináció mé-o o
rete); ez 5283, ill. 5627 volt. Ez a kiterjesztett GAMT- 
modell és a megfelelő hipotézis elfogadhatóságát mutatja.
Tetszőleges G = Üi * A.> esetén legyen a. . = d(G )
& 1 J §
( ! ' Amig az korrelációs együtthatók a CA-k 
multifaktoriális közelségeinek tekinthetőek, az ja. .-k a 
CA-k oligofaktoriális közelségeinek.
5.6. Egy véletlen és az "igazi" adatmező többszörös 
többdimenziós skálázása
Az MCA-k statisztikai vizsgálatának fő céljai közé 
tartozott a rendellenes gyerekek csoportositása a CA-k 
együttes előfordulása alapján és ezáltal jellegzetes CA- 
kombinációk felderítése. E feladat megoldására dolgoztam 
ki a 4.2. paragrafusban részletesen tárgyalt többszörös 
többdimenziós skálázást. Ennek adekvát voltáról úgy lehet 
meggyőződni, hogy véletlen módon generált vagy szisztéma-
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tikusan kijelölt CA-klaszterekhez véletlen adatmezőt gene­
rálunk, és megnézzük, úgy csoportosítja-e az MMDS a gene­
rált gyerekeket, hogy a különböző gyerekkiaszterek mellett 
kirajzolódnak az egyes CA-klaszterek. A véletlen gyerekek 
generálásához először természetesen specifikálni kell azon 
(a többszörös veleszületett rendellenességeket leiró) hipo 
tézist és modellt, amely alapján a generálás azután törté­
nik. Mivel a függetlenségi és a feltételes függetlenségi 
koncepció elfogadhatatlannak bizonyult, a kiterjesztett 
GAMT-modell mellett pedig nem merül fel a változók in­
konzisztenciájának MMDS-t igénylő problémája, célszerű a 
generálást a keverékeloszlásos modell alapján végezni. Le­
gyen a CA-k száma 16, és jelölje i az i_-edik CA-t. Tekint­
sük a következő hat CA-klasztert:
1, 2, 3, 5, 8, 9, 11, 12, 15;
4, 7, 10, 14, 15;
2, 4, 5, 6, 8, 10, 13, 14, 16
1, 2, 4, 7, 8, 11, 12, 16
3, 6, 7, 9, 10, 11, 13, 16
1. 3, 5, 6, 9, 12, 13, 14, 15.
Ezekhez a klaszterekhez egymástól függetlenül 150-150 gye­
reket generáltam oly módon, hogy az m-edik klaszterhez ge­
nerált g-edik gyerek egymástól függetlenül 0,3-0,3 valószi 
nüséggel rendelkezik a klaszterhez tartozó, 0,01-0,01 való
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szinüséggel a klaszterhez nem tartozó CA-kkal (m = 1, 2, 
..., 6; £ = 1, 2, 150). A kettőnél kevesebb CA-val
rendelkező gyerekeket elhagyva 666 számú, 428-féle gyerek 
maradt. Ezek többszörös többdimenziós skálázását a gyerek- 
klaszterek számának kezdő értékét 15-nek választva végeztem 
el. Az MMDS hat gyerekklasztert adott, amelyek mellett vi­
lágosan kirajzolódtak a CA-klaszterek. A kapott gyerek- 
klaszterekben az egyes CA-k gyakorisága a következő volt:
55 45 47 1 37 0 0 43 57 1 53 39 0 0 43 5
0 0 0 29 0 0 29 0 2 19 1 3 0 20 26 0
0 50 1 79 33 47 0 50 1 50 6 7 36 43 0 42
37 37 1 23 1 3 43 32 0 1 38 30 1 0 1 38
3 1 26 0 0 21 47 0 27 41 28 0 43 0 0 29
43 2 45 0 60 60 1 1 55 CL 0 48 52 65 58 0
A táblázatból is látható, hogy a gyerekkiaszterek "visz- 
szaadják" a CA-klasztereket. Hasonlóan kedvező eredmény­
re vezetett a fenti módon generált más véletlen adatmezők 
többszörös többdimenziós skálázása is.
Az "igazi” adatmező fentiek alapján adekvátnak lát­
szó többszörös többdimenziós skálázását a gyerekklaszte- 
rek számának kezdő értékét 11-nek és 21-nek választva is 
elvégeztem. A kapott, Cm-mel jelölt gyerekki aszterek mel­
letti CA-képek és -gyakoriságok első esetben a
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C1: {SB, CL, EX, AA, HS, HD, DI, UT, OU, IH};
C2: {CL, LR, AA, Hí, CF, EG, HD, EA, UT} ;
C3: (SB, AA, HS, RA, OU} , {HD, CD, UT};
C4: {CL, Sí, MC, Hí , AM, CF, HS, HD, CK, FN, EA, IH, MS } ;
C5: {HS, UT};
C6: {AN, EN, CL, LR, Pí, Sí, EX, CF, HS} ;
Crji {CF, TC, CD, IH};
C8: {CP, CF, HD, CD};
Cg: }AN, EN, Pí , CF, HD, CK, RS, OU>;
C10: {EN, SB, CP, Pí, Sí, Hí, AM, HD, DI, FN, EA, CD, MS^;
C11; {AN, CL, Pí , HD, CK, CD, PS, OD };
második esetben a
°1! {Sí, HD, UT, IH\ 9
°2: ÍM. CL, EX'} •9
°3 = {«, EN, CL, LR, £1, AA, Hl, CF, HS, EG, HD, CK} ;
C4: {J0, CD, o l}
•
9
[AN, CL, LR, EX, OA, AA, CF, HS, HL,"
Or: < t ;J L Dl , RA, EA, CD, 01 , OD, IH, MS >
rcp, LR, Pí, AA, MC, AM, Eí, CF,')
C7: A rI jiS, EG, HD, FN, EA, UT, MS, ST J
C8: {CP, Pí, AA, HD, FN, CD, PS, UT, OU} •5
Cg: {SB, Pí, EX, OA, AA, Hí, HD, RA, RS, UT, OU},
{Sí, CF, HS, PS, OD, IH, MS'}5
C1Q: {HD, OU};
C A—lel ászt erekre (jellegzetes GA-komtináci ókra) vezettek (a 
ki ászterek leg:gyakoribb CA-it aláhúzással jelölöm; nem min­
den gyerek olaszt er mellett rajzolódott lei CA-klaszter, vol­
tak viszont olyanok, amelyek mellett több is).
A rendellenes gyerekek csoportositását és jellegzetes 
CA-kombinációk ezáltal történő felderítését keverékfelbon­
tással Tusnády Gábor [lásd Tusnády (1973-1932)], orvosi 
megfontolások alapján Gzeizel Endre (lásd Czeizel et al. 
(1987)] is elvégezte. A háromféle klaszterezésből a 4.5. 
paragrafusban leirt módon egy "eredő'* klaszter*»éat állí­
tottam elő. Az eredmények orvosi értékelése, ellenőrzése 
(genetikai családvizsgálatok) és felhasználása (genetikai 
tanácsadás) Czeizel et al. (l9S7)-ben kerül kifejtésre. - A
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rendellenességek Boole-faktoranalizisét Rejtő Lidia, log- 
line ár is elemzését Rudas Tamás végezte el, korrespondancia' 
analízisükkel pedig Dávidné Boll a Liarianna foglalkozik.
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