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A GENERALISATION OF THE HONEYCOMB DIMER MODEL TO HIGHER DIMENSIONS
PIET LAMMERS
ABSTRACT. This paper studies a generalisation of the honeycomb dimer model to higher dimensions. The
generalisation was introduced by Linde, Moore, and Nordahl. Each sample of the model is both a tiling and
a height function. First, we derive a surprising identity for the covariance structure of the model. Second,
we prove that the surface tension associated with the model is strictly convex, in any dimension. This greatly
streamlines the original proof for strict convexity by Sheffield. It implies a large deviations result with a unique
minimiser for the rate function, and consequently a variational principle with a unique limit shape. Third, we
demonstrate that the model is a perfect matching model on a hypergraph with a generalised Kasteleyn theory:
the partition function is given by the Cayley hyperdeterminant of the appropriate hypermatrix. The formula so
obtained is very challenging: the author does not expect a closed-form solution for the surface tension. The first
two results rely on the development of the boundary swap, which is a versatile technique for understanding the
model; it is inspired by the double dimer model, works in any dimension, and may be of independent interest.
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1. INTRODUCTION
1.1. Background. Random models on shift-invariant Euclidean graphs such as the square lattice and the
hexagonal lattice form a well-known subject of study in both combinatorics and statistical physics [10].
There are several integrable models which allow for a quantitative analysis. In the integrable setting, the
focus is on deriving quantitative results concerning (asymptotics of) partition functions and correlation
functions. Examples of such models are the Ising model [23, 28], ice-type models [21, 25, 29], and the
dimer model [12, 27], see also [2]. These quantitative estimates in turn imply qualitative results, for exam-
ple (non)uniqueness of shift-invariant Gibbs measures, and (when the samples are height functions) strict
convexity of the surface tension. Sometimes it is possible to derive qualitative results even in the absence
of quantitative estimates. Georgii [9] provides an excellent overview for the theory of Gibbs measures for
general (non-integrable) models, and Sheffield [24] derives many key results for models of height functions
in the gradient setting, including strict convexity of the surface tension in any dimension.
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The focus of this paper is a natural generalisation of the hexagonal dimer model to arbitrary dimension.
The generalised model first appeared in the work of Linde, Moore, and Nordahl [22]. It also belongs to
the category of models under consideration in the thesis of Sheffield [24]. A great deal is known about the
original two-dimensional dimer model: we mention two pivotal developments. Cohn, Kenyon, and Propp
[6] proved the variational principle for domino tilings; the scope of their article includes the hexagonal
dimer model. Remarkably, a closed-form solution for the surface tension is found, something that is not to
be expected in higher dimensions. Their derivation of the closed-form formula relies on a bijection between
dimer configurations and height functions, together with an original application of the Kasteleyn theory.
Kenyon, Okounkov, and Sheffield [19] establish a bijection between the set of accessible slopes and the
set of ergodic Gibbs measures. They furthermore classify the ergodic Gibbs measures into three categories
(frozen, liquid, and gaseous) which describe qualitatively the behaviour of the random surface. Their paper
contains many more qualitative and quantitative results.
1.2. Overview and main results. The key contributions of this paper are as follows. First, we develop
the boundary swap, which is a versatile technique for understanding the model; it is inspired by the double
dimer model. An application of the boundary swap yields without effort a direct proof for stability and
monotonicity, as well as a surprising identity for the covariance structure of the model. Second, we apply
the boundary swap to prove that the surface tension associated with the model is strictly convex. This
greatly streamlines the original proof for strict convexity by Sheffield [24]. Strict convexity is of significant
importance to statistical physics because it explains the behaviour of the model under scaling: it implies a
large deviations result with a unique minimiser of the rate function, and consequently a variational principle
with a unique limit shape. Third, we demonstrate that the generalisedmodel is identical to a model of perfect
matchings of a hypergraph. This leads to a generalised Kasteleyn theory: the partition function associated
with the model equals the Cayley hyperdeterminant of an appropriate hypermatrix.
Each sample of the dimer model on the hexagonal lattice is associated with a unique height function,
a lozenge tiling, and a stepped surface. The most straightforward way to characterise a sample from the
generalised model is by its height function. The height functions of the generalised model are introduced
in Section 2. We then establish the appropriate bijections, such that each height function in the generalised
model has associated to it a perfect matching of a hypergraph, a tessellation of space, and a stepped hy-
persurface. The bijection with the set of stepped surfaces is developed in Section 3; the bijection with the
space tessellations are introduced in Section 4. Linde, Moore and Nordahl [22] are the first to study stepped
hypersurfaces as they appear in the current paper. They state several conjectures regarding the frozen re-
gion of the model and the the mixing time of the generic local Monte Carlo Markov chain that mixes to
the distribution of interest. For more recent combinatorial work, see [1, 3, 4]. The remainder of this article
aims to describe and apply two techniques which are available for the original dimer model.
The mathematical study of the dimer model was initiated by Kasteleyn, Temperley, and Fisher. Kasteleyn
[12] and Temperley and Fisher [27] independently calculated the number of perfect matchings of an n×m
grid or, equivalently, the number of domino tilings of an n×m rectangle. Kasteleyn [13, 14] later showed
that the number of perfect matchings of any bipartite planar graph equals the determinant of a matrix that
is closely related to the adjacency matrix of the concerned graph. In Section 15 we show that the height
functions of the generalised model are in bijection with the perfect matchings of a particular hypergraph,
and that the number of perfect matchings equals the Cayley hyperdeterminant of the associated hypermatrix.
This may be regarded a generalisation of the Kasteleyn theory. Section 15 is independent of Sections 5–14;
it only refers back to Section 6 which contains a definition of fixed boundary conditions and Boltzmann
measures.
Of interest in the planar dimer model is the double dimer model [16, 20]. For the double dimer model,
one superimposes two dimer configurations. The edges that are contained in exactly one of the two config-
urations form disjoint loops of even length. These loops are exactly the boundaries of the level sets of the
difference of the two height functions corresponding to the two dimer configurations. Each loop comes with
an orientation; from the perspective of the perfect matchings the orientation signals which edge belongs to
which cover — note that the edges in a loop belong alternatingly to the one dimer cover and to the other,
which is also why the loops must be of even length. If we think of the loops as boundaries of level sets
of the difference function, then the orientation tells us if the difference function moves up or down upon
crossing that loop. If the samples are drawn independently and uniformly at random, then the orientation of
each loop is uniformly random (in its two possible arrangements) and independent of all the other structure
that is present. This gives rise to a resampling technique where the orientations of the loops are resampled
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FIGURE 1. Dimension d = 2; projections onto H of several representations:
(a) As a stepped surface or lozenge tiling,
(b) As a height function on the simplicial lattice (Xd ,Ed),
(c) As a dimer cover or perfect matching of the dual lattice (Ud ,Hd).
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uniformly at random after drawing the two initial samples. This is also reminiscent of the Swendsen-Wang
update [26] which was later extended by Edwards and Sokal [8]. The technique generalises well to the
setting of this paper, and we call it the boundary swap: we work in principle with height functions and
therefore we work with boundaries of level sets rather than with loops. We analyse the difference of two
height functions in Section 5, and in that section we also construct the boundary swap.
Sections 7–14 are centred around applications of the boundary swap. In Section 7 we apply the technique
to show that the variance of the random height function f (x) (after applying fixed boundary conditions)
equals (up to multiplication by a constant) the expectation of the number of boundaries separating x from
the region where boundary conditions are enforced. A similar equality follows for the covariance between
f (x) and f (y) for any x and y within the random region. In Section 8, we show that resampling tech-
nique immediately implies stability and monotonicity of the model. Monotonicity means that an increase
in the enforced boundary conditions leads to a stochastic increase of the random function. Monotonicity is
straightforward to prove: one constructs two Markov chains that converge to the uniform distribution and
are coupled in a way that preserves the monotonicity. Such techniques are well-known for e.g. the Ising
model. The proof in this article does not rely on a Markov chain but instead uses the aforementioned re-
sampling technique to construct the monotonic coupling directly from the independent coupling. Section 9
introduces periodic boundary conditions and Section 10 states some concentration inequalities — for both
the fixed boundary conditions and the periodic boundary conditions setting. The concentration inequalities
are straightforward to prove with the boundary swap at hand.
The remainder of the paper comprises Sections 11–14, which are dedicated to proving strict convexity
of the surface tension. This significantly streamlines the original proof of Sheffield [24]. Strict convexity
was already known to hold for the dimer model due to an explicit calculation of the surface tension [6].
The surface tension characterises the asymptotics of the number of height functions that approximate the
hyperplane of the slope of interest. Strict convexity implies that the rate function of the large deviations
principle has a unique minimiser, which in turn implies the variational principle. We state the large de-
viations principle and the variational principle in Section 11 because they are of significant importance to
statistical physics and motivate the study of the surface tension. We refer to [24] for a proof of the large
deviations principle, as the proof is no different in the specific setting of this article. The large deviations
principle provides asymptotic bounds on the log probabilities of the macroscopic behaviour of the model in
the microscopic limit. The variational principle asserts that a typical sample of the model lies close to the
unique minimiser of the rate function with high probability in the microscopic limit. See [6, 17, 18] for the
variational principle in the original dimer setting. In Section 12 we formally introduce the surface tension
and prove its well-definedness. Section 13 gives an alternative characterisation of the surface tension, in
terms of shift-invariant Gibbs measures. The shift-invariant setting requires the introduction of Gibbs mea-
sures as it is not possible to enforce fixed boundary conditions in a shift-invariant fashion which is suitable
for calculations involving the surface tension. In Section 14 we finally prove strict convexity of the surface
tension. The argument depends on the boundary swap and an application of the well-known argument of
Burton and Keane [5] for uniqueness of the infinite cluster in percolation.
2. HEIGHT FUNCTIONS ON THE SIMPLICIAL LATTICE
In this section we define the height functions that are the samples of the model. We also derive some of
their basic properties.
2.1. The simplicial lattice. Throughout this paper, d ≥ 2 denotes a fixed dimension. Write {ei : 1 ≤ i ≤
d+ 1} for the standard basis of Rd+1, and let n denote the vector e1+ · · ·+ ed+1. The simplicial lattice is
obtained from the square lattice Zd+1 ⊂ Rd+1 by identifying vertices that differ an integer multiple of n.
In order to formalise the construction, we write H for the orthogonal complement of n— a d-dimensional
subspace of Rd+1 — and P : Rd+1 → H for orthogonal projection onto H. Remark that H is precisely the
set of vectors in Rd+1 whose coordinates sum to zero. Let {gi : 1 ≤ i ≤ d+ 1} ⊂ H denote the projection
of the original standard basis, and note that gi = ei−n/(d+ 1).
Definition 2.1. Write (Xd ,Ed) for the projection of the square lattice Zd+1 along P. The graph (Xd ,Ed) is
called the simplicial lattice. The 2d+ 2 neighbours of a vertex x ∈ Xd are all of the form x± gi.
Remark 2.2. The previous construction is geometric in nature, and one could equally well define the same
graph in a more abstract fashion. Clearly (Xd,Ed) is graph isomorphic to the Cayley graph of the Abelian
group on d+1 generators subject only to the extra relation that tells us that the product of all d+1 generators
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produces the identity element of the group. An alternative presentation of the group (Xd ,+) will be of use
to us in the proof of Lemma 4.2. The embedding of the graph (Xd ,Ed) in the vector space H however
makes it easier to work in the geometric setting in Section 3 and to scale height functions in Section 11.
2.2. Height functions.
Definition 2.3. A height function is a map f from Xd to R that maps 0 into (d+ 1)Z and satisfies
(1) ∇ f (x,x+ gi) := f (x+ gi)− f (x) ∈ {1,−d}
for any x ∈ Xd and 1≤ i≤ d+ 1. Write Ω for the set of height functions. Define
(2) V ( f ) :=
{
x+ f (x)n/(d+ 1) : x ∈ Xd}⊂Rd+1.
for each f ∈ Ω.
By ∇ f we mean the gradient of f , that is, the function which takes as its argument a directed edge of
the graph (Xd ,Ed) and returns the difference of f along that edge: ∇ f (x,x±ei) := f (x±ei)− f (x) for any
x ∈ Xd , 1≤ i≤ d+ 1. Obviously ∇ f is antisymmetric: f (x,y)+ f (y,x) = 0 whenever {x,y} ∈ Ed .
Informally, we think of the setV ( f ) as the graph of f , as there exists a linear isomorphism A fromH×R
to Rd+1 such that V ( f ) = A(Graph( f )) for every height function f ∈ Ω. In the next section we see that
V ( f ) encodes the boundary of a stepped surface.
2.3. Parity and Lipschitz functions. The definition of gi implies that each coordinate of the vector gi
has fractional part −1/(d+ 1)+Z. The vectors gi generate the lattice Xd , and therefore each vector in
Xd enjoys the property that the fractional parts of its d+ 1 coordinates are the same, and take values in
(Z/(d+ 1))/Z. Define Parity(x) := (d+ 1)(−x1+Z) ∈ Z/(d+ 1)Z, the parity of the vertex x ∈ Xd . Let
f ∈ Ω. The definition of a height function requires that f (0) ∈ Parity(0) = (d+ 1)Z. Equation 1 implies
inductively that f (x) ∈ Parity(x) for all x ∈ Xd .
Define the asymmetric norm || · ||+ on H by ||x||+ := −(d + 1)mini xi. A real-valued function f on
a subset of H is called Lipschitz if f (y)− f (x) ≤ ||y− x||+ for any x and y in the domain of f . It is
straightforward to prove following assertion: if x,y ∈ Xd , then ||y− x||+ denotes the length of the shortest
path from x to y through (Xd ,Ed) such that every increment of the path is of the form gi; no increments of
the form−gi are allowed. If f is a height function then f (x+gi)− f (x)≤ 1 and inductively f (y)− f (x)≤
||y−x||+; each height function must be Lipschitz. On the other hand, if some f : Xd →R is Lipschitz, then
f (x+ gi)− f (x) ∈ [−||− gi||, ||gi||] = [−d,1].
Thus, to check that an arbitrary function f : Xd → R is a height function, it suffices to check that f is
Lipschitz and that f (x) ∈ Parity(x) for any x ∈ Xd . The parity condition implies that the difference in the
display takes as its value one of the two extrema of the interval, and that f (0) ∈ Parity(0) = (d+ 1)Z.
Lemma 2.4. A function f : Xd → R is a height function if and only if f is Lipschitz and f (x) ∈ Parity(x)
for every x ∈ Xd . If a function f : H → R is Lipschitz then there exists a unique largest height function g
subject to g ≤ f |Xd ; the value of g at each x ∈ Xd is given by g(x) := Parity(x)+ (d+ 1)k, where k ∈ Z is
maximal subject to g(x)≤ f (x).
If f :H→R is a Lipschitz function, then write ⌊ f ⌋ for the largest height function subject to ⌊ f ⌋ ≤ f |Xd ;
its function values are given by the previous lemma. The previous lemma results in a discrete analogue of
the Kirszbraun theorem for the current setting.
Lemma 2.5. If R⊂H and f : R→R is Lipschitz, then f extends to a Lipschitz function H →R. If R⊂ Xd
and f :R→R is Lipschitz and satisfies f (x) ∈ Parity(x) for every x∈ R, then f extends to a height function.
The first assertion is the original Kirszbraun theorem. For the second assertion, let R⊂ Xd and f : R→R
be as in the lemma. The function f extends to some Lipschitz function g :H→R by the Kirszbraun theorem.
The previous lemma states that ⌊g⌋ is a height function that equals f on R. This proves the second assertion.
3. THE GEOMETRIC MOTIVATION: STEPPED SURFACES
The purpose of this section is to introduce stepped surfaces, and to establish the bijection between the set
Ω of height functions and the set of stepped surfaces. We informally think of a stepped surface as a stack
of hypercubes that represents the corresponding height function.
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3.1. Stepped surfaces. We introduce some simple technical machinery. Extend each (strict) order ∗ ∈ {≤
,<} on R to a (strict) partial order on Rd+1 by declaring x ∗ y for x,y ∈Rd+1 if and only if xi ∗ yi for every
1 ≤ i≤ d+ 1. Say that a set A⊂ Rd+1 is closed under taking lower elements if y ∈ A whenever y ∈ Rd+1
and y ≤ x for some x ∈ A. Write L(A) for the smallest subset of Rd+1 that contains A and is closed under
taking lower elements; this is equivalent to defining L(A) := ∪x∈A{y ∈ Rd+1 : y ≤ x}. Abbreviate L({x})
to L(x) for x ∈Rd+1. Call two elements x,y ∈Rd+1 incomparable if neither x< y nor y< x.
Definition 3.1. A stepped surface is a nonempty strict subset of Rd+1 of the form L(A) for some A⊂Zd+1.
Let Ψ denote the set of stepped surfaces and write V (F) for ∂F ∩Zd+1 for any F ∈ Ψ.
Informally, a stepped surface is a union of “properly stacked” unit hypercubes with integral vertices
such that there is no “overhang”. If d = 2 then the hypercubes are regular cubes; Figure 1a on Page 3
gives an example of such a stepped surface. If a hypercube is present at the coordinate x, then we also
require a hypercube to be present at x− ei for every 1 ≤ i ≤ d+ 1. This ensures that every hypercube is
well-supported, and excludes the possibility of overhang.
There is an obvious bijection from the set Ψ of stepped surfaces to a set of monotonic functions. Call
a function m : Zd → Z∪ {−∞,∞} monotonic if it is non-increasing in every coordinate and if m is not
identically −∞ or ∞. The monotonic function m associated with a stepped surface F ∈ Ψ is given by the
map Zd → Z∪{−∞,∞}, x 7→ sup{k ∈ Z : (x,k) ∈ F}. The model may thus also be seen as a model of
discrete monotonic functions. The bijection from Ω to Ψ however is more useful for the analysis.
Theorem 3.2. The map Ξ : Ω → Ψ, f 7→ L(V ( f )) is a bijection and satisfies V (Ξ( f )) =V ( f ).
Proof. The theorem follows from a series of small intermediate results.
(1) If f ∈Ω, then V ( f )⊂ Zd+1. For this to hold true, it is required that
x+ f (x)n/(d+ 1) ∈ Zd+1
for every x ∈ Xd . This follows from f (x) ∈ Parity(x) and the definition of Parity(x).
(2) If f ∈Ω, then any two elements of V ( f ) are incomparable. Let us pick two elements x,y ∈ Xd; the
goal is to prove that the elements in V ( f ) corresponding to x and y are incomparable. It suffices to
show that (y+ f (y)n/(d+1)) 6< (x+ f (x)n/(d+1)) by symmetry, and we may assume that y= 0
and f (y) = 0 without loss of generality. We thus need to prove that 0 6< (x+ f (x)n/(d+1)). As f
is Lipschitz and f (0) = 0, we have f (x)≤ ||x||+ =−(d+ 1)mini xi. Consequently
min
i
(x+ f (x)n/(d+ 1))i =mini xi+ f (x)/(d+ 1)≤ 0,
which implies that 0 6< (x+ f (x)n/(d+ 1)).
Fix f ∈Ω and x∈V ( f ), and claim that x∈ ∂L(V ( f )). Suppose that x 6∈ ∂L(V ( f )). Then x< y for some
y ∈ L(V ( f )), and therefore x < z for some z ∈ V ( f ). This contradicts that any two elements of V ( f ) are
incomparable and proves the claim. Conclude that V ( f ) ⊂ ∂L(V ( f )).
Consider the set L(V ( f )). This must be a stepped surface, as it has nonempty boundary (and is therefore
a strict nonempty subset of Rd+1) and becauseV ( f )⊂ Zd+1. Conclude that the map Ξ is well-defined, and
satisfies V ( f ) ⊂V (Ξ( f )) for every f ∈ Ω.
(3) If F ∈ Ψ, then F is closed, and if x ∈ ∂F, then one of the coordinates of x is integral. Fix F ∈ Ψ,
and choose A⊂ Zd+1 such that F = L(A). If x ∈ A, then L(x) is a union of closed unit hypercubes
with integral vertices. Therefore F = ∪x∈AL(x) is a union of closed unit hypercubes with integral
vertices. Locally this union reduces to a finite union; the claim is now readily verified.
(4) The projection map P restricts to a bijection from V (F) to Xd . Clearly PV (F) ⊂ PZd = Xd . Fix
x ∈ Xd , and let us look at the set (P|∂F)−1(x) = (x+Rn)∩∂F. The line x+Rn intersects both F
and its complement (as F is closed under taking lower elements, and because F is nonempty nor
equals Rd+1). In particular, the previous intersection is nonempty; say it contains some element
y. If the intersection contains another elements, say z, then either z < y or y < z (as < reduces
to a total strict order on the line) and therefore one of the two must be contained in the interior
of F (as F is closed under taking lower elements), a contradiction. The element y is thus the
only point of intersection. By the previous result, one of the coordinates of y must be integral.
But then all coordinates of y must be integral, as each element of Xd+Rn= Zd+1+Rn enjoys the
property that the fractional parts of its coordinates are equal. Conclude that y∈Zd+1, and therefore
(P|V (F))−1(x) = {y}.
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We had already seen that Ξ( f ) ∈Ψ and that V ( f )⊂V (Ξ( f )). The fourth result in the series tells us that
V (Ξ( f )) cannot contain any more elements than necessary for this inclusion, that is, V ( f ) =V (Ξ( f )). The
assignment f 7→ V ( f ) is injective, and therefore the map Ξ must also be injective. It suffices to show that
the map Ξ is surjective. It is straightforward to demonstrate that the inverse map is given by
Ξ−1(F) : Xd →R, x 7→max{a ∈R : x+ an/(d+ 1) ∈ F}.
This proves the theorem. 
3.2. The map Ξ preserves the order. The map Ξ is an order-preserving bijection from (Ω,≤) to (Ψ,⊂).
Moreover, taking the pointwise maximum of two height functions is equivalent to taking the union of the
corresponding stepped surfaces. Taking the pointwise minimum corresponds to taking an intersection. This
is summarised in the following proposition.
Proposition 3.3. Let f1 and f2 be height functions and let F1 = Ξ( f1) and F2 = Ξ( f2). Then
(1) f1 ≤ f2 if and only if F1 ⊂ F2,
(2) f1∨ f2 is a height function, F1∪F2 is a stepped surface, and Ξ( f1∨ f2) = F1∪F2,
(3) f1∧ f2 is a height function, F1∩F2 is a stepped surface, and Ξ( f1∧ f2) = F1∩F2.
Of course, 2 and 3 extend to finite unions, intersections, maxima, and minima.
3.3. Local moves. If two height functions differ at only finitely many points, then the first may be trans-
formed into the second by changing the value of the height function at one vertex at a time. All intermediate
functions must also be height functions. The operation of changing the value of a height function at a single
vertex is called a local move. A local move is equivalent to adding or removing a single unit hypercube to
the corresponding stepped surface.
Lemma 3.4. Suppose that R ⊂ Xd is finite and that f and g are height functions that are equal outside R
and satisfy f ≤ g on R. Then there exists a sequence of height functions ( fk)0≤k≤n ⊂ Ω with
(1) f0 = f and fn = g,
(2) for every 0≤ k < n there exists a unique x ∈ R such that fk+1 = fk+(d+ 1) ·1x.
Note that the sequence is automatically increasing and all functions agree to f and g outside of R.
Proof. We induct on the number N( f ,g) := ∑x∈R(g(x)− f (x)). Clearly the length of the sequence must be
n = N( f ,g)/(d+ 1). Set f0 = f . To start the induction it is sufficient to find an appropriate vertex x ∈ R
at which to increase f0 to obtain a new function f1. Define S = {x ∈ R : f (x) < g(x)}. Clearly the point x
must be chosen from S. Now pick x ∈ S to minimise f (x). It is straightforward to prove that x is a local
minimum of f , in the sense that ∇ f (x,x+ gi) = 1 and ∇ f (x,x− gi) = d for all 1 ≤ i ≤ d+ 1. Conclude
that f1 = f0+(d+ 1) ·1x is the desired function. 
If f and g agree outside R but neither f ≤ g nor f ≥ g, then one can first go down from f to f ∧ g and
then up from f ∧g to g. Proposition 3.3 ensures that f ∧g is a height function.
4. THE SIMPLICIAL LATTICE AND TILINGS
In this section we explore the simplicial lattice. In dimension d = 2 the graph (Xd ,Ed) is the triangular
lattice; see Figure 1b. The paths of length 3 that traverse triangles are in some sense the building blocks for
all closed walks through the triangular lattice. One goal of this section is to formalise and generalise this
claim, in Lemma 4.2. In Subsection 4.3 we define tilings, which generalise the lozenge tilings of Figure 1a.
4.1. Simplicial loops. We first define simplicial loops, which generalise paths along triangles through the
triangular lattice. Observe that, in any dimension d,
g1+ · · ·+ gd+1 = Pe1+ · · ·+Ped+1 = Pn= 0.
This means that if a path through the simplicial lattice (Xd ,Ed) is of length d + 1 and has increments
{g1, . . . ,gd+1}, then it is automatically closed. We call such paths simplicial loops.
Definition 4.1. A path (sk)0≤k≤d+1 ⊂ Xd of length d + 1 is called a rooted simplicial loop or simply a
simplicial loop if there exists a permutation ξ ∈ Sd+1 such that sk = sk−1 + gξ (k) for any 1 ≤ k ≤ d+ 1.
Write Rd for the set of rooted simplicial loops. Sometimes we are not concerned with the starting points
of the loops. In those cases, two loops are considered equal if they are equal up to indexation — this is
equivalent to requiring that the two loops traverse the same set of edges. Write Ud for the set of unrooted
simplicial loops.
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4.2. Conservative flows. In this subsection we show that simplicial loops are the building blocks for all
closed walks through (Xd ,Ed). This result is proven in terms of flows; we first introduce some standard
terminology. Write ~Ed for the directed edges of (Xd ,Ed), that is, ~Ed := {(x,y)∈ Xd×Xd : {x,y} ∈ Ed}. A
flow is a functionα : ~Ed →R that is antisymmetric under interchanging the two arguments. If p= (pk)0≤k≤n
is a walk through (Xd ,Ed) and α a flow, then write∫
p
α :=
n
∑
k=1
α(pk−1,pk).
A flow α is called conservative if
∫
pα = 0 for every closed walk p. If α is conservative, then write∫ y
x
α :=
∫
p
α
for any x,y ∈ Xd , where p is a walk from x to y. The choice of the walk does not matter, precisely because
α is conservative. Conservative flows are also called gradient flows. If f : Xd → R then the flow ∇ f is
conservative, and
∫ y
x ∇ f = f (y)− f (x).
Lemma 4.2. Let α be a flow on (Xd ,Ed). Suppose that
∫
sα = 0 for every simplicial loop s ∈ Rd . Then the
flow α is conservative.
Proof. Write G := {g1, . . . ,gd+1}. We desribe two presentations of the group (Xd ,+) that have generating
setG— the difference is thus in the choice of relators. WriteC for set of commutators of pairs of generators,
that is, the set of relators of the form (gi,g j,−gi,−g j). Define R1 :=C∪{(g1, · · · ,gd+1)}. It was observed
in Remark 2.2 that (Xd ,+) = 〈G|R1〉. Write R2 for the set of relators
R2 =
{(
gξ (1), . . . ,gξ (d+1)
)
: ξ ∈ Sd+1
}
.
Each relator in R2 sums to 0 in the group (Xd ,+), and one can show that the group 〈G|R2〉 is commutative.
Conclude that (Xd ,+) = 〈G|R1〉= 〈G|R2〉.
The graph (Xd,Ed) is the Cayley graph of the group (Xd,+) with generators G. To check that a flow
α on such a Cayley graph is conservative, it suffices to check that
∫
p α = 0 for any closed walk p whose
increments are given by a relator. If we choose the set R2 for the set of relators, then the set of such closed
walks is precisely the set of simplicial loops. 
4.3. Tilings. Consider a height function f and a simplicial loop s. By Definition 2.3, ∇ f (sk−1,sk) takes
values in {1,−d}. Since ∇ f is conservative, there is a unique k such that ∇ f (sk−1,sk) =−d, and ∇ f equals
1 along all other directed edges of s. Introduce the following notation.
Definition 4.3. For any f ∈ Ω, define Φ( f ) := ( f (0),T ( f )) where
T ( f ) := {{x,x+ gi} ∈ Ed : ∇ f (x,x+ gi) =−d} ⊂ Ed .
For any T ⊂ Ed , define the flow αT on (Xd,Ed) by
αT (x,x+ gi) :=
{
−d if {x,x+ gi} ∈ T ,
1 if {x,x+ gi} 6∈ T ,
and note that αT ( f ) = ∇ f .
Every simplicial loop contains exactly one edge of T ( f ), by the previous discussion. Now suppose that
we start with a another set T ⊂ Ed with the quality that every simplicial loop contains exactly one edge of
T . Then
∫
sαT = 0 for every simplicial loop s, and therefore Lemma 4.2 tells us that αT is conservative. In
particular, we can define the function Xd →R, x 7→ ∫ x0 α , and this is a height function that maps 0 to 0.
Definition 4.4. A set T ⊂ Ed is called a tiling if every simplicial loop contains exactly one edge of T . Write
Θ for the set of tilings.
Theorem 4.5. The map Φ : Ω → (d+ 1)Z×Θ is a bijection with inverse
(a,T ) 7→ (Xd → R, x 7→ a+ ∫ x0 αT ) .
Remark 4.6. A set T ∈Θ is not a tesselation ofH ∼=Rd in the spirit of Figure 1a: it is merely a collection of
edges. The formulation of Definition 4.4 is combinatorial and convenient in the setting of this article. One
can also generalise the geometrical picture of Figure 1a. Suppose that we aim to construct the tesselation of
H corresponding to a cubic profile F ∈Ψ. Its topological boundary ∂F should be thought of as a collection
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FIGURE 2. The values of g= f1− f2 along a simplicial loop; d = 4.
of hypercubes of dimension d — and thus of codimension one relative to the ambient space Rd+1 that
the stepped surface lives in F . One can simply project each of these hypercubes down onto H with the
projection P. This construction is clearly invariant under translating F by (integer multiples of) n. The
collection of projected codimension-1 hypercubes partitions the space H up to the overlapping boundaries
of the tiles, because P restricts to a bijection from ∂F to H. (This is similar to the fourth intermediate result
of the proof of Theorem 3.2.) The tiles of the tesselation associated with F are in bijection with the edges
of T (F); each edge in T (F) is contained in exactly one tile of the tesselation, and this correspondence is
bijective.
5. PAIRS OF HEIGHT FUNCTIONS AND THE BOUNDARY SWAP
5.1. The boundary graph and the level set decomposition. Theorem 4.5 states that every height function
f is characterised by the pair Φ( f ) = ( f (0),T ( f )). In this section, f1 and f2 denote height functions, and
we write (ai,Ti) := Φ( fi) for i ∈ {1,2}. The difference function f1− f2 is denoted by g. The goal of this
subsection is to analyse the level set structure of g.
Lemma 5.1. Let s ∈ Rd be a rooted simplicial loop. As one walks along s,
(1) The function f1 moves up by 1 exactly d times,
(2) The function f1 moves down by d exactly once,
(3) Either g remains constant, or it changes value twice,
(4) If g is not constant, then the difference between its two values is d+ 1.
The lemma follows immediately from the observations at the beginning of Subsection 4.3.
Write A⊖B for the symmetric difference of arbitrary sets A and B.
Definition 5.2. Define the graph Gg = (Vg,Eg) as follows. Its vertex set Vg is given by
Vg := T1⊖T2 = {e ∈ Ed : g is not constant on e} ⊂ Ed ,
and two vertices e1,e2 ∈Vg ⊂ Ed are neighbours if some simplicial loop travels through both e1 and e2. For
e ∈Vg, write x−g (e),x+g (e) ∈ Xd for the vertices contained in e⊂ Xd on which g takes the smaller value and
the larger value respectively — see Figure 2. The graph Gg is called the boundary graph.
Lemma 5.3. Let C ⊂ Vg be a connected component of Gg. Then (Xd ,Ed \C) consists of two connected
components, one containing x−g (C), and the other containing x+g (C). Moreover, each of x−g (C) and x+g (C)
is contained in a connected component of (Xd ,Ed \Vg).
Proof. Suppose that the Gg-vertices e1 and e2 are neighbours in the graph Gg; write s for a simplicial loop
passing through both e1 and e2. Then s contains no other edges in Vg by Proposition 5.1, 3, and therefore
x−g (e1) and x−g (e2) are connected in the graph (Xd ,Ed \Vg); see also Figure 2. Induct on this argument to
see that x−g (C) is contained in a connected component of (Xd ,Ed \Vg). Identical reasoning applies to the
set x+g (C), and we also learn that each of x
±
g (C) is contained in a connected component of (X
d,Ed \C).
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FIGURE 3. The level set decomposition and a boundary swap byM; d = 2.
The sets x±g (C) cover all the endpoints of edges in C, and therefore two possibilities remain: either the
graph (Xd ,Ed \C) is connected, or it consists of two connected components, with one containing x−g (C), and
the other containing x+g (C). To establish the lemma we must exclude the first possibility. Every simplicial
loop intersects C an even number of times, and therefore Lemma 4.2 implies that every closed walk in
(Xd,Ed) intersectsC an even number of times. This proves that (Xd ,Ed \C) is not connected. 
Definition 5.4. A g-level set is a connected component of the graph (Xd ,Ed \Vg). A g-boundary is a
connected component of the graph Gg = (Vg,Eg). The g-level sets are considered subsets of Xd , and the
g-boundaries are considered subsets of Vg ⊂ Ed . If E is a g-boundary, then write X±g (E) for the g-level set
containing x±g (E). The level set decomposition of g or LSD(g) is an undirected graph, where the vertices
are the g-level sets and the edges are the g-boundaries. The g-boundary E connects the g-level sets X−g (E)
and X+g (E). We abuse notation to write g for the graph homomorphism g : LSD(g)→ (d+1)Z that assigns
the value g(X) to a g-level set X . The vector field ∇g directs the edges in LSD(g): it orients the g-boundary
E from X−g (E) to X+g (E). Write (LSD(g),∇g) for this directed graph.
In Figure 3 we see an example of this graph. The different shades refer to the different values of g. Each
g-level set contracts into a single LSD(g)-vertex. The LSD(g)-edges are comprised of the g-boundaries
separating the g-level sets.
Lemma 5.5. The graph LSD(g) is well-defined and a tree.
Proof. It follows from Lemma 5.3 that every ∇g-directed LSD(g)-edge has a well-defined startpoint and
endpoint, and that removing an edge disconnects the graph. 
5.2. The boundary swap.
Lemma 5.6. Let M ⊂ Vg ⊂ Ed be a union of g-boundaries. Then the sets T ′i := Ti⊖M are tilings for
i∈ {1,2}. Write f ′1 and f ′2 for the unique height functions such that Φ( f ′i ) = (ai,T ′i ) and define g′= f ′1− f ′2.
Then Gg′ =Gg and LSD(g
′) =LSD(g). What’s more, ∇g′ and∇g are the same except that the g-boundaries
contained in M have reversed orientation, that is, ∇g′ = (−1)1M ·∇g.
Proof. First claim that T ′1 and T
′
2 are tilings. We focus on T
′
1 . Let s be a simplicial loop, and abuse notation
by writing s also for the set of edges crossed by this loop. It suffices to prove that |T ′1 ∩ s| = 1. Now
either s∩M is empty, or contains two edges, one from T1 and one from T2. In the former case we have
T ′1 ∩ s = T1 ∩ s and consequently |T ′1 ∩ s| = 1. In the latter case, we have T ′1 ∩ s = T2 ∩ s and consequently
|T ′1 ∩ s| = 1, as desired. This proves the claim. The appropriate functions f ′1 and f ′2 exist by virtue of
Theorem 4.5. Next,
Vg′ := T
′
1⊖T ′2 = (T1⊖M)⊖ (T2⊖M) = T1⊖T2 =Vg,
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and consequently Gg′ = Gg and LSD(g
′) = LSD(g). Finally,
∇g′ = αT ′1 −αT ′2 = αT1⊖M−αT2⊖M = (−1)
1M · (αT1 −αT2) = (−1)1M ·∇g.
This follows directly from the fact thatM ⊂ T1⊖T2 and from the definition of αT . 
Definition 5.7. Define
(T1,T2)⊖M := (T ′1 ,T ′2) = (T1⊖M,T2⊖M),
( f1, f2)⊖M := ( f ′1, f ′2) =
(
Φ−1(a1,T1⊖M),Φ−1(a2,T2⊖M)
)
,
whenever these are related as in the previous lemma. Write ( f1, f2)∼ ( f ′1, f ′2)whenever ( f ′1, f ′2) = ( f1, f2)⊖
M for some union of g-level setsM, in which case we say that the two pairs differ by a boundary swap. The
relation ∼ is an equivalence relation; write [( f1, f2)] for the equivalence class of ( f1, f2).
Remark 5.8. (1) If ( f ′1, f
′
2) = ( f1, f2)⊖M, then f ′1+ f ′2 = f1+ f2; a boundary swap does not change
the sum of the two involved height functions. To see that this is the case, observe thatM is a subset
of T1⊖T2, and therefore 1T1⊖M+ 1T2⊖M = 1T1 + 1T2 and
∇ f1+∇ f2 = αT1 +αT2 = αT1⊖M+αT2⊖M = ∇ f
′
1+∇ f
′
2.
(2) The notation indicates that the graphs Gg and LSD(g) are constructions in terms of g. Both graphs
however are also entirely characterised by the set Vg := T1⊖T2. The reason that we chose to have
the notation refer to the function g is that the graph LSD(g) really is the level set decomposition of
g, and that the gradient ∇g directs the edges of this graph. The sets T1 and T2 are of course linked
directly to the gradients ∇ f1 and ∇ f2. This reminds us of the fact that all constructions in this
section are in nature constructions on the gradients of f1 and f2. The boundary swap in particular
is made into an operation on Ω2 by choosing 0 as a reference point — implicitly through using the
map Φ — and making sure that f ′1(0) = f1(0) and f
′
2(0) = f2(0) whenever ( f
′
1, f
′
2) := ( f1, f2)⊖M.
We want to stress that the graphGg and the directed graph (LSD(g),∇g) are invariant under adding
constants to f1 and f2.
Figure 3 illustrates a boundary swap. The thick contour is the set M, and the two difference functions
g and g′ are related by g = f1− f2 and g′ = f ′1− f ′2 where ( f ′1, f ′2) := ( f1, f2)⊖M. Swapping by M effec-
tively inverts the orientation of the corresponding g-boundary. One can swap any union of g-boundaries.
Therefore one can direct the edges of LSD(g) in any desired way. We obtain the following theorem.
Theorem 5.9. The relation ∼ is an equivalence relation on Ω2. The elements in the ∼-equivalence class
of ( f1, f2) correspond naturally to the graph homomorphisms from LSD(g) to (d+1)Z that map 0 to g(0).
6. FIXED BOUNDARY CONDITIONS
In Subsection 6.1 we reduce Ω to a finite set by applying fixed boundary conditions. One can study
the uniform probability measure on this finite set. One can also define more general Boltzmann measures.
Boltzmann measures are defined in Subsection 6.2.
6.1. Fixed boundary conditions. If R ⊂ Xd , then write Rc for Xd \R. Write Ed(R) for the set of edges
e ∈ Ed that are incident to at least one vertex in R.
Definition 6.1. Define, for any height function f and for any tiling T ,
Ω(R, f ) := {g ∈ Ω : g|Rc = f |Rc},
Θ(R,T ) := {Y ∈ Θ : Y \Ed(R) = T \Ed(R)}.
Call a set R⊂ Xd a region if R is finite and if Rc is connected.
The set Ω(R, f ) should be thought of as the set of height functions that extend f |Rc to Xd .
Lemma 6.2. Let R⊂ Xd be a finite set, f a height function, and T := T ( f ). Then
(1) Ω(R, f ) and Θ(R,T ) are finite sets,
(2) The map g 7→ T (g) restricts to an injection from Ω(R, f ) to Θ(R,T ),
(3) If R is a region then the map g 7→ T (g) restricts to a bijection from Ω(R, f ) to Θ(R,T ).
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Proof. Without loss of generality, R does not contain 0.
If g ∈ Ω(R, f ) then we must have g(0) = f (0) and T (g) \Ed(R) = T ( f ) \Ed(R), and therefore Theo-
rem 4.5 implies that the map g 7→ T (g) restricts to an injection from Ω(R, f ) to Θ(R,T ). Clearly the number
of tilings in Θ(R,T ) is bounded by 2|E
d(R)| < ∞. We have now proven the first two assertions of the lemma.
Next, we prove that the same restriction map is also surjective whenever R is a region. Fix Y ∈ Θ(R,T )
and define g := Φ−1( f (0),Y ). It suffices to show that g ∈ Ω(R, f ), that is, that g(x) = f (x) for all x ∈ Rc.
Let p denote a path from 0 to x through (Xd \R,Ed \Ed(R)); such a path exists by definition of a region.
Then g(x)− f (0) = ∫ x0 αY = ∫pαY = ∫pαT = f (x)− f (0) because αY and αT are equal outside Ed(R). 
Fix a finite set R⊂ Xd and a height function f ∈Ω. Write f± for the pointwise minimum and maximum
over all height functions in the finite set Ω(R, f ). These are also height function by virtue of Proposition 3.3,
and clearly Ω(R, f ) = {g ∈Ω : f− ≤ g≤ f+}. The same proposition implies the following result.
Lemma 6.3. Fix a finite set R⊂ Xd and a height function f . Write f± as in the preceding discussion and
define F± := Ξ( f±). Then Ξ restricts to a bijection from Ω(R, f ) to {F ∈ Ψ : F− ⊂ F ⊂ F+}.
6.2. Boltzmann measures. Next, we define Boltzmann measures. The uniform probability measures on
the finite sets Ω(R, f ) and Θ(R,T ) are examples of Boltzmann measures. Informally, the introduction of
Boltzmann measures allows us to increase the relative probability of tilings containing certain edges.
Definition 6.4. Let R be a region, f a height function and T := T ( f ) a tiling. A positive real function
w on Ed(R) is called a weight function. Let Pw be the probability measure on the set Θ(R,T ) such that
Pw(Y ) ∝ ∏e∈Y∩Ed(R)w(e) for any Y ∈Θ(R,T ), that is,
Pw(Y ) :=
1
Zw
∏
e∈Y∩Ed(R)
w(e) where Zw := ∑
Y∈Θ(R,T)
∏
e∈Y∩Ed(R)
w(e).
The probability measure Pw is called a Boltzmann measure and the normalising constant Zw is called the
partition function. The measure Pw is also considered a probability measure on the sample space Ω(R, f ) by
defining Pw(g) := Pw(T (g)). Write P for Pw with w identically equal to 1, and write Z for the corresponding
partition function. Observe that Z = |Ω(R, f )| = |Θ(R,T )|. The definition of Zw makes sense also when w
takes complex values.
We prove that Zw equals the Cayley hyperdeterminant of a suitable hypermatrix in Section 15.
7. THE VARIANCE AND COVARIANCE STRUCTURE
This section and the next are dedicated to a straightforward application of Theorem 5.9 in the fixed
boundary setting.
Theorem 7.1. Let R be a region not containing 0, let b be a height function, and let w : Ed(R)→ (0,∞) be a
weight function. Denote the Boltzmann measure on Ω(R,b) with weight w by Pw. Abuse notation by writing
Pw for Pw×Pw; write ( f1, f2) for the pair of random functions in this measure, and write g := f1− f2. Also
write f for f1. Then for any x ∈ Xd , we have
Varw( f (x)) =
1
2
(d+ 1)2Ew(dLSD(g)(0,x)).
In other words, the variance of f (x) in Pw equals
1
2(d + 1)
2 times the Pw-expectation of the number of
g-boundaries that separate x from 0.
Proof. The random variables f1(x) and f2(x) are i.i.d., and therefore
Varw( f (x)) =
1
2
Varw( f1(x)− f2(x)) = 12Ew(( f1(x)− f2(x))
2) =
1
2
Ew(g(x)
2).
It suffices to prove that Ew(g(x)2) = (d+ 1)2Ew(dLSD(g)(0,x)). In fact, we make the stronger claim that
Ew(g(x)
2|[( f1, f2)]) = (d+ 1)2dLSD(g)(0,x).
The notation makes sense because LSD(g) is constant on each equivalence class [( f1, f2)]; both sides are
σ([( f1, f2)])-measurable. The proof of the claim relies on Theorem 5.9.
Assert first that [( f1, f2)] ⊂ Ω(R,b)2 whenever ( f1, f2) ∈ Ω(R,b)2. The set Rc is connected by the defi-
nition of a region, and it contains 0. Therefore Rc is contained in the g-level set containing 0. A boundary
swap does not alter the values of f1 and f2 on the g-level set containing 0, and therefore f1, f2, f ′1, f
′
2, and
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b all assume the same values on Rc provided that ( f ′1, f
′
2)∼ ( f1, f2) and ( f1, f2) ∈Ω(R,b)2. This proves the
assertion. Next, assert that Pw conditioned on [( f1, f2)] is uniform on [( f1, f2)]. To see that this is the case,
observe that
Pw(( f1, f2)) ∝ ∏
e∈Ed(R)
w(e)(1T ( f1)+1T( f2))(e).
Now 1T( f1)+ 1T( f2) = 1T ( f ′1)+ 1T( f ′2) whenever ( f
′
1, f
′
2)∼ ( f1, f2), which proves the assertion.
Theorem 5.9 now provides the distribution of the function g in the measure Pw conditioned on [( f1, f2)].
In particular, as LSD(g) is a tree, the distribution of g(x) is given by summing the outcomes of dLSD(g)(0,x)
fair coin flips, each worth ±(d+ 1). It is well-known that the expectation of the square of this random
variable is (d+ 1)2dLSD(g)(0,x), which proves the claim. 
In fact, the exact same calculation works for the covariance of f (x) with f (y).
Theorem 7.2. Work in the setting of the previous theorem. Then for any x,y ∈ Xd , we have
Covw( f (x), f (y)) =
1
2
(d+ 1)2Ew(dLSD(g)(0,z))
where z is the last LSD(g)-vertex of the LSD(g)-path from 0 to x that also appears in the LSD(g)-path
from 0 to y. In other words, the covariance of ( f (x), f (y)) in Pw equals
1
2 (d+ 1)
2 times the expectation of
the number of g-boundaries that separate both x and y from 0.
Proof. Again, we have Covw( f (x), f (y)) = 12 Covw(g(x),g(y)), and we prove that
Ew(g(x)g(y)|[( f1, f2)]) = (d+ 1)2dLSD(g)(0,z).
The conditioned measure Pw directs the edges of LSD(g) independently and uniformly at random, as in the
previous theorem. Thus, under the conditioned measure Pw, we have
(g(x),g(y))∼ (A+X ,A+Y),
where A, X , and Y are independent, where A is determined by summing the outcome of dLSD(g)(0,z) fair
independent coin flips each valued ±(d+ 1), where X is determined by flipping dLSD(g)(z,x) coins, and
where Y is determined by flipping dLSD(g)(z,y) coins. This proves the assertion. 
8. MONOTONICITY THROUGH EXPLICIT COUPLING WITH THE BOUNDARY SWAP
Theorem 8.1. Let R be a region, let b1,b2 ∈ Ω, and fix a weight function w. Write P1 and P2 for the
Boltzmann measures with weight w on Ω(R,b1) and Ω(R,b2) respectively. Write a− and a+ for the infimum
and supremum of (b1−b2)|Rc respectively. Then there exists a probability measure P on the pair ( f1, f2) ∈
Ω(R,b1)×Ω(R,b2) with marginals P1 and P2 such that a− ≤ f1− f2 ≤ a+ almost surely.
The theorem implies in particular that f1 ≥ f2 almost surely whenever b1 ≥ b2: the model is monotonic.
This may not come as a surprise to the reader, but the proof in this article is nonstandard. The usual proof
involves the construction of a coupledMarkov chain on the product space Ω(R,b1)×Ω(R,b2) that preserves
the monotonicity, and such that the invariant distribution has the correct marginals P1 and P2. Here we
present a direct proof: we start with the product measure P1×P2 on the product space Ω(R,b1)×Ω(R,b2),
then use the boundary swap to effectively erase all g-boundaries that are contained in Ed(R)—see Figure 4.
Proof. Say that 0 6∈ R without loss of generality. Pick (h1,h2) ∈Ω(R,b1)×Ω(R,b2) and write g= h1−h2.
Recall that the g-boundaries are — by definition — the connected components of Gg = (Vg,Eg), and define
M to be the union of all g-boundaries that are contained in Ed(R). Define D to be the union of the other g-
boundaries, that is, the union of the g-boundaries that intersect Ed \Ed(R). Define (h′1,h′2) := (h1,h2)⊖M.
Note that
T (h′1)\Ed(R) = (T (h1)⊖M)\Ed(R) = T (h1)\Ed(R).
This implies that h′1|Rc = h1|Rc = b1|Rc . We conclude that h′1 ∈ Ω(R,b1) and equivalently h′2 ∈ Ω(R,b2).
The map
(3) Π : Ω(R,b1)×Ω(R,b2)→ Ω(R,b1)×Ω(R,b2), (h1,h2) 7→ (h′1,h′2)
is a bijection because (h1,h2) can be obtained from (h′1,h
′
2) by swapping by M again; the set M itself can
be obtained from the pair (h′1,h
′
2) so that the inverse map is really well-defined. Moreover, the map Π is a
measure-preservingmap whenever its domain and codomain are endowed with the productmeasure P1×P2
(see the proof of Theorem 7.1 for a motivation). Next, define P :=P1×P2 with the random pair (h1,h2), and
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FIGURE 4. Erasure of the boundaries contained in Ed(R) in dimension d = 2. Boundary
conditions are enforced outside the marked rectangle.
write (h′1,h
′
2) := Π((h1,h2)). Define ( f1, f2) := (h1,h
′
2). Then P has the right marginals when considered
a measure on the random pair ( f1, f2) ∈ Ω(R,b1)×Ω(R,b2). It suffices to prove that a− ≤ h1− h′2 ≤ a+.
Observe that
T (h1)⊖T (h′2) = T (h1)⊖T (h2)⊖M = D,
and therefore h1− h′2 is constant on each connected components of (Xd ,Ed \D). By definition of D, every
connected component of (Xd,Ed \D) contains a vertex of Rc. Therefore
(h1− h′2)(Xd) = (h1− h′2)(Rc) = (b1− b2)(Rc) = [a−,a+]∩ (d+ 1)Z.
This completes the proof. 
9. THE PERIODIC SETTING
In this section we are interested in an extension of Sections 5 and 6 to the periodic setting. While
the periodic setting is interesting in its own right, the main purpose of this section is its usefulness in the
construction of shift-invariant gradient Gibbs measures in Section 13.
9.1. Periodic boundary conditions. An linear form s ∈ H∗ is called a slope.
Definition 9.1. Periodic boundary conditions are characterised by a pair (L,s), where L⊂ Xd is a full-rank
sublattice and s ∈ H∗ a slope. A function f : Xd → R is called (L,s)-periodic if, for any x ∈ Xd and y ∈ L,
f (x+ y) = f (x)+ s(y).
Call a function L-periodic if it is (L,s)-periodic for some s ∈H∗. Write Ω(L,s) for the set of (L,s)-periodic
height functions that map 0 to 0. Call a pair (L,s) valid if Ω(L,s) is nonempty.
It is not a priori clear which periodic boundary conditions (L,s) are valid. First, every function f ∈
Ω(L,s) must satisfy f |L = s|L, so if s|L does not extend to a height function then Ω(L,s) is empty. On
the other hand, if s|L extends to a height function, then the minimum amongst all possible extensions is
(L,s)-periodic. Therefore (L,s) is valid if and only if s|L extends to a height function. Lemma 2.5 imposes
a Lipschitz condition and a parity condition on s|L. Clearly s|L is Lipschitz if and only if s is Lipschitz.
Definition 9.2. Define the asymmetric norm || · ||∗+ onH∗ by ||s||∗+ :=maxi s(gi). A slope s∈H∗ is Lipschitz
if and only if ||s||∗+ ≤ 1; write S := {s ∈ H∗ : ||s||∗+ ≤ 1} for the collection of Lipschitz slopes.
Proposition 9.3. The set S ⊂ H∗ is a closed d-simplex with extreme points {si : 1 ≤ i ≤ d+ 1}, where
each slope si satisfies, for any j,
si(g j) :=
{
−d if i= j,
1 if i 6= j.
Introduce also the parity condition for the following result.
Lemma 9.4. Suppose given periodic boundary conditions (L,s). Then (L,s) is valid if and only if s ∈ S
and s(x) ∈ Parity(x) for every x ∈ L. In particular, if L ⊂ (d+ 1)Xd , then Parity(x) = (d+ 1)Z for every
x∈ L, and under this extra condition, (L,s) is valid if and only if s∈S and s(x) ∈ (d+1)Z for every x∈ L.
A GENERALISATION OF THE HONEYCOMB DIMER MODEL TO HIGHER DIMENSIONS 15
If L= n(d+ 1)Xd for some n ∈ N, then (L,s) is valid if and only if s ∈S and
s(n(d+ 1)gi) = n(d+ 1)s(gi) ∈ (d+ 1)Z
for every 1≤ i≤ d+ 1, that is, s(gi) ∈ Z/n.
Definition 9.5. Define Ln = n(d+ 1)Xd for every n ∈ N. This is a full-rank sublattice of Xd . Define
Sn := {s ∈S : s(gi) ∈ Z/n for every 1≤ i≤ d+ 1} .
In other words, Sn is precisely the set of slopes s such that (Ln,s) is valid.
Remark that Sn converges to S in the Hausdorff metric. More specifically, every slope s ∈ S can be
approximated by a sequence of slopes (sn)n∈N where sn ∈Sn for each n.
9.2. Symmetries of the periodic setting. For x ∈ Xd , write θx for the map H → H, y 7→ y+ x. This map
is called a shift, and it is also clearly a symmetry of Xd . Write Θ(L) for the group {θx : x ∈ L} whenever
L is a sublattice of Xd , and denote the group {θx : x ∈ Xd} of all shifts by Θ. If f is a function defined on
either H or Xd , then write θ f for the function defined by θ f (x) := f (θx). If α is a flow on (Xd ,Ed), then
write θα for the flow defined by θα(x,y) := α(θx,θy).
If f is a height function and θ ∈ Θ, then define the height function θ˜ f by θ˜ f := θ f − f (θ0)+ f (0).
In other words, θ˜ f is the unique height function such that (θ˜ f )(0) = f (0) and ∇θ˜ f = θ∇ f . Observe that
the map θ˜ : Ω → Ω is bijective, and that θ˜ restricts to a bijection from Ω(L,s) to Ω(L,s) for any periodic
boundary conditions (L,s).
Each height function f ∈ Ω(L,s) is characterised by the Θ(L)-invariant set T ( f ) ⊂ Ed . This is due to
Theorem 4.5 and the fact that f (0) = 0. This implies in particular that the set Ω(L,s) is finite, because
|Ω(L,s)| ≤ 2|Ed/L| < ∞.
Lemma 9.6. Pick valid periodic boundary conditions (L,s), write P for the uniform probability measure
on Ω(L,s), and write f for the random function in Ω(L,s). Then θ˜ f ∼ f in P for any θ ∈ Θ. Moreover,
E f (x) = s(x) for every x ∈ Xd .
Proof. The first assertion is obvious as θ˜ : Ω(L,s)→Ω(L,s) is a bijection and P is uniform on this set. The
first assertion implies that the map E( f (·)) : Xd → R is additive. Therefore it must extend to a linear form
in H∗. Now L is full-rank and P( f (x) = s(x)) = 1 for every x ∈ L, and therefore E( f (·)) must extend to the
linear form s ∈S ⊂ H∗. 
9.3. The boundary swap in the periodic setting. Next, we adapt the level set decomposition and the
boundary swap to the periodic setting. Let L denote a full-rank sublattice of Xd in the rest of this section,
and fix two L-periodic height functions f1 and f2. Write Ti := T ( fi) for i∈ {1,2}, and set g := f1− f2. Since
f1 and f2 are L-periodic, the sets T1 and T2 are Θ(L)-invariant, and therefore the graphs Gg and LSD(g) are
Θ(L)-invariant. It now makes sense to speak of the graphsGg/L and LSD(g)/L, and these graphs are finite
because L is full-rank.
Definition 9.7. Write PLSD(g,L) for LSD(g)/L, the periodic level set decomposition of g.
Note that PLSD(g,L) need not be a simple graph. The division by L may induce self-loops or multi-
ple edges. These edges remain distinguishable from one another as they continue to correspond with the
different connected components of the graph Gg/L.
The gradient ∇g is always Θ(L)-invariant, and therefore well-defined as a vector field on PLSD(g,L).
If ∇g is conservative on PLSD(g,L), then g is the discrete integral of ∇g, and in that case g is a graph
homomorphism from PLSD(g,L) to (d+ 1)Z. This happens if and only if g is (L,0)-periodic, where 0
denotes the zero slope in H∗. This implies the following lemma.
Lemma 9.8. Suppose that f1 and f2 are (L,s1)-periodic and (L,s2)-periodic respectively for some s1,s2 ∈
S , and set sg := s1− s2. Then g is (L,sg)-periodic. Moreover, the following are equivalent:
(1) sg = s1− s2 = 0,
(2) g is a graph homomorphism from PLSD(g,L) to (d+ 1)Z,
(3) ∇g is conservative as a vector field on PLSD(g,L),
Finally, we construct the periodic boundary swap.
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Lemma 9.9. Let M ⊂ Vg ⊂ Ed be a union of PLSD(g,L)-edges. Define ( f ′1, f ′2) := ( f1, f2)⊖M and write
g′ := f ′1 − f ′2 and T ′i := T ( f ′i ) = Ti ⊖M for i ∈ {1,2}. Then f ′1, f ′2, and g′ are L-periodic. Moreover,
(PLSD(g′,L),∇g′) = (PLSD(g,L),∇g) except that the PLSD(g,L)-edges contained in M have reversed
direction, that is, ∇g′ = (−1)1M ·∇g.
Proof. The set M is a union of connected components of Gg/L and therefore a union of g-boundaries that
satisfies M = M+ L. The functions f ′1 and f
′
2 are L-periodic because T
′
1 = T1⊖M and T ′2 = T2⊖M are
Θ(L)-invariant. This also implies that g′ is L-periodic. Lemma 5.6 states that LSD(g′) = LSD(g), and
consequently PLSD(g′,L) = PLSD(g,L). That lemma also states the final assertion of this lemma. 
Definition 9.10. Let f1, f2, f ′1, f
′
2 and M be as in the previous lemma. Then the pairs ( f1, f2) and ( f
′
1, f
′
2)
differ by an L-periodic boundary swap, and we write ( f1, f2) ∼L ( f ′1, f ′2). Write [( f1, f2)]L for the ∼L-
equivalence class of ( f1, f2). If f1, f2, f ′1 and f
′
2 are all (L,s)-periodic, then the pairs differ by an (L,s)-
periodic boundary swap, and we write ( f1, f2)∼(L,s) ( f ′1, f ′2). Write [( f1, f2)](L,s) for the∼(L,s)-equivalence
class of ( f1, f2).
Lemma 9.9 asserts that we can use boundary swaps to direct the edges of PLSD(g,L) in any desired
way. Moreover, if the resulting vector field ∇g′ is conservative, then Lemma 9.8 tells us that g′ is a graph
homomorphism. If sg = sg′ = 0, then the slopes of all four involved height functions must be the same,
because a boundary swap preserves the sum of the two height functions.
Lemma 9.11. For fixed ( f1, f2) ∈ Ω(L,s)2, the elements of [( f1, f2)](L,s) correspond naturally to the graph
homomorphisms from PLSD(g,L) to (d + 1)Z that map 0 to 0. (Here 0 denotes the PLSD(g,L)-vertex
containing 0).
Lemma 5.5 says that LSD(g) is a tree. Theorem 5.9 is useful because it is straightforward to understand
the uniform probability measure on the set of graph homomorphisms from a tree to (d+ 1)Z that map the
root to some fixed value. The graph PLSD(g,L) is connected, but it is not generally a tree. A pseudotree is
a connected graph that contains at most one cycle. A self-loop counts as a cycle of length 1 and a multiple
edge consisting of two edges counts as a cycle of length 2.
Lemma 9.12. The graph PLSD(g,L) is a pseudotree.
Lemma 9.12 is a corollary of the following exercise in elementary graph theory.
Proposition 9.13. If T is a tree and A an Abelian group of automorphisms of T , then T/A is a pseudotree.
10. POINTWISE CONCENTRATION INEQUALITIES
In this section we prove pointwise concentration inequalities for the random height function, either in
a Boltzmann measure with fixed boundary conditions, or in the uniform probability measure on a set of
periodic height functions. We rely on Theorem 5.9 and Lemma 9.11, and the idea is very similar to the
proof of Lemma 7.1. We now apply the Azuma-Hoeffding inequality to obtain stronger concentration
inequalities. We first prove two auxiliary lemmas.
Lemma 10.1. Let G be a finite connected bipartite pseudotree. Let 0 and x be vertices of G. Let Γ be the
set of graph homomorphisms from G to (d+ 1)Z that map 0 to 0, let P be the uniform probability measure
on Γ, and write g for the random homomorphism in Γ. Then
(1) Var(g(x))≤ (d+ 1)2dG(0,x),
(2) P(g(x)≥ (d+ 1)a)≤ exp− a22dG(0,x) for all a≥ 0 whenever dG(0,x)> 0,
(3) P(g(x)≤ (d+ 1)a)≤ exp− a22dG(0,x) for all a≤ 0 whenever dG(0,x)> 0.
Proof. Let p denote a shortest path from 0 to x. Write n for the number of bridges in p andm for the number
of edges in p that are contained in a cycle. Write 2c for the length of the cycle if it is present or set c = 0
otherwise. Let (Xk)k≥0 be a simple symmetric random walk in Z, and let (Yk)k≥0 be an independent simple
symmetric randomwalk in Z, conditioned onY2c = 0. Observe that g(x)∼ (d+1)(Xn+Ym). Note that both
Xk and Yk are symmetric (in the sense that Xk ∼ −Xk and Yk ∼ −Yk) and that Yk is more concentrated than
Xk (in the sense that P(|Yk| ≥ a)≤ P(|Xk| ≥ a) for all a). Therefore
Var(g(x)) = E(g(x)2) = (d+ 1)2E(X2n +Y
2
m)≤ (d+ 1)2(n+m) = (d+ 1)2dG(0,x).
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The inequality is due to overestimating E(Y 2m) by E(X
2
m) = m. This is (1). It is straightforwardly verified
that P(Xn+Ym ≥ a)≤ P(Xn+m ≥ a) for all a> 0. The Azuma-Hoeffding inequality tells us that
P(Xn+Ym ≥ a)≤ P(Xn+m ≥ a)≤ exp− a
2
2(n+m)
= exp− a
2
2dG(0,x)
for a> 0. This is (2), and (3) follows by symmetry. 
However, the graph homomorphism g : G→ (d+ 1)Z — where G is either LSD(g) or PLSD(g,L), de-
pending on the setting— arises as the difference of f1 and f2, and therefore we need to relate the distribution
of f1 and f2 to the distribution of g. This is the purpose of the second auxiliary lemma.
Lemma 10.2. Let X1 and X2 be i.i.d. random variables of mean µ and set Y = X1−X2. Suppose that there
exists an n≥ 0 such that Y satisfies
(1) Var(Y )≤ (d+ 1)2n,
(2) P(Y ≥ (d+ 1)a)≤ exp− a22n for all a≥ 0 whenever n> 0,
(3) P(Y ≤ (d+ 1)a)≤ exp− a22n for all a≤ 0 whenever n> 0.
Then
(4) Var(X1)≤ 12(d+ 1)2n,
(5) P(X1− µ ≥ (d+ 1)a)≤ 2exp− (a−
√
n/2)2
2n for all a≥ 0 whenever n> 0,
(6) P(X1− µ ≤ (d+ 1)a)≤ 2exp− (a+
√
n/2)2
2n for all a≤ 0 whenever n> 0.
Proof. We only prove (5); (4) is clear and (6) follows by symmetry. Write m for a median of X2, so that
P(X1−m≥ (d+ 1)a)≤ P(X1−X2 ≥ (d+ 1)a|X2 ≤ m)
≤ 2P(X1−X2 ≥ (d+ 1)a) = 2P(Y ≥ (d+ 1)a)≤ 2exp− a
2
2n
for all a≥ 0. Now |m− µ | ≤ √VarX2 ≤ (d+ 1)
√
n/2, and therefore
P(X1− µ ≥ (d+ 1)a)≤ P
(
X1−m≥ (d+ 1)(a−
√
n/2)
)
≤ 2exp− (a−
√
n/2)2
2n
.
We used here that a≥
√
n/2, but it is enough to require a≥ 0 since 2e− 14 ≥ 1. 
We first apply these lemmas to the random function f in a Boltzmann measure Pw subject to fixed
boundary conditions.
Lemma 10.3. Let R be a region, b a height function, and w : Ed(R)→ (0,∞) a weight function. Write Pw
for the Boltzmann measure on Ω(R,b) with weight w, and write f for the random height function in Pw.
Then for any x ∈ R, the random variable X1 := f (x) satisfies (4) – (6) of Lemma 10.2 with µ := Ew( f (x))
and
n :=
f+(x)− f−(x)
d+ 1
≤ d(Xd ,Ed)(Rc,x),
where f− and f+ denote the smallest and the largest height function in Ω(R,b).
Proof. Say that 0 6∈ R without loss of generality. Claim that
n :=
f+(x)− f−(x)
d+ 1
= max
f1, f2∈Ω(R,b)
dLSD( f1− f2)(0,x)≤ d(Xd ,Ed)(Rc,x).
The inequality on the right is obvious; we focus on the equality in the display. The equality follows from
Theorem 5.9; the theorem says that we may direct all the edges in the graph LSD(g) such that every step of
the path from 0 to x in the graph LSD(g) corresponds to an increment of f1− f2 by d+1. Clearly f+− f−
maximises this difference. This proves the claim.
Abuse notation by writing Pw for the measure Pw×Pw on Ω(R,b)2, and write ( f1, f2) for the random
pair of height functions in Ω(R,b)2. Let g := f1− f2. It suffices to prove (1) – (3) of Lemma 10.2 for the
random variable Y = g(x).
Fix ( f ′1, f
′
2) ∈ Ω(R,b)2 and write g′ = f ′1 − f ′2. Recall from the proof of Theorem 7.1 that the mea-
sure Pw(·|[( f ′1, f ′2)]) = Pw(·|( f1, f2) ∈ [( f ′1, f ′2)]) is uniformly random in the finite set [( f ′1, f ′2)]⊂ Ω(R,b)2.
Theorem 5.9 and Lemma 10.1 say that the random variable g(x) satisfies (1) – (3) of Lemma 10.1 with
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G = LSD(g′) in the measure Pw(·|[( f ′1, f ′2)]). But the bounds in (1) – (3) are increasing in dG(0,x), and
therefore we may replace dG(0,x) by n, which yields (1) – (3) of Lemma 10.2 for Y = g(x) in the measure
Pw(·|[( f ′1, f ′2)]). Take expectation over ( f ′1, f ′2) to obtain the same bounds in the unconditioned measure
Pw. 
The next proof is the same as the previous; only replace Theorem 5.9 by Lemma 9.11.
Lemma 10.4. Let (L,s) be a pair of valid periodic boundary conditions. Write P for the uniform probability
measure on Ω(L,s) with random function f . Then for any x ∈ Xd , the random variable X1 := f (x) satisfies
(4) – (6) of Lemma 10.2 with µ = E( f (x)) = s(x) and
n=
f+(x)− f−(x)
d+ 1
≤ d(Xd ,Ed)(L,x)≤ d(Xd ,Ed)(0,x),
where f− and f+ denote the smallest and largest height functions in Ω(L,s).
11. THE LARGE DEVIATIONS PRINCIPLE AND THE VARIATIONAL PRINCIPLE
A fundamental problem of variational calculus is to find the minimiser of the free energy integral: if D
is a bounded open subset of Rd and σ :D×R×Rd the free energy function, then minimise the free energy
integral ∫
D
σ(x, f (x),∇ f (x))dx
over all differentiable functions f :D→ R. One may want to impose boundary conditions by asking that f
extends continuously to the closure of D and that the extension equals some prescribed continuous function
on the boundary of D. Many problems in physics and mathematics may be stated in a variational form. For
example, if σ is chosen such that the free energy integral equals the physical surface area of the graph of f ,
then the minimiser of the integral is a minimal surface. In general, the minimiser of the integral gives the
state with the lowest energy, that is, the most stable equilibrium state.
The free energy integral is, in certain models, motivated by statistical physics. In statistical physics
it is acknowledged that particles are discrete, and not continuous, as they may appear on a macroscopic
level. The central problem is then to demonstrate that the continuous integral formulation of the problem is
recovered by an analysis of the discrete model and suitable rescaling.
Before explaining how this works in the setting of this paper, we must introduce the set of limit shapes
and formalise the scaling procedure. Write Λ for the set of functions f : H → R that are Lipschitz, in the
sense that we require f (y)− f (x) ≤ ||y− x||+ for each x,y ∈ H. This is the set of limit shapes. Scaling is
defined as follows. For R⊂H, f a real-valued Lipschitz function on R, and a ∈ (0,∞), we write κ( f ,a) for
the function on aR⊂ H defined by κ( f ,a)(x) := a f (x/a). If f is Lipschitz then κ( f ,a) is also Lipschitz.
Consider an open bounded subset R of H together with a Lipschitz function b ∈ Λ. We also impose that
the complement of R is the closure of its interior, to exclude pathologies. The pair (R,b) will serve as the
continuous counterpart to the discrete boundary conditions of Section 6. For each n ∈ N we discretise the
problem as follows. Define Rn := Xd ∩nR, so that 1nRn = 1nXd ∩R. Write bn for the largest height function
subject to bn≤ κ(b,n)|Xd , that is, bn := ⌊κ(b,n)⌋. We now have a sequence of discrete boundary conditions
((Rn,bn))n∈N that approximates the continuous boundary conditions (R,b). If fn ∈ Ω(Rn,bn) with n large,
then κ( fn,1/n) is close to b on 1nX
d \R in the supremum norm: the pointwise difference is bounded by
(d+ 1)/n.
Suppose now that some Lipschitz function f ∈ Λ equals b on H \R. For fixed n ∈ N, we ask how many
height functions fn ∈ Ω(Rn,bn) have κ( fn,1/n) close to f . We answer this question by means of a large
deviations principle. Informally, the large deviations principle asserts that the logarithm of this number of
interest equals roughly−ndIR,b( f ). The function IR,b denotes the rate function, and is defined by
IR,b : Λ → R∪{∞}, f 7→
{∫
R σ(∇ f (x))dx if f |R = b|R,
∞ if f |R 6= b|R,
where σ : S →R is the surface tension which satisfies
σ(s) = lim
n→∞−n
−d log |Ω(Bn,⌊s⌋)|.
In this equation Bn is simply a box of sides n− 1; see (4) for a formal definition. Remark that Lipschitz
functions are differentiable almost everywhere, and that ∇ f takes values in S . The surface tension σ(s) at
the slope s ∈ S thus characterises the asymptotic number of height functions that approximate that slope.
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We shall demonstrate that σ is strictly convex on the interior of S , which implies that IR,b has a unique
minimiser. Write fR,b ∈ Λ for this unique minimiser.
We now formalise the large deviations principle. This requires a topology on Λ; we simply work in the
topology of uniform convergence, denoted byX . If A⊂Λ, then write A◦ and A∗ for the interior and closure
of A with respect to X respectively. Also, write An for the set of height functions f ∈Ω such that κ( f ,1/n)
and g are equal on 1
n
Xd for some g ∈ A. We are now ready to state the large deviations principle.
Theorem 11.1. For any A⊂ Λ, we have
inf
A∗
IR,b ≤ liminf
n→∞ −n
−d log |Ω(Rn,bn)∩An| ≤ limsup
n→∞
−n−d log |Ω(Rn,bn)∩An| ≤ inf
A◦
IR,b.
In particular, if µn is the uniform probability measure on Ω(Rn,bn) for each n ∈ N, then
inf
A∗
IR,b−m≤ liminf
n→∞ −n
−d logµn(An)≤ limsup
n→∞
−n−d logµn(An)≤ inf
A◦
IR,b−m,
where m := IR,b( fR,b) denotes the minimum of the rate function.
The set {IR,b < ∞} is compact in the topology of uniform convergence because we work in the Lipschitz
setting and because all functions f ∈ {IR,b < ∞} equal b on the complement of the bounded set R. It is
straightforward to show that IR,b is lower semicontinuous (because σ is convex onS ) and that its minimiser
fR,b is unique (because σ is strictly convex on the interior of S ). In particular, if A⊂ Λ is a closed set not
containing fR,b, then infA IR,b > m = IR,b( fR,b). The large deviations principle then says that µn(An)→ 0.
An inspection of the complement of this set A⊂ Λ yields the variational principle.
Theorem 11.2. If A⊂ Λ is open and contains fR,b, then limn→∞ µn(An) = 1.
The large deviations principle puts the surface tension σ at the centre of the discussion, at least if one is
interested in the perspective of statistical physics. Strict convexity of σ implies that the rate function has
a unique minimiser, which then leads to the variational principle. The large deviations principle and strict
convexity of the surface tension were proven by Sheffield in his PhD thesis Random surfaces [24]. (See also
[7] for a background on large deviations principles.) In the remainder of this paper, we prove that the surface
tension is strictly convex. The boundary swap, which is specific to the model of this paper, greatly simplifies
the proof of [24]. Before proceeding, we want to remark that the proof of the large deviations principle is
somewhat standard, as is the proof of convexity of the surface tension. It is really the strict convexity of the
surface tension where one requires a special argument. We shall not formalise the connection between the
surface tension and the large deviations principle, instead we appeal to the intuition of the reader and refer
to [24] for details. The proof for strict convexity presented here resorts to the classical argument of Burton
and Keane [5], who assert that trifurcation boxes cannot occur with positive probability in shift-invariant
measures.
12. THE SURFACE TENSION
12.1. Definition and well-definedness. If f : H → R is Lipschitz then ∇ f exists almost everywhere and
takes values in S . The surface tension σ(s) describes, for each s ∈ S , the asymptotics of the number of
height functions that approximate the slope s. For n ∈ N, let Bn and B¯n denote the subsets of Xd defined by
(4) Bn := {a1g1+ · · ·+ adgd : 0< a1, . . . ,ad < n}, B¯n := {a1g1+ · · ·+ adgd : 0≤ a1, . . . ,ad ≤ n}.
Note that B¯n = Bn+2+ gd+1, and that |Bn| = (n− 1)d and |B¯n| = (n+ 1)d . The set Bn is called the box of
size n, and B¯n is called the closed box of size n, as it contains both Bn and all neighbours of vertices in Bn.
Definition 12.1. For each s ∈S and n ∈ N, write
σn(s) :=−n−d loginfa∈R |Ω(Bn,⌊s+ a⌋)|=−n−d log infa∈[0,d+1) |Ω(Bn,⌊s+ a⌋)|.
Note that the two numbers in the definition are the same because |Ω(R, f )| = |Ω(R, f + d+ 1)| for any
R⊂ Xd and f ∈ Ω. A bijection from the first set to the second is given by the map g 7→ g+ d+ 1.
Lemma 12.2. For each s ∈S , the limit σ(s) := limn→∞ σn(s) exists and takes values in [− log2,0].
Definition 12.3. The function σ : S → [− log2,0] is called the surface tension.
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The appearance of the number a in Definition 12.1 makes it easier to prove that the sequence (σn(s))n∈N
converges as n→ ∞. We shall see later — in Corollary 12.6 — that we may equally well take a= 0.
For R ⊂ Xd , write ∂R for the vertices of Xd that are adjacent to — but not contained in — R. If f and
g are real-valued functions defined on disjoint sets R⊂ Xd and R′ ⊂ Xd respectively, then write f g for the
function
f g : R∪R′→R, x 7→
{
f (x) if x ∈ R,
g(x) if x ∈ R′.
Remark 12.4. We make some important observations before providing a proof to Lemma 12.2.
(1) For any height function f ∈ Ω, the set Ω(R, f ) is increasing in the choice of R⊂ Xd . In particular,
the cardinality |Ω(R, f )| is increasing in R.
(2) Let R ⊂ Xd be finite and f a height function. The nontrivial behaviour of the set Ω(R, f ) depends
only on the choice of the set R and on the values of f on ∂R. To see why, note first that each
function g ∈ Ω(R, f ) is characterised by its restriction g|R; the values of g on Rc are given by f .
To determine if a real-valued extension g of f |Rc to Xd is a height function, we need to verify that
the values of ∇g are correct on Ed(R). This condition depends on f |∂R and g|R only because every
edge in Ed(R) is contained in R∪∂R.
The following corollary is useful in practice. Suppose that f and g are height functions that
differ by a constant on ∂R, say ( f − g)|R = a ∈ (d+ 1)Z. Then the map
Ω(R, f )→ Ω(R,g), h 7→ g|Rc(h− a)|R
is a bijection. In particular, |Ω(R, f )|= |Ω(R,g)|.
(3) Let f denote a height function. Suppose that some finite set R ⊂ Xd is not connected as a subset
of (Xd ,Ed), say it is the disjoint union of R1 and R2, with no vertex of R1 adjacent to a vertex
of R2. To check that some real-valued extension g of f |Rc to Xd is a height function, we must
verify that ∇g takes the correct values on Ed(R). But Ed(R) is the disjoint union of Ed(R1) and
Ed(R2), and therefore we may — for the sake of checking this condition — consider the values of
g on R1 separately from the values of g on R2. In other words, the set of extensions of f |Rc to Xd
decomposes as the product of the set of extensions to Rc1 and the set of extensions to R
c
2.
Formally, we establish the following result. Let f be a height function. Suppose that R1,R2⊂Xd
are finite, disjoint, and with no vertex of R1 adjacent to a vertex of R2. Then the map
Ω(R1, f )×Ω(R2, f )→ Ω(R1∪R2, f ), (g1,g2) 7→ f |(R1∪R2)cg1|R1g2|R2
is a bijection. In particular, |Ω(R1∪R2, f )|= |Ω(R1, f )| · |Ω(R2, f )|.
Proof of Lemma 12.2. If s∈S , a∈R, and θ ∈Θ, then it is straightforward to prove that θ˜⌊s+a⌋= ⌊s+b⌋
for some b ∈ R. This implies that θ˜Ω(θBn,⌊s+ a⌋) = Ω(Bn, θ˜⌊s+ a⌋) = Ω(Bn,⌊s+ b⌋). The three sets
have the same cardinality, and therefore
(5) infa∈R |Ω(θBn,⌊s+ a⌋)|= infa∈R |Ω(Bn,⌊s+ a⌋)| :
taking the infimum of the cardinalities over all a ∈ R resolves the absence of shift-invariance of ∇⌊s⌋ that
is a consequence of passing from s to ⌊s⌋.
For any n ∈ N and any a ∈ R we have 1 ≤ |Ω(Bn,⌊s+ a⌋)| ≤ 2|Bn| ≤ 2nd , and consequently − log2 ≤
σn(s) ≤ 0. Now infa∈R |Ω(Bn,⌊s+ a⌋)| is increasing in n, and therefore σn+1(s) ≤ (n/(n+ 1))dσn(s) for
every n ∈N. To prove that the sequence converges, it suffices to prove that σkn(s)≤ σn(s) for any n,k ∈N.
Remark 12.4 implies that
|Ω(Bkn,⌊s+ a⌋)| ≥ |Ω(∪x∈{0,...,k−1}d (Bn+ nx1g1+ · · ·+ nxdgd),⌊s+ a⌋)|
= ∏x∈{0,...,k−1}d |Ω(Bn+ nx1g1+ · · ·+ nxdgd,⌊s+ a⌋)|
and taking infima gives
infa∈R |Ω(Bkn,⌊s+ a⌋)| ≥ ∏x∈{0,...,k−1}d infa∈R |Ω(Bn+ nx1g1+ · · ·+ nxdgd,⌊s+ a⌋)|
= infa∈R |Ω(Bn,⌊s+ a⌋)|kd .
This proves that σkn(s)≤ σn(s) and therefore the lemma. 
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12.2. Stability of the definition. The crucial step in the previous lemma was the supermultiplicativity,
which relies on Equation 5. The following theorem may be considered an alternative definition of the
surface tension, and it effectively dispenses with the a in Definition 12.1. (See Corollary 12.6.)
Theorem 12.5. Suppose that n−1|| fn|∂Bn−s|∂Bn ||∞ → 0 as n→∞ for some slope s∈S and some sequence
of height functions ( fn)n∈N ⊂ Ω. Then σ(s) = limn→∞−n−d log |Ω(Bn, fn)|.
Proof. We distinguish two cases, depending on wether or not s ∈ ∂S .
First consider the case that s ∈ ∂S . We are going to show that limn→∞−n−d log |Ω(Bn, fn)|= 0. There-
fore we only require an asymptotic upper bound on |Ω(Bn, fn)|. We obtain a sufficient combinatorial bound
on |Ω(Bn, fn)| through a series of small intermediate results. There exists an i such that s(gi) = 1 because
s ∈ ∂S . Fix a finite set R⊂ Xd and a height function f for now. Write Ed(R)i for the edges in Ed(R) of
the form {x,x+ gi}, and observe that |R| ≤ |Ed(R)i| ≤ |R|+ |∂R|.
(1) Each function g ∈ Ω(R, f ) is characterised by the set T (g)∩Ed(R)i. Fix x ∈ R; we aim to recover
g(x) from T (g)∩Ed(R)i. Write p= (pk)0≤k≤n for the shortest path that starts at x, ends in ∂R, and
with every increment of the form gi. Then the edges of p are in Ed(R)i, and
g(x) = g(pn)−
∫
p
αT (g) = f (pn)−
∫
p
αT (g)∩Ed(R)i .
This proves the claim.
(2) The number |T (g)∩Ed(R)i| is constant over all height functions g ∈ Ω(R, f ). To see that this is
the case, observe simply that the number |T (g)∩Ed(R)i| is stable under the local moves that were
defined in Subsection 3.3.
The first two intermediate results imply jointly that
|Ω(Bn, fn)| ≤
( |Bn|+ |∂Bn|
|T ( fn)∩Ed(Bn)i|
)
.
In order to bound |Ω(Bn, fn)|, we need to bound the two numbers in the binomial term on the right. For the
number on top we observe simply that |Bn|+ |∂Bn| ≤ (n+ 1)d.
(3) We have ∑x∈∂Bn | fn(x)− s(x)| ≥ (d+ 1)|T ( fn)∩Ed(Bn)i|. Associate to each x ∈ Bn the unique
path px that starts and ends in ∂Bn, has all other vertices in Bn, travels through x, and with all
increments of the form gi. Write px± for the start- and endpoint of px. Write P := {px : x ∈ Bn} for
the collection of all such paths. If we identify each path in P with its set of traversed edges, then P
partitions Ed(Bn)i. Each vertex in ∂Bn is the start- or endpoint of at most one path in P. For each
path p ∈ P, we have — writing |p| for the length of p—
( fn(p+)− fn(p−))− (s(p+)− s(p−)) =
∫
p
αT ( fn)−|p|=−(d+ 1)|T( fn)∩p|.
This implies that | fn(p−)− s(p−)|+ | fn(p+)− s(p+)| ≥ (d+1)|T ( fn)∩p|. Sum over all p ∈ P for
∑
x∈∂Bn
| fn(x)− s(x)| ≥ ∑
p∈P
| fn(p−)− s(p−)|+ | fn(p+)− s(p+)|
≥ ∑
p∈P
(d+ 1)|T ( fn)∩p|= (d+ 1)|T( fn)∩Ed(Bn)i|.
This is the claim.
(4) We have (n+ 1)−d|T ( fn)∩Ed(Bn)i| → 0 as n→ ∞. To see that this limit is correct, observe that
(n+ 1)−d(d+ 1)|T( fn)∩Ed(Bn)i| ≤ (n+ 1)−d ∑
x∈∂Bn
| fn(x)− s(x)|
≤ |∂Bn|
(n+ 1)d−1
|| fn|∂Bn− s|∂Bn ||∞
n+ 1
→ 0
as n→ ∞. In particular, the first fraction remains bounded as n→ ∞, and the second fraction tends
to zero by assumption. This proves the claim.
Conclude now that
|Ω(Bn, fn)| ≤
(
(n+ 1)d
an(n+ 1)d
)
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for some sequence (an)n∈N ⊂ (0,1) tending to 0 as n→ ∞. It is straightforward to demonstrate that
− log |Ω(Bn, fn)| ≥ − log
(
(n+ 1)d
an(n+ 1)d
)
≥ (n+ 1)d(an logan+(1− an) log(1− an)).
In particular, multiplying by n−d and taking n→ ∞ gives limn→∞−n−d log |Ω(Bn, fn)|= 0, as desired.
The proof for s in the interior of S is different. It relies on Remark 12.4, the Kirszbraun theorem, and
the fact that all slopes in a neighbourhood of s are also Lipschitz. For the lemma it is sufficient to show that
for any 0< ε < 1/2 there exists an N ∈ N such that for all n≥ N,
(6) inf
a∈R
|Ω(Bn−2⌈nε⌉,⌊s+ a⌋)| ≤ |Ω(Bn, fn)| ≤ inf
a∈R
|Ω(Bn+2⌈nε⌉,⌊s+ a⌋)|.
Indeed, the inequalities imply that(
n−2⌈nε⌉
n
)d
σn−2⌈nε⌉(s)≥−n−d log |Ω(Bn, fn)| ≥
(
n+2⌈nε⌉
n
)d
σn+2⌈nε⌉(s)
and taking limits gives
(1− 2ε)dσ(s)≥ limsup
n→∞
−n−d log |Ω(Bn, fn)| ≥ liminf
n→∞ −n
−d log |Ω(Bn, fn)| ≥ (1+ 2ε)dσ(s),
which implies the desired convergence because ε may be taken arbitrarily small. It suffices to prove (6) for
fixed 0< ε < 1/2 and n ∈ N sufficiently large.
Fix 0 < ε < 1/2 and n ∈ N large. We focus on the inequality on the right in (6), the other inequality is
similar. Define Bεn := Bn+2⌈nε⌉+ ⌈nε⌉gd+1, and recall from the proof of Lemma 12.2 that
inf
a∈R
|Ω(Bn+2⌈nε⌉,⌊s+ a⌋)|= inf
a∈[0,d+1)
|Ω(Bεn,⌊s+ a⌋)|.
Recall that gd+1 =−(g1+ · · ·+ gd) and therefore
Bεn = Bn+2⌈nε⌉+ ⌈nε⌉gd+1 = {a1g1+ · · ·+ adgd :−⌈nε⌉< a1, . . . ,ad < n+ ⌈nε⌉}.
Conclude that Bn ⊂ Bεn and d(Xd ,Ed)(∂Bn,∂Bεn)≥ nε .
Suppose now that there exists a height function g that equals fn on the boundary of Bn and that equals
⌊s+ a⌋ on the boundary of Bεn — for some fixed a ∈ [0,d+ 1). Then Remark 12.4 says that
|Ω(Bn, fn)|= |Ω(Bn,g)| ≤ |Ω(Bεn,g)|= |Ω(Bεn,⌊s+ a⌋)|.
To finish the proof of the lemma it suffices to show that, for n sufficiently large, the function
fn|∂Bn⌊s+ a⌋|∂Bεn
is Lipschitz for any a ∈ [0,d+ 1); the Kirszbraun theorem then tells us that the desired extension g exists.
We already know that fn and ⌊s+ a⌋ are Lipschitz; it suffices to check that for n ∈ N sufficiently large the
function fn|{x}⌊s+ a⌋|{y} is Lipschitz, for any x ∈ ∂Bn, y ∈ ∂Bεn , a ∈ [0,d+ 1). This is straightforward to
check because
(1) n−1|| fn|∂Bn− s|∂Bn ||∞ → 0 as n→ ∞,
(2) n−1||⌊s+ a⌋|∂Bεn− s|∂Bεn ||∞ → 0 as n→ ∞,
(3) d(Xd ,Ed)(∂Bn,∂B
ε
n)≥ nε ,
(4) s is in the interior of S : the set of Lipschitz slopes.
In particular, (1) holds by hypothesis, and (2) is evident as ||⌊s+a⌋− s|Xd ||∞ ≤ d+1 for a ∈ [0,d+1). 
We state three immediate corollaries of (the proof of) the previous lemma.
Corollary 12.6. For every s ∈S , we have σ(s) = limn→∞−n−d log |Ω(Bn,⌊s⌋)|.
Corollary 12.7. For every s ∈ ∂S , we have σ(s) = 0.
Corollary 12.8. The surface tension σ : S → [− log2,0] is continuous.
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13. GRADIENT GIBBS MEASURES
In previous sections we only worked with probability measures on finite subsets of Ω. In this section
we introduce measures on the entire set Ω. The interest is in so-called Gibbs measures, which are invariant
under resampling the function values of the drawn height function on finite subsets of Xd . This comes at a
technical cost: it requires the introduction of σ -algebras and a proof of existence of the desired measures.
This is a straightforward operation in the gradient setting. There is also an important benefit: there exist
shift-invariant gradient Gibbs measures on Ω, and we have an expression for the surface tension σ in terms
of such measures. This eventually leads to a proof of strict convexity in the next section.
13.1. Definition. Write f for the random function in Ω. Define for any R⊂ Xd
F := σ( f (x) : x ∈ Xd), FR := σ( f (x) : x ∈ R),
F
∇ := σ( f (x)− f (y) : x,y ∈ Xd), and F∇R := σ( f (x)− f (y) : x,y ∈ R).
Note that F∇R = F
∇ ∩FR is finite whenever R is finite because it is generated by finitely many random
variables, each taking finitely many values. Write P(Ω,X ) for the collection of probability measures on
the measurable space (Ω,X ) for any σ -algebra X on Ω. Probability measures in P(Ω,F∇) are called
gradient measures.
Let us now introduce Gibbs measures. Fix a measure µ ∈ P(Ω,F ). The measure µ is called a Gibbs
measure if for every finite R ⊂ Xd , the distribution of f in µ is the same as the distribution of a sample f
obtained by first sampling g from µ , then sampling f from Ω(R,g) uniformly at random. The definition
is formalised in terms of specifications and the Dobrushin-Landford-Ruelle (DLR) equations. For each
finite R ⊂ Xd , let γR denote the probability kernel from (Ω,FRc) to (Ω,F ) such that for any f ∈ Ω, the
probability measure γR(·, f ) is uniform in Ω(R, f ). It is obvious from the definition that Ω(R, f ) is invariant
under changing the values of f on R, so that γR(A, ·) is indeed FRc-measurable for every A ∈ F . The
kernels γR satisfy the consistency condition; if S ⊂ R, then γRγS = γR. The collection of probability kernels
γR is called a specification, and a measure µ ∈ P(Ω,F ) is called a Gibbs measure if µ satisfies the DLR
equation
(7) µ = µγR
for each finite R⊂Xd . This is equivalent to our previous, informal description. By the consistency condition
it is sufficient to check the DLR equations for an increasing exhaustive sequence of finite subsets of Xd .
Fix a height function f and a finite set R ⊂ Xd . The measures in Equation 7 are measures on the σ -
algebra F . Suppose now that we are interested in a smaller σ -algebra. What is the minimum amount of
information that we should provide to the probability kernel γR for the resampling procedure to make sense?
The answer depends crucially on Remark 12.4, 2. First, the remark says that to resample f on R, all that we
need to know are the values of f on ∂R. If S⊂ Xd contains R∪∂R, then γR restricts to a probability kernel
from (Ω,FS\R) to (Ω,FS). (Clearly we cannot know the values of f on Sc after resampling if we did not
know these before resampling.) Second, the remark says that for the resampling it is sufficient to know the
values of f up to an additive constant. In other words, γR restricts to a probability kernel from (Ω,F∇Rc)
to (Ω,F∇). We shall write γ∇R for this restriction. We may also combine these two facts: the kernel γR
restricts to a probability kernel from (Ω,F∇
S\R) to (Ω,F
∇
S ) whenever S ⊂ Xd and contains R∪∂R.
A gradient measure µ ∈P(Ω,F∇) is called a gradient Gibbs measure if
µ = µγ∇R
for each finite subset R of Xd . A gradient measure µ ∈ P(Ω,F∇) is called shift-invariant whenever
µ(θ˜A) = µ(A) for any A ∈F∇ and θ ∈Θ, where θ˜A := {θ˜ f : f ∈ A}. In other words, a gradient measure
µ is shift-invariant whenever∇ f and θ∇ f have the same law in µ for every θ ∈Θ. The set of shift-invariant
gradient measures is denoted by PΘ(Ω,F∇). If µ ∈ PΘ(Ω,F∇), then it follows from shift-invariance
that the map µ( f (·)− f (0)) : Xd →R is additive over Xd . Therefore there exists a unique s ∈H∗ such that
s(x) = µ( f (x)− f (0)) for every x ∈ Xd , and we must have s ∈S because s(gi) = µ( f (gi)− f (0))≤ 1 for
every 1≤ i≤ d+ 1. Write s(µ) for s, the slope of µ ∈PΘ(Ω,F∇).
Let (L,s) denote valid periodic boundary conditions and let µ denote the probability measure that is
uniformly random in the finite set Ω(L,s). Lemma 9.6 implies that µ restricts to a shift-invariant gradient
measure of slope s(µ) = s.
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13.2. Existence and concentration.
Theorem 13.1. For each slope s ∈ S , there is a shift-invariant gradient Gibbs measure µ ∈PΘ(Ω,F∇)
of slope s such that, for any x,y ∈ Xd , we have the bounds
(1) Varµ( f (y)− f (x))≤ 12 (d+ 1)2n,
(2) µ( f (y)− f (x)− s(y− x)≥ (d+ 1)a)≤ 2exp− (a−
√
n/2)2
2n for all a≥ 0 whenever n> 0,
(3) µ( f (y)− f (x)− s(y− x)≤ (d+ 1)a)≤ 2exp− (a+
√
n/2)2
2n for all a≤ 0 whenever n> 0,
where n= d(Xd ,Ed)(x,y).
The topology of local convergence or L -topology on P(Ω,X ) is the coarsest topology that makes
the evaluation map µ 7→ µ(A) continuous for every finite R ⊂ Xd and for any A ∈ X ∩FR. Constructing
(gradient) Gibbs measures on P(Ω,X ) is much easier whenever choosing X = F∇ and not X = F ,
because F∇R is finite for finite R⊂ Xd — see the following lemma.
Lemma 13.2. The set P(Ω,F∇) is compact in the topology of local convergence.
Proof. The proof is entirely straightforward. Let (µn)n∈N denote a sequence of measures in P(Ω,F∇) and
let (Γm)m∈N denote an increasing exhaustive sequence of finite subsets of Xd . Fix m ∈ N. The σ -algebra
F∇Γm
is finite and therefore there exists a subsequence (kn)n∈N ⊂ N such that µkn converges on F∇Γm as
n→∞. By a standard diagonalisation argument we may assume that convergence occurs for all m∈N. The
limiting measure exists by the Kolmogorov extension theorem. 
Proof of Theorem 13.1. Let s ∈S be the slope of interest. Let (sn)n∈N be a sequence of slopes converging
to s with sn ∈Sn for every n. Write µn for the uniform probability measure on Ω(Ln,sn), for every n ∈ N.
Each measure µn restricts to a shift-invariant gradient measure in PΘ(Ω,F∇), and s(µn) = sn.
Now apply the previous lemma to obtain a subsequence (kn)n∈N along which the sequence (µn)n∈N
converges in the topology of local convergence, say to µ ∈P(Ω,F∇). The limit µ must be shift-invariant
as all measures (µn)n∈N are shift-invariant. At each vertex x ∈ Xd we have
µ( f (x)− f (0)) = lim
n→∞ µkn( f (x)− f (0)) = limn→∞skn(x) = s(x),
which means that s(µ) = s. One shows similarly that (1) – (3) follow from Lemma 10.4.
It suffices to prove that µ is a gradient Gibbs measure, that is, that µγ∇R = µ for every finite R ⊂ Xd .
Fix a finite subset R ⊂ Xd . Now suppose that µγ∇R equals µ on F∇S for any finite S ⊂ Xd . Then the two
measures must be the same, by the uniqueness statement of the Kolmogorov extension theorem. It thus
suffices to prove that µγ∇R equals µ on F
∇
S for any finite S ⊂ Xd . We may assume that R⊂ S and ∂R ⊂ S
by expanding S if necessary. By shift-invariance of µ we may furthermore suppose that S ⊂ Bm for some
m ∈ N, by shifting R and S by some θ ∈Θ if necessary. Finally, we expand S again so that S = Bm.
We make the stronger claim that already in the non-gradient setting and before taking limits, we have
(8) µnγR|FBm = µn|FBm
for n sufficiently large. In fact, the choice n ≥ m is good enough, because it implies that 0 6∈ R+Ln, and
that Bm+ x and Bm+ y are disjoint for distinct x,y ∈ Ln. Fix therefore n≥ m; we prove Equation 8 for this
choice of n. Recall that µn is uniform in Ω(Ln,sn).
Write≈ for the equivalence relation on Ω(Ln,sn) such that f ≈ g if and only if the two functions coincide
on (R+Ln)c; write [ f ]≈ for the ≈-equivalence class of f . What is the structure of the set [ f ]≈? If g ∈ [ f ]≈
then g is characterised by its values on R; the values of g on (R+Ln)c are given by f ; the values of g on
R+Ln are determined by g|R and (Ln,sn)-periodicity. This motivates the following claim.
Claim that the map Σ f : Ω(R, f )→ [ f ]≈ defined by
(9) (Σ f g)(x) =


g(x) = f (x) if x 6∈ R+Ln,
g(x) if x ∈ R,
g(x− y)+ sn(y) otherwise, where y ∈ Ln is chosen uniquely subject to x− y∈ R
is well-defined and bijective for each f ∈ Ω(Ln,sn). We give a straightforward proof. The choice for y in
the third case in (9) is indeed unique because R+ y ⊂ Bm+ y and R+ y′ ⊂ Bm+ y′ are disjoint for distinct
y,y′ ∈ Ln. Therefore Σ f g is well-defined as a real-valued function on Xd . It is clearly (Ln,sn)-periodic, and
it maps 0 to 0 because 0 6∈ R+Ln and consequently Σ f g(0) = f (0) = 0. Note that Ln-periodicity of Σ f g
implies that its gradient ∇Σ f g is Θ(Ln)-invariant. It is straightforward to see that ∇Σ f g(x,x+gi) ∈ {1,−d}
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for any x ∈ Xd and 1≤ i≤ d+1. Indeed, it follows from the choice of n that that there exists a y ∈ Ln such
that {x+ y,x+ y+gi} ⊂ R∪ (R+Ln)c, and therefore
∇Σ f g(x,x+ gi) = ∇Σ f g(x+ y,x+ y+ gi) = ∇g(x+ y,x+ y+ gi) ∈ {1,−d}.
This proves that Σ f g is a height function. We have now shown that Σ f is a well-defined map from Ω(R, f )
to [ f ]≈, and it is also injective as it preserves the values of the concerned height function on R. The inverse
of Σ f is given by g 7→ g|R f |Rc . This proves the claim.
The claim implies that the following sampling procedures yield the same distribution for f :
(1) Drawing f from µn,
(2) Drawing g from µn, then drawing f from [g]≈ independently and uniformly at random,
(3) Drawing h from µn, then drawing g from γR(·,h), then setting f := Σhg.
Note that the map Σ f does not change the values of the concerned height function on the set Bm. Therefore
the following sampling procedures yield the same distribution for f |Bm :
(1) Drawing f from µn,
(2) Drawing g from µn, then drawing f from γR(·,g).
This is equivalent to Equation 8. 
For any n ∈ N, let An denote a centred box of size n, that is,
An := {a1g1+ · · ·+ adgd :−n< a1, . . . ,ad < n} ⊂ Xd.
Proposition 13.3. Let µ denote a measure of Theorem 13.1 of slope s ∈S . Then µ-almost surely
lim
n→∞
1
n
||( f − f (0))|An− s|An ||∞ = 0.
The proposition is a corollary of the concentration inequalities of Theorem 13.1.
13.3. The specific entropy. Let (X ,X ) be an arbitrary measurable space endowed with a probability
measure µ and a nonzero finite measure ν . Then the relative entropy of µ with respect to ν , denoted
H (µ ,ν), is defined by
H (µ ,ν) :=
{
ν(h logh) = µ(logh) if µ ≪ ν and h= dµ/dν ,
∞ if µ 6≪ ν .
If A is a sub-σ -algebra of X , then write HA (µ ,ν) for H (µ |A ,ν|A ). It is well-known that µ minimises
H (·,ν) over all probability measures if and only if µ equals the normalised version of ν , in which case
H (µ ,ν) =− logν(X). Also, if ν is a counting measure, then h≤ 1, and in that case H (µ ,ν)≤ 0.
If R is a finite subset of Xd , then write DR : Ω → RR×R for the map satisfying
(DR f )(x,y) = f (y)− f (x)
for every f ∈ Ω, x,y ∈ R. Call DR the differences map. Note that ImDR is finite, and that F∇R = σ(DR).
Stronger: DR may be seen as a bijection from F∇R to the powerset of ImDR. Write λ
R for the pullback
of the counting measure on ImDR along the map DR — λR is a measure on (Ω,F∇R ) of size λ
R(Ω) =
| ImDR| ∈ Z>0.
Remark 13.4. In practice, we shall only work with finite sets R ⊂ Xd that are also connected as a subset
of (Xd ,Ed). If R is connected and f ∈ Ω, then the values of DR f can be recovered from the values of ∇ f
on ~Ed ∩ (R×R) by integrating ∇ f along the appropriate paths through R. Thus, for connected sets R⊂ Xd ,
one should think of the map DR as an alternative for the map
f 7→ (∇ f )|~Ed∩(R×R)
in the above construction. This also implies that | ImDR| ≤ 2|R| whenever R is connected.
Let µ ∈P(Ω,F∇) and R⊂ Xd finite. Then the entropy of µ in R, denoted HR(µ), is defined by
HR(µ) := HF∇R
(µ ,λR) = ∑
x∈ImDR
µ(DR f = x) logµ(DR f = x) ∈ [− log | ImDR|,0].
The specific entropy of µ , denoted H (µ), is defined to be the limit
H (µ) := lim
n→∞n
−d
HB¯n(µ) = limn→∞n
−d
H
F∇
B¯n
(µ ,λ B¯n)
whenever the limit is convergent.
26 PIET LAMMERS
Theorem 13.5. Let µ denote a measure of Theorem 13.1 of slope s ∈S . Then H (µ) = σ(s).
Proof. Let µ denote any gradient Gibbs measure for now. Write hR for the Radon-Nikodym derivative
hR :=
dµ |
F∇R
dλR
for any finite R ⊂ Xd . Fix R,S ⊂ Xd finite with S∪ ∂S ⊂ R. As µ is Gibbs, we know that µ is uniformly
random in Ω(S, f ) whenever µ is conditioned on the values of f on Sc. This implies immediately that
hR =
1
|Ω(S, f )|h
R\S =
1
|Ω(S, f − f (0))|h
R\S.
The function |Ω(S, ·)| is F∇∂S-measurable by Remark 12.4, 2, and consequently hR is F∇R\S-measurable.
Let now µ be a measure of Theorem 13.1 of slope s ∈S , and pick n ∈N. Then
n−dHB¯n(µ) = n
−dµ(loghB¯n) = n−dµ(loghB¯n\Bn− log |Ω(Bn, f − f (0))|)
= n−dHB¯n\Bn(µ)+ µ(−n−d log |Ω(Bn, f − f (0))|).(10)
The first term in (10) vanishes as n→ ∞ because B¯n \Bn is connected as a subset of (Xd ,Ed):
|HB¯n\Bn(µ)| ≤ log | ImDB¯n\Bn | ≤ |B¯n \Bn| log2=O(nd−1).
The term within the expectation in (10) converges to σ(s) pointwise by Proposition 13.3 and Theorem 12.5.
We may apply the dominated convergence theorem because the expression within the expectation is always
absolutely bounded by log2, since 0≤ log |Ω(Bn, f − f (0))| ≤ |Bn| log2≤ nd log2. 
14. STRICT CONVEXITY OF THE SURFACE TENSION
Fix throughout this section two distinct Lipschitz slopes s1,s2 ∈S with their average sa := (s1+ s2)/2
in the interior ofS . The ultimate goal of this section is to prove that 2σ(sa)< σ(s1)+σ(s2), which implies
that σ is strictly convex on the interior of S .
Theorem 14.1. The surface tension σ : S → [− log2,0] is strictly convex on the interior of S .
14.1. Technical definitions for the product setting. We shall introduce some straightforward technical
machinery before proceeding; essentially we must adapt the constructions from the previous section to the
product setting. Write, with slight abuse of notation,
F
2∇ := F∇×F∇, γ2R := γR× γR, λR2 := λR×λR,
F
2∇
R := F
∇
R ×F∇R , γ2∇R := γ∇R × γ∇R .
Let P(Ω2,F 2∇) denote the collection of probability measures on (Ω2,F 2∇); such measures are called
double gradient measures. If µ ∈P(Ω2,F 2∇) then we shall by default write ( f1, f2) for the pair of random
height functions, and g := f1− f2 for the random difference. WritePΘ(Ω2,F 2∇) for the collection of shift-
invariant measures µ ∈ P(Ω2,F 2∇); the measure µ is called shift-invariant if µ(θ˜A× θ˜B) = µ(A×B)
for every θ ∈ Θ and A,B ∈F∇. This is equivalent to requiring that (∇ f1,∇ f2) and (θ∇ f1,θ∇ f2) have the
same law in µ for each shift θ ∈ Θ.
The kernel γ2R = γR × γR is simply the kernel from (Ω2,F 2Rc) to (Ω2,F 2) with the property that the
probability measure (γR× γR)(·,( f1, f2)) is uniformly random in the set Ω(R, f1)×Ω(R, f2), and it restricts
naturally to the kernel γ2∇R = γ
∇
R ×γ∇R — this is a probability kernel from (Ω2,F 2∇Rc ) to (Ω2,F 2∇). A double
gradient measure µ is called a double gradient Gibbs measure if it satisfies, for every finite R ⊂ Xd , the
DLR equation
µ = µγ2∇R .
If µ is the product of two gradient Gibbs measures µ1 and µ2, then µ is also Gibbs as
µ = µ1× µ2 = (µ1γ∇R )× (µ1γ∇R ) = (µ1× µ2)(γ∇R × γ∇R ) = µγ2∇R .
Now let µ ∈P(Ω2,F 2∇) and R⊂ Xd finite. The entropy of µ in R, denoted H 2R (µ), is defined by
H
2
R (µ) := HF 2∇R
(µ ,λR2 ).
The specific entropy of µ , denoted H 2(µ), is defined to be the limit
H
2(µ) := lim
n→∞n
−d
H
2
B¯n
(µ) = lim
n→∞n
−d
H
F 2∇
B¯n
(µ ,λ B¯n2 )
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whenever the limit is convergent.
14.2. Proof overview. In the remainder of this section, let µi denote the shift-invariant gradient Gibbs
measure of Theorem 13.1 of slope si for each i ∈ {1,2}, and fix µ := µ1× µ2. Then µ is a shift-invariant
double gradient Gibbs measure. Moreover, as µ is the product of µ1 and µ2, we have
H
2
R (µ) = HF∇R ×F∇R (µ1× µ2,λ
R×λR) = H
F∇R
(µ1,λ
R)+H
F∇R
(µ2,λ
R) = HR(µ1)+HR(µ2).
This implies in particular that
H
2(µ) = lim
n→∞n
−d
H
2
B¯n
(µ) = lim
n→∞n
−d(HB¯n(µ1)+HB¯n(µ2)) = H (µ1)+H (µ2) = σ(s1)+σ(s2).
The sets T ( f1) and T ( f2), the simple graph Gg = (Vg,Eg), the g-level sets, the g-boundaries, and the
directed graph (LSD(g),∇g) are all invariant under adding constants to f1 and f2, as each of them is
characterised entirely by the gradients ∇ f1, ∇ f2, and ∇g := ∇ f1−∇ f2. The gradient ∇g also determines
X±g (E) for any g-boundary E .
Lemma 14.2. It is µ-almost certain that LSD(g) contains a subgraph that is graph isomorphic to Z.
Moreover, every g-level set and every g-boundary involved in such a subgraph of LSD(g) is unbounded.
Let p be a Z-indexed self-avoiding walk through LSD(g), which exists with µ-probability one by the
lemma. It will be clear at the end of this section that g does not take the same value on three infinite g-level
sets µ-almost surely — this is due to similar reasoning as in the proof of Lemma 14.5 and the fact that µ
is Gibbs. The author expects that g does not take the same value on any two infinite g-level sets µ-almost
surely, in which case the choice for the path p is unique (up to indexation), and ∇g must be constant as
one walks in one direction along the path p. The difference function g sampled from µ then looks like the
leftmost display in Figure 5. Note that all the level sets leaving the boundary of the rectangle are infinite.
The formal argument is not dependent on the above speculative reasoning.
Proof of Lemma 14.2. As sg := s1− s2 6= 0, there exists an index 1 ≤ i ≤ d+ 1 such that sg(gi) 6= 0. Fix
such an i, and write p for the Z-indexed path p := (pk)k∈Z := (kgi)k∈Z through (Xd ,Ed). Write qk for the
g-level set containing pk for each k ∈ Z. For each k ∈ Z the vertices pk and pk+1 are either contained in
the same g-level set, or in two distinct neighbouring g-level sets. We consider q := (qk)k∈Z a walk through
LSD(g) although q is not a walk in the strict sense: it may visit the same g-level set multiple times in a row.
For simplicity we assume that sg(gi) > 0. Proposition 13.3 says that µ-almost surely g(pk)− g(0) =
ksg(gi)+ o(k) as k→ ∞ or k→−∞. This asymptotic behaviour implies that
dLSD(g)(qk,q0)≥
1
d+ 1
|g(qk)− g(q0)|= 1
d+ 1
|g(pk)− g(0)| → ∞
as k→∞ or k→−∞. This means that some subsequence a= (ak)k∈Z≥0 of the walk q is a self-avoidingwalk
through LSD(g) that starts from q0: the g-level set containing 0. (Simply take the loop-erased version of
(qk)k∈Z≥0 .) We obtain a similar subsequence b= (bk)k∈Z of the reverse walk (p−k)k∈Z. The self-avoiding
walks a and b share only finitely many vertices, because g(ak)− g(0)→ ∞ and g(bk)− g(0)→ −∞ as
k→ ∞. The paths a and b may therefore be combined into a single Z-indexed self-avoiding walk through
LSD(g). This proves the first assertion of the lemma.
Focus on the second statement, which is deterministic in nature. Fix a g-boundary E ⊂ Ed that is an
edge of a subgraph of LSD(g) that is isomorphic Z. Then removing E from LSD(g) disconnects LSD(g)
and splits the graph up into two infinite components. In particular, this implies that the graph (Xd ,Ed \E)
consists of two infinite connected components. If E were finite, then one of the two connected components
of (Xd ,Ed \E) had to be finite, and therefore we conclude that E is infinite. The g-boundary E connects
the two g-level sets X−g (E) and X+g (E) when considered an LSD(g)-edge, and these must also be infinite
as one of them contains the infinite set x−g (E) and the other x+g (E). This proves the second statement of the
lemma. 
We now give an overview of the remainder of the proof. The key idea is to construct a new shift-invariant
double gradient measure µˆ ∈ PΘ(Ω2,F 2∇). Write fˆ1, fˆ2 and gˆ := fˆ1− fˆ2 for the random functions in µˆ .
To sample from µˆ , first draw a pair ( f1, f2) from the original measure µ = µ1× µ2. Then obtain ( fˆ1, fˆ2)
from ( f1, f2) by flipping a fair coin for every g-boundary in order to determine wether or not to alter the
orientation of that g-boundary. In other words, we rerandomise the orientation of each g-boundary. In the
measure µˆ , the directions of the edges in the graph (LSD(gˆ),∇gˆ) is thus uniformly random and independent
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µ = µ1× µ2 µˆ
An
µˆγ2∇Am
An
Am
FIGURE 5. Difference samples from three different measures; Am is a trifurcation box.
of all other structure that is present. First, we show that the resampling operation does not affect the specific
entropy, that is,
H
2(µˆ) = H 2(µ) = σ(s1)+σ(s2).
Second, we prove the analogue of Proposition 13.3: we show that for i ∈ {1,2} we µˆ-almost surely have
(11) lim
n→∞
1
n
||( fˆi− fˆi(0))|An− sa|An ||∞ = 0.
Note that the concentration of the gradient of either function is around the average slope sa. Third, we prove
that µˆ is not Gibbs. Suppose that µˆ is Gibbs, in order to derive a contradiction. A trifurcation box of gˆ is
a finite subset of Xd of the form R= θBn such that, for some infinite gˆ-level set X ⊂ Xd , removing R from
X means breaking X into at least three infinite components. We show that gˆ has a trifurcation box with
positive probability in the measure µˆγ2∇Am for m sufficiently large, see the middle and rightmost displays in
Figure 5. If µˆ were Gibbs then µˆ = µˆγ2∇Am , and therefore a sample gˆ from µˆ has a trifurcation box with
positive probability. Trifurcation boxes do almost surely not occur in shift-invariant measures, by a simple
geometrical argument described by Burton and Keane in their celebrated paper [5]. This proves that µˆ is
not Gibbs. Finally, we prove that a double gradient Gibbs measure with the concentration of Equation 11
has specific entropy 2σ(sa), and that an identically concentrated measure must have strictly larger specific
entropy if it is not Gibbs. In particular, we derive the desired strict inequality
2σ(sa)< H
2(µˆ) = H 2(µ) = σ(s1)+σ(s2).
The four steps of the proof have been split into four separate lemmas.
14.3. Detailed proof.
Lemma 14.3. The specific entropy of µˆ equals the specific entropy of µ .
Proof. We prove the stronger statement hat H 2
B¯n
(µˆ) = H 2
B¯n
(µ)+O(nd−1) as n→ ∞. Fix n ∈N large. The
measure µ is Gibbs and therefore satisfies the DLR equation
µ = µγ2∇Bn .
This implies in particular that the distribution of a sample ( f1, f2) from µ is invariant under subsequently
rerandomising the orientation of each g-boundary that is contained in Ed(Bn). Thus, to sample ( fˆ1, fˆ2) from
µˆ, one may first sample a pair ( f1, f2) from µ , then rerandomise the orientation of only the g-boundaries
that are not contained in Ed(Bn).
We now construct a coupling µn between µ and µˆ . To sample a 4-tuple ( f1, f2, fˆ1, fˆ2) from µn, first
sample ( f1, f2) from µ , then obtain ( fˆ1, fˆ2) from ( f1, f2) by rerandomising all the g-boundaries that are not
contained in Ed(Bn). The previous observation guarantees that the pair ( fˆ1, fˆ2) has the correct distribution.
The measure µn is a measure on the measurable space (Ω,F∇)4.
Write H 2A,B(µn) for HF 2∇A ×F 2∇B (µn,λ
A
2 ×λB2 ) for A,B⊂ Xd finite and claim that
(1) H 2
B¯n
(µ) = H 2
B¯n,B¯n\Bn(µn)+O(n
d−1),
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(2) H 2
B¯n
(µˆ) = H 2
B¯n\Bn,B¯n(µn)+O(n
d−1),
(3) H 2
B¯n,B¯n\Bn(µn) = H
2
B¯n,B¯n
(µn) = H
2
B¯n\Bn,B¯n(µn).
Focus on the first claim, and consider thus the measures
µ |
F 2∇
B¯n
and µn|F 2∇
B¯n
×F 2∇
B¯n\Bn
.
The first claim is intuitive: the restriction of µ records the values of DB¯n( f1) and DB¯n( f2), and the restric-
tion of µn records also the values of DB¯n\Bn( fˆ1) and DB¯n\Bn( fˆ2). Informally, the extra information that
the restriction of µn records is of order nd−1, because log | ImDB¯n\Bn × ImDB¯n\Bn | = O(nd−1). We now
formalise this idea. For x ∈ ImDB¯n × ImDB¯n , we write µˆxn for the measure µn conditioned on the event
{(DB¯n f1,DB¯n f2) = x} and projected onto the product of the third and fourth component of the product
measurable space (Ω,F∇)4. Then
H
2
B¯n,B¯n\Bn(µn) = H
2
B¯n
(µ)+
∫
H
2
B¯n\Bn(µˆ
x
n)dµ((DB¯n f1,DB¯n f2) = x),
cf Theorems D.3 and D.13 of [24] or Lemma 2.1.3 of [7]. As in the proof of Theorem 13.5, we have
|H 2
B¯n\Bn(µˆ
x)| ≤ log | ImDB¯n\Bn× ImDB¯n\Bn |= O(nd−1).
This proves the first claim. The second claim follows by identical reasoning.
We focus on the third claim, and in particular on the equality on the left. Assert that with µn-probability
one, we can reconstruct DB¯n fˆ1 and DB¯n fˆ2 from DB¯n f1, DB¯n f2, DB¯n\Bn fˆ1, and DB¯n\Bn fˆ2. Suppose first that
the assertion holds true, and write, for A,B⊂ Xd finite,
hA,B :=
dµn|F 2∇A ×F 2∇B
d(λA2 ×λB2 )
.
The assertion implies that hB¯n,B¯n\Bn and hB¯n,B¯n have the same distribution in µn, and therefore
H
2
B¯n,B¯n\Bn(µn) = µn(logh
B¯n,B¯n\Bn) = µn(loghB¯n,B¯n) = H 2B¯n,B¯n(µn).
For the assertion, we must recover the value of fˆi(x)− fˆi(y) fromDB¯n f1, DB¯n f2, DB¯n\Bn fˆ1, andDB¯n\Bn fˆ2,
for each i ∈ {1,2} and x,y ∈ B¯n. Fix i, x, and y. It follows from the construction of µˆ that µˆ-almost surely
( fˆ1, fˆ2) = ( f1, f2)⊖M for some union M of g-boundaries that are not contained in Ed(Bn). Write A ⊂ Ed
for the edges that are contained in B¯n and not part of a g-boundary that is not contained in Ed(Bn). The
following three observations are crucial:
(1) The set A depends deterministically on the gradient of g|B¯n or, equivalently, DB¯n f1−DB¯n f2,
(2) Each connected component of (B¯n,A) contains a vertex of B¯n \Bn,
(3) If a,b ∈ B¯n are in the same connected component of (B¯n,A), then fˆi(a)− fˆi(b) = fi(a)− fi(b).
A variation of the second observation was made in the proof of Theorem 8.1. For each z ∈ B¯n, let zA denote
a vertex in B¯n \Bn such that z and zA are in the same connected component of (B¯n,A). It follows that
fˆi(x)− fˆi(y) =
(
fˆi(x)− fˆi(xA)
)
+
(
fˆi(xA)− fˆi(yA)
)
+
(
fˆi(yA)− fˆi(y)
)
=
(
fi(x)− fi(xA)
)
+
(
fˆi(xA)− fˆi(yA)
)
+
(
fi(yA)− fi(y)
)
= (DB¯n fi)(xA,x) + (DB¯n\Bn fˆi)(yA,xA)+ (DB¯n fi)(y,yA).
This proves the assertion.
The equality on the right in the third claim follows by similar considerations.
Jointly, the three claims imply that H 2
B¯n
(µ) = H 2
B¯n
(µˆ)+O(nd−1) as desired. 
Lemma 14.4. Equation 11 holds true for i ∈ {1,2} with µˆ-probability one.
Proof. It suffices to prove that µˆ-almost certainly
lim
n→∞
1
n
||( fˆ1− fˆ1(0))|An +( fˆ2− fˆ2(0))|An− 2sa|An ||∞ = 0,(12)
lim
n→∞
1
n
||( fˆ1− fˆ1(0))|An− ( fˆ2− fˆ2(0))|An ||∞ = 0.(13)
First focus on (12). Recall that µ = µ1× µ2, and Proposition 13.3 states that
µ( lim
n→∞
1
n
||( f1− f1(0))|An − s1|An ||∞ = 0) = µ( limn→∞
1
n
||( f2− f2(0))|An − s2|An ||∞ = 0) = 1.
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Recall that the sum of two height functions is invariant under a boundary swap, and that 2sa = s1 + s2.
Therefore
µˆ( lim
n→∞
1
n
||( fˆ1− fˆ1(0))|An +( fˆ2− fˆ2(0))|An− 2sa|An ||∞ = 0)
= µ( lim
n→∞
1
n
||( f1− f1(0))|An +( f2− f2(0))|An− (s1+ s2)|An ||∞ = 0) = 1.
For (13) we must show that µˆ-almost surely limn→∞ 1n ||(gˆ− gˆ(0))|An ||∞ = 0. Fix some x ∈ Xd ; we are
interested in the distribution of gˆ(x)− gˆ(0). Now
gˆ(x)− gˆ(0) =
∫
p
∇gˆ,
where p is the unique path through LSD(gˆ) from 0 to x. The value of ∇gˆ on each directed edge of LSD(gˆ)
is uniformly random in±(d+1) and independent of the length of the path p and the values of gˆ on the other
edges. This follows immediately from the definition of the measure µˆ . The reasoning is now essentially
the same as before. The random length of the path p is bounded by d(Xd ,Ed)(x,0). Application of the
Azuma-Hoeffding inequality yields, for a≥ 0 and x 6= 0,
µˆ(|gˆ(x)− gˆ(0)| ≥ (d+ 1)a)≤ 2exp− a
2
2d(Xd ,Ed)(x,0)
.
A straightforward calculation now shows that µˆ-almost surely limn→∞ 1n ||(gˆ− gˆ(0))|An ||∞ = 0. 
Lemma 14.5. The double gradient measure µˆ is not Gibbs.
Proof. Define the F 2∇-measurable event
I(n) :=
{
gˆ takes the same value on three distinct infinite gˆ-level
sets that all intersect An, one of which contains 0
}
⊂ Ω2,
and claim that µˆ(I(n))> 0 for n∈N sufficiently large. First, a boundary swap leaves LSD(g) invariant, and
therefore Lemma 14.2 holds true for g replaced with gˆ and µ with µˆ . Therefore it is µˆ-almost certain that
LSD(gˆ) contains a Z-indexed self-avoiding walk p= (pk)k∈Z. Let p be chosen deterministically in terms of
LSD(gˆ), so that (gˆ(pk+1)− gˆ(pk))k∈Z is a sequence of i.i.d. random variables each distributed uniformly in
±(d+1), independent of LSD(gˆ). In particular, the event {gˆ(pk±2)− gˆ(pk) = 0} has probability 14 for each
fixed k. As µˆ is shift-invariant, we may choose p such that µˆ(0 ∈ p0)> 0. Choose n ∈ N sufficiently large
such that, conditional on {0 ∈ p0}, the set An intersects p±2 with positive probability. Note that gˆ(p±2)−
gˆ(p0) = 0 with probability
1
4 independently of the occurrence of both previous events, and therefore the
original event I(n) has positive probability. This is the claim. Fix n ∈ N such that ε := 12 µˆ(I(n)) > 0. See
the middle display in Figure 5 for the level set decomposition of the difference function gˆ corresponding to
a sample from the event I(n).
Next, define for m≥ n the F 2∇-measurable event
L(m) :=
{
the function ( fˆ1− fˆ1(0))|An( fˆ2− fˆ2(0))|Acm extends to a height function
}
=
{
the function ( fˆ1− fˆ1(0))|An( fˆ2− fˆ2(0))|Acm is Lipschitz
}⊂ Ω2,
and claim that µˆ(L(m))→ 1 as m→ ∞. The set L(m) is increasing in m, and Equation 11 holds true for
i= 2 with µˆ-probability one. Therefore it suffices to show that the function ( fˆ1− fˆ1(0))|An( fˆ2− fˆ2(0))|Acm
is Lipschitz for m sufficiently large whenever fˆ2 satisfies Equation 11. This follows by the same arguments
as the last part of the proof of Theorem 12.5. This proves the claim. Fix m so large that µˆ(L(m)) ≥ 1− ε ,
which implies that µˆ(I(n)∩L(m))≥ ε > 0.
Define for x ∈ Xd the F 2∇-measurable event
T (x) :=
{
(Xd ,(Ed \Vgˆ) \Ed(Am+ x)) has three infinite connected components
that are contained in a single gˆ-level set
}
=
{
(Xd ,(Ed \Vgˆ) \Ed(Am+ x)) has three infinite connected components
that are contained in a single connected component of (Xd ,Ed \Vgˆ)
}
⊂ Ω2;
we shall first focus on T := T (0). See the rightmost display in Figure 5 for the level set decomposition of the
difference function gˆ corresponding to a sample from the event T (0). We claim that Ω(Am, f1)×Ω(Am, f2)
intersects T whenever ( f1, f2) ∈ I(n)∩L(m). Fix such a pair ( f1, f2) and assume, without loss of generality,
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that f1(0) = f2(0) = 0. Write f ′ for a height functions that extends f1|An f2|Acm ; such an extension exists
because ( f1, f2) ∈ L(m). Write f ′′ for the height function
f ′′ := ( f ′ ∨ ( f1∧ f2))∧ ( f1∨ f2).
This is a height function due to Proposition 3.3. Each value f ′′(x) equals f ′(x) unless f ′(x) is not between
f1(x) and f2(x), in which case f ′′(x) assumes the value in { f1(x), f2(x)} that is closest to f ′(x). Write
g := f1− f2 and g′′ := f1− f ′′. What we care about is that
(1) f ′′ equals f2 on Acm, and therefore f ′′ ∈ Ω(Am, f2) and also ( f1, f ′′) ∈ Ω(Am, f1)×Ω(Am, f2),
(2) f ′′ equals f1 on An, and therefore An ⊂ {g′′ = 0} ⊂ Xd ,
(3) f ′′(x) is in between f1(x) and f2(x), and therefore {g= 0} ⊂ {g′′ = 0} ⊂ Xd .
Assert that ( f1, f ′′)∈ T — this now implies the claim. There are three distinct infinite g-level sets K1,K2,K3
that intersect An and with g(K1) = g(K2) = g(K3) = 0, because ( f1, f2) ∈ I(n). Each Ki must be contained
in some g′′-level set, as {g= 0} ⊂ {g′′ = 0}. In fact, all three sets Ki are contained in a single g′′-level set,
as each Ki intersects the set An ⊂ {g′′ = 0} which is itself connected as a subset of (Xd ,Ed). Write K′′ for
this g′′-level set; it is the g′′-level set containing 0. As g′′ equals g on Acm, we have
(Xd ,(Ed \Vg)\Ed(Am)) = (Xd ,(Ed \Vg′′)\Ed(Am)).
Each set Ki is an infinite connected component of (Xd ,Ed \Vg), and therefore contains as a subset an infinite
connected component of the graph on the left in the display. This proves the assertion as the g′′-level set K′′
contains all three sets Ki and therefore all three distinct infinite subsets.
Suppose now that µˆ is a double gradient Gibbs measure, in order to derive a contradiction. Then
µˆ = µˆγ2∇Am .
First draw ( fˆ1, fˆ2) from µˆ , then draw ( fˆ ′1, fˆ
′
2) from γ
∇
Am
(·, fˆ1)× γ∇Am(·, fˆ2). The probability that ( fˆ1, fˆ2) ∈
I(n)∩L(m) is at least ε , and — conditional on this first event — we find ( fˆ ′1, fˆ ′2) ∈ T with probability at
least 2−2|Am| ≤ 1/|Ω(Am, fˆ1)×Ω(Am, fˆ2)|. Conclude that µˆ(T )> 0. Moreover, µˆ(T (x)) = µˆ(T ) for every
x ∈ Xd as µˆ is shift-invariant. If the event T (x) occurs, then Am+ x is a trifurcation box. The argument of
Burton and Keane [5] dictates that trifurcation boxes do almost surely not occur in shift-invariant probability
measures. In other words, µˆ(T (x)) = 0; we have arrived at a contradiction.
We finish with an informal overview of the argument of Burton and Keane. In the remainder of this proof
we shall only consider trifurcation boxes of the form Am+ x with x ∈ 2mXd , so that distinct trifurcation
boxes are automatically disjoint. Call a vertex of a forest a leaf if it has degree one and a trifurcation if it
has degree three or larger. It is well-known that the number of leafs of a finite forest exceeds the number
of trifurcations. Choose k ∈ N large, and consider the box Akm ⊂ Xd . Let us study a fixed configuration
( f1, f2) ∈Ω2, and set g := f1− f2. The idea is to associate a finite tree TK to each infinite g-level set K that
intersects Akm. The trifurcations of the tree TK correspond to trifurcation boxes of the level set K that are
entirely contained in Akm, and the leafs correspond to the branches of K that grow through the boundary of
the large box Akm. If K has no trifurcation box in Akm, then we represent it by a single vertex. Jointly the
trees form a finite forest. The number of leafs of this forest is bounded by the size of the boundary of Akm,
that is, of order kd−1 as k→ ∞. For samples drawn from the shift-invariant measure µˆ , the expectation of
the number of trifurcation boxes that are contained in Akm is of the order kd as k→ ∞ whenever µˆ(T )> 0.
This means that for sufficiently large k, the expected number of trifurcation boxes contained in Akm is larger
than the boundary of Akm. This is impossible, and we deduce that µˆ(T ) = 0. 
Lemma 14.6. The specific entropy of µˆ strictly exceeds 2σ(sa).
Proof. We rely on three key facts: the concentration of Equation 11, shift-invariance of µˆ , and the fact that
µˆ is not a Gibbs measure.
First, claim that, as n→ ∞,
n−dH 2
B¯n
(
µˆγ2∇Bn
)→ 2σ(sa).
The proof is entirely analogous to the proof of Theorem 13.5. Write hRn for the Radon-Nikodym derivative
hRn :=
dµˆγ2∇Bn |F 2∇R
dλR2
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for any R⊂ Xd finite and n ∈ N. Then — as in the proof of Theorem 13.5 —
hB¯nn =
1
|Ω(Bn, fˆ1− fˆ1(0))×Ω(Bn, fˆ2− fˆ2(0))|
h
B¯n\Bn
n
which is F 2∇
B¯n\Bn-measurable, and therefore
H
2
B¯n
(µˆγ2∇Bn ) = µˆγ
2∇
Bn
(loghB¯nn ) = µˆ(logh
B¯n
n )
= µˆ(loghB¯n\Bnn − log |Ω(Bn, fˆ1− fˆ1(0))|− log |Ω(Bn, fˆ2− fˆ2(0))|)
= H 2
B¯n\Bn(µˆ)+ µˆ(− log |Ω(Bn, fˆ1− fˆ1(0))|− log |Ω(Bn, fˆ2− fˆ2(0))|).
Multiply by n−d and take n→ ∞ to have the first term in the last expression vanish; the second term goes
to σ(sa)+σ(sa) due to Lemma 14.4 (the concentration of Equation 11) and Theorem 12.5; see once again
the proof of Theorem 13.5 for details. This proves the claim.
For the lemma it now suffices to show that for some fixed ε ′ > 0,
(14) H 2
B¯n
(µˆ)≥H 2
B¯n
(µˆγ2∇Bn )+ n
dε ′,
at least for all n in some subsequence of N. We rely on shift-invariance of µˆ and the fact that µˆ is not Gibbs.
The proof is standard in the non-gradient setting; see Theorem 2.5.2 of [24] for a proof in the gradient
setting. A simplified version is included for completeness.
Let ν ∈P(Ω2,F 2∇) denote an arbitrary double gradient measure, and write hR for the Radon-Nikodym
derivative
hR :=
dν|
F 2∇R
dλR2
for R⊂ Xd finite. Assert that we have, for finite R,S ⊂ Xd with R∪∂R⊂ S,
(15) H 2S (ν)−H 2S
(
νγ2∇R
)
= H
F 2∇
S
(ν,νγ2∇R ).
For the Radon-Nikodym derivatives of these three relative entropies we observe
dν|
F 2∇S
dλ S2
= hS,
dνγ2∇R |F 2∇S
dλ S2
=
1
|Ω(R, f1)×Ω(R, f2)|h
S\R,(16)
dν|
F 2∇
S
dνγ2∇R |F 2∇S
= |Ω(R, f1)×Ω(R, f2)| h
S
hS\R
.(17)
We stress that the expansion in (16) follows from the corresponding DLR equation as before, and that this
Radon-Nikodym derivative is F 2∇
S\R-measurable. The Radon-Nikodym derivative in (17) is obtained by
simply taking the quotient of the other two. Expand the relative entropies in (15) as follows:
H
2
S (ν) = ν(logh
S),
H
2
S (νγ
2∇
R ) = νγ
2∇
R (logh
S\R− log |Ω(R, f1)×Ω(R, f2)|)
= ν(loghS\R− log |Ω(R, f1)×Ω(R, f2)|),(18)
H
F 2∇S
(
ν,νγ2∇R ) = ν(logh
S− loghS\R+ log |Ω(R, f1)×Ω(R, f2)|).
Note that (18) holds true because the integrand is F 2∇
S\R-measurable and because ν and νγ
2∇
R coincide on
that σ -algebra. Subtract the expansions to verify (15); this proves the assertion. The assertion is useful for
two specific reasons. First, the relative entropy on the right in (15) is nonnegative (as either measure is a
probability measure), and the relative entropy equals zero if and only if the two measures coincide on the
σ -algebra over which the relative entropy is calculated. Second, it is well-known that the relative entropy
of two measures is increasing in the σ -algebra over which it is calculated. In particular, the right hand side
of (15) is increasing in S. Of course, both statements apply also to the left hand side of (15).
As µˆ is not Gibbs, we know that
µˆ 6= µˆγ2∇R
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for some finite R ⊂ Xd and this also means that the two measures do not coincide on the σ -algebra F 2∇S
for some sufficiently large finite S⊂ Xd . By expanding R and S if necessary and using shift-invariance, we
may take R= Bm and S = B¯m for some fixed m ∈ N. In other words, we have
µˆ|
F 2∇
B¯m
6= µˆγ2∇Bm |F 2∇
B¯m
.
The assertion implies that
ε := H 2
B¯m
(µˆ)−H 2
B¯m
(µˆγ2∇Bm )> 0,
and that
H
2
R (µˆ)−H 2R (µˆγ2∇Bm )≥ ε
for any finite R⊂ Xd containing B¯m. The goal is to apply the kernel on kd disjoint translates of Bm that are
all contained in the larger box Bkm, so that the entropy of µˆ over B¯km decreases by at least kdε — for any
k ∈ N.
Fix k ∈N and let (x(i))1≤i≤kd be an enumeration of
mB¯k−1 = {a1g1+ · · ·+ adgd : a1, . . .ad ∈ {0,m,2m, . . . ,(k− 1)m}} ⊂ Xd.
The purpose of this construction is that each translate B¯m+x(i) is contained in B¯km, and that B¯m+x(i) and
Bm+ x( j) are disjoint for distinct i, j. Define the sequence of measures (µi)0≤i≤kd by µ0 = µˆ and
µi+1 = µiγ
2∇
Bm+x(i)
,
and claim that
H
2
B¯km
(µi)−H 2B¯km(µi+1)≥ ε.
To see that the claim is true, observe that
µi|F 2∇
B¯m+x(i+1)
= µˆ |
F 2∇
B¯m+x(i+1)
because the j-th kernel with j < i+ 1 modifies the measure on the box Bm+ x( j) which is disjoint from
B¯m+ x(i+ 1), and therefore
H
2
B¯km
(µi)−H 2B¯km(µi+1) = HF 2∇B¯km
(µi,µiγ
2∇
Bm+x(i+1)
) ≥H
F 2∇
B¯m+x(i+1)
(µi,µiγ
2∇
Bm+x(i+1)
)
= H
F 2∇
B¯m+x(i+1)
(µˆ , µˆγ2∇Bm+x(i+1)) = HF 2∇
B¯m
(µˆ , µˆγ2∇Bm ) =: ε.
The inequality is due to calculating the relative entropy over a smaller σ -algebra, and the final equality is
due to shift-invariance of µˆ . This proves the claim. The claim implies that
H
2
B¯km
(µˆ)−H 2
B¯km
(µkd )≥ kdε.
Now each Bm+ x(i) is contained in Bkm, and therefore the assertion also implies that
H
2
B¯km
(µkd )−H 2B¯km(µˆγ
2∇
Bkm
) = H 2
B¯km
(µkd )−H 2B¯km(µkd γ
2∇
Bkm
)≥ 0.
Combining the two inequalities gives
H
2
B¯km
(µˆ)−H 2
B¯km
(µˆγ2∇Bkm)≥ kdε
for each k ∈ N. Conclude that (14) holds true for ε ′ := m−dε and n ∈mN. 
This establishes Theorem 14.1.
15. GENERALISATION OF THE KASTELEYN THEORY
Consider fixed boundary conditions (R, f ) and (R,T ) with R a region and T = T ( f ). The goal of this
section is to show that Z = |Ω(R, f )| = |Θ(R,T )| equals the Cayley hyperdeterminant of the adjacency
hypermatrix of a suitably defined hypergraph. In fact, we have no trouble in generalising to Boltzmann
measures; we show that one can insert the weights w into the adjacency hypermatrix so that the Cayley
hyperdeterminant equals Zw. The hypergraph, which we shall denote by (Ud,Hd), is dual to the simplicial
lattice (Xd,Ed). Recall that Ud is the set of unrooted simplicial loops that was introduced earlier. In
dimension d = 2 we recover exactly the theory of the dimer model on the hexagonal lattice. (See Figure 1c.)
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15.1. The dual of the simplicial lattice. In this subsection we define the hypergraph (Ud ,Hd). Let us first
think a bit more about the collection of simplicial loops. If s= (sk)0≤k≤d+1 ∈ Rd is a rooted simplicial loop
then s is characterised by its starting point s0 ∈ Xd and the permutation ξ ∈ Sd+1. This automatically gives
a bijection from Rd to Xd × Sd+1. Let us agree to index each unrooted loop s ∈Ud (by default) such that
s1 = s0 + gd+1. There is a unique way of doing so, because the increment gd+1 appears exactly once in
each loop. With this convention, each unrooted loop s ∈Ud is characterised by its starting point s0 and the
order ξ ∈ Sd in which the remaining increments {g1, . . . ,gd} appear in the path after the first increment. By
adopting the convention we obtain a bijection fromUd to Xd×Sd . We identify the unrooted loop s with its
image under the bijection, so that every pair (x,ξ ) ∈ Xd× Sd denotes also an unrooted simplicial loop.
Definition 15.1. For any e ∈ Ed , write h(e) for the set of unrooted simplicial loops that traverse e.
Write e = {x,x+ g j} ∈ Ed and let us make a number of observations about the set h(e). First, the
assignment e 7→ h(e) is injective, because the edge e is the only edge that is traversed by all loops in
h(e). Secondly, there are precisely d! unrooted simplicial loops that traverse e, since they correspond
to the d! ways that we can order the d increments (gi)i6= j that we need to walk back to x from x+ g j.
Therefore h(e) contains d! unrooted loops. Finally, if s1,s2 ∈ h(e) are distinct loops identified with the
pairs (x1,ξ 1),(x2,ξ 2) ∈ Xd × Sd , then the permutations ξ 1,ξ 2 ∈ Sd must be distinct. Conclude that for
every ξ ∈ Sd , there is a unique x ∈ Xd such that (x,ξ ) ∈ h(e).
The reason that we introduced the map h is the following. A set T ⊂ Ed is a tiling if and only if h(T ) is
a partition of Ud , the set of simplicial loops. Once could rephrase this statement by saying that h(T ) is a
perfect matching of the hypergraph (Ud,h(Ed)).
Definition 15.2. Write Hd for the set {h(e) : e ∈ Ed}. The hypergraph (Ud ,Hd) is called the dual hyper-
lattice or simply the dual (of the simplicial lattice).
Lemma 15.3. The map h : T 7→ {h(e) : e ∈ T} is a bijection from Θ to the set of perfect matchings of the
hypergraph (Ud ,Hd).
Note that (Ud ,Hd) is really dual to (Xd,Ed) because the map h is a bijection from Ed to Hd . The
hyperlattice is d!-uniform, because every hyperedge h(e) contains d! elements. It is also d!-partite with the
partition {Xd×{ξ} : ξ ∈ Sd}, because every hyperedge h(e) contains one loop in each member Xd×{ξ}.
The d!-partite structure of the dual of the simplicial lattice is special and it is a feature that distinguishes the
simplicial lattice from other lattices (in particular, the author is not aware of a similar construction for the
square lattice in dimension larger than two). The d!-partite structure enables us to generalise the Kasteleyn
theory.
15.2. The approach suggested by the case d = 2. We have introduced four different ways of formulating
fixed boundary conditions (the first two are given in Definition 6.1; the last two are given by Lemma 6.3 and
the preceding comment). The main goal of this section is to show that the size of Z = |Ω(R, f )|= |Θ(R,T )|
equals the Cayley hyperdeterminant of a suitable adjacency hypermatrix. First recall how this works in the
Kasteleyn theory for the dimer model on the hexagonal lattice. If d = 2 then d! = 2, that is, (Ud,Hd) is
a regular bipartite graph. In fact, it is really the planar dual of the triangular lattice: the hexagonal lattice.
The vertex set Ud is split into its two parts: a set of black and a set of white vertices. A dimer cover (that
is, a perfect matching of the graph) matches each black vertex to one white vertex. This is illustrated by
Figure 1c. The dimer cover is thus encoded by a bijective map σ from the set of black vertices to the set of
white vertices. The dimers of the dimer cover are effectively indexed by the first colour (black in this case);
each dimer is of the form {b,σ(b)} (where b ranges over the black vertices). To calculate the number of
dimer covers, one needs to count the bijections σ from the black vertices to the white that produce a dimer
cover. If K is an n× n matrix, then DetK is defined as (this is the Leibniz formula)
(19) DetK = ∑
σ∈Sn
[
Signσ
n
∏
k=1
K(k,σ(k))
]
.
If the matrix K is suitably chosen, then the term in the square brackets reduces to the indicator function of
the event that σ encodes a dimer cover, in which case DetK equals the number of dimer covers. This is the
Kasteleyn theory. The existing Kasteleyn theory suggests the following approach, consisting of four steps:
(1) First, encode each tiling as a tuple of bijections. It turns out that we need d!− 1 bijections in each
tuple, because the graph (Ud ,Hd) is d!-partite (and we need one bijection for each colour beyond
the first). This is Lemma 15.4.
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(2) Secondly, we show that applying fixed boundary conditions fixes the bijections at all but a finite
number of points. Each tiling Y ∈Θ(R,T ) is thus encoded as a (d!−1)-tuple of bijections between
finite sets. This is Lemma 15.6.
(3) Thirdly, we define a rank d! adjacency hypermatrix K and construct the Cayley hyperdeterminant
for this hypermatrix, such that the each nonzero term in the sum in the definition of DetK corre-
sponds to a tiling Y ∈Θ(R,T ). These are Definitions 15.7 and 15.8.
(4) Finally, each nonzero term in this sum takes value 1 or −1. This is due to the signs that appear in
the determinant formula (note that the sign also appears in (19)). It takes some effort to show that
all nonzero terms have the same sign. This is Lemma 15.9.
Once this has all been done, it is clear that Z = |Ω(R, f )| = |Θ(R,T )| = ±DetK. The dual hyperlattice
(Ud,Hd) plays a crucial role in the analysis. Fix, throughout the remainder of this paper, an enumeration
{ξ 1, . . . ,ξ d!}= Sd .
15.3. The Kasteleyn theory in dimension d ≥ 2. We start with Step 1 of the proposed approach. Let
Y ∈ Θ be a tiling of (Xd,Ed), so that h(Y ) is a perfect matching of (Ud ,Hd). Each hyperedge h(e) ∈ h(Y )
contains one simplicial loop in each of the d! parts of the partition of Ud . Therefore a perfect matching
is not encoded by a single bijection (from black vertices to white), but by d!− 1 bijections (one for each
colour beyond the first). The bijections corresponding to Y are the unique maps
(20) σi : X
d×{ξ 1}→ Xd×{ξ i}
such that
(21) {s,σ2(s),σ3(s), . . . ,σd!(s)} ∈ h(Y )
for every unrooted simplicial loop s ∈ Xd×{ξ 1}. All elements of h(Y ) are given by ranging s over Xd×
{ξ 1} in (21). This is completely analogous to the dimer model.
Suppose given arbitrary bijections σ2, . . . ,σd! (as in (20)). The set of sets of simplicial loops
(22)
{
{s,σ2(s), . . . ,σd!(s)} : s ∈ Xd×{ξ 1}
}
is automatically a partition ofUd = Xd×Sd , because all the σi are bijections and therefore each loop (x,ξ i)
appears precisely once. Conclude that (22) is a perfect matching of (Ud ,Hd) if and only if (22) is a subset
of the hyperedge set Hd . This yields the following result (Step 1 of the suggested approach).
Lemma 15.4. The set of (d!− 1)-tuples of bijections(
σi : X
d×{ξ 1}→ Xd×{ξ i}
)
2≤i≤d!
satisfying {s,σ2(s), . . . ,σd!(s)} ∈ Hd
for every loop s ∈ Xd×{ξ 1} is in bijection with the perfect matchings of (Ud ,Hd). The perfect matching
of a tuple (under this bijection) is given by ranging s over Xd×{ξ 1}; this is precisely the set in (22).
Now consider Step 2 of the suggested approach. Suppose given a region R and a tiling T , and consider
a tiling Y ∈ Θ(R,T ). By definition, Y ∈ Θ(R,T ) if and only if Y \Ed(R) = T \Ed(R). Therefore all loops
traversing T \Ed(R) must be matched in the same way as in T , and the loops traversing T ∩Ed(R) can
be matched differently. However, the loops that are matched differently are not allowed to produce new
hyperedges outside the set h(Ed(R)), since we want Y \Ed(R) = T \Ed(R). We first need to identify, for
each part of the partition {Xd×{ξ i} : 1 ≤ i ≤ d!} ofUd , the set of loops traversing T ∩Ed(R), that is, the
loops that are allowed to be matched differently. This motivates the following definition.
Definition 15.5. Define, for a fixed region R and a fixed tiling T ,
Xi := {(x,ξ i) : the loop (x,ξ i) intersects T ∩Ed(R)}
= {(x,ξ i) : the loop (x,ξ i) does not intersect T \Ed(R)} ⊂ Xd×{ξ i}.
Observe that |Xi| = |T ∩ Ed(R)|, and therefore the sets Xi all have the same, finite size. The sets Xi
contain the loops that are allowed to match differently. This is Step 2 of the suggested approach.
Lemma 15.6. Let R be a region and T a tiling. The set of (d!− 1)-tuples of bijections
(σi : X1 → Xi)2≤i≤d! satisfying {s,σ2(s), . . . ,σd!(s)} ∈ h(Ed(R))
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for every loop s ∈ X1 is in bijection with the set of perfect matchings h(Y ) corresponding to loop-matchings
Y ∈Θ(R,T ). The perfect matching of a tuple (under this bijection) is{{s,σ2(s), . . . ,σd!(s)} : s ∈ X1}∪{h(e) : e ∈ T \Ed(R)} .
The Kasteleyn hypermatrix and its determinant are now straightforwardly defined.
Definition 15.7. Let R be a region and T a tiling. Define
K : X1×·· ·×Xd! →{0,1}, (s1, . . . ,sd!) 7→ 1
(
{s1, . . . ,sd!} ∈ h(Ed(R))
)
,
where 1(·) equals one if the statement inside holds true and zero otherwise. The map K is called the
Kasteleyn hypermatrix.
From this definition and the previous lemma it follows that
|Θ(R,T )|= ∑
σ2:X1→X2,...,σd!:X1→Xd!
[
∏
s∈X1
K(s,σ2(s), . . . ,σd!(s))
]
,
where the sum is over bijective maps only. This because the product produces a 1 if the tuple (σi)2≤i≤d!
corresponds to an element of Θ(R,T ) and zero otherwise. Recall that |X1|= · · ·= |Xd!|= |T ∩Ed(R)| and
write n for this finite number. To simplify notation we identify each set Xi with [n] := {1, . . . ,n}, so that the
previous equality is written
(23) |Θ(R,T )|= ∑
σ2,...,σd!∈Sn
[
n
∏
k=1
K(k,σ2(k), . . . ,σd!(k))
]
.
The expression on the right looks similar to the definition of the determinant of a matrix, and if we insert
the signs of the permutations then we obtain precisely the Cayley hyperdeterminant.
Definition 15.8. Suppose given a map A : [n]m → C for some n ∈ N, m ∈ 2N. Define
DetA := ∑
σ2,...,σm∈Sn
([
m
∏
i=2
Signσi
][
n
∏
k=1
A( k ,σ2(k), . . . ,σm(k))
])
(24)
=
1
n! ∑σ1,...,σm∈Sn
([
m
∏
i=1
Signσi
][
n
∏
k=1
A(σ1(k),σ2(k), . . . ,σm(k))
])
(25)
This expression is called the Cayley hyperdeterminant of A.
The equality in the definition is straightforwardly verified, and it requires m to be even. If we replace
A by K in (24) then (23) and (24) are the same, except that some signs appear in (24) that do not appear
in (23). We conclude that the nonzero terms of the sum in (24) correspond precisely to the elements of
Θ(R,T ). This is Step 3 of the proposed approach. In order to prove that |Θ(R,T )|=±DetK, it suffices to
show that all terms of the sum in the definition of DetK have the same sign (this is Step 4).
Lemma 15.9. Let R be a region and let T be a tiling. Write K for the Kasteleyn hypermatrix. Then all
nonzero terms in the sum in the definition of DetK have the same sign.
Proof. Let R, T and K be as in the lemma. We want to show that all terms of the sum in (24) (with A
replaced with K) have the same sign. The idea is to show that the sign is invariant under making a local
move as defined in Subsection 3.3. Write f for the unique height function such that Φ( f ) = (0,T ). The
nonzero terms in (24) correspond bijectively (through the bijections that we have set up in Lemma 6.2, 3
and in Lemma 15.6) to the height functions in Ω(R, f ). We pick two height functions f ′, f ′′ ∈ Ω(R, f ) and
prove that the corresponding terms in (24) have the same sign. By Lemma 3.4, we may assume, without loss
of generality, that f ′′ = f ′+(d+ 1) ·1x for some x ∈ R. Let T ′,T ′′ ∈ Θ(R,T ) be the tilings corresponding
to f ′, f ′′ respectively. Recall that
T ′ =
{
{x,x+ gi} ∈ Ed : ∇ f ′(x,x+ gi) =−d
}
,
and for T ′′ we have an identical expression in terms of f ′′. Remark that f ′′ = f ′ except at the point x, and
therefore ∇ f = ∇ f ′ except at the edges incident to x. Since f ′′ = f ′+(d+ 1) ·1x and since both f ′ and f ′′
are height functions, we must have
∇ f ′(x,x+ gi) = ∇ f ′′(x− gi,x) = 1 and ∇ f ′(x− gi,x) = ∇ f ′′(x,x+ gi) =−d,
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and therefore
(26) T ′ \T ′′ = {{x,x− gi} : 1≤ i≤ d+ 1} and T ′′ \T ′ = {{x,x+ gi} : 1≤ i≤ d+ 1}.
This means that all loops are matched the same (in the matchings h(T ′) and h(T ′′)), except for the loops
traversing the vertex x. In order to prove the lemma, we work out the effect of this difference on the signs
in (24). Let σ ′2, . . . ,σ
′
d! be the bijections from Lemma 15.6 corresponding to T
′. This means that
{{s,σ ′2(s), . . . ,σ ′d!(s)} : s ∈ X1}= h(T ′∩Ed(R)).
Define, for each 1≤ i≤ d!, the bijections
δi : Xi → Xi, (x,ξ i) 7→
{
(x+ g j,ξ
i) if the loop (x,ξ i) traverses {x− g j,x} for some j,
(x,ξ i) if the loop (x,ξ i) does not traverse x.
Note that δi is a permutation consisting of one cycle of length d+ 1. Claim that
{{δ1(s),δ2 ◦σ ′2(s), . . . ,δd! ◦σ ′d!(s)} : s ∈ X1}= h(T ′′∩Ed(R)).
To support the claim, recall (26) and observe simply that
{δ1(s),δ2 ◦σ ′2(s), . . . ,δd! ◦σ ′d!(s)}
=
{
h({x,x+ gi}) if {s,σ ′2(s), . . . ,σ ′d!(s)} = h({x,x− gi}) for some i,
{s,σ ′2(s), . . . ,σ ′d!(s)} otherwise.
This proves the claim. Since δ1 : X1 → X1 is a bijection, we have
{{s,δ2 ◦σ ′2 ◦ δ−11 (s), . . . ,δd! ◦σ ′d! ◦ δ−11 (s)} : s ∈ X1}
= {{δ1(s),δ2 ◦σ ′2(s), . . . ,δd! ◦σ ′d!(s)} : s ∈ X1}= h(T ′′∩Ed(R)).
This implies that the bijections from Lemma 15.6 corresponding to T ′′ are, for 2≤ i≤ d!,
σ ′′i = δi ◦σ ′i ◦ δ−11 : X1 → Xi.
Now note that Signδi = (−1)d (since δi is a cycle of length d+ 1). Conclude that Signδi ·Signδ−11 = 1,
and therefore σ ′i and σ
′′
i have the same sign in (24), for all i. 
We have completed the final step of the approach that was suggested by the Kasteleyn theory for dimer
covers. This yields the following theorem.
Theorem 15.10. Let R be a region, let f be a height function, and let T = T ( f ). Write K for the Kasteleyn
hypermatrix. Then Z = |Ω(R, f )| = |Θ(R,T )|=±DetK.
15.4. Boltzmann measures. Recall the definition of a Boltzmann measure in Subsection 6.2. The number
|Ω(R, f )| = |Θ(R,T )| equals the partition function Z of the uniform probability measures on Ω(R, f ) and
Θ(R,T ). The Kasteleyn theory is easily generalised to Boltzmann measures by inserting the weights into
the Kasteleyn hypermatrix.
Definition 15.11. Let R be a region, T a tiling, and w : Ed(R)→ C any (complex-valued) weight function.
Define
Kw : X1×·· ·×Xd!→ C, (s1, . . . ,sd!) 7→ 1
(
{s1, . . . ,sd!} ∈ h(Ed(R))
)
·w(h−1({s1, . . . ,sd!})) ,
where 1(·) is again the indicator function. The map Kw is called the weighted Kasteleyn hypermatrix.
By comparing the definition of Zw with the definition of the Cayley hyperdeterminant, and taking into
account Lemma 15.9, it is readily verified that Zw =±DetKw.
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16. FINAL REMARKS AND OPEN PROBLEMS
Do other models allow for a similar analysis? The boundary swap roots in Lemma 5.3, which in turn
refers back to Lemmas 4.2 and 5.1. Two ingredients are required to make the boundary swap work. First,
one needs a graph, together with a set of base loops. By a set of base loops we simply mean a collection
of closed walks through the graph, such that a flow on the graph is conservative if and only if the flow
integrates to zero along each closed walk in that designated collection. For example, if the graph is planar,
then the set of closed walks along faces forms a set of base loops. This replaces Lemma 4.2. Second, one
needs to define the set of height functions f by allowing two options for the discrete derivative of f on each
edge — as in the defining Equation 1 — such that each base loop has exactly one “special” edge in the
sense of the uniqueness of the edge of Lemma 5.1, 2. An equivalent of Lemma 5.1, 3 and 4 then follows,
and one is ready to employ the boundary swap. In fact, the Kasteleyn theory and its generalisation depend
on exactly the same uniqueness statement, as the special edge then matches all the base loops that pass
through it. It seems that a clean level set decomposition with boundary swap is possible for exactly those
models that allow for a generalised Kasteleyn theory. The author is not aware of any models satisfying the
two conditions, other than planar dimer models and the model of the current paper. In particular, it is not
known if such a random height functions model exists on the square lattice Zd with d ≥ 3. For d = 2 this is
precisely the model of domino tilings.
Does the model exhibit a frozen region in any dimension? Of much interest in the original dimer model
is the frozen region [11]. It was conjectured in [22] that the model of the current paper exhibits a similar
phenomenon.
The nature of the shift-invariant gradient Gibbs measures. If d = 2, then each slope s ∈ IntS corresponds
to a unique ergodic gradient Gibbs measure µ of that slope [15, 19]. The measure µ must furthermore be
in a rough phase, meaning that it is not the restriction of a non-gradient Gibbs measure to the σ -algebra
F∇. It is due to [24] that the uniqueness statement extends to any dimension d ≥ 2, at least when s(gi)
is irrational for some 1 ≤ i ≤ d+ 1. The rational case is open. Moreover, it is conjectured in [22] that the
ergodic gradient Gibbs measures must be in a smooth phase in any dimension d ≥ 3, meaning that those
measures are restrictions of non-gradient Gibbs measures.
Is σ differentiable on the interior of the set of slopes? An analytic expression for σ is known due to the
Kasteleyn theory in dimension d = 2 . The same route does not — by the knowledge of the author — yield
a closed-form solution for the surface tension in dimension d ≥ 3. It is an open problem to determine if σ
is differentiable on the interior of S in any dimension other than d = 2.
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