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ABSTRACT 
 
The Associations Between the Scores on the ACT Test and Tennessee’s 
Value-Added Assessment in 281 Tennessee High Schools 
 
by 
Paul B. Webb 
 
The purpose of this study was to explore the relationships between and among various 
demographic and test score data with American College Testing (ACT) scores in 281 Tennessee 
high schools.  This study also addressed which high school characteristics were related to the 
number of students meeting the ACT requirement for Tennessee lottery scholarships.  In 
addition, this study examined Tennessee Value Added Assessment System’s (TVAAS) 
assessment of ACT scores and its distribution of grades to Tennessee's high schools based upon 
its Value-Added analysis.     
 
The researcher performed correlations and multivariable linear regressions using socioeconomic 
status, ethnicity, dropout rate, graduation rate, attendance, average daily membership, per-pupil 
expenditure, teacher salary, Gateway exams, English I scores, and math foundations scores as 
independent variables and ACT scores as the dependent variable.  The strengths of the 
correlations were examined and the best combination of independent variables was used to 
predict future ACT scores.  Schools were divided into quartiles, based upon average daily 
membership and attendance rates, in order to analyze the differences in r2 values among the 
quartiles when running regressions to predict ACT scores.  Quartiles, based upon the percentage 
of students qualifying for free/reduced meals, ethnicity, and average daily membership were used 
to study the difference in TVAAS’ grade distribution based upon its assessment of ACT scores.   
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The findings indicated that English I and II scores are most strongly associated with ACT 
composite scores including the four ACT subtests: math, English, reading, and science.  English 
scores were found to be more strongly associated with ACT math scores than Algebra I scores 
and more strongly associated with ACT science scores than biology scores.  It was found that the 
21 composite ACT score requirements of Tennessee’s lottery scholarships predominantly 
favored Caucasian students who did not qualify for free/reduced-priced meals.  It was also 
discovered that TVAAS’ ACT grades were unevenly distributed when schools were divided into 
quartiles based upon the percentage of students qualifying for free/reduced-priced meals, 
ethnicity, and average daily membership.  Only one school in the quartile containing the schools 
with the highest percentage of students qualifying for free/reduced-priced meals scored above the 
state's average gain in the reading section of the ACT test.     
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 CHAPTER 1 
INTRODUCTION 
 
Standardized tests have been around for about 100 years.  They have placed students in 
remedial classes, selected young men for officer training, and decided who goes to college and 
where (Binet & Simon, 1980; Cabrera & Burkum, 2001; Yerkes, 1920).  The have become 
almost ubiquitous in society today.  The current edition of Mental Measurements Yearbook 
reviewed over 2,000 tests (Buros Center for Testing, 2005).  This study focused on one, the 
ACT.   
Developed in 1959 during the heyday of behaviorism, the ACT claimed to illuminate the 
"black box" (Thomas, 2003, n. p.) and not only catalogued its contents but also gauged its 
efficiency.  Although the mind or “black box,” as behaviorists referred to it, could not be directly 
observed, the developers of the ACT reported that responses to test items gave an adequate 
assessment (as cited in Coulehan, 2004).  In 2004, 1.2 million seniors took the test; of that 
number, 87% of Tennessee’s high school seniors participated (ACT, 2005).     
Tennessee is unique in many ways.  It contains the Grand Ole Opry and Graceland; it is 
also the birthplace of value-added assessment.  In 2001, the Tennessee Value-Added Assessment 
System (TVAAS) began predicting what students would score on the ACT and then grading 
schools based upon whether the schools’ average ACT scores were better, worse, or about what 
was expected.  This study addresses TVAAS’ extraordinary claim of being able to filter out 
socioeconomic and ethnic variables leaving only school effects.   
Tennessee began awarding lottery scholarships in the fall of 2004.  To qualify for the 
basic HOPE scholarship, students must meet one of two criteria: they must have a 3.0 high 
school GPA or score 21 on the ACT test (Tennessee Student Assistance, 2004).  Initially, 
students had to score 19 on the ACT test, but in June of 2004, Governor Phil Bredesen signed 
House Bill 2134 into law, which changed the ACT requirement to 21.  This study focused on the 
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characteristics of high schools most likely to have a large percentage of their students who meet 
the ACT requirement. 
The ACT impacts both value-added assessment and the lottery; it is also part of the 
overall testing movement.  With that in mind, this study included the history of standardized 
testing as well as its philosophic, psychological, and psychometric roots.  Expert testimony will 
be included, but only as an addendum.  This study is quantitative to its core.  John Adams said, 
“Facts are stubborn things” (as cited in McCullough, 2001, p. 68) and there shall be facts, lots of 
facts   The state of Tennessee has been publishing school report cards filled with data for over a 
decade.  In the words written in Isaiah 1:18, “Come now, let us reason together” (New 
International Version).  
 
Statement of the Problem 
There is little empirical evidence concerning the reliability or validity of TVAAS’ 
analysis of the ACT test scores of Tennessee's high school students; yet, schools are graded 
based upon the analysis.     
 
Significance of the Study 
Because the ACT test is analyzed by TVAAS, is a lottery scholarship requirement, and is 
part of the overall testing movement, all three areas were pertinent to this study.  Both TVAAS 
and the state lottery involve large expenditures by the state.  For example, the Senate Education 
Committee voted on April 6, 2005, to move the $1.4 million allotted for value-added analysis 
into the governor's prekindergarten initiative.  In the weeks that followed, the Committee was 
persuaded to return the funds for value-added analysis.  Tennessee also distributed $47,303,266 
in lottery scholarships to 36,672 students in the fall of 2004 (Tennessee Higher Education 
Commission, 2005).  In addition, this study placed the ACT test within the larger context of 
standardized testing in general.   
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The data collected by the State Department of Education provided a wealth of 
information with which to perform statistical analysis.  TVAAS’ assessment of the ACT was 
explored as well as the lottery scholarships’ ACT requirement.  The data used in this study were 
available online and can be crosschecked against the State Department of Education’s website 
containing the 2004 Report Card (State of Tennessee, 2005).   
 
Limitations and Delimitations 
The Tennessee School Directory produced by the State Department of Education (2005) 
lists 288 public high schools in Tennessee.  It also lists 23 public kindergarten through 12th grade 
schools and one public prekindergarten- through 12th-grade school for a total of 312 public 
schools that educate high school seniors.  From the data set, 31 schools were eliminated because 
of incomplete reports.  A few high schools failed to report three-year average ACT scores, others 
failed to report the percentage of students qualifying for free/reduced meals or other pertinent 
data.  This data set contains the 281 Tennessee public schools that reported ACT scores and 
other data crucial for analysis.  The sample represents over 90% of the Tennessee schools that 
served secondary students in 2004 as reported by the State Department of Education.      
Perhaps the most serious limitation to the data set was the omission of the percentage of 
students who took the ACT from each high school.  Although 87% of Tennessee’s seniors took 
the exam in 2004, that percentage varies considerably among schools.  However, after contacting 
several guidance counselors, it became obvious that accurate percentages of the students who 
took the ACT were not readily available and that complete numbers might never be obtained.  I 
am aware that schools administering the ACT to a high percentage of students will include more 
low performers than schools testing a smaller percentage of students.  Despite this limitation, 
analysis can reveal significant associations among demographic and test score data.   
The study is delimited to the state of Tennessee because value-added assessment began in 
the state and because of the lottery scholarship requirements.  In as much as Tennessee's high 
schools are representative of the nation, the findings may be generalized to a wider population.   
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Research Questions and Hypotheses 
1. What are the minimum and maximum scores and the mean, range, and standard 
deviation for both the 2004 ACT composite scores and the three-year average 
composite scores for 281 Tennessee high schools?   
2. What single school characteristic has the strongest association with ACT scores? 
3. What combination of school characteristics yields the best prediction of ACT scores? 
4. What types of schools are most likely to have a high percentage of their students meet 
the ACT requirement of Tennessee’s lottery scholarships? 
5.  Does value-added assessment actually filter out variables such as socioeconomic 
status and ethnicity enabling it to isolate school effects on ACT scores?   
From the research questions, the following null hypotheses were tested: 
Ho1: There is no association between socioeconomic status, ethnicity, dropout rate, 
graduation rate, attendance, average daily membership, per-pupil expenditure, teacher salary, 
Gateway exams, English I scores, and math foundations scores with a high school’s three-year 
average composite ACT score.   
Ho2: There is no difference in the number of students meeting the ACT lottery 
scholarship requirement between schools with high percentages of students qualifying for 
free/reduced-priced meals and schools with low percentages qualifying for free/reduced-priced 
meals.  
Ho3: There is no difference in the number of students meeting the ACT lottery 
scholarship requirement between schools with high percentages of Caucasian students and 
schools with low percentages of Caucasian students.   
Ho4: There is no difference between TVAAS’ ACT assessment of the quartile containing 
the largest schools and the quartile containing the smallest schools.   
Ho5: There is no difference between TVAAS’ ACT assessment of the quartile containing 
the highest percentage of students qualifying for free/reduced-price meals and the quartile 
containing the lowest percentage.    
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Definitions of Terms 
1. Above (status): Students in this school made significantly more progress in this 
subject than students in the average school in the state (Tennessee Report Card, 2004, 
p. 1). 
2. Below (status): Students in this school made significantly less progress in this subject 
than students in the average school in the state (Tennessee Report Card, p. 1). 
3. Beta (β) Coefficient: Regression coefficient in standard score form (Hinkle, Wiersma, 
& Jurs, 1998, p. 616). 
4. Binomial Distribution: Distribution generated by taking the binomial (X +Y) and 
raising it to the nth power (X +Y)  (Hinkle et al., p. 616).   
5. Confidence Interval: A range of values that we are confident contains the population 
parameter (Hinkle et al., p. 617). 
6. Correlation: The nature, or extent, of the relationship between two variables (Hinkle 
et al., p. 617). 
7. Dependent Variable: The variable that is, or is presumed to be, the result of the 
manipulation of the independent variable (Hinkle et al., p. 617). 
8. Free/Reduced-Price Meals: A federal program that provides free or reduced-price 
meals to children based upon their family's income.  Effective July 1, 2005, children 
in a family of four making less than $25,155 are eligible for free meals; those making 
less than $35,798 qualify for reduced prices (Food & Nutrition Service, 2005, p. 1). 
9. Gateway Exams:  Students who enter their freshmen year in 2001-02 must pass three 
Gateway tests--mathematics, science, and language arts--before graduation to earn a 
high school diploma (Tennessee Department of Education, 2005, p. 1). 
10. Independent Variable: A variable that is controlled or manipulated by the researcher.  
A categorical variable used to form the groupings of observations (Hinkle et al., p. 
618).  
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11. Linear Regression:  Linear regression is the prediction of one variable from another 
variable when the relationship between the variables is assumed to be linear (Hinkle 
et al., p. 618). 
12. NDD (status) The progress of students in this school was “not detectably different” 
(NDD) from the progress of students in the average school in the state (Tennessee 
Report Card, p. 1). 
13. Normal Distribution: Normal distributions are a family of distributions that have 
shapes similar to the following examples:  
 
 
Normal distributions are symmetric with scores more concentrated in the middle than 
in the tails. They are defined by two parameters: the mean and the standard deviation  
(Hinkle et al., p. 619). 
14. Norm-Referenced Test:  Gives a comparison of student performance in five content 
areas against a national norm group of students taking a similar test. The expectation 
is that the average score for a school or school system will be at the national average 
(Tennessee Report Card, p. 1). 
15. Pearson Product-Moment Correlation Coefficient:  The index of the linear 
relationship between two variables, called the Pearson r (Hinkle et al., p. 620). 
16. Predictor Variable: The known variable (X) that is used in the prediction process 
(Hinkle et al., p. 620). 
17. Regression Constant: A number indicating the Y intercept of the regression line 
(Hinkle et al., p. 620). 
18. Residual: The residual for a specific predictor is the difference between the response 
value y and the predicted response ŷ (Math Works, 2005, p. 1). 
19. r2 Value: The square of the correlation coefficient, also known as coefficient of 
determination; a measure of the shared variance (Hinkle et al., p. 620). 
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20. Scatter plot: A graph that plots pairs of scores for each individual on the two 
variables (Hinkle et al., p. 621). 
21. Standard Deviation: Square root of the variance.  A measure of the 
variation/dispersion of scores in a distribution (Hinkle et al., p. 621). 
22. Standard Error of the Regression Coefficient: The standard deviation of the sampling 
distribution of sample proportions (Hinkle et al., p. 621). 
23. Quantitative Variables:  Variables measured on the interval or ratio scale (Hinkle et 
al., p. 620).  
24. Quartiles:  Scores evenly divided into four parts.  
25. SPSS:  An acronym for the Statistical Package for the Social Sciences, a basic tool of 
quantitative analysis.  
26. TVAAS: Tennessee Value Added Assessment System, a tool that gives feedback to 
school leaders and teachers on student progress.  It allows districts to follow student 
achievement over time and provides schools with a longitudinal view of student 
performance.  TVAAS provides valuable information for teachers to make informed 
instructional decisions (Tennessee Report Card, p. 1). 
27. Value-Added Assessment:  Value-added measures student progress within a grade and 
subject that demonstrates the influence the school has on the students’ performance. 
This reporting provides diagnostic information for improving educational 
opportunities for students at all achievement levels (Tennessee Report Card, p. 1). 
28. Z-Score: A standard score z = (X-µ) / σ (Hinkle et al., p. 622). 
 
Overview of the Study 
Chapter 1 presented an introduction, statement of the problem, significance of the study, 
limitations and delimitations, as well as research questions and hypotheses and definitions of 
terms used in the study.  Chapter 2 contains a review of the related literature.  Chapter 3 
addresses the research methodology including data collection and data analysis.  Chapter 4 
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provides an analysis of data, and chapter 5 presents a summary of findings, conclusions, and 
recommendations for practice and further research on the subject. 
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 CHAPTER 2 
LITERATURE REVIEW 
 
The urge to measure is strong and from ancient times it has been paired with wisdom.   
It is written in The Apocrypha from the wisdom of Solomon, “But thou hast ordered all things in 
measure and number and weight” (Coggan, 1970 ).  Augustine (391/1998) said, “Wisdom gave 
numbers to everything even to the lowliest and most far-flung things” (p. 30).  It took awhile, but 
eventually a number was given to wisdom itself.  
 
Psychometric Antecedents 
The first serious attempt at quantifying intelligence was made by a cousin of Charles 
Darwin, Sir Francis Galton ("Francis Galton," 2003).  Convinced that intelligence was a 
manifestation of neurological efficiency, he devised tests to measure reaction time.  An 
American, James McKeen Cattell (as cited in Human Intelligence, 2005), became aware of 
Galton’s work, and the two collaborated on measuring the psychophysical basis of intelligence.  
For a while, this approach gained popular appeal, but afterwards it was discredited by Wissler 
(2004).  Wissler found little correlation between the psychophysical test results of college 
students and their academic grades.  In other words, according to Wissler, if intelligence as 
measured by reaction time did not correlate with grades, then Galton and Cattell were not 
measuring intelligence or college grades were not based on intelligence.  It is ironic that the tool, 
Pearson’s r, that Wissler used to discredit Galton’s theory was developed by Galton’s long-time 
friend and associate Karl Pearson (Wissler).  Perhaps a valid way could be found to measure 
intelligence.      
The rapid urbanization of Paris toward the end of the 19th century strained its school 
system.  Thousands of rural children were performing poorly in school and the French 
government sought ways to identify children in need of remediation.  An experienced child 
 22
psychologist, Alfred Binet, was called upon to help (Binet & Simon, 1905/1980).  Binet reasoned 
that in order to assess six-year-olds’ progress, it was necessary to find out what normal six-year-
olds could do.  He asked schoolteachers to identify normal children for their age group and with 
their help, he constructed a sample of five age groups with 10 children per group.  It should be 
noted that in the beginning, schoolteachers decided what was normal achievement.  Binet then 
tested his sample or normal group with 30 incrementally difficult tasks.  The sample groups’ 
responses were labeled the normal mental age.  Binet compared the responses of individual 
children to the normal group and differentiated between chronological and mental age.  A seven-
year-old child, who could only do what a normal six-year-old could do, was considered a year 
behind (Binet & Simon).  In 1912, Stern (1914) converted mental age into a ratio between mental 
age and chronological age.  For example, a child performing like a normal seven-year-old, who 
had a chronological age of eight, would have his or her score expressed as mental/chronological 
= 7/8 times or .875.  Four years later, Terman (1916) of Stanford University adopted Binet’s 
idea, multiplied Stern’s score by 100 to eliminate the decimal, and called the results the 
"Intelligence Quotient" (p. 53). Within a decade, millions of school children were taking the 
Stanford-Binet I.Q. Test.  According to Ravitch (2000), Terman stated that mass assessment 
helped teachers individually instruct.  
America’s entrance into World War I accelerated the testing movement.  Yerkes (1920) 
of Harvard suggested that the American Psychological Association lend their expertise to the war 
effort.  A committee on the Psychological Examination of Recruits was formed that included 
Lewis Terman, Henry Goddard, and Walter Bingham along with Yerkes as chairperson (Ravitch, 
2000).  The committee accelerated a major shift in how intelligence tests were administered.  
Binet’s (Binet & Simon, 1905/1980) tests were given one-on-one by trained administrators and 
particular attention was given to how a subject answered not just to what he or she answered.  
Binet’s favorite questions were to show a series of three pictures and evaluate the responses to 
the simple question of, “What is this?”  One picture was of a man and a boy moving a cart of 
household goods.  The responses could be grouped into three categories: enumeration (“a man, a 
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cart"), descriptive (“There is an old man and a little boy pulling a cart”), and interpretive (“There 
is a poor man moving his household goods”) (Binet & Simon, pp. 189-194).  Every answer 
helped clarify Binet’s conception of mental age.  The huge number of army recruits and the 
scarcity of trained test administrators compelled the committee on the Psychological 
Examination of Recruits to abandon the one-on-one assessment approach and opt instead for a 
paper-and-pencil exam.  The committee produced an alpha test for English speaking recruits and 
a beta test for recent immigrants who were still struggling with English.  The beta test consisted 
of complete-the-picture exercises.  The army tests produced a huge database compared to Binet’s 
one-on-one assessments.  Binet often criticized America’s preoccupation with large numbers 
(Ravitch).  The shift from one-on-one assessment to mass assessment resulted in several 
momentous consequences.   
The paper-and-pencil nature of the army's test could not include constructivist insights 
such as Vygotsky’s (1978) zone of proximal development and Piaget’s (1932) stage-theory of 
development.  Vygotsky taught that for optimal learning to take place, a child must be kept in the 
zone of what he or she can do with a little help.  Tasks too easy produced boredom; tasks too 
difficult caused dismay (Vygotsky).  A child taking a one-on-one exam might answer a question 
if given a small hint.  Teachers do this all the time.  A child taking a multiple-choice test either 
answers correctly or not; there is no difference between close and terribly wrong.  
According to Herrnstein and Murray (1994), Piaget worked at the Sorbonne shortly after 
the death of Alfred Binet.  The authors stated, “Piaget discovered quickly that he was less 
interested in how well the children did than in what errors they made" (p. 16).  Errors revealed 
what the underlying process of thought must have been.  The authors added, "It was the process 
of intelligence that fascinated Piaget during his long and illustrious career, which led in time to 
his theory of the stages of cognitive development” (p. 16).  What a brilliant approach; errors are 
more interesting than correct answers.  It’s not how many questions students get right, but how 
they miss the wrong ones that provide insights that can guide further instruction.  Optical 
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scanners miss this entirely; neither can they detect "savings" as defined by Herman Ebbinghaus 
(as cited in Green, 2002, n. p.).  
According to Green (2002), Ebbinghaus was famous for his experiments with memory 
during the latter half of the 19th century, and his memory curve has been replicated in many 
studies.  Ebbinghaus paid particular attention to something he called savings.  By savings he 
meant the time it takes to learn something forgotten compared to the time it takes to learn 
something new (Green).  For example, an adult who knew the states and capitols in elementary 
school could relearn them much quicker than someone who had never learned them at all.  
Paper-and-pencil tests do not differentiate between someone who never knew, and someone who 
just needs some review.  Teachers are very aware of savings and review before standardized 
tests.     
The most enduring and perhaps the most unfortunate result of the shift from one-on-one 
assessment to mass paper-and-pencil exams was that psychometricians began to replace teachers 
as the only objective evaluators of educational progress.  Psychometricians seemed so 
"scientific" with their vast databases and new statistical procedures.  Remember that from the 
outset, Binet (Binet & Simon, 1905/1980) relied upon the judgment of teachers to identify a 
sample of normal children.  That judgment could now be ignored.  It was as if the title of Charles 
Spearman’s 1904 work, General Intelligence, Objectively Determined and Measured had finally 
come to fruition (Spearman, 1937).  Army recruits and students could be quickly evaluated in 
mass and then placed with mathematical precision along a normal curve. 
According to O'Conner and Robertson (2004), Abraham de Moivre, in his 1756 edition of 
The Doctrine of Chance, made the first approximation of binomial distribution by using normal 
distribution.  De Moivre had been called upon to solve problems for some gambling friends that 
involved long calculations (O'Connor & Robertson).  For example: What is the probability that if 
a coin is flipped 100 times that it will land on heads 60 or more times?  This problem required 
enormous amounts of calculating effort using binomial probability.  De Moivre noticed that 
repeated trials missed the mean of 50% heads by a symmetrical amount with a curve resembling 
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a bell (O'Connor & Robertson).  To simplify the example, imagine flipping a coin twice.  Only 
four things can happen: two heads, two tails, heads first-tails second, and tails first-heads second.  
Two out of four contain one heads and that is 50%.  The frequencies plotted as a histogram are 
shown.  Repeated trials of a 50/50 event will distribute normally in a shape resembling a bell 
(Lane, 2003).  Galileo had noticed a similar shape in plotting errors from astronomical 
observations.  The normal curve was soon applied to educational assessment (Lane).  Figure 1 
illustrates the possible distribution of two coin tosses.          
 
 
Coin tosses 
Heads Heads Heads 
1 Heads 50% 
0 Heads 25% 2 Heads 25% 
 
Figure 1.  The Normal Distribution of Two Coin Tosses 
 
 
Adolph Quetelet, whom many refer to as the “father of quantitative social science,” was 
the first to apply the normal curve to social data (Symynet Educational Statistics Resources, 
2004, p. 1).  Quetelet found that the chest size of Scottish soldiers and the height of French 
soldiers were normally distributed (Symynet Educational Statistics Resources).  By the time the 
committee on the Psychological Examination of Recruits distributed their alpha test to 1.7 
million men, the normal curve was a valued tool of social scientists.  Hypotheses set the stage for 
an enduring problem that is yet to be resolved.  Is intelligence, no matter how you define it, 
normally distributed in the population?  Many people take for granted that it is, especially, after 
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looking at the results of intelligence tests displayed as histograms with smooth bell-shaped tops.  
However, remember how De Moivre discovered it in the first place.  He plotted the errors from 
the mean of repeatedly flipping a coin (O'Connor & Robertson, 2004).  The perfect test questions 
that yield the distribution necessary for smooth contours are those that half the students get right 
and half get wrong.  Right or wrong, as long as the chance is 50/50 yields curves just like 
flipping a coin.  Returning to the Scottish and French soldiers that Quetelet quantified; he 
measured their chest or height, plotted the results, and found the frequency distribution to be bell 
shaped (Symynet Educational Statistics Resources).  Had he plotted the results and not found a 
normal distribution and then adjusted his tape, returned to the field to measure, and continued to 
adjust his tape until he got a normal distribution, many would have questioned the results.  The 
criticism that the normal distribution of intelligence exists in the test maker’s mind, instead of the 
population, is not unwarranted.  Tests are refined until they yield a normal distribution, and then, 
"Often the bell shaped curve is pointed to with pride as somehow validating the test" (Goertzel, 
2004, p. 9).  If all students were suddenly twice as smart, the tests would be retooled with much 
harder material and the normal curve would reappear with half the students below average 
(except at Lake Wobegon) (Shaughnessy & Moore, 2005).   
 
Psychological Antecedents 
Another major factor that still affects mental testing emerged at the beginning of the 20th 
century--behaviorism.  According to Watson and Rayner (2004), in 1905, Ivan Pavlov showed 
that an external stimulus could be associated with a reflex response by ringing a bell every time a 
dog was fed.  After classical conditioning, the dog salivated not just when food was presented, 
but whenever a bell was rung.  Watson and Rayner refashioned the experiment in the United 
States by conditioning “Little Albert” to be afraid of a white rabbit by loudly clanging a metal 
bar every time the rabbit was presented (p. 3).  Anything that increased the chance that a 
behavior would be repeated was labeled a reinforcer.  Reinforcers could be pleasurable (eating) 
or painful (being startled by a clanging noise).  It seemed that animals were verifying what Plato 
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(348 BC/1952a) and Aristotle (340 BC/1952a) had said long ago.  The Athenian stranger in 
Plato’s (348 BC/1952a) The Laws said, “Any speculation about laws turns almost entirely on 
pleasure and pain, both in states and individuals” ( p. 646).  Aristotle (340 BC/1952a) agreed 
with Plato (348 BC/1952a) in his Nichomachean Ethics:  
For moral excellence is concerned with pleasures and pains; it is on account of the 
pleasure that we do bad things, and on account of the pain that we abstain from noble 
ones.  Hence we ought to have been brought up in a particular way from our very youth, 
as Plato says, so as both to delight in and to be pained by the things that we ought; for 
this is the right education.  (p. 352) 
Nothing could be simpler.  Because intelligence cannot be observed, only behavior, reinforcing 
desired behavior is the "scientific" method of educating children.  Two questions remain: What is 
desirable behavior?  And who decides what it is?  For the army recruits of World War I, 
psychometricians decided that desirable behavior was correctly answering the alpha test.  Field 
commanders apparently favored killing or capturing Germans, so they honored Alvin C. York, 
although he had only nine months of formal schooling ("Alvin Cullum York," 2005).  
With mass assessment replacing one-on-one evaluations, tests designed to elicit a normal 
curve and with pleasure and pain identified as scientific reinforcers, another question arose.  
How much does heredity limit the extent to which humans can be conditioned?  Once again, 
Watson (1924) provided an answer.  Watson (1924), a professor at John Hopkins University, 
reasoned that experiments should be made to determine what attributes were innate in children.  
He described these experiments in his 1924 book, Psychology from the Standpoint of a 
Behaviorist.  The baby clinic at John Hopkins supplied Watson with subjects.  When dropping an 
infant to be caught by an assistant, he observed “sudden catching of the breath, clutching 
randomly with the hands, sudden closing of the eyelids, puckering of the lips, and then crying” 
(p. 219).  He concluded that fear was innate.  By immobilizing an infant’s head, Watson elicited 
what he felt was an innate rage response.  Pinning the arms could also cause rage.  According to 
Watson (1924), “Almost any child from birth can be thrown into a rage if its arms are held 
tightly to its sides.  Tickling, shaking, gentle rocking, patting, and turning upon the stomach will 
elicit the love response that includes smiling, gurgling, and cooing" (p. 220).  Watson (1924) 
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stated that a child was born with an instinctual basis for fear, rage, and love, but that was all.  
The vast potential of a child was malleable to conditioning.  The blank slate camp can also be 
traced to Aristotle (332 BC/1952b) who said:  
Mind is in a sense potentially whatever is thinkable, though actually it is nothing until it 
has thought.  What it thinks must be in it just as characters may be said to be on a writing 
table on which as yet nothing actually stands written: this is exactly what happens with 
the mind. (p. 662) 
Aquinas (1273/1952) agreed, and so did Locke (1690/1952) when he said, “Let us then 
suppose the mind to be, as we say, white paper, void of all characters, without any ideas” (p. 
121).  Locke continued by explaining that all ideas got into the mind through two paths: 
sensation and reflection.  Locke bolstered the behaviorists further by saying, “But those which 
naturally at first make the deepest and most lasting impressions are those which are accompanied 
with pleasure and pain” (p. 141). 
The elements were in place for a paradigm shift in the way testing impacted education: 
(a) mass evaluation instead of one-on-one assessment, (b) only behavior can be quantified, i.e., 
paper and pencil tests, (c) tests are constructed to elicit a normal curve, (d) the mind is a blank 
slate or nearly so, and (e) associating pleasure and pain with desired behavior is the only 
scientific way to educate.  These five elements synthesized into the testing juggernaut of today.  
Tests are constructed that elicit a normal curve; pleasure is dispensed to the right of the mean and 
pain to the left.  The left feels this pain in more ways than one.  Nurture trumps nature, so there is 
no use complaining that the widgets on the assembly line are not all alike, or as Lee Iacocca 
explained to teachers, “Your customers don’t want to hear about your raw material problems—
they care about results” (as cited in Sacks, 1999, p. 72).  Watson (1930) was so sure of his 
findings that he boldly proclaimed: 
Give me a dozen healthy infants, well formed, and my own specified world to bring them 
up and I’ll guarantee to take any one at random and train him to become any type of 
specialist I might select--doctor, lawyer, merchant-chief, and yes, even beggarman and 
thief, regardless of his talents, penchants, tendencies, abilities, vocations, and race of his 
ancestors. (p. 1) 
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While the elements of testing began to crystallize, disagreements about the very nature of 
intelligence were taking place.  Spearman (1937) led one group of psychologists who advocated 
an overarching ability they simply labeled "g" for general intelligence.  Another group, 
represented by Thurstone, as cited in Gardner (1985), promoted a belief in several core abilities 
existing independently of each other that could only be tested by separate tasks.  According to 
Gardner, Thorndike gave tests to 1,100 school children and concluded that general intelligence 
or "g" was present throughout; however, certain tasks, such as supplying a generalization to 
connected facts, required more "g" while rapidity of tapping required less.  As reported by 
Spearman, Wechsler developed his own intelligence test because he felt the Stanford/Binet relied 
too heavily on verbal abilities.  Wechsler’s test contained 11 subtests; 6 contained verbal 
material and 5 were performance tasks.  Wechsler also changed the scoring scale.  He noticed 
that dividing mental age by chronological age would diminish the differences in I.Q. for older 
people.  For example, a mental age of 6 divided by a chronological age of 5 produced a higher 
I.Q. than 10 divided by 9.  Wechsler instead produced tests that yielded a normal curve then 
scaled the results to a mean of 100 with a standard deviation of 15 (Plucker, 2004c). 
 
Philosophic Antecedents 
Not only was there disagreement about the nature of intelligence and how to measure it, 
disagreement also arose concerning the genetic component.  Not everyone agreed with Watson’s 
(1930) claim that any child could be conditioned to any profession.  The nature/nurture debate 
can be traced back to at least Plato (370 BC/1952b) and Aristotle (340 BC/1952a).  Aristotle 
(340 BC/1952a) clearly assigned the greatest effect to environment, but his teacher, Plato (370 
BC/1952b), taught that heredity was more important.  Plato (370 BC/1952b) classified men as 
gold (lovers of wisdom), silver (lovers of honor), and bronze (lovers of gain).  He recommended 
the state to arrange marriages to keep the gold pure and to lessen the production of alloys.  Kant 
(1781/1952) also disagreed with Aristotle (332 BC/1952b) and Locke (1690/1952) and taught 
that the mind, far from being a blank slate at birth, was an organizing structure for fitting sense 
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experience into preexisting a priori categories.  Sacks (1999) reported that Carl Brigham played 
a role in the examination of recruits and argued strongly for the innateness of intelligence when 
he published a book outlining the I.Q. of different ethnic groups.  As cited in Sacks, Brigham's 
1923 publication, A Study of Intelligence, used the results of the army’s examination of recruits 
to claim that Europe possessed three distinct races of varying intelligence.  Brigham, according 
to Sacks, found that immigrants from places such as Sweden, Belgium, and England were termed 
Nordic and possessed the highest intelligence.  Alpine immigrants, from places like Russia and 
Poland, fell in the middle.  Alpines were inferior to Nordics but superior to Mediterranean 
immigrants from places like Spain, Greece, and Italy.  The comparisons expressed 
mathematically were Nordic > Alpine > Mediterranean (Sacks, p. 31).  Sacks stated that both 
Terman and Yerkes agreed with Brigham that intelligence was a heritable trait and that there was 
a difference in races.  Gould pointed out in his 1981 book, The Mismeasure of Man, that there 
existed a high correlation between years in the United States and scores on the army’s 
intelligence tests.  He concluded that familiarity with English, not innate ability, caused the 
differences in the immigrants’ scores.  At first influenced mainly by a growing eugenics 
movement in the United States but now seemingly verified by scientific data, Congress passed 
the Immigration Restriction Act of 1924.  The Act set the immigration quotas at the level for 
1890 before waves of people had entered from Mediterranean countries.  According to Gould, 
the Immigration Act barred up to 6 million people from entering the country, many of them 
Jews, prior to World War II. 
According to Frontline PBS (1999b), 12 college presidents organized a College Entrance 
Examination Board in 1900.  Its purpose was to standardize the admissions process and to 
influence the curriculum of New England’s boarding schools.  The essay examination covered 
English, French, German, Latin, Greek, history, mathematics, chemistry, and physics.  Frontline 
PBS (1999b) reported that Carl Brigham, who was then working at Princeton, revamped the 
army alpha test and began administering his own admissions test in 1926.  This test that is now 
known as the Scholastic Aptitudes Test, or SAT for short, attracted the attention of Harvard’s 
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president, James B. Conant.  Conant wanted to award scholarships based upon intelligence, 
because the College Board’s achievement test overwhelmingly measured the enhanced 
opportunities of the privileged few attending private boarding schools.  Conant lobbied for an 
egalitarian society.  He stated that equating merit with innate intelligence instead of 
environmental factors would create a democratic meritocracy based upon ability rather than 
privilege (Frontline PBS, 1999b).    
Convinced that the SAT measured intelligence, not achievement, Harvard began 
awarding scholarships based upon test scores.  Before the decade was out, all Ivy League schools 
used the SAT as a basis for scholarships.  When World War II drastically reduced the number of 
college applicants, the College Board abandoned all admissions tests except the SAT (Frontline 
PBS, 1999b). 
James B. Conant’s equating SAT scores with merit represented a major turning point in 
history (Frontline PBS, 1999b).  Equating merit with intelligence is not new.  Solomon pleased 
God by asking for the precious gift of wisdom.  The Greeks awarded Ulysses, instead of Ajax, 
the armor of Achilles because they prized brains over brawn (Ovid, 2001).   However, equating 
merit with SAT scores is less than a century old.  According to Sacks (1999), Brigham stated that 
SAT scores equaled innate intelligence; Conant stated that innate intelligence equaled merit.  
Therefore, SAT scores must equal merit.  This logic is clear and can be demonstrated 
mathematically as: SAT scores = innate intelligence, innate intelligence = merit, therefore SAT 
scores = merit.  The major problem lies with the middle term, innate intelligence = merit.  The 
reason Brigham and Conant equated innate intelligence with merit was because they said the 
SAT measured intelligence isolated from the advantages of wealth.  Just as the College Boards 
became exclusively SAT, World War II changed the belief that innate intelligence equals merit.   
Recoil from the Holocaust and the Nazi’s Aryan program made belief in innate 
differences an untenable position.  Innate intelligence must not equal merit and test differences 
must not be credited to genetics.  Amazingly, and in defiance of logic, SAT scores still equaled 
merit.  A no longer equaled B, and B no longer equaled C, but A still equaled C.   Now SAT 
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scores equaled merit--not because of innate differences--but because of enriched educational 
opportunities.  This position is tenable only if everyone has equal access to education.  Although 
in 1991 Jonathan Kozol showed that Savage Inequalities existed in the quality of schools, SAT 
scores remained the measure of merit.   
Prior to the shift from innate to environmental factors occasioned by World War II, not 
everyone was pleased by the claims of intelligence testers.  Perhaps the most cogent opposition 
came from the journalist Lippmann (1922).  In a series of six articles that appeared in the New 
Republic in 1922, Lippmann questioned the methods, validity, and conclusions of people such as 
Lewis Terman.  Lippmann's fourth article was the most scathing.  In the third paragraph, 
Lippmann wrote:  
If, for example, the impression takes root that these tests really measure intelligence, that 
they constitute a sort of last judgment on the child’s capacity, that they reveal 
“scientifically” his predestined ability, then it would be a thousand times better if all the 
intelligence testers and all their questionnaires were sunk without warning into the 
Sargasso Sea. (p. 9) 
  Lippmann's last paragraph was just as caustic; he wrote: 
They believe that they are measuring the capacity of a human being for all time and that 
his capacity is fatally fixed by the child’s heredity.  Intelligence testing in the hands of 
men who hold this dogma could not but lead to an intellectual caste system in which the 
task of education had given way to the doctrine of predestination and infant damnation. 
(p. 10) 
 Although the motive for Conant’s equating merit with innate intelligence had been a benevolent 
attempt to acquire a more socially diverse student population, Lippmann saw it as undermining 
the basic democratic principle of upward mobility through study and hard work.  A passage from 
Moby Dick (Melville, 1851/1952) wonderfully illustrated the dilemma:  
As before, the Pequod steeply leaned over towards the Sperm Whale’s head, now, by the 
counterpoise of both heads, she regained her even keel, so, when on one side you hoist in 
Locke’s head, you go over that way; but now, on the other side, hoist in Kant’s and you 
come back again. (p. 242) 
 Those such as Brigham (as cited in Sacks, 1999) and Terman (1916) were leaning toward the 
innateness of Kant (1781/1952), but the Nazi racial program brought public opinion back to 
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Locke’s (1690/1952) tabula rasa.  Skinner (1938/1991) was now ready to instruct society on 
how to "scientifically" write on a blank surface.   
The publication of the Behavior of Organisms in 1938 (Skinner, 1938/1991) went largely 
unnoticed except by a few psychologists.  Skinner’s experiments with mice and the technique he 
called operant conditioning was an improvement over Pavlov’s (as cited in Watson & Rayner, 
2004) classical conditioning.  Whereas, Pavlov had merely associated an artificial stimulus to a 
response that already existed, such as a bell causing salivation, Skinner used stimuli to elicit 
responses that were not part of an animal’s natural repoitoire.  Skinner was cautious about wide 
application of his technique concluding simply, “Let him extrapolate who will” (p. 442). 
Skinner’s experiments with pigeons removed that caution.  While under military contract during 
World War II and working on the top floor of the General Mills plant in Minneapolis, Skinner 
and two of his collegues experimented with pigeons.  They taught a pigeon to bat a wooden ball 
around a cardboard box by reinforcing successive approximations to the act.  According to 
Peterson (2004), Skinner then explained: 
We began by reinforcing merely looking at the ball, then moving the head toward it, then 
making contact with it, and eventually knocking it to one side with a swiping motion.  
The pigeon was soon batting the ball about the box like a squash player.  . . . I remember 
that day as one of great illumination.  We had discovered how much easier it was to 
shape behavior by hand than by changing a mechanical device. (p. 320)  
Behaviorism and its "shaping" technique became influential in the coming decades.  Skinner, no 
longer timid about extrapolation, wrote bestsellers, Walden Two and Beyond Freedom and 
Dignity  Intelligence testers advocated mass assessment to help individualize instruction, while 
Skinner promoted one-on-one assessment so shaping could occur through immediate 
reinforcement.  A strange hybrid emerged.  By the beginning of the 21st century, schools and 
school children were annually assessed in mass, while reinforcement (sanctions) were delivered 
mechanically by governmental agencies after a time lag of a year.  Imagine a pigeon’s confusion 
if it swiped the wooden ball and months later a pellet of food appeared.  The school variables 
that can change in a year are staggering: faculty reassignment, student mobility, textbook 
adoption, curriculum restructuring, and many others. Whether test scores are up or down, after a 
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year’s time, many schools are forced to conclude like Agatha Cristie’s 1934 hero, Hercule Poirot 
in Murder on the Orient Express, “They all did it!” 
As reported by Frontline PBS (1999a), in 1948, the Educational Testing Service (ETS), 
officially opened for business with Henry Chauncey as president and James Conant as chairman 
of the board.  Although World War II had made the heriditary component of intelligence 
unpalatable, and Conant had insituted the test only after Brigham had convinced him it measured 
native intelligence, Conant still promoted the test as a true measure of merit (Frontline PBS, 
1999a).  It was as if the advantages of wealthy children attending private boarding schools no 
longer mattered and the discussions between Conant and Brigham had never occurred.  
Industrial-model high schools were expected to efficiently "shape" blank slates through 
"scientific" conditioning techniques.  The ETS would maintain quaility control and rank students 
by deviation from the mean.  Aristotle’s (332 BC/1952b) blank slate was now in vogue, but the 
mean used by ETS was far different from the golden mean described by the great philosopher.  
Aristotle (340 BC/1952a) expressed his belief in an individualized mean that applied only 
to that person.  Aristotle (340 BC/1952a) illustrated this point by referring to Milo of Crotona, a 
five-time Olympic wrestling champion famous for his appetite.  He expounded: 
If 10 is many and 2 is few, 6 is the intermediate, taken in terms of the object; for it 
exceeds and is exceeded by an equal amount; this is intermediate according to 
arithmetical proportion.  But the intermediate relatively to us is not to be taken so; if 10 
pounds are too much for a particular person to eat and 2 too little, it does not follow that 
the trainer will order 6 pounds; for this also is perhaps too much for the person who is to 
take it, or too little—too little for Milo, too much for the beginner in athletic exercises. (p. 
352)   
Clearly, mass assessment and the resultant mean contradicted Aristotle (340 BC/1952a); 
however, another of his views agreed with the rank ordering of scores.  Aristotle (340 BC/1952a) 
pointed out that the entire plant and animal kingdom could be ranked.  He said, “There is 
observed in plants a continuous scale of ascent towards the animal.  Throughout the entire animal 
scale, there is a graduated differentiation in amount of vitality and in capacity for motion” (p. 
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114).  The idea of a graduated scale existing in nature became known as the Great Chain of 
Being.  Aquinas (1273/1952) said: 
The divine wisdom is the cause of the distinction of things for the sake of the perfection 
of the universe, so is it the cause of inequality.  For the universe would not be perfect if 
only one grade of goodness were found in things. (p. 258) 
Aquinas' reasoning suggested that a graduated scale must exist between all widely divergent 
quantities such as hot/cold, large/small, and gifted/slow.  Perhaps such a scale does exist in 
nature, but does it apply to cognition?  Quantum mechanics proved that electrons distribute 
themselves incrementally, not continuously.  When an electron absorbs enough energy it leaps to 
the next energy shell.  Perhaps children make cognitive leaps as well.  Bode’s Law revealed that 
planets distributed themselves incrementally from the sun.  A sodium-potassium pump generated 
a sine wave in the axons of the brain.  A bell is not the only curve known by Mother Nature.  
Theorists like Piaget (1932) and Vygotsky (1978) seemed to agree with physicists for when 
children absorb enough information, they leap to the next level.  The normal curve’s continuous 
scale may be inappropriate for measuring learning development.  It is noteworthy to remember 
that the great Chain of Being (Aquinas) was used to legitimize slavery and the divine right of 
kings. 
Not everyone was pleased by mass assessment and the industrial-model high school.  
According to Ulich (1961), dissenting voices went back to at least Ralph Waldo Emerson who 
said: 
A rule is so easy that it does not need a man to apply it; an automaton, a machine, can be 
made to keep a school so.  It facilitates labor and thought so much that there is always the 
temptation in large schools to omit the endless task of meeting the wants of each single 
mind, and to govern by steam.  But it is at frightful cost.  Our modes of education aim to 
expedite, to save labor; to do for masses what cannot be done for masses, what must be 
done reverently, one by one: say rather, the whole world is needed for the tuition of each 
pupil. (p. 591)  
James (1958) realized that the art of teaching was becoming increasingly threatened by 
science.  He said, “Psychology is a science and teaching is an art; and sciences never generate 
arts directly out of themselves.  An intermediary inventive mind must make the application by 
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using its originality” (p. 24).  Jaspers (1957) addressed the same concern.  Writing about 
professions such as schoolmaster, clergyman, and physician, he warned in 1930: 
The actual achievement cannot possibly be measured adequately by objective 
measures…the vital question is how far this process of rationalization can go and how far 
it is self-limited in order to leave scope for the individual to act on his own initiative 
instead of blindly obeying instructions. (p. 65) 
Further encroachment by science on the art of teaching prompted Russell to write in 
1950:  
There ought to be a great deal more freedom than there is for the scholastic profession.  It 
ought to have more opportunities of self-determination, more independence from the 
interference of bureaucrats and bigots.  . . . The teacher, like the artist, the philosopher, 
and the man of letters can only perform his work adequately if he feels himself to be an 
individual directed by an inner creative impulse, not dominated and fettered by an outside 
authority.  It is very difficult in this modern world to find a place for the individual.  If 
the world is not to lose the benefit to be derived from its best minds, it will have to find 
some method of allowing them scope and liberty in spite of organization.  This involves a 
deliberate restraint on the part of those who have power, and a conscious realization that 
there are men to whom free scope must be afforded. (p. 123) 
Although prescient and profound, the caution urged by men like Emerson (Ulich, 1961), 
James (1958), Jaspers (1957), and Russell (1950) went largely unheeded.  Science and art existed 
symbiotically.  Wilson (1998) explained, “Science needs the intuition and metaphorical power of 
the arts, and art needs the 'brute facticity' of science" (p. 230).  Like Kant balancing Locke 
aboard the Pequod (Melville, 1851/1952), the art of teaching needed a renaissance to 
counterpoise science, for only quantitative oars were striking the water.  
The U.S. military tested 10 million recruits during WWII compared to the 1.7 million 
tested in World War I (Coulehan, 2004).  Army psychologists used the Army-Navy College 
Qualifying Test to identify men for officer training.  According to Coulehan, the test borrowed 
elements from the Iowa Tests of Basic Skills and the Iowa Test of Educational Development that 
Lindquist developed during the 1930s while working at the University of Iowa.  Coulehan 
pointed out that Lindquist was concerned with measuring students’ ability to use knowledge 
creatively rather than gauging rote memorization.  Coulehan reported that like Thurstone before 
him, and Gardner after him, Lindquist stated that intelligence was multifaceted and could not be 
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expressed as a single unitary component.  His Iowa tests contained sections on number facility, 
spatial visualization, associative memory, perceptual speed, reasoning, verbal comprehension, 
and verbal fluency (Coulehan).  This represented a shift away from the general intelligence 
factor or ‘g’ as Spearman (1937) had described it.   
College admission testing increased dramatically after World War II.  The “Servicemen’s 
Readjustment Act of 1944,” better known as the “GI Bill,” provided money for servicemen to 
attend college.  Although some worried that the bill would lower educational standards and 
encourage sloth amongst veterans, the GI Bill was a great success.  In its peak year of 
implementation, veterans accounted for 49% of all college enrollments.  To qualify, servicemen 
must have served 90 days after September 16, 1940, and have an honorable discharge (Education 
Webmaster, 2005).  Conspicuously absent from qualification requirements was any score on any 
test.  Although some colleges required SAT scores for admission, federal benefits were not 
dependent upon them.  
The 1950s brought increased college admissions testing because of population growth 
and expanding opportunity.  By 1957, the Educational Testing Service was administering the 
SAT to over half a million students each year.  In 1952, the verbal section had solidified into four 
parts: reading comprehension, analogies, antonyms, and sentence completion (Frontline PBS, 
1999b, p. 3).  The sections remained unchanged until 2005 when the analogies were dropped in 
favor of more reading comprehension questions.  As cited in Coulehan (2004), like David 
Wechsler before him, E. F. Lindquist also said the SAT was too dependent upon verbal fluency.  
In 1959, Lindquist and Ted McCarrel, who was Dean of Admissions at the University of Iowa, 
established the American College Testing Program.  In its first year, the program tested 133,000 
students for $3 each.  Lindquist, an engineer as well as an educator, invented the “Mark I” 
scoring machine to tabulate the results (Coulehan, p. 6).  The world of college testing was now 
officially divided.  On one side stood James B. Conant and the SAT crowd, using a test adapted 
from World War I and detecting ‘g’ through verbal fluency.  On the other side, stood E. F. 
Lindquist, with his ACT test, claiming to measure different aspects of intelligence while aligning 
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with high school curricula.  Both camps stressed the environmental component of intelligence in 
the wake of World War II.  If intelligence was not genetic as Carl Brigham and James Conant 
had once stated, but the result of environmental influence, then in order to equate test scores with 
merit, everyone must have an equal educational opportunity (Coulehan).   
In 1954, Chief Justice Earl Warren said in Brown v. Board Of Education:  
Does segregation of children in public schools solely on the basis of race, even though 
the physical facilities and other “tangible” factors may be equal, deprive the children of 
the minority group of equal educational opportunities?  We believe that it does. (n. p.) 
In 1965, 11 years later, Congress passed the Elementary and Secondary Education Act.   
Its stated purpose:  
In recognition of the special educational needs of low-income families and the impact 
that concentrations of low-income families have on the ability of local educational 
agencies to support adequate educational programs, the Congress hereby declares it to be 
the policy of the United States to provide financial assistance to local educational 
agencies serving areas with concentrations of children from low-income families to 
expand and improve their educational programs by various means (including preschool 
programs) which contribute to meeting the special educational needs of educationally 
deprived children. (Section 201)  
If standardized test scores equal merit and are the result of environmental influences, then 
if Black children and poor children are given equal opportunity, then equating merit with 
standardized test scores is not only fair, but also American.  A test score competition held on a 
level field should unleash the powerful forces of capitalism and improve the economy.  In its 
first year, the Elementary and Secondary Education Act (1965) authorized Title I to disburse 
approximately one billion dollars to level the field.  A year later, the Equality of Educational 
Opportunity Study was published (Coleman, 1990).  
The Civil Rights Act of 1964 called for a survey.  A panel of experts led by Coleman 
(1990) produced the Equality of Educational Opportunity Study that has become known as the 
Coleman Report.  This massive study involved 600,000 children, 4,000 schools and principals in 
all 50 states, and 60,000 teachers.  The Educational Testing Service administered the tests and 
questionnaires.  Coleman said:  
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In our design of the research, we refused to accept an input-only definition of educational 
quality.  We measured inputs, to be sure, but we measured outputs as well, in the form of 
achievement on standardized tests.  It was this paradigm shift in research on school 
quality that made possible the impact of the resulting report. (p. 2)   
For half a century, students had been judged by standardized tests, but the Coleman 
Report (Coleman, 1990) began evaluating schools with them.  Coleman's report identified three 
sources for school-to-school variation in achievement: (a) differences from one school to another 
in school factors; (b) differences from one community to another in family backgrounds of 
individual students, including ability; and (c) differences from one community to another in 
influences outside school, apart from the student’s own family (p. 75).  Coleman found that 
community differences and student body characteristics accounted for much more variation in 
achievement than school factors.  He stated, “In the many analyses that have been carried out, 
nearly any student body characteristic is more effective in accounting for variations in individual 
achievement than is any characteristic of the school itself” (p. 87).  In addition to test scores, the 
Equal Educational Opportunity Study investigated students’ attitudes.  Responses to the 
questionnaires were grouped into three domains: (a) students interest in school, (b) self-concept, 
and (c) sense of control of the environment.  While some variations existed between ethnic and 
socioeconomic classes pertaining to interest in school and self-concept, the most significant 
difference was in the third domain.  According to Coleman, a sense of control of the environment 
was measured by how students responded to statements such as, “Good luck is more important 
than hard work for success,” “Every time I try to get ahead, something or someone stops me,” 
and “People like me don’t have much of a chance to be successful in life” (p. 107).   Minority 
students revealed a fatalism that was highly correlated with low-test scores.  The relationship 
was so strong that Coleman said, “Attitudinal variables account for more of the variation in 
achievement than any set of variables including all family background variables together, or all 
school variables together” (p. 108).  The relative strengths can be expressed mathematically as: 
Attitudinal factors > Family factors > School factors.  Attitudinal factors were most strongly 
correlated with test scores and the most important attitude concerned "locus of control" (p. 108).  
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Coleman maintained, “It appears that children from advantaged groups assume that the 
environment will respond if they are able enough to affect it; children from disadvantaged groups 
do not make this assumption” (p. 115).  The students' perception of whether they were buffeted 
by chance or masters of their fate was so related to test scores that Coleman stated:  
Those Blacks who gave responses indicating a sense of control of their own fate achieved 
higher on the tests than those Whites who gave the opposite responses.  This attitude was 
more highly related to achievement than any other factor in the student’s background or 
school. (p. 115) 
  Even though by grade 12 there existed a standardized test score gap greater than one standard 
deviation between Whites and Blacks, apparently this one attitudinal factor counterbalanced it.   
In 1965, one year before publication of Coleman’s study, psychologist Seligman (1998) 
discovered what he termed "learned helplessness" while experimenting with dogs.  He rang a 
bell, and then electrified the floor of a cage so that dogs had no way to avoid the shock.  He then 
set up his experiment so that dogs upon hearing the bell could avoid the shock by leaping over a 
low wall.  To his surprise, dogs that had been subjected to the no-way-out scenario did not leap 
the wall to avoid the shock.  Dogs that were not subjected to the unavoidable shock treatment 
quickly learned to jump the wall (Seligman).  The extrapolation to human behavior is obvious.  
Poor children exposed to an unresponsive environment may be so conditioned by futile efforts in 
their past that they no longer try.  How sad to imagine a poor child lying in a crib, crying to be 
changed or fed, and the environment not responding.  The strong effect of attitudinal and family 
factors led Coleman (1990) to conclude that true equality of education could only exist in 
boarding schools.  Watson (1930) said the same thing 50 years earlier when he claimed to be 
able to condition children to any profession.  In addition to healthy infants, he required his "own 
specified world to bring them up" (p. 119).  Schools are not Skinner boxes and Coleman’s 
analysis led him to state that less than 30% of variation in students' achievement was because of 
school factors.  Coleman said:  
Taking all these results together, one implication stands out above all: That schools bring 
little influence to bear on a child’s achievement that is independent of his background, 
and general social context; and that this very lack of an independent effect means that the 
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social inequalities imposed on children by their home, neighborhood, and peer 
environment are carried along to become the inequalities with which they confront adult 
life at the end of school.  For equality of educational opportunity through the schools 
must imply a strong effect of schools that is independent of the child’s immediate social 
environment, and that strong independent effect is not present in American schools. (p. 
119)   
This massive study commissioned by the Federal Government concluded that schools 
alone could not eliminate inequality.  Perhaps the Equality of Educational Opportunity Study did 
represent a paradigm shift as Coleman (1990) said, but it was only a partial one-- a para-nickel.  
The method of measuring output in the form of standardized tests was adopted while the results 
were ignored.  It was impossible in 1966 for schools to equalize test scores because of family and 
community factors, and it is impossible today.  The No Child Left Behind Act, signed into law on 
January 8, 2002, requires that five ethnic groups as well as economically disadvantaged students, 
students with disabilities, and limited English-proficient students make adequate yearly progress 
toward 100% proficiency in math, reading, and language arts by 2014.  Schools that do not meet 
these impossible demands will be punished.  Shocked by sanctions, schools officials may also 
learn to be helpless.  As the locus of control shifts to Washington, educators will resemble the 
low-performing students in Coleman’s study being no longer masters of their fate but subject to 
geographical chance.   
Along with the push for equal educational opportunity, came a demand for higher 
achievement.  Congress reacted to the 1957 launch of Sputnik by passing the National Defense 
Education Act to improve science and mathematics instruction.  In 1959, Admiral Hyman 
Rickover stressed science and mathematics in Education and Freedom, and 35 diverse experts 
lead by Jerome Bruner met at Cape Cod to find ways to improve science instruction (National 
Center for Education Statistics, 2005).  The Cold War convinced the United States that it must 
lead the world in technology.  In 1969, Congress mandated the National Assessment of 
Educational Progress to accomplish two goals: (a) to compare students' achievement in states 
and other jurisdictions and (b) to track changes in achievement of 4th-, 8th-, and 12th-graders 
over time in mathematics, reading, writing, science, and other content domains (National Center 
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for Education Statistics, p. 2).  The judicial branch spoke in Brown v. Board of Education and the 
legislative branch acted through the Elementary and Secondary Education Act and creation of 
the National Assessment of Educational Progress.  Although the Supreme Court rejected 
separate but equal, and Congress attempted to equalize educational opportunity through Title I, 
the Supreme Court ruled in 1973 that education is not a fundamental right protected by the equal 
protection clause of the 14th amendment.  Justice Powell writing the majority opinion in the 5-4 
decision of San Antonio Independent School District v. Rodriguez said, “We are unwilling to 
assume for ourselves a level of wisdom superior to that of legislators, scholars, and educational 
authorities in 50 states, especially where the alternatives proposed are only recently conceived 
and nowhere tested” (San Antonio Independent School District v. Rodriguez, 1973).  Ten years 
later, the executive branch assumed a superior level of wisdom by mounting its bully pulpit to 
proclaim a crisis in American education.  
Jimmy Carter created the cabinet level Department of Education in 1979.  Four years 
later, with Ronald Reagan in the White House, Education Secretary Terrence Bell released A 
Nation at Risk.  No document concerning education has been more quoted by the right or 
condemned by the left.  According to the National Commission on Excellence in Education 
(2001), conservatives like William Bennett, Lamar Alexander, and Lynne Cheney broadcasted 
its rhetoric by using words such as: 
The educational foundations of our society are presently being eroded by a rising tide of 
mediocrity that threatens our very future as a nation and a people.  . . . If an unfriendly 
foreign power had attempted to impose on America the mediocre educational 
performance that exists today, we might well have viewed it as an act of war. (p. 1)   
On the other hand, liberals such as Berliner and Biddle (1995) refuted its claims and questioned 
its motives in The Manufactured Crisis.  The authors cited statistics by the NAEP and the 
Educational Testing Service that showed stable student achievement from the early 1970s to the 
mid 1980s.  The question of motives is a deeper matter.   
Recently, George Lakoff (1996) has argued that political parties are the result of a 
projection of the family onto national politics.  Republicans represent the "Strict Father Model" 
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that stresses strength, authority, and order.  Democrats represent the "Nurturant Parent Model" 
that stresses nurturance, empathy, and self-development (Lakoff, pp. 33-34).   It seems plausible 
that people attracted to the teaching profession are generally of the Nurturant Parent Model 
mentality.  Whatever the cause of faction, James Madison was worried about it.  In the 10th 
Federalist Paper, he wrote, “The CAUSES of faction cannot be removed, and that relief is only 
to be sought in the means of controlling its EFFECTS.”  Madison stated that in large republics, 
“It will be more difficult for unworthy candidates to practice with success the vicious arts by 
which elections are too often carried.”  Advanced communications have removed the safeguards.  
The early 21st century finds America so polarized that the government threatens schools over 
things they cannot control.  Twenty-four years after his landmark Equal Educational 
Opportunity Study, Coleman (1990) said: 
The decline in school achievement that has occurred in the United States since the mid-
1960s has been seen as a deficiency of the schools.  It might, however, be more a result 
of deficiencies in families as children experience the consequences of martial disruption 
and other problems of the modern family. (p. 308) 
   The testing juggernaut gained momentum in the second half of the 20th century.  
According to Plucker (2004b), a 1969 article by Jensen refueled the old nature/nurture debate.  In 
a publication called "How Much Can We Boost I.Q. and Scholastic Achievement?” Jensen 
explained that the reason the achievement gap had not been closed further by Title I programs 
was that I.Q. was 80% heritable (Plucker, 2004b, p. 2).  With only 20% credited to 
environmental factors, Jensen stated that federal programs could not drastically alter children’s 
test scores.  Jensen was fiercely criticized for his article and the nature/nurture debate continued 
when Herrnstein and Murray published The Bell Curve in 1994.  The book made the New York 
Times bestseller list and created a firestorm of controversy.  At over 800 pages, the book was 
filled with illustrations containing scatter plots and regression lines.  Chapter 13 is titled "Ethnic 
Differences in Cognitive Ability."  In the third paragraph, the authors stated: 
The difference in test scores between African-Americans and European-Americans as 
measured in dozens of reputable studies has converged on approximately a one standard 
deviation difference for several decades.  Translated into centiles, this means that the 
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average White person tests higher than about 84% of the population of Blacks and the 
average Black person tests higher than about 16% of the population of Whites. (p. 269)   
This rhetoric infuriated many and brought back memories of Carl Brigham and his now infamous 
A Study of Intelligence.  Relying mainly on data obtained from the National Longitudinal Study 
of Youth, Murray and Herrnstein reasoned that most of the ills affecting society were highly 
correlated with I.Q. scores.  The conclusion that I.Q. is highly heritable and that it correlates with 
things like poverty and crime is too pessimistic and underestimates the influence of children’s 
environments.   
The Black-White Test Score Gap, edited by Jencks and Phillips, was published in 1998.  
Chapter four presented research by Meredith Phillips, Jeanne Brooks-Gunn, Greg Duncan, 
Pamela Klebanov, and Jonathan Crane.  These researchers increased the variables included in 
socioeconomic status and dramatically narrowed the I.Q. gap.  Their data consisted primarily of 
children born to the 6,283 women in the National Longitudinal Survey of Youth.  Their 
conclusion was: 
Even though traditional measures of socioeconomic status account for no more than a 
third of the test score gap, our results show that a broader index of family environment 
may explain up to two-thirds of it.  Racial differences in grandparents’ educational 
attainment, mothers’ household size, mothers’ high school quality, mothers’ perceived 
self-efficacy, children’s birth weight, and children’s household size all seem to be 
important factors in the gap among young children.  Racial differences in parenting 
practices also appear to be important. (Jencks & Phillips, p. 138)   
This study refuted much of Herrnstein and Murray's (1994) findings and offered hope for early 
childhood intervention.  Will the nature/nurture debate ever be settled?  Ravitch (2000) had this 
to say about it:   
No testing experts believe that one’s intelligence is completely determined by either 
heredity or environment; most believe that some combination of nature and nurture is 
involved; but there is no consensus about the relative emphasis attributable to these 
influences.  Is it 60% nature and 40% nurture or the reverse?  Is it 80% nurture and 20% 
nature or the reverse?  Short of some investigative breakthrough that is not now available, 
perhaps not even imaginable, it is impossible to know with certainty to what extent a 
child’s intelligence derives from genes or experiences. (p. 160)   
Although consensus may never be reached on nature versus nurture, Coleman (1990) and 
the authors of The Bell Curve (Herrnstein & Murray, 1994) reached a strikingly similar 
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conclusion.  Remember, Coleman stated that schools accounted for approximately 30% of the 
variation in standardized test scores and that it was unrealistic to expect them to produce uniform 
achievement across racial and socioeconomic lines.  So did Herrnstein and Murray.  They stated, 
“Critics of American education must come to terms with the reality that in a universal education 
system, many students will not reach the level of education that most people view as basic” (p. 
436) (italics retained).  Furthermore they stated, “The egalitarian ideal of contemporary political 
theory underestimates the importance of the differences that separate human beings.  It fails to 
come to grips with human variation.  It overestimates the ability of political intervention to shape 
human character and capacities” (p. 532).  In addition, Herrnstein and Murray stated, “Much of 
public policy toward the disadvantaged starts from the premise that interventions can make up 
genetic or environmental disadvantages, and that premise is overly optimistic” (p. 550).  Three 
researchers working from large, different databases reached the same conclusion.   
According to Kamphaus (2005), the use of I.Q. scores to place students in special classes 
resulted in Black children being over represented in remedial classes such as Educatable 
Mentally Retarded (EMR).  As reported by Kamphaus, in 1971, a class action lawsuit demanding 
that I.Q. tests be banned was brought on behalf of the Black students of San Francisco.  The 
request was granted in Larry P. v. Riles.  Many experts testified at the lengthy and complicated 
trial.  Judge Robert Peckham ruled in 1979 that standardized I.Q. tests:  
. . . are racially and culturally biased, have a discriminatory impact against Black 
children, and have not been validated for the purpose of essentially permanent 
placements of Black children into educationally dead-end, isolated, and stigmatizing 
classes for the so-called educable mentally retarded. (as cited in Kamphaus, n. p.)   
According to Kamphaus, the Larry P. v. Riles ruling made test makers diligently seek to 
eliminate culture bias from their tests.  Robinson (1997) commented on this case in a series of 
lectures entitled "The Great Ideas of Psychology" distributed by The Teaching Company.  In 
lecture 44, Professor Robinson criticized the use of derogatory labels like EMR but disagreed 
with banning I.Q. tests.  He said: 
 46
To throw the tests away is something akin to discovering that there is a fever running 
around and it seems to be selectively hitting certain children and rather than have this 
pattern of discrimination continue you are going to outlaw the use of thermometers. (p. 8) 
 The analogy is weakened when one considers that the central practice of accountability is an 
annual test.  According to the Coalition for Authentic Reform in Education (2005), Jay Heubert, 
an education professor at Columbia, also used the thermometer analogy.  He said, “One test does 
not improve learning anymore than a thermometer cures a fever” (n. p.).               
In 1978, the Supreme Court entered the fray with a controversial 5-4 ruling in Regents of 
the University of California v. Bakke  (Bloch, 2003).  A white male, Allan Bakke, sued over 
admission to the medical school at the University of California at Davis because minority 
applicants with lower medical college admission test scores were accepted.  The Court ruled that 
racial quotas were unconstitutional but that race could be considered as one of many qualities 
upon which a college may base admission.  In 2003, the Supreme Court ruled on the relative 
weight that may be assigned to qualities such as race and test scores.  At issue was the 150-point 
scale used to determine admission to the University of Michigan’s College of Literature, 
Science, and the Arts.  Any student scoring 100 points gained admission.  Eighty points was 
awarded for a 4.0 GPA, 20 points to scholarship athletes, 20 points for minorities, and 12 points 
for a perfect SAT.  By a 6-3 margin in Gratz v. Bollinger, the Court rejected the formulaic nature 
of the admissions policy and objected to giving 20 points to an applicant simply because he or 
she was a member of an underrepresented minority (Bloch).  Chief Justice William Renquist in 
delivering the opinion of the Court said, “In both years, applicants with the same GPA score and 
ACT/SAT score were subject to different admissions outcomes based upon their racial or ethnic 
status” (as cited in Bloch, n. p.).    In a parallel case the same year, the Supreme Court ruled in 
Grutter v. Bollinger that because the admission policy of the University of Michigan Law School 
was "sufficiently narrow" it was permissible to use race as one of several factors affecting 
admission.  The deciding vote in Grutter was cast by Sandra Day O’Connor, who said this about 
affirmative action, “We expect that 25 years from now, the use of racial preferences will no 
longer be necessary to further the interest approved today” (National Public Radio, 2003, p. 2).  
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Justice O’Connor seemed overly optimistic considering the income difference between the races 
and the amount of research linking socioeconomic status with test scores.  These complicated 
Supreme Court opinions trouble college admissions officers; however, one thing is clear, 
affirmative action is under attack.  Emphasizing SAT/ACT scores while discounting race will 
hinder diversity efforts and force us to agree with Thurgood Marshall, who said, “So long as the 
lingering effects of inequality are with us, the burden will unfairly be borne by those least able to 
pay” (as cited in Bloch, p. 5). 
 
The ACT Test in Tennessee 
As America’s population has grown, so has the number of students taking college 
entrance exams.  Two tests are dominant, the SAT and the ACT.  In 2004, approximately 1.4 
million graduating seniors took the SAT (College Board, 2005) and 1.2 million took the ACT 
(ACT, 2004).  The SAT is taken more frequently in the Northeast and on both coasts while the 
ACT is the leader in the Midwest and parts of the South.  To be more precise, half of the 16 
states served by the Southern Region Education Board are ACT dominant states: Alabama, 
Arkansas, Kentucky, Louisiana, Mississippi, Oklahoma, Tennessee, and West Virginia (ACT, 
2004).  Eight SREB states are SAT dominant: Georgia, Florida, Delaware, Maryland, North 
Carolina, South Carolina, Texas, and Virginia (Information Brief, 2004).  The SAT began 
requiring an essay in 2005; the essay is optional on the ACT.  The SAT also takes longer to 
complete at 3 hours 45 minutes, compared to 2 hours 55 minutes for the ACT.  Most colleges or 
universities will accept either test.  Conversion charts are available to compare scores between 
the two; for example, an SAT of 990 is equivalent to a 21 on the ACT (College Board).  Because 
Tennessee is almost exclusively an ACT state, concentration will focus on the characteristics of 
that test.  
The ACT test consists of four parts: English, math, reading comprehension, and science 
reasoning (ACT, Inc, 2005a).  The number of questions and allotted time for each section are 
shown in Table 1. 
 48
Table 1 
Number of Questions and Time Limit of ACT Subtests 
ACT subtests # of questions Time limit 
English 75 questions 45 minutes 
Math 60 questions 60 minutes 
Reading Comprehension 40 questions 35 minutes 
Science Reasoning 40 questions 35 minutes 
 
 
The questions are all multiple-choice and the test is graded on a scale of 1 through 36.  
The national composite score in 2004 was 20.9, with a standard deviation of 4.8 (ACT, 2004).  
The national composite score has remained stable over the past decade as evidenced by Table 2. 
 
 
Table 2 
National Average ACT Composite Score, 1994-2004 
Year Score 
1994 20.8 
1995 20.8 
1996 20.9 
1997 21.0 
1998 21.0 
1999 21.0 
2000 21.0 
2001 21.0 
2002 20.8 
2003 20.8 
2004 20.9 
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Tennessee’s ACT composite score has also remained stable over the past decade (ACT 
Assessment, 2005).  Table 3 shows the state’s average composite score as well as the percentage 
of Tennessee high school graduates who took the exam. 
 
 
Table 3 
Tennessee Average ACT Composite Scores and Percentage of Graduates Taking Exam 
Year Score Percentage 
1994 20.2 67% 
1995 20.3 68% 
1996 19.9 77% 
1997 19.7 83% 
1998 19.8 77% 
1999 19.9 77% 
2000 20.0 78% 
2001 20.0 79% 
2002 20.0 79% 
2003 20.4 74% 
2004 20.5 87% 
 
 
Only three states had a higher percentage of high school graduates taking the ACT in 
2004 than Tennessee: Colorado, Illinois, and Mississippi (ACT, Inc, 2004).  The ACT qualifying 
component of the newly introduced lottery scholarship probably explained most of the increase 
from 2003 to 2004 in the percentage of Tennessee students taking the ACT.  Tennessee’s score 
of 20.5 compares better with the national score of 20.9 if one considers the high percentage of 
Tennessee students who took the test and that Tennessee ranked 46th in per-pupil expenditure in 
the 2003/2004 school year (National Education Association, 2004).  
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The ACT Corporation compiles a High School Profile Report each year (ACT, Inc, 
2004).  It contains data on ethnic groups as well as economic status.  The national ACT 
composite scores for racial and ethnic groups are shown in Table 4.  
 
 
Table 4  
Average ACT Composite Score by Race/Ethnic Group, 2004 
Race / Ethnic Group Score 
African American/Black 17.1 
American Indian/Alaskan Native 18.8 
Caucasian American/White 21.8 
Mexican American/Chicano 18.4 
Asian American/Pacific Islander 21.9 
Puerto Rican/Hispanic 18.8 
Other 19.4 
Multiracial 20.9 
Prefer not to respond 22.0 
No response 20.7 
 
 
It is important to note that the average African American/Black ACT score was exactly 
one standard deviation (4.8) below Asian American/Pacific Islander and almost the same below 
the Caucasian American/White group.  The ethnic composition of Tennessee’s school children in 
2004 was 70.5% White, 24.8% African American, 3.2% Hispanic, and less than 2% in all other 
categories (State of Tennessee, 2005).  It is interesting to note that those who preferred not to 
answer the ethnicity question obtained the highest score.  The national ACT composite scores for 
estimated income brackets (ACT, Inc, 2004) are shown in Table 5. 
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Table 5 
Average ACT Composite Score by Estimated Income Bracket, 2004 
Estimated Income Avg. ACT Composite % of Total 
Less than $18,000 18.0 8% 
$18,000-$24,000 18.7 6% 
$24,000-$30,000 19.4 6% 
$30,000-$36,000 19.9 6% 
$36,000-$42,000 20.4 6% 
$42,000-$50,000 20.9 7% 
$50,000-$60,000 21.3 8% 
$60,000-$80,000 21.9 12% 
$80,000-$100,000 22.5 8% 
More than $100,000 23.5 10% 
No Response 21.1 23% 
 
 
According to the U.S. Census Bureau (2003), Tennessee had a median household income 
in 2003 of $37,529; this placed it ninth from the bottom.  Tennessee’s average ACT composite 
score of 20.5 was closely aligned with its income bracket.    
ACT composite scores can be converted into percentile ranks and the ACT (2005) 
homepage provides a conversion chart.  Table 6 provides a sample of selected scores and their 
equivalent percentile ranks. 
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Table 6 
Selected ACT Composite Scores and Their Equivalent Percentile Rank, 2004   
ACT Composite Score Percentile Rank 
12   2% 
14   9% 
16 20% 
18 34% 
20 49% 
22 64% 
24 77% 
26 86% 
28 93% 
30 97% 
 
 
The ACT test is offered nationally five times per year: February, April, June, October, 
and December.  The cost in 2004-2005 was $28.00; this included sending the scores to up to four 
colleges.  The optional writing exam cost $14.00 more (ACT, 2005).   
In recent years, many students have been taking the ACT exam more than once.  ACT 
research has shown that 55% of the students increase their composite score, 22% have no 
change, and 23% decrease their score.  Colleges have three options concerning students who 
have taken the exam multiple times: (a) use the most recent composite score, (b) use the highest 
composite score, and (c) pick the highest score in each of the four categories from each test and 
combine them for a composite score.  The last option appears that it would yield a significantly 
higher score; in some instances it does, but ACT's research has shown that 53% of students using 
the third option made the same as their single-highest composite score.  Another 42% using the 
third option increased their score one point over their single highest score (ACT Assessment, 
2005). 
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The original purpose of the ACT test as envisioned by cofounders E.F. Lindquist and Ted 
McCarrel was twofold, “to help students make better decisions about which colleges to attend 
and which programs to study, and to provide information helpful to colleges both in the process 
of admitting students and in ensuring their success after enrollment” (ACT, Inc, 2005b).  As for 
helping students decide “which programs to study,” a considerable body of research exists 
showing the effects on ACT scores of taking advanced courses (ACT, Inc, 2004, p. 9).  As one 
would expect, students who take courses such as trigonometry or calculus score higher on the 
ACT.  Opinions vary concerning the ACT’s usefulness as criteria for college admission.   
Some colleges and universities pride themselves on the average ACT scores of their 
student body.  They consider themselves "highly selective" and only admit students with the 
highest scores.  Conversely, in recent years many colleges and universities have decreased the 
importance of ACT scores for admission or dropped them all together.  In 1998, according to 
Sacks (1999), 281 colleges/universities had reduced their reliance on test scores.  Bates College, 
a liberal arts school with 1,700 students, dropped its testing requirements in 1990.  When it did, 
applications increased from about 2,300 per year to about 3,600 per year.  William Hiss, who 
engineered the test-optional admission policy at Bates, said, “You’d have to be a fool of an 
admissions officer not to get a better class when you have an applicant pool that is 60% larger” 
(as cited in Sacks, p. 305). 
Criticism of basing college admission upon the ACT generally centers around two main 
points.  One is that the ACT does not measure things like writing, speaking, motivation, work 
habits, and artistic and musical ability.  The other is that the ACT is a weak predictor of college 
success (Cabrera & Burkum, 2001).   
One intriguing study reported by Goleman (1995) was performed in the 1960s by 
psychologist Walter Mischel at Stanford University and involved four-year-olds and 
marshmallows.  A marshmallow was placed on a table and children were told that they could eat 
the marshmallow now, or if they would wait until the researcher ran an errand, they could have 
two.  The researcher left the room for 15-20 minutes, then returned and tabulated the results.  
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The same four-year-olds were tracked down 12 to 14 years later and the differences between the 
impulsive "eat it now" group and the group that waited were dramatic.  The group that waited 
had a combined SAT verbal and math score that was 210 points higher than the group that 
immediately ate the marshmallow (Goleman, p. 80).  This ingenious longitudinal study measured 
what may be termed as delayed gratification.  The ability to postpone the desires of the present in 
pursuit of larger goals has always been important.  Plato (370 BC/1952b) stated that this ability 
was the essence of virtue.  The distances between actions and their consequences in time are 
much like the distances of objects in space.  Objects close to the eye appear larger; objects 
farther away appear smaller.  In like fashion, consequences of the present appear much larger 
than those of the future that are diminished by a time horizon.  A huge consequence may appear 
small if it is far enough away.  For Plato, (370 BC/1952b) choosing wise actions involved 
measuring accurately by compensating for the diminished appearance of the future.  Those 
children who impulsively ate the one marshmallow could not compensate for the time horizon; 
therefore, one marshmallow appeared larger than two.  Locke (1690/1952) also pointed out that 
errors in measurement resulted in vice.  He said: 
Were the pains of honest industry, and of starving with hunger and cold set together 
before us, nobody would be in doubt which to choose; were the satisfaction of a lust and 
the joys of heaven offered at once to anyone’s present possession, he would not balance, 
or err in the determination of his choice. (p. 194) 
  Just as Coleman (1990) found that the attitudinal factor, locus of control, greatly 
affected achievement, the simple marshmallow test identified another behavior.  Developing the 
ability to delay gratification is an important way to improve, not only students' achievement but 
also society.  A mountain of credit card debt testifies that there is much work to be done.  
Hume (1998) disagreed with both Plato and Locke concerning virtue.  He said:   
If we consider the principles of the human make, such as they appear to daily experience 
and observation; we must, a priori, conclude it impossible for such a creature as man to 
be totally indifferent to the well or ill-being of his fellow-creatures, and not readily, of 
himself, to pronounce, where nothing gives him any particular bias, that what promotes 
their happiness is good, and what tends to their misery is evil, without any farther regard 
or consideration. (p. 116) 
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  For Hume, it was innate for humans to want the specie to flourish unless bias is involved.  Bias 
grows when people magnify differences instead of celebrating similarities.  The differences can 
be physical or mental but they are used as a rationale to abandon equality.  Tennesseans should 
remember this as they look at the Tennessee lottery. 
 
Tennessee Lottery Scholarships 
In November of 2002, the citizens of Tennessee passed a state lottery with 57% for and 
43% against.  The purpose of the lottery was to generate revenue for college scholarships.  
Tennessee began awarding lottery-based scholarships in the fall semester of 2004.  Students can 
qualify for five unique scholarships by meeting the different requirements (Tennessee Student 
Assistance, 2004).  Table 7 summarizes the information.   
 
 
Table 7 
Student Requirements for Tennessee Lottery Scholarships 
Scholarship Requirements Amount 
HOPE 21 on ACT or 3.0 (GPA) $1,500 for 2-year college 
$3,000 for 4-year college 
Merit 29 on ACT and 3.75 (GPA) $1,000 added to HOPE 
Need-Based Meet HOPE requirement and 
Income less than $36,000 
$1,000 added to HOPE 
Wilder-Naifeh Technical Skills Enrolled at TN Technology 
Center-have not received HOPE 
$1,250 
HOPE Access Grant 18 on ACT and 2.75 (GPA) 
Income less than $36,000 
$1,250 for 2-year college 
$2,000 for 4-year college 
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Tennessee distributed $47,303,266 to 36,672 students in the fall of 2004 (Tennessee 
Higher Education Commission, 2005).  The distribution of lottery monies by scholarship type is 
summarized in Table 8. 
 
 
Table 8 
Distribution of Lottery Money Based Upon Scholarship Type--Fall, 2004 
Scholarship Amount Awarded % of Total 
HOPE $27,086,885 57% 
Need-Based $ 13,677,235 29% 
Merit $   4,075,569  9% 
Wilder-Naifeh $   2,393,093  5% 
Hope Access Grant $        70,484 Less than 1% 
 
 
As Table 8 indicates, the majority of money went to fund HOPE scholarships that had 
either a 3.0 GPA or 21 ACT requirement score.  Tennessee’s average ACT score in 2004 was 
20.5 leaving the typical student below the ACT requirement.  In its annual report to the General 
Assembly in January of 2005, the Tennessee Higher Education Commission (2005) said, “These 
programs are linked by their foundational tie to Georgia’s HOPE program in that scholarship 
awards are based on academic merit rather than financial need” (n. p.).   
Of the 36,672 scholarships awarded in the fall of 2004, only 8,007 received the need-
based supplement.  In other words, only 22% of the scholarship recipients had a family income 
less than $36,000.  Tennessee’s median family income in 2003 was $37,529; therefore, families 
below the median received far fewer benefits than those above (Tennessee Higher Education 
Commission, 2005).   
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Most striking was the amount of money awarded for HOPE Access Grants.  Less than 1% 
or a paltry $70,484 went to students with an 18 on the ACT, 2.75 GPA, and income less than 
$36,000.  One four-year degree from Vanderbilt costs more than that.  It is especially troubling 
that the lottery CEO’s first-year salary was approximately $752,000 (WorldNow, 2004).  This 
salary is over 10 times as much money as the state distributed in HOPE Access Grants in the fall 
of 2004 (Tennessee Higher Education Commission, 2005).  
The Tennessee Higher Education Commission (2005) listed four broad public policy 
objectives in its annual report: (a) provide financial assistance as a means of promoting access to 
higher education, (b) improve academic achievement in high school through scholarship 
incentive, (c) retain the state’s best and brightest students in Tennessee colleges and universities, 
and (c) enhance and promote economic and community development through workforce training 
(p. 1).  The Tennessee Higher Education Commission stated, “The need-based components of 
both the HOPE Scholarship and the Access Grant address the original broad-based policy intent 
of the Tennessee program to provide and expand access to post-secondary education” (p. 3).  
With only 22% of the HOPE scholarship recipients receiving the need-based supplement and less 
than 1% receiving the HOPE Access Grant, the first and most heralded policy intent to expand 
access received less than 23% of the money distributed.   
Concerning distribution of lottery scholarships disaggregated by race, approximately 10% 
of the recipients were African Americans.  The percentage of African Americans in Tennessee’s 
undergraduate programs was 19% while the percentage in elementary/secondary schools was 
24.8% in 2004.  The Tennessee Higher Education Commission (2005) defended the disparity by 
saying, “They are comparable to award rates by race in other broad based merit-aid programs, 
such as the Georgia HOPE program” (p. 6).  Examining Georgia’s program, as well as a few 
other states that have experience with lottery scholarships, will give context to the disparity 
defense statement.  
In December of 2001, The Civil Rights Project at Harvard University hosted a conference 
to study the effects of merit-aid programs.  Research was commissioned and the report Who 
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Should We Help? The Negative Social Consequences of Merit Scholarships was published in 
August of 2002 (Civil Rights Project).  Chapter four focused on Georgia.  Researchers Cornwell 
and Mustard (2002) flatly stated, “Has HOPE significantly expanded access to higher education 
in Georgia?  The data show that this is unlikely.  For both whites and blacks, the increases in 
enrollments represent students who would have attended an out-of-state college absent HOPE” 
(p. 66).  They added, “By targeting financial aid to academically proficient students who are 
more likely to come from middle- and upper-income households, HOPE may be impeding 
further progress in narrowing wage inequality” (p. 67). 
Chapter three of the Civil Rights Project (2001) report focused on New Mexico.  
Researchers Binder, Ganderton, and Hutchens (2002) found:  
Sponsors of the program maintain that the scholarships will enhance access to higher 
education, particularly for students who may not have considered going to college.  Our 
study finds little evidence that the program has had this effect.  Moreover, we found that 
the beneficiaries of the scholarships tended to be white students and students from 
higher-income families. (p. 55) 
Chapter two of the Civil Rights Project (2001) report addressed the states of Florida and 
Michigan.  Researchers Heller and Rasmussen (2002) stated:  
Merit scholarship programs like those in Florida and Michigan have proven quite popular 
in recent years.  As these programs crowd out need-based scholarship programs, which 
traditionally have focused their awards on students who require financial assistance to 
attend college, it is likely that college access among lower income students will suffer.  
Merit scholarship programs are likely to exacerbate, rather than help remedy, college 
enrollment gaps in the United States. (p. 35) 
It is disheartening to witness this pattern repeated in the state of Tennessee.  It is even more 
discouraging when one considers the characteristics of the people who buy lottery tickets.  
Returning to Tennessee’s model and chapter four of Who Should We Help? The Negative 
Social Consequences of Merit Scholarships (Civil Rights Project, 2001), Georgia had data about 
who buys lottery tickets.  According to Cornwell and Mustard (2002): 
Residents of counties with high concentrations of Blacks are much more likely to buy 
lottery tickets than those in counties with relatively few Blacks.  Sales in counties with 
fewer than 36.1% Black population averaged about $200 per person.  By contrast, 
counties that are more than 46.6% Black spent on average $402 per person a year, twice 
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the rate of those in the bottom quintiles.”  The percent of per capita income spent on 
lottery tickets by those making less than $17,445 was 1.88%, for those making more than 
$21,900 the percent was 0.86. (p. 69)   
How tragic.   Not only are poor students and Black students grossly underrepresented as 
beneficiaries of lottery money, they are over-represented as contributors.  It’s Robin Hood in 
reverse and it should not make us merry.   
Recall the Coleman Report from 1966 (Coleman, 1990) and its findings concerning 
students' achievement.  The report indicated that attitudinal factors were more highly correlated 
with students' achievement than either family factors or school factors, and that the most 
important attitudinal factor was locus of control.  Students raised in a responsive environment 
had a greater sense of being able to influence their surroundings.  The opposite was also 
painfully true.  Students raised in impoverished environments felt that they were more subject to 
chance.  There is the connection: In predicting academic success, those with the most negative 
attitudes are precisely the ones most likely to purchase lottery tickets. 
There exists another salient point concerning lottery psychology.  Robinson (1997) 
reported that B.F. Skinner as he conditioned pigeons used two different reinforcement schedules: 
fixed ratio and variable ratio.  Fixed ratio reinforcement used a fixed schedule; for example, if a 
pigeon pecked a target three times, a pellet of food was dispensed.  The ratio could be set at 5, 
10, or any fixed number.  Variable ratio reinforcement dispensed rewards at random.  The ratio 
could be set at 10, but the pay out could vary around 10, for example, 7, then 2, and then 9.  
Skinner called responses to variable ratio reinforcement gambling behavior.  The variable ratio 
could be stretched from 10, to 20, to 100, or to the odds of winning the lottery.  Skinner found 
that variable ratio reinforcement prolonged responses indefinitely (Robinson).  How 
Machiavellian to employ a powerful behaviorist technique on those most susceptible to its 
influence.  On March 12, 2005, the Tennessee lottery surpassed one billion dollars in ticket sales.  
The lottery's CEO announced, “This is terrific news for education” (as cited in Gerlock, 2005, p. 
1).  There are those who feel otherwise.  
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Tennessee Value-Added Assessment System 
Lotteries are not unique to Tennessee, but one thing concerning ACT scores is unique, 
namely Value-Added assessment.  In 1988, Tennessee's small school systems filed suit claiming 
that the state’s funding formula put them at a disadvantage and that it was in violation of the state 
constitution that states, “The fund called the common school fund shall be inviolably 
appropriated to the support and encouragement of common schools throughout the state” 
(Tennessee State Constitution, 2004, n. p.).  The late Chancellor C. Allen High agreed that the 
funding formula was unconstitutional, but he was reversed by the Court of Appeals.  In 1993, the 
Tennessee Supreme Court ruled in Tennessee Small School Systems v. McWherter that the 
funding formula was indeed unconstitutional and must be changed.  Anticipating the Supreme 
Court, the General Assembly passed the Education Improvement Act (EIA) in 1992.  The 
legislation included a new funding formula as well as a new accountability measure (Tennessee 
Advisory Commission on Intergovernmental Relations, 2000). 
The Tennessee Value-Added Assessment System (TVAAS) is based upon research done 
by two University of Tennessee professors, Dr. William L. Sanders and Dr. Robert A. McLean  
(Sanders & Horn, 1994).  Building upon a statistical method called Best Linear Unbiased 
Predictor (BLUP), discovered by C. R. Henderson, the two U.T. professors published a paper in 
1984 applying BLUP to students' achievement data.  By using complex mixed model equations 
that incorporated fixed as well as random variables, Sanders (1998) claimed to "filter out most of 
the socioeconomic bewilderments that people have correctly worried about during previous 
efforts to use student achievement data in assessment and evaluation” (Sanders, p. 24).   A half-
cent sales tax increase accompanied the Education Improvement Act; therefore, to answer the 
call for increased accountability, the General Assembly adopted Sanders’ plan.  They even wrote 
it into law.  Tennessee Code Annotated section 49-1-603 stated, “The statistical system shall 
have the capability of providing mixed-model methodologies which provide for best linear 
unbiased prediction for the teacher, school and school district effects on the educational progress 
of students” (n. p.).  Rather than explain mixed-model methodologies, section 49-1-604 stated, 
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“The meaning shall be interpreted as set forth in the following references: The American 
Statistician, The Annals of Statistics, Biometrics, Journal of the American Statistical Association, 
and Statistica Neerlandica” (n. p.).  It seems rather odd that state law should refer to technical 
journals instead of clearly defining the process.  Perhaps the reason is best explained in a 
pamphlet published by Tennessee Value-Added Resource Assessment System (1997) entitled, 
Using and Interpreting Tennessee’s Value-Added Assessment System, A Primer for Teachers and 
Principals: 
Can TVAAS statistics be explained in simple, nontechnical language, or must the 
majority of Tennessee’s educators accept them on faith?  Unless someone is willing to 
spend time and energy on it, one will probably have to go with faith.  Incidentally, there 
is nothing wrong with faith, and it is certainly preferable to ignorance and prejudice. (n. 
p.) 
While there is almost universal consensus that faith is a precious commodity, that is certainly not 
the case with value-added assessment.   
At the heart of value-added assessment is the belief that comparing students' progress 
from one year to the next produces gain scores that are unaffected by variables such as 
socioeconomic status or race.  Each student acts as his or her own control.  Individual gains can 
then be aggregated at the state, district, school, grade, and teacher level for comparison to a 
norm.  
Dr. Haggai Kupermintz (2003) earned his PhD from Stanford University in Educational 
Psychology in 1999 and wrote his dissertation on measurement error in performance assessment.  
In 2003, he published a study of Tennessee’s value-added assessment system.  He wrote: 
 TVAAS claims that by simply using the student’s past achievement record as a starting 
point from which to measure progress, and then by keeping track of who teaches the 
student what, all of the possible influences on this student’s learning can be filtered out or 
taken into account.  No other educational assessment system has ever made such a bold 
claim. (p. 4) 
Kupermintz continued by saying:  
Given the revolutionary nature of the claims advanced by TVAAS developers, it is 
surprising to find that research findings from TVAAS that specifically pertain to claims 
regarding teacher effectiveness have been discussed in only three peer-reviewed journals, 
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two book chapters, and three unpublished research reports, all of them authored by 
TVAAS staff. (p. 5) 
Concerning empirical evidence, Dr. Kupermintz said: 
Extraordinary claims demand extraordinary evidence.  Such a radical assertion requires 
reliable and strong empirical evidence if it is to be trusted to serve as a working 
assumption for school or teacher evaluations.  The only evidence that has been offered to 
date to support this contention, however, comes from an unpublished report circulated by 
the University of Tennessee Value-Added Research and Assessment Center.  The 
document, whose authors are unidentified, displays scatter plots of the percentage of 
minority students in each of some 1,000 Tennessee schools against the three-year 
cumulative average gains in each school for the five TCAP-tested subjects, as calculated 
by TVAAS.  The report does not provide any formal statistical analysis of these patterns, 
leaving the reader to evaluate its conclusions by eyeballing the scatter plots. (p. 7) 
In 1996, two independent reviews of TVAAS were completed for the Office of Education 
Accountability division of the State Comptroller’s Office.  One report dealt with statistical issues 
mainly concerning reliability; however, according to Kupermintz (2003), “No one 
knowledgeable about the issues doubts the soundness of the statistical theory of mixed models, 
the critical point is the validation of any particular application of the general statistical theory.”  
(p. 5).   Van Vleck (2004) said: 
C. R. Henderson invented BLUP to help select bulls to sire cows that produced more 
milk.  The statistics are okay; it’s their application that’s in question.  A ladle is fine for 
serving soup, but a poor implement to use for raking a yard. (p. 1)   
Fisher (1996) who conducted the other independent study commissioned by the Comptroller’s 
Office looked at implementation and policy issues.  Fisher was program director for student 
assessment in Florida when he conducted the study.  He admitted, “The value-added system 
cannot make determination of which teacher contributed how much to student’s skill” (p. 46).  
According to Morgan (2002), a single sentence contained in the 2002-report Multiple Choices: 
Testing Students in Tennessee revealed the results of the two independent studies, “At this time 
the state has not adopted most of the recommendations offered by Bock, Wolfe, and Fisher” (p. 
19).  However, things do change, and on April 6, 2005, the Senate Education Committee 
expressed displeasure with TVAAS and voted to shift the $1.4 million paid for value-added 
assessment into Governor Bredesen’s proposed prekindergarten initiative.  Education 
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Commissioner Lana Seivers said, “I think it is too big a decision to make quickly without doing 
all of our homework about it” (as cited in Tennessee Education Association, 2005, p. 1). 
     Before 2001, Tennessee's high schools were issued ACT grades in their report cards based 
upon this scale:  A = 23-26, B = 21-22.9, C = 19-20.9, D = 17-18.9, F = 0-16.9.  In 2001, value-
added assessment began predicting ACT scores and then stating whether a school had made 
below, above, or what was expected.  Scoring what was predicted by value-added assessment 
resulted in a NDD score, or no detectable difference.  The Tennessee State Department of 
Education and Dr. Sanders receive test score data from the Terra Nova test at the same time from 
test publisher CTB/McGraw-Hill.  On February 15th, the Director of the State Accountability 
Office was asked if she had ever seen Sanders’ predicted scores prior to both him and the State 
Department receiving the scores from CTB/McGraw-Hill.  The director replied that she had not.  
Although a different company produces the ACT test, the revelation that predictions and results 
arrive simultaneously warrants investigation.   
An old veteran of education, Theodore Sizer (2004), said recently, “The best predictor of 
a child’s educational success always has been and still is the economic and social class of his 
family rather than the school that he or she happens to attend” (p. xii).  TVAAS claims 
otherwise.  Sanders (1998) stated: 
Of all the contextual variables that have been studied to date (indicators of school 
socioeconomic status, class size, student variability within classrooms, etc.), the single 
largest factor affecting academic growth of populations of students is differences in 
effectiveness of individual classroom teachers.  When considered simultaneously, the 
magnitudes of these differences dwarf the other factors. (p. 27)   
Being told that teachers are important is not revelatory, but to claim their influence is greater 
than all other factors contradicts not only Coleman's (1990) Report, but a tremendous body of 
research since then.  Perhaps faith will suffice for some concerning TVAAS but this researcher 
was “willing to spend time and energy on it” and produced, eyeballed, and analyzed scatter plots.  
The data are available to all via the Internet and can be crosschecked against the State 
Department of Education’s website containing the 2004 Report Card.  The data were analyzed 
using the Statistical Package for the Social Sciences (SPSS) edition 12.0. 
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 CHAPTER 3 
RESEARCH METHODOLOGY 
 
Tennessee has released a State Report Card containing test scores and demographics for 
over a decade.   
 
Data Collection 
I contacted the accountability division of the Tennessee State Department of Education 
and promptly received the state's report card in two Excel files.  One file contained demographics 
and the other contained test scores.  The State released its report card on November 12, 2004.  
These two Excel files were sent to me on November 16, 2004.  The State released the value-
added portion of the Report Card on January 13, 2005.  I received that portion as an Excel file on 
January 26, 2005.  The three Excel files were first imported into the Statistical Package for the 
Social Sciences (SPSS).  They were then ranked from least to greatest based upon School ID 
number.  The three files were then printed out and schools with missing data were tagged and 
eliminated.  This was a time-consuming and tedious task, considering that there are 1,677 
schools in Tennessee.  Elementary schools were then eliminated from the data set, thereby 
leaving the 281 high schools that comprise this study.  The data set was then thoroughly 
crosschecked for errors against the State’s online report card located at the Tennessee 
Department of Education (2005b) website.  Merging three Excel files into one SPSS file created 
a data set with over 200 variables for each high school.   
 
Research Methodology 
Variables were checked for associations to ACT composite scores, three-year averages, 
and each of the four ACT subtests: English, reading, math, and science.  Null hypothesis number 
one was addressed by calculating the Pearson correlation between and among ACT scores and 
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demographic data as well as test scores from Gateway exams, English I, Algebra I, and math 
foundations.   
Several multivariable linear regressions were computed with high schools’ composite 
ACT score as the dependent variable.  Independent variables used in the multivariable linear 
regressions included: socioeconomic status, ethnicity, average daily membership (ADM), 
attendance rate, dropout rate, teacher salary, per-pupil expenditure, test scores in biology, math 
foundations, Algebra I, English I, and English II.  Schools were sorted by ADM and attendance 
to show how these two variables act like sorter variables.  While they are weak as predictor 
variables, they have a marked effect on r2 values, when used to categorize schools before 
performing linear regressions.  Multiple independent variables were combined into one variable 
using their standardized beta coefficients in order to produce scatter plots of multivariable linear 
regressions.  The strength of the various independent variables was analyzed using standardized 
beta coefficients.  Scatter plots were produced and analyzed.   
Null hypotheses two and three were addressed by dividing schools into quartiles based 
upon socioeconomic status and ethnicity and independent t tests were performed to see if there 
was a significant difference in their composite ACT scores.   
Null hypotheses four and five were addressed by dividing high schools into quartiles 
based upon socioeconomic status and average daily membership in order to examine Tennessee 
Value Added Assessment System’s (TVAAS) grade distribution to different types of high 
schools.  Tables were be compiled containing the grades for the lowest and highest quartiles.  
 
Data Analysis 
The accuracy of TVAAS’ predicted ACT scores were analyzed by computing the r2 
values between the predicted and actual scores, in the 10 categories for which value-added 
distributed ACT grades.  Schools were divided into quartiles based upon average daily 
membership and the percentage of students qualifying for free/reduced-price meals to determine 
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if TVAAS’ r2 values were different for different quartiles.  TVAAS’ grade distributions in 
different quartiles were also examined.     
Scatter plots were produced and compared to the scatter plots found in a 1997 study 
called Graphical Summary of Educational Findings from The Tennessee Value-Added 
Assessment System (Tennessee Value-Added Assessment System, 1997).   
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CHAPTER 4 
ANALYSIS OF DATA 
 
The analysis of data concentrated on school characteristics most closely associated with 
ACT scores as well as the combination of variables yielding the highest predictive value.  The 
analysis also addressed what types of schools were most likely to have a large percentage of their 
students meeting Tennessee’s ACT lottery scholarship requirement.  In addition, the analysis 
focused on TVAAS’ assessment of ACT scores.  
 
Research Question #1 
What are the minimum and maximum scores and the mean, range, and standard deviation 
for both the 2004 ACT composite scores and the three-year average composite scores for 281 
Tennessee high schools?  This answer is shown in Table 9.  
 
 
Table 9 
Range, Minimum, Maximum, Mean, and Standard Deviation of ACT Composite Score 2004 and 
ACT Composite Three-Year Average Score for 281 Tennessee High Schools  
 ACT Composite Scores N Range Minimum Maximum M SD 
ACT Composite Observed 
Score Mean 2004 281 11.7 14.3 26.1 19.8 1.94 
School ACT Composite 
Score 2002-2004 
 (3-year Average) 
281 12.0 14.1 26.1 19.6 1.86 
 
 
It should be noted that the 2004 Tennessee education report card lists 20.3 as the 2002-
2004 three-year average ACT score.  Two reasons explain the difference: 31 schools were 
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excluded from the analysis because of insufficient data and the state used student-level data to 
compute the score whereas this study used school-level data.  The national composite ACT score 
in 2004 was 20.9 with a standard deviation of 4.8.  The smaller standard deviation in Table 9 
resulted from using school-level data instead of student-level data.  It is reasonable that schools 
vary less than individual students. 
 
Research Question #2 
What single school characteristic has the strongest association with ACT scores?  The 
most efficient way to answer this question was to produce tables showing Pearson correlation 
values.  Pearson correlation values range from –1 to 1.  The closer a value is to either –1 or 1, the 
stronger the association.  Because of the large number of variables, Table 10 correlates school 
characteristics such as the percentage of students qualifying for free/reduced-priced meals with 
ACT scores followed by other tables that correlate school-test scores, such as Gateway exams, 
with ACT scores.  Note: All data are school-level data from the Tennessee State Department of 
Education’s 2004 Report Card with the exception of per-pupil expenditure and teacher salary 
that are district-level data supplied by the Tennessee Education Association.   
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Table 10  
Pearson Correlation Values Between School ACT Composite Score 2002-2004 Three-Year 
Average and Percentage of Students Qualifying for Free/Reduced Meals, Percentage of 
Caucasian Students, Dropout Rate, Graduation Rate, Attendance Rate, Average Daily 
Membership, Per-Pupil Expenditure, and Teacher Salaries. 
School/Student Variables N 
Pearson Correlation With 
School ACT Composite Score 
2002-2004 (3-year Average) 
% of Students qualifying 
Free/Reduced Meals 281 -.758* 
% of Caucasian Students 281 .664* 
Cohort Dropout Rate 2004 274 -.675* 
Graduation Rate 2004 281 707* 
Attendance Rate Grades 9-12 
in 2004 280 .699* 
Average Daily Membership 281 .190* 
Per Pupil Expenditure 2002-
03 (District Level Data) 
 
279 -.283* 
Teacher Salary Bachelor's 
Degree (Top Step) 2003-04 
(District Level Data) 
 
278 -.266* 
* Correlation is significant at the 0.01 level (2-tailed) 
 
 
The school characteristic in Table 10 with the strongest association with ACT scores, as 
computed by Pearson’s correlation, is the percentage of students qualifying for free/reduced-
priced meals.  The values can be ranked as follows: % free/reduced (-.758) > graduation rate 
(.707) > attendance rate (.699) > dropout rate (-.675) > % Caucasian (.664) > per-pupil 
expenditure (-.283) > teacher salary (-.266).  The negative values for per-pupil expenditure and 
teacher salary seemed surprising at first glance but further analysis may help to explain.  Schools 
that serve inner city students tend to have a high percentage of African American students who 
have historically scored poorly on the ACT test.  These schools also pay higher than normal 
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wages in order to attract teachers.  For example, the average teacher salary in this data set is 
$40,293; Memphis teachers working in a system with 86.4% African-American students earn 
$49,759.  The average per-pupil expenditure is $6,205; however, Memphis spent $7,368.  By 
limiting the analysis to high schools with over 80% Caucasian students, the negative values for 
per-pupil expenditure and teacher salary change dramatically.  They are shown in Table 11.   
 
 
Table 11 
Pearson Correlation Values Between School ACT Composite Score 2002-2004 Three-Year 
Average and Per-Pupil Expenditure and Teacher Salaries for Schools With Over 80% Caucasian 
Students  
 
 
District Level Variables 
 
 
 
N  
Pearson Correlation With 
School ACT Composite 
Score 2002-2004  
(3-year Average) 
Per Pupil Expenditure 2002-03  
(District Level Data) 182 .414* 
Teacher Salary Bachelor's Degree (Top 
Step) 2003-04 (District Level Data) 
 
182 .565* 
* Correlation is significant at the 0.01 level (2-tailed) 
 
 
Pearson’s correlation values for per-pupil expenditure with ACT changed from negative 
.283 to positive .414; the teacher salary correlation changed from negative .266 to positive .565.  
Some politicians have argued that there is no correlation between educational spending and test 
results.  This example demonstrates how easily other variables can confound such assertions.  
In the spring of 2004, Tennessee seniors wishing to obtain a high school diploma were 
required to pass three Gateway exams.  The exams are in Algebra I, biology, and English II.  
Tennessee’s 2004 education report card lists high schools’ mean scale score for each of these 
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tests as well as their three-year average.  It also gives the percentage of students from each high 
school who scored below proficient, proficient, and advanced since 2002 in Algebra I and 
biology.  The report card gives the percentage of students who scored below proficient, 
proficient, and advanced in English II in 2003.  In 2004, the state report card combined proficient 
and advanced into one variable for English II.  Tables 12, 13, and 14 show the Pearson r values 
between the three Gateway exams and Schools’ three-year average ACT composite score.    
 
 
Table 12  
Pearson Correlation Values Between School ACT Composite Score 2002-2004 Three-Year 
Average and Algebra Test Scores 
Gateway Scores  
in Algebra I N 
Pearson Correlation With 
School ACT Composite Score 
2002-2004 (3-year Average) 
Gateway Algebra I 2004 Observed Scale 
Score Mean 
 
279 
 
.693* 
Gateway Algebra I 2004 3-yr. Average 
Observed Scale Score Mean 
 
275 
 
.732* 
% Below Proficient Algebra I 2002 280 -.729* 
% Proficient Algebra I 2002 280 -.023 
% Advanced Algebra I 2002 280 .682* 
% Below Proficient Algebra I 2003 280 -.718* 
% Proficient Algebra I 2003 280 -.159* 
% Advanced Algebra I 2003 280 .689* 
% Below Proficient Algebra I 2004 276 -.730* 
% Proficient & Advanced Algebra I 2004 276 .730* 
% Proficient & Advanced Algebra I         
2 yr. avg. 04 
 
274 
 
.742* 
* Correlation is significant at the 0.01 level (2-tailed) 
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Table 13 
Pearson Correlation Values Between School ACT Composite Score 2002-2004 Three-Year 
Average and Biology Test Scores 
Gateway Biology  
Test Scores N 
Pearson Correlation With 
School ACT Composite 
Score 2002-2004  
(3-year Average) 
Gateway Biology Observed Scale 
Score Mean 2004 
 
279 
 
.789* 
Gateway Biology 2004 3-yr.Average 
Observed Scale Score Mean 
 
273 
 
.838* 
% Below Proficient Biology 2002 279 -.685* 
% Proficient Biology 2002 279 -.732* 
% Advanced Biology 2002 279 .794* 
% Below Proficient Biology 2003 280 -.567* 
% Proficient Biology 2003 280 -.710* 
% Advanced Biology 2003 280 .737* 
% Below Proficient Biology 2004 280 -.567* 
% Proficient & Advanced Biology 
2004 
 
280 
 
.576* 
% Proficient & Advanced Biology   
2 yr. avg. 04 
 
278 
 
.613* 
* Correlation is significant at the 0.01 level (2-tailed) 
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Table 14 
Pearson Correlation Values Between School ACT Composite Score 2002-2004 Three-Year 
Average and English Test Scores 
Gateway English 
Test Scores N 
Pearson Correlation With 
School ACT Composite Score 
2002-2004 (3-year Average) 
Gateway English II Observed 
Scale Score Mean 2004 
 
280 
 
.860* 
% Below Proficient English II 
2003 
 
279 
 
-.679* 
% Proficient English II 2003 279 -.815* 
% Advanced English II 2003 279 .873* 
% Below Proficient English II 
2004 
 
281 
 
-.695* 
% Proficient & Advanced 
English II 2004 
 
281 
 
.695* 
% Proficient & Advanced 
English II 2 yr. avg. 04 
 
277 
 
.755* 
* Correlation is significant at the 0.01 level (2-tailed) 
 
 
Gateway test scores are more strongly associated with ACT scores than school 
characteristics such as percentage of students qualifying for free/reduced-priced meals or ethnic 
composition.  Gateway English II scores are more strongly associated with ACT scores than 
either Algebra I scores or biology scores.  The percentage of high school students who scored 
advanced in English II in 2003 is the single strongest variable associated with 2002-2004 
composite three-year average ACT scores with a strong Pearson r value of .873 
Surprisingly, the Pearson r correlation between proficient scores in English II in 2003 and 
the 2004 ACT test is negative .815.  The correlation for advanced in English II is positive .873.  
That is an amazing difference.   
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In the spring of 2004, Tennessee students were required to answer 27 questions correctly 
to score proficient in English II; they were required to answer 41 questions correctly to score 
advanced.  The difference in scoring proficient and advanced was just 14 questions, yet the 
Pearson correlation changed from negative .815 to positive .873.  Scoring proficient on the 
English II Gateway exam will allow students to graduate from high school but it predicts them to 
score poorly on the ACT.  The skill required to correctly answer an additional 14 questions 
profoundly affects ACT scores.   
Squaring the value of Pearson’s r yields a value known as the coefficient of 
determination or r2.  The r2 value indicates how much of the variability may be explained by the 
predictor variable.  In this instance, the percentage of students who scored advanced in English II 
in 2003 can be used to predict the 2002-2004 composite three-year average ACT.  Squaring the 
Pearson correlation of .873 equals .763.  In other words, 76.3% of the variation in 2002-2004 
three-year average composite ACT scores among Tennessee high schools may be explained by 
the variation in the percentage of students who scored advanced in English II in 2003.  Figure 2 
shows a scatter plot that helps to visualize the association. 
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 Figure 2.  Scatter plot Showing Linear Regression Between the Percentage of Students Scoring 
Advanced in English II in 2003 and Schools’ ACT Composite Score 2002-2004 Three-Year 
Average   
 
 
Each dot in the scatter plot represents a Tennessee high school.  The horizontal axis 
indicates the percentage of students at each high school who scored advanced in English II in 
2003.  The vertical axis indicates the three-year average composite ACT score in 2002-2004 for 
each high school.  The line connecting the dots is known as the regression line or line of best fit.  
If all the dots were lined up perfectly the r2 value would equal one.  The r2 value of .763 
represents a strong association.   
English II scores were more strongly associated with composite ACT scores than either 
algebra or biology scores.  However, the Tennessee education report card also lists ACT scores 
for each high school in four subtests: English, math, reading comprehension, and science 
reasoning.  It seems plausible that Algebra I scores should be more strongly associated with ACT 
math scores and biology scores should be more strongly associated with ACT science scores.  
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However, that is not the case.  Table 15 reveals that English II scores are more strongly 
associated with ACT math and science scores. 
 
 
Table 15 
Pearson Correlation Values Between the Percentage of Students Scoring Advanced in Algebra I, 
Biology, and English II in 2003 With Schools’ ACT Math and Science Subtests in 2004 
Percentage of Students with 
Advanced Scores in Algebra 
I, Biology, and English II 
 
 
 
N 
Pearson Correlation 
With 
School ACT Math 
Score 2002-2004 
(3-year Average) 
Pearson Correlation 
With 
 School ACT Science 
Score 2002-2004  
(3-year Average) 
% Advanced Algebra I 2003 280 .696* .686* 
% Advanced Biology 2003 280 .715* .736* 
% Advanced English II 2003 279 .849* .856* 
* Correlation is significant at the 0.01 level (2-tailed) 
 
 
In addition to the scores on three Gateway exams, the 2004 Tennessee education report 
card also reported results for two end-of-course tests (English I and Math Foundations), the 11th- 
grade writing assessment.  Table 16 shows how strongly these scores are associated with the 
2002-2004 composite three-year-average ACT score.  
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Table 16 
Pearson Correlation Values Between School ACT Composite Score 2002-2004 Three-Year 
Average and English I, Math Foundations, and 11th Grade Writing 
 
End of Course Scores 
 
N 
Pearson Correlation With 
School ACT Composite Score 
2002-2004 (3-year Average) 
End of Course English I Observed 
Scale Score Mean 2004 275 .862* 
End of Course Math Foundations 
Observed Scale Score Mean 2004 223 .278* 
11th-Grade Writing Observed Score 
Mean 2004 280 .526* 
* Correlation is significant at the 0.01 level (2-tailed) 
 
 
English again shows its strong association with ACT scores.  The Pearson r-value of .862 
for English I scores is only slightly lower than the percentage of students who scored advanced 
in English II in 2003.  The answer to research question #2 is clear.  English scores, whether they 
are English I or II, have the second strongest association with ACT scores.  
Ho1: There is no association between socioeconomic status, ethnicity, dropout rate, 
graduation rate, attendance, average daily membership, per-pupil expenditure, teacher salary, 
Gateway exams, English I scores, and math foundations scores with a high school’s three-year 
average composite ACT score. 
Setting α (alpha) at .05, as is common practice in the social sciences, and examining the 
significant value of each correlation indicates rejection of the null hypothesis in every instance 
except the percentage of students scoring proficient in Algebra I in 2002.  In other words, every 
school characteristic tested including all test scores with the exception of the percentage 
proficient in Algebra I in 2002 had a significant association with ACT scores.  The significant 
value of every correlation was .000 with three exceptions: average daily membership = .001, % 
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proficient in Algebra I in 2003 = .008, and % proficient in Algebra I in 2002 = .697.  The only 
value greater than α (.05) was .697 for percentage proficient in Algebra 1 in 2002; therefore, the 
null hypothesis is rejected in all instances save one.  In fact, as indicated by the asterisks (**), 
inserted by the Statistical Package for the Social Sciences, all correlations were significant at  .01 
levels except one.    
 
Research Question #3 
What combination of school characteristics yields the best prediction of ACT scores?  
Providing an answer to this question was challenging, because finding the best combination of 
variables, involved analyzing variables statistically and pedagogically.  Some variables that were 
numerically useful were not suitable pedagogically and vice versa.  Before combining several 
variables into a multivariable linear regression, a short primer is in order. 
You may recall from Algebra I that the slope-intercept equation for a line is y = mx + b, 
where m is the slope and b is the y intercept.  For instance, in the preceding section we found that 
the percentage of students who scored advanced in English II in 2003 had the strongest 
association with 2002-2004 three-year average composite ACT scores.  By using linear 
regression, we can predict what high schools will score on the ACT based upon this association.  
In the following linear regression, y equals predicted ACT score, x equals the percentage of 
students who scored advanced in English II, m equals the slope of the line as indicated by the 
standardized coefficients, and b equals where the regression line crosses the y-axis as shown by 
the constant.  The regression results are as follows. 
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Table 17   
r2 Value and Coefficients of Linear Regression Between Percentage of Students Scoring 
Advanced in English II in 2003 and School ACT Composite Score 2002-2004 Three-Year 
Average 
Model r r Square 
Adjusted r 
Square 
Std. Error of the 
Estimate 
1 .873(a) .763 .762 .9080 
a  Predictors: (Constant), % Advanced English II 2003 
Coefficients(a) 
Model   
Unstandardized 
Coefficients 
Standardized 
Coefficients t Sig. 
    B 
Std. 
Error Beta     
1 (Constant) 14.442 .180  80.302 .000 
  % Advanced 
English II 2003 .103 .003 .873 29.858 .000 
a Dependent Variable: School ACT Composite Score 2002-2004 (3-year Average) 
 
 
Notice that the r-value and the standardized coefficient are both equal to .873, which 
indicates both the strength of the correlation and the slope of the line.  If it equaled one, then the 
predictions would always be exact.  Returning to the equation for a line y = mx + b, we can plug 
in the values from the regression and produce the following equation.  Predicted score = .103 (% 
advanced English II 2003) + 14.442   
For example, Cosby High School had 37% score advanced in English II in 2003, so the 
predicted score = .103 (37) + 14.442 that yields 18.253.  Cosby’s actual ACT three-year average 
composite score in 2002-2004 was 18.9.  The equation claimed to account for 76.3% (r2) of 
variation, so the difference in predicted and actual score is not surprising.   
The most variation a single predictor variable (English II), can account for in ACT scores 
is 76.3%; however, by combining several predictor variables, a larger percentage can be 
explained.  Using several variables to predict an outcome is known as multivariable linear 
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regression.  Instead of y = mx + b, more than one predictor variable is added to the equation in 
the following manner, y = mx1 + mx2 + mx3, …+ b.  Multivariable linear regressions calculate 
several slopes in order to weight the variables, before adding them to the constant to predict an 
outcome.  Before employing this powerful technique a few remarks about its pitfalls are in order.   
As the name implies, linear regression, whether it uses a single predictor variable or 
several, assumes the relationship is linear.  Perhaps the relationship between English II scores 
and ACT scores is linear, but we have no definite proof.  We do know there exists a strong 
relationship and we have calculated its strength.  We also do not have proof of causality.  
Perhaps the same skills students used to score advanced in English II also caused them to score 
high on the ACT, but we have no ironclad evidence.  Common sense may agree, but in the 
scientific spirit, we should be cautious about emphatic claims.  It is instructive to imagine 
Halley’s comet speeding away from Earth, and realize that there exists a correlation between its 
distance from the planet and the world’s population.  Both are increasing, but no one would 
claim the comet caused population growth.  
There are some other complications we should be mindful of before doing multivariable 
linear regressions.  One is that predictor variables overlap.  For example, the strength of the 
association between the 2004 Gateway English II test and the 2002-2004 three-year average 
composite ACT score is .86 (as shown in table 14), and the strength of the association between 
the 2004 Gateway Biology test and the 2002-2004 three-year average composite ACT score is 
.789 (as shown in table 13).  Combining both English and biology test scores to predict ACT 
scores does not improve accuracy much because of the strong overlap between English and 
biology.  In other words, Gateway English and biology scores correlate so strongly with each 
other (the Pearson r value is .831), that either test consumes most of the predictive power of the 
other.  The r2 between the English test and the ACT is .740 or .862 = .740.  Adding the biology 
scores to the English scores increased the r2 value only 1.7% to .757. 
In striving to obtain the highest predictive power possible, there is a temptation to keep 
adding predictor variables to the equation almost ad infinitum.  Each new variable may nudge the 
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R2 value up a point or two, but the equation becomes unwieldy and complicated.  A better 
alternative is simple equations, containing a few variables that overlap little, which yield high 
predictability.  Multivariable linear regressions should be used only after stating the caveats 
concerning them.   
Not surprisingly, past ACT scores predict future ACT scores very well.  Using high 
schools’ 2001-2003 three-year average composite ACT scores to predict their actual 2004 
composite scores yields an extremely high r2 value of .875, but how useful is this knowledge?  
Predictor variables should be chosen not only for their numerical strength, but also for the 
message they convey.  Predicting future ACT scores with past ACT scores relays this message to 
high schools, “Because you did well or poorly over the past three years, we expect you to do the 
same in the coming year.”  Possibly high schools that had been doing an outstanding job for the 
past three years would have their continued excellence ignored and poorly performing high 
schools might be praised for modest gains in sub-par achievement.   
Because English scores correlate strongly with ACT scores, they should be used in a 
regression equation.  The English score with the highest correlation with ACT scores is the 
percentage of students who scored advanced in English II in 2003.  Unfortunately, in the 
Tennessee education Report Card, the percentage of students who scored advanced in English II 
in 2004 was not given.  Instead, the percentage of students scoring advanced was lumped 
together with the percentage scoring proficient.  We have already noted the huge difference 
between English proficient and advanced in 2003, proficient strongly negative, and advanced 
strongly positive.  The 2004 scores for English I and English II are readily available and they can 
be combined to predict high school ACT composite scores for 2005 by gauging their predictive 
power on the 2004 ACT composite score.  The calculations from SPSS are as follows.    
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Table 18  
SPSS Output of Model Summary, ANOVA, and Coefficients for Linear Regression With English I 
& II Scores as Predictor Variables and School 2004 ACT Composite as Dependent Variable    
Model Summary 
Model r r Square 
Adjusted r 
Square 
Std. Error of the 
Estimate 
1 .871(a) .759 .757 .9541 
a  Predictors: (Constant), End of Course English I Observed Scale Score Mean 2004,  
Gateway English II Observed Scale Score Mean 2004 
 
 ANOVA(b) 
Model   
Sum of 
Squares df Mean Square F Sig. 
1 Regression 778.128 2 389.064 427.440 .000(a) 
  Residual 247.579 272 .910     
  Total 1025.70
7 274      
a  Predictors: (Constant), End of Course English I Observed Scale Score Mean 2004,  
Gateway English II Observed Scale Score Mean 2004 
 
 Coefficients(a) 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
Model   B 
Std. 
Error Beta t Sig. 
(Constant) -29.675 1.706  -17.399 .000
Gateway 
English II 
Observed 
Scale Score 
Mean 2004 
.052 .005 .506 9.499 .000
1 
End of 
Course 
English I 
Observed 
Scale Score 
Mean 2004 
.045 .006 .405 7.605 .000
a  Dependent Variable: 2004 ACT Composite Observed Score Mean 
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The r-squared value of .759 means that 75.9 % of the variation in 2004 ACT composite 
scores among Tennessee high schools is associated with the variation in English I & II scores.  
The number of high schools included in the regression is 274 instead of 281 because some high 
schools did not have English scores.  Using the constant and unstandardized coefficients 
produces this equation. 
Predicted ACT scores = (.045) (English I score) + (.052) (English II score) – 29.675 
To solve the equation simply plug in the values from the 2004 Report Card. 
Perhaps more importantly is the message this equation conveys to high schools.  It says, 
“Because of the English skills of your students, you are expected to score this on the ACT test.  
Because English I is typically a freshmen course and English II is a sophomore class, and 
students generally take the ACT in their junior or senior year, if you score higher than expected, 
some fine instruction must have occurred during the time interval, and of course the reverse also 
applies.”   
Two school variables that have received much attention in the past, namely, 
socioeconomic status and ethnicity will now be combined to see how well they predict ACT 
scores.  Socioeconomic status in this data set has only two categories, those qualifying for 
free/reduced meals and those who do not.  The Tennessee Education Report Card lists the 
percentages for six ethnic groups, however, Caucasians (70.5%) and African Americans (24.8%) 
comprise over 95% of the student population.  Using the percentage of Caucasian students at 
each high school as a predictor variable is reasonable because the vast majority of the remaining 
ethnicity will be African American in almost every school.  The calculations for the 
multivariable linear regression, using socioeconomic status and ethnicity to predict ACT 
composite scores are as follows. 
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Table 19  
SPSS Output of Model Summary, ANOVA, and Coefficients for Linear Regression With 
Socioeconomic Status and Ethnicity as Predictor Variables and School 2004 ACT Composite as 
Dependent Variable    
Model Summary 
Model r r Square 
Adjusted r 
Square 
Std. Error of the 
Estimate 
1 .810(a) .656 .653 1.1415 
a  Predictors: (Constant), % of Caucasian Students, % of Students qualifying Free/Reduced 
Meals 
 ANOVA(b) 
Model   
Sum of 
Squares df 
Mean 
Square F Sig. 
1 Regression 690.317 2 345.159 264.868 .000(a) 
  Residual 362.271 278 1.303     
  Total 1052.58
8 280      
a  Predictors: (Constant), % of Caucasian Students, % of Students qualifying Free/Reduced 
Meals 
 
 Coefficients(a) 
Model   
Unstandardized 
Coefficients 
Standardized 
Coefficients t Sig. 
    B 
Std. 
Error Beta     
1 (Constant) 20.176 .319  63.188 .000
  % of Students 
qualifying 
Free/Reduced 
Meals 
-5.085 .377 -.547 -13.487 .000
  % of Caucasian 
Students 2.432 .257 .384 9.464 .000
a  Dependent Variable: 2004 ACT Composite Observed Score Mean 
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The regression contains 280 Tennessee high schools and the r-squared value of .656 is 
moderately strong.  A predictive equation could be written from the unstandardized coefficients, 
but the English equation is stronger and conveys a better message.  It is not beneficial to tell high 
schools that because they serve poor students or certain ethnic minorities that little is expected of 
them.  Besides, most of the predictive power of socioeconomic status and ethnicity are already 
contained in the English scores.  Combining socioeconomic status and ethnicity with the two 
English scores, then running a multivariable linear regression to predict ACT composite scores 
with four predictor variables, only raises the English r-squared value from .759 to .790 or 3.2%.   
The simpler English score equation is preferable because it is nearly as strong numerically and it 
conveys a better message.  
In predicting Tennessee high schools’ ACT scores, it is logical to question the accuracy 
of the predictions for different types of schools.  Perhaps the predictions are very accurate for 
certain types of schools and less accurate for others.  In addition to predictor variables, such as 
English scores, there are variables that can be used to group schools into categories that greatly 
affect the accuracy of the predictions.  For example, average daily membership and attendance 
rates add only 1.3% to English scores in predicting ACT scores, but they do a wonderful job of 
categorizing schools before doing the English scores regression.  While examining the data set, I 
found that predictions were very strong for big schools and for schools with low attendance, so I 
decided to combine average daily membership with 2004 attendance rates, then sort the high 
schools by the new variable before running the English scores regression.   
First an explanation of how the two variables, average daily membership and high school 
attendance rate, were combined is in order.  Both values were converted to Z-scores to 
standardize their units.  Because predictions were strong for big high schools and weak for 
schools with high attendance, the attendance Z-score was multiplied by negative 1 to reverse the 
relationship.  Now big numbers in both categories meant weak predictions; low numbers meant 
strong predictions.  The Z-scores were then added together.  The calculations for combining 
2004 ADM and attendance rates were carried out in SPSS using the compute command and the 
 86
following syntax.  (Zattendance * -1) + ZADM  
Now we can examine how accurately English I & II scores predict ACT scores for large 
schools with low attendance and for small schools with high attendance.  Remember the r-
squared value was .759 between the two English scores and the 2004 ACT composite score for 
all high schools.  Dividing the schools into quartiles based upon the ADM/attendance variable, 
allows us to calculate the R2 value between the two English scores and the 2004 composite ACT 
score for each group.  Quartile 1 represents the largest schools with the lowest attendance, 
proceeding through quartiles 2 and 3, to quartile 4, which represents the smallest schools with 
the highest attendance.  The dramatic differences are listed in Table 20.   
 
Table 20  
Values Between School 2004 Composite ACT and English I & II Scores for Quartiles Based 
Upon Average Daily Membership and Attendance   
Quartiles N Quartile ADM 
Quartile 
Attendance 
R2 Between  
2004 ACT Composite
And English I & II  
1.  Large schools/low attendance 69 1426 89.1% .924 
2. 67 1137 92.8% .772 
3. 68 695 93.3% .653 
4.  Small schools/high attendance 66 468 94.8% .188 
Predictor variables: 2004 English I & II Scores 
Dependent variable: 2004 Composite ACT Score 
 
 
The results show how profoundly the predictive power of English scores for ACT scores 
changes depending on the size and attendance rate of high schools.  English scores are 
surprisingly accurate predictors of ACT scores for large schools with low attendance, and 
amazingly weak for small schools with high attendance.   
The R2 values in Table 22 indicate that English scores are great predictors of ACT scores 
for all quartiles except quartile 1.  Eliminating quartile 1 from the calculations and rerunning the 
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regression, produces a R2 value of .857 for 204.  A value that high is revelatory considering it 
predicts ACT scores for 75% of the schools in this data set (over 200 schools) using only two 
predictor variables.  The following scatter plot shown as Figure 3 will help visualize the 
relationship.   
 
 
Figure 3. Scatter plot Showing Linear Regression With English I and II Scores as Predictor 
Variables and School 2004 ACT Composite Score as Dependent Variable 
 
 
The values shown by the x-axis are the English Z scores multiplied by their standardized 
coefficients obtained from the linear regression.  This allows the production of scatter plots from 
multiple predictor variables.    
Research question #3 is, “What combination of school characteristics yields the best 
prediction of ACT scores?”  For 75% of the schools in this data set, the answer is English I and 
II scores.  
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English scores do a fine job of predicting ACT scores for most schools, but they are poor 
predictors for small schools with high attendance.  The R2 value for quartile I was only .188.  
The scatter plot in figure 4 helps visualize the weakness of the relationship.   
 
 
 
Figure 4.  Scatter plot Showing Linear Regression With English I and II Scores as Predictor 
Variables and School 2004 ACT Composite Score as Dependent Variable for Quartile 
Containing Small Schools With High Attendance 
 
 
What a stark difference between Figures 3 and 4.  The 66 schools in quartile I show very 
weak association between English scores and ACT scores in contrast to the 204 schools in figure 
3.  Answering research question #3 is much more difficult when it involves small schools with 
high attendance; however, we have plenty of variables to choose from in attempting to predict 
ACT scores for quartile I.  Perhaps using them all in one grand multivariable linear regression 
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will increase the R2 value to an acceptable level.  The SPSS output for the attempt is shown in  
Table 21. 
 
 
Table 21 
R2 Value for Linear Regression Containing 11 Predictor Variables With School 2004 Composite 
ACT Score as Dependent Variable for Quartile of Small Schools With High Attendance 
Model Summary 
Model r r Square 
Adjusted r 
Square 
Std. Error of the 
Estimate 
1 .599(a) .359 .226 1.1870
a  Predictors: (Constant), End of Course English I Observed Scale Score Mean 2004, % of 
Caucasian Students, Attendance Rate Grades 9-12 in 2004, Teacher Salary Bachelor's Degree 
(Top Step) 2003-04 (District Level Data), Gateway Algebra I Observed Scale Score Mean 2004, 
Cohort Dropout Rate 2004, % of Students qualifying Free/Reduced Meals, Gateway Biology 
Observed Scale Score Mean 2004, Per Pupil Expenditure 2002-03 (District Level Data), 
Graduation Rate 2004, Gateway English II Observed Scale Score Mean 2004 
b. Dependent: 2004 Composite ACT 
 
 
Amazing.  Combining all the predictor variables that have been shown to correlate with 
ACT scores show the R2 value for small schools with high attendance at only .359.  Even 
considering that there is tremendous overlap in the predictor variables and that small schools will 
naturally vary more than big schools because the greater number of students taking the test 
causes the mean to be more stable, the R2 value is still quite low.  Research question #3 states,  
“What combination of school characteristics yields the best prediction of ACT scores?”  For the 
majority of schools, the answer is English I and II scores, but for small schools with high 
attendance, the answer is problematic.  Perhaps the greater variability of small schools with high 
attendance is due to greater variability in smaller cohorts or to greater influence by small schools, 
both positive and negative.    
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Research Question #4 
What types of schools are most likely to have a high percentage of their students meet the 
ACT score requirement of Tennessee’s lottery scholarships?  Two characteristics people 
commonly use to categorize high schools are the economic status and ethnicity of the pupils 
attending.  We shall examine these two variables and see how they relate to Tennessee’s lottery 
scholarship requirements.  Tennessee offers five lottery scholarships to students.  Two of them, 
the HOPE and the Need-Based scholarship comprised 86% of the scholarships awarded in the 
fall of 2004.  Students must score 21 on the ACT composite or maintain a 3.0 grade point 
average in high school to qualify for either scholarship.  To retain the scholarships in college, 
students must maintain a 2.75 grade point average as freshmen and a 3.0 grade point average 
thereafter.   
Table 10 showed that the percentages of students qualifying for free/reduced meals 
correlated with three-year average composite ACT scores.  The Pearson r value of -.758 showed 
that the association was fairly strong and negative.  The higher the percentage of students 
qualifying for free/reduced meals at a high school, the lower the three-year average composite 
ACT score.  Dividing high schools into quartiles based upon the percentage of students 
qualifying for free/reduced meals will allow us to examine the relationship more closely.  Table 
22 lists the quartiles and gives the percentage of students qualifying for free/reduced meals, the 
percentage of Caucasian students, and the three-year average composite ACT score. 
 
 
 91
Table 22  
Mean ACT Composite Three-Year Average Score for Quartiles Based Upon the Percentage of 
Students Qualifying for Free/Reduced-Price Meals 
Quartile N Mean % Qualifying Free/Reduced 
Mean % 
Caucasian 
Mean ACT Comp. 
2002-2004 3-year Avg. 
1 70 20% 86% 21.11 
2 70 35% 84% 19.97 
3 70 48% 83% 19.38 
4 70 73% 50% 17.79 
 
 
The 53% difference in the percentage of students qualifying for free/reduced-price meals 
between quartile one and four, corresponds with a 3.32 point difference in three-year average 
composite ACT scores.  Performing a t test for independent samples should confirm that the 
difference in ACT scores between quartiles 1 and 4 is statistically significant.  Null hypothesis 
#2 states: 
Ho2: There is no difference in the percentage of students meeting the ACT lottery scholarship 
requirement between schools with high percentages of students qualifying for free/reduced meals 
and schools with low percentages qualifying for free/reduced meals.  Table 23 shows the results 
of the t test.   
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Table 23 
Results of Independent Samples t Test of Three-Year Average ACT Composite Scores Between 
Low and High Quartile Based Upon Percentage of Students Qualifying for Free/Reduced-Price 
Meals 
Subtest N M SD t P 
School ACT Composite Score 
2002-2004 (3-year Average) 
     
Quartile 1 70 21.113 1.4136 11.378 .000 
Quartile 4 70 17.789 1.9942   
 
The critical value for t with α equal to .05 and 138 degrees of freedom is +/- 1.98.  The t 
value of 11.378 is greater than 1.98, therefore the null hypothesis is rejected.  The difference 
between the ACT scores of high schools with low percentages students qualifying for 
free/reduced meals is significantly different from high schools with high percentages of students 
qualifying for free/reduced meals.   
Null hypothesis #3 concerns the ethnic makeup of Tennessee high schools.  Dividing the 
high schools into quartiles again, but this time based upon the percentage of Caucasian students 
will allow us to examine the difference in ACT scores based upon ethnicity.  
 
Table 24  
Mean ACT Composite Three-Year Average Score for Quartiles Based Upon the Percentage of 
Caucasian Students Attending Each High School 
Quartile N Mean % Caucasian 
Mean % Qualifying 
Free/Reduced 
Mean ACT Comp. 
2002-2004 3-year Avg. 
1 70 99% 49% 19.62 
2 70 94% 35% 20.19 
3 71 81% 31% 20.68 
4 70 29% 60% 17.73 
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Notice the precipitous drop in the percentage of Caucasian students from quartile 3 to 4 
corresponding with a drop in ACT scores, and a rise in the percentage of students qualifying for 
free/reduced-price meals.  Quartile 1, with 99% Caucasian students, does not have the highest 
ACT scores, but does have the second highest percentage of students qualifying for free/reduced.  
Null hypothesis #3 states, 
Ho3: There is no difference in the percentage of students meeting the ACT lottery 
scholarship requirement between schools with high percentages of Caucasian students and 
schools with low percentages of Caucasian students.     
Performing a t test for independent samples confirms that the difference in ACT scores 
between quartile 1, with the highest percentage of Caucasian students and quartile 4 with the 
lowest percentage of Caucasian students is statistically significant.  The values from the t test are 
as follows.  Table 25 shows the results of the t test. 
 
Table 25   
Results of Independent Samples t Test of Three-Year Average ACT Composite Scores Between 
Low and High Quartile Based Upon Percentage of Caucasian Students Attending Each High 
School 
Subtest N M SD t P 
School ACT Composite Score 
2002-2004 (3-year Average) 
     
Quartile 1 70 19.62 .7833 6.601 .000 
Quartile 4 70 17.727 2.2677   
 
 
The critical value for t with α equal to .05 and 138 degrees of freedom is +/- 1.98.  The t 
value of 6.601 is greater than 1.98, therefore the second part of null hypothesis number two is 
rejected.  The difference between the ACT scores of predominantly Caucasian high schools and 
predominantly minority high schools is statistically significant. 
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There are 30 high schools in this data set with fewer than 20% Caucasian students, or in 
other words, with over 80% ethnic minorities.  Their three-year average ACT composite score 
was 15.87, and 77% of the students qualified for free/reduced-price meals.  The numbers paint a 
bleak picture.  There is no need to run a t test to check for significance.  The 30 schools 
represented in the table have an average daily membership of 998, which equals almost 30,000 
students.  Over three fourths of these students qualify for free/reduced-price meals, and the 
schools they attend have a three-year average composite ACT score of 15.87.  Very few students 
attending these schools are likely to meet the lottery scholarship ACT requirement and if they 
meet the grade point average requirement, the chances of them retaining lottery scholarships by 
earning a 2.75 grade point average as a freshmen, are even less.  The major two reasons for the 
ACT test are to predict success in college and to help colleges select students.   
Dividing Tennessee’s high schools into quartiles based upon socioeconomic status and 
ethnicity and examining the composite ACT scores clarifies research question #4:  What types of 
schools are most likely to have a high percentage of their students meet the ACT score 
requirement of Tennessee’s lottery scholarships?  The answer is, schools serving predominately 
Caucasian students who do not qualify for free/reduced meals.      
 
Research Question #5 
Does value-added assessment actually filter out variables such as socioeconomic status 
and ethnicity enabling it to isolate school effects on ACT scores?  Tennessee has used value-
added assessment of elementary school test data for over a decade.  Value-added does not 
produce tests or administer them; its role is strictly analysis.  In the Tennessee State Education 
Report Card 2001, Value-Added began predicting high school composite ACT scores.  In the 
2003 Report Card, Value-Added began predicting the four subtest scores of the ACT as well.  In 
2004, Value-Added also predicted the three-year averages for the composite and subtests, for a 
total of 10 ACT predictions for each high school in Tennessee.  The predicted scores are: 
composite, three-year average composite, English, three-year average English, math, three-year 
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average math, reading, three-year average reading, science, and three-year average science.  
Value-Added grades are given by comparing the differences in the predicted scores and actual 
scores to the state average.  In each category, the Report Card lists whether a high school scored 
above, below, or had no detectable difference from the average state gain.   
Prior to the grades based upon TVAAS’ predictions, Tennessee high schools were issued 
ACT grades in their report cards based upon this scale:  A = 23-26, B = 21-22.9, C = 19-20.9, D 
= 17-18.9, F = 0-16.9.  The State Department of Education stopped giving grades based on this 
scale in 2004.  If the State Department of Education had still based 2004 ACT composite grades 
upon the scale, the 30 schools in the data set with over 80% minority students would have 
received, 1 C, 4 Ds, and 25 Fs.  The 20 schools, with over 80% of their students qualifying for 
free/reduced-price meals, would have received 1 C, 2 Ds, and 17 Fs.  The scale did not 
differentiate between high schools serving predominantly minority students or high schools 
serving predominantly poor students.  Perhaps value-added, by comparing the difference 
between the observed and predicted ACT score to the average state gain, can accurately assess 
the performance of high schools.  An example from the Tennessee State Department of 
Education’s 2004 Report Card will illustrate TVAAS’ grading format.  Table 26 shows TVAAS’ 
assessment of Hancock County's High Schools in 2004. 
 
 
Table 26 
2004 TVAAS ACT Assessment of Hancock County High School 
ACT Observed  
Score 
Predicted 
Score 
Status Observed 3 
Yr. Avg. 
Predicted 3 
Yr. Avg. 
Status 3 
Yr. Avg. 
Composite 19.1 21.9 Below 19.1 20.4 Below 
English 19.7 21.8 Below 19.3 20.3 Below 
Math 18.1 21.2 Below 18.0 19.5 Below 
Reading 20.1 22.3 Below 20.0 20.9 NDD 
Science/Reasoning 17.9 21.7 Below 18.6 20.3 Below 
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The r2 values between TVAAS’ predictions and the observed ACT scores in 2004 as well 
as the standard error of the estimates are given in Table 27.  The values are from 10 linear 
regressions. 
 
 
Table 27 
r2 Values and Standard Error of the Estimates for 10 Linear Regressions Between TVAAS’ 
Predicted ACT Scores and the Actual ACT Scores 
 N 
r2 Value Between Predicted 
Score & Observed Score  
Standard Error  
of the Estimate 
Composite ACT  280 .887 .6543 
Composite ACT 3-Yr. avg.  268 .912 .5664 
Math ACT  280 .786 .8929 
Math ACT 3-Yr. avg.  268 .816 .7999 
English ACT  280 .860 .8265 
English ACT 3-Yr. avg.  268 .893 .6947 
Reading ACT  280 .901 .6750 
Reading ACT 3-Yr. avg. 268 .924 .5725 
Science/Reasoning ACT  280 .840 .6683 
Science/Reasoning 3-Yr. 
avg. 
268 .904 .5175 
 
 
The r2 values are very high, indicating that overall, the predictions were surprisingly 
accurate.  For most of the students who took the ACT in Tennessee, TVAAS’ database should 
contain the test results of every standardized test they have taken since the second grade.  
Perhaps that many test data, (five subject matter tests each year, grades 2-8, plus high school 
Gateway and end-of-course exams) explains the accuracy of the predictions.  Predictions this 
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accurate mean the differences between the predicted score and actual score are small.  Because 
value-added uses the differences for comparison to the state's average, TVAAS’ grades are based 
upon slight deviation from their predictions.  For example, the r2 value between the predicted 
2004 composite ACT score and the actual score is .887.  Did TVAAS’ mixed-model 
methodology control for 88.7% of the variability, leaving only 11.3% due to school effects, or 
are Tennessee’s high schools almost homogenous?  The highest r2 value of .924, which is 
between predicted and observed three-year average ACT reading scores, leaves room for 
variations of only 7.6%.  In other words, whatever happened at each high school, in the interval 
between the prediction and administration of the ACT reading test had little effect on the scores.  
Also, detecting differences in variations as small as 7.6% must include narrow separation bands 
in order to assign grades. As the accuracy of the predictions increase, the range of the variation 
decreases, until perfect predictions equals no variation whatsoever.    
Proponents of value-added claim that teacher effects dwarf all other variables related to 
student learning.  Given that TVAAS’ predictions are based upon students’ past test 
performance, then whatever teachers did in the interval between the prediction and 
administration of the test did not dwarf the factors that affected students’ past performance; it 
made a mountain out of them.  In the four ACT categories with r2 values above .9, the mountain 
was moved less than 10%.   
The differences in r2 values between the predicted and actual score on the various ACT 
tests raises another question.  Do schools affect subjects more with low r2 values and affect them 
less in subjects with high r2 values, or is there more or less variability in instruction?  In other 
words, if the predictability is high, as evidenced by r2, then what happened in the interval 
between the prediction and the actual score had little effect.  If the r2 is low, then perhaps schools 
are responsible for the greater variability.   
Value-Added predicted scores for three Gateway exams as well as English I, English II, 
and math foundations.  The r2 value between the predicted and actual high school math 
foundations’ score was .573.  Are we to assume that math foundations’ instruction affects scores 
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more than any other subject or is there greater variability in math foundations instruction?   
Because the r2 values are so high between predicted and observed ACT scores, it is 
reasonable to assume that the vast majority of Tennessee high schools will score no detectable 
difference from the state average.  In order to test this assumption, it is necessary to look at 
TVAAS’ grade distribution in all 10 ACT categories. 
 
 
Table 28 
TVAAS Grade Distribution in 10 ACT Categories  
 N 
Below Gain  
of  
State Average 
No 
Detectable 
Difference
Above Gain  
of  
State Average 
r2 
from 
Table 27 
Composite ACT 281 41 186 54 .887 
Composite 3-Yr ACT 269 76 119 74 .912 
Math ACT 281 59 153 69 .786 
Math 3-Yr ACT 269 85 101 83 .816 
English ACT 281 38 194 49 .860 
English 3-Yr ACT 269 59 146 64 .893 
Reading ACT 281 16 239 26 .901 
Reading 3-Yr ACT 269 31 199 39 .924 
Science ACT 281 27 214 40 .840 
Science 3-Yr ACT 269 50 163 56 .904 
 
 
ACT reading and science in 2004 had the most schools score no detectable difference, yet 
the r2 value was the highest between the predicted and observed three-year average reading 
scores.  Are we to assume that different cut points were used to divide the differences?  The State 
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Report Card does not answer this question. 
TVAAS’ claim of filtering out socioeconomic differences can be examined by looking at 
the grade distribution after dividing the high schools into quartiles, containing approximately 70 
schools each, based upon the percentage of students qualifying for free/reduced-price meals.  
The percentage of students qualifying for free/reduced-price meals in the poor schools’ quartile 
is 72.7%; in the rich schools’ quartile the percentage is 19.5%.   
 
 
Table 29 
TVAAS Grade Distribution in 10 ACT Categories for Quartile Containing Schools With the 
Highest Percentage of Students Qualifying for Free/Reduced-Price Meals and the Quartile 
Containing Schools With the Lowest Percentage of Students Qualifying for Free/Reduced-Price 
Meals 
Quartiles 1 & 4 Based upon % Free/Reduced 
Poor qualifying 72.7%Rich qualifying 19.5% N 
Status 
% Below 
Status 
% NDD 
Status 
% Above 
Poor Schools Composite ACT 70 17.1 74.3 8.6 
Rich Schools Composite ACT 70 7.1 45.7 47.1 
Poor Schools Composite ACT 3-Yr avg. 69 34.8 53.6 11.6 
Rich Schools Composite ACT 3-Yr avg. 67 10.4 31.3 58.2 
Poor Schools Math ACT 70 25.7 65.7 8.6 
Rich Schools Math ACT 70 8.6 32.9 58.6 
Poor Schools Math ACT 3-Yr avg. 69 36.2 52.2 11.6 
Rich Schools Math ACT 3-Yr avg. 67 13.4 20.9 65.7 
Poor Schools English ACT 70 11.4 72.9 15.7 
Rich Schools English ACT 70 11.4 52.9 35.7 
Poor Schools English ACT 3-Yr avg. 69 15.9 65.2 18.8 
Rich Schools English ACT 3-Yr avg. 67 16.4 44.8 38.8 
Poor Schools Reading ACT 70 5.7 92.9 1.4 
Table 29 (continued) 
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Quartiles 1 & 4 Based upon % Free/Reduced 
Poor qualifying 72.7%Rich qualifying 19.5% N 
Status 
% Below 
Status 
% NDD 
Status 
% Above 
Rich Schools Reading ACT 70 2.9 74.3 22.9 
Poor Schools Reading ACT 3-Yr avg. 69 13.0 82.6 4.3 
Rich Schools Reading ACT 3-Yr avg. 67 6.0 59.7 34.3 
Poor Schools Science ACT 70 18.6 78.6 2.9 
Rich Schools Science ACT 70 4.3 57.1 38.6 
Poor Schools Science ACT 3-Yr avg. 69 24.6 69.6 5.8 
Rich Schools Science ACT 3-Yr avg. 67 7.5 40.3 52.2 
 
 
The column that shows the percentage of schools rated above the state average by value-
added highlights the disparity.  The highest percentage of poor schools graded above in any ACT 
category was 18.8%, yet over 50% of the rich schools were graded above the state average in 
four different categories.      
Taking into account that value-added used student-level data and this data set contains 
school-level data, the differences are still problematic.  Student-level data merges into school-
level data, and many poor students make up one poor high school.  Midway High School scored 
higher on the composite ACT than any other school in the poor quartile.  Inscrutably, value-
added graded Midway High School no detectable difference.  We are forced to choose one of 
two conclusions, either the predictions were inaccurate, or very few of Tennessee’s poor high 
schools added significant value to ACT scores in 2004. 
Examining the predicted 2004 composite ACT score of the two poorest counties in the 
state, sheds additional light on TVAAS’ claim.  According to the Center for Business and 
Economic Research (2004), in 2003, the personal per capita income in Hancock County was 
$14,610 and in Lake County $14,930.  Both are far below the state's average of $28,641.  
Surprisingly, value-added predicted Hancock High School to score 21.9 on the composite ACT 
in 2004 and Lake County High School to score 19.8.  How can that be?  The 281 high schools in 
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this data set represent over 90% of the high schools in Tennessee.  Their school composite ACT 
in 2004 was 19.8 with a standard deviation of 1.94.  How can value-added predict that Hancock 
County High School, located in the poorest county in the state, will score over one standard 
deviation above the mean, or that Lake County High School, located in the second poorest 
county in the State, will score average?  Hancock High School actually scored 19.1 on the 
composite ACT in 2004 and Lake County High School scored 17.8.  However, with the high 
expectations predicted by value-added, the differences left these two schools further below the 
state average gain than any other high schools in Tennessee. 
TVAAS’ claim of filtering out ethnic differences can be examined by looking at the 
grade distribution after dividing the high schools into quartiles, containing approximately 70 
schools each, based upon the percentage of minority students attending each high school.  The 
schools in the quartile with the most minority students average 71.5% minorities.  The schools in 
the quartile with the fewest minority students average 1.4% minorities.  
 
 
Table 30 
TVAAS Grade Distribution in 10 ACT Categories for Quartile Containing Schools With the 
Highest Percentage of Minority Students and the Quartile Containing Schools With the Lowest 
Percentage of Minority Students 
Quartiles 1 & 4 Based  
Upon percentage of Minority Students  
 
N Status % Below 
Status 
% NDD 
Status 
% Above 
High % minority Composite ACT 70 11.4 68.6 20.0 
Low % minority Composite ACT 70 18.6 74.3 7.1 
High % minority Composite ACT 3-Yr avg. 70 24.3 45.7 30.0 
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Table 30 (continued) 
 
Quartiles 1 & 4 Based  
Upon percentage of Minority Students  
 
N Status % Below 
Status 
% NDD 
Status 
% Above 
Low % minority Composite ACT 3-Yr avg. 64 42.2 48.4 9.4 
High % minority Math ACT 70 12.9 67.1 20.0 
Low % minority Math ACT 70 30.0 57.1 12.9 
High % minority Math ACT 3-Yr avg. 70 22.9 45.7 31.4 
Low % minority Math ACT 3-Yr avg. 64 45.3 42.2 12.5 
High % minority English ACT 70 10.0 62.9 27.1 
Low % minority English ACT 70 22.9 71.4 5.7 
High % minority English ACT 3-Yr avg. 70 7.1 52.9 40.0 
Low % minority English ACT 3-Yr avg. 64 35.9 57.8 6.3 
High % minority Reading ACT 70 8.6 81.4 10.0 
Low % minority Reading ACT 70 2.9 94.3 2.9 
High % minority Reading ACT 3-Yr avg. 70 12.9 70.0 17.1 
Low % minority Reading ACT 3-Yr avg. 64 12.5 87.5 0.0 
High % minority Science ACT 70 11.4 74.3 14.3 
Low % minority Science ACT 70 8.6 88.6 2.9 
High % minority Science ACT 3-Yr avg. 70 20.0 61.4 18.6 
Low % minority Science ACT 3-Yr avg. 64 21.9 71.9 6.2 
 
 
There is a substantial difference in the grade distribution between schools with a high 
percentage of minority students and schools with a low percentage of minority students.  
According to value-added, not one school in the low minority percent quartile, added significant 
value to three-year average ACT reading scores.  Only two schools in the low minority quartile 
added significant value in 2004 science.  Again, we are forced to conclude that either the 
predictions were inaccurate, or very few low minority percent high schools added significant 
value to ACT scores.    
In answering research question #3, it was found that the combination of English I and II 
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scores were good predictors of ACT scores; however, they were considerably less accurate in 
predicting the ACT scores of small schools.  Does the size of high schools also affect the 
accuracy of TVAAS’ predictions?  Dividing the high schools into quartiles based upon their 
average daily membership, and looking at the differences in TVAAS’ accuracy, as evidenced by 
r2, between the quartile containing the smallest schools and the quartile containing the largest 
schools should answer the question.  Table 31 shows the results.   
 
Table 31 
r2 Values between TVAAS’ Predicted Scores and Actual Scores for Quartile Containing the 
Smallest Schools and Quartile Containing the Largest Schools     
Quartiles 1 & 4 Based upon ADM  
ADM Small = 406 ADM Large = 1599 N 
r2 Value Between Actual Score 
& Score Predicted by Value-
Added  
Small Schools Composite ACT 69 .777 
Large Schools Composite ACT 69 .933 
Small Schools Composite ACT 3-Yr avg. 62 .775 
Large Schools Composite ACT 3-Yr avg. 68 .952 
Small Schools Math ACT 69 .630 
Large Schools Math ACT 69 .877 
Small Schools Math ACT 3-Yr avg. 62 .628 
Large Schools Math ACT 3-Yr avg. 68 .900 
Small Schools English ACT 69 .683 
Large Schools English ACT 69 .892 
Small Schools English ACT 3-Yr avg. 62 .688 
Large Schools English ACT 3-Yr avg. 68 .913 
Small Schools Reading ACT 69 .810 
Large Schools Reading ACT 69 .944 
Small Schools Reading ACT 3-Yr avg. 62 .764 
Large Schools Reading ACT 3-Yr avg. 68 .968 
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Table 31 (continued) 
 
Quartiles 1 & 4 Based upon ADM  
ADM Small = 406 ADM Large = 1599 N 
r2 Value Between Actual Score 
& Score Predicted by Value-
Added  
Small Schools Science ACT 69 .669 
Large Schools Science ACT 69 .929 
Small Schools Science ACT 3-Yr avg. 62 .775 
Large Schools Science ACT 3-Yr avg. 68 .951 
 
 
The accuracy of the predictions did change substantially.  The accuracy of the math ACT 
three-year prediction dropped from .900 to .628 or 27.2%, and the accuracy of the science ACT 
prediction dropped from .929 to .669 or 26%.  It is not surprising that small schools varied more 
than large schools because with fewer students taking the ACT, individual scores will affect 
small school averages more.  It is reasonable, however, to expect small school differences 
between the predicted and actual scores to distribute themselves about the mean in a fashion 
similar to large schools.  This reasonable assumption can be examined by looking at TVAAS’ 
grade distribution for the quartile of smallest schools and the quartile of largest schools in all 10 
ACT categories.  The small school quartile has an average daily membership of 406; the large 
school quartile has an average daily membership of 1,599.    
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Table 32 
TVAAS Grade Distribution in 10 ACT Categories for Quartile Containing the Smallest Schools 
and the Quartile Containing the Largest Schools 
Quartiles 1 & 4 Based upon ADM  
ADM Small = 406 ADM Large = 1599 N 
Status 
% Below 
Status 
% NDD 
Status 
% Above 
Small Schools Composite ACT 70 15.7 75.7 8.6 
Large Schools Composite ACT 70 7.1 48.6 44.3 
Small Schools Composite ACT 3-Yr avg. 63 41.3 46.0 12.7 
Large Schools Composite ACT 3-Yr avg. 69 18.8 23.2 58.0 
Small Schools Math ACT 70 28.6 64.3 7.1 
Large Schools Math ACT 70 10.0 37.1 52.9 
Small Schools Math ACT 3-Yr avg. 63 39.7 44.4 15.9 
Large Schools Math ACT 3-Yr avg. 69 20.3 18.8 60.9 
Small Schools English ACT 70 11.4 80.0 8.6 
Large Schools English ACT 70 11.4 54.3 34.3 
Small Schools English ACT 3-Yr avg. 63 20.6 69.8 9.6 
Large Schools English ACT 3-Yr avg. 69 17.4 34.8 47.8 
Small Schools Reading ACT 70 4.3 94.3 1.4 
Large Schools Reading ACT 70 7.1 67.1 25.7 
Small Schools Reading ACT 3-Yr avg. 63 15.9 80.9 3.2 
Large Schools Reading ACT 3-Yr avg. 69 7.2 60.0 34.8 
Small Schools Science ACT 70 10.0 88.6 1.4 
Large Schools Science ACT 70 4.3 58.6 37.1 
Small Schools Science ACT 3-Yr avg. 63 20.6 74.6 4.8 
Large Schools Science ACT 3-Yr avg. 69 13.0 37.7 49.3 
 
 
The difference in TVAAS’ ACT grade distribution between small and large high schools 
is substantial.  Examining the column that shows the percentage of schools graded above the 
state's average reveals the dramatic difference between small and large schools’ grades.  Are we 
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to believe that such a low percentage of small high schools are doing an excellent job, and yet a 
substantial percentage of large high schools are?  According to TVAAS’ assessment, only 1.4% 
of small schools performed better than was expected in the 2004 reading and science portion of 
the ACT.  That equals just one school or (.014 times 70 = 1).  Upperman High School in reading 
and Chattanooga High School Center for the Creative Arts in science, were the only ones.  
TVAAS’ ACT assessment of small high schools leaves room for two conclusions, either the 
predictions were inaccurate, or very few of Tennessee’s small high schools added significant 
value to ACT scores in 2004.     
It appears that it is virtually impossible for small, poor, predominantly Caucasian high 
schools to exceed TVAAS’ expectations.  Fifteen high schools met all three criterion cut points 
that separated the smallest schools, poorest schools, and the schools with the lowest percentage 
of minority students.  They had an average daily membership below 550, over 55% of their 
students qualified for free/reduced-price meals, and they were 97% or greater Caucasian.  
According to TVAAS’ assessment, not one of these high schools added significant value to any 
of the 10 ACT categories for which Value-added distributed grades.  The 15 high schools listed 
in alphabetical order are: Big Sandy School, Clarkrange, Cloudland, Collinwood, Copper Basin, 
Cosby, Hampton, Hermitage Springs School, Jellico, Jackson County, Midway, Pickett County, 
Tellico Plains, Van Buren County, and Wayne County. 
TVAAS’ grading system for ACT scores seems to favor large schools that have at least a 
few minority students and a low percentage of students who qualify for free/reduced meals.  
Twenty nine high schools meet the following criteria: average daily membership above or equal 
to 1250, minority students make up at least 8% of the student population but not over 50%, and 
fewer than 30.8% of the students qualify for free/reduced-price meals.  Table 33 lists TVAAS’ 
grade distribution for the schools that met these criteria. 
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Table 33 
TVAAS Grade Distribution in 10 ACT Categories for Quartile Containing Schools With Average 
Daily Membership Equal to or Greater than 1250, Percentage of Students Qualifying for 
Free/Reduced-Price Meals Less than 30.8%, and Percentage of Caucasian Students Between 
50% and 92%. 
Criteria: 
ADM > 1250 
% free/reduced < 30.8% 
Caucasian %, between 
50% and 95% 
N 
# of Schools 
Graded Below 
State Average 
by Value-
Added 
# of Schools 
graded NDD 
from State 
Average by 
Value-Added 
# of Schools 
Graded Above 
State Average 
by Value-
Added 
Composite ACT 29 1 7 21 
Composite ACT 3-Yr. Avg. 28 1 1 26 
Math ACT 29 1 4 24 
Math ACT 3-Yr. Avg. 28 1 1 26 
English ACT 29 3 10 16 
English ACT 3-Yr. Avg. 28 2 8 18 
Reading ACT 29 1 18 10 
Reading ACT 3-Yr. Avg. 28 1 10 17 
Science ACT 29 1 11 17 
Science ACT 3-Yr. Avg. 28 1 4 23 
 
The majority of these schools scored above the state average according to value-added, 
and in some categories nearly all of them did.  Value-added graded only one school below the 
state average in 8 of the 10 categories.  The high schools that met these criteria listed in 
alphabetical order are: Bartlett, Bearden, Blackman, Bolton, Brentwood, Centennial, Clarksville, 
Collierville, Cookeville, Cordova, Dickson County, Dobyns Bennett, Farragut, Franklin, 
Hendersonville, Houston, Karns, Lavergne, Lebanon, Maryville, Morristown West, Mt. Juliet, 
Munford, Oak Ridge, Ooltewah, Red Bank, Riverdale, Smyrna, and Wilson Central.  The grade 
distribution implies that the socioeconomic status, ethnicity, and size of high schools have a 
greater impact on TVAAS’ grades than differences in instructional practices.      
Value-added claims that using past test scores to predict future test scores filters out all other 
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influences, thus isolating teacher, school, and district effects.  Kupermintz (2003), who earned 
his PhD from Stanford in educational psychology, examined value-added.  He said that the only 
empirical evidence to support TVAAS’ claim was found in a document produced by value-added 
in 1997 called Graphical Summary of Educational Findings from The Tennessee Value-Added 
Assessment System. The document contains scatter plots illustrating that Value-Added scores are 
unaffected by the percentage of students qualifying for free/reduced-price meals and ethnicity; 
however, no statistical analysis is provided for the graphs.  Figure 5 came from page 34 of 
Graphical Summary of Educational Findings from The Tennessee Value-Added Assessment 
System.  (Tennessee Value-Added Assessment System, 1997, p. 34) 
 
 
 
Figure 5. TVAAS Graph Showing No Relationship Between the Percentage of Students 
Qualifying for Free/reduced Meals and Gain Scores 
 
 109
Each dot on the graph represents a school system in Tennessee.  The percent qualifying 
for free/reduced meals is plotted against the three-year cumulative gain for each system in 
reading.  The graph seems to verify TVAAS’ claim.  To quote Value-Added, “The graphs show 
that the percent of students receiving free or reduced-price lunches is unrelated to system gain.  
This is important because the economic status of the school population has often been cited as a 
factor that impact student academic growth.  Value-Added data do not support this contention”  
(p. 32).  Value-Added says exactly the same thing about the percentage of minorities attending 
schools.  Here is a figure from page 27 claiming to prove their contention.  (Tennessee Value-
Added Assessment System, 1997, p. 27) 
 
 
Figure 6.  TVAAS Graph Showing No Relationship Between the Percentage of Minority 
Students and Gain Scores 
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In this figure, each dot represents a school in Tennessee.  Like the free/reduced graph 
before it, the minority graph seems to verify TVAAS’ claim.  How can such graphs be produced?  
Value-Added does it by playing a zero-sum game with a 45-degree turn.  Let me explain.   
Value-Added calculates gains by subtracting the predicted score from the observed score 
and comparing them to the state average.  For example, if a school scored 20.5 on the ACT, and 
was predicted to score 19, the difference would be 20.5 minus 19 equals 1.5.  If a school scored 
20 and was predicted to score 21 the difference would be 20 minus 21 equals –1.  The 
differences between scores predicted by a linear regression and the actual scores are called 
residuals.  The sum of all the residuals from any linear regression will always equal zero and 
have a mean of zero.  Table 34 lists the sum and mean of TVAAS’ residuals from the 10 ACT 
categories.   
 
 
Table 34 
Mean and Sum of TVAAS’ Residuals in 10 ACT Categories Resulting From Difference in 
Predicted Score and Actual Score 
 N Mean Sum 
Composite ACT Residual 281 -.0101 -2.85 
Composite ACT 3-Yr. avg. Residual 269 .0040 1.07 
Math ACT Residual 281 -.0057 -1.60 
Math ACT 3-Yr. avg. Residual 269 .0183 4.92 
English ACT Residual 281 -.0212 -5.95 
English ACT 3-Yr. avg. Residual 269 .0032 .87 
Reading ACT Residual 281 -.0210 -5.91 
Reading ACT 3-Yr. avg. Residual 269 -.0155 -4.18 
Science ACT Residual 281 -.0251 -7.06 
Science ACT 3-Yr. avg. Residual 269 -.0146 -3.93 
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The mean and sum do not equal zero exactly, because TVAAS’ calculations included a 
few schools not present in this data set because of incomplete reports.  The means all equal zero 
to the nearest tenth, and the sums are not far off.  For example, after adding up all the differences 
for 281 schools, the sum of the 2004 ACT composite differences equaled negative 2.85.  That 
means that the excluded schools from this data set have a residual sum of positive 2.85 for the 
same category.  Residuals adding up to zero does not mean that they are unaffected by the 
predictor variables in the linear regression used to produce them; it just indicates that scores will 
distribute themselves equally on both sides of the regression line.  An example will help clear 
this up, as well as introduce the 45-degree turn.       
Combining, the Z-scores of the percentage of students qualifying for free/reduced meals 
with the percentage of ethnic minorities, to predict the 2004 ACT composite scores of Tennessee 
high schools produced the graph shown in Figure 7. 
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 Figure 7.  Scatter Plot Showing Linear Regression With the Percentage of Students Qualifying 
for Free/Reduced Meals and the Percentage of Minority Students as Predictor Variables and 
Schools’ 2004 ACT Composite Score as the Dependent Variable     
 
 
The R2 value of .656 indicates that the percentage of free/reduced and minority students 
can be used to predict ACT scores with fairly good accuracy.  If we subtract the predicted ACT 
scores produced by the linear regression from the actual ACT scores made by each high school, 
we get the residuals.  Their sum and mean are precisely zero, because no schools have been 
excluded from this regression.  Now, if we keep the same x-axis and plot the residuals, we make 
an approximate 45-degree turn.  Figure 8 demonstrates the maneuver.  
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 Figure 8.  Scatter Plot Showing Linear Regression With the Percentage of Students Qualifying 
for Free/Reduced-Price Meals and the Percentage of Minority Students as Predictor Variables 
and the Residuals Resulting From Using Schools’ 2004 ACT Composite Score as the Dependent 
Variable     
 
 
Compare Figures 7 and 8 to see why I call the maneuver, the 45-degree turn.  By 
graphing residuals or differences in predicted and observed scores, the predictive power of the 
variables that produced the differences is removed.  However, to say that gains are unaffected by 
socioeconomic status or ethnicity is to deny the very instrument used to make the predictions.  A 
thought experiment will help clarify what I mean.  Suppose the word test was an acronym so that 
T.E.S.T., stood for The percentage of students qualifying for free/reduced meals, Errors in 
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measurement, Size of a school, and The ethnic makeup of a school.  Suppose future TEST scores 
were predicted using past TEST scores, but it was claimed that because only words were used, 
T’s were not a factor.  Just as the word TEST contains Ts, test scores contain the affects of 
poverty and race.  Using past test scores to predict future test scores does not entirely remove the 
influence of other variables, nor is it correct to claim that gains are unaffected by them.  The 
scores students made in the past were highly associated with socioeconomic status and other 
variables, and students who were poor when they took the first test, tend to remain poor for the 
second.  Too often poverty acts on test scores like gravity on the flight of a cannon ball; it is a 
constant force circumscribing a downward arc instead of a line.  Graphing residuals will always 
result in schools above and below the regression line, regardless of poverty or race, but they do 
not indicate that the differences in test scores are unaffected by them. 
TVAAS’ residuals, in the 10 ACT categories for which predictions were made, all had a 
mean of zero.  If TVAAS’ predictions, and the residuals that result from subtracting the 
predictions from the actual scores, are unaffected by poverty, then one can expect poor schools 
to have approximately the same residual mean as rich schools.  Figure 9 shows the differences in 
residual means between the quartile containing the most students qualifying for free/reduced-
price meals, and the quartile containing the fewest students qualifying for free/reduced-price 
meals.  
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Figure 9.  Graph Showing the Difference in Residual Means in 10 ACT Categories Between the 
Quartile Containing Schools With the Most Students Qualifying for Free/Reduced-Price Meals 
and the Quartile of Schools Containing the Fewest Students Qualifying for Free/Reduced-Price 
Meals 
 
The residual means are for 10 ACT categories: 1 = composite, 2 = composite 3-yr. avg., 3 
= math, 4 = math 3-yr. avg., 5 = English, 6 = English 3-yr. avg., 7 = reading, 8 = reading 3-yr. 
avg., 9 = science, 10 = science 3-yr. avg.  The chart clearly illustrates that schools in the poorest 
quartile were at a distinct disadvantage in relation to schools in the richest quartile.  The average 
differences between TVAAS’ predictions and the actual scores were negative in all 10 categories 
for schools in the poorest quartile.  They were positive in all 10 categories for schools with the 
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fewest number of students qualifying for free/reduced meals.  Grades were based upon these 
differences. 
TVAAS’ assessment also placed predominantly Caucasian schools at a distinct 
disadvantage.  Figure 10 shows the average differences between predicted and actual scores for 
the quartile of schools containing the most minorities and the quartile of schools containing the 
fewest minorities.   
 
 
Figure 10.   Graph Showing the Difference in Residual Means in 10 ACT Categories Between 
the Quartile Containing Schools With the Most Minority Students and the Quartile Containing 
Schools With the Fewest Minority Students 
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The residual means are for 10 ACT categories: 1 = composite, 2 = composite 3-yr. avg., 3 
= math, 4 = math 3-yr. avg., 5 = English, 6 = English 3-yr. avg., 7 = reading, 8 = reading 3-yr. 
avg., 9 = science, 10 = science 3-yr. avg.  The quartile containing predominantly Caucasian 
students had negative residual means in all 10 ACT categories; the high minority quartile was 
negative in only two.  The differences in residual means between the high and low minority 
quartiles most probably resulted from Value-Added under predicting high minority schools’ 
ACT grades, and over predicting low minority schools’ ACT grades. 
The difference in residual means was most pronounced between large schools and small 
schools.  Figure 11 illustrates the disparity.   
 
 
Figure 11.  Graph Showing the Difference in Residual Means in 10 ACT Categories Between the 
Quartile Containing the Largest Schools and the Quartile Containing the Smallest Schools 
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The residual means are for 10 ACT categories: 1 = composite, 2 = composite 3-yr. avg., 3 
= math, 4 = math 3-yr. avg., 5 = English, 6 = English 3-yr. avg., 7 = reading, 8 = reading 3-yr. 
avg., 9 = science, 10 = science 3-yr. avg.  The average difference between TVAAS’ predictions 
and the actual scores were negative in all 10 ACT categories for the quartile of small schools.  
For the quartile of large schools, the residual means were positive in all 10 categories.  Clearly, 
TVAAS’ assessment of ACTS scores put small schools at a distinct disadvantage in relation to 
large schools.   
Research question five addressed, “Does Value-Added assessment actually filter out 
variables such as socioeconomic status and ethnicity enabling it to isolate school effects on ACT 
scores” The answer is no.  To a great extent, TVAAS’ assessment of ACT scores is detecting 
demographic differences instead of instructional differences.     
Graphing residuals based upon the percentage of students qualifying for free/reduced-
price meals and the ethnicity of high schools allows examination of how Hancock and Midway 
High School score using these criteria.  The preceding graph shown in Figure 12 was reproduced 
with some cut points applied in order to assign grades.  Placing cut points statistically involves 
the standard error of the estimate.  The standard error of the estimate is the standard deviation of 
the distribution of scores about the regression line.  Think of a normal curve perpendicular to a 
residual line that equals zero.  Now by multiplying the standard error by values representing 
percentages under the normal curve we can place cut points.  These types of cut points are 
referred to as confidence intervals.  This is where decisions must be made.  What percentages do 
we want to score above, below, and NDD?  Grades can easily be manipulated by the positioning 
of these cut points.  Many types of research use 95% confidence intervals to make sure that what 
occurs was not because of chance.  In Table 35, SPSS output shows the standard error for the 
linear regression used to demonstrate the 45-degree turn.   
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Table 35   
Model Summary 
Model r r Square 
Adjusted r 
Square 
Std. Error of the 
Estimate 
1 .000(a) .000 -.004 1.13950
a  Predictors: (Constant), Free/Reduced & Minority Percent Combined 
b Dependent Variable: Difference in Free/reduced & minority percents predicted & observed 
ACT 
 
 
Notice that r2 equals zero.  That is because the predictive power of the variables used to 
make the predictions has been removed by looking at the residuals.  It does not mean that these 
residuals were unaffected by them; they produced them.  Remember the T’s in TEST.  Notice the 
standard error of the estimate.  Multiplying 1.1395, by 1.96, which corresponds to 95% of the 
cases lying under 1.96 standard deviations of the mean, will allow us to set the confidence 
intervals.  (1.1395 x 1.96 = 2.23)   
Figure 12 illustrates the 45-degree turn with the confidence intervals or cut points in 
place.  
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 Midway High School 
Hancock High School
Figure 12.  Scatter Plot Showing Linear Regression and Confidence Intervals With the 
Percentage of Students Qualifying for Free/Reduced-Price Meals and the Percentage of Minority 
Students as Predictor Variables and the Residuals Resulting From Using Schools’ 2004 ACT 
Composite Score as the Dependent Variable       
 
 
Notice that the cut points are located at 2.23.  We can be 95% sure that the schools lying 
beyond those lines are not there by chance.  The identity of two schools is given for illustrative 
purposes.  Recall that Value-Added calculated Hancock High School to have the lowest residual 
value in the state.  Based upon the predictions yielded by the percentages of poor and minority 
students, Hancock High School did reasonably well.  Midway High School did exceptionally 
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well, based upon the predictor variables of free/reduced and ethnicity, yet Value-Added could 
detect no difference. 
At the beginning of this study, I listed, not knowing the percentage of students at each 
high school who took the ACT, as its most serious limitation.  I talked by phone with the 
principals of both Hancock and Midway High School.  They did not know why their high 
schools had been predicted to score so high by value-added.  The guidance counselor at Hancock 
High School said that last year 50% of their seniors took the ACT test, and that was about 
average for their school.  The Midway guidance counselor said that approximately 50-60% of 
their seniors take the ACT each year.  These percentages are below the state average of 87%; 
however, a reduction in participation rate should not cause a school in the poorest county in the 
state to be predicted to score one standard deviation above the high school mean.  Nor should it 
cause the school with the highest ACT score in the poor quartile of schools to be graded no 
detectable difference.  Variability in participation rate cannot explain the skewed nature of 
TVAAS’ grade distribution in relation to socioeconomic status, ethnicity, and average daily 
membership.       
There are two major differences in the graphs produced to illustrate the 45-degree turn, 
and the two graphs produced by value-added.  My graphs have two predictor variables, and they 
had zero, which represented the regression line itself, as the mid reference point.  TVAAS’ two 
graphs included many more predictor variables and they had 100% of the national norm gain as 
their mid reference point.  Value-Added uses state averages for their ACT comparisons.  The 
mid point of my two graphs could be nudged upward or downward depending on a national 
norm, and the cut points adjusted to different levels. 
A much simpler way to assess high school ACT achievement can be obtained by 
performing one more 45-degree turn.  In answering research question #3, it was found that 
English I and II scores did the best job of predicting ACT scores with an R2 value of .759.  
Figure 13 gives the scatter plot and regression line. 
 
 122
  
Figure 13.  Scatter Plot Showing Linear Regression With English I and II Scores as Predictor 
Variables and Schools’ 2004 ACT Composite Score as the Dependent Variable     
 
Obtaining the residuals from the English predictor regression by subtracting the predicted 
scores from the observed scores and then plotting them produced the following figure with the 
45-degree turn in place. 
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 Figure 14.  Scatter Plot Showing Linear Regression With English I and II Scores as Predictor 
Variables and the Residuals Resulting From Using Schools’ 2004 ACT Composite Score as the 
Dependent Variable       
 
 
I shall not claim that English scores did not affect the residuals.  They produced them.  
The English predictor graph for ACT scores is more accurate than the socioeconomic 
status/ethnicity graph, and more importantly, it is pedagogically sound.  English scores contain 
the effects of poverty and race but the graph conveys this simple yet powerful message to high 
schools, “Because English I and II scores correlate so strongly with ACT scores, they have been 
used to predict them.  Based upon the English level of your students, your high school was 
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predicted to score X on the composite ACT.  The chart shows how much you scored above or 
below what was predicted by your English scores.”  The values for writing the predictive 
equation are shown in the following SPSS output as Table 36. 
 
 
Table 36 
Coefficients of Linear Regression With English I and II Scores as Predictor Variables and 2004 
ACT Composite Score as Dependent Variable 
Coefficients 
  
Unstandardized 
Coefficients 
Standardized 
Coefficients   
Model   B Std. Error Beta t Sig 
1 (Constant) -29.675 1.706  -17.399 .000
  End of Course 
English I Observed 
Scale Score Mean 
2004 
.045 .006 .405
 
 
7.605 .000
  Gateway English II 
Observed Scale Score 
Mean 2004 .052 .005 .506
 
 
9.499 .000
a  Dependent Variable: 2004 ACT Composite Observed Score Mean 
 
The following equation was written using the unstandardized coefficients.   
Predicted score = (.045 * English I score + .052 * English II score) – 29.675.  For example, the 
State Department of Education reported that Upperman High School scored 530.3 in English I 
and 496.6 in English II.  Plugging in the numbers yields (.045 * 530.3 + .052 * 496.6) – 29.675 = 
20.01.  Upperman High School actually made 21.2.  Way to go Upperman.   The equation can be 
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solved by anyone who can add, subtract, and multiply.  The chart examines the differences in 
school effects between the time students take the English I and II tests and the time they take the 
ACT.  Like the Value-Added predictions, the English predictions are not as accurate for small 
schools, but the resulting differences are not predominantly negative for small or poor schools 
like they are with Value-Added.  Of course, grades could be assigned to the differences by 
various scales, but the simplicity of the equation does not warrant it.  Each school can predict its 
own score and then subtract it from what it actually makes, and more importantly the predictions 
can be made at the beginning of the school year and not arrive at the same time the actual scores 
do.   This year’s English scores will predict next year’s ACT scores with considerable accuracy.  
More importantly, for goals to exert any motivational influence, they must be known prior to 
participating in educational endeavors.  Finally, teachers and administrators alike can easily 
understand the reasons for, and the solution of, this simple equation.  
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 CHAPTER 5 
SUMMARY OF FINDINGS, CONCLUSIONS, AND RECOMMENDATIONS 
 
The purpose of this study was to explore the relationships between and among various 
demographic and test score data with the ACT scores of 281 Tennessee high schools.  This 
researcher also examined which high school characteristics impacted the number of students 
meeting the ACT requirement of Tennessee’s lottery scholarships.  In addition, this researcher 
examined TVAAS’ assessment of ACT scores and its distribution of grades to Tennessee high 
schools based upon its value-added analysis.    
 
Summary of Findings 
The analysis focused on five research questions using a sample containing data from 281 
Tennessee high schools.  The sample included all Tennessee public high schools except 12 that 
were eliminated because of missing data.  The variables included demographic and test score 
data that are located at the Tennessee State Department of Education’s (2005b) website. 
 
Research Question # 1 
What are the minimum and maximum score, the mean, range, and standard deviation, for 
both the 2004 ACT composite score and the three-year average composite score for 281 
Tennessee high schools? Table 9 answers the question and is repeated here shown as Table 37.  
 
 
 
 
 
 
 127
Table 37 
Range, Minimum, Maximum, Mean, and Standard Deviation of ACT Composite Score 2004 and 
ACT Composite Three-Year Average Score for 281 Tennessee High Schools  
 N Range Minimum Maximum M SD 
ACT Composite Observed 
Score Mean 2004 281 11.7 14.3 26.1 19.8 1.94 
School ACT Composite 
Score 2002-2004 (3-year 
Average) 
281 12.0 14.1 26.1 19.6 1.86 
 
 
 
Research Question # 2 
What single school characteristic has the strongest association with ACT scores?   
Schools’ past ACT scores are the most strongly associated with present ACT scores.  The 
Pearson r value between the 2001-2003 three-year average composite ACT score and the 2004 
composite ACT score was .935.  English scores had the second strongest association with ACT 
scores.  The Pearson r-value between the 2004 English I scale score mean and the 2002-2004 
three-year average composite ACT score was .862.  English II correlated at .860.  English scores 
were also more strongly associated with the ACT subtests of math, English, reading, and science.  
English scores were more strongly associated with the ACT math subtest than Algebra I scores 
were, also English scores were more strongly associated with the ACT science subtest than 
Biology scores were.   
Perhaps the most revelatory finding was how different the Pearson r values were between 
the percentage of students scoring proficient in English II and the ACT, and the percentage 
scoring advanced in English II test and the ACT.  Both percentages were strongly associated 
with the 2002-2004 three-year average composite ACT score, but the percentage of students who 
scored proficient had a Pearson r value of negative .815, and the percentage who scored 
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advanced had a correlation value with the ACT of positive .873.  That is a 1.688 swing in 
correlation values.  In the spring of 2004, Tennessee required students to answer 27 questions 
correctly to score proficient, and answer 41 questions correctly to score advanced (State 
Department of Education, 2005, p. 1).  Fourteen correct answers radically altered the 
correlations.   
One other interesting finding was the negative Pearson r values for per-pupil expenditure 
and teacher salaries.  The correlation values with the 2002-2004 three-year average composite 
ACT were -.283 and -.266 respectively.  The above average spending on minority students 
explained the negative values.  When the 182 schools in the sample with over 80% Caucasian 
students were analyzed, the correlations changed to positive .414 and positive .562. 
 
Research Question # 3 
What combination of school characteristics yields the best prediction of ACT scores?  
For pedagogical reasons, this question used the adjective “best” instead of “highest” to 
describe prediction.  Past ACT scores produced the highest r2 values, but the predictions were 
based solely upon past performance.  ACT scores predicted from English scores, however, were 
based upon the overall English level of each high school.  Therefore, the combination of English 
I and II scores yielded the best prediction of ACT scores.  The use of English I and II scores as 
the predictor variables and the 2004 composite ACT score as the dependent variable yielded an 
R2 value of .759. 
While exploring the relationships between several variables and ACT scores, it was 
discovered that average daily membership and attendance had a pronounced effect, when used to 
sort schools, before running linear regressions with other predictor variables. These two variables 
added little to multivariable linear regressions, when used as predictor variables but radically 
altered the R2 values of other regressions when used as grouping variables.  R2 values were high 
for large schools and for schools with low attendance, and R2 values were low for small schools 
and for schools with high attendance.  Attendance was multiplied by negative one, so that it 
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would affect r2 values in the same way as ADM, and the two variables were combined using 
their standardized scores.  The combined grouping variable was used to divide schools into 
quartiles.  It dramatically affected the r2 values between TVAAS’ ACT predictions and the 
actual ACT scores, and the R2 values between the English scores’ ACT predictions and the actual 
ACT scores.  Quartile one, containing large schools with low attendance, had a R2 value between 
English scores and composite ACT scores of .924.  The R2 value for quartile two was .772, for 
quartile three it was .653.  However, for the quartile containing the smallest schools with the best 
attendance, the R2 value was only .188.   
 
Research Question # 4 
What types of schools are most likely to have a high percentage of their students meet the 
ACT requirement of Tennessee’s lottery scholarships? 
Schools serving predominately Caucasian students who do not qualify for free/reduced 
meals will have the highest percentage of their students meet Tennessee’s ACT requirement for 
lottery scholarships. 
The 70 schools, in the quartile containing the highest percentage of students qualifying 
for free/reduced meals, had a three-year average composite ACT score of 17.79.  The quartile 
containing the schools with the lowest percentage of students qualifying for free/reduced meals 
had a three-year average composite ACT score of 21.11.  A t test for independent samples 
confirmed that the difference was significant.    
The quartile of schools containing the highest percentage of Caucasian students had a 
three-year average composite ACT score of 19.62.  The quartile containing the lowest percentage 
of Caucasian students had a three-year average composite ACT score of 17.73.  A t test for 
independent samples confirmed that the difference was significant.  The 30 schools with over 
80% minority students had a three-year average composite ACT score of 15.87.   
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Research Question # 5 
Does value-added assessment actually filter out variables such as socioeconomic status 
and ethnicity enabling it to isolate school effects on ACT scores? 
This research demonstrated how value-added could produce graphs that seemingly show 
no relationship between gain scores and poverty or race.  The technique involves a zero-sum 
game with a 45-degree turn.  Predicted scores are produced using a linear regression and then the 
predicted scores are subtracted from the actual scores.  The differences are known as residuals, 
and they will always add up to zero and have a mean of zero.  By using either the percentage of 
students qualifying for free/reduced meals or ethnicity percent as the x-axis and the residuals as 
the y-axis the regression line is rotated approximately 45 degrees.   
Schools were divided into quartiles based upon the percentage of students who qualified 
for free/reduced meals and by the percentage of minority students who attended each high 
school.  The grades distributed by value-added were highly skewed in relation to both variables.  
Schools in the quartile containing the highest percentage of poor students were approximately 
three times more likely to be graded below the state average and approximately five times less 
likely to be graded above the state average than schools in the quartile containing the lowest 
percentage of poor students.  In TVAAS’ assessment of 2004 ACT reading, only one poor school 
in a quartile containing 70 schools was graded above the state average.  In 2004 ACT science, 
only two schools in the poorest quartile were graded above the state average. 
TVAAS’ low predictions for high minority schools caused them to earn higher grades 
than predominantly Caucasian schools.  Schools in the quartile containing the lowest percentage 
of minority students were approximately twice as likely to be graded below the state average and 
three times less likely to be graded above the state average.  No predominantly White school was 
graded above the state average by value-added in the ACT category of three-year average 
reading.  Only two schools in the quartile containing the highest percentage of Caucasian 
students were graded above the state average in 2004 reading and science. 
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Schools were also divided into quartiles based upon their average daily membership.  
TVAAS’ ACT grades were also highly skewed in relation to small and large high schools.  Small 
schools were much more likely to be graded below the state average and much less likely to be 
graded above it.  Only one small school, in a quartile containing 70 high schools, was graded 
above the state average in either ACT reading or science, and yet 18 of the large schools in ACT 
reading, and 26 of the large schools in ACT science, were graded above the state average.  
 
Conclusions 
Conclusion # 1 
 English skill was the single most important factor affecting ACT scores, including all 
four ACT subtests.  Scoring advanced on the English II test predicted high ACT scores; scoring 
proficient did not.  The difference in scoring advanced and proficient was 14 correct answers.  
After studying sample English II tests, it became evident that the most tested skill was reading 
comprehension.    
     
Conclusion # 2 
Because a combination of English I and II scores accounted for approximately three 
fourths of the variation in schools’ ACT scores, they should be used to predict schools’ ACT 
scores at the beginning of each school year.  It should be remembered, however, that the 
predictions are far less accurate for small schools with high attendance rates.  Perhaps the 
diminished accuracy for small schools with high attendance rates is because these type schools 
have a greater effect on ACT scores.      
 
Conclusion # 3 
Tennessee’s ACT requirement for lottery scholarships puts new meaning into an old 
phrase, “Free, White, and 21”.  White students, who do not qualify for free/reduced meals have 
an excellent chance of scoring 21.  Gould (1981) wrote about the abuses of mental testing in his 
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The Mismeasure of Man.  On the title page, Gould quoted Charles Darwin as saying, “If the 
misery of our poor be caused not by the laws of nature, but by our institutions, great is our sin.”  
Prior to 2002, the Tennessee State Constitution banned state lotteries.  The old constitution was 
more virtuous than the present one.  Not only are poor and minority students underrepresented as 
lottery scholarship recipients, they are over represented as lottery players.  It is Robin Hood in 
reverse and it should not make us merry.  The gap between the rich and poor will grow wider.   
For state lotteries to continually generate the revenue that lawmakers depend on, they 
must stimulate demand.  Not only has the state become the people’s bookie, it has employed the 
advertising industry, with all its influential techniques, to encourage people to gamble.  
 
Conclusion # 4 
After examining the highly skewed distribution of TVAAS’ ACT grades in relation to the 
percentage of students qualifying for free/reduced meals, the percentage of minority students, 
and average daily membership, I must conclude that TVAAS’ assessment, to a large extent, is 
detecting demographic difference instead of instructional difference.  Skewed grade distributions 
question the usefulness of TVAAS’ assessment of ACT scores.  Depending on the credibility 
that teachers and administrators give to value-added, the assessments could actually be doing 
harm.  Educators at large, wealthy high schools with a mix of ethnicity might entertain elevated, 
yet false opinions of their abilities, whereas educators at small, poor, predominantly White high 
schools, might feel inferior because of factors beyond their control. 
 
Conclusion # 5 
Schools receiving TVAAS’ predicted ACT scores at the same time as the actual scores 
renders them useless as a motivational tool.  Schools must know what the hurdle is before trying 
to jump it.  Instead, schools are asked to remember last year and try to figure out what changes 
could have affected the scores either up or down.  It’s like grading a corpse; last year is dead.  I 
remember watching a student multiplying three digit numbers by two digit numbers at the 
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chalkboard.  The student was carrying the wrong digit and missing every problem.  I pointed out 
the mistake and the student never missed another problem.  That is meaningful evaluation; that is 
assessment with life in its body.  
 
Conclusion # 6 
Beware of anecdotal evidence.  Graphing residuals will always result in schools above 
and below the regression line.  The purpose of assessment is to improve instruction, not finger 
pointing.  Residuals, resulting from coherent and transparent regressions, can help identify very 
high and very low achieving schools.  However, unless the effective practices of the high 
achieving schools are identified and then transported to the low achieving schools, instruction 
will not improve.    
 
Conclusion # 7 
Many scientists believe the human mind is the most complex object in the universe.  It is 
beneficial to remember this before relying too heavily on predicted test scores.  To this day, 
meteorologists cannot predict the location of scattered showers.            
 
Recommendations for Practice 
1. Schools that wish to improve their ACT scores should concentrate on reading 
comprehension.  The format of the ACT test requires students to read short paragraphs 
and to provide some analysis.  Aesop’s Fables fit this format perfectly and they come 
highly recommended.  Locke (1690/1952) said in his Essay Concerning Human 
Understanding, “I think Aesop's Fables the best, which being stories apt to delight and 
entertain a child, may yet afford useful reflections to a grown man; and if his memory 
retain them all his life after, he will not repent to find them there, amongst his manly 
thoughts and serious business” (p. 116).   Dover Publications sells paperback editions of 
Aesop’s Fables for one dollar each.  After each short fable, the meaning is written below 
 134
it.  The meaning should be marked out with a heavy black marker.  Speaking of fables, 
Rousseau said, “Why then add the moral at the end, and so deprive him of the pleasure of 
discovering it for himself” (Rousseau, 1762, p. 252).  Improving students’ ability to 
discover the meaning of fables will increase their ACT scores.   
2. At the beginning of each school year, high schools should predict their ACT scores for 
the coming year from their English I and II scale scores from the past year.  In order to do 
this, schools must have the equation that resulted from performing a linear regression 
with English I and II scores as the predictor variables, and the composite ACT score of 
the same year, as the dependent variable.  The equation resulting from the information 
contained in the 2004 Tennessee Education Report Card is: Predicted score = (.045 * 
English I score + .052 * English II score) – 29.675. By plugging in their English scale 
scores, schools can predict their composite ACT scores for the coming year.  Schools 
would clearly understand the rationale behind the predictions, and students should be 
motivated to surpass the predicted score.  
3. Never buy a state lottery ticket.  Instead, help a poor or minority student attend college. 
4. No state departments of education should subcontract the analysis of their test scores to 
outside entities.  This practice makes state departments of education dependent on outside 
agencies for information crucial to improving instruction.  State departments should 
identify schools that have high-test scores despite negative predictor variables and then 
visit those schools to determine if there is anything that can be exported to under 
achieving schools.   
5. The process for identifying low- and high-achieving schools should be coherent and 
transparent.  Mysterious assessment that cannot be replicated will cause distrust and 
resentment.  Pedagogy should always outrank statistics.          
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Recommendations for Further Research 
1. A study of the Black/White ratios in college and prison between the states with lottery 
funded scholarships and the states without them. 
2. An examination of TVAAS’ grade distribution among Tennessee’s elementary schools.  
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