As a rule, parabolic problems with nonsmooth data show rapid changes of its solution or even possess solutions of reduced smoothness. While for smooth data various time integration methods, e.g. the trapezoidal rule or the Euler backwards scheme, work efficiently, but in case of jumps effects of high frequency oscillations are observable over a long time horizon or steep changes are smeared out. Implicit Taylor methods (ITM), which are mostly applied in specific applications, like interval methods, but not commonly used for general cases, combine high accuracy with strong damping of unwanted oscillations. These properties make them a good choice in case of nonsmooth data. In the present paper ITM are investigated in detail for semi-discrete linear parabolic problems. In ITM at each time level a large scale linear system has to be solved and preconditioned conjugate gradient methods (PCG) can efficiently be applied. Here adapted preconditioners are constructed, and tight spectral bounds are derived which are independent of the discretization parameters of the parabolic problem. As an important application ITM are considered in case of boundary heat control. Occurring control constraints are involved by means of penalty functions. To solve the completely discretized problem gradient-based numerical algorithms are used where the gradient of the objective is partially evaluated via discrete adjoints and partially by explicitly available terms corresponding to the penalties. some test examples illustrate the efficiency of the considered algorithms.
Introduction
As long as the solution of a parabolic initial-boundary value problem does not change too rapidly in space or time, a wide range of efficient numerical methods are available. However, the situation is different if nonsmooth data result in rapidly varying solutions. In that case specific numerical methods are required to avoid spurious oscillations as well as unrealistic smoothing of steep changes in the solution. In various applications, e.g. boundary control problems, semi-discretization leads to differential equations with piecewise defined boundary conditions, in particular, possibly with jumps at the boundary. Such discontinuous data cause a rapid varying or even reduced smoothness of the solution. In the present paper linear parabolic equations with jumps in boundary conditions are investigated. Semi-discretization with piecewise linear finite elements in space generates an initial value problem (IVP) which is stiff and possesses a nonsmooth right-hand side. This requires an appropriate time discretization method for its numerical treatment. While in case of smooth data the trapezoidal rule, which corresponds to the Crank-Nicolson method, works efficiently, in case of jumps in data, numerical experiments as well as analytical investigations show that this method leads to undesirable high frequency oscillations over a long time horizon. To avoid this effect serious restrictions on the time steps similar to those for Explicit Euler integration are necessary. On the other hand, the Implicit Euler scheme, though generates stable discretizations without step size restrictions, but is only of first order convergent and leads to a smearing in areas where the solution changes rapidly. We study Implicit Taylor Methods (ITM) for a time integration of the semi-discretized linear parabolic problems. ITM are well adapted to our particular situation since they are of high accuracy and damp unwanted oscillations. While in [16] standard consistency and convergence analysis has been developed for these methods under the assumption of high smoothness of the solution, which derives consistency errors explicitly from estimates of derivatives of the solution, in our paper the case of reduced smoothness is investigated. In particular we provide estimates for the consistency error that depend only upon the given data. Further the good damping properties concerning higher order frequencies are verified. Applying ITM to the semi-discrete parabolic problem yields a full discretization scheme where at each discrete time level a linear system has to be solved. However, its system matrix contains besides the original stiffness matrix also higher powers of it. For a numerical implementation of ITM conjugate gradient (CG) methods provide an efficient tool because only repeated evaluations of the type stiffness matrix times vector have to be evaluated. As typical for parabolic problems small spatial step sizes lead to highly ill-conditioned linear systems. To avoid the resulting slow convergence of CG methods efficient preconditioners are constructed that preserve the sparsity structure of the original stiffness matrix of the FEM spatial discretization. Due to the rapid convergence only a few iteration steps are needed. As effective limits case we investigate truncated versions of the preconditioned CG method (PCG) which perform only a limit number of iterations at a fixed time level. Their convergence properties as well as damping behavior is analyzed. As an application where generically problems with reduced data regularity occur we apply the ITM to parabolic optimal control problems. Combined with standard FEM in space ITM results in linear discrete problems which can efficiently be solved by gradient-based optimization techniques. For evaluation of the gradient of the objective discrete adjoint techniques are used. This guarantees an exact representation of the discrete gradient. Further, control constraints are included by using a penalty method. The resulting finite dimensional minimization without constraints is performed by a quasi-Newton method.
The paper is organized as follows. In Section 2 the parabolic boundary value problem and its semi-discretization are discussed. ITM are studied in Section 3 for general linear IVP and specifically applied semi-discrete parabolic problems. In particular, convergence results are provided and the damping behavior of ITM is discussed. In Section 4 an adapted PCG method to solve the generated linear systems is proposed and its convergence properties are investigated. Further, truncated versions of this PCG methods are analyzed. In Section 5 the discussed methods are applied to a boundary heat control problem. The efficient evaluation of the discretized gradient of the objective via discrete adjoints is studied in Section 6. In Section 7 penalty methods are considered to handle control constraints. Finally, numerical examples given in Section 8 illustrate the behavior of the proposed and analyzed methods.
The Parabolic Problem and Semi-Discretization
We consider the parabolic boundary value problem
Here Ω ⊂ R 2 denotes a bounded domain with piecewise Lipschitz boundary Γ, T > 0 is fixed,
For existence and uniqueness of the solution of (1) we refer to [4] , where results for a wide class of parabolic problems are provided. In our case the existence of a unique weak solution w(·, ·) ∈ W (0, T ) ∩ C(Q) of (1) satisfying the variational equation
and the initial condition w(·, 0) = 0 is guaranteed. Here W (0, T ) := {v ∈ V : ∂v ∂t ∈ V * }, where V * denotes the dual space to V which can be identified with = L 2 (0, T ; (H 1 (Ω)) * ). Observe that the existence and uniqueness result is valid for any f ∈ V * . The considered boundary conditions of Problem (1) are naturally ones and thus included in the variational equation (2) . In case of Dirichlet boundary conditions further singularities have to be expected. For some results on Dirichlet boundary heat control with piecewise constant controls we refer to [10] .
To solve the equations (1) numerically, appropriate discretizations of the states w, the appearing differential operators in (1) and of the boundary function b are required. In a first step we consider semi-discretization in space using piecewise linear triangular finite elements and mass-lumping. To avoid additional errors due to the discretization of Γ we assume Ω to be a polyhedron and consider only such discretizations which take into account the sub-structuring of its boundary Γ. Furthermore, we assume that the discretization for b, relates to macro-elements of the discretization of (1) w.r.t. space and time. Let Ω be covered by triangles which satisfy the standard assumptions of finite element methods (cf. [17] ). Let x j , j = 1, . . . , N denote the related vertices of this triangulation and let ϕ j ∈ C(Ω) denote the related Lagrange basis functions of piecewise linear C 0 finite elements. Then the conforming finite element discretization of the Sobolev space H 1 (Ω) is given by the subspace
. Further we apply mass lumping means, i.e. we replace integrals Ω ϕ j ϕ i dΩ by the lumping operator
with µ i := N j=1 Ω ϕ j ϕ i dΩ. As shown in [17] this mass lumping in the considered piecewise linear FEM is equivalent to the evaluation of the mass integrals by the trapezoidal rule. Let the semi-discrete solution w h ∈ V h over the spatial basis {ϕ j } j be defined by
with coefficient functions w j : [0, T ] → R, j = 1, . . . , N . Now the Ritz-Galerkin technique applied to (2) leads to a finite dimensional IVP
for the coordinate function w = (w 1 , . . . , w N ) : [0, T ] → R N . Here the elements of the matrix A := (a ij ) N i,j=1 are defined by
Existence and uniqueness of solutions of system (4) are covered by the standard theory and piecewise defined solutions. By means of the transformation D 1/2 w, and simply renaming all modified matrices and functions by their former names, the IVP (4) is equivalent to
with a symmetric, negative definite matrix A.
With the specific application of boundary control in view, we restrict the space of boundary functions b further by considering the subspace of piecewise constant functions w.r.t. a given time grid
where M c denotes the number of intervals. We denote this space by
with functions b k ∈ L ∞ (Γ). This restriction step can, e.g. in the case of boundary control problems, be interpreted as time discretization of controls or, on the other hand, as a prescribed characteristic of control behavior due to practical needs. If in the sequel we replace b by
Similarly, we write f τ in (7) if f is generated under inclusion of discrete boundary data b τ . Since b τ is piecewise constant, f τ is discontinuous, so we cannot expect a higher smoothness in the classical sense as it would be in case of, say, continuous boundary values b ∈ C(Γ T ). From the properties (9) of b τ it becomes clear that the solution of (7) can recursively be received on the subintervals (t k−1 , t k ]:
for k = 1, . . . , M c with w(t 0 ) = 0. Observe that due to the linearity of the above equations and the smoothness of f τ and b τ in the subintervals, there exists a classical solution of (10) .
By choosing an appropriate numerical method to calculate w(·, ·) one has to take into account the occurring discontinuities which require a specific numerical treatment as known from literature (cf. [8] , [10] , [12] ). Based on observations of excellent practical behavior in various numerical experiments (compare [5] ) in this paper we propose implicit Taylor methods as the method of choice for time integration of parabolic problems with jumps in data. In the next section we introduce these methods and discuss their convergence and damping behavior.
Implicit Taylor Methods
In this section we briefly describe the application of implicit Taylor methods (see also [6] , [7] , [16] ) to N -dimensional linear IVPs
with a symmetric, negative definite matrix A, a given function f : (0, T ] → R N and some vector g ∈ R N . As shown in Section 2, the chosen semi-discretization of the parabolic problem (1) leads to a finite dimensional IVP of type (11) . In view of this semi-discretization with jumps in data we restrict our attention to right-hand sides f which possess discontinuities, such as finite jumps, at the grid points of some given time grid.
Now we consider the first step of the implicit Taylor method, i.e. from t 0 = 0 to t 1 = τ . For simplicity we take some equidistant time grid t j = jτ, j = 0, . . . , M , where M denotes the number of grid points and τ = T /M . The idea is to approximate the solution w of (11) in the interval [0, τ ] by a function w τ of the form
with a fixed q ∈ N and vectors α j ∈ R N , j = 0, 1, . . . , q, which are uniquely determined by the conditions
and the conditions for the derivatives
where due to (11) the initial vector w 0 = g is chosen. In the sequel we denote the implicit Taylor method (12) - (15) by ITM-q. Now we restrict our attention to the vector w 1 := w τ (τ ) at the grid point t 1 . After eliminating the coefficients α j (cf. [1] for details) the above conditions yield that w 1 arises from w 0 according to
ITM-q consists in applying the above rules, which we presented for the first time step, analogously to each of the following time steps of the given time grid. That way in the grid points an approximation w j ∼ w(t j ), j = 1, . . . , N , of the solution of the IVP (11) is generated. Now we consider this method in each of the subintervals where the right-hand side f is smooth, and for simplicity omit the notation of possibly different step sized τ for different subintervals. Then by introducing the matrices
and the linear operator
ITM-q is equivalently described by the recursive equations
At a later stage the time grid where f possesses jumps has to be correlated.
Remark 1
In general, to avoid a heavy reduction of sparsity caused by higher powers of A in (16) we focus on values q = 1, 2, 3. Observe that for q = 1 ITM-q forms a Crank-Nicolson-like method and for q = 2 it coincides with ETF (extended trapezoidal formula) as studied in [5] .
To derive stability results for ITM-q we consider the stability function of ITM-q. For values q = 2 and q = 3 it coincides with the stability function of the Implicit Runge-Kutta methods Radau IA and Lobatto III C, respectively (for a detailed discussion of these methods cf. [11] ). From the properties of the stability functions we conclude that ITM-q are A-stable for values of q = 1, 2, 3 and even L-stable for values of q = 2, 3. Stability properties of ITM-q in case of sufficiently smooth data can be found e.g. in [16] .
ITM-q for q = 2, 3 is advantageous over Crank-Nicolson concerning the consistency order as well as its damping behavior in case of dominantly occurring high eigenfrequencies. The latter fact rests on the L-stability of these methods. To illustrate this, in Fig. 1 solutions are compared applying Euler Implicit, Crank-Nicolson and ITM-2 to the IVP (7) with The general convergence theory of ITM for IVP, as given in [16] , is based on standard high regularity assumptions with respect to its solutions. In our analysis no bounds for derivatives can be expected that are uniform with discretization parameters h, τ > 0. Hence, an adapted convergence analysis is required that uses only given problem data, but no bounds of derivatives of the solution. The following theorem quotes this result which is proved in [2] .
Theorem 1 Let be given a function f : (0, T ] → R N which is sufficiently smooth on each of the subintervals of a given time grid. Then ITM-q applied to (11) is convergent with order of convergence q + 1 and the local error of one step of the method, w.l.o.g. for the first one, is of the form
Remark 2 One should be aware of the fact that the term τ q+2 A q+2 and consequently (τ /h 2 ) q+2 occurs in the error term. In case of smooth data this effect will be compensated by the smoothness of the solution -not so for nonsmooth data. Thus, in case of discontinuities a coupling condition for spatial and time steps of the form τ /h 2 → 0 has to be required to guarantee convergence.
Remark 3 If the right-hand side f possesses continuous derivatives w.r.t. time up to an order of m with m ≤ q + 2 similar to the proof of Theorem 1 we obtain that the dominant term in the expression for the consistency error is given by
such that the coupling condition between spatial and time discretization parameters named in Remark 2 can be relaxed.
Returning to the semi-discretized parabolic problem (1) with discontinuous boundary data b τ ∈ P 0,τ we may exploit the recursive formula (10) on subintervals as derived in Section 2. Assuming a sufficiently smooth right-hand side f in each of the subintervals and choosing a probably finer time grid for ITM-q containing all jumps at the boundary, Theorem 1 can be applied and characterizes the convergence behavior of ITM-q for semi-dicretizations of linear parabolic problems with jumps in boundary data.
Efficient Numerical Realization of ITM-q
To establish an appropriate numerical algorithm for the solution of the fully discretized problems we study the structure of the linear systems (17) for each step of ITM-q. Since we are particularly interested in ITM-q for values of q = 2, 3 we have a look at the related coefficient matrices B := B q for q = 2 and q = 3. They have the specific form
and
It is well known that the semi-discretization of the parabolic state equations (1) by linear finite elements generates a stiffness matrix A that is rather sparse. Since this sparsity is partially destroyed in A 2 and A 3 appropriate numerical realizations of (17) that avoid this effect should be applied. To maintain the structural properties of A our method of choice is PCG, the preconditioned conjugate gradient method, with a preconditioner of the type
with appropriately chosen constants σ j > 0, j = 1, . . . , q. To cancel the highest order term of B q and, that way, to obtain good contraction properties of PCG for relatively large time steps τ > 0 we impose upon the parameters σ j the condition
In the next theorem we state spectral bounds for the matrices P −1 q B q being independent of the spatial and time discretization parameters h and τ .
Theorem 2 With the choice
where
for q = 2 and q = 3, respectively. Moreover, (23) provides an optimal lower bound c q for the spectrum in the set of all tuples σ j > 0 that satisfy (22).
Proof: In the following we concentrate on q = 3 and refer to [2] for the proof in case of q = 2.
To obtain the stated spectral bounds we study the generalized symmetric eigenvalue problem
Due to the structure of B 3 and P 3 we have that in case of q = 3 ν 3 ∈ R is an eigenvalue of Problem (26) if and only if an eigenvalue λ of A exists such that
.
Let us denote s := −τ λ, σ := σ 1 + σ 2 + σ 3 . Taking into account that A is negative definite we have s > 0. Using (22) we obtain
With the relation
between arithmetic and geometric means we have
Further by using a similar argument and (22) we obtain σ ≥ 3/ 3 √ 24. With the monotonicity of the function on the right-hand side of (29) with respect to σ, this lower bound for ν 3 is optimal, i.e. maximal, if σ is minimal. The lower bound σ ≥ 3/ 3 √ 24 is sharp in case of
24 and for this values the equality in (29) holds. To obtain the upper bound ν 3 (s) ≤ 1 we insert these values for σ j into (27). This leads to
As a direct consequence of Theorem 2 the optimal preconditioning of the form (21) for the case q = 2 is attained for σ 1 = σ 2 = 1/ √ 6 which yields the preconditioner
For the case q = 3 from Theorem 3 we conclude that similarly to the case q = 2 the optimal preconditioning is obtained for equal values of all the three parameters:
The scheme of ITM-q at each time level yields a linear system which can shortly be written as
with B = B q and some vector b. Therefore, in both cases, q = 2 and q = 3, the corresponding estimate (24) leads to the following convergence result for the related PCG-method.
Theorem 3 Let v l ∈ R N , l = 1, 2, . . . denote the sequence of vectors which is generated by applying the PCG-method with preconditioner (30) and (31) for the cases q = 2 and q = 3, respectively, to (32) for any starting vector v 0 ∈ R N . Then v l ∈ R N converges to its solution v according to (compare e.g. [3] )
with
Here · P −1 B denotes the related discrete energy norm.
In the considered cases we have γ 2 ≈ 0.024 and γ 3 ≈ 0.062 for q = 2 and q = 3, respectively.
Remark 4
If τ /h 2 1 holds then the convergence is even better since lim s→+∞ ν q (s) = 1 for ν q (s) from (26), and since this limit is reached rather rapidly (see Fig. 2 ). As a consequence of the fast reduction of the error only a few iteration steps of the PCG-method are required to solve problem (32) approximately, even up to high accuracy. Moreover, in case the linear systems arise from the time discretization of a semi-discrete parabolic problem good starting iterates are available from the previous time level provided that the solution does not change too rapidly. In addition, rapid changes correspond to a dominant influence of larger eigenvalues, but these are damped quite fast.
Beside the discussed ITM-q methods we studied a simplified algorithm considering ITM-2 with only one PCG step at each time level. Given an initial guess v 0 ∈ R N this truncated version of PCG yieldsṽ
where the search direction p ∈ R N and the step size α > 0 are defined by
From (35) and Theorem 2 we obtain 1 ≤ α ≤ 1/c q and thus α ∼ 1. This suggests the following further simplification of the truncated ITM-2 method
It is easily seen that for the spectral radius of the related iteration matrix the estimate
with the constant from (24) holds. This is independent of the discretization parameters h, τ > 0.
Hence, a good improvement of an approximate solution of (32) relative to the choice of the starting value is achieved. For this simplified PCG method (34) the announced damping behavior is quite easily to be shown. For the exact solution v of Bv = b we obtain from (36)
Consider now an orthonormal eigensystem (w j ) N j=1 of A. Then it is an eigensystem for B and P as well, due to the structure of these matrices. Introducing the representations
and replacing it in (37) then leads to
and thusγ
where ν(λ j ), j = 1, . . . , N, as defined in (27), denote the eigenvalues of P −1 B. Hence, due to the fast convergence lim s→+∞ ν(s) = 1 we have that for larger values of s the term 1 − ν(s) becomes small. This property causes the rapid damping of components corresponding to larger eigenvalues. If we choose on each time level the value of the solution at the previous time step, v 0 := w k−1 , as initial value of the PCG step (36), we obtain a new method to solve the IVP (11):
which we denote as Simplified ITM-q. In case of q = 2 and q = 3 this formula has the form
. . , M , respectively. The properties of its stability function yield a similar damping behavior as for ITM-q. Because of the truncation of the inner iteration the order of convergence of this modified method is reduced compared to the original ITM-q.
Theorem 4
Let be given a function f : (0, T ] → R N which is sufficiently smooth on each of the subintervals of a given time grid. Then Simplified ITM-q (41) for q = 2 and q = 3 applied to (11) is of first order convergent with the local truncation error
Proof. To obtain the consistency error we consider one step of Simplified ITM-q, without loss of generality the first one, replacing in (41) the iterate w 1 by the exact solution and using the formula
Then we have
with error e loc . Rearranging the terms gives
Applying the structure of all the appearing matrices for q = 2 and q = 3, respectively, and Taylor's expansion for e At after some calculations we obtain
Further, using Taylor's expansion again for e At as well as for f (t) we have
for q = 2 and q = 3 with
respectively. Since
the theorem is proved.
Remark 5
Observe that any other value of α in the range 1 ≤ α ≤ 1/c q could be chosen to obtain a simplified method, but a similar consistency analysis as applied for Theorem 4 shows that only for α = 1 convergence of first order is achieved, for any other value error terms of first order appear.
ITM Applied to Optimal Heat Control
Here and in the following sections of this paper we study the application of ITM as discussed above to the following boundary heat control problem:
where w(·, · ; u) is defined by the parabolic state equations
We suppose that all assumptions on the data as formulated in Section 2 are satisfied. In (42) ρ > 0 denotes a fixed regularization and cost parameter and z ∈ L 2 (Ω) is the target temperature at final time T > 0. Additionally, as import from a practical point of view, control or state constraints could be added to the problem. Beside the investigations of the unrestricted case later we take control constraints of the form
with given functions a(·, ·), b(·, ·) ∈ U into account. References for optimization problems of this type can be found e.g. in [14] , [15] , [18] . In a first step in the numerical treatment of (42), (43) we consider its semi-discretization by finite elements as introduced in Section 2. Let the weighted scalar product (·, ·) µ : R N × R N → R, related to mass lumping be defined by
Now, the control problem is replaced by the approximate one
subject to (w, u) solving
where A and f are defined by (5) and (6) with b = u, respectively. Here z = (z 1 , . . . , z N ) denotes the coordinate vector belonging to the projection of z onto V h which is determined by
Next we study the application of ITM-q (17) as described in Section 3 to the semi-discrete optimal control problem (44), (45). With the transformationw := D 1/2 w from (45) we obtain an ODE-system of the type (11), and applying ITM-q results in the discretization scheme:
As corresponding discrete optimal control problem we consider
Now we apply piecewise constant controls, u τ ∈ P 0,τ , where the corresponding time grid {t j }
Mc j=0
for the control is selected such that it is nested in the time grid {t k } M k=0 of ITM-q. That way (48) is completely discretized an can be treated numerically.
Remark 6
In case that both f and u are independent of time w.r.t. each of the subintervals (t k−1 , t k ], k = 1, . . . , M , then the equations (46) reduce to
and the linear operator R is represented by the matrix
where according to the transformation we putÃ :
and the time grid {t k } M k=0 for ITM-q are related such that the second one is a refinement of the first, then time independence w.r.t. subintervals is automatically fulfilled for u τ . A similar time discretization of the right-hand side f would be an adequate restriction. This choice of time discretizations has the advantage that the formulas become much simpler. Further it allows to apply ITM-q under much milder assumptions on the smoothness of f and u whereas for the more general formula the existence of derivatives up to the order q − 1 has to be guaranteed.
Gradient Evaluations via Discrete Adjoints
For the overall efficiency of gradient-based optimization codes it is essential to evaluate gradients without high numerical effort. One way to obtain this goal is the application of adjoints. This technique, commonly applied to find the gradients of the continuous control problem (42), (43), can as well be applied to its semi-discretization (44) by means of the adjoints of the related ODE systems (7). The latter approach generates an expression for the gradient of the approximate objective in (44) which, in our case of linear state equations, coincides with the semi-discretization of the continuous adjoint. Here, however, we apply the concept of adjoints directly to the fully discrete problem as obtained by ITM-q. This approach provides an exact alternative representation of the gradient of the discrete optimal control problem. Notice that this approach is equivalent to that of algorithmic differentiation as studied in [9] . But for the case that the underlying specific structure of the considered problem can efficiently be exploited, as it is the case here, then the direct implementation of discrete adjoints is often much more efficient than the use of general purpose codes as e.g.
ADMIN ([]).
To simplify the presentation, in the sequel we concentrate upon piecewise constant controls. In a similar way, other types of discrete controls can be applied. As a rule, the discretization of controls generates an important class of problems with reduced smoothness in data. Consider a decomposition of the boundary Γ into simply connected, non-overlapping parts {Γ j } and functions u τ ∈ P 0,τ for which u(x, t) = u j (t) for all x ∈ Γ j ⊂ Γ for j = 1, . . . , N c and denote this space by U τ . Let us introduce vectors
corresponding to u ∈ U τ , then the objective J can be interpreted as function of the vector u. We analyze the directional derivative J h,τ (u) s of the approximation J h,τ , defined in (48), of the objective J at u ∈ U τ in a given direction s ∈ U τ . Since s ∈ U τ with appropriate real values s
. . , N c , and we can introduce the vector s ∈ R M c ·N c corresponding to s ∈ U τ analogously to u above. Due to the linearity of the discrete state equations (46), the directional derivative J h,τ (u) s is given by
withs defined by
In view of an alternative expression for the term (w M −z,ỹ M ) in (51) the adjoint technique on the discrete level shall now be used. In a first step we multiply the k-th subsystem of (53) by an arbitrary vectorṽ k−1 ∈ R N and sum up:
which after rearranging the left-hand side becomes
From this equation the corresponding discrete adjoint system can be detected. It is given by
Notice that, since B and S are symmetric, both actually coincide with their transpose. If we choose {ṽ k } such that it satisfies (56) in (55) and useỹ 0 = 0 we obtain
Before using the above results in the formula for the directional derivative we add some further remarks. Since s, u ∈ U τ it holds
and be interpreted as an affine mapping transferring discrete controls u τ ∈ U τ into discrete terminal states w M , i.e. we have
with some matrix L h,τ ∈ L(R M c , R N ) and the vector w f ∈ R N describing the inhomogeneous part of the solution. Thus, the discretization of the cost functional becomes
the vector corresponding to u ∈ U τ . Then the necessary optimality conditions are
forming a linear system of equations with symmetric positive definite matrix L T h,τ DL h,τ + ρG c , where G c denotes the block diagonal matrix with entry τ k G in the k-th diagonal for k = 1, . . . , M c . Notice that L h,τ , w f , although they are known, will not be constructed explicitly. Instead, the term
is replaced by using the discrete adjoint as derived in the previous section. Due to the structure of the discrete gradient and its efficient evaluation via the discrete adjoint, standard gradient based optimization algorithms as conjugate gradient methods or quasiNewton techniques (e.g. Broyden's symmetric update, DFP-method, . . . ) are appropriate for solving the discrete quadratic minimization problem (48). If, in addition, constraints are imposed upon the controls, say, of the form
where a τ , b τ ∈ U τ denote the discretizations of given bounds a, b ∈ U , one way to include them into the optimization algorithm is to apply penalty methods. We consider a penalty term defined by
with some parameter > 0, where β kj := τ k meas Γ j . Notice, that for → 0+ this term tends, up to a constant, uniformly to the well-known nonsmooth penalty
which is exact for sufficiently large constants c > 0. For any value of > 0 the penalty P is infinitely often differentiable. This is an advantage in comparison with loss functions. Further, unlike for barriers, the values P (u) are finite for any discrete control u. Including the penalty term the discrete minimization problem is replaced by
The directional derivative of P and its Hessian can easily be calculated
In the computer implementation these derivatives related to penalty terms could be used directly while the quasi-Newton updates are applied only for components related to J h,τ . However, we observed that due to the ill-conditioning of the problems under consideration the application of quasi-Newton to all components stabilizes the convergence. As for the line search method we used an Armijo-like stepsize technique. Notice further that only penalty terms have to be repeatedly evaluated due to the quadratic nature of J h,τ . Indeed, if we consider the line search problem J P h,τ (u + αp) → min ! for any control u and a given search direction p, then abbreviating A := L T h,τ DL h,τ + ρG c and b := z T L h,τ the essential term according to the Armijo-like rule reads
Exploiting the structure that way accelerates the code compared to an application of an allpurpose minimization routine.
Numerical Results
In our tests we concentrate upon the application of the considered methods for boundary heat control problems of the type
subject to
For further test examples where ITM-q is applied to parabolic problems without control embedding we refer to [2] . In the following as region Ω ⊂ R 2 we choose Ω = Ω 1 := (−1, 1) 2 ⊂ R 2 in Example 1, 2 and 4 and Ω = Ω 2 := (−1, 1) 2 \ [0, 1] 2 ⊂ R 2 in Example 3. In Example 1 and Example 3 triangulations with C 0 -elements based on adapted grids are used. These grids are refined in the vicinity of jumps in control which are fixed due to a rougher control grid. The boundary Γ = ∂Ω is subdivided into uniform control intervals of length h c = 1/n c with some n c ∈ N, even. This results in N c = 4n c spatial control intervals. In Example 2 a uniform triangulation based on a rectangular grid with stepsize h = 1/n for an even n ∈ N is used. The stepsizes τ, τ c > 0 w.r.t. time for the discretization of the state equations and the controls, respectively, are given by
with terminal time T > 0 and M, M c ∈ N, where M is a multiple of M c . The regularization parameter has been put to ρ = 10 −7 in all examples. In Example 1 and 2 as optimization method a CG-algorithm is applied, whereas in Example 3 a quasi-Newton method is used. In all examples we take u ≡ 1 as initial control of the optimization algorithm. As error term for the optimization process the weighted Euclidean norm
is chosen in all examples, where as above the transformed vectors are marked by a tilde sign. In all the tests, which we implemented, Simplified ITM-q solved the problem in a much shorter time than ITM-q, for q = 2, 3, as had to be expected (see also [2] ). The optimization procedure needed about the same number of iterations of the PCG-algorithm for ITM-q and Simplified ITM-q. The reason for this effect lies in the closedness of the discretized optimal control problem. Due to this observation in all the examples which follow Simplified ITM-2 is taken as method for time integration. All experiments have been implemented in MATLAB (version 7.0), where the grids were generated by the included pde-toolbox.
Example 1 Consider a target solution which is given as solution of (64) at final time T = 1 for as piecewise boundary function u with alternating values u = 10 and u = −10 taken at one of the intervals of the boundary Γ where at the other intervals u is put to zero (see Fig. 1 ). Further, u taken to be constant w.r.t. time. The spacial grid is adapted to the jump points of the rough control grid. It consists of 3504 points, whereas the spacial control grid at the boundary has 16 points. For time integration we choose M = 200, M c = 100
and thus τ = 0.005 and τ c = 0.01. The optimal control is calculated on a rougher spacial grid which is adequately adapted to the fixed control grid with 16 boundary points and is shown in Fig. 2 . The numerical results for this case are plotted in Fig. 3 -5 . The development of the error term w.r.t.the CG-iteration steps of the optimization algorithm can be found in Fig. 3 . In Fig. 4 the optimal control is shown at t = T and in Fig. 5 its development in time is shown at the edge x = (1, −1). Notice that in Fig. 4 the boundary Γ is mapped onto the interval [0, 8] to obtain the two-dimensional plot. at final time T = 1.0 (see Fig. 6 ). For the discretization in space we take uniform triangulations for the states and the controls and select parameters n = 32, n c = 4, M = 500, M c = 50.
The development of the error of the CG-algorithm is shown in Fig. 7 . In Fig. 8 and and Fig. 9 the resulting optimal control is plotted in space and time at the point t = T in time and the point x = (1, −1) in space, respectively. Let us indicate that in Fig. 8 These constraints are included in the optimization procedure by using the penalty method which we introduced in Section 7. A quasi-Newton algorithm based on a DFP update and an Armijo-like stepsize rule is applied as optimization method. In the discretization methods we take the adapted grid from Example 1 and select parameters M = 200, M c = 100.
Further we choose the penalty parameter c = 3.5. The numerical results are given in below. In Fig. 10 the obtained optimal solution is plotted. The development of the error of the quasiNewton algorithm is to be seen in Fig. 11 where in Fig. 12 and 13 plots of the optimal control are shown in space and in time, respectively. Due to the bounds in the second case a heating over a longer time horizon compared with the unconstrained case characterize the optimal control. 
