A new type of non-topological bubbling solutions to a competitive
  Chern-Simons model by Chen, Zhijie & Lin, Chang-Shou
ar
X
iv
:1
40
8.
34
93
v4
  [
ma
th.
AP
]  
10
 Ju
n 2
01
7
A NEW TYPE OF NON-TOPOLOGICAL BUBBLING SOLUTIONS
TO A COMPETITIVE CHERN-SIMONS MODEL
ZHIJIE CHEN AND CHANG-SHOU LIN
ABSTRACT. We study a non-Abelian Chern-Simons system inR2, includ-
ing the simple Lie algebras A2 and B2. In a previous work, we proved the
existence of radial non-topological solutions with prescribed asymptotic
behaviors via the degree theory. We also constructed a sequence of bub-
bling solutions with only one component blowing up partially at infinity.
In this paper, we construct a sequence of radial non-topological bubbling
solutions of another type via the shooting argument. One component of
these bubbling solutions locally converge to a non-topological solution of
the Chern-Simons-Higgs scalar equation, but both components blow up
partially in different regions at infinity at the same time. This generalizes
a recent work by Choe, Kim and the second author, where the SU(3) case
(i.e. A2) was studied. Our result is new even for the SU(3) case and also
confirms the difference between the SU(3) case and the B2 case.
1. INTRODUCTION
In this paper, we study a non-Abelian Chern-Simons system of rank 2:
(1.1)
(
∆u1
∆u2
)
+ K
(
eu1
eu2
)
− K
(
eu1 0
0 eu2
)
K
(
eu1
eu2
)
=
(
4piN1δ0
4piN2δ0
)
in R2,
where N1,N2 are non-negative integers, δ0 denotes the Dirac measure at 0,
and K = (aij) is a 2× 2 matrix satisfying
(1.2) a11, a22 > 0, a12, a21 < 0 and a11a22 − a12a21 > 0.
Clearly (1.1) can be considered as a perturbation of the following Liouville
systemwith a singular source:
(1.3)
(
∆u1
∆u2
)
+
(
a11 a12
a21 a22
)(
eu1
eu2
)
=
(
4piN1δ0
4piN2δ0
)
in R2.
See [1, 2, 3]. Under the assumption (1.2), then in literature, (1.3) is also said
to be competitive, as compared to the cooperative case where a12, a21 > 0.
In the last few decades, various Chern-Simons field theories [12] have
been widely studied, largely motivated by their applications to the physics
of high critical temperature superconductivity. Another interesting fea-
ture of Chern-Simons field theories is that they provide a gauge invari-
ant mechanism of mass generation [11]. These Chern-Simons theories can
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be reduced to systems of nonlinear partial differential equations, which
have posed many mathematically challenging problems to analysts. Our
first motivation to analyse (1.1) comes from the relativistic non-Abelian
self-dual Chern-Simons model, which was proposed by Kao and Lee [23]
and Dunne [13, 14]. Following [13, 14], the relativistic non-Abelian self-
dual Chern-Simons model is defined in the (2+ 1) Minkowski space R1,2,
and the gauge group is a compact Lie group with a semi-simple Lie al-
gebra G. The Chern-Simons Lagrangian action density L in 2+ 1 dimen-
sional spacetime involves the Higgs field φ and the G-valued gauge field
A = (A0, A1, A2). In general, the Euler-Lagrangian equation of L is too
difficult to deal with. Therefore, we only consider the energy minimizers
of the Lagrangian functional, which turn out to be the solutions of the fol-
lowing self-dual Chern-Simons equations:
(1.4) D−φ = 0, F+− =
1
κ2
[φ− [[φ, φ†], φ], φ†],
where D− = D1 − iD2, κ > 0, F+− = ∂+A− − ∂−A+ + [A+, A−] with
A± = A1 ± iA2, ∂± = ∂1 ± i∂2 and [·, ·] is the Lie bracket over G. In [14],
Dunne considered a simplified form of the self-dual system (1.4), in which
the fields φ and A are algebraically restricted:
φ =
r
∑
a=1
φaEa,
where r is the rank of the gauge Lie algebra, Ea is the simple root step
operator, and φa are complex-valued functions. Let
ua = log |φa|, a = 1, · · · , r.
Then system (1.4) can be reduced to the following system of nonlinear par-
tial differential equations
∆ua +
1
κ2
(
r
∑
b=1
Kabe
ub −
r
∑
b=1
r
∑
c=1
eubKbce
ucKac
)
= 4pi
Na
∑
j=1
δpaj , 1 ≤ a ≤ r,(1.5)
where K = (Kab) is the Cartan matrix of a semi-simple Lie algebra, {paj }Naj=1
are zeros of φa (a = 1, · · · , r), and δp denotes the Dirac measure concen-
trated at p in R2. See [29] for the derivation of (1.5) from (1.4). For example,
there are three types of Cartan matrices of rank 2, which correspond to the
semi-simple Lie algebras A2, B2 and G2 respectively:
(1.6)
A2(i.e. SU(3)) =
(
2 −1
−1 2
)
, B2 =
(
2 −1
−2 2
)
, G2 =
(
2 −1
−3 2
)
.
Let ((K−1)ab) denote the inverse of the matrix K. Assume that
(1.7)
r
∑
b=1
(K−1)ab > 0, a = 1, 2, · · · , r.
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A solution u = (u1, · · · , ur) of (1.5) is called a topological solution if
ua(x) → ln
r
∑
b=1
(K−1)ab as |x| → +∞, a = 1, · · · , r;
a solution u is called a non-topological solution if
ua(x) → −∞ as |x| → +∞, a = 1, · · · , r.
For any configuration paj in R
2, the existence of topological solutions to
(1.5) was proved by Yang [29] in 1997. However, the existence question of
non-topological solutions (and mixed-type solutions, see below) is much
more difficult than the one for topological solutions, and has remained
open for a long time. Only recently, with the help of the classification result
in [24], the first existence result of non-topological solutions to (1.5) with
K = A2,B2 and G2 have been obtained by Ao, Wei and the second author
[1, 2] by the finite-dimensional reduction method through a perturbation
from the Liouville system (1.3). However, the understanding of the struc-
ture of non-topological solutions is still far from complete.
1.1. Main result. In this paper, we focus on the radially symmetric solu-
tions of (1.5) when all the vortices coincide at the origin. We only consider
the rank 2 and competitive case, namely K is a 2× 2 matrix satisfying (1.2).
Moreover, we may assume, without loss of generality, that κ = 1. Then
system (1.5) coincides with (1.1). In particular, when K = A2, then (1.1)
becomes the following SU(3) Chern-Simons system
(1.8){
∆u1 + 2(e
u1 − 2e2u1 + eu1+u2)− (eu2 − 2e2u2 + eu1+u2) = 4piN1δ0
∆u2 + 2(e
u2 − 2e2u2 + eu1+u2)− (eu1 − 2e2u1 + eu1+u2) = 4piN2δ0
in R2.
When K = B2, then system (1.1) becomes the following B2 Chern-Simons
system
(1.9)
{
∆u1 + 2e
u1 − eu2 − 4e2u1 + 2e2u2 = 4piN1δ0
∆u2 + 2e
u2 − 2eu1 − 4e2u2 + 2eu1+u2 + 4e2u1 = 4piN2δ0
in R2.
As in [21], in order to simplify the expression of system (1.1), we consider
the transformation
(u1, u2) →
(
u1 + ln
a22 − a12
a11a22 − a12a21 , u2 + ln
a11 − a21
a11a22 − a12a21
)
and let
(a1, a2) =
(−a12(a11 − a21)
a11a22 − a12a21 ,
−a21(a22 − a12)
a11a22 − a12a21
)
.
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Clearly the assumption (1.2) implies a1 > 0 and a2 > 0. Then system (1.1)
becomes
(1.10)


∆u1 + (1+ a1)(e
u1 − (1+ a1)e2u1 + a1eu1+u2)
−a1(eu2 − (1+ a2)e2u2 + a2eu1+u2) =4piN1δ0
∆u2 + (1+ a2)(e
u2 − (1+ a2)e2u2 + a2eu1+u2)
−a2(eu1 − (1+ a1)e2u1 + a1eu1+u2) =4piN2δ0
in R2.
For the three types of Cartan matrices (1.6), we find that
(1.11) (a1, a2) =


(1, 1), if K = A2,
(2, 3), if K = B2,
(5, 9), if K = G2.
In particular, system (1.8) is invariant under the above transformation.
Clearly, to study system (1.1), we only need to consider system (1.10).
It is more interesting to us that, when (a1, a2) take some other special val-
ues but not (1.11), system (1.10) also arises in some other physical mod-
els, such as the Lozano-Marque´s-Moreno-Schaposnik model [25] and the
Gudnason model [15, 16]. Lozano et al. [25] considered the bosonic sec-
tor ofN = 2 supersymmetric Chern-Simons-Higgs theory when the gauge
group is U(1) × SU(N) and has N f flavors of fundamental matter fields.
They investigated so-called local ZN string-type solutions when N f = N
and obtained a system of nonlinear differential equations (see [25, (19)-
(22)]) which, under a suitable change of variables and unknowns, can be
transformed into (1.10) with (a1, a2) = (
k−1
N ,
(N−1)(k−1)
N ) and k > 0. If k > 1,
then a1, a2 > 0 and a1 + a2 = 1. Gudnason [15, 16] considered a N = 2
supersymmetric Yang-Mills-Chern-Simons-Higgs theory with the general
gauge group G = U(1)× G′, where G′ is a non-Abelian simple Lie group
represented by matrices. When the gauge group are U(1) × SO(2M) and
U(1) × USp(2M), the so-called master equations are a system of nonlin-
ear differential equations (see [15, (3.64)-(3.65)] or [17, (2.1)-(2.2)]). Letting
M = 1 and using a suitable transformation, this system coincides with
(1.10) with a1 = a2 =
β∗−α∗
2α∗ and α
∗, β∗ > 0. If β∗ > α∗, then a1 = a2 > 0.
See [21] for these two transformations.
Therefore, it is worth for us to study system (1.10) with generic a1, a2 > 0
rather than only (1.11). As in [21], we easily see that a solution (u1, u2)
of (1.10) is a topological solution if (u1, u2) → (0, 0) as |x| → +∞; a non-
topological solution if (u1, u2) → (−∞,−∞) as |x| → +∞; a mixed-type
solution if either (u1, u2) → (ln 11+a1 ,−∞) or (u1, u2) → (−∞, ln 11+a2 ) as|x| → +∞.
We postpone other mathematical details about (1.10) and first state our
main result. To simplify the notations, in the sequel we denote
(1.12) A = (1+ a1)(1+ a2) and B = a1a2.
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Then A − B = 1 + a1 + a2 > 1. Denote B(0, R) := {x ∈ R2 | |x| < R}.
The main result of this paper is to prove the existence of a new type of non-
topological bubbling solutions.
Theorem 1.1 (=Theorem 2.3). Assume that a1, a2 > 0 satisfy
(1.13) 3(1+ a1)(1+ a2)− 4a1a2 > 0
and N1,N2 are non-negative integers satisfying
(1.14) (A− 4B)(N1 + 1) < 2a1(1+ a1)(N2 + 1) if A− 4B > 0.
Let (α1, α2) satisfy α1 ≥ 1, α2 > 1 and
(3A− 4B)α1 + 1+ a1
a2
(A− 2B)α2
= AN1 +
1+ a1
a2
AN2 +
(
4+ 2
1+ a1
a2
)
(A− B),(1.15)
4B− A
A
(α1 − 1) + 2a1
1+ a2
(α2 − 1)− (N1 + 1) > 0.(1.16)
Then system (1.10) admits a sequence of radial non-topological bubbling solutions
(u1,n, u2,n) such that supR2 u2,n → −∞ as n → ∞. Furthermore, there exist two
intersection points R3,n ≫ R1,n ≫ 1 of u1,n and u2,n such that:
(i) u1,n → U in C2loc(B(0, R1,n)) as n → ∞, where U is the unique radial
solution of
(1.17)
{
∆U + (1+ a1)e
U − (1+ a1)2e2U = 4piN1δ0 in R2,
U(x) = −2γ ln |x|+O(1) as |x| → ∞
with
(1.18) γ =
4B− A
A
(α1 − 1) + 2a1
1+ a2
(α2 − 1) + 1.
(ii)
∫ R3,n
R1,n
reu1,ndr → 0, ∫ R1,n0 reu2,ndr → 0, ∫ ∞R3,n reu2,ndr → 0 and∫ R3,n
R1,n
reu2,ndr → 4
1+ a2
(
a2
1+ a1
(γ + N1) + N2 + 1
)
,
∫ ∞
R3,n
reu1,ndr → 4
1+ a1
(α1 − 1)(1.19)
as n → ∞;
(iii) there exist constants α1,n > 1, α2,n > 1 such that
uk,n(r) = −2αk,n ln r+O(1) as r → ∞, k = 1, 2,
and (α1,n, α2,n) → (α1, α2) as n → ∞.
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1.2. Motivations and remarks. In order to get a full understanding of The-
orem 1.1 (such as, why we assume (1.15)), we will shortly discuss some
known results. Define a quadratic form J : R2 → R by
(1.20) J(x, y) =
a2(1+ a2)
2
x2 + a1a2xy+
a1(1+ a1)
2
y2.
Recently, in [20, 21], Huang and the second author classified all radially
symmetric solutions of (1.1). Among other things, they proved the follow-
ing interesting result.
Theorem A. [21] Let a1, a2 > 0 and (u1, u2) 6= (0, 0) be a radially symmetric
solution of system (1.10). Then both u1 < 0 and u2 < 0 in R
2, and one of the
following conclusions holds.
(i) (u1, u2) is a topological solution.
(ii) (u1, u2) is a mixed-type solution.
(iii) (u1, u2) is a non-topological solution and there exist constants α1, α2 > 1
such that
uk(x) = −2αk ln |x|+O(1) as |x| → +∞, k = 1, 2.(1.21)
Consequently, eu1 , eu2 ∈ L1(R2). Moreover, (α1, α2) satisfies
(1.22) J(α1 − 1, α2 − 1) > J(N1 + 1,N2 + 1).
The inequality (1.22) comes from the following Pohozaev identity (see
[21]):
J(α1 − 1, α2 − 1)− J(N1 + 1,N2 + 1)
=
A− B
4
∫ ∞
0
r
[
a2(1+ a1)e
2u1 + a1(1+ a2)e
2u2 − 2a1a2eu1+u2
]
dr.
(1.23)
Therefore, (1.22) is a necessary condition for the existence of radially sym-
metric non-topological solutions satisfying the asymptotic condition (1.21).
In view of Theorem A, it is natural to consider the following question.
Question: Fix α1, α2 > 1 satisfying (1.22). Is there a radially symmetric non-
topological solution of system (1.10) subject to the prescribed asymptotic
condition (1.21)?
If we let N1 = N2 = N, a1 = a2 and u1 = u2 = u in (1.10), then system
(1.10) turns to be the following Chern-Simons-Higgs scalar equation
(1.24) ∆u+ eu(1− eu) = 4piNδ0 in R2.
Equation (1.24) is known as the SU(2)Chern-Simons model for the Abelian
case; see [19, 22]. For recent developments, we refer the reader to [3, 4, 6, 7,
8, 27, 28] and references therein. Remark that the Pohozaev identity plays
a key role in studying non-topological solutions of (1.24). Let u be a radial
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non-topological solution of (1.24) satisfying u(x) = −2α ln |x|+O(1) near
∞. Then the Pohozaev identity implies
(α− 1)2 − (N + 1)2 = 1
2
∫ ∞
0
re2udr > 0,
which implies α > N + 2. In 2002, Chan, Fu and the second author [4]
proved that the inequality α > N + 2 is also a sufficient condition for the
existence of radial non-topological solutions satisfying u(x) = −2α ln |x|+
O(1) near ∞. However, as pointed out in [5, 9], this might not hold for sys-
tem (1.10). The reason is following: there might be a sequence of solutions
(u1,n, u2,n) such that only one component blows up, but the other one does
not, i.e. the so-called phenomena of partial blowup; see Theorem C for in-
stance. As a result, only one of the L1 norms of e2u1,n and e2u2,n tends to 0 as
n → ∞, which implies that the quantity J(α1− 1, α2− 1)− J(N1+ 1,N2+ 1)
might not converge to 0, namely it has a gap. Therefore, the inequality
(1.22) might not be a sufficient condition for the existence of radial non-
topological solutions satisfying (1.21).
In a previous work [5], we found a sufficient condition for the above
question. As in [5], we define
(1.25) Ω := {(α1, α2) | α1, α2 > 1, J(α1 − 1, α2 − 1) > J(N1 + 1,N2 + 1)} ,
and
(1.26) S := {(α1, α2) | α1, α2 > 0 and (α1, α2) satisfies (1.27)− (1.30)} ,
where
(A− 2B)α2 − a2(1+ a2)α1 < a2(1+ a2)N1 + AN2 + 2(A− B),(1.27)
(A− 2B)α1 − a1(1+ a1)α2 < a1(1+ a1)N2 + AN1 + 2(A− B),(1.28)
(3A− 4B)α1 + 1+a1a2 (A− 2B)α2
> AN1 +
1+a1
a2
AN2 +
(
4+ 21+a1a2
)
(A− B),(1.29)
(3A− 4B)α2 + 1+a2a1 (A− 2B)α1
> AN2 +
1+a2
a1
AN1 +
(
4+ 21+a2a1
)
(A− B).(1.30)
Theorem B. [5] Assume that N1,N2 are non-negative integers and a1, a2 > 0
satisfy
(1.31) (1+ a1)(1+ a2) >
(
6− 2√5
)
a1a2.
Let Ω and S be defined in (1.25)-(1.26). Then S ∩ Ω 6= ∅, and for any fixed
(α1, α2) ∈ S ∩ Ω, system (1.10) admits a radially symmetric non-topological so-
lution (u1, u2) satisfying the prescribed asymptotic condition (1.21).
Remark that S∩Ω 6= ∅ if and only if (a1, a2) satisfies (1.31), i.e. (1.31) is a
necessary condition for TheoremB. For example, Theorem B can be applied
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to the SU(3) system (1.8) and the B2 system (1.9). The counterpart of The-
orem B for the SU(3) system (1.8) was firstly obtained by Choe, Kim and
the second author [9], and Theorem B is a generalization of their result to
the generic system (1.10). Applying Theorem B to the B2 case, we conclude
that if
(1.32) (α1, α2) ∈ S ∩Ω =
{
(α1, α2)
∣∣∣∣ α1 > N1 + N2 + 3α2 > 2N1 + N2 + 4
}
,
then (1.9) has a radial non-topological solution satisfying (1.21).
We proved Theorem B via the Leray-Schauder degree theory. To do this,
we proved a uniform boundedness result for radial solutions satisfying
(1.21) whenever (α1, α2) ∈ S ∩ Ω. Then a natural question is whether the
set S ∩Ω is the optimal range of (α1, α2) for the existence of radial solutions sat-
isfying (1.21). This question has not been settled yet (Theorem 1.1 gives
a negative answer for the B2 case; see Remark 1.3 below). However, in the
same paper [5], we also proved the existence of partially bubbling solutions
along some part of ∂(S ∩Ω).
Theorem C. [5] Assume that N1,N2 are non-negative integers and a1, a2 > 0
satisfy
(1.33) (1+ a1)(1+ a2) > 2a1a2.
Let (α1, α2) ∈ Ω satisfy α1 6= α2 and
(1.34) (A− 2B)α2 − a2(1+ a2)α1 = a2(1+ a2)N1 + AN2 + 2(A− B).
Then system (1.10) admits a sequence of radial non-topological bubbling solutions
(u1,n, u2,n) such that supR2 u2,n → −∞ as n → ∞. Furthermore, there exists a
intersection point R1,n ≫ 1 of u1,n and u2,n such that:
(i) u1,n → U in C2loc(B(0, R1,n)), where U is the unique radial solution of
(1.17) with γ = α1 +
2a1
1+a2
(α2 − 1). Besides,
(1.35) lim
n→∞
∫ ∞
R1,n
reu1,ndr = 0.
(ii) there exists (α1,n, α2,n) ∈ Ω such that
uk,n(r) = −2αk,n ln r+O(1) as r → ∞, k = 1, 2,
and (α1,n, α2,n) → (α1, α2) as n → ∞.
Theorem C proves the existence of bubbling solutions along the bound-
ary of (1.27). For these bubbling solutions, only the second component
blows up. We call this type of bubbling solutions of type I. Inspired by
Theorem B, there might exist another type of bubbling solutions along the
boundary of (1.29) (or equivalently (1.30)), which we call of type II. But for
type II, the estimate (1.35) no longer holds, which means that both compo-
nents of bubbling solutions blow up at infinity, namely the asymptotics of type
II are more complicated.
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Therefore, Theorem 1.1 gives precisely the existence of bubbling solu-
tions of type II. We conclude this section by some further comments about
Theorem 1.1.
Remark 1.2. For the SU(3) case, we have (a1, a2) = (1, 1). Then it is easy to
check that the range of (α1, α2) given in Theorem 1.1 is exactly
(1.36) 2α1 + α2 = N1 + 2N2 + 6 and 1 ≤ α1 < N2 + 2.
We remark that the counterpart of Theorem 1.1 for the SU(3) system (1.8)
was firstly proved by Choe, Kim and the second author [10] under the fol-
lowing assumption
(1.37) 2α1 + α2 = N1 + 2N2 + 6 and 1 < α1 < N2 + 2,
where the assumption α1 > 1 plays a crucial role in their proof. Theorem
1.1 improves their result on two aspects. First, for the SU(3) case, Theorem
1.1 covers the special case α1 = 1 (note that (α1, α2) = (1,N1 + 2N2 + 4) ∈
∂(S ∩Ω)) which was not considered in [10]. Remark that the case α1 = 1 is
different from the case α1 > 1. Indeed, we can see from (1.19) that, if α1 > 1,
then (1.35) no longer holds, namely the bubbling solutions are of type II.
However, the case α1 = 1 satisfies (1.35), namely the bubbling solutions
are of type I just as in Theorem C. This phenomena is reasonable, because
the intersection point of line (1.34) with line (1.15), which exists provided
A > 2B, is exactly
(α1, α2) =
(
1, a2(1+a2)A−2B (N1 + 1) +
A
A−2B (N2 + 1) + 1
)
.
Thus the case α1 = 1 can be seen as a critical case that connects bubbling
solutions of type I with bubbling solutions of type II. Observe that α1 >
1 was assumed in Theorem C, so our study of the case α1 = 1 is also a
complement of Theorem C. Second, Theorem 1.1 generalizes their result to
the generic system (1.10). Theorem 1.1 indicates that, there exist bubbling
solutions of type II along the boundary of (1.29). This fact, together with
Theorem C, shows that the set S ∩ Ω is an optimal range1 in view of the
degree theory.
Remark 1.3. For the SU(3) system (1.8), we still do not know whether the
set S∩Ω is the optimal range for the existence of non-topological solutions,
but we strongly believe so in view of Theorems B, C and 1.1; see [9, 10].
However, the generic system (1.10) is more involved than the SU(3) system
(1.8). One example is the G2 casewhere (a1, a2) = (5, 9) and so 3A− 4B = 0.
Therefore, none of Theorems B, C and 1.1 can be applied to the G2 case,
and understanding the non-topological solution structure for the G2 case
remains open. Another example is the B2 case, where (a1, a2) = (2, 3) and
1Here we mean that the a priori estimates can not hold for any open connected set con-
taining S ∩ Ω as a proper subset. In other words, if there is another connected range S˜ for
the existence of solutions by the degree theory, then S˜ ∩ S ∩Ω = ∅.
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so A− 2B = 0. Then it is easy to check that the range of (α1, α2) given in
Theorem 1.1 is exactly
(1.38) α1 = N1 + N2 + 3 and α2 > 1.
From here, we conclude that the set S ∩Ω (see (1.32)) given in Theorem B,
which is optimal in view of the degree theory, is not the optimal range for
the existence of non-topological solutions to the B2 system (1.9).
Remark 1.4. Theorem B can not be applied to the case A ≤ (6 − 2√5)B.
Therefore, Theorem 1.1 also gives the first existence result of radial non-
topological solutions for the case 43B < A ≤ (6− 2
√
5)B.
Remark 1.5. Clearly, by Theorem A-(iii), assumptions α1 ≥ 1, α2 > 1 are
necessary for Theorem 1.1. As mentioned before, γ > N1 + 2 is a neces-
sary and sufficient condition for the existence of radial solutions for (1.17).
Therefore, (1.18) indicates that (1.16) is a necessary condition for Theorem
1.1. In fact, (1.16) is also needed to guarantee that (α1, α2) satisfies inequal-
ity (1.22) (see Lemma 2.2 below), which is obviously necessary by the Po-
hozaev identity. On the other hand, assumptions (1.13)-(1.14) are also nec-
essary conditions for Theorem 1.1, because they are the necessary and suf-
ficient condition to guarantee {(α1, α2) | α1 ≥ 1, α2 > 1 and satisfy (1.15)−
(1.16)} 6= ∅; see Lemma 2.1 below.
Theorem 1.1 will be proved via the shooting method in Section 2.
2. CONSTRUCTION VIA THE SHOOTING METHOD
In this section, we will prove Theorem 1.1 by constructing bubbling so-
lutions via the shooting method. In the sequel, we assume that a1, a2 > 0
satisfy
(2.1) 3(1+ a1)(1+ a2)− 4a1a2 > 0.
Recall the notations A, B in (1.12). Assume that N1,N2 are non-negative
integers satisfying
(2.2) (A− 4B)(N1 + 1) < 2a1(1+ a1)(N2 + 1) if A− 4B > 0.
Define
(2.3) Σ := {(α1, α2) | α1 ≥ 1, α2 > 1, g(α1, α2) = 0, h(α1, α2) > 0},
where
g(α1, α2) :=(3A− 4B)α1 + 1+ a1
a2
(A− 2B)α2 − AN1
− 1+ a1
a2
AN2 −
(
4+ 2
1+ a1
a2
)
(A− B),(2.4)
h(α1, α2) :=
4B− A
A
(α1 − 1) + 2a1
1+ a2
(α2 − 1)− (N1 + 1).(2.5)
Lemma 2.1. Σ 6= ∅ if and only if (2.1)-(2.2) hold.
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Proof. Denote N˜k = Nk + 1 for k = 1, 2. Clearly Σ 6= ∅ is equivalent to
Σ˜ :=
{
(x, y) | x ≥ 0, y > 0, g˜(x, y) = 0, h˜(x, y) > 0} 6= ∅,
where
g˜(x, y) :=(3A− 4B)x+ 1+ a1
a2
(A− 2B)y− AN˜1 − 1+ a1
a2
AN˜2,
h˜(x, y) :=
4B− A
A
x+
2a1
1+ a2
y− N˜1.
If 3A − 4B ≤ 0, then {(x, y) | x ≥ 0, y > 0, g˜(x, y) = 0} = ∅. Therefore,
(2.1) is a necessary condition to guarantee Σ˜ 6= ∅. In the following, we
always assume that (2.1) holds. Then it is trivial to see that Σ˜ 6= ∅ in the
case A− 2B ≤ 0. Consider the remaining case A− 2B > 0. Observe that
the intersection point of g˜(x, y) = 0 with the y-axis is (0, a2(1+a2)N˜1+AN˜2A−2B ). If
A− 4B ≤ 0, a direct computation shows that
(2.6) h˜
(
0,
a2(1+a2)N˜1+AN˜2
A−2B
)
> 0
holds automatically, which implies Σ˜ 6= 0. If A− 4B > 0, it is easy to see
that Σ˜ 6= ∅ if and only if (2.6) holds, which is just equivalent to (2.2). This
completes the proof. 
In the sequel, we fix any (α1, α2) ∈ Σ. We will prove the existence of
bubbling solutions near (α1, α2) just as stated in Theorem 1.1.
Inspired by the blowup analysis in our previous work [5], we define
(2.7) γ :=
4B− A
A
(α1 − 1) + 2a1
1+ a2
(α2 − 1) + 1.
Then h(α1, α2) > 0 gives
(2.8) γ > N1 + 2.
Clearly, g(α1, α2) = 0 and (2.7) yield
α1 = −A− 2B
A
(γ− 1) + 2B
A
(N1 + 1) +
2a1
1+ a2
(N2 + 1) + 1,(2.9)
α2 =
a2
1+ a1
3A− 4B
A
(γ− 1) + a2
1+ a1
A− 4B
A
(N1 + 1)
+
A− 4B
A
(N2 + 1) + 1.(2.10)
By α1 ≥ 1 we obtain
(2.11) γ ≤ 1+ 2B
A− 2B (N1 + 1) +
2a1(1+ a1)
A− 2B (N2 + 1) if A > 2B.
As in Lemma 2.1, for convenience, we always denote
(2.12) γ˜ = γ− 1, α˜k = αk − 1 and N˜k = Nk + 1, k = 1, 2.
Lemma 2.2. h(α1, α2) > 0 implies J(α1 − 1, α2 − 1) > J(N1 + 1,N2 + 1).
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Proof. By the definition (1.20) of J, a direct computation shows
J(x, y) = J(−x,−y)
= J
(
x, − 2a2
1+ a1
x− y
)
= J
(
−x, 2a2
1+ a1
x+ y
)
= J
(
−x− 2a1
1+ a2
y, y
)
= J
(
x+
2a1
1+ a2
y, −y
)
.(2.13)
Since (2.9)-(2.10) give
α˜1 =
2B− A
A
γ˜ +
2B
A
N˜1 +
2a1
1+ a2
N˜2,
α˜2 =
a2
1+ a1
(γ˜ + N˜1) + N˜2 − 2a2
1+ a1
α˜1,
we can derive
J(α˜1, α˜2) = J
(
α˜1,
a2
1+ a1
(γ˜ + N˜1) + N˜2 − 2a2
1+ a1
α˜1
)
=J
(
α˜1,− a2
1+ a1
(γ˜ + N˜1)− N˜2
)
=J
(
2a1
1+ a2
(
a2
1+ a1
(γ˜ + N˜1) + N˜2
)
− γ˜, − a2
1+ a1
(γ˜ + N˜1)− N˜2
)
=J
(
−γ˜, a2
1+ a1
(γ˜ + N˜1) + N˜2
)
=J(N˜1, N˜2) +
a2(1+ a1 + a2)
2(1+ a1)
(
γ˜2 − N˜21
)
.
By γ > N1 + 2, we conclude J(α1 − 1, α2 − 1) > J(N1 + 1,N2 + 1). 
Since γ > N1 + 2, by [4, Theorem 2.1], there is a unique radially symmet-
ric solution U of the Chern-Simons-Higgs equation
(2.14)
{
∆U + (1+ a1)e
U − (1+ a1)2e2U = 4piN1δ0 in R2,
U(x) = −2γ ln |x|+O(1) as |x| → ∞.
Moreover, U < − ln(1+ a1) in R2 and∫ ∞
0
r
[
(1+ a1)e
U − (1+ a1)2e2U
]
dr = 2(γ + N1),
lim
r→∞
[
r2eU(r) + |rU′(r) + 2γ|
]
= 0.(2.15)
Let V(|x|) = V(x) := U(x)− 2N1 ln |x|, then V(0) := limr→0V(r) is well
defined; see [4].
To use the shooting method, we consider an initial value problem of sys-
tem (1.10) in a radial variable. Denote
Fk(r) := (1+ ak)e
2uk(r) − euk(r) − akeu1(r)+u2(r), k = 1, 2,
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for convenience. Clearly
(2.16) |Fk| ≤ (1+ ak)euk ≤ 1+ ak whenever u1, u2 ≤ 0,
and it is easy to check that
(2.17)
{
Fk < − 12 euk < 0 if uk < − ln 2(1+ a1 + a2),
F3−k < Fk < 0 if uk < u3−k < − ln 2(1+ a1 + a2),
k = 1, 2.
We study the following initial value problem
(2.18)


u′′1 (r) +
1
ru
′
1(r) = (1+ a1)F1(r)− a1F2(r), r > 0,
u′′2 (r) +
1
ru
′
2(r) = (1+ a2)F2(r)− a2F1(r), r > 0,
u1(r) = 2N1 ln r+V(0) + o(1), r → 0,
u2(r) = 2N2 ln r+ ln ε + o(1), r → 0,
where ε ∈ (0, 1). Clearly, the solution of (2.18) depends on ε and we denote
it by (u1,ε, u2,ε). Consequently, Fk(r) = Fk,ε(r) also depends on ε. For the
sake of convenience, when no confusion arise, we will omit the subscript
ε. The main result of this section is following, and Theorem 1.1 is a direct
corollary.
Theorem 2.3. Assume (2.1)− (2.2) and fix any (α1, α2) ∈ Σ. Then there exists
sufficiently small ε0 > 0 such that for any ε < ε0, system (2.18) has an entire solu-
tion (u1,ε, u2,ε). Furthermore, there exist two intersection points R3,ε ≫ R1,ε ≫ 1
of u1,ε and u2,ε such that:
(i) u1,ε → U in C2loc(B(0, R1,ε)) and sup
R2
u2,ε → −∞ as ε → 0;
(ii)
∫ R3,ε
R1,ε
reu1,εdr → 0, ∫ R1,ε
0
reu2,εdr → 0, ∫ ∞
R3,ε
reu2,εdr → 0 and∫ R3,ε
R1,ε
reu2,εdr → 2
1+ a2
(
2a2
1+ a1
(γ˜ + N˜1) + 2N˜2
)
,
∫ ∞
R3,ε
reu1,εdr → 4
1+ a1
(α1 − 1)
as ε → 0;
(iii) there exists (α1,ε, α2,ε) ∈ Ω such that
uk,ε(r) = −2αk,ε ln r+O(1) as r → ∞, k = 1, 2,
and (α1,ε, α1,ε) → (α1, α2) as ε → 0.
In the rest of this section, we prove Theorem 2.3, which is quite long
and delicate, and we divide it into several lemmas. The basic strategy is
similar to that in [10] where the SU(3) case was studied. Since the solution
(u1,ε, u2,ε) of the initial value problem (2.18) exists locally, the key point is
to prove that (u1,ε, u2,ε) exists globally for r ∈ (0,+∞) (i.e., does not blow
up at finite r) provided that ε > 0 is sufficiently small. This is the most
difficult part of the proof. To overcome this difficulty, we need to carry on
a delicate analysis of the asymptotic behavior of (u1,ε, u2,ε) as r → +∞. For
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example, we need to understand what happens if u1,ε and u2,ε intersect and
howmany times they intersect. The main tool is the well-known Pohozaev
identity together with the blow up analysis, which makes our argument
rather technical and involved.
Moreover, as pointed out in [5, 18, 21], the generic situation poses new
analytical difficulties compared to the SU(3) case. For example, in [10]
they used many helpful inequalities, which hold in the SU(3) case because
of (a1, a2) = (1, 1) but can not hold for general a1, a2 > 0. This requires
us to develop generic ideas to avoid using this kind of inequalities. It is
interesting that our general idea turns out to be somewhat simpler. More
importantly, our general idea also works for the critical case α1 = 1. This
is reasonable in view of mathematics. Roughly speaking, people usually
exploit a more special methodwhen the problem is more special. When the
problem is more general, people need to develop a more generic method,
the idea of which might be more natural and hence simpler.
In the sequel, we denote positive constants independent of ε (possibly
different in different places) by C,C0,C1, · · · . Let δ be a constant such that
(2.19) 0 < δ <
min{1, a1, a2, B} ·min{1, αˆ1, α˜2,γ− (N1 + 2)}
100(1+ a1 + a2)4
,
where αˆ1 := α˜1 = α1 − 1 if α1 > 1 and αˆ1 := 1 if α1 = 1. Then by (2.14)-
(2.15), we can fix a constant R0 > 1 large enough such that
R20e
U(R0) +
∣∣R0U′(R0) + 2γ∣∣ < δ3, ∫ ∞
R0
reU(r)dr < δ3,∣∣∣∣∫ R0
0
r
[
eU − (1+ a1)e2U
]
dr− 2(γ + N1)
1+ a1
∣∣∣∣ < δ3.(2.20)
Repeating the argument of [5, Lemma 5.2], we can prove the existence of
small ε1 > 0 such that for each ε ∈ (0, ε1), problem (2.18) admits a solution
(u1,ε, u2,ε) on [0, R0] which satisfies:
(1) Both u1,ε < 0 and u2,ε < 0 on [0, R0], u2,ε(R0) < u1,ε(R0) < 2 ln δ and
R20e
u1,ε(R0) < δ.
(2) |R0u′1,ε(R0) + 2γ| < δ2 and |R0u′2,ε(R0)− 2a21+a1 (γ + N1)− 2N2| < δ2.
(3) |u1,ε −U| → 0 and u2,ε → −∞ uniformly on [0, R0] as ε → 0.
Furthermore, by following the argument of [5, Lemma 5.3], for each ε ∈
(0, ε1), there exists R1 = R1,ε > R0 such that
(4) u1,ε(R1,ε) = u2,ε(R1,ε), u2,ε < u1,ε < 2 ln δ on [R0, R1,ε) and
(2.21)


|ru′1,ε(r) + 2γ| < δ,∣∣∣ru′2,ε(r)− 2a21+a1 (γ + N1)− 2N2∣∣∣ < δ, ∀ r ∈ [R0, R1,ε].
In particular, together with (2.19), we have
(2.22) ru′1,ε(r) < −2γ + δ < −4 for any r ∈ [R0, R1,ε].
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Lemma 2.4. Let ε → 0, then R1,ε → ∞, R21,εeuk(R1,ε) → 0 for k = 1, 2 and∫ R1,ε
0 re
u2,εdr → 0. Furthermore,
R1,εu
′
1,ε(R1,ε) = −2γ + o(1),
R1,εu
′
2,ε(R1,ε) =
2a2
1+ a1
(γ + N1) + 2N2 + o(1).
Proof. By property (3) above, u1(R0)− u2(R0) → ∞ as ε → 0. Since (2.21)
gives |ru′k(r)| ≤ C on [R0, R1], we easily obtain R1 → ∞ as ε → 0. Then it
follows from (2.22) and property (1) that
R21e
u2(R1) = R21e
u1(R1) <
1
R21
R40e
u1(R0) → 0 as ε → 0.
By (2.21) again, we know that u′2(r) > 0 for r ∈ [R0, R1]. Then by property
(3), we have∫ R1
0
reu2(r)dr = o(1) +
∫ R1
R0
reu2(r)dr ≤ o(1) + R21eu2(R1) = o(1)
as ε → 0. Moreover, eu2 → 0 uniformly on [0, R1], which implies∣∣(1+ a1)eu1(r)+u2(r) + F2(r)∣∣ ≤ 2(A− B)eu2(r) → 0 uniformly on [0, R1].
Recall that
u′′1 (r) + 1r u
′
1(r) =
[
(1+ a1)
2e2u1 − (1+ a1)eu1
]− a1 [(1+ a1)eu1+u2 + F2] .
By the standard continuous dependence on data in the ODE theory and
R1 → ∞ as ε → 0, we conclude that |u1 − U| → 0 uniformly on any
compact subset K ⊂⊂ [0,∞). This, together with eu1(r) ≤ r−4R40eu1(R0) for
r ∈ [R0, R1], easily yields
lim
ε→0
∫ R1
0
r
[
eu1 − (1+ a1)e2u1
]
dr =
∫ ∞
0
r
[
eU − (1+ a1)e2U
]
dr
=
2(γ + N1)
1+ a1
.
Moreover,
lim
ε→0
∫ R1
0
r(e2u2 + eu1+u2)dr = 0.
Consequently, by integrating (2.18) over (0, R1), we obtain
R1u
′
1(R1) = 2N1 − (1+ a1)
∫ R1
0
r
[
eu1 − (1+ a1)e2u1
]
dr+ o(1)
= −2γ + o(1),
R1u
′
2(R1) = 2N2 + a2
∫ R1
0
r
[
eu1 − (1+ a1)e2u1
]
dr+ o(1)
=
2a2
1+ a1
(γ + N1) + 2N2 + o(1)
as ε → 0. This completes the proof. 
16 ZHIJIE CHEN AND CHANG-SHOU LIN
For each ε ∈ (0, ε1), we define
R∗ = R∗ε := sup{r > R1,ε | u1,ε < 0, u2,ε < 0 on [0, r)}.
Our final goal is to prove R∗ε = ∞ provided ε > 0 sufficiently small. To this
goal, we define
R2 = R2,ε := sup{r ∈ (R1,ε, R∗ε ) | u′2,ε > 0 on [R1,ε, r)}.
First, we recall the following Pohozaev identity (c.f. [21, Lemma 7.2] or
[5, Lemma 2.2])
d
dr
{
J(ru′1(r) + 2, ru
′
2(r) + 2) + (1+ a1 + a2)r
2
[
a2e
u1 + a1e
u2
− a2(1+ a1)
2
e2u1 − a1(1+ a2)
2
e2u2 + a1a2e
u1+u2
]}
(2.23)
=(1+ a1 + a2)r
[
a2(1+ a1)e
2u1 + a1(1+ a2)e
2u2 − 2a1a2eu1+u2
]
.
where J is defined in (1.20).
Lemma 2.5. There exists a small ε2 ∈ (0, ε1) such that for each ε ∈ (0, ε2),
u1,ε < u2,ε on (R1,ε, R2,ε).
Proof. Assume by contradiction that there exist a sequence εn ↓ 0 and rn ∈
(R1,εn , R2,εn) such that u1,εn(rn) = u2,εn(rn) and u1,εn < u2,εn on (R1,εn , rn).
Clearly u′1,εn(rn) ≥ u′2,εn(rn) > 0 for all n. We will omit the subscript εn in
the following argument for convenience. We divide the proof into seven
steps.
Step 1. We claim that u2(rn) → −∞ as εn ↓ 0.
If not, we may assume, up to a subsequence, that u2(rn) ≥ c0 for some
constant c0 < ln δ. Recall u2(R1) → −∞. For n large, there exist bn, dn ∈
(R1, rn) such that bn < dn, u2(dn) = c0 − 1, u2(bn) = c0 − 2, u2 ≤ c0 − 1 on
[R1, dn] and u2 ≥ c0 − 2 on [bn, dn]. Consequently, u1 < u2 ≤ c0 − 1 < ln δ
on (R1, dn] and so (2.17) gives F2 < F1 < 0 on (R1, dn], which implies
(2.24) (ru′2(r))′ = r[(1+ a2)F2 − a2F1] < rF2 < −
1
2
reu2(r) on (R1, dn].
This, together with Lemma 2.4, yields 0 ≤ ru′2(r) ≤ R1u′2(R1) ≤ C uni-
formly on [R1, dn]. Then by the mean value theorem, there exists en ∈
(bn, dn) such that
1
dn − bn =
u2(dn)− u2(bn)
dn − bn = u
′
2(en) ≤
C
R1
,
which implies dn − bn → ∞. Consequently,
0 ≤ dnu′2(dn) = bnu′2(bn) +
∫ dn
bn
(ru′2)′dr ≤ R1u′2(R1)−
1
2
∫ dn
bn
reu2(r)dr
≤ C− 1
2
ec0−2
∫ dn
bn
rdr → −∞ as n → ∞,
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a contradiction.
Step 2. We claim the existence of constant C > 0 independent of εn such
that
(2.25) uk(r) + 2 ln r ≤ C uniformly for r ∈ [R1, rn], k = 1, 2.
By Step 1, we may assume u1 < u2 ≤ u2(rn) < ln δ on (R1, rn) for all
n. Then [(1+ a2)ru′1 + a1ru
′
2]
′ = (A− B)rF1 ≤ − A−B2 reu1 and [a2ru′1 + (1+
a1)ru
′
2]
′ = (A− B)rF2 ≤ − A−B2 reu2 on [R1, rn], which imply
0 ≤ (1+ a2)rnu′1(rn) + a1rnu′2(rn)
≤ (1+ a2)R1u′1(R1) + a1R1u′2(R1)−
A− B
2
∫ rn
R1
reu1dr,
0 ≤ a2rnu′1(rn) + (1+ a1)rnu′2(rn)
≤ a2R1u′1(R1) + (1+ a1)R1u′2(R1)−
A− B
2
∫ rn
R1
reu2dr.
By this and Lemma 2.4, we obtain
(2.26)
∫ rn
R1
r(eu1 + eu2)dr ≤ C for all n.
Since eu1 ≤ eu2 ≤ eu2(rn) → 0 on [R1, rn], it follows that
(2.27) lim
n→∞
∫ rn
R1
r(e2u1 + e2u2 + eu1+u2)dr = 0.
Combining (2.27) with Lemma 2.4, we integrate the Pohozaev identity (2.23)
over (R1, r) for any r ∈ (R1, rn], which yields that
A− B
2
r2(a2e
u1 + a1e
u2) ≤ J(ru′1(r) + 2, ru′2(r) + 2) + (A− B)r2
×
[
a2e
u1 + a1e
u2 − a2(1+ a1)
2
e2u1 − a1(1+ a2)
2
e2u2 + a1a2e
u1+u2
]
= J(R1u
′
1(R1) + 2, R1u
′
2(R1) + 2) + o(1) ≤ C
holds for all r ∈ (R1, rn]. This proves (2.25).
Step 3. Denote (x1, y1) := (2− 2γ, 2+ 2a21+a1 (γ + N1) + 2N2). Clearly the
following system
(2.28)
{
J(x, y) = J(x1, y1),
(1+ a2)x+ a1y = (1+ a2)x1 + a1y1,
has at most two distinct solutions, one is just (x1, y1), and we denote the
other one, if exists, by (x2, y2).
Fix any θ ∈ [2.5, 3] \ {2 − x1, 2 − x2}. Since rnu′1(rn) > 0 and (2.22)
gives R1u
′
1(R1) < −4, there exists tn ∈ (R1, rn) such that tnu′1(tn) = −θ
and ru′1(r) < −θ for all r ∈ [R1, tn). We claim the existence of constant C
independent of εn such that
(2.29) u2(tn) + 2 ln tn ≥ C for n sufficiently large.
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Observe that rθeu1(r) is decreasing for r ∈ [R1, tn], which implies∫ tn
R1
reu1dr ≤ Rθ1eu1(R1)
∫ tn
R1
r1−θdr ≤ R
2
1e
u1(R1)
θ − 2 → 0 as n → ∞.
Since [(1 + a2)ru′1 + a1ru
′
2]
′ = (A − B)rF1 and |F1| ≤ (1+ a1)eu1 , we can
obtain
(1+ a2)tnu
′
1(tn) + a1tnu
′
2(tn)(2.30)
=(1+ a2)R1u
′
1(R1) + a1R1u
′
2(R1) + o(1)
as n → ∞. This, together with Lemma 2.4, shows that
(1+ a2)(2− θ) + a1(2+ lim
n→∞ tnu
′
2(tn)) = (1+ a2)x1 + a1y1.
Since 2 − θ 6∈ {x1, x2}, so J(2 − θ, 2 + limn→∞ tnu′2(tn)) − J(x1, y1) 6= 0.
Recall from (2.25) that t2ne
(ui+uj)(tn) ≤ Ct−2n → 0 as n → ∞ for 1 ≤ i, j ≤
2. Then by (2.27) and Lemma 2.4, we easily deduce via integrating the
Pohozaev identity (2.23) over (R1, tn) that
(A− B)t2n(a2eu1(tn) + a1eu2(tn))(2.31)
= J(2+ R1u
′
1(R1), 2+ R1u
′
2(R1))− J(2+ tnu′1(tn), 2+ tnu′2(tn)) + o(1)
→ J(x1, y1)− J
(
2− θ, 2+ lim
n→∞ tnu
′
2(tn)
)
6= 0
as n → ∞. This proves (2.29) since u1(tn) < u2(tn).
Step 4. For k = 1, 2, we consider the scaled functions
uˆk,n(r) := uk,εn(tnr) + 2 ln tn,
R1,εn
tn
≤ r ≤ rn
tn
.
Then (uˆ1,n, uˆ2,n) satisfies
(2.32)

uˆ′′1,n +
1
r uˆ
′
1,n = (1+ a1)
(
(1+ a1)t
−2
n e
2uˆ1,n − euˆ1,n − a1t−2n euˆ1,n+uˆ2,n
)
−a1
(
(1+ a2)t−2n e2uˆ2,n − euˆ2,n − a2t−2n euˆ1,n+uˆ2,n
)
,
uˆ′′2,n +
1
r uˆ
′
2,n = (1+ a2)
(
(1+ a2)t−2n e2uˆ2,n − euˆ2,n − a2t−2n euˆ1,n+uˆ2,n
)
−a2
(
(1+ a1)t
−2
n e
2uˆ1,n − euˆ1,n − a1t−2n euˆ1,n+uˆ2,n
)
.
By (2.25) and (2.29), we see that
(2.33) |uˆ2,n(1)| ≤ C for sufficiently large n.
Step 5. We claim that
R1,εn
tn
→ 0 and u1,εn(tn) − u1,εn(R1,εn) → −∞ as
n → ∞.
Assume by contradiction that up to a subsequence, tn/R1 ≤ C for all
n. Similarly as (2.24), we can prove that 0 ≤ ru′2(r) ≤ R1u′2(R1) ≤ C
uniformly on [R1, rn]. Consequently,
u2(r)− u2(R1) ≤ C ln r
R1
≤ C uniformly for r ∈ [R1, tn],
BUBBLING SOLUTIONS TO A COMPETITIVE CHERN-SIMONS MODEL 19
which implies from Lemma 2.4 that∫ tn
R1
reu1dr ≤
∫ tn
R1
reu2dr ≤ R21eu2(R1)+C
[(
tn
R1
)2
− 1
]
→ 0
as n → ∞. Recalling the first equation in (2.18) and |Fk| ≤ (1+ ak)euk , we
obtain
−θ = tnu′1(tn) ≤ R1u′1(R1) +
∫ tn
R1
r [(1+ a1)|F1|+ a1|F2|] dr
= −2γ + o(1) as n → ∞,
a contradiction with θ ≤ 3 and γ > N1 + 2. This proves R1/tn → 0 as n →
∞. Consequently, we deduce from ru′1(r) ≤ −θ on [R1, tn] that u1(tn) −
u1(R1) ≤ −θ ln tnR1 → −∞ as n → ∞.
Step 6. We claim that rntn → ∞ as n → ∞.
By (2.25), (2.27) and the Pohozaev identity (2.23), it follows that
J(ru′1(r) + 2, ru
′
2(r) + 2) = J(R1u
′
1(R1) + 2, R1u
′
2(R1) + 2) +O(1) ≤ C
uniformly for r ∈ [R1, rn]. Hence
(2.34) |ru′1(r)|+ |ru′2(r)| ≤ C uniformly for r ∈ [R1, rn].
Then by u2(rn)− u2(R1) > 0 and Step 5, we have
C ln
rn
tn
≥
∫ rn
tn
u′1(r)dr = u1(rn)− u1(tn)
= u2(rn)− u2(R1) + u1(R1)− u1(tn) → ∞
as n → ∞. This proves the claim.
Step 7. We conclude the proof by obtaining a contradiction.
By u2(tn) > u2(R1) = u1(R1), (2.33) and Step 5, we have
uˆ1,n(1) = u1(tn)− u2(tn) + uˆ2,n(1) ≤ u1(tn)− u1(R1) + C → −∞
as n → ∞. Combining this with (2.33) and (2.34), we conclude that uˆ2,n
is uniformly bounded in Cloc((0,∞)), while uˆ1,n → −∞ uniformly on any
compact subset K ⊂⊂ (0,∞) as n → ∞. Up to a subsequence, we may
assume that uˆ2,n → uˆ in C2loc((0,∞)), where uˆ satisfies{
uˆ′′ + 1r uˆ
′ = −(1+ a2)euˆ for r ∈ (0,∞),∫ ∞
0 e
uˆrdr ≤ lim inf
n→∞
∫ rn
R1
eu2rdr < +∞.
Recalling u′2(r) > 0 on (R1, rn), we easily conclude that uˆ′(r) ≥ 0 for any
r > 0, namely uˆ is increasing on (0,∞), which contradicts to
∫ ∞
0
reuˆdr < ∞.
This completes the proof. 
Lemma 2.6. There exists a small ε3 ∈ (0, ε2) such that for each ε ∈ (0, ε3), there
holds R2,ε < ∞, u
′
2,ε(R2,ε) = 0, u1,ε(R2,ε) < u2,ε(R2,ε) < ln δ, |u2,ε(R2,ε) +
2 ln R2,ε| ≤ C and
(2.35) uk,ε(r) + 2 ln r ≤ C uniformly for r ∈ [R1,ε, R2,ε], k = 1, 2.
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Furthermore,
R2,ε
R1,ε
→ ∞ as ε → 0.
Proof. We divide the proof into four steps.
Step 1. We claim that R2,ε < ∞, u
′
2,ε(R2,ε) = 0 and u1,ε(R2,ε) < u2,ε(R2,ε) <
ln δ for ε > 0 sufficiently small.
Lemma 2.5 shows u1 < u2 on (R1, R2). By repeating Step 1 of Lemma
2.5, we can prove
(2.36) sup
R1≤r<R2
u2(r) → −∞ as ε → 0.
So u1 < u2 < ln δ − 1 on (R1, R2) for ε > 0 small enough. Then (2.24)
holds for any r ∈ (R1, R2). Recalling u′2 > 0 on [R1, R2), we have for any
r ∈ (R1, R2) that
−C ≤ ru′2(r)− R1u′2(R1) ≤ −
1
2
∫ r
R1
teu2(t)dt ≤ −1
4
eu2(R1)(r2 − R21).(2.37)
Letting r ↑ R2, it follows that R2 < ∞ and so u′2(R2) = 0. The proof of
Lemma 2.5 also yields u1(R2) < u2(R2) for ε > 0 sufficiently small.
Step 2. We claim that (2.35) holds provided ε > 0 is sufficiently small.
In fact, since u1 < u2 < ln δ on (R1, R2], (2.37) also implies
∫ R2
R1
r(eu1 +
eu2)dr ≤ C. This fact, together with (2.36), implies
(2.38) lim
ε→0
∫ R2
R1
r(e2u1 + e2u2 + eu1+u2)dr = 0.
The rest argument is the same as Step 2 of Lemma 2.5.
Step 3. We claim that
R2,ε
R1,ε
→ ∞ as ε → 0.
Recalling ru′2(r) ≤ R1u′2(R1) ≤ C for r ∈ [R1, R2], we have u2(r) ≤
u2(R1) + C ln
r
R1
for all r ∈ [R1, R2]. Consequently,
−R1u′2(R1) =
∫ R2
R1
(ru′2(r))′dr =
∫ R2
R1
r[(1+ a2)F2 − a2F1]dr
≥ (1+ a2)
∫ R2
R1
rF2dr ≥ −(1+ a2)2
∫ R2
R1
reu2(r)dr
≥ −(1+ a2)2R21eu2(R1)
[(
R2
R1
)C+2− 1] .
This proves the claim because Lemma 2.4 gives R21e
u2(R1) → 0 and R1u′2(R1) →
C > 0 as ε → 0.
Step 4. We prove the existence of constant C independent of ε such that
u2,ε(R2,ε) + 2 ln R2,ε ≥ C provided ε > 0 is sufficiently small.
Assume by contradiction that there exist a sequence εn ↓ 0 such that
u2,εn(R2,εn) + 2 ln R2,εn → −∞ as n → ∞. We will omit the subscript εn for
convenience. Since u2 is increasing on [R1, R2], we have
(2.39) r2eu1(r) ≤ r2eu2(r) ≤ R22eu2(R2) → 0 for any r ∈ [R1, R2].
We consider two cases separately.
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Case 1. Up to a subsequence, sup[R1,R2] ru
′
1(r) ≤ −2.5 for all n.
Then r2.5eu1(r) is decreasing on [R1, R2], which implies
(2.40)
∫ R2
R1
reu1dr ≤ 2R21eu1(R1) → 0 as n → ∞.
Let (x1, y1) and (x2, y2) be in Step 3 of Lemma 2.5. Clearly y1 > 2. Fix any
θ ∈ (0, y1−22 ) \ {y2 − 2}. Since u′2(R2) = 0 and u′2(R1) = 2a21+a1 (γ + N1) +
2N2 + o(1) = y1 − 2+ o(1) > y1−22 for n large, there exists tn ∈ (R1, R2)
such that tnu
′
2(tn) = θ. By (2.40) we see that (2.30) holds as n → ∞, which
implies
(1+ a2)(2+ lim
n→∞ tnu
′
1(tn)) + a1(2+ θ) = (1+ a2)x1 + a1y1.
On the other hand, by (2.38) and (2.39), we can prove via the Pohozaev
identity (2.23) that (compare with (2.31))
J
(
2+ lim
n→∞ tnu
′
1(tn), 2+ θ
)
− J(x1, y1) = 0.
That is, (2+ limn→∞ tnu′1(tn), 2+ θ) is also a solution of (2.28), which yields
a contradiction with 2+ θ 6∈ {y1, y2}. So Case 1 is impossible.
Case 2. Up to a subsequence, sup[R1,R2] ru
′
1(r) > −2.5 for all n.
In this case, since R1u
′
1(R1) < −4 by (2.22), we can repeat the argument
of Step 3 in Lemma 2.5 to obtain the existence of tn ∈ (R1, R2) such that
(2.29) holds. Since u2 is increasing on [R1, R2], so
C ≤ u2(tn) + 2 ln tn ≤ u2(R2) + 2 ln R2 → −∞
as n → ∞, also a contradiction. So Case 2 is also impossible. This completes
the proof. 
Lemma 2.6 implies R2,ε < R
∗
ε for each ε ∈ (0, ε3). Consider the following
scaled functions:
(2.41) u¯k(r) = u¯k,ε(r) := uk,ε(R2,εr) + 2 ln R2,ε for k = 1, 2, ε ∈ (0, ε3),
where
R1,ε
R2,ε
≤ r ≤ 1. Then (u¯1, u¯2) satisfies
(2.42)


u¯′′1 +
1
r u¯
′
1 = (1+ a1)
(
(1+ a1)R
−2
2 e
2u¯1 − eu¯1 − a1R−22 eu¯1+u¯2
)
−a1
(
(1+ a2)R
−2
2 e
2u¯2 − eu¯2 − a2R−22 eu¯1+u¯2
)
,
u¯′′2 +
1
r u¯
′
2 = (1+ a2)
(
(1+ a2)R
−2
2 e
2u¯2 − eu¯2 − a2R−22 eu¯1+u¯2
)
−a2
(
(1+ a1)R
−2
2 e
2u¯1 − eu¯1 − a1R−22 eu¯1+u¯2
)
.
Moreover, |u¯2(1)| ≤ C uniformly for ε by Lemma 2.6. Now we claim that
(2.43) lim
ε→0
u¯1(1) = −∞.
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In fact, since u¯1 ≤ u¯2 ≤ u¯2(1) ≤ C on [R1/R2, 1], it follows from (2.42)
that |(ru¯′k)′| ≤ C uniformly for r ∈ [R1/R2, 1] and k = 1, 2. Consequently,
ru¯′1(r) ≤
R1
R2
u¯′1
(
R1
R2
)
+ Cr = R1u
′
1(R1) + Cr ≤ −4+ Cr,
and so u¯1(r) ≥ −4 ln r + u¯1(1) − C for any r ∈ [R1/R2, 1]. Recalling∫ R2
R1
reu1dr ≤ C uniformly for all ε ∈ (0, ε3) by Step 2 of Lemma 2.6, we
have
C ≥
∫ R2
R1
reu1dr =
∫ 1
R1
R2
reu¯1dr ≥ 1
2
((
R2
R1
)2 − 1) eu¯1(1)−C.
This proves (2.43) since R2/R1 → ∞ as ε → 0.
Again by |(ru¯′k)′| ≤ C on [R1/R2, 1] for k = 1, 2, it follows that u¯1 → −∞
uniformly on any compact subset K ⊂⊂ (0, 1] as ε → 0 and u¯2 is uniformly
bounded in Cloc((0, 1]).
Lemma 2.7. lim
ε→0
∫ R2,ε
R1,ε
reu1,εdr = 0. Consequently,
(2.44) lim
ε→0
R2,εu
′
1,ε(R2,ε) = −2
A− B
A
γ +
2B
A
N1 +
2a1
1+ a2
N2.
Proof. Assume by contradiction that there exists a sequence εn ↓ 0 such that
(2.45) lim
n→∞
∫ R2,εn
R1,εn
reu1,εn dr > 0.
Again wewill omit the subscript εn for convenience. We consider two cases
separately.
Case 1. Up to a subsequence, sup[R1,R2] ru
′
1(r) ≤ −2.5 for all n.
Then (2.40) holds, a contradiction with (2.45). So Case 1 is impossible.
Case 2. Up to a subsequence, sup[R1,R2] ru
′
1(r) > −2.5 for all n.
In this case, since R1u
′
1(R1) < −4 by (2.22), we can repeat the argument
of Step 3 in Lemma 2.5. In particular, there exist a constant θ ∈ (2.5, 3) and a
sequence tn ∈ (R1, R2) such that tnu′1(tn) = −θ, ru′1(r) < −θ for r ∈ [R1, tn)
and u2(tn) + 2 ln tn ≥ C for n large. Then by the same argument used in
(2.40), we have
(2.46)
∫ tn
R1
reu1dr ≤ 1
θ − 2R
2
1e
u1(R1) → 0 as n → ∞.
On the other hand, since u¯2 ≤ u¯2(1) ≤ C on [R1/R2, 1], we have
C ≤ t2neu2(tn) =
(
tn
R2
)2
e
u¯2(
tn
R2
) ≤ C
(
tn
R2
)2
,
which implies tn/R2 ≥ C > 0 for all n. Recalling that u¯1 → −∞ uniformly
on [C, 1], we conclude that∫ R2
tn
reu1dr =
∫ 1
tn
R2
reu¯1dr → 0 as n → ∞.
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Combining this with (2.46), we obtain a contradiction with (2.45) again.
Therefore, limε→0
∫ R2
R1
reu1dr = 0. Consequently, by the same argument
as (2.30), we have
(1+ a2)R2u
′
1(R2) + a1R2u
′
2(R2) = (1+ a2)R1u
′
1(R1) + a1R1u
′
2(R1) + o(1).
Then (2.44) follows directly from Lemma 2.4 and u′2(R2) = 0. 
For each fixed ε ∈ (0, ε3), we define
R3 = R3,ε := sup {r ∈ [R2,ε, R∗ε ) | u1 < u2 on [R2,ε, r)} .
Then R2 < R3 ≤ R∗. If there exists t ∈ (R2, R3) such that u′2(t) = 0 and
u′2(r) < 0 for r ∈ (R2, t), then Lemma 2.6 yields u1 < u2 < ln δ on [R2, t].
Consequently, F2 < F1 < 0 on [R2, t] and so
0 = tu′2(t)− R2u′2(R2) =
∫ t
R2
r[(1+ a2)F2 − a2F1]dr < 0,
a contradiction. Therefore,
(2.47) u′2(r) < 0 for any r ∈ (R2, R3).
Consider the scaled functions u¯k defined in (2.41) for r ∈ (R1R2 ,
R3
R2
). By
(2.47) and the definition of R3, we have u¯1(r) < u¯2(r) ≤ u¯2(1) ≤ C for
all r ∈ (R1R2 , R3R2 ). This, together with (2.42), gives |(ru¯′k)′(r)| ≤ Cr for all
r ∈ (R1R2 ,
R3
R2
). Consequently, u¯1 → −∞ uniformly on any compact subset
K ⊂⊂ (R1R2 , R3R2 ) as ε → 0 and u¯2 is uniformly bounded in Cloc((
R1
R2
, R3R2 )).
Since u¯2(1) − u¯1(1) → ∞ as ε → 0, we conclude from the definition of R3
that
(2.48) lim
ε→0
R3
R2
= ∞.
Then, for any constant b > 1, there holds
(2.49) lim
ε→0
∫ bR2
R1
reu1dr = lim
ε→0
∫ R2
R1
reu1dr+ lim
ε→0
∫ b
1
reu¯1dr = 0.
Lemma 2.8. u¯2,ε → ω2 in C2loc((0,∞)) as ε → 0, where
(2.50) ω2(r) = ln
2D2(D2 − 4)rD−2
(1+ a2)(D+ 2+ (D− 2)rD)2 for r ∈ (0,∞).
Here D := 2a21+a1 (γ + N1) + 2N2 + 2. Consequently,
(2.51)
∫ ∞
0
reω2dr =
2
1+ a2
D.
Proof. Recall (2.38) and Lemma 2.4. By integrating the Pohozaev identity
over (R1, R2), we obtain
J(R2u
′
1(R2) + 2, R2u
′
2(R2) + 2) + (A− B)R22
[
a2e
u1(R2) + a1e
u2(R2)
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− a2(1+ a1)
2
e2u1(R2) − a1(1+ a2)
2
e2u2(R2) + a1a2e
u1(R2)+u2(R2)
]
=J(R1u
′
1(R1) + 2, R1u
′
2(R1) + 2) + o(1), as ε → 0.
Recall that R22e
u1(R2) = eu¯1(1) → 0 and R22eui(R2)+uj(R2) = R−22 eu¯i(1)+u¯j(1) → 0
for 1 ≤ i, j ≤ 2 as ε → 0. Combining these with Lemma 2.4 and (2.44), we
have
a1(A− B)R22eu2(R2)(2.52)
=J(R1u
′
1(R1) + 2, R1u
′
2(R1) + 2)
− J(R2u′1(R2) + 2, R2u′2(R2) + 2) + o(1)
=J
(
2− 2γ, 2a2
1+ a1
(γ + N1) + 2N2 + 2︸ ︷︷ ︸
=:D
)
− J
(
2− 2A− B
A
γ +
2B
A
N1 +
2a1
1+ a2
N2︸ ︷︷ ︸
=
a1
1+a2
D−(2γ−2)− 2a11+a2
, 2
)
+ o(1)
=
a1(A− B)
2(1+ a2)
(D2 − 4) + o(1), as ε → 0.
Hence eu¯2(1) = R22e
u2(R2) → 1
2(1+a2)
(D2− 4) as ε → 0.
Recalling that u¯2 is uniformly bounded in Cloc((
R1
R2
, R3R2 )), up to a subse-
quence, we may assume that u¯2 → ω2 in C2loc((0,∞)). Clearly, ω2 satisfies
(2.53)


ω′′2 +
1
r
ω′2 = −(1+ a2)eω2 ,
ω2(r) ≤ ω2(1) = ln D
2− 4
2(1+ a2)
,
for r ∈ (0,∞).
Consequently, a simple contrary argument shows
∫ ∞
0
reω2dr < ∞. Recall-
ing 0 ≤ ru¯′2(r) = R2ru′2(R2r) ≤ R1u′2(R1) = D− 2+ o(1) for all r ∈ [R1R2 , 1],
we obtain (note ω′2(1) = 0)
2γ2 := lim
r→0
rω′2(r) ∈ (0,D− 2].
In conclusion, ω2 is a radial solution of the Liouville equation with singular
sources
∆v+ (1+ a2)e
v = 4piγ2δ0 in R
2,
∫ ∞
0
revdr < ∞.
By a well-known classification result due to Prajapat and Tarantello [26],
there holds
ω2(r) + ln(1+ a2) = ln
8λ(1+ γ2)2r2γ2
(1+ λr2γ2+2)2
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for some constant λ > 0. By ω′2(1) = 0 and ω2(1) = ln
D2−4
2(1+a2)
, a direct
computation gives γ2 =
D−2
2 and λ =
D−2
D+2 . Consequently, we see that
(2.50)-(2.51) hold. The above argument actually shows that u¯2 → ω2 in
C2loc((0,∞)) as ε → 0 (i.e., not only along a subsequence). This completes
the proof. 
Lemma 2.9. There exists a small ε4 ∈ (0, ε3) such that for each ε ∈ (0, ε4), there
holds R3,ε < R
∗
ε . Consequently, u1,ε(R3,ε) = u2,ε(R3,ε).
Proof. Assume by contradiction that there exists a sequence εn ↓ 0 such that
R3,εn = R
∗
εn . Since u1,εn < u2,εn ≤ u2,εn(R2,εn) < ln δ on (R1,εn , R3,εn), we see
from the definition of R∗εn that R3,εn = ∞, namely (u1,εn , u2,εn) is an entire
solution and u1,εn < u2,εn < ln δ on (R1,εn ,∞). By Theorem A, we see that
(u1,εn , u2,εn) is a non-topological solution and there exist constants βk,εn > 1
such that ru′k,εn(r) → −2βk,εn as r → ∞ for k = 1, 2. Clearly, β2,εn ≤ β1,εn for
all n. Again we will omit the subscript εn for convenience.
By Lemma 2.8, we can fix a large constant b > 1 such that b2eω2(b) < δ
and
∫ ∞
b
reω2dr < δ/2. By the dominated convergence theorem,∫ bR2
R1
reu2dr =
∫ b
R1
R2
reu¯2dr →
∫ b
0
reω2dr as n → ∞.
Recall (2.49), (2.51) and u1 < u2 ≤ u2(R2) → −∞ on (R1,∞). Then for n
sufficiently large, we have
|u¯2(b)− ω2(b)| < δ,
∣∣∣∣∫ bR2
R1
reu2dr− 2
1+ a2
D
∣∣∣∣ < δ,
(A− B)2
∫ bR2
R1
r(eu1 + e2u1 + e2u2 + eu1+u2)dr < δ.
Recalling (2.18) and (2.21), we have
bR2u
′
1(bR2) ≥R1u′1(R1) + a1
∫ bR2
R1
reu2dr
−
∫ bR2
R1
r
[
(1+ a1)e
u1 + a1(1+ a1)e
u1+u2 + a1(1+ a2)e
2u2
]
dr
≥− 2γ− δ + a1
(
2
1+ a2
D− δ
)
− δ
=− 2A− 2B
A
γ +
4B
A
N1 +
4a1
1+ a2
(N2 + 1)− (2+ a1)δ,
and
bR2u
′
2(bR2) ≤R1u′2(R1)− (1+ a2)
∫ bR2
R1
reu2dr
+
∫ bR2
R1
r
[
(1+ a2)
2e2u2 + a2e
u1 + a1a2e
u1+u2
]
dr
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≤ 2a2
1+ a1
(γ + N1) + 2N2 + δ− (1+ a2)
(
2
1+ a2
D− δ
)
+ δ
=− 2a2
1+ a1
(γ + N1)− 2N2 − 4+ (3+ a2)δ
<− 4− 4a2
1+ a1
− 2(2+ a1)δ,(2.54)
where we have used 2a21+a1 (γ − 2) > 7(1 + a1 + a2)δ (by (2.19)) to obtain
the last inequality. Recalling u1 < u2 ≤ u2(R2) < ln δ on [R2,∞), we
have F2 < F1 < 0 and so (ru
′
2)
′(r) = r[(1+ a2)F2 − a2F1] < 0 on [R2,∞).
Consequently, ru′2(r) ≤ bR2u′2(bR2) for any r ≥ bR2, which implies
(2.55) − 2β2 ≤ −4− 4a2
1+ a1
− 2(2+ a1)δ.
On the other hand, by ru′2(r) ≤ bR2u′2(bR2) < −4 for r ≥ bR2, we also have∫ ∞
bR2
reu1dr ≤
∫ ∞
bR2
reu2dr ≤ (bR2)4eu2(bR2)
∫ ∞
bR2
r−3dr
=
1
2
b2eu¯2(b) ≤ 1
2
b2eω2(b)+δ ≤ 1
2
δeδ < δ.(2.56)
Consequently,
−2β1 = bR2u′1(bR2) +
∫ ∞
bR2
(ru′1(r))
′dr
≥ bR2u′1(bR2)
−
∫ ∞
bR2
r
[
(1+ a1)e
u1 + a1(1+ a1)e
u1+u2 + a1(1+ a2)e
2u2
]
dr
≥ bR2u′1(bR2)− (2+ a1)δ
≥ −2A− 2B
A
γ +
4B
A
N1 +
4a1
1+ a2
(N2 + 1)− 2(2+ a1)δ.
This, together with (2.55) and β2 ≤ β1, gives
A− 2B
A
(γ− 1) ≥ 2B
A
(N1 + 1) +
2a1
1+ a2
(N2 + 1) + 1+
2a2
1+ a1
,
However, α1 ≥ 1 and (2.9) give
A− 2B
A
(γ− 1) ≤ 2B
A
(N1 + 1) +
2a1
1+ a2
(N2 + 1),
which yields a contradiction. This completes the proof. 
Lemma 2.10. There hold lim
ε→0
∫ R3,ε
R1,ε
reu1,εdr = 0, lim
ε→0
∫ R3,ε
R1,ε
reu2,εdr = 21+a2D and
lim
ε→0
R23,εe
uk,ε(R3,ε) = 0 for k = 1, 2. Consequently,
lim
ε→0
R3,εu
′
1,ε(R3,ε) = −2
A− 2B
A
γ +
4B
A
N1 +
4a1
1+ a2
(N2 + 1) ≥ −2,(2.57)
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lim
ε→0
R3,εu
′
2,ε(R3,ε) = −
2a2
1+ a1
(γ + N1)− 2N2 − 4 < −4.(2.58)
Furthermore, lim
ε→0
R3,εu
′
1,ε(R3,ε) = −2 if and only if A− 2B > 0 and α1 = 1.
Proof. Given any µ ∈ (0, δ), there exists a large constant bµ > 1 such that
b2µe
ω2(bµ) < µ and
∫ ∞
bµ
reω2dr < µ/2. Then by a similar argument used in
Lemma 2.9, we have for ε > 0 sufficiently small that
|u¯2(bµ)− ω2(bµ)| < µ,
∣∣∣∣∫ bµR2
R1
reu2dr− 2
1+ a2
D
∣∣∣∣ < µ,
(A− B)2
∫ bµR2
R1
r(eu1 + e2u1 + e2u2 + eu1+u2)dr < µ,∣∣∣∣R1u′2(R1)− 2a21+ a1 (γ + N1)− 2N2
∣∣∣∣ < µ.
Consequently, by repeating the argument of (2.54)-(2.56), we can prove∫ R3
bµR2
reu1dr ≤
∫ R3
bµR2
reu2dr ≤ 1
2
b2µe
ω2(bµ)+µ < µ,
and
R23e
u1(R3) = R23e
u2(R3) < (bµR2)
2eu2(bµR2) = b2µe
u¯2(bµ) ≤ b2µeω2(bµ)+µ ≤ 2µ,
namely R23e
uk(R3) < 2µ,
∫ R3
R1
reu1dr < 2µ and | ∫ R3
R1
reu2dr − 21+a2D| < 2µ for
ε > 0 sufficiently small. This proves
(2.59) lim
ε→0
R23e
uk(R3) = 0, lim
ε→0
∫ R3
R1
reu1dr = 0, lim
ε→0
∫ R3
R1
reu2dr =
2
1+ a2
D.
Recalling u1 < u2 ≤ u2(R2) → −∞ on (R1, R3) as ε → 0, we have
lim
ε→0
∫ R3
R1
r
(
e2u1 + e2u2 + eu1+u2
)
dr = 0.
Consequently, we integrate (2.18) over (R1, R3) to derive
lim
ε→0
R3u
′
1(R3) = lim
ε→0
[
R1u
′
1(R1) + a1
∫ R3
R1
reu2dr
]
= −2γ + 2a1
1+ a2
D
= −2A− 2B
A
γ +
4B
A
N1 +
4a1
1+ a2
(N2 + 1) ≥ −2, (by (2.11))
lim
ε→0
R3u
′
2(R3) = lim
ε→0
[
R1u
′
2(R1)− (1+ a2)
∫ R3
R1
reu2dr
]
=
2a2
1+ a1
(γ + N1) + 2N2 − 2D = − 2a2
1+ a1
(γ + N1)− 2N2 − 4.
This completes the proof. 
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Fix any constant ϑ ∈ [0, δ) such that
(2.60) ϑ = 0 if α1 > 1 and ϑ > 0 if α1 = 1.
Then by Lemma 2.10, there exists ε5 ∈ (0, ε4) such that R23,εeu1,ε(R3,ε) < δ
and R3,εu
′
1(R3,ε) > −2− ϑ > R3,εu′2(R3,ε) + 1 for any ε ∈ (0, ε5). For each
ε ∈ (0, ε5), we define
R4 = R4,ε := sup
{
r ∈ [R3,ε, R∗ε ) | ru′1,ε(r) > −2− ϑ
}
,
R5 = R5,ε := sup {r ∈ (R3,ε, R∗ε ) | u1,ε > u2,ε on (R3,ε, r)} .
Clearly, R4,ε, R5,ε > R3,ε for all ε ∈ (0, ε5).
Lemma 2.11. There exists a small ε6 ∈ (0, ε5) such that for each ε ∈ (0, ε6),
u2,ε < u1,ε < ln δ on (R3,ε, R5,ε), ru
′
1,ε(r) is strictly decreasing on (R3,ε, R5,ε) and
R4,ε ≤ R5,ε. In particular, if α1 > 1, then R4,ε < R5,ε, namely R4,εu′1,ε(R4,ε) =
−2, ru′1,ε(r) > −2 on [R3,ε, R4,ε) and ru′1,ε(r) < −2 on (R4,ε, R5,ε).
Proof. We divide the proof into four steps.
Step 1. We claim that
(2.61) sup
[R3,ε ,R5,ε)
u1,ε → −∞ as ε → 0.
Suppose by contradiction that there exist a sequence εn ↓ 0 and a con-
stant c0 < ln δ such that sup[R3,εn ,R5,εn )
u1,εn ≥ c0 for all n. We will omit the
subscript εn for convenience. The following proof is similar to Step 1 of
Lemma 2.5. For n large, there exist bn, dn ∈ (R3, R5) such that bn < dn,
u1(dn) = c0 − 1, u1(bn) = c0 − 2, u1 ≤ c0 − 1 on [R3, dn] and u1 ≥ c0 − 2 on
[bn, dn]. Clearly, u′1(dn) ≥ 0, u2 < u1 < ln δ and so F1 < F2 < 0 on (R3, dn],
which implies
(2.62) (ru′1(r))
′ = r[(1+ a1)F1 − a1F2] < rF1 < −1
2
reu1(r) on (R3, dn].
Then 0 ≤ ru′1(r) ≤ R3u′1(R3) ≤ C for any r ∈ [R3, dn], which yields dn −
bn → ∞. Consequently,
0 ≤ dnu′1(dn) = bnu′1(bn) +
∫ dn
bn
(ru′1)
′dr ≤ R3u′1(R3)−
1
2
∫ dn
bn
reu1dr
≤ C− 1
2
ec0−2
∫ dn
bn
rdr → −∞ as n → ∞,
a contradiction.
Step 2. By Step 1, for ε > 0 sufficiently small, we have u2 < u1 < ln δ on
(R3, R5), which implies that (2.62) holds on (R3, R5) and so ru′1(r) is strictly
decreasing on [R3, R5).
Step 3. We prove that R4,ε ≤ R5,ε for ε > 0 sufficiently small.
Assume by contradiction that there exist a sequence εn ↓ 0 such that
R5,εn < R4,εn . Again we omit the subscript εn for convenience. Conse-
quently, R5 < ∞ and ru
′
1(r) > −2− ϑ for r ∈ [R3, R5]. Since [a2ru′1 + (1+
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a1)ru
′
2]
′ = (A− B)rF2 < 0 on [R3, R5], we have
ru′2(r) ≤
a2
1+ a1
[
R3u
′
1(R3) + 2+ ϑ
]
+ R3u
′
2(R3) =: ln
uniformly for r ∈ [R3, R5]. Recalling (2.12) and (2.57)-(2.58), it is easy to see
that
l := lim
n→∞ ln
=
4a2(B− A)
(1+ a1)A
γ˜− 2a2(A− 2B)
(1+ a1)A
N˜1 − 2A− 2B
A
N˜2 − 2+ a2ϑ
1+ a1
.
We claim l < −2 − δ. Recall 3A − 4B > 0, γ˜ > 1, ϑ < δ and (2.19).
Clearly l < −2 − a21+a1 A−BA γ˜ < −2 − δ if A ≥ 2B. Let us consider the
remaining case 43B < A < 2B. By α2 > 1 and (2.10), we easily obtain
a2
1+ a1
γ˜ >
a2
1+ a1
4B− A
3A− 4B N˜1 +
4B− A
3A− 4B N˜2
>
a2
1+ a1
2B− A
A− B N˜1 +
2B− A
A− B N˜2,(2.63)
where we have used 4B−A3A−4B >
2B−A
A−B . So we also get l < −2− a21+a1 A−BA γ˜ <−2− δ.
Hence, for n sufficiently large, ru′2(r) ≤ ln < −2− ϑ < ru′1(r) for all r ∈
[R3, R5], namely u2− u1 is strictly decreasing on [R3, R5], which contradicts
to u2(R5)− u1(R5) = 0.
Step 4. Let α1 > 1, then ϑ = 0. We prove that R4 < R5 for ε > 0
sufficiently small.
Assume by contradiction that R4 = ∞ for some ε > 0 sufficiently small.
Then R5 = ∞ and so ru′1(r) > −2 for all r ≥ R3, which implies
∫ ∞
R3
reu1dr =
∞. On the other hand, Step 2 shows that (2.62) holds on (R3,∞), so
∞ =
1
2
∫ ∞
R3
reu1dr ≤ lim sup
r→∞
[−tu′1(t)]
∣∣∣r
R3
≤ R3u′1(R3) + 2 ≤ C,
a contradiction. So R4 < ∞ for ε > 0 sufficiently small. Then by repeat-
ing the argument of Step 3, we finally conclude that R4 < R5 for ε > 0
sufficiently small. 
Lemma 2.12. For each ε ∈ (0, ε6), uk,ε(r) + 2 ln r ≤ C uniformly for r ∈
[R3,ε, R5,ε) and k = 1, 2. Furthermore, lim
ε→0
∫ R5,ε
R3,ε
reu2,εdr = 0 and
lim
ε→0
[a2ru
′
1,ε(r) + (1+ a1)ru
′
2,ε(r)]
=− 4a2 A− B
A
γ− 2a2 A− 2B
A
N1 − 2A− 2B
1+ a2
N2 − 4A− B
1+ a2
(2.64)
uniformly for all r ∈ [R3,ε, R5,ε).
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Proof. We separate the proof into three steps.
Step 1. For each ε ∈ (0, ε6), we claim that
(2.65) uk(r) + 2 ln r ≤ C uniformly for r ∈ [R3, R5).
Lemma 2.11 shows that u2 < u1 < ln δ and (ru
′
1)
′ ≤ − 12reu1 on [R3, R5).
Hence
−2− ϑ < ru′1(r) ≤ R3u′2(R3)−
1
2
∫ r
R3
reu1dr, ∀ r ∈ (R3, R4),
which implies ∫ R4
R3
r (eu1 + eu2) dr ≤ 2
∫ R4
R3
reu1dr ≤ C.
This, together with (2.61), gives
lim
ε→0
∫ R4
R3
r
[
e2u1 + e2u2 + eu1+u2
]
dr = 0.
Then by repeating the argument of Step 2 in Lemma 2.5, we have uk(r) +
2 ln r ≤ C for all r ∈ [R3, R4) and k = 1, 2. If R4 = R5, we are done. If
R4 < R5, by ru
′
1(r) < −2− ϑ for r ∈ (R4, R5), we conclude that
u2(r) + 2 ln r < u1(r) + 2 ln r ≤ u1(R4) + 2 ln R4 ≤ C
for all r ∈ [R4, R5). This proves (2.65).
Step 2. Recalling (2.10) and α˜2 = α2 − 1 > 0, we claim that for ε > 0
sufficiently small,
(2.66) ru′2(r) ≤ −2−
3
2
α˜2 uniformly for r ∈ [R3, R5).
By (2.65) we have
(2.67) lim
ε→0
∫ R5
R3
r
[
e2u1 + e2u2 + eu1+u2
]
dr = 0.
Consequently, integrating the Pohozaev identity (2.23) over [R3, r] gives
J(ru′1(r) + 2, ru
′
2(r) + 2) ≤ J(ru′1(r) + 2, ru′2(r) + 2) + (A− B)r2
[
a2e
u1
+a1e
u2 − a2(1+ a1)
2
e2u1 − a1(1+ a2)
2
e2u2 + a1a2e
u1+u2
]
= J(R3u
′
1(R3) + 2, R3u
′
2(R3) + 2) + o(1)(2.68)
uniformly for all r ∈ [R3, R5) as ε → 0. On the other hand, since [a2ru′1 +
(1+ a1)ru
′
2]
′ = (A− B)rF2 < 0 on [R3, R5), we have for any r ∈ [R3, R5)
that
a2(ru
′
1(r) + 2) + (1+ a1)(ru
′
2(r) + 2)
≤a2(R3u′1(R3) + 2) + (1+ a1)(R3u′2(R3) + 2) =: ηε.(2.69)
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Recalling (2.12) and (2.57)-(2.58), we have
η := lim
ε→0
ηε = −4a2 A− B
A
γ˜− 2a2 A− 2B
A
N˜1 − 2A− 2B
1+ a2
N˜2.
Using (2.63) if A < 2B, we easily see η < 0. Hence ηε < 0 for ε > 0
sufficiently small. Note from (1.20) that
J(x, y) =
a2(A− B)
2(1+ a1)
x2 +
a1
2(1+ a1)
[a2x+ (1+ a1)y]
2.
This, together with (2.68)-(2.69) and ηε < 0, easily yields
[ru′1(r) + 2]
2 ≤ [R3u′1(R3) + 2]2 + o(1)
and so ru′1(r) ≥ −R3u′1(R3) − 4+ o(1) uniformly for any r ∈ [R3, R5) as
ε → 0. Substituting this inequality into (2.69) and recalling (2.57)-(2.58), we
finally obtain
ru′2(r) ≤
2a2
1+ a1
R3u
′
1(R3) + R3u
′
2(R3) +
4a2
1+ a1
+ o(1)
= −2a2(3A− 4B)
(1+ a1)A
γ˜− 2a2(A− 4B)
(1+ a1)A
N˜1 − 2A− 4B
A
N˜2 − 2+ o(1)
= −2α˜2 − 2+ o(1) (by (2.10))
uniformly for any r ∈ [R3, R5) as ε → 0. This proves (2.66).
Step 3. We prove lim
ε→0
∫ R5,ε
R3,ε
reu2,εdr = 0 and (2.64).
By (2.66), r2+α˜2eu2(r) is strictly decreasing for r ∈ [R3, R5), so Lemma 2.10
gives ∫ R5
R3
reu2dr ≤ 1
α˜2
R23e
u2(R3) → 0 as ε → 0.
Then by integrating [a2ru′1 + (1+ a1)ru
′
2]
′ = (A− B)rF2 over [R3, r] for any
r ∈ [R3, R5) and recalling |F2| ≤ (1+ a2)eu2 , we easily obtain (2.64). This
completes the proof. 
Now we consider the cases α1 = 1 and α1 > 1 separately.
2.1. The critical case α1 = 1. In this subsection, we consider the critical
case α1 = 1. Consequently, we see from (2.8), (2.9) and (2.12) that
(2.70) A− 2B > 0 and γ˜ = 2B
A− 2B N˜1 +
2a1(1+ a1)
A− 2B N˜2.
The following lemma provides an evidence that this critical case is different
from the generic case α1 > 1.
Lemma 2.13. There exists a small ε7 ∈ (0, ε6) such that for each ε ∈ (0, ε7),
R4,ε = R5,ε = R
∗
ε = +∞.
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Proof. Assume by contradiction that R4,εn < +∞ for a sequence εn ↓ 0. We
will omit the subscript εn for convenience. Then R4u
′
1(R4) = −2− ϑ. This,
together with (2.64) and (2.70), gives
lim
n→∞ R4u
′
2(R4) + 2
=
4a2(B− A)
(1+ a1)A
γ˜− 2a2(A− 2B)
(1+ a1)A
N˜1 − 2A− 2B
A
N˜2 +
a2ϑ
1+ a1
=− 1+ a2
a1
γ˜ +
a2
1+ a1
ϑ.(2.71)
Similarly, by Lemma 2.10 we have limn→∞ R3u′1(R3) + 2 = 0 and
lim
n→∞ R3u
′
2(R3) + 2 = −
2a2
1+ a1
(γ˜ + N˜1)− 2N˜2 = −1+ a2
a1
γ˜.
Since we have assumed R4 < ∞, it follows from (2.65) and (2.66) that
R24e
ui(R4)+uj(R4) ≤ CR−24 → 0 for 1 ≤ i, j ≤ 2 and R24eu2(R4) < R23eu2(R3) → 0
as n → ∞. Combining these with (2.67), we can repeat the proof of Lemma
2.8 to obtain (similar to (2.52))
a2(A− B)R24eu1(R4)
=J(R3u
′
1(R3) + 2, R3u
′
2(R3) + 2)− J(R4u′1(R4) + 2, R4u′2(R4) + 2) + o(1)
=J
(
0, −1+ a2
a1
γ˜
)
− J
(
−ϑ, −1+ a2
a1
γ˜ +
a2
1+ a1
ϑ
)
+ o(1)
=− a2(A− B)
2(1+ a1)
ϑ2 + o(1) as n → ∞,
which yields a contradiction with ϑ > 0. 
Now we can finish the proof of Theorem 2.3 for α1 = 1.
Completion of the proof of Theorem 2.3 for α1 = 1. Let ε ∈ (0, ε7), then R4,ε =
R5,ε = R∗ε = +∞. Since Lemma 2.11 shows that u2,ε(r) < u1,ε(r) < ln δ
for any r ∈ (R3,ε,+∞), we conclude that (u1,ε, u2,ε) is an entire solution. By
Theorem A, there exists (α1,ε, α2,ε) ∈ Ω such that
uk,ε(r) = −2αk,ε ln r+O(1) as r → ∞, k = 1, 2.
Consequently, ru′k,ε(r) → −2αk,ε as r → ∞. Then Lemma 2.11 and the
definition of R4,ε yield −2− ϑ ≤ −2α1,ε < R3,εu′1,ε(R3,ε), namely
2+ ϑ ≥ lim sup
ε→0
2α1,ε ≥ lim inf
ε→0
2α1,ε ≥ − lim
ε→0
R3,εu
′
1,ε(R3,ε) = 2.
Since ϑ ∈ (0, δ) can be taken apriori arbitrary small, we conclude that
lim
ε→0
α1,ε = α1 = 1.
This, together with (2.64), easily implies
a2 + (1+ a1) lim
ε→0
α2,ε
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=2a2
A− B
A
γ + a2
A− 2B
A
N1 +
A− 2B
1+ a2
N2 + 2
A− B
1+ a2
,
so
lim
ε→0
α2,ε =
2a2
1+ a1
A− B
A
γ˜ +
a2
1+ a1
A− 2B
A
N˜1 +
A− 2B
A
N˜2 + 1
=
1+ a2
2a1
γ˜ + 1 (by (2.71))
= α2. (by (2.7))
By Step 3 in the proof of Lemma 2.12, we have
∫ ∞
R3,ε
rF2dr → 0 as ε → 0.
Consequently, by integrating (ru′1,ε)
′ = (1+ a1)rF1 − a1rF2 over (R3,ε,+∞),
we deduce from −2α1,ε − R3,εu′1,ε(R3,ε) → 0 that
∫ ∞
R3,ε
rF1dr → 0 as ε → 0.
Then by (2.17) we conclude that
(2.72) lim
ε→0
∫ ∞
R3,ε
reu1,εdr = 0.
Observe from (2.47) and (2.66) that u′2,ε(r) < 0 for all r > R2,ε. Besides,
Lemma 2.4 shows that sup[0,R1,ε] u2,ε → −∞. Combining these with (2.36),
we conclude sup
R2
u2,ε → −∞ as ε → 0. This completes the proof. 
Remark 2.14. In Theorem C where bubbling solutions of type I are con-
structed, we assumed α1 > 1, which plays an essential role in the proof
of Theorem C (see [5]). In particular, the conclusion (α1,ε, α2,ε) → (α1, α2) is
a corollary of (2.72) in the proof of TheoremC. However, for the critical case
α1 = 1 studied here, the idea used in Theorem C can not be applied and we
have to argue the other way around: the conclusion (2.72) is a consequence
of (α1,ε, α2,ε) → (α1, α2).
2.2. The generic case α1 > 1. In this subsection, we consider the generic
case α1 > 1. Then ϑ = 0 and R4,ε < R5,ε. The following lemma also
provides an evidence that this case is different from the critical case α1 = 1.
Lemma 2.15. Recalling α1 > 1 in (2.9), there holds (compare to (2.72))
lim
ε→0
∫ R5,ε
R3,ε
reu1dr =
4
1+ a1
(
2B− A
A
γ˜ +
2B
A
N˜1 +
2a1
1+ a2
N˜2
)
=
4(α1 − 1)
1+ a1
.(2.73)
Proof. We separate the proof into five steps.
Step 1. We claim that
(2.74) lim
ε→0
R24,εe
u1,ε(R4,ε) =
E2
2(1+ a1)
,
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where E > 0 is defined by
E := lim
ε→0
R3,εu
′
1,ε(R3,ε) + 2(2.75)
=2
2B− A
A
γ˜ +
4B
A
N˜1 +
4a1
1+ a2
N˜2 = 2(α1 − 1).
Recalling (2.64) and R4u
′
1(R4) = −2, there holds
F := lim
ε→0
R4u
′
2(R4) + 2 = −
4a2(A− B)
(1+ a1)A
γ˜− 2a2(A− 2B)
(1+ a1)A
N˜1 − 2A− 2B
A
N˜2.
Again, (2.65) and (2.66) imply R24e
ui(R4)+uj(R4) ≤ CR−24 → 0 for 1 ≤ i, j ≤ 2
and
(2.76) R24e
u2(R4) < R23e
u2(R3) → 0 as ε → 0.
Combining these with (2.67), we can repeat the proof of Lemma 2.8 to ob-
tain (similar to (2.52))
a2(A− B)R24eu1(R4)
=J(R3u
′
1(R3) + 2, R3u
′
2(R3) + 2)− J(R4u′1(R4) + 2, R4u′2(R4) + 2) + o(1)
=J
(
E, − 2a2
1+ a1
(γ˜ + N˜1)− 2N˜2︸ ︷︷ ︸
=:G
)
− J(0, F) + o(1)
=J
(
−2γ˜− 2a1
1+ a2
G, G
)
− J
(
0,
A− 2B
A
G− 2a2
1+ a1
γ˜
)
+ o(1)
=J (2γ˜, G)− J
(
0,
A− 2B
A
G− 2a2
1+ a1
γ˜
)
+ o(1) (by (2.13))
=
a2(A− B)
2(1+ a1)
(
2a1
1+ a2
G+ 2γ˜
)2
+ o(1)
=
a2(A− B)
2(1+ a1)
E2 + o(1) as ε → 0.
Hence (2.74) holds.
Step 2. For ε > 0 sufficiently small, we consider the scaled functions
u˜k(r) = u˜k,ε(r) := uk,ε(R4,εr) + 2 ln R4,ε for k = 1, 2,
where
R3,ε
R4,ε
≤ r < R5,εR4,ε . Then (u˜1, u˜2) satisfies
(2.77)


u˜′′1 +
1
r u˜
′
1 = (1+ a1)
(
(1+ a1)R
−2
4 e
2u˜1 − eu˜1 − a1R−24 eu˜1+u˜2
)
−a1
(
(1+ a2)R
−2
4 e
2u˜2 − eu˜2 − a2R−24 eu˜1+u˜2
)
,
u˜′′2 +
1
r u˜
′
2 = (1+ a2)
(
(1+ a2)R
−2
4 e
2u˜2 − eu˜2 − a2R−24 eu˜1+u˜2
)
−a2
(
(1+ a1)R
−2
4 e
2u˜1 − eu˜1 − a1R−24 eu˜1+u˜2
)
.
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By Lemma 2.11, it is easy to see that u1(r) + 2 ln r ≤ u1(R4) + 2 ln R4 for
any r ∈ [R3, R5). So for any R3R4 < r <
R5
R4
we have
(2.78) u˜2(r) + 2 ln r < u˜1(r) + 2 ln r ≤ u˜1(1) = ln E
2
2(1+ a1)
+ o(1).
Moreover, (2.76) gives u˜2(1) → −∞ as ε → 0.
Step 3. We claim that
R3
R4
→ 0 and R5
R4
→ ∞ as ε → 0.
Recall from Lemma 2.11 that −2 ≤ ru˜′1(r) = R4ru′1(R4r) ≤ R3u′1(R3) ≤
C for r ∈ [R3R4 , 1]. By the mean value theorem, we have
u˜1(1)− ln
(
R23e
u1(R3)
)
− 2 ln R4
R3
= u˜1(1)− u˜1
(
R3
R4
)
≤ C
(
R4
R3
− 1
)
.
Recalling R23e
u1(R3) → 0 and (2.78), we conclude that R3R4 → 0 as ε → 0.
By (2.78) and R−24 e
u˜k(r) = euk(R4r) < 1 for any r ∈ [R3R4 ,
R5
R4
), it is easy to
deduce from (2.77) that |(ru˜′k)′(r)| ≤ C/r for all r ∈ [R3R4 ,
R5
R4
). Consequently,
u˜1 is uniformly bounded in Cloc((
R3
R4
, R5R4 )) and u˜2 → −∞ uniformly on any
compact subset K ⊂⊂ (R3R4 ,
R5
R4
). This, together with the definition of R5,
yields R5R4 → ∞ as ε → 0.
Step 4. We claim that u˜1 → ω1 in C2loc((0,∞)) as ε → 0, where
(2.79) ω1(r) = ln
2E2rE−2
(1+ a1)(1+ rE)2
for r ∈ (0,∞),
and E is seen in (2.75). Consequently,
(2.80)
∫ ∞
0
reω1dr =
2
1+ a1
E.
By Step 3, up to a subsequence,wemay assume that u˜1 → ω1 in C2loc((0,∞)),
where ω1 satisfies
(2.81)


ω′′1 +
1
r
ω′1 = −(1+ a1)eω1 ,
ω1(r) + 2 ln r ≤ ω1(1) = ln E
2
2(1+ a1)
,
for r ∈ (0,∞).
Since ω′1(1) = −2 and rω′1(r) is strictly decreasing on (0,∞), it is easy
to prove that
∫ ∞
0 re
ω1dr < ∞. Recalling −2 ≤ ru˜′1(r) = R4ru′1(R4r) ≤
R3u
′
1(R3) = E− 2+ o(1) for all r ∈ [R3/R4, 1], we easily obtain
2γ1 := lim
r→0
rω′1(r) ∈ (−2, E− 2].
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In conclusion, ω1 is a radial solution of the Liouville equation with singular
sources
∆v+ (1+ a1)e
v = 4piγ1δ0 in R
2,
∫ ∞
0
revdr < ∞.
Since γ1 > −1, again by the classification result due to Prajapat and Taran-
tello [26], there holds
ω1(r) + ln(1+ a1) = ln
8λ(1+ γ1)
2r2γ1
(1+ λr2γ1+2)2
for some constant λ > 0. By ω′1(1) = −2 and ω1(1) = ln E
2
2(1+a1)
, a direct
computation gives γ1 =
E−2
2 and λ = 1. This proves (2.79) and (2.80).
Clearly, the above argument also shows that u˜1 → ω1 in C2loc((0,∞)) as
ε → 0 (i.e., not only along a subsequence).
Step 5. We prove (2.73).
Given any µ ∈ (0, δ). By (2.79)-(2.80), there exist small constant bµ ∈
(0, 1) and large constant dµ > 1 such that
b2µe
ω1(bµ) + d2µe
ω1(dµ) +
∣∣∣∣∫ dµ
bµ
reω1dr− 2E
1+ a1
∣∣∣∣ < µ2 ,
bµω
′
1(bµ) + 2 ≥
2
3
E, dµω
′
1(dµ) + 2 ≤ −
2
3
E.
Consequently, since u˜1 → ω1 in C2([bµ, dµ]), there exists sufficiently small
εµ > 0 such that for each ε ∈ (0, εµ), we have
b2µe
u˜1(bµ) + d2µe
u˜1(dµ) +
∣∣∣∣∫ dµ
bµ
reu˜1dr− 2E
1+ a1
∣∣∣∣ < µ,
bµu˜
′
1(bµ) + 2 ≥
1
2
E, dµu˜
′
1(dµ) + 2 ≤ −
1
2
E.
Recalling that ru˜′1(r) = R4ru
′
1(R4r) is strictly decreasing on (
R3
R4
, R5R4 ), we
obtain ru˜′(r) + 2 ≤ − 12E for all r ∈ [dµ, R5R4 ), which implies that r2+
1
2Eeu˜1(r)
decreases on [dµ,
R5
R4
) and so
(R4r)
2eu1(R4r) = r2eu˜1(r) ≤ d2µeu˜1(dµ) < µ for any r ∈
[
dµ,
R5
R4
)
.
Furthermore, ∫ R5
dµR4
reu1dr =
∫ R5
R4
dµ
reu˜1dr ≤ 2
E
d2µe
u˜1(dµ) <
2
E
µ.
Similarly, by ru˜′(r) + 2 ≥ 12E for all r ∈ [R3R4 , bµ], we can prove∫ bµR4
R3
reu1dr =
∫ bµ
R3
R4
reu˜1dr ≤ 2
E
b2µe
u˜1(bµ) <
2
E
µ.
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Since
∫ dµR4
bµR4
reu1dr =
∫ dµ
bµ
reu˜1dr, (2.73) follows immediately. This completes
the proof. 
Lemma 2.16. Given any tε ∈ (R4,ε, R5,ε] such that tε < ∞ and tεR4,ε → ∞ as
ε → 0. Then lim
ε→0
t2ε e
uk,ε(tε) = 0 for k = 1, 2 and
lim
ε→0
tεu
′
1,ε(tε) = −2α1, lim
ε→0
tεu
′
2,ε(tε) = −2α2,
where α1, α2 are seen in (2.9)-(2.10).
Proof. Since tR4 → ∞, by repeating the argument of Step 5 in Lemma 2.15,
it is easy to prove that t2eu2(t) ≤ t2eu1(t) → 0 and∫ t
R3
reu1dr → 2E
1+ a1
as ε → 0.
Recalling
∫ R5
R3
reu2dr → 0 (see Lemma 2.12), (2.67), (2.57)-(2.58) and (2.75),
we conclude
lim
ε→0
tu′1(t) = lim
ε→0
[
R3u
′
1(R3)− (1+ a1)
∫ t
R3
reu1dr
]
= E− 2− 2E
= −2α1,
lim
ε→0
tu′2(t) = lim
ε→0
[
R3u
′
2(R3) + a2
∫ t
R3
reu1dr
]
= − 2a2
1+ a1
(γ˜ + N˜1)− 2N˜2 − 2+ 2a2
1+ a1
E
= − 2a2
1+ a1
3A− 4B
A
γ˜− 2a2
1+ a1
A− 4B
A
N˜1 − 2A− 4B
A
N˜2 − 2
= −2α2.
This completes the proof. 
Lemma 2.17. There exists a small ε7 ∈ (0, ε6) such that for each ε ∈ (0, ε7), there
holds ru′2,ε(r) < −2− α˜2 for all r ∈ [R3,ε, R∗ε ). Consequently,
(2.82) lim
ε→0
∫ R∗ε
R3,ε
reu2,εdr ≤ 1
α˜2
lim
ε→0
R23,εe
u2,ε(R3,ε) = 0.
Proof. Recall that α˜k = αk− 1 > 0 for k = 1, 2 and (2.66) gives that ru′2,ε(r) ≤
−2 − 32 α˜2 for r ∈ [R3,ε, R5,ε). Assume by contradiction that there exist a
sequence εn ↓ 0 and tn ∈ [R5,εn , R∗εn) such that tnu′2,εn(tn) = −2− α˜2 and
ru′2,ε(r) < −2 − α˜2 for r ∈ [R3,εn , tn). We will omit the subscript εn for
convenience. Clearly R5 < tn < R
∗. Since R5R4 → ∞, Lemma 2.16 yields
limn→∞ R25euk(R5) = 0 for k = 1, 2 and
(2.83) lim
n→∞ R5u
′
1(R5) = −2− 2α˜1, limn→∞ R5u
′
2(R5) = −2− 2α˜2.
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Since ru′2(r) < −2− α˜2 for r ∈ [R3, tn), we have
(2.84)
∫ tn
R3
reu2dr ≤ 1
α˜2
R23e
u2(R3) → 0 as n → ∞.
Recall from (2.61) that sup[R3,R5] u1 → −∞ as n → ∞. Since u2 ≤ u1 on
[R3, R5], we have sup[R3,tn] u2 → −∞ as n → ∞.
Step 1. We claim that u′1 < 0 on [R5, tn] for n sufficiently large. Conse-
quently, sup[R3,tn] u1 → −∞ as n → ∞.
Suppose that, up to a subsequence, there exists rn ∈ [R5, tn] such that
u′1(rn) = 0 and u′1(r) < 0 for r ∈ [R5, rn). Then for n sufficiently large,
u1 < ln δ and so F1 < 0, −F2 < 2eu2 on [R5, rn], which imply that (ru′1)′ =
r[(1+ a1)F1 − a1F2] ≤ 2a1reu2 on [R5, rn]. Consequently,
0− R5u′1(R5) =
∫ rn
R5
(ru′1)
′dr ≤ 2a1
∫ rn
R5
reu2dr ≤ 2a1
∫ tn
R3
reu2dr → 0
as n → ∞, which yields a contradiction with (2.83).
Step 2. We claim that ru′1(r) < −2− α˜1 on [R5, tn] for n large enough.
Consequently,
(2.85)
∫ tn
R5
reu1dr ≤ 1
α˜1
R25e
u1(R5) → 0 as n → ∞.
By Step 1 and (2.83)-(2.84), wemay take n large enough such that (ru′1)
′ ≤
2a1re
u2 on [R5, tn], R5u′1(R5) < −2− 32 α˜1 and 2a1
∫ tn
R5
reu2dr < 12 α˜1. Then for
any r ∈ [R5, tn], we have
ru′1(r) ≤ R5u′1(R5) + 2a1
∫ r
R5
teu2dt < −2− α˜1.
Step 3. We complete the proof.
Similarly as Steps 1-2, we may take n large enough such that (ru′2)′ =
r[(1 + a2)F2 − a2F1] ≤ 2a2reu1 on [R5, tn], so we conclude from (2.83) and
(2.85) that
−2− α˜2 = tnu′2(tn) ≤ R5u′2(R5) + 2a1
∫ tn
R5
reu1dr → −2− 2α˜2
as n → ∞, a contradiction with α˜2 > 0. This completes the proof. 
We are now in a position to complete the proof of Theorem 2.3 for α1 > 1.
Completion of the proof of Theorem 2.3 for α1 > 1. For each ε ∈ (0, ε7), we take
a number tε ∈ (R4,ε, R5,ε) such that tεR4,ε → ∞ as ε → 0. Then Lemma 2.11
gives u2,ε(tε) < u1,ε(tε) < ln δ. Moreover, by Lemma 2.16 we have
lim
ε→0
t2ε e
uk,ε(tε) = 0, lim
ε→0
tεu
′
1,ε(tε) = −2α1, lim
ε→0
tεu
′
2,ε(tε) = −2α2.
Combining these with (2.82), we can repeat the argument of Steps 1-2 in
Lemma 2.17 to conclude the existence of ε8 ∈ (0, ε7) such that ru′1,ε(r) <
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−2− α˜1 on [tε, R∗ε ) for any ε ∈ (0, ε8). Consequently,
(2.86)
∫ R∗ε
tε
reu1,εdr ≤ 1
α˜1
t2ε e
u1(tε) → 0 as ε → 0.
Now we consider ε ∈ (0, ε8). Recall from Lemma 2.17 that ru′2,ε(r) <
−2− α˜2 on [R3,ε, R∗ε ). It turns out that both u1,ε and u2,ε decrease on [tε, R∗ε ),
which implies uk,ε(r) < uk,ε(tε) < ln δ for any r ∈ (tε, R∗ε ) and k = 1, 2.
By the definition of R∗ε , we conclude that R∗ε = ∞, namely (u1,ε, u2,ε) is an
entire solution for ε ∈ (0, ε8). By Theorem A, there exists (α1,ε, α2,ε) ∈ Ω
such that
uk,ε(r) = −2αk,ε ln r+O(1) as r → ∞, k = 1, 2.
Recall that |(ru′k,ε)′| = r|(1+ ak)Fk − akF3−k| ≤ Cr(eu1,ε + eu2,ε) for k = 1, 2.
By (2.82), (2.86) and R∗ε = ∞, we obtain∣∣−2αk,ε − tεu′k,ε(tε)∣∣ ≤ C ∫ ∞
tε
r(eu1,ε + eu2,ε)dr → 0 as ε → 0
for k = 1, 2. Therefore, lim
ε→0
(α1,ε, α2,ε) = (α1, α2).
Observe from (2.47) and Lemma 2.17 that u′2,ε(r) < 0 for all r > R2,ε.
Besides, Lemma 2.4 shows that sup[0,R1,ε ] u2,ε → −∞. Combining thesewith
(2.36), we conclude sup
R2
u2,ε → −∞ as ε → 0.
This completes the proof. 
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