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We uncover an aspect of the Kibble–Zurek phenomenology, according to which the spectrum
of critical exponents of a classical or quantum phase transition is revealed by driving the system
slowly in directions parallel to the phase boundary. This result is obtained in a renormalization
group formulation of the Kibble–Zurek scenario, and based on a connection between the breaking
of adiabaticity and the exiting of the critical domain via new relevant directions induced by the
slow drive. The mechanism does not require fine tuning, in the sense that the scaling of subleading
operators occurs as the dominant power law in an extensive regime of drive parameters. Therefore,
it should be observable in quantum simulators or dynamically tunable condensed matter platforms.
Introduction – Universality near classical and quantum
second order phase transitions builds on the fact that
long wavelength fluctuations are freed by the fine tun-
ing to the critical point, and dominate the macroscopic
physics. This is quantified by only few independent ob-
servable critical exponents, universal numbers which are
independent of microscopic details and determined ex-
clusively by the symmetries and the dimensionality of
the system. However, universality extends beyond these
leading (also termed ‘relevant’) exponents to an entire
spectrum of universal exponents (see e.g. [1–3]). Yet,
this fully universal information is not easily accessible in
static experiments (see e.g. [2, 4–6]), or even numerics
– the subleading character of the associated power laws
is overwritten by the more dominant exponents, and re-
quires decades of scaling or extreme fine-tuning for their
resolution (see e.g. [7–11]), which is usually not avail-
able. Exceptions to this scenario are available in con-
formal field theories, where a relation between the scal-
ing dimensions of operators and the energy spectrum has
been established [12–15] as well as in transitions with a
dangerously irrelevant coupling, where specific irrelevant
exponents are accessible [16].
In this work, we demonstrate that subleading univer-
sal exponents can be turned into leading ones by slowly
driving the system in the vicinity of a second order phase
transition, classical or quantum, and circumventing the
need of fine tuning. This allows for the detection of these
exponents in a robust way, and we provide a simple lon-
gitudinal drive protocol [17] to do so in dynamical exper-
iments (see Fig. 1a).
Basic physical mechanism – This result is obtained
by a systematic reformulation and generalization of the
Kibble-Zurek (KZ) scenario of diabatic decoupling in a
time-dependent adiabatic Renormalization Group (RG)
language [3]. The KZ mechanism [18–28] describes the
behavior of a system when slowly ramping the parame-
ters through a second order phase transition: At a point
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FIG. 1. (a): We schematically represent the system’s phase
diagram as a function of two couplings. Two different drive
protocols are represented as blue (left) and red (right) lines.
As the phase transition is approached, the correlation length
increases as ξ ∼ |δt|−ν until adiabaticity breaks. Then ξ sat-
urates to a value that scales with the drive amplitude (insets,
which are log-log plots) according to the usual KZ scaling
(transversal drive) ξ ∼ v−νi with νi = ν/(1 + zν) for v < v∗.
z is the dynamical critical exponent. When v > v∗, the scal-
ing crosses over to νi = 1/(z − $) (longitudinal drive), and
$, the exponent characterising the first correction to scaling
at criticality, is visible. The crossover amplitude v∗ can be
made to interpolate between ∞ and 0 by changing the an-
gle between the direction of the drive protocol and the phase
boundary. (b): We represent the spectrum of equilibrium
critical exponents (blue, left) together with the exponents re-
sulting from a linear drive (right, red). The drive shifts the
whole spectrum down by z and makes new relevant exponents
out of irrelevant ones.
in parameter space close enough to the phase transition,
where the driving rate becomes comparable to the sys-
tem’s gap, the system crosses over from adiabatic to dia-
batic. Beyond that point, defects lead to a cutoff for the
scaling of the correlation length (and far from equilibrium
dynamics [29]). A quantitative prediction of this mecha-
nism is the scaling of the crossover scale itself; according
to the KZ hypothesis, this scaling involves exclusively the
exponents of the underlying equilibrium critical point.
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2The structure of the adiabatic flow equations reduces
the KZ hypothesis to the conventional scaling hypoth-
esis: no independent information is encoded in them
[24, 30, 31]. This is because a slow drive only affects the
infrared physics (conversely, a fast drive acts in the ultra-
violet and can produce new critical exponents [32]). The
most important new implication of our analysis is, how-
ever based on the downshift of the spectrum of critical
exponents (see Fig. 1b): Exponents that are subleading
(positive sign) in the static problem now become leading
(negative sign). This implies that they must manifest
themselves in physical observables. And indeed, we show
that in a slow ramp in parameter space that crosses the
phase boundary at a shallow angle, the previously sub-
leading scaling exponents become accessible to experi-
ments.
Since our scenario comprises both quantum and clas-
sical second order phase transitions, it comes in timely
for larger scale quantum simulators such as the recently
emerging Rydberg platforms that have already demon-
strated the traditional KZ scaling [33]. But it is equally
suitable for condensed matter [34–36], ultracold atom
[33, 37–43], superconducting [44, 45], optical cavity [46–
49] or even hydrodynamic [50] setups that offer the op-
portunity of slow parameter variations while exploring
critical points [25].
Adiabatic RG flow equations and exponent shift – All
information about the near equilibrium critical physics –
i.e. the exact scaling dimensions of all operators - is con-
tained in the full set of adiabatic flow equations. These
are obtained from the usual equilibrium flow equations by
promoting the static couplings to time-dependent ones,
k∂kgˆ = [D1 + η(gˆ)D2] gˆ − z(gˆ)gˆ′tˆ+ β(gˆ) . (1)
The above equation depends on time through
the couplings, which are bundled in the vector
gˆ = gˆ(tˆ) = (gˆ1(tˆ), gˆ2(tˆ), . . . ). We work in rescaled
units where the canonical and anomalous components of
the scaling dimensions are accounted for by the diagonal
matrices Di and the anomalous dimension η. The
second term on the right-hand-side emerges because of
the time dependence of the couplings (see Sect. A), and
the prime denotes a derivative with respect to tˆ. This
term comes from the additional cutoff dependence of gˆ
through tˆ = kzt.
In essence, the KZ mechanism identifies the drive rate
beyond which adiabaticity breaks, approaching it from
below. It is therefore amenable to the adiabatic approx-
imation. Later on we will study the breakdown of adia-
baticity and its relation to our RG approach, which we
describe right now.
We consider a quasistatic setup, where the initial con-
ditions are in the infinite past. The time-dependent dy-
namics are fully characterised by the couplings and their
time-dependence, which we choose to be gˆ(tˆ) = gˆ0 + gˆ1tˆ
for definiteness. Expanding Eq. (1) to first order in tˆ and
identifying the coefficients leads to
k∂kgˆ0 = (D1 +D2η) gˆ0 + βˆ , (2)
k∂kgˆ1 = (D1 +D2η − z)gˆ1 +
[
∂η
∂gˆ
·gˆ1
]
D2gˆ0 +
∂βˆ
∂gˆ
· gˆ1 .
Eq. (2) can be interpreted as describing a stationary sys-
tem (with coupling given by gˆ0) in the presence of a small
drive amplitude gˆ1. The explicit time-dependence is
traded for a doubling of the number of flowing couplings
by joining gˆ0 and gˆ1 into a single vector ~ˆg = (gˆ0, gˆ1).
The system’s beta functions are obtained by joining
Eqs. (2), k∂k~ˆg = (k∂kgˆ0, k∂kgˆ1) = ~β(~ˆg). The critical
physics is then characterised by the fixed point couplings
~g∗ = (g∗,0), which satisfy ~β(~g∗) = 0, and the stability
matrix
M =
(
M0 X
0 M1
)
, (3)
which is the Jacobian matrix of ~β(~ˆg), evaluated at the
fixed point. M has an upper-triangular-block structure,
with each element of Eq. (3) being a square matrix with
the same dimensionality as gˆ. This structure emerges
because we are describing physics close to equilibrium.
The flow of gˆ1 must vanish when there is no drive:
k∂kgˆ1 ∼ |gˆ1|. The diagonal blocks ofM are fully resolved
by the adiabatic approximation already at leading order,
and are given by Eq. (B5). At equilibrium gˆ1 = 0 and
only the upper-left block M0, remains. As a result of the
adiabatic structure, the diagonal blocks are shifted copies
of each other, M1 = M0 − z. The upper-right block of
M is sensitive to the adiabatic approximation. Although
we find X = 0 from Eq. (2), taking into account nonadi-
abatic correction leads to X 6= 0 (see Sect. B).
This upper-triangular-block structure implies that the
critical exponents (eigenvalues of M) are the eigenvalues
of M0 and M1, and are thus independent of X. This
leads to two key observations: First, the upper-left block
of the stability matrix is the only element ofM capable of
producing independent critical exponents. This provides
an RG justification of the KZ hypothesis: a slow drive
does not produce any new critical exponents (see also [30,
31]). Second, the relation between the diagonal blocks of
M (M1 = M0−z) implies that the equilibrium spectrum
of critical exponents is doubled and shifted downwards by
a factor z (see Fig. 1b). Intriguingly, a coupling that is
irrelevant at equilibrium, and characterised by a positive
critical exponent $, can thus be made relevant if $ < z.
This means that this exponent must appear somewhere in
the leading critical behavior of the slowly driven system,
i.e. it must be observable. We use the RG terminology
’relevant’ and ’irrelevant’ to denote negative and positive
critical exponents (eigenvalues of M) respectively.
Example – We now consider a concrete model and
show how the newly relevant operators can be observed.
We choose interacting O(N) models, where the critical
physics is governed by the Wilson-Fisher fixed point. See
3e.g. [51] (and references therein), where the spectrum of
critical exponents, which is θα = 2α − 3 + O(1/N) at
large N (with α ≥ 1 integer), is estimated for all values
of N and d = 3. θ1 = −y is the only relevant exponent
and θα>1 > 0 is irrelevant. The exponents take values
θ1 ∈] − 1.9,−1.0[ and θ2 = $ ∈]0.6, 1.0[, θ3 ∈]2.8, 3.5[,
θ4 ∈]4.9, 6.5[ for finite values of N . We see that (assum-
ing that z is not much smaller than its canonical value)
a linear drive changes the relevance of a single operator.
Then the four most relevant exponents,
θ1 = −y , θ2 = $ , −z − y , −z +$ , (4)
are associated with three relevant and one irrelevant op-
erator. The corresponding equilibrium system is con-
trolled by the two parameters associated with the rele-
vant and irrelevant exponents −y and $.
Adiabaticity breaking and RG analysis – The RG fixed
point is responsible for the second order phase transition
and the associated criticality, which is visible when the
rescaled microscopic couplings are tuned close to it. In
that case the right-hand-side of the flow equations can be
linearised ~β ∼= M ~G(k), with ~G(k) = ~ˆg(k)−~g∗. As long as
the components of ~G(k) are small, the solution of Eq. (2)
is
~G(k) ∼= c1
(
Λ
k
)y
~v1 + c2
(
Λ
k
)−$
~v2
+ c3
(
Λ
k
)y+z
~v3 + c4
(
Λ
k
)z−$
~v4 , (5)
with ~vi the four eigenvectors ofM and ci defined through
~G(Λ) =
∑
i ci~vi. Λ is the scale at which the RG flow
is initiated and where the microscopic couplings are de-
fined. In the critical region the components of ~G(Λ) (and
therefore ci) are small. |~G(k)| increases however as k de-
creases and there is a scale k0, below which Eq. (5) is no
longer applicable. Away from the fixed point (and thus
on spatial scales larger than 1/k0) the physics is nonuni-
versal. k0 then separates the universal and nonuniversal
regimes, and can be identified with the inverse correla-
tion length ξ = 1/k0. It can be estimated by picking
the largest among the three values of k for which the
projections of ~G(k) along ~v1, ~v3 and ~v4 are respectively
±1,
1/ξ ∼ k0 = ΛMax
[
|c1|1/y, |c3|1/(y+z) , |c4|1/(z−$)
]
. (6)
In particular, the standard equilibrium scaling of the cor-
relation length is obtained from this condition: In the
absence of drive c3 = c4 = 0 (see Sect. C), the flow
leaves the fixed point along ~v1, and we can identify c1
with the reduced temperature c1 ∼ δt = (T − Tc)/Tc to
find ξ ∼ |δt|−ν with ν = 1/y (see Fig. 2).
If the drive is strong enough, the projection of ~G(k)
along ~v3,4 takes over, and k0 is determined by c3,4. Adi-
abaticity is broken in this regime. Indeed, the adia-
batic approximation is good when the correlation time
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FIG. 2. In the presence of a drive, there are three relevant
directions, and the RG flow can escape the fixed point (empty
circles) from its microscopic initial conditions at k = Λ (filled
circles) along multiple paths. They describe three distinct
scenarios, separated by the grey shadowed surface: If the
drive is slow enough (grey lines at the front), then the sys-
tem is adiabatic and ξ ∼ |δt|−ν . When |c3| dominates (blue
lines on the top), then ξ ∼ |c3|−ν/(1+zν) (the drive is transver-
sal) and when |c4| is big enough (red lines on the right) then
ξ ∼ |c4|−1/(z−$) (longitudinal drive).
τ = 1/g10 (we choose the system’s gap to be the first
coordinate of g0), is smaller than the drive time-scale,
which is Tα = |gα0 /gα1 |, for each coupling. As we show in
Sect. D, there is a direct relation between the exiting of
the vicinity of the fixed point and the breaking of adia-
baticity. This is quantified by the ratio of the two time
scales
α(k) ∼=
∣∣∣∣ gˆα1 (k)g∗1g∗α
∣∣∣∣ , (7)
and adiabaticity holds as long as α remains small along
the RG flow. Although, the physics is adiabatic at k = Λ
because |gˆ1(Λ)|  1 close to the fixed point, α increases
as k decreases. When the flow leaves the fixed point along
~v3,4, it is because the drive couplings have become large
|gˆ1(k0)| ∼ 1. Then α(k0) ∼ 1 and adiabaticity is broken.
The closer the system is to the critical point, the
smaller δt (and k0) and the larger the correlation length
ξ ∼ |δt|−ν . The latter does not diverge however be-
cause c3,4 eventually take over and break adiabaticity
(see Fig. 3b). At that point we use Eq. (6) and find
that ξ ∼ |δt|−ν ∼ |c3,4|−ν3,4 . Crucially, since there are
two new relevant directions, there are also two possible
exponents: ν3 = ν/(1 + zν) is the usual KZ exponent,
and ν4 = 1/(z −$) is a new one containing the irrelevant
exponent $. We emphasize that the difference in expo-
nents is significant: For example, for the O(N) model at
N−1 = 0 and with z ∼= 2, ν3 ∼= 1/3 and ν4 ∼= 1.
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FIG. 3. (a): We represent the time dependence of the cor-
relation length for different drive amplitudes. As the system
is driven across the phase transition ξ increases as ξ ∼ |δt|−ν
until adiabaticity breaks. Then ξ saturates to a value that
increases as the drive rate decreases, ξ ∼ v−νi . There are two
scaling regimes (a, inset, log-log plot). For v < v∗ (transversal
drive), the usual KZ scaling is visible νi = ν/(1+zν), while for
v > v∗ (longitudinal drive) the new exponent νi = 1/(z −$)
emerges. (b): The crossover amplitude v∗, depends on the
drive direction (parametrised by the angle θ). v∗ can be made
arbitrarily small by choosing θ close enough to pi/2.
Observability and robustness – In the absence of drive
we have c3,4 = 0. Different points along the phase bound-
ary are reached by changing c2 (with c1 ∼ δt fixed). See
Fig. 1a. c3,4 are analogous to c1,2 and correspond to two
linearly independent directions in which the system can
be driven (see Fig. 1a). We denote v the drive amplitude
and θ its direction,
v =
(
c3
c4
)
= v
(
cos(θ)
sin(θ)
)
. (8)
We find that c3 and c4 can be interpreted as drives across
and along the phase boundary, respectively (see Sect. C).
If θ = 0, c4 = 0, and the correlation length saturation
scales as ξ ∼ v−ν3 , which is the usual KZ scaling. On the
other hand, when θ = pi/2, c3 = 0, and ξ ∼ v−ν4 . The
irrelevant critical exponent $ is visible. In the first case,
the system is driven transversally to the phase boundary,
while the drive is longitudinal in the second case.
Crucially, a fine tuning of θ is not necessary, and both
transversal and longitudinal scalings can be observed for
an extended regime. Indeed, for v fixed, the correlation
length is bigger for smaller δt but saturates to a finite
value (as δt → 0) that is the smallest of the two under-
lying scales ξ3,4 ∼ v−ν3,4 (see Fig. 3a). See [52] where a
similar picture emerges. For v small enough, this is al-
ways ξ3. There is however a crossover drive amplitude v∗,
above which ξ3 > ξ4. It is obtained through |c3|1/(y+z) =
|c4|1/(z−$), and its dependence on θ can be estimated
for angles close to zero and pi/2: v∗ ∼ θ−(zν+1)/($ν+1)
for θ  1 and v∗ ∼ |θ − pi/2|ν(z−$)/(1+ν$) for θ ∼= pi/2
(see Fig. 3b). The longitudinal scaling emerges when θ
is close enough to pi/2 and v∗ is small.
Finally, we connect our quasistatic findings, which are
based on fixed values of δt and v, to an experimental
procedure. The full time dependence is obtained by ap-
plying the above results with δt and v determined by
the instantaneous value of the couplings and their time
derivatives. As the system is driven through the phase
transition at a fixed rate, δt diminishes while v remains
fixed. The correlation length rises as the phase boundary
is approached and saturates when adiabaticity eventually
breaks (see Fig. 3a). This saturation value scales with v
according to our quasistatic analysis at the moment of
adiabaticity breaking (see Fig. 3a, inset). The longitu-
dinal and transversal scalings are visible for v > v∗ and
v < v∗ respectively, and v∗ can be made arbitrarily small
by crossing the phase boundary at a shallow enough an-
gle.
Defects may be created depending on the specifics of
the model. Then their density is evaluated from the cor-
relation volume nd ∼ ξ−d ∼ vdνi (see e.g. [26]), like-
wise carrying information on the irrelevant exponent for
v > v∗.
Spectrum of irrelevant exponents – In principle, the
whole spectrum of irrelevant exponents is accessible
through an appropriate slow drive. Indeed, considering
a higher order drive gˆ = gˆ0 + gˆ2tˆ2/2 produces a dou-
bly shifted copy of the spectrum of critical exponents:
M2 = M0 − 2z (see Sect. B). In particular the newly rel-
evant exponent θ3 − 2z produces a scaling regime with
ξ ∼ v−1/(2z−θ3) and enables the observation of the next
irrelevant exponent θ3 by adjusting gˆ2 longitudinally to
the phase boundary. In that case however, there are two
newly relevant exponents since$−2z < 0 as well, and the
second order drive must follow the phase boundary along
the eigenvector of M corresponding to θ3 (see Sect. C).
As this procedure is iterated the dimensionality of the
parameter space grows by one for each newly relevant
critical exponent. The general principle can be seen as
follows: Consider an equilibrium phase diagram with r+1
axes, with one direction crossing the transition (equilib-
rium relevant parameter, transversal direction) and r ir-
relevant (longitudinal) directions. Then, a polynomial
drive of order r can activate the first r irrelevant critical
exponents.
Conclusion – In an RG language, the KZ mechanism al-
lows one to observe relevant critical exponents by driving
along a relevant scaling direction, i.e. transversally to the
phase transition line or surface. We have shown that the
irrelevant exponents can be made relevant, and therefore
observable, by driving longitudinally to the critical sur-
face. The observability is robust, persisting to the pres-
ence of weak transversal drive components. The quan-
titative difference between the exponents is quite signifi-
cant if, as usually the case, the full critical exponents are
close enough to the canonical ones. It therefore stands to
reason that the mechanism uncovered here may underlie
some of the difficulties in determining critical exponents
5in KZ experiments [45], and may help to foster progress
in this direction.
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Appendix A: Derivation of the RG flow equations
At leading order in the adiabatic approximation, the
dimensionful RG flow equations are given by
k∂kg(t) = B(g(t), Z(t), Q(t)) ,
k∂kZ(t) = η(g(t), Z(t), Q(t))Z(t) ,
k∂kQ(t) = z(g(t), Z(t), Q(t))Q(t) . (A1)
Z(t) and Q(t) are the field strength and time rescaling
factors respectively. At an RG fixed point they scale as
Z ∼ kη and Q ∼ kz and provide the anomalous dimen-
sion and the dynamical scaling exponent respectively.
These equations are converted to their dimensionless
form [Eq. (1)] by rescaling the time and the elements of
g with appropriate powers of the RG scale k, and the
rescaling factors Z and Q,
tˆ = Qt , gˆ(tˆ) = kD1ZD2g(tˆ/Q) . (A2)
We define
β(gˆ) = kD1ZD2B(gˆk−D1Z−D2 , Z,Q) , (A3)
where the rescaling (choice of D1 and D2) is made in
such a way that Z and Q drop out on the left-hand-side.
Then we obtain Eq. (1) with the anomalous dimension
and the dynamical critical exponents being functions of
the rescaled couplings
η(gˆ) =
k∂kZ
Z
, z(gˆ) =
k∂kQ
Q
. (A4)
Appendix B: Structure of the stability matrix
In this section we show how the structure of the sta-
bility matrix emerges from the adiabatic approximation.
Although we consider in principle the full RG flow equa-
tions without approximation, we use a representation of
the flowing couplings and the RG flow equations that is
particularly suited to the adiabatic approximation,
gˆ(tˆ) =
∑
i
gˆi
tˆi
i!
. (B1)
In the presence of a drive, the dimensionless RG flow
equations take the form
k∂kgˆ(tˆ) = (D1 + η[gˆ]D2) gˆ − z[gˆ]gˆ′tˆ+ β(gˆ) +L(gˆ)[gˆ′] .
(B2)
Every term in the above equation depends on the rescaled
time tˆ explicitly, or through gˆ(tˆ) and its time-derivatives.
The square brackets denote the functional dependence
X[f ] = X(f(t), f ′(t), f ′′(t), . . . ). The last term on the
right-hand-side of Eq. (B2) contains the nonadiabatic
loop corrections. It vanishes in the absence of drive
L(gˆ)[0] = 0. The remaining nonadiabatic effects are in-
cluded in the functional dependence of η and z on gˆ.
At leading order in the adiabatic approximation we re-
cover Eq. (1) by setting L(gˆ)[gˆ′] = 0, η[gˆ] = η(gˆ) and
z[gˆ] = z(gˆ).
In the presence of an arbitrary drive Eq. (B1), the RG
flow equations of gˆi are obtained by Taylor expanding
Eq. (B2) in powers of tˆ,
k∂kgˆi =
∂i
∂tˆi
k∂kgˆ(tˆ)
∣∣∣∣
tˆ=0
, (B3)
with Eq. (B2) inserted on the right-hand-side. Then, the
different blocks of the stability matrix are obtained by
differentiating the above equation with respect to gˆi and
evaluating at gˆ(t) = g∗,
Mij =
∂i+1
∂gˆj∂tˆi
k∂kgˆ(tˆ)
∣∣∣∣
tˆ=0,gˆ0=g∗,gˆk>0=0
, (B4)
with Eqs. (B2) and (B1) inserted on the right-hand-side.
It is easier to evaluate the above equation if we start with
the derivatives with respect to gˆi. Indeed, evaluating
the couplings at gˆ(t) = g∗ simplifies greatly the time-
dependence. We find that the stability matrix is block
upper triangular (Mij = 0 if j < i) with
Mii = D1 + ηD2 +D2g
∗ ∂η
∂g0
− iz + ∂β
∂g
Mi<j =
∂η
∂gj−i
D2g
∗ +
∂L
∂gj−i
. (B5)
Each of these blocks are square matrices with the dimen-
sion of the space of equilibrium couplings. We use Greek
indices [with α, β = 1, 2, . . . ,dim(g)] to denotes their co-
ordinates and give an explicit expression for M00,
[M00]αβ = [D1]αβ + η[D2]αβ + [D2g
∗]α
∂η
∂gˆβ
∣∣∣∣
g∗
+
∂βˆα
∂gˆβ
∣∣∣∣∣
g∗
,
which makes the notation used in Eq. (B5) clear. This
shows that all the diagonal blocks [referred to as M0 and
M1 in Eq. (3)] are determined from the equilibrium block
Mii = M00 − iz . (B6)
6Appendix C: Transversal and longitudinal drives
The structure of the stability matrix enables its diago-
nalisation in terms of the eigensystem of the equilibrium
stability matrix M0. This in turn leads to a classifica-
tion of the different drive protocols as longitudinal and
transversal when the drive protocol is truncated to a fi-
nite order
gˆ(tˆ) =
r∑
i=0
gˆi
tˆi
i!
. (C1)
Let us denote the eigensystem of M0 as
M0v
α = θαv
α , (C2)
with α ≥ 1 integer. In the notation of the main text we
have θ1 = −y = −1/ν and θ2 = $. The eigenvalues of
the full stability matrix are given by the eigenvalues of
its diagonal blocks becauseM is upper-triangular. More-
over the general relation between the different diagonal
blocks Eq. (B6), implies that the spectrum of M comes
in downward shifted copies of the equilibrium spectrum
M~vαj = (θα − jz)~vαj . (C3)
In the main text, we use the notation ~v1 = ~v10 , ~v2 = ~v20 ,
~v3 = ~v
1
1 and ~v4 = ~v21 [see Eq. (5)].
The eigenvectors of M are expressed in terms of the
eigenvectors of M0 [see Eq. (C2)] and the off-diagonal
elements of M . They take the following form
~vαj =
(
Aαj1,A
α
j2, . . . ,A
α
jj−1,v
α,0,0, . . .
)
. (C4)
Aαjk are vectors that depend on v
α and the different
blocks of M . They can be computed recursively starting
from Aαjj−1 = [θα − z −M0]−1Mj−1,jvα. The impor-
tant element of the above equation is that the jth block
of ~vαj is given by the equilibrium eigenvector vα. This has
a useful effect on the expansion of the microscopic cou-
plings onto the eigenvectors of M , ~G(Λ) =
∑
αj cαj~v
α
j
[analogous to Eq. (5) with c1 = c10, c2 = c20, c3 = c11
and c4 = c21]. Recall that ~G = (G0, gˆ1, . . . , gˆr,0, . . . ) is
the super-vector containing all the parameters of the
drive protocol. From Eq. (C4) we find that the high-
est order part of the drive is a linear combination of the
equilibrium eigenvectors,∑
α
cαrv
α = gˆr , (C5)
and that the coordinates cαr do not depend on the lower
order drives gˆi<r. This is the main result of this sec-
tion. It implies that the equilibrium eigenvectors provide
the basis on which to decompose the rth order part of
the drive. If gr is taken to be aligned enough with a
given equilibrium eigenvector vα, then the nonequilib-
rium scaling will be ξ ∼ v−1/(rz−θα). The usual KZ scal-
ing emerges from a drive along the relevant direction and
is therefore transversal. A drive that follows an irrele-
vant eigenvector will not cross the phase boundary and
is longitudinal.
Appendix D: Adiabaticity breaking
In this section we give further details on the RG flow
of α. In particular we briefly derive Eq. (7) and discuss
the behavior of α as a function of k. We focus on linear
drive protocols, and write the dimensionful couplings as
g = g0 +g1t [see Eq. (A2)]. α is the ratio of the equilib-
rium relaxation time τ = 1/g10 and the drive time scale
Tα = |gα0 /gα1 |. In terms of the microscopic couplings it
is given by α =
∣∣gα1 /(g10gα0 )∣∣. The two time scales in-
volved (τ and Tα) are however strongly renormalised in
the critical regime. Fluctuations are included by using
cutoff-dependent couplings and choosing k as small as
possible (i.e. k = k0),
α =
∣∣∣∣ gα1 (k0)g10(k0)gα0 (k0)
∣∣∣∣ = ∣∣∣∣ gˆα1 (k0)[g∗1 +G10(k0)] [g∗α +Gα0 (k0)]
∣∣∣∣ .
We have inserted the rescaled variables in the
second equality. We introduce the notation
~G(k) = (G0(k), g1(k)) [with ~G(k) defined in Eq. (5)] and
Gα0 the αth component of G0. This highlights the fact
that we consider the RG flow close to an equilibrium
fixed point. The fixed point couplings are ~g∗ = (g∗,0),
and the coordinates of ~G (the distance from the fixed
point) can be identified with gˆ1 in the nonequilibrium
sector. Close to the fixed point we can expand the above
equation to leading order in ~G and obtain Eq. (7).
The structure of the stability matrix imposes that
gˆ1(k) = c3
(
Λ
k
)y+z
v1 + c4
(
Λ
k
)z−$
v2 , (D1)
with vα the two eigenvectors of the equilibrium stability
matrix [see Eq. (C5)]. This implies that c1 and c2 do
not enter in the flow of gˆ1. We see that α increases
as k decreases. We consider adiabaticity to be broken if
α(k0) ∼ 1. Recall that k0 is defined as the scale at which
one of the components of ~G becomes comparable to one.
There are two possibilities: If |δt| is sufficiently large
for the projection of ~G along ~v1 to become of order 1
first, then the system is adiabatic and the correlation
length scales as ξ ∼ |δt|−ν . When |δt| is smaller, it is the
projection of ~G along ~v3,4 that is of order 1 at k0. Then
adiabaticity is broken and the correlation length scales as
ξ ∼ v−ν3,4 . In other words, adiabaticity is broken when
the scaling of ξ with δt saturates. This happens when
v & |δt|ν/νi .
We also find that α scales as α ∼ |δt|−ν/νi in the
adiabatic regime. Indeed, in that regime we have
k0 ∼ |δt|ν [see Eq. (6)]. Inserting this in Eq. (D1) pro-
vides gˆα1 (k0) ∼ |δt|−ν/νi with νi chosen according to the
nature of the drive protocol.
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