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Existence of sign-changing solution for a problem involving the fractional
Laplacian with critical growth nonlinearities
R.F. Gabert∗; R.S. Rodrigues†
Abstract
We study the existence of least energy sign-changing solution for the fractional equation (−∆)su = |u|2
∗
s−2u+
λf(x, u) in a smooth bounded domain Ω of RN , u = 0 in RN \ Ω, where s ∈ (0, 1) and 2∗s is the fractional critical
Sobolev exponent. The proof is based on constrained minimization in a subset of Nehari manifold, containing all
the possible sign-changing solutions of the equation.
Keywords Fractional Laplacian, sign-changing solutions, critical exponents.
2010 Mathematical Subject Classifications: 49J35, 35S15, and 35B33.
1 Introduction
In this paper, we establish the existence of a least energy sign-changing (nodal) solution of following problem:{
(−∆)su = |u|2
∗
s−2u+ λf(x, u) in Ω,
u = 0 in RN \ Ω,
(1.1)
where Ω ⊂ RN is a smooth bounded domain, s ∈ (0, 1), 2s < N , λ > 0 and 2∗s =
2N
N−2s is the fractional critical Sobolev
exponent.
Let S (RN ) be the Schwartz space. If u ∈ S (RN ), we define the fractional Laplacian by
(−∆)su(x) := c(N, s) lim
ǫ→0
∫
RN\B(x,ǫ)
u(x)− u(y)
|x− y|N+2s
dxdy, x ∈ RN ,
where C(N, s) is a positive normalizing constant.
We assume that f : Ω× R→ R is continuous so that f(x, · ) : R→ R is continuously differentiable, for a.e. x ∈ Ω
and satisfies the following assumptions:
(H1) There exist q ∈ (2, 2∗s) and c1 > 0 such that
|∂tf(x, t)| ≤ c1(1 + |t|
q−2),
for a.e. x ∈ Ω and all t ∈ R.
(H2) lim
t→0
f(x,t)
t
= 0, uniformly for a.e. x ∈ Ω.
(H3) There exist µ ∈ (2, 2∗s) such that
0 < µF (x, t) ≤ tf(x, t),
for a.e. x ∈ Ω and all t 6= 0, where F (x, t) :=
∫ t
0 f(x, τ)dτ .
(H4) f(x,t)
t
is increasing in t > 0 and decreasing in t < 0, for a.e. x ∈ Ω.
Remark 1.1 Note that from assumptions (H3) and (H4), we can conclude that the function H(x, t) := tf(x, t) −
2F (x, t) is non-negative, increasing in t > 0 and decreasing in t < 0. Thus,
t2∂tf(x, t)− tf(x, t) = ∂tH(x, t)t > 0,
for a.e. x ∈ Ω and all t 6= 0.
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Recently, in literature, many works have been published involving nonlocal operators such as the fractional
Laplacian operator, which get existence, non-existence and regularity results and, also, obtain qualitative properties of
the solutions. In [13], a pioneer work, Caffarelli and Silvestre have given an approach local to the fractional Laplacian
operator across s-harmonic extension technique. This paper motived other authors to produce works involving this
operator, establishing similar results to classic results obtained for the Laplacian operator. See, for instance, [3], [8],
[11], [14], and [27]. On the other hand, Servadei and Valdinoci, in [24] and [25], work with the fractional Laplacian
as singular integral operator, where they presented a suitable fractional Sobolev space and a variational formulation.
From this approach, a great amount of papers was developed involving fractional problems, see for example [7], [19],
[23], and references therein, among others. In particular, we use this last approach in our article.
The fractional Laplacian operator appears in diverse areas such as mathematical finances, quantum mechanics,
water waves, phase transition, minimal surface, population dynamics, optimal control, game theory, Le´vy processes in
probability theory, among others. For more details about these subjects and them applications see [2], [10], [12], [16],
[20] and the references therein.
We will present hereinafter the fractional Sobolev space and the weak formulation of problem (1.1). For any
measurable function u : RN → R, we define the Gagliardo seminorm by setting
[u]s,2 :=
(∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dxdy
) 1
2
and, the fractional Sobolev space, we define by
W s,2(RN ) := {u ∈ L2(RN ); [u]s,2 <∞},
provided with the norm
‖u‖W s,2(RN ) :=
(
‖u‖2L2(RN ) + [u]
2
s,2
) 1
2
,
where ‖· ‖L2(RN ) is the norm in L
2(RN ) (see [18] for more details).
This space, with the inner product
〈u, v〉W s,2 := 〈u, v〉L2(RN ) +
∫
R2N
(u(x) − u(y))(v(x) − v(y))
|x− y|N+2s
dxdy,
is a Hilbert space, where
〈u, v〉L2(RN ) :=
∫
RN
uvdx.
In the course of text, we use the notation
W s,2(RN ) := Hs(RN ).
Since our problem involves a bounded domain Ω ⊂ RN , we will introduce the space
H
s
0(Ω) := {u ∈ H
s(RN ); u(x) = 0, a. e. x ∈ Ω \ RN},
which is provided with the inner product
〈u, v〉Hs
0
(Ω) :=
∫
R2N
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s
dxdy.
In the space Hs0(Ω), this inner product produces a norm ‖ · ‖Hs0(Ω) = [ · ]s,2, which is equivalent to norm ‖ · ‖Hs(RN ).
By [6, Lemma 1.31], the embedding Hs0(Ω) →֒ L
r(Ω) is continuous, for all r ∈ [1, 2∗s] and compact for all r ∈ [1, 2
∗
s).
We denote by
Ss := inf
u∈Hs
0
(Ω)\{0}
‖u‖2
H
s
0
(Ω)
‖u‖2
L2
∗
s (Ω)
(1.2)
the best constant corresponding to the fractional Sobolev embedding when r = 2∗s.
We say that a function u ∈ Hs0(Ω) is a weak solution of the problem (1.1), if∫
R2N
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s
dxdy =
∫
Ω
|u|2
∗
s−2uvdx+ λ
∫
Ω
f(x, u)vdx,
for all v ∈ Hs0(Ω).
From this weak formulation, we infer that the weak solutions of (1.1) are precisely the critical points of the energy
functional
Iλ(u) :=
1
2
‖u‖2
H
s
0
(Ω) −
1
2∗s
∫
Ω
|u|2
∗
sdx− λ
∫
Ω
F (x, u)dx,
2
whose derivative is given by
〈I ′λ(u), v〉 =
∫
R2N
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s
dxdy −
∫
Ω
|u|2
∗
s−2uvdx− λ
∫
Ω
f(x, u)vdx.
We say that u ∈ Hs0(Ω) is a least energy sign-changing solution of problem (1.1) if u is a weak solution of (1.1)
with u+ 6= 0, u− 6= 0 and
Iλ(u) = inf{Iλ(v); I
′
λ(v) = 0, v
+ 6= 0, v− 6= 0},
where u+(x) = max{u(x), 0} and u−(x) = min{u(x), 0}.
Our main result is the following:
Theorem 1.2 Suppose (H1)-(H4) hold. Then, there exist λ∗ > 0 such that for all λ ≥ λ∗, problem (1.1) has a least
energy sign-changing solution.
A standard method to find sign-changing solution is the application of minimax arguments in invariant sets of
the descending flow (see [4], [5], [15]), as well as the Lusternik-Schnirelman method (see [17], [26]). However, these
techniques require that the energy functional J in question decomposes u+ and u− as follows:
J(u) = J(u+) + J(u−),
〈J ′(u), u+〉 = 〈J ′(u+), u+〉 and 〈J ′(u), u−〉 = 〈J ′(u−), u−〉.
In Hs0(Ω), the functions u
+ and u− are not orthogonal, when both are non-trivial, because
〈u+, u−〉Hs
0
(Ω) = −2
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy > 0.
Hence, the energy functional Iλ does not satisfy this decomposition, verifying only the inequalities
Iλ(u) > Iλ(u
+) + Iλ(u
−),
〈I ′λ(u), u
+〉 > 〈I ′λ(u
+), u+〉 and 〈I ′λ(u), u
−〉 > 〈I ′λ(u
−), u−〉.
Thus, the techniques become unsuitable for the problem (1.1). Motived by [1], our strategy is to find a minimizer for
Iλ in the set
Mλ := {u ∈ H
s
0(Ω); 〈I
′
λ(u), u
+〉 = 〈I ′λ(u), u
−〉 = 0, u+ 6= 0, u− 6= 0},
which contains all the possible sign-changing solutions of (1.1) and is a subset of Nehari Manifold associated with
functional Iλ, namely
Nλ := {u ∈ H
s
0(Ω); 〈I
′
λ(u), u〉 = 0, u 6= 0}.
In [28], the authors also used this strategy to find a sign-changing solution for a problem involving the fractional
Laplacian, but with non-critical nonlinearities. In our work, since appears a term with critical exponent in the
nonlinearity, there is a difficulty to proof that the infimum
γλ := inf
u∈Mλ
Iλ(u)
is achieved in Mλ, because is not immediate that the minimizing sequence has convergent subsequence in L2
∗
s (Ω),
once the embedding Hs0(Ω) →֒ L
2∗s (Ω), in general, is not compact, and this is essential in the proof. So, to obtain this
convergence, we need to lower the level γλ for a level beneath of β :=
s
N
S
N
2s
s , which is possible when λ is big enough.
In Section 2, we will present some results which are consequences of ours assumptions and others which are essential
in proof of main result. Proof of the main result will be given in Section 3.
2 Auxiliaries results
Lemma 2.1 Suppose that f : Ω×R→ R satisfies the conditions (H1)-(H2). Then, for any ǫ > 0, there exist δ(ǫ) > 0
such that
|f(x, t)| ≤ ǫ|t|+ δ(ǫ)|t|q−1,
for a.e. x ∈ Ω and all t ∈ R.
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Proof 2.2 Fixed ǫ > 0, by (H2), there exist σ(ǫ) > 0 such that if |t| < σ, then
|f(x, t)| < ǫ|t|, (2.1)
for a.e. x ∈ Ω. On the other hand, by (H1), if |t| ≥ σ, then
|∂tf(x, t)| ≤ c1(1 + |t|
q−2)
≤ c1(σ
2−q|t|q−2 + |t|q−2)
≤ δ′(σ)|t|q−2, (2.2)
for a.e. x ∈ Ω and all t ∈ R, where δ′(σ) = c1(σ2−q + 1) > 0. By integrating from 0 to t in (2.2), we get
|f(x, t)| ≤ δ(σ)|t|q−1, (2.3)
for a.e. x ∈ Ω and all t ∈ R. Therefore, from (2.1) and (2.3), it follows that
|f(x, t)| ≤ ǫ|t|+ δ(ǫ)|t|q−1,
for a.e. x ∈ Ω and all t ∈ R.
Lemma 2.3 Suppose that f : Ω× R→ R satisfies (H3). Then, there are c1, c2 > 0 such that
F (x, t) ≥ c1|t|
µ − c2,
for a.e. x ∈ Ω and all t ∈ R.
Proof 2.4 By assumption (H3), for some r > 0, we get
tf(x, t)
F (x, t)
≥ µ, (2.4)
for a.e. x ∈ Ω and all |t| ≥ r.
Firstly, suppose t > r. By integrating (2.4) in [r, t], we deduce that
F (x, t) ≥
F (x, r)
rµ
tµ,
for a.e. x ∈ Ω and all t > r. Since the function x 7→ F (x, t) is continuous on Ω, we can infer that
F (x, t) ≥ min
x∈Ω
F (x, r)r−µtµ,
for a.e. x ∈ Ω and all t > r. On the other hand, if t < −r, by integrating in [t,−r], we get
F (x, t) ≥
F (x,−r)
rµ
|t|µ ≥ min
x∈Ω
F (x,−r)r−µ|t|µ,
for a.e. x ∈ Ω and all t < −r.
Therefore, there exist c1 > 0 such that
F (x, t) ≥ c1|t|
µ,
for a.e. x ∈ Ω and all t such that |t| ≥ r.
Since F is continuous in Ω× R, there exist c˜2 > 0 such that
|F (x, t)| ≤ c˜2,
for all (x, t) ∈ Ω× {t ∈ R; |t| ≤ r}.
Take c2 = c˜2 + c1r
µ > 0. Then,
F (x, t) ≥ c1|t|
µ − c2,
for a.e. x ∈ Ω and all t ∈ R.
Lemma 2.5 The set Mλ is non-empty. More precisely, given u ∈ Hs0(Ω), with u
+ 6= 0 and u− 6= 0, there are tu > 0
and θu > 0 such that
〈I ′(tuu
+ + θuu
−), u+〉 = 0 = 〈I ′(tuu
+ + θuu
−), u−〉.
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Proof 2.6 For any u ∈ Hs0(Ω), with u
+ 6= 0 and u− 6= 0, we consider Φu : [0,∞)× [0,∞)→ R2, given by
Φu(t, θ) := (〈I
′(tu+ + θu−), tu+〉, 〈I ′(tu+ + θu−), θu−〉). (2.5)
Since Iλ ∈ C1(Hs0(Ω),R), follows that Φu ∈ C([0,∞)× [0,∞),R
2). We will show that there are δ1 > 0 and δ2 > 0
such that the equation Φu(t, θ) = (0, 0) has solution in the square R = [δ1, δ2] × [δ1, δ2]. For this conclusion, we will
use the Miranda’s Theorem in R2 (see [21]). To simplify the notation, we will write Φu = (Φ
1
u,Φ
2
u).
We need to check the hypotheses of Miranda’s Theorem, namely
Φ1u(δ1, θ) > 0 and Φ
1
u(δ2, θ) < 0, ∀θ ∈ [δ1, δ2],
Φ2u(t, δ1) > 0 and Φ
2
u(t, δ2) < 0, ∀t ∈ [δ1, δ2].
Now, from Lemma 2.1, using that the embedding Hs0(Ω) →֒ L
r(Ω) is continuous, for all r ∈ [1, 2∗s], we obtain
〈I ′λ(tu
+ + θu−), tu+〉 = 〈tu+ + θu−, tu+〉Hs
0
(Ω) − t
2∗s
∫
Ω
|u+|2
∗
sdx − λ
∫
Ω
f(x, tu+)tu+dx
= t2‖u+‖2
H
s
0
(Ω) − 2tθ
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy − t2
∗
s
∫
Ω
|u+|2
∗
sdx
−λ
∫
Ω
f(x, tu+)tu+dx
≥ t2‖u+‖2
H
s
0
(Ω) − t
2∗s
∫
Ω
|u+|2
∗
sdx− λǫt2
∫
Ω
|u+|2dx− λδ(ǫ)tq
∫
Ω
(u+)qdx
≥ t2‖u+‖Hs
0
(Ω) − c˜1t
2∗s‖u+‖
2∗s
H
s
0
(Ω) − λǫc˜1t
2‖u+‖2
H
s
0
(Ω) − λδ(ǫ)c˜1t
q‖u+‖q
H
s
0
(Ω)
≥ (1− λc˜1ǫ)t
2‖u+‖2
H
s
0
(Ω) − c˜1t
2∗s‖u+‖
2∗s
H
s
0
(Ω) − λδ(ǫ)c˜1t
q‖u+‖q
H
s
0
(Ω),
for some c˜1 > 0. We choose ǫ > 0 such that (1 − λc˜1ǫ) > 0. Since 2∗s > 2 and q > 2, it follows that for any θ ≥ 0,
〈I ′(tu+ + θu−), tu+〉 > 0, if t≪ 1.
Analogously, we can prove that, for any t ≥ 0, 〈I ′λ(tu
+ + θu−), θu−〉 > 0, if θ ≪ 1.
Therefore, there exist δ1 > 0 such that
Φ1u(δ1, θ) > 0 and Φ
2
u(t, δ1) > 0, (2.6)
for all t, θ ≥ 0.
From Lemma 2.3 and assumption (H3), it follows that
〈I ′λ(tu
+ + θu−), tu+〉 = t2‖u+‖Hs
0
(Ω) − 2tθ
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy − t2
∗
s
∫
Ω
|u+|2
∗
sdx
−λ
∫
Ω
f(x, tu+)tu+dx
≤ t2‖u+‖Hs
0
(Ω) − 2tθ
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy − t2
∗
s
∫
Ω
|u+|2
∗
sdx
−tµλc1
∫
Ω
|u+|µdx+ λc2|Ω|.
Choosing t = δ′2 > δ1, it follows that if θ ∈ [δ1, δ
′
2] and δ
′
2 ≫ 1, then
Φ1u(δ
′
2, θ) ≤ (δ
′
2)
2‖u−‖2
H
s
0
(Ω) − 2(δ
′
2)
2
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy − (δ′2)
2∗s
∫
Ω
|u+|2
∗
sdx
−(δ′2)
µλc1
∫
Ω
|u+|µdx+ λc2|Ω| < 0,
once µ > 2 and 2∗s > 2.
Analogously, it is possible to show that
Φ2u(t, θ) ≤ t
2‖u−‖2
H
s
0
(Ω) − 2tθ
∫
RN
u+(x)u−(y)
|x− y|N+2s
dxdy − t2
∗
s
∫
Ω
|u−|2
∗
sdx − λc1t
µ
∫
Ω
|u−|µdx+ λc2|Ω|.
Hence, choosing δ2 > δ
′
2 ≫ 1, we get
Φ2u(δ2, θ) < 0 and Φ
2
u(t, δ2) < 0, (2.7)
for all t, θ ∈ [δ1, δ2].
From (2.6) and (2.7), the hypotheses of Miranda’s Theorem are satisfied. Thus, applying Miranda’s Theorem, there
exist (tu, θu) ∈ R such that Φu(tu, θu) = (0, 0). It concludes the proof of this lemma.
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Lemma 2.7 There exist ρ > 0 such that
‖u+‖Hs
0
(Ω), ‖u
−‖Hs
0
(Ω) ≥ ρ,
for all u ∈Mλ.
Proof 2.8 If u ∈Mλ, then∫
R2N
(u(x)− u(y))(u±(x) − u±(y))
|x− y|N+2s
dxdy =
∫
Ω
|u±|2
∗
sdx+ λ
∫
Ω
f(x, u±)u±dx.
Since
‖u±‖2
H
s
0
(Ω) ≤
∫
R2N
(u(x) − u(y))(u±(x)− u±(y))
|x− y|N+2s
dxdy,
using the Lemma 2.1 and the continuity of embedding Hs0(Ω) →֒ L
r(Ω), for all r ∈ [1, 2∗s], we deduce that
‖u±‖2
H
s
0
(Ω) ≤
∫
Ω
|u±|2
∗
sdx+ λ
∫
Ω
f(x, u±)u±dx
≤
∫
Ω
|u±|2
∗
sdx+ λǫ
∫
Ω
|u±|2dx+ δ(ǫ)λ
∫
Ω
|u±|qdx
≤ c˜1‖u
±‖
2∗s
H
s
0
(Ω) + λǫc˜1‖u
±‖2
H
s
0
(Ω) + δ(ǫ)λc˜1‖u
±‖q
H
s
0
(Ω),
for some c˜1 > 0. Thus,
(1− ǫλc˜1)‖u
±‖2
H
s
0
(Ω) ≤ c˜1‖u
±‖
2∗s
H
s
0
(Ω) + δ(ǫ)λc˜1‖u
±‖q
H
s
0
(Ω).
Taking ǫ > 0 such that 1− ǫλc˜1 > 0, we get the conclusion desired, since q > 2 and 2∗s > 2.
Lemma 2.9 There are c1 > 0 and c2 > 0, with c1 = c1(s,N, µ) such that
c1‖u‖
2
H
s
0
(Ω) ≤ Iλ(u) ≤ c2‖u‖
2
H
s
0
(Ω),
for any u ∈ Mλ.
Proof 2.10 Given u ∈Mλ, since Mλ ⊂ Nλ, 〈I ′λ(u), u〉 = 0. Then, using (H3),
Iλ(u) =
1
2
‖u‖2
H
s
0
(Ω) −
1
2∗s
∫
Ω
|u|2
∗
sdx− λ
∫
Ω
F (x, u)dx
≥
1
2
‖u‖2
H
s
0
(Ω) −
1
2∗s
∫
Ω
|u|2
∗
sdx−
λ
µ
∫
Ω
f(x, u)udx
≥
1
2
∫
Ω
|u|2
∗
sdx +
λ
2
∫
Ω
f(x, u)udx−
1
2∗s
∫
Ω
|u|2
∗
sdx
−
λ
µ
∫
Ω
f(x, u)udx
=
(
1
2
−
1
2∗s
)∫
Ω
|u|2
∗
sdx+ λ
(
1
2
−
1
µ
)∫
Ω
f(x, u)udx
≥ min
{
1
2
−
1
2∗s
,
1
2
−
1
µ
}
‖u‖2
H
s
0
(Ω).
Thus, for any u ∈Mλ,
Iλ(u) ≥ c1‖u‖
2
H
s
0
(Ω),
where c1 = min
{
1
2 −
1
2∗s
, 12 −
1
µ
}
.
On the other hand, once by (H3), F (x, t) ≥ 0, for a.e. x ∈ Ω and all t ∈ R, we get
Iλ(u) =
1
2
‖u‖2
H
s
0
(Ω) −
1
2∗s
∫
Ω
|u|2
∗
sdx− λ
∫
Ω
F (x, u)dx
≤
1
2
‖u‖2
H
s
0
(Ω) = c2‖u‖
2
H
s
0
(Ω),
for any u ∈ Mλ.
Proposition 2.11 If γλ = infu∈Mλ Iλ(u), then
lim
λ→+∞
γλ = 0.
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Proof 2.12 By Lemma 2.9, it follows that Iλ(u) > 0, for all u ∈ Mλ. Thus, Iλ is bounded below on Mλ and,
therefore, γλ = infu∈Mλ Iλ(u) is well-defined.
We fix u ∈ Hs0(Ω), with u
+ 6= 0 and u− 6= 0. By Lemma 2.5, for each λ > 0, there exist tλ > 0 and θλ > 0 such
that
tλu
+ + θλu
− ∈Mλ.
Also, by Lemma 2.9, we have
0 ≤ γλ = inf
v∈Mλ
Iλ(v) ≤ Iλ(tλu
+ + θλu
−)
≤
1
2
‖tλu
+ + θλu
−‖2
H
s
0
(Ω)
≤ t2λ‖u
+‖2
H
s
0
(Ω) + θ
2
λ‖u
−‖2
H
s
0
(Ω).
Thus, it is enough to prove that tλ → 0 and θλ → 0, as λ→ +∞. We consider the set
Qu = {(tλ, θλ) ∈ [0,∞)× [0,∞); Φu(tλ, θλ) = (0, 0), λ > 0},
where Φu was defined in (2.5). Since f(x, t)t ≥ 0, for a.e. x ∈ Ω and all t ∈ R (by (H3)) and tλu
+ + θλu
− ∈ Nλ, we
have
t
2∗s
λ
∫
Ω
|u+|2
∗
sdx+ θ
2∗s
λ
∫
Ω
|u−|2
∗
sdx ≤ t
2∗s
λ
∫
Ω
|u+|2
∗
sdx+ θ
2∗s
λ
∫
Ω
|u−|2
∗
sdx
+λ
∫
Ω
f(x, tλu
+)tλu
+dx+ λ
∫
Ω
f(x, θλu
−)θλu
−dx
= ‖tλu
+ + θλu
−‖2
H
s
0
(Ω)
≤ 2t2λ‖u
+‖2
H
s
0
(Ω) + 2θ
2
λ‖u
−‖2
H
s
0
(Ω).
Then, since 2∗s > 2, it follows that Qu is bounded.
Let {λj} ⊂ R+ be such that λj → +∞, as j → +∞. Then, there exist t0 and θ0 such that {(tλj , θλj )}, up to a
subsequence, still denoted by {(tλj , θλj )}, conveges to (t0, θ0), as j → +∞.
We will show that t0 = θ0 = 0. Suppose, by contradiction, that t0 > 0 or θ0 > 0. Since {tλju
+ + θλju
−} ∈ Nλ, for
any j ∈ N, we have
‖tλju
+ + θλju
−‖2
H
s
0
(Ω) = λj
∫
Ω
f(x, tλju
+ + θλju
−)(tλju
+ + θλju
−)dx
+
∫
Ω
|tλju
+ + θλju
−|2
∗
sdx. (2.8)
Provided that tλju
+ → t0u+ and θλju
− → θ0u− in Hs0(Ω), by Lemma 2.1 and assumption (H3), we have∫
Ω
f(x, tλju
+ + θλju
−)(tλju
+ + θλju
−)dx→
∫
Ω
f(x, t0u
+ + θ0u
−)(t0u
+ + θ0u
−)dx > 0,
as j → +∞. Once λj → +∞, as j → +∞ and {tλju
+ + θλju
−} is bounded in Hs0(Ω), we have a contradiction with
the equality (2.8). Thus, t0 = θ0 = 0.
Therefore γλj → 0, as j → +∞, which concludes the proof.
Now, fixed u ∈ Hs0(Ω), with u
± 6= 0, we consider ϕu : [0,∞)× [0,∞)→ R, defined by
ϕu(t, θ) := Iλ(tu
+ + θu−)
and ψu : [0,∞)× [0,∞)→ R
2, defined by
ψu(t, θ) := (∂tϕu(t, θ), ∂θϕu(t, θ)) =
(
〈I ′λ(tu
+ + θu−), u+〉, 〈I ′λ(tu
+ + θu−), u−〉
)
.
Since f(x, ·) is of class C1, for a.e. x ∈ Ω, using (H1), it follows that ψu is also of class C1.
Lemma 2.13 Let u ∈Mλ. Then,
(i) ϕu(t, θ) < ϕu(1, 1), for all (t, θ) 6= (1, 1);
(ii) detJ(1,1)ψu > 0, where J(1,1)ψu is the Jacobian matrix of ψu in (1, 1).
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Proof 2.14 Firstly, we will proof the item (i). Since u ∈Mλ, 〈I ′λ(u), u
±〉 = 0. Then, ψu(1, 1) = (0, 0) and thus (1, 1)
is a critical point of ϕu in [0,+∞)× [0,+∞).
Note that, using Lemma 2.3, we obtain
ϕu(t, θ) =
1
2
‖tu+ + θu−‖2
H
s
0
(Ω) −
1
2∗s
∫
Ω
|tu+ + θu−|2
∗
sdx− λ
∫
Ω
F (x, tu+ + θu−)dx
=
1
2
t2‖u+‖2
H
s
0
(Ω) +
1
2
θ2‖u−‖2
H
s
0
(Ω) − 2tθ
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy
−
1
2∗s
t2
∗
s
∫
Ω
|u+|2
∗
sdx−
1
2∗s
θ2
∗
s
∫
Ω
|u−|2
∗
sdx
−λ
∫
Ω
F (x, tu+)dx− λ
∫
Ω
F (x, θu−)dx
≤
1
2
t2‖u+‖2
H
s
0
(Ω) +
1
2
θ2‖u−‖2
H
s
0
(Ω) − 2tθ
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy
−
1
2∗s
∫
Ω
|u+|2
∗
sdx−
1
2∗s
θ2
∗
s
∫
Ω
|u−|2
∗
sdx
−λc1t
µ
∫
Ω
|u+|µdx− λc1θ
µ
∫
Ω
|u−|µdx+ 2c2|Ω|. (2.9)
Since µ > 2 and 2∗s > 2, it follows that
lim
|(t,θ)|→+∞
ϕu(t, θ) = −∞.
Provided that ϕu is continuous, we have that ϕu has a global maximum (tu, θu) in [0,+∞)× [0,+∞). Our objective
now is to show that (tu, θu) = (1, 1) and this maximum is strict.
Claim 1. tu > 0 and θu > 0.
Suppose that θu = 0. Thus, tu 6= 0 and 〈I ′λ(tuu
+), tuu
+〉 = 0. Then,
t2u‖u
+‖2
H
s
0
(Ω) = t
2∗s
u
∫
Ω
|u+|2
∗
sdx+ λ
∫
Ω
f(x, tuu
+)tuu
+dx. (2.10)
Since 〈I ′λ(u
+), u+〉 ≤ 〈I ′λ(u), u
+〉 = 0, we obtain
‖u+‖2
H
s
0
(Ω) ≤
∫
Ω
|u+|2
∗
sdx+ λ
∫
Ω
f(x, u+)u+dx. (2.11)
Therefore, by (2.10) and (2.11), we have(
1−
1
t2u
)
‖u+‖2
H
s
0
(Ω) −
(
1− t
2∗s−2
u
)∫
Ω
|u+|2
∗
sdx
≤ λ
∫
Ω
(
f(x, u+)u+
(u+)2
−
f(x, tuu
+)tuu
+
(tuu+)2
)
(u+)2dx.
(2.12)
Assumption (H4) and inequality (2.12) imply that tu ≤ 1.
By Remark 1.1, H(x, t) = f(x, t)t − 2F (x, t) > 0, for a.e. x ∈ Ω and all t 6= 0, and also H(x, t) is increasing in
t > 0 for a.e. x ∈ Ω. In this case, we have
ϕu(tu, 0) = Iλ(tuu
+)−
1
2
〈I ′λ(tuu
+), tuu
+〉
=
(
1
2
−
1
2∗s
)∫
Ω
|tuu
+|2
∗
sdx+
λ
2
∫
Ω
(
f(x, tuu
+)tuu
+ − 2F (x, tuu
+)
)
dx
≤
(
1
2
−
1
2∗s
)∫
Ω
|u+|2
∗
sdx+
λ
2
∫
Ω
(
f(x, u+)u+ − 2F (x, u+)
)
dx
<
(
1
2
−
1
2∗s
)∫
Ω
|u|2
∗
sdx+
λ
2
∫
Ω
(
f(x, u+)u+ − 2F (x, u+)
)
dx
λ
2
∫
Ω
(
f(x, u−)u− − 2F (x, u−)
)
dx
=
1
2
‖u‖2
H
s
0
(Ω) −
1
2∗s
∫
Ω
|u|2
∗
sdx − λ
∫
Ω
F (x, u)dx
−
1
2
(
‖u‖2
H
s
0
(Ω) −
∫
Ω
|u|2
∗
sdx− λ
∫
Ω
f(x, u)udx
)
= Iλ(u)−
1
2
〈I ′λ(u), u〉
= Iλ(u) = ϕu(1, 1),
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which is a contradiction, because, in this case, (tu, 0) is a point of maximum of ϕu. Thus, θu 6= 0. Analogously, it
shows that tu 6= 0.
Claim 2. tu ≤ 1 and θu ≤ 1.
Since (tu, θu) ∈ (0,+∞) × (0,+∞), we have that (tu, θu) is a critical point of ϕu. Then, ψu(tu, θu) = (0, 0) and,
thus,
t2u‖u
+‖2
H
s
0
(Ω) − 2tuθu
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy = t
2∗s
u
∫
Ω
|u+|2
∗
sdx+
∫
Ω
f(x, tuu
+)tuu
+dx, (2.13)
θ2u‖u
−‖2
H
s
0
(Ω) − 2tuθu
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy = θ
2∗s
u
∫
Ω
|u−|2
∗
sdx+
∫
Ω
f(x, θuu
−)θuu
−dx.
We suppose, without loss of generality, that tu ≥ θu. Then, using (2.13),
λ
∫
Ω
f(x, tuu
+)tuu
+dx ≤ t2u‖u
+‖Hs
0
(Ω) − 2t
2
u
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy −
1
2∗s
t
2∗s
u
∫
Ω
|u+|2
∗
sdx. (2.14)
On the other hand, since that 〈I ′λ(u), u
+〉 = 0,
λ
∫
Ω
f(x, u+)u+dx = ‖u+‖2
H
s
0
(Ω) − 2
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy −
∫
Ω
|u+|2
∗
sdx. (2.15)
By (2.14) and (2.15), we achieve
λ
∫
Ω
(
f(x, tuu
+)tuu
+
(tuu+)2
−
f(x, u+)u+
(u+)2
)
(u+)2dx ≤ (1− t
2∗s−2
u )
∫
Ω
|u+|2
∗
sdx.
Again, by (H4), it follows that tu ≤ 1.
To conclude the proof of (i), it remains to show that ϕu does not have global maximum (tu, θu) in [0, 1]× [0, 1] \
{(1, 1)}. Indeed, supposing by contradiction that (tu, θu) in [0, 1]× [0, 1]\{(1, 1)} is a global maximum of ϕu, we obtain
ϕu(tu, θu) = Iλ(tuu
+ + θuu
−)−
1
2
〈I ′λ(tuu
+ + θuu
−), tuu
+ + θuu
−〉
=
(
1
2
−
1
2∗s
)(
t
2∗s
u
∫
Ω
|u+|2
∗
sdx+ θ
2∗s
u
∫
Ω
|u−|2
∗
sdx
)
+
λ
2
∫
Ω
f(x, tuu
+)tuu
+ − 2F (x, tuu
+)dx
+
λ
2
∫
Ω
f(x, θuu
−)θuu
− − 2F (x, θuu
−)dx
<
(
1
2
−
1
2∗s
)(∫
Ω
|u+|2
∗
sdx+
∫
Ω
|u−|2
∗
sdx
)
+
λ
2
∫
Ω
f(x, u+)u+ − 2F (x, u+)dx
+
λ
2
∫
Ω
f(x, u−)u− − 2F (x, u−)u−dx
=
1
2
‖u‖2
H
s
0
(Ω) −
1
2∗s
∫
Ω
|u+|2
∗
sdx− λ
∫
Ω
F (x, u)dx
−
1
2
‖u‖2
H
s
0
(Ω) −
1
2
∫
Ω
|u|2
∗
sdx−
λ
2
∫
Ω
f(x, u)udx
= Iλ(u)−
1
2
〈I ′λ(u), u〉 = Iλ(u) = ϕu(1, 1),
which is a contradiction, because (tu, θu) is a point of maximum of ϕu. Hence, (1, 1) is a strict maximum of ϕu and
the proof of the item (i) is concluded.
Now, we proof the item (ii). Across some calculus, it is shows that
∂2t,tϕu(t, θ) = ‖u
+‖2
H
s
0
(Ω) − (2
∗
s − 1)t
2∗s−2
∫
Ω
|u+|2
∗
sdx− λ
∫
Ω
∂tf(x, tu
+)(u+)2dx,
∂2θ,θϕu(t, θ) = ‖u
−‖2
H
s
0
(Ω) − (2
∗
s − 1)θ
2∗s−2
∫
Ω
|u−|2
∗
sdx− λ
∫
Ω
∂θf(x, θu
−)(u−)2dx,
∂2t,θϕu(t, θ) = −2
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy.
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Now, note that
J(1,1)ψu =
[
∂2t,tϕu(1, 1) ∂
2
t,θϕu(1, 1)
∂2θ,tϕu(1, 1) ∂
2
θ,θϕu(1, 1)
]
.
Thus, using that u ∈ Mλ, we obtain
det J(1,1)ψu = ∂
2
t,tϕu(1, 1)∂
2
θ,θϕu(1, 1)− ∂
2
t,θϕu(1, 1)∂
2
θ,tϕu(1, 1)
=
(
‖u+‖2
H
s
0
(Ω) − (2
∗
s − 1)
∫
Ω
|u+|2
∗
sdx− λ
∫
Ω
∂tf(x, u
+)(u+)2dx
)
×
(
‖u−‖2
H
s
0
(Ω) − (2
∗
s − 1)
∫
Ω
|u−|2
∗
sdx − λ
∫
Ω
∂θf((x, u
−)(u−)dx
)
−4
(∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy
)2
=
(
2
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy − (2∗s − 2)
∫
Ω
|u+|2
∗
sdx − λ
∫
Ω
∂tH(x, u
+)u+dx
)
×
(
2
∫
R2N
u−(x)u−(y)
|x− y|N+2s
dxdy − (2∗s − 2)
∫
Ω
|u−|2
∗
sdx− λ
∫
Ω
∂θH(x, u
−)u−dx
)
−4
(∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy
)2
> 0,
where H(x, t) was defined in Remark 1.1. Thus, the proof of the item (ii) is concluded.
Lemma 2.15 If {uj} is bounded in Hs0(Ω) and there exist u ∈ H
s
0(Ω) such that uj(x)→ u(x), a.e. x ∈ Ω, then
lim
j→∞
‖uj‖
2
H
s
0
(Ω) = lim
j→∞
‖uj − u‖
2
H
s
0
(Ω) + ‖u‖
2
H
s
0
(Ω).
Proof 2.16 See [22, Lemma 3.2].
3 Proof of Theorem 1.2
By definition of γλ, there exists a sequence {uj} ⊂Mλ so that
lim
j→∞
Iλ(uj) = γλ.
From Lemma 2.9 and boundedness of {Iλ(uj)}, there are c1 > 0 and M > 0 so that
c1‖uj‖
2
H
s
0
(Ω) ≤ Iλ(uj) ≤M.
Thus, {uj} is a bounded sequence in Hs0(Ω). Then, up to a subsequence, still denoted by {uj}, there exist u ∈ H
s
0(Ω)
so that
uj ⇀ u.
Moreover, since the embedding Hs0(Ω) →֒ L
r(Ω) is compact, for all r ∈ [1, 2∗s), we have
uj → u in Lr(Ω), uj(x)→ u(x) a. e. x ∈ Ω, |uj| ≤ g, g ∈ Lr(Ω).
Therefore, we deduce
u±j ⇀ u
± in Hs0(Ω), u
±
j → u
± in Lr(Ω), u±j (x)→ u
±(x) a. e. x ∈ Ω, |u±j | ≤ g.
We consider the constant β = s
N
S
N
2s
s , where Ss was defined in (1.2). By Proposition 2.11, there exist λ∗ > 0 so
that γλ < β, for all λ ≥ λ∗.
We fix λ ≥ λ∗. By Lemma 2.13, item (i), we obtain
Iλ(tu
+
j + θu
−
j ) ≤ Iλ(uj),
for all t ≥ 0 and all θ ≥ 0.
Note that
Iλ(tu
+
j + θu
−
j ) =
t2
2
‖u+j ‖
2
H
0
(Ω) +
θ2
2
‖u−j ‖
2
H
0
(Ω) − 2tθ
∫
R2N
u+j (x)u
−
j (y)
|x− y|N+2s
dxdy
−
t2
∗
s
2∗s
‖u+j ‖
2∗s
L2
∗
s (Ω)
−
θ2
∗
s
2∗s
‖u−j ‖
2∗s
L2
∗
s (Ω)
−
∫
Ω
F (x, tu+j )dx−
∫
Ω
F (x, θu−j )dx.
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By using Brezis-Lieb Lemma [9, Theorem 1], Lemma 2.15, Fatou’s Lemma, and Lemma 2.1, we obtain
lim inf
j→∞
Iλ(tu
+
j + θu
−
j ) =
t2
2
lim
j→∞
(
‖u+j − u
+‖2
H
s
0
(Ω) + ‖u
+‖2
H
s
0
(Ω)
)
+
θ2
2
lim
j→∞
(
‖u−j − u
−‖2
H
s
0
(Ω) + ‖u
−‖2
H
s
0
(Ω)
)
+ lim inf
j→∞
(
−2tθ
∫
R2N
u+j (x)u
−
j (y)
|x− y|N+2s
dxdy
)
−
t2
∗
s
2∗s
lim
j→∞
(
‖u+j − u
+‖
2∗s
L2
∗
s (Ω)
+ ‖u+‖
2∗s
L2
∗
s (Ω)
)
−
θ2
∗
s
2∗s
lim
j→∞
(
‖u−j − u
−‖
2∗s
L2
∗
s (Ω)
+ ‖u−‖
2∗s
L2
∗
s (Ω)
)
−
∫
Ω
F (x, tu+)dx −
∫
Ω
F (x, θu−)dx
≥
t2
2
lim
j→∞
‖u+j − u
+‖2
H
s
0
(Ω) −
t2
∗
s
2∗s
lim
j→∞
‖u+j − u
+‖
2∗s
L2
∗
s (Ω)
+
θ2
2
lim
j→∞
‖u−j − u
−‖2
H
s
0
(Ω) −
θ2
∗
s
2∗s
lim
j→∞
‖u−j − u
−‖
2∗s
L2
∗
s (Ω)
+
t2
2
‖u+‖2
H
s
0
(Ω) +
θ2
2
‖u−‖2
H
s
0
(Ω) − 2tθ
∫
R2N
u+(x)u−(y)
|x− y|N+2s
dxdy
−
t2
∗
s
2∗s
‖u+‖
2∗s
L2
∗
s (Ω)
−
θ2
∗
s
2∗s
‖u−‖
2∗s
L2
∗
s (Ω)
−
∫
Ω
F (x, tu+ + θu−)dx
= A+
t2
2
−B+
t2
∗
s
2∗s
+A−
θ2
2
−B−
θ2
∗
s
2∗s
+ Iλ(tu
+ + θu−),
where
A± = lim
j→∞
‖u±j − u
±‖2
H
s
0
(Ω),
B± = lim
j→∞
‖u±j − u
±‖L2∗s (Ω).
Therefore, we achieve
Iλ(tu
+ + θu−) +A+
t2
2
−B+
t2
∗
s
2∗s
+A−
θ2
2
−B−
θ2
∗
s
2∗s
≤ γλ, (3.1)
for all t ≥ 0 and all θ ≥ 0.
Claim 1. u+ 6= 0 and u− 6= 0.
We will only show that u+ 6= 0, because to show that u− 6= 0 it is analogous. Suppose, by contradiction, that
u+ = 0. Then, we need to analyse two cases:
Case 1: B+ = 0.
In this case, if A+ = 0, by Lemma 2.7, we obtain ‖u+‖Hs
0
(Ω) > 0, which contradicts our supposition. If A
+ > 0, by
(3.1), A+ t
2
2 ≤ γλ, for all t ≥ 0, which is false. Anyway, we have a contradiction.
Case 2: B+ > 0.
In this case, by definition of Ss, it follows that
β =
s
N
S
N
2s
s ≤
s
N
(
A+
(B+)
2
2∗s
)N
2s
.
On the other hand,
s
N
(
A+
(B+)
2
2∗s
) N
2s
= max
t≥0
(
A+
t2
2
−B+
t2
∗
s
2∗s
)
.
Thus, recalling that γλ < β and using (3.1), it follows that
β ≤ max
t≥0
(
A+
t2
2
−B+
t2
∗
s
2∗s
)
< β,
which is a contradiction. Therefore, we conclude that u+ 6= 0.
Claim 2. B+ = 0 and B− = 0.
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As in claim 1, we will only show that B+ = 0, because to show that B− = 0 it is similar. We suppose, by
contradiction, that B+ > 0 and we consider the following cases:
Case 1: B− > 0.
Let tmax and θmax be so that
max
t≥0
(
A+
t2
2
−B+
t2
∗
s
2∗s
)
= A+
t2max
2
−B+
t
2∗s
max
2∗s
,
max
θ≥0
(
A−
θ2
2
−B−
θ2
∗
s
2∗s
)
= A−
θ2max
2
−B−
θ
2∗s
max
2∗s
.
Since [0, tmax]× [0, θmax] is compact and ϕu is continuous, there exist (tu, θu) ∈ [0, tmax]× [0, θmax] so that
ϕu(tu, θu) = max
(t,θ)∈[0,tmax]×[0,θmax]
ϕu(t, θ).
We will show that (tu, θu) ∈ (0, tmax)× (0, θmax), namely, we will show that (tu, θu) /∈ ∂([0, tmax]× [0, θmax]).
Note that, if θ ≪ 1, then
ϕu(t, 0) = Iλ(tu
+) < Iλ(tu
+) + Iλ(θu
−)
≤ Iλ(tu
+ + θu−) = ϕu(t, θ),
for all t ∈ [0, tmax]. Hence, there exist θ0 ∈ [0, θmax] so that
ϕu(t, 0) < ϕu(t, θ0),
for all t ∈ [0, tmax].
Thus, any point of the form (t, 0), with 0 ≤ t ≤ tmax, is not the maximizer of ϕu. Hence, (tu, θu) /∈ [0, tmax]× {0}.
Analogously, it is shows that (tu, θu) /∈ {0} × [0, θmax].
Now, across a simple analysis, we obtain
A+
t2
2
−B+
t2
∗
s
2∗s
> 0, (3.2)
A−
θ2
2
−B−
θ2
∗
s
2∗s
> 0, (3.3)
for all t ∈ (0, tmax] and all θ ∈ (0, θmax]. Then,
β ≤ A+
t2max
2
−B+
t
2∗s
max
2∗s
+A−
θ2
2
−B−
θ2
∗
s
2∗s
,
β ≤ A+
t2
2
−B+
t2
∗
s
2∗s
+A−
θ2max
2
−B−
θ
2∗s
max
2∗s
,
for all t ∈ [0, tmax] and all θ ∈ [0, θmax].
Thus, by (3.1), it follows that
ϕu(t, θmax) ≤ 0,
ϕu(tmax, θ) ≤ 0,
for all t ∈ [0, tmax] and all θ ∈ [0, θmax]. So, (tu, θu) /∈ {tmax} × [0, θmax] and (tu, θu) /∈ [0, tmax] × {θmax}. Thus, we
conclude that (tu, θu) /∈ ∂([0, tmax]× [0, θmax]).
Being (tu, θu) an inner maximizer of ϕu, it follows that (tu, θu) is a critical point of ϕu. Thus, ψu(tu, θu) = (0, 0),
namely, tuu
+ + θuu
− ∈Mλ, with tu ∈ (0, tmax) and θu ∈ (0, θmax).
Therefore, using (3.2) and (3.3), we obtain
γλ ≥ A
+ (tu)
2
2
−B+
(tu)
2∗s
2∗s
+A−
(θu)
2
2
−B−
(θu)
2∗s
2∗s
+ Iλ(tuu
+ + θuu
−)
> Iλ(tuu
+ + θuu
−) ≥ γλ,
which is a contradiction.
Case 2: B− = 0.
In this case, we can maximize in [0, tmax]× [0,+∞). Indeed, it is possible to show that there exist θ0 ∈ [0,+∞) so
that Iλ(tu
+ + θu−) ≤ 0, for all (t, θ) ∈ [0, tmax]× [θ0,+∞). Hence, there exist (tu, θu) ∈ [0, tmax]× [0,+∞) so that
ϕu(tu, θu) = max
(t,θ)∈[0,tmax]×[0,+∞)
ϕu(t, θ).
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We need to ascertain that (tu, θu) ∈ (0, tmax)× (0,+∞).
Since, for θ ≪ 1,
ϕu(t, 0) < ϕu(t, θ),
for all t ∈ [0, tmax], it follows that (tu, θu) /∈ [0, tmax]× {0}. Also, for t≪ 1,
ϕu(0, θ) < ϕu(t, θ),
for all θ ∈ [0,+∞). Then, (tu, θu) /∈ {0} × [0,+∞). Moreover, note that
β ≤ A+
t2max
2
−B+
t
2∗s
max
2∗s
+A−
θ2
2
,
for all θ ∈ [0,+∞). Then,
ϕu(tmax, θ) ≤ 0,
for all θ ∈ [0,+∞). Thus, (tu, θu) /∈ {tmax} × [0,+∞). Hence, (tu, θu) ∈ (0, tmax)× (0,+∞). Consequently, (tu, θu) is
an inner maximizer of ϕu in [0, tmax]× [0,+∞) and thus, ψu(tu, θu) = (0, 0), namely, tuu+ + θuu− ∈Mλ.
Therefore, using (3.2), we obtain
γλ ≥ A
+ (tu)
2
2
−B+
(tu)
2∗s
2∗s
+A−
(θu)
2
2
+ Iλ(tuu
+ + θuu
−)
> Iλ(tuu
+ + θuu
−) ≥ γλ,
which is a contradiction. Then, B+ = 0, which concludes the proof of Claim 2.
Claim 3. The infimum γλ is achieved.
Since u+ 6= 0 and u− 6= 0, by Lemma 2.5, there are tu > 0 and θu > 0 so that tuu+ + θuu− ∈ Mλ. Then, as
uj ∈Mλ, for any j ∈ N, by Lemma 2.13, item (i),
Iλ(tuu
+
j + θuu
−
j ) ≤ Iλ(u
+
j + u
−
j ) = Iλ(uj).
Since B± = 0 and the norm in Hs0(Ω) is lower semicontinuous, it follows that
γλ ≤ Iλ(tuu
+ + θuu
−)
≤ lim inf
j→∞
Iλ(tuu
+
j + θuu
−
j )
≤ lim inf
j→∞
Iλ(uj) = γλ.
Hence, the infimum γλ is achieved by tuu
+ + θuu
− ∈Mλ, which concludes the proof of Claim 3.
Using the same arguments presented in [1, Theorem 1.3], where Lemma 2.13 is required, it follows that
v = tuu
+ + θuu
− is a critical point of the functional Iλ. Therefore, v ∈ Mλ is a sign-changing solution for the
equation (1.1).
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