ABSTRACT
INTRODUCTION
The emergence of flexible manufacturing systems (FMS) has sparked an increased interest and appreciation for real-time planning, scheduling, and
control. An FMS is defined as a manufacturing system consisting of automatically reprogrammable machines (material processors), automated tool deliveries and changes, automated material handling and transport, and coordinated shop floor control (Askin and Standridge 1993) . Real-time activities primarily refer to daily operations that require efficient, timely, and adaptive responses to short-term planning, scheduling, and execution problems. Pertinent areas of interest include job releases, loading sequences, dead-locks, and response to resource disruptions such as machine or tool failure.
Real-time control of an FMS is not a trivial task. Flexible routings, processing, and part mix, as well as the dynamic nature of a shop floor, place tremendous demands upon the control system. A detailed understanding of operational information, beyond mere "data crunching," is required for efficient production.
Static schedules and strategies, developed ahead of time, quickly lose validity in a rapidly changing system, and thus cannot be directly applied over long planning horizons. To make matters even more difficult, no two flexible manufacturing systems are identical, and system decision making can vary in both type and complexity. Due to the dynamic nature of FMS and inherent differences between systems, researchers argue that generic, optimal seeking solutions may be too difficult to resolve in real-time (Stecke and Solberg 198 1; Wu 1987; Cho and Wysk 1993; Jones et al. 1995) .
Recently, there has been increased interest in the use of simulation for real-time planning, scheduling, and control (Wu and Wysk 1989; Erickson et al. 1987; Harrnonosky and Barrick 1988; Harmonosky 1990; Cho and Wysk 1993; Smith et al. 1994; Jones et al. 1995; Harmonosky and Robon 1995) . Traditionally, simulation has been applied to long-term planning and design of manufacturing systems. These models have been termed "throw away models" because they are seldom used after the initial plans or designs are finalized (Thompson 1994) . Recent reported applications of simulation for real-time, operational control include emulation of real-time control systems, adaptive scheduling and planning, real-time displays of system status, performance forecasting, as well as actual implementation into a shop floor controller (Smith et al. 1994; Jones et al. 1995) .
The use of simulation has appeared favorable to purely analytical methods which often fail to capture complex interactions of a particular F'MS (Stecke and Solberg 1981; Erickson et al. 1987; Wu and Wysk 1989) .
Applying simulation as a real-time tool requires insight into the responsibilities of the simulation model and its role within the shop floor control system. The objective of this paper is to represent the problems and decision making requirements for an FMS so that realtime operations of a system may be effectively modeled.
A framework for applying simulation models to on-line Other researchers (Cho and Wysk 1993; Jones et al. 1995) have suggested using neural networks to identify candidate rules for multi-pass simulation analysis. Cho In general, FMS planning, scheduling, and execution problems are directly attributable to factors such as layout, number of resources, complexities of the transporter network, variety of the product mix, managerial objectives, etc. However, the problems themselves usually vary from system to system. A problem set is a set of real-time decisions encountered during operation.
Issues might include part scheduling on machines, AGV dispatching, or task scheduling of material handling equipment. For this paper, a problem set is comprised of system decision making that could benefit from real-time simulation analysis. A simple methodology is presented next for defining a problem set and decision making within any FMS. An example FMS is presented for discussion. A broad range of problem types can be applied under the proposed methodology. Problem definition and decision representation is a key ingredient for on-line "plug and play" analysis.
Example FMS
An example FMS is shown in Figure 2 .
Material processing is performed on 4 CNC machines which are serviced by three robots. The material transport system consists of a conveyor system and specialized pallets for part routing.
Inventory is stored at an I/O station and part buffers at each workstation.
This system is similar to a flexible manufacturing lab in current development at Texas A&M University. problems that could benefit from simulation analysis and locating the decision points of those problems within the system.
The following problem set might be considered reasonable for the example FMS in Figure 2: 1.
2.
3.
4.
5. The above questions represent only a portion of scheduling issues that might be considered when constructing a problem set. Some of the above mentioned problems may be trivial with respect to other systems due to layout, configuration, etc. There may lx problems associated with a system that are not defined for simulation analysis due to management policy or lack of significant effect. For example, the number of pallets in the system or lot sizes of the orders may be fixed and thus eliminated from real-time decision making. Also, off-line analysis with a simulation model might have shown a particular scheduling problem robust such that the cost of on-line adaptation or "play" is not merited. In the example FMS shown, it is likely a small number of pallets would render problem 4 insignificant, allowing the use of fixed or hard-coded rules in the simulation model.
The "decision points" in a particular system occur at locations or incidence where scheduling problems are encountered. Associating different incidence to different scheduling problems has been performed by previous researchers including Cho (1993) . At an incidence, several rules may be applicable for obtaining problem solutions.
A vector notation can be used to define the decision structure for scheduling problems within a system. In this notation, each vector component corresponds to an incidence and the value of that component represents the incidence's scheduling rule. As an example, the next section further describes the first problem of the problem set defined above.
Example incidence, rules, decision vectors, and possible Arena/SIMAN modeling constructs are discussed.
Part Dispatching Problem
The part dispatching problem concerns the sequencing of parts from a resource queue to either a machine, material handler, or the system as a whole. Thus, for the decision vector defined above, queue number 1 (the I/O queue) uses rule number 1 (SPT) to select the next part, queue number 2 (Ml queue) uses EDD etc. Although three relatively simple dispatching rules have been shown, rules which take into account other global or local conditions (such as setup times) could also be included as possibilities for relevant incidence in the system. Inarguably, real-time use of a simulation model presents different challenges than those encountered in traditional off-line design and analysis.
As a result, new modeling approaches and further language development may be necessary to effectively exploit this concept.
Section 3 defined a methodology for representing real-time decision making and problems encountered in an FMS. The goal was to provide a representation such that a given system's decision structure could be easily separated from the description of the physical system. This provides the ability to overlay scheduling scenarios onto a system for either analysis or control.
It was shown how, through vectors of global variables, a system's decision structure could be defined. Multi-pass scheduling and planning thus concerns the evaluation of alternative strategies or vectors. Figure 3 shows the architecture by which a real-time simulation system can be established for on-line analysis and control using Arena/SIMAN software.
Notice that the figure contains two identical simulation models. One is used primarily as a task generator to the shop floor (real-time clock and operation) while the other is used for analysis purposes. Although only one analysis model is shown, there could feasibly be several. The execution between the real-time model and the shop floor is identical to that developed by the RapidCIM project (Figure 1) . Two different simulation models for analysis and control allow simultaneous task dispatching and schedule comparison. Otherwise, the shop floor might be forced to "shut down" during an analysis phase in the production cycle.
The "Planner/Scheduler" represents an entity above the simulation models. This function (an application, user, etc.) declares As stated above and shown in Figure 3 , there are four major file types for data transfer between the simulation and schedulerlplanner entities. Each are briefly described below: 1.
2.
4.
Map.dat is a file or database which defines scheduling experiments for analysis.
O@ile.dat is a file or database for transfer of production orders into the simulation models. This file might include information such as the order number, order quantity, process plan, due date, etc.
Out.dat is an output file from which the scheduler gathers both real-time feedback from the confrol simulation and results of simulation analysis. This would imply that on-line simulation should also have a clear separation between decision making and the physical characteristics of the system.
