Aims. We investigate the kinematics of red clump stars in the Solar Neighbourhood by combining data from TGAS and RAVE to constrain the local dark matter density. Methods. After calibrating the absolute magnitude of red clump stars, we characterize their velocity distribution over a radial distance range of 6-10 kpc and up to 1.5 kpc away from the Galactic plane. We then apply the axisymmetric Jeans equations on subsets representing the thin and thick disks to determine the (local) distribution of mass near the disk of our Galaxy. Results. Our kinematic maps are well-behaved permitting a straightforward local determination of the vertical force, which we find to be K thin z = −2454 ± 619 and K thick z = −2141 ± 774 (km/s) 2 /kpc at 1.5 kpc away from the Galactic plane for the thin and thick disk samples and for thin and thick disk scale heights of 0.28 kpc and 1.12 kpc respectively. These measurements can be translated into a local dark matter density ρ DM ∼ 0.018 ± 0.002 M /pc 3 . The systematic error on this estimate is much larger than the quoted statistical error, since even a 10% difference in the scale height of the thin disk leads to a 30% change in the value of ρ DM , and a nearly equally good fit to the data.
Introduction
With the launch of the Gaia satellite a wealth of new data is becoming available on the motions and positions of stars in the Milky Way and its satellite galaxies (Gaia Collaboration et al. 2016a,b) . For example, the Tycho Gaia Astrometric Solution (TGAS) has provided significantly improved proper motions and parallaxes of nearby stars. The power of these data increases even further when combined with spectroscopic surveys such as RAVE , APOGEE (Majewski et al. 2017) and LAMOST (Cui et al. 2012) , as this provides knowledge of the full phase-space distribution of stars near the Sun, as shown in e.g. Allende Prieto et al. (2016) ; Helmi et al. (2017) ; Liang et al. (2017) ; Monari et al. (2017) ; Yu & Liu (2018) .
New kinematic maps of the Solar neighbourhood can be used for example, to obtain more precise estimates of the local dark matter density ρ DM . Most modern measurements of ρ DM seem to be consistent with a value just below ∼ 0.01M /pc 3 when assuming a total baryonic surface mass density Σ baryon of 55M /pc 2 according to Read (2014) . McKee et al. (2015) argue for a value of 0.013M /pc 3 for Σ baryon = 47.1M /pc 2 , and Bienaymé et al. (2014) find ρ DM = 0.0143 ± 0.0011M /pc 3 for Σ baryon = 44.4 ± 4.1M /pc 2 using red clump stars in RAVE DR4. Recently Sivertsson et al. (2017) determined a dark matter density of 0.012M /pc 3 using SDSS-SEGUE G-dwarf stars for Σ baryon = 46.85M /pc 2 . These estimates are consistent with those inferred from studies that model the mass of the Milky Way globally (e.g. Piffl et al. 2014) .
Despite the apparent good agreement between the various values reported in the literature, local dark matter density estimates are affected by different "systematic" uncertainties (see e.g. Silverwood et al. 2016) . These include of course, uncertainties on Σ baryon , which depend on the gas mass density which has typically an error of 50%, and the local stellar densities although these are typically determined with 10% accuracy or better (e.g. Holmberg & Flynn 2000; Bovy 2017) . Furthermore, the presence of multiple populations, and assumptions made regarding their distribution (Moni Bidin et al. 2012; Hessman 2015; Bü-denbender et al. 2015) , or deviations from equilibrium, such as bending or breathing of the disk (Widrow et al. 2012; Williams et al. 2013 ) may also affect the conclusions reached (Banik et al. 2017) .
In this paper we use TGAS and RAVE data to derive an estimate of the local dark matter density and explore the impact of uncertainties in (some of) the characteristic parameters of the Galactic thin and thick disks. In Sect. 2 we present the data and selection criteria used in this work, as well as the new kinematic maps of the Solar Neighbourhood. In Sect. 3 we present our local dark matter measurement and the impact of the disk parameters on the estimate. We conclude in Sect. 4.
Data
The dataset we use stems from the cross-match of TGAS to the 5th Data Release of the Radial Velocity Experiment (RAVE DR5, Kunder et al. 2017) . The TGAS dataset contains ∼ 2 million stars that are in common between the Gaia DR1 catalogue and the Hipparcos and Tycho-2 catalogues and provides accurate positions on the sky, mean proper motions and parallaxes. The RAVE survey is a magnitude-limited survey (9 < I < 12) of stars in the southern hemisphere (∼ 450000 stars), that for low galactic latitudes (b < 25 • ) uses a colour criterion, J −K s ≥ 0.5, which preferentially selects giant stars. RAVE provides radial velocities, astrophysical parameters, as well as a spectro-photometric parallaxes. The overlap between RAVE DR5 and TGAS contains ∼ 250000 stars with full phase space information. McMillan et al. (2017 used the TGAS astrometric parallax measurements as priors to derive improved spectrophotometric parallaxes and astrophysical parameters. This is the dataset that we use here, after applying a few extra quality cuts. We keep only those stars that have SNR_K > 20, an ALGO_CONV parameter equal to either 0 or 4, eHRV < 8 km/s, and flag_any = 0. This leaves us with a 'reliable' sample containing 108679 stars. The median distance of stars in this sample is of ∼ 0.5 kpc, and their median relative distance error is ∼ 13%.
Selecting a red clump stars' sample
To gain more in distance accuracy we use red clump (RC) stars, as they act as standard candles (e.g. Paczyński & Stanek 1998; Groenewegen 2008; Girardi 2016) . We select RC stars on the basis of the surface gravity log(g) PJM and the extinction corrected 2MASS bands J corr and K S ,corr , where J corr = J − A J and K S ,corr = K S − A K S , and A J = 0.282 A V and A K S = 0.112 A V , where A V is taken from PJM2017. Finally we define our 'RC sample' by: 0.52 ≤ (J − K S ) corr ≤ 0.72 and 2.35 ≤ log(g) PJM ≤ 2.60, (1) and which contains 26653 stars. We calibrate the RC absolute K s -band magnitude by considering a subsample of 3211 RC stars with a maximum relative parallax error of 10%. We find these stars to have a mean absolute K s -band magnitude of M RC K S = −1.604 mag and a dispersion of 0.064 mag, which we round-off to M RC K S = −1.60 mag and a dispersion of 0.1 mag (which translates into a ∼ 5% error in distance) in the remainder of this work. These values depend slightly on the maximum parallax error imposed for the calibration, and they are consistent with Hawkins et al. (2017) , who find M = −1.606 ± 0.009 mag, both works mainly using TGAS parallaxes and APOGEE spectroscopy.
In the left panel of Fig. 1 we show the distribution of giant branch stars in our sample in the extinction corrected (J − K s ) corr colour versus surface gravity log(g) PJM space. Our selection of red clump stars is given by the light blue box. In this region there will be some contamination of red giant branch (RGB) stars since RAVE does not provide asteroseismic information that can be used to discriminate between RC and RGB stars (e.g. Bedding et al. 2011; Chaplin & Miglio 2013) . According to Girardi (2016) the typical contamination fraction is of order 30% times the log(g) boxwidth in dex used to define the RC sample, thus resulting in a contamination estimate of 7.5% for our RC selection criteria. In the right-hand side panel of Fig. 1 we show a similar region of an extinction corrected HR-diagram by using the PJM2017 improved parallaxes for the stars from the reliable sample. The mean and standard deviation of the adopted RC absolute K S -band magnitude are plotted as the horizontal solid and dashed lines respectively.
General properties of the RC sample
Now that we have calibrated the mean absolute magnitude of RC stars and its spread, we proceed to compute distances to our stars. We here define a 'default realization' in which all RC stars are assumed to have M RC K S = −1.60 mag. The resulting spatial distribution of stars is shown in Fig. 2 , computed in bins with widths 0.5 kpc in R and 0.1 kpc in z, after setting R = 8.3 kpc (Schönrich 2012 ) and z = 0.014 kpc (Binney et al. 1997) , for the position of the Sun with respect to the Galactic centre. This figure shows that our sample covers R ∼ 6 − 10 kpc and |z| 1.5 kpc. Since the RAVE survey is more oriented to the southern and inner part of the Galaxy, there are more RC observed in these regions.
When converting the observables to galactocentric cylindrical coordinates and velocities, we additionally use -(U, V, W) = (11.1, 12.24, 7.25) km/s (Schönrich et al. 2010) , for the peculiar motion of the Sun with respect to the Local Standard of Rest (LSR), and where U is radially inward, V in the direction of galactic rotation, and W perpendicular to the Galactic plane and positive towards the north Galactic pole;
-v c (R ) = 240 km/s (Piffl et al. 2014) , for the circular velocity at R = R .
Figs. 3 and 4 show kinematic maps, i.e. mean velocities and their standard deviations, respectively, in the meriodional plane using the same 'default realization' and bin widths as before. These figures show the well-known decrease of the average rotational velocity v φ with height above the plane, and the increase of the velocity dispersions with increasing |z|. We also see a variation (of order 5 km/s/kpc) in v R with respect to R and some asymmetry in the vertical direction, as found in other works (e.g. Casetti-Dinescu et al. 2011; Siebert et al. 2011; Williams et al. 2013) . On the other hand we find no strong evidence for a bending or breathing mode in v z , at least up to 0.7 kpc (see also Carrillo et al. 2017) .
The surface mass density and the vertical Jeans equation
The (integrated) Poisson equation in cylindrical coordinates links the total surface mass density Σ(R, z) to the components of the gravitational force per unit mass in the radial, F R , and vertical direction, K z , via:
where Σ(R, z) = +z −z ρ tot (R, z )dz . Under the assumption of equilibrium, we can use the Jeans equations to relate the moments of the distribution function of a population, such as its density and velocity moments, to the gravitational potential in which it moves Φ(R, z). In this case
and
In these equations we have defined
where γ * ,x is the log-slope of the stellar density profile of the population with respect to coordinate x (=R or z), and otherwise γ Q,x denotes the log-slope of the velocity moments. The steady state assumption implies that v R = v z = 0, and hence cov(v R , v z ) = v R v z , and σ 2 (v R ) = v 2 R , and analogously for σ 2 (v z ). From Eq. 3 and 4 and using the kinematic moments, we can derive the force field, which when inserted in Eq. 2, allows us to derive the total surface mass density. This will include the contributions of all baryonic components as well as a putative dark matter component, whose contribution we can establish with the data. Note therefore, that not only accurate measurements of the velocity moments and their variation with R and z are needed, but also knowledge on the radial and vertical slopes of the density distribution, as well as the surface densities of the different baryonic components (ISM and stars). Since our dataset does not allow us to derive these quantities reliably, we will have to make additional assumptions.
To reduce the complexity of the problem, one may note that the last term of Eq. 2 is approximately zero near R = R and z = 0, since the circular velocity curve v 2 c (R) = −RF R (R, z = 0) is approximately flat at the solar galactocentric radius (e.g. Reid et al. 2014) . Kuijken & Gilmore (1989) have shown that in this case, the term can be neglected up to a few kpc in z. Furthermore, Bovy & Tremaine (2012) showed that
∂R decreases as one moves away from the midplane for reasonable models of the Milky Way (although this has been challenged by Moni Bidin et al. 2015) . Therefore dropping the term will lead to an underestimate of the surface mass density Σ(R, z), which Bovy Article number, page 3 of 9 A&A proofs: manuscript no. aa & Tremaine (2012) find in their models to be a few percent at z = 1.5 kpc up to roughly 15% at z = 4 kpc.
Our dataset does not extend to heights larger than 1.5 kpc, which implies that we can solve the integrated Poisson equation by only evaluating the vertical Jeans Equation. We assume an exponential disk and that σ 2 (v R ) and σ 2 (v z ) follow an exponential profile in R with the same scale length as the density (e.g. van der Kruit & Searle 1982; Lewis & Freeman 1989) . For the tilt angle (which relates to the last term in Eq. 3), we do not assume spherical alignment 2 but that it is constant with R. We then combine Eq. 2 and 3 to yield
where h z and h R are the vertical and radial scale heights of the population traced by the stars explored. Eq. 5 can be applied to multiple populations that satisfy the assumptions described. We emphasize that as significantly more data with much better quality will be available soon (e.g. Gaia DR2), one should aim to solve the full set of equations (i.e. including all terms in Eq. 2), especially when going towards larger galactic heights. Getting a better handle on both the vertical and radial slopes of 2 We find that the difference in the amplitude of K z for a spherically aligned ellipsoid or one where cov(v R , v z ) varies as σ 2 (v R ) and σ 2 (v z ), is less than 10% of the uncertainty on K z due to measurement errors. the velocity moments and on the density profiles of the samples traced would reduce the number of assumptions needed to estimate the dark matter density.
Analysis of the data
To mimic the uncertainties of the distances, we draw 1000 realizations of the absolute K S -band magnitude for each star in our RC sample, assuming a Gaussian distribution characterised by our calibrated mean and dispersion (see Sect. 2.1). This effectively leads to 1000 distance realizations for the RC stars selected from the PJM2017 sample. In each realization we transform the observables to a galactocentric cylindrical coordinate frame and propagate the errors. For this procedure, we assume no error on the positional coordinates, and use the TGAS values for the proper motion errors and their correlations. Since radial velocities are observed independently by RAVE there are no correlations with the proper motion measurements from TGAS.
Given that we are only interested in the vertical trend of the gravitational force K z , in each realization we consider only those stars that are within 0.5 kpc in R from R . We fold the data below the plane towards positive z by flipping the signs of z and v z and select the subset of stars that trace the population under consideration (see Sect. 3.2.1). We then take bins in z such that they contain at least 100 stars from the population and from each bin we remove the outlier stars, by iteratively eliminating stars out-side the tilted velocity ellipsoid that would contain 99.994% of the stars in case of a perfect multivariate Gaussian distribution. This clipping is performed in (v R , v z , v φ )-space.
Since measurement errors in general will inflate the observed velocity dispersion, we subsequently attempt to solve for the intrinsic velocity dispersions of the population by maximizing the bivariate Gaussian likelihood function L of the (v R , v z )-data. In here, the error terms are set by the true intrinsic dispersions σ intr of the population and the measurement errors i of star i, summed in quadrature:
where
, and
with cov(v R,i , v z,i ) the covariance of the measurement errors in
given the N stars of the population in the bin under consideration. We employ MCMC modelling (Foreman-Mackey et al. 2013) to solve for the intrinsic velocity dispersions σ(v R ) intr and σ(v z ) intr , the mean velocities v R and v z , and the covariance term cov(v R , v z ) intr in each bin in z. Each MCMC run also returns an error estimate of these moments. Priors to the MCMC model are added such that the dispersions in v R and v z should be positive and such that the absolute value of the correlation of v R and v z is always smaller or equal to 1.
The procedure of taking bins in z, removing outlier stars, and solving for the intrinsic moments is repeated for every realization of the RC sample and for each population of stars.
Vertical velocity dispersion profiles: Two components
The Milky Way contains a thin and a thick disk that, in the Solar neighbourhood, are known to have different spatial, kinematical and metallicity distributions. In particular, the thick disk is hotter, has a larger scale height and is typically more metal-poor, becoming more dominant for [Fe/H] −0.5 dex. These two populations should thus be treated separately when attempting to solve Eq. 5.
Since the distributions of thin and thick disk stars show a certain amount of overlap in most observables, we first investigate how the choice of different metallicity ranges for the thin and thick disk tracer RC samples affect the intrinsic z-velocity dispersion profiles. For the metallicity we use the calibrated values, Met_N_K, as provided by RAVE. In Fig. 5 we show the results using the 'default realization' (i.e. for the distance) after deconvolution of the measurement errors (see Eqs. 6 and 7). For this figure we require a minimum of 50 stars per bin.
This figure shows that a change in the adopted metallicity boundary for the thin disk has no significant effect on the vertical velocity dispersion profile (top panel). Therefore, for the thin disk we simply choose Met_N_K ≥ −0.25 dex. For the thick disk on the other hand, changing the upper metallicity limit can have a significant influence on the recovered dispersion profile (see [km/s] −1.00 <Met_N_K <−0.60 −1.00 <Met_N_K <−0.55 −1.00 <Met_N_K <−0.50 −1.00 <Met_N_K <−0.45 −1.00 <Met_N_K <−0.40 Fig. 5 . Influence of the adopted metallicity ranges for the thin (top) and thick (bottom) disk RC samples on the intrinsic vertical velocity dispersions (for the 'default' realization). Only for the thick disk velocity dispersion profile there is a dependence on the adopted upper metallicity boundary, partly due to contamination by the low metallicity tail of the thin disk. The bins plotted here are fully independent (non-overlapping).
the bottom panel of the figure), most likely driven by contamination by thin disk stars. To get a clean sample (and to avoid the inclusion of halo stars) we adopt the following range in what follows: −1.00 ≤ Met_N_K ≤ −0.50 dex. Although we could have chosen an even lower value for the upper limit, this comes at the cost of an important decrease in the number of stars. For example in the default realization there are 586, 427, or 386 stars in the thick disk sample in between z = 0.55 and z = 1.7 kpc when respectively using upper metallicity boundaries of −0.5, −0.55, and −0.6 dex. After finding the intrinsic velocity moments as function of z for each of the 1000 realizations for the samples representing the thin and thick disk, we compute their mean and dispersion over all realizations, also taking into account the errors on the moments in each single realization (which were determined in the MCMC modelling procedure). These dispersions thus account for the error on the moments due to the errors in proper motion and radial velocity and to the unknown distances to the RC stars. In Fig. 6 we show the mean vertical velocity dispersion profiles for both the thick (blue) and thin (red) disk sample, overplotted on the dispersion profiles from all individual realizations (for which the error bars are omitted in this plot). From this figure we see that the velocity dispersion profiles increase quickly with z and that above z ∼ 0.5 kpc their variation is much shallower, particularly for the thick disk sample.
The K z force
Because our goal is to measure more reliably the contribution of dark matter we focus on the bins at large galactic heights, since for small z the baryons (are expected to) dominate the gravitational force. We thus choose to explore only those bins for which the central z-coordinate satisfies |z| ≥ 0.6 kpc.
We are now ready to insert the moments (and their errors) in Eq. 5. This equation also requires knowledge of the variation of σ(v z ) with z. Rather than differentiating the data directly, we fit a linear function to σ(v z ) as function of z, whose slope and uncertainty are then used in Eq. 5.
To compute K z , we set R = R in the last term of Eq. 5, and we fix the scale lengths of both disks to an intermediate value of 2.5 kpc (e.g. Siegel et al. 2002; Jurić et al. 2008; Bensby et al. 2011; McMillan 2011; Robin et al. 2012 Robin et al. , 2014 Bland-Hawthorn & Gerhard 2016 ). Finally we explore how K z varies for a set of scale heights for the thin and thick disk populations. Fig. 7 shows the derived vertical forces in black for h thin z = 0.28 kpc and h thick z = 1.12 kpc. The solid line corresponds to the thin disk sample, the dashed line to the thick disk sample. Since we folded our data towards positive z, the forces derived are negative. We find K thin z = −2454 ± 619 and K thick z = 2141 ± 774 (km/s) 2 /kpc at 1.5 kpc away from the Galactic plane. We also show the decomposition of K z into the three terms of Eq. 5: the first associated to vertical velocity dispersion (blue), the second to the slope of the vertical variance as function of z (green), and the third to the mixed velocity moment (red). The first term dominates K z for both samples. On the other hand we find that the error on K z is dominated by that on the vertical ve- locity dispersion for the thin disk sample, while for the thick disk it is the error on the slope.
The mass model
Now that we have determined K z , and hence the total surface mass density Σ(z) according to Eq. 2 (which is strictly equivalent only if we assume ∂(RF R )/∂R = 0 for all z), we proceed to compare it to the surface mass density derived from the contribution of all baryonic components and explore the need for dark matter.
We characterize the baryonic components with a double exponential stellar thin and thick disk, and an infinitely thin ISM disk with a surface mass density equal to 13M /pc 2 (Holmberg & Flynn 2000) , and consider a constant dark matter density 3 . We further fix the midplane stellar density at the solar radius to 0.043M /pc 3 (McKee et al. 2015) , which is very similar to the value of (0.040 ± 0.002)M /pc 3 found by Bovy (2017) . We fix the thick to thin disk density ratio to 12% (Piffl et al. 2014) .
To explore the effect of the assumed thin and thick disk scale heights on the local dark matter density estimates, we sample the thin disk scale height from 200 to 400 pc and the thick disk scale height from 700 to 1300 pc, such that typical estimates reported in the literature are covered (e.g. Bland-Hawthorn & Gerhard 2016). For each combination we determine the value of ρ DM by minimizing the total χ 2 -value defined as: )-space where the model can fit the data the best. The larger impact of the thin disk scale height on the fitted dark matter density is probably driven by the smaller error bars on the gravitational force profile implied from the thin disk sample in comparison to that from the thick disk sample (see e.g. Fig. 6 ). Yellow lines indicate where the total baryonic surface mass density in the models equals 35, 40, 45, 50 and 55M /pc 2 . Most previous works seem to agree on baryonic surface mass densities in the range 40 − 55M /pc 2 (e.g. McKee et al. 2015 , and references therein), thus the models with combinations of scale heights which result in smaller or larger baryonic contributions are less plausible. . Maps of the reduced χ 2 -values computed for the thin (left) and thick (right) disk samples separately. The thin disk sample is generally fitted well with the minimization of the joint χ 2 , and this is because it contributes with a larger number of datapoints with smaller error bars. This is not the case for the thick disk, where for certain combinations of the scale heights the fit is poor for this sample (χ 2 thick,red > 1).
In Fig. 9 we explore further the quality of the fits obtained by comparing the reduced χ 2 -values as computed from the thin (left) and the thick disk data (right). The panels show that the thin disk data is always fitted well, but that models with a very low (or large) thin and large (or low) thick disk scale height do not lead to a high quality fit for the thick disk data.
In summary, the model and data are thus most consistent for h thin z = 0.28 kpc and h thick z = 1.12 kpc, which results in Σ baryon = 44.8M /pc 2 . In this case, the inferred local dark matter density is 0.018 ± 0.002M /pc 3 . This model is shown in Fig. 10 and has χ 2 = 2.6. With 11 degrees of freedom (12 datapoints and 1 model parameter), this value implies that the quality of the fit is good. Note that the uncertainty on the scale heights of the populations used constitute a much larger source of error on the estimate of the local dark matter density than the measurement errors alone, which lead to a relative error of order 10% only.
In the analysis presented thus far we have considered all data within |R−R | ≤ 0.5 kpc. When we restrict ourselves to a smaller volume, within 0.25 kpc from R , the dataset is smaller and this
