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a b s t r a c t
In this paper, we study the solvability of a Caputo fractional differential equation model
involving the p-Laplacian operator with boundary value conditions. By using the Banach
contraction mapping principle, some new results on the existence and uniqueness of a
solution for the model are obtained. It is interesting to note that the sufficient conditions
for the solvability of the model depend on the parameters p and α. Furthermore, we give
some examples to illustrate our results.
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1. Introduction
The fractional order derivative or integral is a tool in common usage in solving certain problems in modern science
and engineering technology. At the same time, the p-Laplacian operator is widely used in analyzing mathematical models
of physical phenomena, mechanics, nonlinear dynamics and many other related fields. Therefore, both the fractional
differential equation and the differential equationwith a p-Laplacian operator arewidely applied in different fields of physics
and natural phenomena, for example, non-Newtonian mechanics, fluid mechanics, viscoelasticity mechanics, combustion
theory, mathematical biology, the theory of partial differential equations and so on. See [1–8] and their references.
Recently, there have appeared a very large number of papers which are devoted to the existence of solutions of boundary
value problems and initial value problems for the fractional differential equations (see [9–19]), and the existence of solutions
of boundary value problems for the p-Laplacian operator equations; see [20–25] and their references.
However, no contributions, as far as we know, which have combined the fractional differential equation with the
p-Laplacian operator equations have appeared.
In this paper, we are concerned with the existence and uniqueness of solutions of the Caputo fractional differential
equation involving the p-Laplacian operator
(ϕp(
CDαx(t)))′ = f (t, x(t)), t ∈ (0, 1), (1.1)
with the boundary value conditionsx(0) = r0x(1),x′(0) = r1x′(1),x(i)(0) = 0, i = 2, 3, . . . , [α] − 1, (1.2)
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where ϕp is a p-Laplacian operator, i.e., ϕp(s) =
sp−2s, p > 1, ϕq = ϕ−1p , 1p + 1q = 1, CDα is the standard Caputo derivative,
1 < α ∈ R is an constant, and f ∈ C([0, 1] × R,R) is a given nonlinear function.
In this paper, we focus on the solvability of the boundary value problem (1.1), (1.2). By means of the famous Banach
contraction mapping principle, we obtain some new results on the existence and uniqueness of solutions for the model.
Furthermore, we give some examples to illustrate our results.
2. Preliminaries
For the sake of clarity, we list the necessary definitions from fractional calculus theory here. These definitions can be
found in recent research.
Definition 2.1 ([1]). Let α > 0. The fractional integral operator of a function y : (0,+∞)→ R is given by
Iαy(t) = 1
0(α)
 t
0
(t − s)α−1y(s)ds.
Definition 2.2 ([1]). Let α > 0. The Caputo fractional derivative of a function x : (0,+∞)→ R is given by
CDαx(t) = 1
0(n− α)
 t
0
x(n)(t)
(t − s)α+1−n ds,
where n = [α] + 1 and [α]means the integral part of α. 0 denotes the Gamma function and B denotes the Beta function,
that is
B(u, v) = 0(u)0(v)
0(u+ v) , for 0 < u, v ∈ R.
The basic properties of the p-Laplacian operator which will be used in the following studies are listed below.
(1) If 1 < p < 2, xy > 0, and |x|, |y| ≥ m > 0, then
|ϕp(x)− ϕp(y)| ≤ (p− 1)mp−2|x− y|. (2.1)
(2) If p > 2, |x|, |y| ≤ M , then
|ϕp(x)− ϕp(y)| ≤ (p− 1)Mp−2|x− y|. (2.2)
Lemma 2.1. Suppose that h ∈ C[0, 1] and r0, r1 ≠ 1. Then the following boundary value problem:
(ϕp(
CDαx(t)))′ = h(t), t ∈ (0, 1),
x(0) = r0x(1),
x′(0) = r1x′(1),
x(i)(0) = 0, i = 2, 3, . . . , [α] − 1
(2.3)
is equivalent to the following integral equation:
x(t) = a1(t)
 1
0
(1− τ)α−2ϕq
 τ
0
h(s)ds

dτ + a2
 1
0
(1− τ)α−1ϕq
 τ
0
h(s)ds

dτ
+ a3
 t
0
(t − s)α−1ϕq
 τ
0
h(s)ds

dτ , (2.4)
where a1(t) = r1

r0+(1−r0)t

(1−r0)(1−r1)0(α−1) , a2 =
r0
(1−r0)0(α) , a3 = 10(α) . That is to say, every solution of (2.3) is also a solution of (2.4) and
vice versa.
Proof. The definition of the Caputo derivative implies that CDαx(0) = 0, and by (ϕp(CDαx(t)))′ = h(t), t ∈ (0, 1), and the
boundary condition x(i)(0) = 0, we have
ϕp(
CDαx(t)) = ϕp(CDαx(0))+
 t
0
h(s)ds =
 t
0
h(s)ds,
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and then
CDαx(t) = ϕq
 t
0
h(s)ds

.
Hence,
x(t) = Iαϕq
 t
0
h(s)ds

+ x(0)+ x′(0)t + x
′′(0)
2! t
2 + · · · + x
([α]−1)(0)
([α] − 1)! t
[α]−1
= 1
0(α)
 t
0
(t − τ)α−1ϕq
 τ
0
h(s)ds

dτ + x(0)+ x′(0)t. (2.5)
According to the property of the Caputo derivative, we can easily get
x′(t) = 1
0(α − 1)
 t
0
(t − τ)α−2ϕq
 τ
0
h(s)ds

dτ + x′(0).
Then
x(1) = 1
0(α)
 1
0
(1− τ)α−1ϕq
 τ
0
h(s)ds

dτ + x(0)+ x′(0),
and
x′(1) = 1
0(α − 1)
 1
0
(1− τ)α−2ϕq
 τ
0
h(s)ds

dτ + x′(0).
By the boundary value conditions x(0) = r0x(1), x′(0) = r1x′(1), we can get that
x′(0) = r1
(1− r1)0(α − 1)
 1
0
(1− τ)α−2ϕq
 τ
0
h(s)ds

dτ , (2.6)
and
x(0) = r0
(1− r0)0(α)
 1
0
(1− τ)α−1ϕq
 τ
0
h(s)ds

dτ + r0r1
(1− r0)(1− r1)0(α − 1)
×
 1
0
(1− τ)α−2ϕq
 τ
0
h(s)ds

dτ . (2.7)
Substituting (2.6) and (2.7) into (2.5), and it is easy to get that
x(t) = r1

t + r0(1− t)

(1− r0)(1− r1)0(α − 1)
 1
0
(1− τ)α−2ϕq
 τ
0
h(s)ds

dτ + r0
(1− r0)0(α)
 1
0
(1− τ)α−1
×ϕq
 τ
0
h(s)ds

dτ + 1
0(α)
 t
0
(t − τ)α−1ϕq
 τ
0
h(s)ds

dτ . (2.8)
That is
x(t) = a1(t)
 1
0
(1− τ)α−2ϕq
 τ
0
h(s)ds

dτ + a2
 1
0
(1− τ)α−1ϕq
 τ
0
h(s)ds

dτ
+ a3
 t
0
(t − s)α−1ϕq
 τ
0
h(s)ds

dτ . (2.9)
On the other hand, we can easily obtain that the solution of (2.4) is the solution of the boundary value problem (2.3).
The proof is completed. 
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3. The solvability of the model
In this section, we will use the Banach contraction mapping principle to prove the existence and uniqueness of the
solution of problem (1.1), (1.2).
Let the Banach space E = C[0, 1] be endowed with the norm ∥x∥ := maxt∈[0,1] |x(t)|.
By Lemma 2.1, x ∈ E is a solution of the boundary value problem (1.1), (1.2) if and only if x ∈ E is a solution of the integral
equation
x(t) = a1(t)
 1
0
(1− τ)α−2ϕq
 τ
0
f (s, x(s))ds

dτ + a2
 1
0
(1− τ)α−1ϕq
 τ
0
f (s, x(s))ds

dτ
+ a3
 t
0
(t − τ)α−1ϕq
 τ
0
f (s, x(s))ds

dτ . (3.1)
We define T0 : E → E by
T0x(t) = ϕq
 t
0
f (s, x(s))ds

,
and T1 : E → E by
T1x(t) = a1(t)
 1
0
(1− τ)α−2x(τ )dτ + a2
 1
0
(1− τ)α−1x(τ )dτ + a3
 t
0
(t − τ)α−1x(τ )dτ .
Let T = T1 ◦ T0; then T : E → E is a continuous and compact operator.
It is easy to see that x is the solution of the boundary value problem (1.1), (1.2) if and only if x is the fixed point of T .
In the case p > 2, due to 1p + 1q = 1, then 1 < q < 2. We have the following theorem.
Theorem 3.1. Suppose p > 2, r0 ≠ 1, r1 ≠ 1 and the following condition holds:
(C1) There exist constants λ > 0, 0 < δ < 22−q and k with 0 < k <
λ2−q|(1−r0)(1−r1)|0

α+2+δ(q−2)

(q−1)(|1−r0|+|r0|)(|1−r1|+(1+α+δ(q−2))|r1|)0

2+δ(q−2)
 , such
that
λδtδ−1 ≤ f (t, x), for any (t, x) ∈ (0, 1] × R, (3.2)
and f (t, x)− f (t, y) ≤ kx− y, for t ∈ [0, 1] and x, y ∈ R. (3.3)
Then the boundary value problem (1.1), (1.2) has a unique solution.
Proof. By (3.2), we can get
λtδ ≤
 t
0
f (s, x)ds, for any (t, x) ∈ [0, 1] × R.
By (2.1), (3.3) and the definition of operator T0, for any x, y ∈ E, we have
(T0x)(0)− (T0y)(0) = 0 and for t > 0,
T0x(t)− T0y(t) =
ϕq
 t
0
f (s, x(s))ds

− ϕq
 t
0
f (s, y(s))ds

≤ (q− 1)(λtδ)q−2

 t
0
f (s, x(s))ds−
 t
0
f (s, y(s))ds

≤ (q− 1)(λtδ)q−2
 t
0
f (s, x(s))− f (s, y(s))ds
≤ (q− 1)(λtδ)q−2
 t
0
k∥x− y∥ds
= k(q− 1)λq−2tδ(q−2)+1∥x− y∥.
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Hence,Tx(t)− Ty(t) = T1(T0x)(t)− T1(T0y)(t)
=
a1(t)
 1
0
(1− τ)α−2(T0x)(τ )− (T0y)(τ )dτ + a2  1
0
(1− τ)α−1(T0x)(τ )− (T0y)(τ )dτ
+ a3
 t
0
(t − τ)α−1(T0x)(τ )− (T0y)(τ )dτ

≤

|a1(t)|
 1
0
(1− τ)α−2τ δ(q−2)+1dτ + |a2|
 1
0
(1− τ)α−1τ δ(q−2)+1dτ
+ a3
 t
0
(t − τ)α−1τ δ(q−2)+1dτ

k(q− 1)λq−2∥x− y∥
=

|a1(t)|
 1
0
(1− τ)α−2τ δ(q−2)+1dτ + |a2|
 1
0
(1− τ)α−1τ δ(q−2)+1dτ
+ a3
 1
0
tα−1(1− τ)α−1tδ(q−2)+1τ δ(q−2)+1tdτ

k(q− 1)λq−2∥x− y∥
= |a1(t)|Bα − 1, δ(q− 2)+ 2+ |a2|Bα, δ(q− 2)+ 2
+ a3tα+1+δ(q−2)B

α, δ(q− 2)+ 2k(q− 1)λq−2∥x− y∥
=

|a1(t)|α + δ(q− 2)+ 1
α − 1 + |a2| + a3t
α+1+δ(q−2)

B

α, δ(q− 2)+ 2k(q− 1)λq−2∥x− y∥.
Obviously, |a1(t)| = | r1

r0+(1−r0)t

(1−r0)(1−r1)0(α−1) | ≤
|r1|

|r0|+|1−r0|

|(1−r0)(1−r1)|0(α−1) , |a2| ≤
|r0|
|1−r0|0(α) ; thenTx(t)− Ty(t) ≤  |r1||r0| + |1− r0||(1− r0)(1− r1)|0(α − 1) α + δ(q− 2)+ 1α − 1 + |r0||1− r0|0(α)
+ 1
0(α)

B

α, δ(q− 2)+ 2k(q− 1)λq−2∥x− y∥
= (|1− r0| + |r0|)
|1− r1| + (1+ α + δ(q− 2))|r1|
|(r0 − 1)(r1 − 1)|0(α) B

α, δ(q− 2)+ 2k(q− 1)λq−2∥x− y∥
= (|1− r0| + |r0|)
|1− r1| + (1+ α + δ(q− 2))|r1|
|(r0 − 1)(r1 − 1)|
0(δ(q− 2)+ 2)
0(α + δ(q− 2)+ 2)k(q− 1)λ
q−2∥x− y∥
, L∥x− y∥,
where L = (|1−r0|+|r0|)(|1−r1|+(1+α+δ(q−2))|r1|)|(r0−1)(r1−1)|
0(δ(q−2)+2)
0(α+δ(q−2)+2)k(q− 1)λq−2. By the condition (C1) of the theorem, we can get that
0 < L < 1. Then
∥Tx− Ty∥ ≤ L∥x− y∥.
This implies that T : E −→ E is a contraction mapping. By means of the Banach contraction mapping principle, we get that
F has a unique fixed point in E, that is the boundary value problem (1.1), (1.2) has a unique solution. 
With a proof similar to that of Theorem 3.1, we can prove that the following theorem holds.
Theorem 3.2. Suppose p > 2, r0 ≠ 1, r1 ≠ 1 and the following condition holds:
(C2) There exist constants λ > 0, 0 < δ < 22−q and k with 0 < k <
λ2−q|(1−r0)(1−r1)|0

α+2+δ(q−2)

(q−1)(|1−r0|+|r0|)(|1−r1|+(1+α+δ(q−2))|r1|)0

2+δ(q−2)
 , such
that
f (t, x) ≤ −λδtδ−1, for any (t, x) ∈ (0, 1] × R, (3.4)
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and f (t, x)− f (t, y) ≤ kx− y, for t ∈ [0, 1] and x, y ∈ R. (3.5)
Then the boundary value problem (1.1), (1.2) has a unique solution.
In the case 1 < p < 2, due to 1p + 1q = 1, we can get q > 2. We have the following result.
Theorem 3.3. Suppose 1 < p < 2, r0 ≠ 1, r1 ≠ 1 and the following condition holds.
(C3) There exists a nonnegative function g ∈ L[0, 1] and M :=
 1
0 g(t)dt > 0, such that
|f (t, x)| ≤ g(t), for any (t, x) ∈ [0, 1] × R, (3.6)
and there exists a constant k with 0 < k < |(1−r0)(1−r1)|0(α+2)
(q−1)Mq−2(|1−r0|+|r0|)(|1−r1|+(1+α)|r1|) , withf (t, x)− f (t, y) ≤ kx− y, for, t ∈ [0, 1] and x, y ∈ R. (3.7)
Then the boundary value problem (1.1), (1.2) has a unique solution.
Proof. By (3.6), we can get that, for t ∈ [0, 1], t
0
f (s, x(s))ds
 ≤  1
0
|f (s, x(s))|ds ≤
 1
0
g(s)ds = M.
From (2.2) and (3.7), for any x, y ∈ E, we have
(T0x)(t)− (T0y)(t) =
ϕq
 t
0
f (s, x(s))ds

− ϕq
 t
0
f (s, y(s))ds

≤ (q− 1)Mq−2

 t
0
f (s, x(s))ds−
 t
0
f (s, y(s))ds

≤ (q− 1)Mq−2
 t
0
f (s, x(s))− f (s, y(s))ds
≤ (q− 1)Mq−2
 t
0
k∥x− y∥ds
= k(q− 1)Mq−2t∥x− y∥.
ThereforeTx(t)− Ty(t) = (T1 ◦ T0x)(t)− (T1 ◦ T0y)(t)
=
a1(t)
 1
0
(1− τ)α−2(T0x)(τ )− (T0y)(τ )dτ + a2  1
0
(1− τ)α−1(T0x)(τ )− (T0y)(τ )dτ
+a3
 t
0
(t − τ)α−1(T0x)(τ )− (T0y)(τ )dτ

≤

|a1(t)|
 1
0
(1− τ)α−2τdτ + |a2|
 1
0
(1− τ)α−1τdτ
+ a3
 t
0
(t − τ)α−1τdτ

k(q− 1)Mq−2∥x− y∥
≤

|a1(t)|
α(α − 1) +
|a2| + a3tα+1
α(α + 1)

k(q− 1)Mq−2∥x− y∥
≤ k(q− 1)M
q−2(|1− r0| + |r0|)
|1− r1| + (1+ α)|r1|
|(1− r0)(1− r1)|0(α + 2) ∥x− y∥
, L1∥x− y∥
where L1 = k(q−1)Mq−2(|1−r0|+|r0|)(|1−r1|+(1+α)|r1|)|(1−r0)(1−r1)|0(α+2) . According to the condition (C3) of this theorem, we can get that 0 < L1 < 1.
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Hence,
∥Tx− Ty∥ ≤ L∥x− y∥.
This implies that T : E −→ E is a contraction mapping. By means of the Banach contraction mapping principle, we can get
that F has a unique fixed point in E, that is to say, that the boundary value problem (1.1), (1.2) has a unique solution. 
4. Examples
To illustrate our main results, we present the following examples.
Example 4.1. We consider the boundary value problem
(|CD 32 x(t)| 12 CD 32 x(t))′ = 3t2

1+ sin2
πx
10
+ ω

+ 1
100
|x|

, t ∈ (0, 1),
x(0) = 1
10
x(1),
x′(0) = 1
10
x′(1),
x(k)(0) = 0, k = 2, 3, . . . , [α] − 1,
(4.1)
where ω is a real number. Then the boundary value problem (4.1) has a unique nonnegative solution.
Proof. The equation in (4.1) is equivalent to
(ϕ 5
2
(CD
3
2 x(t)))′ = 3t2

1+ sin2
πx
10
+ ω

+ 1
100
|x|

,
and then the boundary value problem (4.1) can be regarded as boundary value problem (1.1), (1.2), where
f (t, x) = 3t2

1+ sin2
πx
10
+ ω

+ 1
100
|x|

, p = 5
2
> 2, α = 3
2
, r0 = 110 ≠ 1, r1 =
1
10
≠ 1.
Then
q = 5
3
< 2, f ∈ C([0, 1] × R,R).
Taking λ = 1, δ = 3, k = π3 ,we have 0 < δ < 22−q = 6; then
0 < k = π
3
<
λ2−q|(1− r0)(1− r1)|0

α + 2+ δ(q− 2)
(q− 1)(|1− r0| + |r0|)
|1− r1| + (1+ α + δ(q− 2))|r1|02+ δ(q− 2) = 243
√
π
280
,
and
L = (|1− r0| + |r0|)
|1− r1| + (1+ α + δ(q− 2))|r1|
|(r0 − 1)(r1 − 1)|
0(δ(q− 2)+ 2)
0(α + δ(q− 2)+ 2)k(q− 1)λ
q−2 = 280
√
π
729
.
It is easy to verify that
λδtδ−1 = 3t2 ≤ 3t2

1+ sin2
πx
10
+ ω

+ 1
100
|x|

= f (t, x), for (t, x) ∈ (0, 1] × R,
and f (t, x)− f (t, y) = 3t2

1+ sin2
πx
10
+ ω

+ 1
100
|x|

− 3t2

1+ sin2
πy
10
+ ω)+ 1
100
|y|
 < π3 t2x− y ≤ π3 x− y = kx− y,
for t ∈ [0, 1], x, y ∈ R.
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Therefore, by Theorem 3.1, the boundary value problem (4.1) has a unique solution.
In fact, it follows that the solution is nonnegative from (3.1). 
Example 4.2. We consider the nonlinear boundary value problem
(ϕ 3
2
(CD
4
3 x(t)))′ = 3t2 sin2

x
3
+ ω

, t ∈ (0, 1),
11x(0)− x(1) = 0,
11x′(0)− x′(1) = 0,
x(k)(0) = 0, k = 2, 3, . . . , [α] − 1,
(4.2)
where ω is a constant. Then the boundary value problem (4.2) has a unique nonnegative solution.
Proof. The boundary value problem (4.2) can be regarded as boundary value problem (1.1), (1.2), where
f (t, x) = 3t2 sin2

x
3
+ ω

, p = 3
2
< 2, α = 4
3
, r0 = 111 , r1 =
1
11
,
and then q = 3 > 2, with f ∈ C([0, 1] × R,R). Take g(t) = 3t2; then g ∈ L[0, 1] and  10 g(t)dt = 1 = M . Let k = 1; we
have
0 < k <
|(1− r0)(1− r1)|0(α + 2)
(q− 1)Mq−2(|1− r0| + |r0|)
|1− r1| + (1+ α)|r1| = 1500
 10
3

407
,
and
L = k(q− 1)M
q−2(|1− r0| + |r0|)
|1− r1| + (1+ α)|r1|
|(1− r0)(1− r1)|0(α + 2) =
407
1500
 10
3
 < 1.
It is easy to verify that
0 ≤ |f (t, x)dt| = g(t), for (t, x) ∈ [0, 1] × R,
and f (t, x)− f (t, y) = 3t2 sin2

x
3
+ ω

− 3t2 sin2

y
3
+ ω
 ≤ t2x− y ≤ kx− y, for t ∈ [0, 1], x, y ∈ R.
Therefore, by Theorem 3.3, the boundary value problem (4.2) has a unique solution. By (3.1), we can easily get that the
solution is nonnegative. Moreover, the boundary value problem (4.2) has a unique trivial solution when ω = 0 and
f (t, 0) ≡ 0. And the boundary value problem (4.2) has a unique non-trivial solution x(t) ≥ 0 and x(t) ≢ 0 when ω ≠ 0 and
f (t, 0) ≢ 0. 
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