i=1 be a family of contractive similitudes satisfying the open set condition. Let ν be a self-similar measure associated with (g i ) M i=1 . We study the quantization problem for the in-homogeneous self-similar measure µ associated with a condensation system ((
Introduction
In this paper, we further study the quantization problem for in-homogeneous self-similar measures. This problem has a deep background in information theory and engineering technology [6] . Mathematically, people are concerned with the asymptotic error (quantization error) in the approximation of a given probability measure with discrete ones in the sense of L r -metrics. We refer to [4] for mathematical foundations of the quantization problem and [9, 11, 12] for recent results on in-homogeneous self-similar measures. Next, let us recall some definitions and known results.
Let (f i ) N i=1 be a family of contractive similitudes on R q with contraction ratios (s i ) N i=1 . According to [7] , there exists a unique non-empty compact subset E of R q such that E = f 1 (E) ∪ f 2 (E) ∪ · · · ∪ f N (E). The set E is called the self-similar set associated with (f i ) N i=1 . Given a probability vector (q i ) N i=1 , there exists a unique probability measure P satisfying P = i=1 q i P • f . One may see [7] for more information on self-similar sets and measures. We say that (f i )
satisfies the open set condition (OSC) if there exists a bounded non-empty open set U such that f i (U ) ∩ f j (U ) = ∅ for all i = j and f i (U ) ⊂ U for all i = 1, · · · , N .
Let ν be a Borel probability measure on R q with compact support C. Let (p i )
be a probability vector with p i > 0 for all 0 ≤ i ≤ N . Then by [1, 9] , there exist a unique non-empty compact set K and a unique Borel probability measure µ supported on K satisfying (1.1)
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Following [1, 9] , we call ((f i )
, ν) a condensation system. In [12] , the measure µ is called an in-homogeneous self-similar measure with some interesting interpretations for this term. Assuming a version of the open set condition, Olsen and Snigireva studied the Multifractal spectra for such measures µ (see [12, Theorem 1.7] ). A series of basic properties are presented in there on the behavior of the measures µ. Some of these properties will be frequently used in the proof of our preliminary results. In [17] , the author has given a characterization for the upper and lower quantization dimension of a class of ISMs, where ν is a self-similar measure associated with (f i ) N i=1 . In there, the existence of the quantization dimension was not proved and the positivity and finiteness of the quantization coefficient have not been examined.
Next, we recall some important objects and known results in quantization theory. One may see [4, 5, 8, 10, 13, 14, 16] for more information.
For every n ∈ N, we write D n := {α ⊂ R q : 1 ≤ card(α) ≤ n}. Let P be a Borel probability measure on R q and let r ∈ (0, ∞). The nth quantization error for P of order r is given by [4] e n,r (P ) := inf
According to [4] , e n,r (P ) equals the error in the approximation of P with discrete probability measures supported on at most n points, in the sense of L r -metrics. As a natural characterization of the asymptotic quantization error, the upper and lower quantization dimension for P of order r are defined by D r (P ) := lim sup n→∞ log n − log e n,r (P )
; D r (P ) := lim inf n→∞ log n − log e n,r (P )
.
If D r (P ) = D r (P ), we call the common value the quantization dimension of P of order r and denote it by D r (P ). In order to obtain more accurate information about the asymptotic quantization error, we are further concerned with the s-dimensional upper and lower quantization coefficient (cf. [4, 14] ):
By [4, Proposition 11.3 ] (see also [14] ), the upper (lower) quantization dimension is exactly the critical point at which the upper (lower) quantization coefficient jumps from zero to infinity. Next, let us recall a result of Graf and Luschgy [5] .
satisfies the OSC. Let P be the self-similar measure associated with (f i ) N i=1 and a probability vector (q i )
. Let k r be the unique solution of the equation
This result often provides us with significant insight into the study of the quantization problem for non-self-similar probability measures (cf. Theorem 1.2).
Before we state our main result of the paper, we need to explain a version of in-homogeneous open set condition (IOSC). Let cl(A), ∂(A) and int(A) respectively denote the closure, boundary and interior in R q of a set A. We will assume the following IOSC: there is a bounded non-empty open set U such that
(A3) E ∩ U = ∅ and C ⊂ U ; where E is the self-similar set associated with
The IOSC that we assume above is a modified version of the IOSC proposed in [12, pp.1797 ] by Olsen and Snigireva. As the dimensions of a null set do not play any roles in the study of the quantization problem, we have dropped the rest conditions in there. However, to get a better estimate for quantization error of µ, we add the assumption that
, we have, K = E and the ISOC is violated in an extreme manner. The mass distribution of µ is completely different from that of the ISMs considered in the present paper (see Lemma 2.3 and Lemma 2 of [18] ). In fact, one can see that, for the ISMs in [18] , the topological supports are simpler, but the mass distributions are more convoluted; while for the ISMs with ISOC, the mass distributions are easier to handle, but the topological supports are much more complicated. In view of this major difference, the analysis in the following sections is not applicable to the ISMs as considered in [18] .
As our main result of the paper, we will prove that Theorem 1.2. Let ν be the self-similar measure associated with
satisfying the OSC and a probability vector As a consequence of Theorem 1.2, the following corollary shows that, for sufficiently small r > 0, the asymptotic property of the quantization error of µ is essentially identical to that of ν. This reflects some intrinsic properties of the measure µ. Indeed, by [11, Corollary 2.3] , similar property holds for the L q -spectrum of µ. Corollary 1.3. There exists some r 0 > 0 such that, for all r ∈ (0, r 0 ), we have
Thus, there exists some r 0 > 0 such that s r > t r for all 0 < r < r 0 . The corollary follows immediately from Theorem 1.2.
Notations and preliminary facts
First we give some notations which we will need later. Set
For every k ≥ 1 and σ = (σ 1 , . . . , σ k ) ∈ Ω k , we define
For the empty word θ, we define f θ := 1 R d and p θ = s θ = 1. We define |σ| := n for σ ∈ Ω n . For any σ ∈ Ω * with |σ| ≥ n, we write σ| n := (σ 1 , . . . , σ n ). For σ, τ ∈ Ω * , we write σ * τ := (σ 1 , . . . , σ |σ| , τ 1 , . . . , τ |τ | ). If σ, τ ∈ Ω * and |σ| ≤ |τ |, σ = τ | |σ| , then we write σ ≺ τ and call σ a predecessor of τ . Two words σ, τ ∈ Ω * are said to be incomparable if we have neither σ ≺ τ nor τ ≺ σ. A finite set Γ ⊂ Ω * is called a finite anti-chain if any two words σ, τ in Γ are incomparable. A finite anti-chain is said to be maximal if any word σ ∈ Ω N has a predecessor in Γ. For a word σ = (σ 1 , . . . , σ n ) ∈ Ω n , we define
For every σ ∈ Ω * and h ≥ 1, we will need to consider:
For every n ≥ 1, by iterating (1.1), one easily gets (cf. [12] )
Let B denote the Borel σ-algebra of R q . We will need to apply the following results of Olsen and Snigireva. We collect these results in the following lemma. 
As is shown by the proofs in [12, Section 4], Lemma 2.1 holds if the following conditions are satisfied:
One can see that these conditions are ensured by the IOSC in (A1)-(A4).
Let ν be the self-similar measure associated with (g i )
satisfying the OSC and a probability vector (
. Let c i be the contraction ratio of g i for i = 1, . . . , M . Set
For ω ∈ Φ * , let t ω , d ω be defined in the same way as we did for p σ in (2.1). We define g ω the same way as f σ and write C ω := g ω (C). For every pair ω, ρ ∈ Φ * , let ω * ρ be defined as we did for words of Ω * . We have Lemma 2.3. Let µ be as stated in Theorem 1.2. Assume that the IOSC is satisfied. Then for every σ ∈ Ω * and ω ∈ Φ * , we have µ(
satisfying the OSC and the probability vector (
. By (1.1) and Lemma 2.1 (c), we deduce
By Lemma 2.1 (b), for all τ ∈ Ω * with |τ | < |σ|, we have
Thus, by applying (2.4) with n = |σ|, we have
This completes the proof of the lemma.
In order to estimate the quantization error of µ, we need to divide its support K into small parts with some kind of uniformity. Our next lemma is the first step of doing so. For a finite maximal antichain Γ, we define
By the definition of Γ
Proof. We give the proof by mathematical induction with L(Γ). By (2.3),
So, if L(Γ) = l(Γ), the lemma is true. Now assume that (2.5) holds for L(Γ) = l(Γ) + p. Next we show that it holds for L(Γ) = l(Γ) + p + 1. Let Γ be such a finite maximal antichain. We write
By the induction hypothesis, we have
, by (1.1), we have
Using (2.6) and (2.7), we deduce
Proof of Theorem 1.2
Let |A| denote the diameter of a set A. Without loss of generality, we assume that |K| = 1, so that |f σ (K)| = s σ for every σ ∈ Ω * . Set
We will need the following finite maximal antichains in Ω * :
For simplicity of notations, we write
By Lemma 2.4, we have
Note that, σ∈Γ k,r f σ (K) is a proper subset of K. We will construct suitable coverings and subsets of K according to Γ k,r . For convenience, we write
, by the definition, there exists τ ∈ Γ k,r with σ ≺ τ and
. The lemma follows.
As the second step of dividing K, for each σ ∈ Ψ k,r , we divide f σ (C) into small parts f σ (C ρ ) by means of some finite maximal antichain Γ k,r (σ) in Φ * . More exactly, for each σ ∈ Ψ k,r , we define
where ω − := ω| |ω|−1 is defined in the same way as we did for words in Ω * . Note that C is the self-similar set associated with (g i )
Thus, by Lemma 2.4 and (3.4), we are able to divide K in the following manner:
For every σ ∈ Ψ k,r , let M k,r (σ) denote the cardinality of Γ k,r (σ). We define
For the purpose of estimating of the upper (lower) quantization coefficient, we need to compare φ k,r and φ k+1,r . We have Lemma 3.2. There exists a constant d 1 > 0 such that
Proof
. Therefore, for every ρ ∈ Γ k+1,r (σ), we have
This implies that, either ρ ∈ Γ k+1,r (τ ), or more than one descendant of ρ are contained in Γ k+1,r (τ ). From this we deduce that M k+1,r (σ) ≤ M k+1,r (τ ). Thus,
h , using (b2), we deduce
Note that the preceding inequality holds for every τ ∈ Ω l 1,k −1 . Hence,
, there exists a τ ∈ Λ * Γ k,r such that τ ≺ σ and |σ| < |τ | + H. As we did in (b3), one easily gets
Combining the above analysis, we deduce
The lemma follows by setting Proof. For each σ ∈ Ψ k,r and ρ ∈ Γ k,r (σ), we choose an arbitrary point a ρ ∈ C ρ = g ρ (C); for every σ ∈ Γ k,r , let a σ be an arbitrary point of f σ (K). We denote by α the set of all these points. Then card(α) ≤ ϕ k,r . Hence, using Lemma 2.1 (d), we deduce
In the following, we are devoted to establishing a lower estimate for the quantization error of µ. Compared with the upper one that we have just obtained, we need to make more effort by choosing a suitable subset of K which consists of pairwise disjoint compact sets, so that the techniques in [17] is applicable. We have to take care of the OSC both for (f i )
Lemma 3.4. There exists a bounded open set W such that C ⊂ W and
Proof. By the assumption (A4), C ∩ f i (cl(U)) = ∅ for every 1 ≤ i ≤ N . Set
Let B(x, ǫ) denote the open ball of ǫ which is centered at x. We define
This implies that g i (W ) ⊂ W . Thus, the open set W satisfies (3.6).
Let A c denote the complement of a set A ⊂ R q . We set δ 0 := d(C, W c ). Let U be the open set from the IOSC. Let J be the same as in [3, Theorem 3.2] (cf. [15] ), i.e., J is a nonempty compact set satisfying
Proof. By (A3), we have, K ∩ U = ∅. So we may choose a word τ (0) ∈ Ω * such that f τ (0) (K) ⊂ U . By Lemma 2.1 (c), we have, µ(U c ) = 0. Thus, by (1.1), we know that ν(U c ) = 0, i.e., ν(U ) = 1. According to [3, Lemma 3 .3], we have, ν(int(J)) = 1. Note that ν(W ) = ν(C) = 1. Hence,
As a result, we have that V ∩ C = ∅. Thus, we may choose a non-empty word
For each k ≥ 1, let Γ k,r and Ψ k,r be as defined in (3.1) and (3.2). Let τ (0) and ρ (0) be as chosen above. We define
For every x ∈ G k,r and ǫ > 0, by Lemma 2.3 one can see that µ(B(x, ǫ)) > 0. Hence, we have K ⊃ G k,r for every k ≥ 1. We will use G k,r to obtain a lower bound for the quantization error of µ. For convenience, we write
Let δ 1 , δ 2 be as defined in (3.7) and let τ (0) be the same as in Lemma 3.5. Define (3.8)
Next, we give an estimate of the distance between every pair A 1 , A 2 of sets in F k,r . We will show that, For every pair A 1 , A 2 ∈ F k,r , we have
For the reader's convenience, we divide the proof of (3.9) into four lemmas according to four distinct cases.
Lemma 3.6. For every σ ∈ Ψ k,r and ρ, ω ∈ Γ k,r (σ) with ρ = ω, we have
Proof. Clearly, ρ, ω are incomparable. Let h := min{j : ρ h = ω h }. We write
By the similarity of f σ * τ (0) and g ρ , g ω , we deduce
Using the above facts, we further deduce
Here we have used the fact that |C| ≤ |K| = 1. The lemma follows.
Lemma 3.7. Let σ, τ ∈ Ψ k,r , σ = τ and ρ ∈ Γ k,r (σ), ω ∈ Γ k,r (τ ). We have
Proof. We have the following two cases. Case 1: |σ| = |τ |. In this case, σ, τ are clearly incomparable since σ = τ . Note that
Using these facts, we deduce
Case 2: |σ| = |τ |. Without loss of generality, we assume that |σ| < |τ |. We again distinguish have two subcases:
Case 2a σ ⊀ τ . In this case, we set h := min{i : σ i = τ i } and write
Note that σ h = τ h . By the IOSC, we have,
Thus, using the similarity of the mappings, we deduce
Case 2b: σ ≺ τ . In this case, we write τ = σ * τ . Then
Again, we need to distinguish two subcases.
Case 2b (i): τ (0) ⊀ τ * τ (0) =:τ . We write h := min{i : τ (0) i =τ i } and
Using this and (3.13), we deduce
For the last inequality in the preceding display, we have used the fact that |σ| < |τ |.
The lemma follows by combining the analysis of the above two cases.
Proof. First, we note the following two facts:
, by the definition, there exists a τ ∈ Γ k,r such that |τ | > |σ| and σ ≺ τ . Since Γ k,r is a finite maximal antichain, we know that the predecessors of σ do not belong to Γ k,r . Thus, for σ ∈ Λ * Γ k,r and τ ∈ Γ k,r , we have, either σ ≺ τ, |σ| < |τ |, or, σ, τ are incomparable.
(F2) For σ ∈
h=0 Ω h and τ ∈ Γ k,r , we have, |σ| ≤ l 1,k − 1 < |τ |. We have only two possible cases: either σ ≺ τ , or σ ⊀ τ .
Combining the above analysis, we conclude that, for every σ ∈ Ψ k,r and τ ∈ Γ k,r , we have, either σ ≺ τ, |σ| < |τ |, or, σ, τ are incomparable.
Next, we complete the proof analogously to Case 2 of the preceding lemma. We distinguish two cases.
Case I: σ, τ are incomparable. We write σ, τ as in (3.10), namely,
One can replace C ω * ρ (0) with K in the proof of Case 2a and get (3.14) conveniently. Case II: σ ≺ τ and |σ| < |τ |. In this case, we write τ = σ * τ . Then
As in the proof of the preceding lemma, we need to distinguish two subcases.
Case II (i): τ (0) ⊀ τ * τ (0) =:τ . We write h := min{i : τ (0) i =τ i } and
As in Case 2b(i), (3.12) holds. By Lemma 2.1 (d), K ⊂ cl(U ). Hence, we deduce
On the other hand, we have C ⊂ U , so f τ
For the last inequality, we have used the fact that σ ≺ τ .
Case II (ii):
Note that C ρ * ρ (0) ⊂ g ρ (W ) ⊂ W ; and by Lemma 2.1 (a), fτ (K) ⊂ fτ (cl(U))). Hence,
Using this and (3.16), we deduce
As in Case II (i), for the last inequality, we have used the fact that σ ≺ τ . By combining the above analysis, the lemma follows.
Lemma 3.9. For σ, τ ∈ Γ k,r , we have
Proof. Clearly σ, τ are incomparable. Using (3.10), we deduce
Next, we need to estimate the "energy"--E(A) := µ(A)|A| r of the sets A ∈ F k,r . As we will show in the following lemma, the energy of these sets are uniformly comparable. That is, Lemma 3.10. There exist constants d 2 , d 3 > 0 such that
, for all A ∈ F k,r and k ≥ 1. (3.17)
Proof. For each σ ∈ Ψ k,r and ρ ∈ Γ k,r (σ), by (3.3), we have
where
Let C n,r (µ) [4] denote the collection of sets α ∈ n h≥1 D h satisfying (1.2). We also call the points in such a set α n-optimal points for µ. With the above preparations, we are able to apply the technique in [17] to estimate the number of φ k,r -optimal points lying in the pairwise disjoint neighborhoods of sets in F k,r . Let δ be as defined in (3.8). we have Lemma 3.11. There exists a constant d 4 
there is a constant L independent of k such that, for every α ∈ C φ k,r ,r (µ(·|G k,r )),
Proof. By (3.8) and Lemma 2.3, we have
Let α ∈ C φ k,r ,r (µ(·|G k,r )). Using (3.9), (3.17) and the techniques in [17, Lemma 10] , one may find some L ≥ 1 such that (3.18) holds.
Lemma 3.12. For l ≥ 1, there is a number B l > 0 such that for every A ∈ F k,r ,
δ|A|/16. We denote by γ A the centers of such L 1 balls. Then With the help of the preceding two Lemmas, we are able to give a lower bound for the quantization error of µ. Proof. Let α ∈ C φ k,r ,r (µ) and β ∈ C φ k,r ,r (µ(·|G k,r )). Then we have Assume that s r > t r .Then we have that b(s r ) < 1. Using this, we deduce (cf. Lemma 2.5 of [18] ) 
