Abstract. We study the realisation A of the operator A = ∆ − DΦ, D· in L 2 (Ω, µ) with Dirichlet boundary condition, where Ω is a possibly unbounded open set in R N , Φ is a semi-convex function and the measure dµ(x) = exp(−Φ(x)) dx lets A be formally self-adjoint. The main result is that A :
Introduction
Second-order elliptic operators with unbounded coefficients in R N or in unbounded subsets of R N have been the object of several recent papers; see e.g. [2, 3, 8, 1, 9] . Since the very first studies it was apparent that operators of the type Au = Tr Q(x)D 2 u(x) + F (x)Du(x) , without potential terms, are not well settled in L p spaces with respect to the Lebesgue measure, unless the matrix Q and the vector F satisfy very severe restrictions, such as global Lipschitz continuity (see [9, 7] ). It is much more natural and fruitful to work in suitably weighted L p spaces; see [3, 8] . This is what we do in this paper. We consider the operator A defined by (1) Au = ∆u − DΦ, Du = e Φ div (e −Φ Du), where Φ : R N → R is a C 2 semi-convex function, i.e., there is α ≥ 0 such that (2) Φ α (x) := Φ(x) + α|x| 2 /2 is convex, or, equivalently, the matrix D 2 Φ(x) + αI is nonnegative definite at each x. We emphasize that we do not assume any growth restriction on Φ or on its derivatives. The natural weight is then ρ(x) = e −Φ(x) because, as it is easy to check, if Ω is any open set in R N ,
if µ(dx) = e −Φ(x) dx, so that A is associated to a nice Dirichlet form and it is formally self-adjoint in L 2 (Ω, µ). The aim of this paper is to study the realisation of A in L 2 (Ω, µ) with Dirichlet boundary condition, i.e., the operator (3)
Note that for u ∈ H 2 (Ω, µ), condition Au ∈ L 2 (Ω, µ) is equivalent to requiring DΦ, Du ∈ L 2 (Ω, µ). Our main result is that A is self-adjoint and dissipative, provided ∂Ω is smooth enough and the normal derivative ∂Φ/∂n is bounded from above on ∂Ω. A lot of consequences then follow; see Section 3. A natural approach to the study of A consists in defining an operator A 0 :
showing that A 0 is closable, and that its closure is self-adjoint and dissipative. But the problem of the characterisation of the domain of the closure still remains. So, we follow a more direct approach, solving the resolvent equation
Proving the existence of a solution to λu − Au = f that vanishes on ∂Ω is not hard, thanks to the regularity of the data. Estimates of its H 1 (Ω, µ)-norm, and uniqueness of the solution in D(A), are easy consequences of the integration formula (5) proved in Lemma 2.2 below. Estimating the second-order derivatives of u is much more delicate, and here the assumptions of semi-convexity and of upper boundedness of ∂Φ/∂n are used and play a fundamental role.
This paper is in some sense parallel to the paper [3] , where the operator A was studied in the whole space R N and in any convex regular open set Ω with Neumann boundary condition. The conclusions of [3] are similar to the ones of the present paper, but the assumptions on Φ and Ω are a bit different, i.e., Φ is just convex, with no further regularity assumption, and Ω is convex, too.
The domain of A with Dirichlet boundary condition
Throughout the paper we assume that Ω is an open set in R N with sufficiently smooth (at least C 2 ) boundary. By L 2 (Ω) and H k (Ω), k ∈ N, we mean the usual L 2 and Sobolev spaces with respect to the Lebesgue measure. The spaces H k (Ω, µ), k = 1, 2, are defined as the set of all u ∈ H k loc (Ω) such that the function u and its partial derivatives up to the order k belong to L 2 (Ω, µ). They are Hilbert spaces with the standard inner products u, v
is the subspace of H 1 (Ω, µ) consisting of the functions with null trace on the boundary. By C k b (R N ) we denote the space of bounded functions with bounded derivatives up to order k. We say that ∂Ω is uniformly C k if there exist r > 0, m ∈ N and a (at most countable) family {B j = B r (x j ), j ∈ J} of balls covering ∂Ω with at most m overlapping and
because µ is equivalent to the Lebesgue measure on each compact subset of R N .
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The realisation A of A in L 2 (Ω, µ) with Dirichlet boundary condition is defined by (3) . The following integration formulae will be very useful in what follows. Proof. The proof of (4) is immediate if ψ ∈ C ∞ 0 (Ω), and the statement follows by approximation in the general case. Equality (5) 
is obtained by approximating ψ by ψ(x)θ(x/R).
Let us state a consequence of Lemma 2.2.
Moreover, there exists C > 0 such that for every ε ∈ (0, 1) the following estimate holds:
Proof. It is sufficient to take ψ = Du, N in (5), where N is any C 1 b extension to R N of the normal vector field n, and then to use the Hölder inequality.
Lemma 2.2 implies that the operator A is symmetric. In the next theorem we prove that it is self-adjoint if Φ is smooth enough, and
Theorem 2.4. Assume that ∂Ω ∈ C 3 and that Φ satisfies (2) and (6) .
Proof. We have to show that, for
Uniqueness is an immediate consequence of Lemma 2.2, taking ψ = u in (5). Concerning existence, we first assume that f ∈ C ∞ 0 (Ω) and we show that there is a solution u ∈ D(A) satisfying
where Φ α is defined in (2) . Using the Lax-Milgram lemma, we find
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for every R > 0 and β < 1. Now we can prove (7). To prove estimates (a) and (b), we multiply the identity λu − Au = f by u, we integrate over Ω and we use (4) to get
which implies that (a) and (b) hold. To prove (c) we differentiate the equation λu − Au = f with respect to x h , h + 1, . . . , N, and we get
that is,
summing over h, and integrating by parts, from (5) we get, since
Since f has compact support, for R large enough θ R ≡ 1 on the support of f . Using (4) again in the last integral, we write it as
for a suitable C > 0, independent of R. Using (a) and (b) we get
Moreover,
Let us now show that the boundary integral in (9) 
thanks to (6) . Thus, we have proved that
and statement (c) follows by letting R → ∞.
(Ω, µ) and let u n ∈ D(A) be such that λu n − Au n = f n . The above estimates imply that the sequence (u n ) converges to a function u in H 2 (Ω, µ) and it is readily seen that u ∈ D(A), λu − Au = f and that (a), (b), and (c) hold.
Condition (6) can be relaxed assuming some more regularity on ∂Ω.
Theorem 2.5. Assume that ∂Ω ∈ C
3 and that it is uniformly C 2 . Let Φ be a C 2 function satisfying (2) and
Proof. The proof is similar to the proof of Theorem 2.
(Ω, µ) be the variational solution of the equation λu − Au = f . As in Theorem 2.4 we get estimates (7)(a), (b) and
The boundary integral does not exceed
and it can be estimated as follows (see also Lemma 2.3).
Let us take ψ = θ 2 R Du, N in (5), where N is any C 1 b extension to R N of the normal vector field n, so that, using Hölder inequality, we obtain for every 0 < ε < 1
Since Au = λu − f , writing the last inequality with εk ≤ 1/2 and combining it with (11) and with estimates (a), (b), we arrive at
with C 1 independent of R. Letting R → ∞ we obtain estimate (7) 
but not to D(A).
For simplicity, φ will be nonsmooth. However, smooth versions are easily obtained using straightforward arguments. (a j , b j ) . We have to choose 1 = l 1 < l 2 < · · · in such a way that φ satisfies the properties above. First observe that φ is convex, φ ≥ 1, hence φ(x) ≥ x and then e −φ ,
the above integral is bigger than 1, hence, summing over j, φ 2 does not belong to L 1 (µ).
Further properties of A
Under the assumptions of either Theorem 2.4 or Theorem 2.5, since the operator A is self-adjoint and dissipative in L 2 (Ω, µ), it is the infinitesimal generator of an analytic contraction semigroup T (t) in L 2 (Ω, µ). In this section we prove further properties of T (t) and of A.
The characterisation of the domain of (−A) 1/2 is a standard consequence of the integration formula (4) , as the following proposition shows. Recall that the norm in
which is a Cauchy sequence with respect to the norm u
Corollary 3.2. Under the assumptions of either Theorem 2.4 or Theorem 2.5, T (t) is a symmetric Markov semigroup, that is, a semigroup of self-adjoint positivity preserving operators in
Proof. Since A is self-adjoint, each T (t) is self-adjoint. To prove that each T (t) preserves positivity and that it is a contraction in L ∞ , we use the Beurling-Deny criteria; see e.g. [4, Theorems 1.3.2, 1.3.3] .
As
, and
This implies that
Another immediate consequence of the integration formula (4) is that A is injective: if u ∈ D(A) and Au = 0, then Au · u = 0, and integrating over Ω we obtain Du = 0 so that u is constant on each connected component of Ω; since u vanishes at ∂Ω, then u = 0.
A natural question is now whether 0 is in the resolvent set of A. This is true if 
(θ(y)) 2 exp(−y 2 )dy = 1, and set for each n ∈ N, n ≥ 3,
and every derivative vanishes for x ≤ 0. Therefore, u n ∈ D(A) and Au n L 2 (Ω,µ) is bounded by a constant independent of n. But no subsequence may converge in
and for any fixed n we have
In the above example D x Φ(x, y) is bounded for x > 0, and the question of
In the next proposition we show that the answer is positive if Φ satisfies an additional (mild) nonoscillation condition.
for some C > 0 and every u ∈ C ∞ 0 (Ω, µ). Integrating by parts and using Young's inequality we get for every ε > 0 and for a suitable C ε
Choosing ε such that a + ε < 1, the first statement follows. Concerning the second one, we observe that for each ε > 0 there is R > 0 such that |DΦ| ≥ 1/ε in Ω \ B(0, R). Hence for every u in the unit ball B of
Since the embedding of The compactness of the resolvent is a consequence of the logarithmic Sobolev inequality
for all u ∈ H 1 0 (Ω, µ) and some ω > 0 (where we set 0 log 0 = 0). In what follows we give sufficient conditions for the validity of (12). 
Since u vanishes outside Ω we easily get
and (12) follows since c ≤ 1.
(ii) The proof is similar to (i), using [11, Theorem 1.3] instead of [3] . 
(Ω, µ) with q(t) = 1 + e ωt , and
Proof. Let B be the unit ball of H (Ω, µ) is compactly embedded in L 2 (Ω, µ). The fact that T (t) maps L 2 (Ω, µ) into L q(t) (Ω, µ), as well as estimate (13), follow from [5, 6] .
A necessary and sufficient condition in order that 0 be in the resolvent of A is that the Poincaré inequality holds, i.e., 
Indeed, for each t > 0 and f ∈ L 2 (Ω, µ),
