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SECTION I 
Guinand [l] and Miller [2] have proved several interesting results 
concerning the spaces SA2 defined as follows: 
DEFINITION 1.1. The space SA2 (A > 0) is the set of all f representable 
in the form 
00 
-L f(x) = F(A) 
5 
(t - x)“- if@)(t) fit a.e. (x > 0) (1) 
* 
where 
ta f’“‘(t) E L2(0, co). (2) 
(That is, f is the familiar fractional integral of order A of a function 
f(d) satisfying (2) .) 
For 1 = 0 we define SA2 = So2 to be L2(0, m). 
In this paper we introduce the spaces L,. For a fixed function v of 
a wide class, the space L, is defined to be the set of all convolutions 
of 9 with the functions in L2(0, a). When q is appropriately specialized, 
the space L, becomes the space SA2. Many of the results of Guinand 
and Miller concerning fractional integrals (Theorems A, B, C, D in Section 
III) are easy consequences of more general theorems on the convolution 
spaces L,. In particular, these results on fractional integrals are seen 
to depend only on the fact that a fractional integral is a convolution. 
* This research was supported in part by the United States Air Force under 
Contract No. AF 49(638)-3383. 
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SECTION II 
If y, g are functions defined a.e. on (0, co) we define their convolution 
QO,~ as 
provided the integral exists a.e. 
By L2 we mean the set of all f for which 1 lfil2 = (fc If(t)12&)1/2 is 
finite. 
By a2 we mean the set of all 9; for which JFlg;(t)it: ‘,1! dt is 
finite. 
Throughout this note a capital letter will denote the Mellin transform 
of the function denoted by the corresponding small letter. Thus, if ~E‘aa, 
then 
is absolutely convergent for s = 3 + it, - 00 < t < co. Also, if *E L2 
then 
R 
Y(s) = 1.i.m. us- l $(u.) dzr 
R-WC0 s 
l/R 
is square integrable over the line s = 4 + it, - rx) < t < 00. (See [3, 
P. 941.1 
The following lemma, due to Schur, will be relevant. For a proof of 
the lemma in the form stated see [4]. 
LEMMA 8.1. If q~ E a2, g E L2, then 9 o g E L2 and 
co 
A = 
5 
Irp(t)It- lpdf < 00. 
0 
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SECTION III 
The results of Guinand and Miller which will find generalization in 
our work are the following: 
THEOREM A. If 0 < u < 2 then Sm2 1 SA2. 
THEOREM B. For A> 0 the space SA2 is invariant with respect to any 
Watson transform. 
If fl, f, E SA2 define the inner product (f,, f2)n to be the L2 inner product 
of t%(“), tAf2(“). Then 
THEOREM C. With inner product (fl, f2)A, SA 2 is a separable Hilbert space. 
If 0 < ct < 1 it can be shown (see [I]) that, if f E SA2 is as in (l), 
m 
1 
f’“‘(4 = qn _ m) 
s 
(t - x)“- a-1 f(l) (t) dt. 
,t 
Note that if a < il - 4, the integral in (3) is absolutely convergent for 
all x > 0. (For, in this case, both (t - x)‘-~-’ and f(“)(t) are square 
integrable near t = x.) 
THEOREM D. If 0 < cc -=c 3, - +, if f E SA2, and if f(@ is defined by 
(3) for all x > 0 then 
Y f’“‘(x) = 0(x-y (x -o+, cm). 
We shall deduce theorems A, B, C, D from our results on the spaces 
L, in 4.7, 4.11, 4.14, 4.17, respectively. 
SECTION IV 
DEFINITION 4.1. Let v E L2 u u2. Then by L, we mean the set of all f 
of the form 
f=vokT 
for some g E L2. 
REMARK 4.2. Note that if q E L2 then v o g(x) exists for all x > 0 
by the Schwarz inequality. Also, if v E a2, then L, C L2 by the lemma 2.1. 
REMARK 4.3. For il > 0 define the function pn as 
w(t) = & * (1 - t)“-1 (O<S< I), (4) 
= 0 (t a 1). 
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Then, for f E .Sa2 we have 
where g(t) = t’f(“)(t) E L2. Thus if f E S,’ then f = pJ. o g for some g E L2 
and conversely. Otherwise stated, 
Kate also that 
p?AEL2 (a> l/2), 
pAEa2 (a > 0). 
This last, together with (5) and Remark 4.2, show that 
sp c L2 (a > 0). 
THEOREM 4.4. Let p, E L2 u a2 atzd suppose that @(it + it) f 0 a.e. 
011 .-. co<t< cc. Then, if f E L,, thsre is only opte g E Ly for ztlhiclt 
f := p!og. 
PROOF: From f = q~ D g we conclude that F = @G so that G = F/Q. 
The theorem follows from the uniqueness theorem for Nellin transforms. 
REMARK 4.5. If f E SA2, there is a unique ffn) for which (I) holds. 
For, by (5), S,2 = L,, where vn is as in (4). Easy calculation show> 
that 
@a(s) = r(a) I B(l - S) 1) = 
r(1 - S) 
I-(1 - s + a) 
Since @(t + it) is never zero, there is, by Theorem 4.4, a unique g E Lg 
for which f = pA o g. But g(t) = tafta) as shown in Remark 4.3. Hence 
f(l) is unique. 
THEOREM 4.6. of v, # 0 a2(O, m) and if @($ + it) is hounded ou 
- 00 < t < m then L, 2 L,. 
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PROOF: Choose any f o L,. Then f = v o g for some g E L2. Define 
H by 
WI + 4 
H(& + 4 = yu(i + it) G(+ + 4 (- m<t< m). (6) 
Then, since G(& + it) E L2(- CC < t < W) the hypothesis shows that 
H(+ + it) E L2(- 00 < t < CO) so that there exists k E L2 for which H 
is the Mellin transform. From (6) we haIre Y/H = @G so that 
$ o h = v o g = f. Thus f E L, and the proof is complete. 
REMARK 4.7. Theorem A of Section III is an immediate consequence of 
Theorem 4.6. For if 0 < u < il then, from (5), Sz2 = L, and .SA2 - L,*. 
Moreover, 
@r(S + 4 r(& + a - it) 
@cd6 + w = r(i) + a - it) 
which is bounded on - CQ < t < 00 (see [5, p. 2241). Hence, by Theorem 
4.6, LV, C L,. If a = 0 we have already shown in Remark 4.3 that 
s12 c s,2 = L”. 
DEFINITION 4.8. If p is defined a.e. on (0, CQ) then v* is defined by 
ql*(t)=fqJ f 0 (O<t<cQ) 
It is readily verified that v* E a2 if and only if v E a2 and q~* E L2 if 
and only if p E L2. 
COROLLARY 4.9. If q~ E a2 and q~ is real-valued then L, = La,. 
PROOF: If Q(s) is the Mellin transform of CJJ then @(l - s) is the 
Mellin transform of p*. But on the line s = 4 + it (- bo < t < LX), 
these Mellin transforms are complex conjugates of one another. The 
corollary thus follows from Theorem 4.6. 
THEOREM 4.10. If CJI E a2 and cp is real valued then L, is invariant with 
resfiect to any Watson transform. 
PROOF: If f E L, then i = p o g for some g E L2. If K is any Watson 
transformation then Kf = K(p, o g) = q* o Kg by Theorem 4.4 of [a]. 
Thus Kf E L,. and so, by corollary 4.9, Kf E L,. Hence K maps L, into 
itself which is what we wished to show. 
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REhlAKK 4.11. When p = vr, Theorem 4.10 reduces to Theorem 13. 
For, by (5), LvA = Si2. 
DEFINITION 4.12. If p E L2 u n’and @(a + it) # 0 a.e., - r;< t < cu, 
we define an inner product (II, f.JrF for f,, f2 E L, as follow<: if f, == ~8 0 #,, 
je =- CL 0 x2 for g,, g2 E L2, let 
(fl, iz), = kl8 :2) 
wlrere (gr, g2) is the usual L2 inner product of gr, gz. 
THEOREM 4.13. If 9 E L2 U a2 and ij@($ + it) # 0 a.e., - co < t < o(j, 
fAm Lv is CI separable Hilbert space. 
PROOF: By THEOREM 4.4 the map g - v o g is a one-one linear 
transformation of L.2 onto L,. It is ob\Gous that this map preserves 
the inner product. Therefore, since L2 is a separable Hilbert space, so 
is L,. 
REM.\RK 4.14. When y = ql, Theorem 4.13 reduces to Theorem C. 
THEORE~I 4.15. If 9, E L”, if y(t) = O(1) as t + O7 , and i/ f E L, thm 
f(x) = 0(x- 1’2) (x -o-). 
PROOF: WTe have f = v o g for some g E L2. Thus, for all x and an!’ 
h I-.- 0) 
r n I 
Ry hypothesis there esist d > 0 and 111 > 0 such that 
By a known result [3, pp. 227-8, 
I, = 0(x-l/2) (x -0’). 
Also, by the Schwarz inequality, 
(7 
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and so 
I, = 0(x-l/“) (x do+). (8) 
The theorem follows from (7) and (8) 
THEOREM 4.16. I/ CJT E L2, if v,(t) = O(t-l) as t + co, and i/ f E L,,, 
then 
f(x) = o(rllr) (x 4 co). (9) 
PROOF: If f = 9 o g where g E L2 then it is easy to show that f* = qo* 0 g* 
(see Definition 4.8). But q*, g* E L2 and p*(t) = (l/t)y(l/t) = O(1) as 
f 4 O+ Since f* E Lp,, Theorem 4.15 implies 
f* = fJ(x- l/2) (x +0+1r 
which, in turn, implies (9). 
REMARK 4.17. We shall now deduce Theorem D. Fix 1 > l/2 and 
o! > 0, 0: < 2 - +. Let f E SA2 and suppose f@) is as in (3). Define 
M) = T(AL m) . (1 - t)“-“-‘p (O<t< l), 
=o (t > l), 
and let g(t) = t’fcA)(t) (which is in L’). Then 
m 
x”f’“‘(4 = qixI a) I 
(t - X)“-a--lfqt)dt . 
x 
so that x”f@)(x) EL,. But #E L2 and clearly 
w = 00) (t -o+j, 
=o f 
0 
(t - m), 
and so +!J obeys the hypotheses of the two preceding theorems. Hence 
39 f’“‘(x) = 0(x- l/2) (x do+, co), 
which proves Theorem D 
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