ABSTRACT
INTRODUCTION
A wide range of imaging methods have been developed to capture three-dimensional (3D) shape information [1] . Stereo-photogrammetric techniques have been extensively developed, and many researchers have looked at related techniques such as shape from motion, shape from accommodation, and shape from shading. Recently, considerable attention has focused on laser radar (ladar) systems for imaging distant objects, such as automobiles from an airborne platform, and on laser-based active stereo imaging for close-range objects, such as part scanners for automated inspection. [2] [3] [4] [5] [6] .
In surveillance applications, 3D imaging platforms are often used to provide data to sophisticated highresolution graphics terminals that allow real-time data exploration by human operators. However, shape measurements form powerful features for recognizing objects, and there is increasing interest in automated or assisted exploitation of such data. To this end, a number of papers have appeared in the literature that address object recognition from a range image, an array of distances to points in the scene measured along rays regularly spaced in azimuth and elevation angles

A wider range of 3D data collection scenarios can be represented in what is commonly referred to as a pointcloud, an unordered list of points measured from the scene. If the information is available, each point may be labeled with direction information representing the relative orientation of scene and imager when the point was captured. The direction information may also indicate the multiple lines-of-sight that are involved with stereo imagers. While frequently used for visualization, a point-cloud representation is also useful for automated scene analysis in situations involving relative motion between the scene and imager during the data collection interval.
Even when the scenes are static, point-cloud format is useful for representing multi-look data and data that has been fused from multiple sources. 
The imaging scenario induces a probability distribution over the surface of an object that governs which points from that object are selected for measurement. This distribution is a function of relative pose (line-ofsight) and accounts for self-obscuration and nonzero instantaneous field of view (IFOV)
.
DATA MODEL AND ALGORITHM
The data model is based on the conceptual notion that points in the scene are selected randomly for measurement (based on the imaging geometry), and those measurements are corrupted by spatially varying noise. Let 
Given a set of points and corresponding relative pose angles
, where the measured points are conditionally independent given the object from which they were measured, the likelihood of surface S c is
The minimum probability of error decision rule for selecting between the M objects {c 1 , c 2 , . . . , c M } is a function φ that returns the object that maximizes the likelihood. That is,
where P m is the prior probability of object c m . 
can be defined to represent the effects of measurement noise. Conditioning on θ may be useful to represent the fact that some ground points may be obscured by the terrain itself from some positions. The conditional probability density of a measured point X given that it arose from a ground measurement is the marginal p X|Θ,S (x|θ, S ground ) obtained by integrating over the product of selection and noise densities.
While it is very difficult to enumerate all possible clutter surfaces, it is reasonable to model measured clutter points as independently occurring at random throughout the volume covered by the imaging platform. This is only a coarse approximation, since occluding objects typically consist of a connected set of points, and the presence of one clutter point should properly imply a high likelihood of other clutter points nearby. In Section 4.2 it is demonstrated that this approximation is adequate for realistic clutter and for the erroneous points that can arise from multi-path effects. The presence of clutter points in the volume is expressed through a conditional density p X|Θ,S (x|θ, S volume ). As with the ground clutter model, it may be useful to express this density as a marginal over the entire imaged volume of the product of selection and noise distributions.
Given the above models, a minimum probability of error hypothesis test for deciding whether a point observed arose from a surface c, the ground, or volume clutter can be expressed as a maximum over these conditional densities. Assuming a uniform prior probability over the three models, the generalized likelihood of a measured point X from relative pose θ given a scene containing an object c is
The generalized likelihood of a point-cloud
of conditionally independent measurements given a scene containing object c isL
Finally, classification is performed by a decision ruleφ that maximizes this quantity over all objects c m . That is,φ (X ) = argmax
where P m is the prior probability of object c m . The results of Section 4 demonstrate that the decision ruleφ is highly robust with respect to clutter. 
DATA COLLECTION AND MODELS
Point-cloud data to demonstrate the algorithms of Section 2 were collected on a computer controlled, active stereo imaging system [8] . As illustrated in Figure 1 , are given in Figure 3B , and a triangular mesh model generated with the commercial product "3DReshaper," by Technodigit, is rendered in Figure 4 . Figure 5A . [9] . As a result, considerable shape information can often be recovered from objects that cannot be clearly imaged with optical cameras alone. As an example, Figure 5B shows a top view of the scene with light from the laser passing through the overhead branches and reflecting back toward the camera. A point-cloud measured from the scene is shown in Figure 6A . 
A. Oblique view B. Overhead view
A complex scene containing the BMW surrounded by natural and man-made clutter is shown in
Though it is not photo-realistic, the scene is intended to approximate the level of difficulty inherent in a recognition problem involving a low-flying helicopter imaging an occluded automobile with a current-generation ladar platform. The automobile of interest is occluded at the front by fencing material on a wooden frame, at the back and right sides by tall vegetation, at the left-rear by another automobile, and at the left-front and right-back by trees, all to scale. A similar scene was constructed with each of the three automobile replicas in the center. These scenes were designed so that no single image could produce an unobstructed view of the automobile to be classified. A benefit of both active stereo and ladar systems is that light can propagate through gaps in fencing material, tree canopy, and other clutter to permit measurement of objects partially occluded by them
EXPERIMENTAL RESULTS
In this section, performance of the basic classification algorithm (3) and the segmentation-classification algorithm (6) is explored as a function of clutter level and type. In all experiments, the goal is to classify a set of points measured from the three replica automobiles of the previous section in the presence of clutter. All decisions are forced (no "reject option" is considered), and the automobiles are assumed to have equal prior probabilities. In Section 4.1, simulated point-clouds of varying sizes are generated according to the probability models p X|Θ,S,X
* (x|θ, S c , x * ), p X * |Θ,S (x * |θ, S c ),
Performance with Simulated Clutter
To quantitatively assess the performance of the basic classification and segmentation-classification algorithms, clutter observations are randomly generated according to the clutter models of Section 3 and are combined with point-cloud data drawn from the raw point-cloud data, an example of which is given in Figure 6A . As indicated in Table 1 (see also Figure 3) 
Performance with Realistic Clutter
To demonstrate the segmentation algorithm in a realistic clutter scenario, 100 classification trials were conducted for each automobile from point-clouds of the subsampled cluttered scene as shown in Figure 6B . As Table 3 . Log-likelihoods of the point-cloud in Figure 6B as a function of assumed vehicle location. 
Unknown Target Pose
As previously indicated, the classification experiments with both simulated and realistic clutter were performed assuming that the position and orientation of the automobile to be classified were known. However, in a realistic scenario neither of these quantities will be known in general. In that case, it will be necessary to jointly solve for segmentation, automobile pose, and automobile class. A possible approach is to embed a search for the maximum-likelihood pose estimate in the segmentation-classification algorithm. Results of initial investigation into this approach are summarized in Table 3. This table shows 
CONCLUSIONS
