This manuscript was printed from originals provided by the authors. Our lation is presented in Section 2 and the Appendix. A discussion of the results is the subject of Section 3.
CALCULATION
As illustrated in Figure We define by n (v=a,S,y) the probability that a lattice v site of sublattice v is occupied by an ion. We thus have
If there are N sites 1n the· lattice, the interact:·: .. _m energy is dpproximated by where U is the nearest-neighbor interaction energy (U>O).
The entropy is taken to be the sum of the Bragg-Williams entropies for the three sublattices:
In both Equations (2.2) and (2.3) short-range correlations between the sites are ignored.
The temperature T and the free energy hereafter expressed in the dimensionless forms
The use of Stirling's approximation in Eq. (2.3) yields for the reduced free energy the result
Because of the constraint ln Eq. (2.1) only two of the three sublattice probabilities nv, say na and n 8 , should be considered as independent variables for a given concentration
x. The equilibrium configuration of the lattice gas (i.e., the values of n , n 0 and n ) can be found for given values of eraction between two + ions must depend on the concen~ tration, due to the increasing donation of electrons to the TiS 2 conduction band.
RESULTS AND DISCUSSION
The different regions in the complete phase diagram are:
the disordered phase (3). where n =n =n · two ordered phases ' a 8 y' (12) and (21), where one of the sublattice probabilities is different from the other two; and the ordered phase (111), where the three probabilities are different.
A physical insight into the meaning of the different phases may be gained by considering the behavior of the lattice gas at T=O. The reduced free energy is then given by the broken line in Figure 3 . If we lncrease the concentra~ tion of occupied sites, only the a sublattice is being filled in the interval O<x<l/3, where n =3x, n 13 =n =0. The i3 sublat~ a Y tice is filled in the interval l/3<x<2/3, where na=l, ns=3x~l, n =0.
Finally the y sublattice is filled in the interval y 2/3<x<l, where n =n 13 =l, n =3x-2. Thus at T=O, for l/3<x<2/3 a Y the system is in the (111) phase; otherwise it is in the (12) or the (21) phase. As the temperdture increases, the entropy term in the free energy reduces the range existence of the (lll) phase and induces the appearance of a completely dis~ ordered phase (3), which emerges from the x=O and x=l extremes of the allowed range of concentrations and occupies the whole concentration range when the reduc temperature exceeds the critical value T =3/4, c
The zero~temperature picture discussed above is only valid in the present mean~field approximation, where an ordered phase is required to avoid nearest~neighbor pairs.
In II, however, we show that short~range correlations can actually lead to long~range disorder even at T=O.
The phases (3) and (12) At t=O this function is zero at x=O, 1/3, 2/3, 1, and infinite otherwise.
It is more convenient to use the function (t.8x/6~) which has slope ±1 at x=O,l for any value of t.
is plotted in Figure 4 for several temperatures.
This function
For t>t c we have the ordinary one-sublattice Bragg-Williams result
i.e. a smooth, structureless curve.
Our incremental capacity diverges over the small intervals of x where the phases (3) and (12) 
CONCLUSIONS
In this paper we have studied the order-disorder phase diagram for a three-sublattice representation of a triangular lattice gas with a nearest-neighbor repulsive interaction.
A "point" approximation was used as the first step towards a more sophisticated triangle cluster approximation, discussed in II.
In spite of its simplicity the approximation used here has been able to account qualitatively for the experimental features in the incremental capacity of systems like LixTiS 2 .
We have found that minima of the incremental capacity , where x 0 is within 0.02 smaller than x . Inside the small interval x 0 <x<x_, the global minimum is not at na=x but at the only other minimum at n >x, i.e. in the (12) phase. a When x <x<~ the function f(n ) has a local maximum at a na=x and two minima, one at na<x and the other at na>x.
From physical reasoning, the solution at n >x must correspond a to the equilibrium configuration, since the a sublattice is the one being filled first at T=D. The Newton-Raphson procedure converges when the initial point for n is taken to be a close to 1 or 3x, whichever is smaller.
For each T, the interval of coexistence of the phases (3) and (12) This method is equivalent to drawing the common tangent between versus~x curves for the two phases, but our procedure is computationally easier and more accurate.
Finally, for the (111) phase, it is more convenient to start with the reduced grand potential where 
