In this correspondence, we correct an erroneous result on the achievability part of the Rényi common information with order 1 + s ∈ (1, 2] in (L. Yu and V. Y. F. Tan, "Wyner's common information under Rényi divergence measures," IEEE Trans. Inf. Theory, vol. 64, no. 5, pp. 3616−3632, May 2018). The new achievability result (upper bound) of the Rényi common information no longer coincides with Wyner's common information. We also provide a new converse result (lower bound) in this correspondence for the Rényi common information with order 1 + s ∈ (1, ∞] . Numerical results show that for doubly symmetric binary sources, the new upper and lower bounds coincide for the order 1 + s ∈ (1, 2] and they are both strictly larger than Wyner's common information for this case.
I. INTRODUCTION
I N THE paper [1] , we defined a new notion, the Rényi common information, which is a generalization of Wyner's common information. This generalization involves using the unnormalized and normalized Rényi divergences, instead of the relative entropy, to measure the level of approximation between the induced and target distributions. For a given target distribution π XY , the minimum rate needed to ensure that the unnormalized Rényi divergence D 1+s (P X n Y n π X n Y n ) (resp. normalized Rényi divergence 1 n D 1+s (P X n Y n π X n Y n )) vanishes asymptotically is defined as the Rényi common information, and denoted as T 1+s (π XY ) (resp. T 1+s (π XY )). Here π X n Y n := π n XY . The case of s = 0 corresponds to Wyner's common information, which is equal to 1 C Wyner (π XY ) defined in [1, Eqn. (1) ]. In [1] , we focused on the cases that π XY has a finite alphabet and the Rényi parameter 1 + s ∈ [0, 2]. In Theorem 1 of [1] , we claimed that for these cases, the Rényi common information was equal to Wyner's common information. However, in fact, this is incorrect. There is an error in the achievability proof part of Theorem 1 for s ∈ (0, 1]. Obviously, for s ∈ (0, 1], by definition, T 1+s (π XY ) and T 1+s (π XY ) are lower bounded by C Wyner (π XY ). But the proof for that they are upper bounded by C Wyner (π XY ) (the achievability part) for the case s ∈ (0, 1] is incorrect. Specifically, in the proof given in Appendix A of [1] , equation (79) is incorrect, since for a tuple (w n , x n , y n ), the conditions that (w n , x n ) has joint type T W V X|W and (w n , y n ) has joint type T W V Y |W do not necessarily imply that (x n , y n ) has joint type w T W (w)V X|W (·|w)V Y |W (·|w). In fact, the type of (x n , y n ) can be any element of the set
In this document, we correct the erroneous statement in Theorem 1 of [1] and provide a corresponding proof of the new, albeit weaker, claim. Denote the coupling sets of (P X , P Y ) and (P X|W , P Y |W ) respectively as C(P X , P Y ) := Q XY ∈ P(X × Y) :
(2) C(P X|W , P Y |W ) := Q XY |W ∈ P(X × Y|W) :
Define the maximal s-mixed Shannon-cross entropy with respect to π XY over couplings C(P X , P Y ) as 2
For s ∈ (0, ∞), define 
2 Throughout this paper, we use H(Q X ) or H Q (X) to denote the entropy of X ∼ Q X . When the distribution is denoted by P X , we omit the subscript, i.e., H(X) := H P (X). This notation convention also applies to the conditional entropy and mutual information. 
as the continuous extensions of Γ UB 1+s (π XY ) and Γ LB 1+s (π XY ) as s tends to 0 or ∞.
We introduce a condition on the distribution π XY , which will be used to characterize the necessary and sufficient condition for Γ UB 1+s (π XY ) = C Wyner (π XY ). Condition ( * ): There exists some optimal distribution
Now we provide some useful properties of Γ UB 1+s (π XY ) and Γ LB 1+s (π XY ). Lemma 1: 1) In (5) , it suffices to restrict the alphabet size of W such that |W| ≤ |X ||Y|.
2) Γ UB 1+s (π XY ) and Γ LB 1+s (π XY ) are non-decreasing in s ∈ (0, ∞).
3) The following limiting cases hold.
.
if and only if π XY satisfies the condition ( * ). The proof of Lemma 1 is provided in Appendix III-C. Now we provide the promised correction of [1, Theorem 1] .
Theorem 1 (Rényi Common Informations): The unnormalized and normalized and Rényi common informations satisfy T 1+s (π XY ) = T 1+s (π XY ) (10)
and
Furthermore, for s ∈ (−1, 1] ∪ {∞}, the optimal Rényi divergence D 1+s (P X n Y n π X n Y n ) in the definitions of the Rényi common informations decays at least exponentially fast in n when R > C Wyner (X; Y ) for s ∈ (−1, 0] and R > Γ UB 1+s (π XY ) for s ∈ (0, 1] ∪ {∞}. Remark 1: By Statement 4) of Lemma 1, we know that for any pseudo-product distribution π XY , the (unnormalized and normalized) Rényi common informations with s ∈ (−1, ∞] are equal to Wyner's common information, i.e.,
The upper bound for the case s ∈ (0, 1] is proved in Section II. The lower bound for the case s ∈ (0, ∞] is proved in Section III. The upper and lower bounds for the case s = ∞ were derived by the present authors in [2] . Hence for the achievability part, here we only provide a proof for s ∈ (0, 1]. (The converse proof that we present here includes the case s = ∞).
To illustrate that the upper bound Γ UB 1+s (π XY ) and the lower bound Γ LB 1+s (π XY ) may coincide for certain sources, we now consider a doubly symmetric binary source (DSBS) (X, Y ) with joint distribution
where α 0 = 1 2 a 2 + (1 − a) 2 , β 0 = a(1−a) with a ∈ (0, 1 2 ). That is equivalent to the setting that W ∼ Bern( 1 2 ), X = W ⊕ A, Y = W ⊕ B, A ∼ Bern(a) and B ∼ Bern(a) are independent. Then by using Theorem 1, we can obtain the following results.
Corollary 1: For a DSBS (X, Y ) with distribution π XY , we have that: 1) For s ∈ (−1, 0],
where H 2 (a) := −a log a − (1 − a) log(1 − a) denotes the binary entropy function.
2) For s ∈ (0, 1],
3) For s = ∞,
(21)
Proof: For the DSBS, Wyner [3] showed that
Combining this with Theorem 1, we obtain Statement 1).
2 ) are independent. For this setting,
Therefore,
Hence Γ UB 1+s (π XY ) is upper bounded by the expression in (19). Combining this with Theorem 1, T 1+s (π XY ) is also upper bounded by the expression in (19).
Statement 3) was proven in [2, Theorem 3]. The upper bound and lower bound for the Rényi common informations, as well as Wyner's common information for the DSBS are illustrated in Fig. 1 .
It is easy to verify that the expression in (21) (and also the upper bound in Corollary 1 for s > 0) is strictly larger than the expression in (22). Hence, for the DSBS, the Rényi common information of order ∞ is strictly larger than Wyner's common information; also see [2, Corollary 1]. Furthermore, when we evaluate the lower bound Γ LB 1+s (π XY ) for the DSBS, the numerical results (in Fig. 1) show that the lower bound coincides with the upper bound in Corollary 1. Hence it is natural to conjecture the upper bound in Corollary 1 for the DSBS is tight. To show this, one may follow the proof idea used in [2, Theorem 3] for the case s = ∞. However, for s ∈ (0, ∞), the proof is not straightforward and we leave this to future work. 
In the top figure, s = 1; and in the bottom figure, p = 0.2 (i.e., α 0 = 0.4). For the lower bound, we gradually increase the alphabet size of W from 2 to 10. Numerical results show that the resulting curve does not change when we increase the alphabet size. That is, for the DSBS, it appears that restricting the alphabet size of W to 2 suffices to attain the lower bound.
II. UPPER BOUND FOR CASE s ∈ (0, 1]

Proof:
Here we only prove that T 1+s (π XY ) ≤ Γ UB 1+s (π XY ) for s ∈ (0, 1]. Other parts have been proven in the original paper [1] .
We continue from [1, Eqn. (74) ]. Analogously to the definition of A in (74), here we define
Note that in [1, Eqn. (74)], we omit the dependence of A on . It is also worth noting that the set A defined in [1, Eqn. (74)] can be written as
where T w n x n y n denotes the joint type of (w n , x n , y n ). Let
By [1, Lemma 4] , δ 0,n , δ 1,n , δ 2,n → 0 as n → ∞. Let
Hence δ 012,n → 0 as n → ∞.
Consider that (33)-(38), shown at the bottom of the page, where (35) follows from the definition of typical sets and the definitions of A, δ 0,n , δ 1,n , δ 2,n , (36) follows since
Letting n → ∞ in (38), we have lim sup
with there replaced by k (the sup is attained because we are optimizing a continuous function over a compact set). Since P(X × Y|W) is compact, there must exist some subsequence P (ki)
XY |W that converges to some distribution P XY |W as i → ∞. Since lim i→∞ ki = 0, we must have
Since H(P XY |W |Q W ) and x,y P (x, y) log π (x, y) are continuous in P XY |W , we have
Since the limit in (40) exists (by the monotonicity and boundedness of the function in ), this limit must equal the limit in (40) with replaced by the sequence
Furthermore, since the distribution Q W XY is arbitrary, we can minimize the bound above over all distributions
By the argument given at the end of the proof in [1, Appendix A-A], the bound above is also an upper bound on the minimum rate for deterministic codes.
The proof in this section is similar to those of Theorems 1 and 2 in [2] . By definition, we know that T 1+s (π XY ) ≤ T 1+s (π XY ) and both of them are non-decreasing in s. On the other hand, T 1 (π XY ) = T 1 (π XY ) = C Wyner (X; Y ). Hence we have
We next prove
The proof for this inequality is divided into three parts: Multiletter Expression for the Lower Bound, Single-letterization, Simplifying Constraints.
A. Multi-Letter Expression for the Lower Bound
To derive a multi-letter lower bound for T 1+s (π XY ), we need the following one-shot converse bound, which was proven in [5] .
Lemma 2 (One-Shot Bound for Converse Part [5] ): Assume M ∼ Unif{1, . . . , e R }. For any random mapping P X|M , we define
Then for s ∈ [0, ∞] and any distribution π X , we have
By setting the tuple π X , P X|M , P M , R to be π n XY , P X n |M P Y n |M , P M , nR , Lemma 2 implies that
To lower bound the RHS of the inequality above, we need the following lemma. Lemma 3: Assume P, Q ∈ P(X ). Then for s ∈ (0, ∞], we have
Proof: Observe that the objective function in the RHS of (51) is concave in R. Define the Lagrangian function
Hence letting the derivative of L(R, ε) respect to R(x) equal zero, we obtain that
That is,
Hence RHS of (51)
(57)
, we immediately obtain (58)-(59), shown at the bottom of the page, where in (59), the P (m)'s in the logarithm have been cancelled out.
Therefore, we obtain the multi-letter lower bound given in (60), shown at the bottom of the page.
B. Single-Letterization
Next we derive a single-letter lower bound for the RHS of (60). Denote J ∼ P J := Unif[1 : n] as a time index independent of (M, X n , Y n ). Then
Next we single-letterize the last term in (60). Observe that
x n ,y n Q(x n , y n |m) log 1 π n XY (x n , y n ) s Q(x n , y n |m)
Now we employ the following "chain rule" on coupling sets. Since the following lemma is easy to verify, we omit its proof. Lemma 4 (Chain Rule on Coupling Sets): For a pair of conditional distributions (P X n |W , P Y n |W ), we have
By Lemma 4, we have that for any function f :
(60) Therefore, substituting (63) into the last term in (60) and utilizing (67), we obtain (71)-(74), shown at the bottom of the page. Here (72) follows from (67). The swapping of min and max in (73) follows since on one hand, minimax is no smaller than maximin, and on the other hand,
It is easy to verify that for s > 0, 1 n D 1+s (P X n Y n π n XY ) ≤ implies D (P XY π XY ) ≤ . Since π XY has a finite support, D (P XY π XY ) → 0 if and only if D ∞ (P XY π XY ) → 0. Therefore, substituting (61) and (74) into (60) and utilizing the identification of the random variables in (75), we obtain (76), shown at the bottom of the page. For
x,y Q(x, y|u, v, w) log 1 π (x, y) s Q(x, y|u, v, w) .
(76) joint distribution as
Then this joint distribution satisfies the following marginal constraints:
Utilizing this induced distribution, its properties in (78)-(80), and the lower bound in (76), we obtain (81)-(82), shown at the bottom of the page. Substituting W ← (U, V, W ), we can simplify (82) as (83), shown at the bottom of the page.
C. Simplifying Constraints
Next we prove that the constraint D ∞ (P XY π XY ) ≤ in (83) can be replaced by P XY = π XY . For two distributions
Note that supp P XY ⊆ supp (π XY ) . Define
forms a Markov chain under the distribution P , and moreover,
Now consider the expression in (89), shown at the bottom of the page, induced by P XY W U , π XY . Then we have the following upper bound on ϕ s P XY W U , π XY .
Lemma 5: Given the definition of P XY W U in (86), we have 
for any Q W W |(U,U )=(u,u ) ∈ C( P W |U=u , P W |U=u ); and (94) follows from the definition of P XY W U in (86).
Observe that if we set Q W W (w, w ) = P W (w)1{w = w} in the last term in (94), then this term would be equal to
). Hence we have inequality (90).
Using (90) and the lower bound in (83), we obtain that
where (96) follows since e and any implied constants in the notation o() do not depend on P W P X|W P Y |W , and (97) follows since the distribution P XY W U in (96) satisfies X → (U, W ) → Y and P XY = π XY (see (87) and (88)).
is a linear function of P W . Hence Statement 1) can be proven by standard cardinality bounding techniques (e.g., the support lemma in [6, Appendix C]).
2) Observe that Γ UB 1+s (π XY ) can be rewritten as Γ UB 1+s (π XY ) = min
where
On the other hand, under the constraint Q XY |W ∈ C(P X|W , P Y |W ),
Hence for any 0 < s < s ,
Combining (99) and (103), we obtain that Γ UB 1+s (π XY ) ≤ Γ UB 1+s (π XY ), i.e., Γ UB 1+s (π XY ) is non-decreasing in s ∈ (0, ∞). Now we consider Γ LB 1+s (π XY ). Following similar steps above, one can obtain that Γ LB 1+s (π XY ) is non-decreasing in s ∈ (0, ∞). 
3) For distribution P W P X|W P Y |W such that P XY = π XY and distribution Q XY |W ∈ C(P X|W , P Y |W ), we have that
where the first inequality above follows since H(Q XY |W |P W ) ≥ 0 and H(XY |W ) ≤ H(π XY ); and the second inequality follows by (102).
Define
Hence by combining (99) and (104), for s ∈ (0, ∞),
Letting s → ∞, we obtain Γ UB ∞ (π XY ) = Γ UB (π XY ), i.e., equality (8). Equality (9) can be proven similarly.
By choosing Q XY |W = P X|W P Y |W in (99), we obtain for s ∈ (0, ∞),
Let {s k } ∞ k=1 be a sequence of decreasing positive numbers with lim k→∞ s k = 0. Assume that (P W , P X|W , P Y |W ) attains C Wyner (X; Y ). For this optimal (P W , P X|W , P Y |W ), assume that Q
is a sequence of optimal distributions in which Q (k) XY |W attains the maximum in the following optimization:
where ψ s (·) is defined in (100). Since the space P(X × Y|W) of finitely-supported conditional distributions Q XY |W is compact, there exists some subsequence Q (ki)
XY |W that converges to some distribution Q XY |W as i → ∞. Since Q (ki)
XY |W ∈ C(P X|W , P Y |W ) and H(Q (ki) XY |W |P W ) ≤ H(P X|W P Y |W |P W ) (see (102)), we must have 
Hence by the definition of ψ s (·) in (100), and the assumption H( Q XY |W |P W ) < H(P X|W P Y |W |P W ), we have that γ ki diverges to −∞ as i → ∞. However, in the RHS of (112), by choosing Q XY |W as the specific distribution P X|W P Y |W , we know that γ ki ≥ I(XY ; W ) = C Wyner (X; Y ). Hence the limit of γ ki cannot be −∞, which implies equality in (111) holds, i.e., H( Q XY |W |P W ) = H(P X|W P Y |W |P W ). 
where (115) follows by the definition of Γ UB 1 (π XY ) (below (6)) and (116) follows by (102).
Combining (107) and (119), we obtain that Γ UB 1 (π XY ) = C Wyner (X; Y ). 4) Proof of "if": If π XY satisfies the condition ( * ), then by [2, Lemma 1], we have that Γ UB ∞ (π XY ) = C Wyner (π XY ). On the other hand, by Statement 2), Γ UB 1+s (π XY ) is non-decreasing in s ∈ (0, ∞) and by Statement 3), Γ UB 1 (π XY ) = C Wyner (π XY ). Hence Γ UB 1+s (π XY ) = C Wyner (π XY ) for all s ∈ (0, ∞].
Proof of "only if": This can be proven by a perturbation method, which is similar to the proof of [2, Lemma 1]. Hence we omit the proof.
