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Abstract
Federated learning enables machine learning mod-
els to learn from private decentralized data without
compromising privacy. The standard formulation
of federated learning produces one shared model
for all clients. Statistical heterogeneity due to non-
IID distribution of data across devices often leads
to scenarios where, for some clients, the local mod-
els trained solely on their private data perform bet-
ter than the global shared model thus taking away
their incentive to participate in the process. Sev-
eral techniques have been proposed to personalize
global models to work better for individual clients.
This paper highlights the need for personalization
and surveys recent research on this topic.
1 Introduction
Many datasets are inherently decentralized in nature and
are distributed across multiple devices owned by different
users. Traditional machine learning settings involve aggre-
gating data samples from these users into a central repository
and training a machine learning model on it. This movement
of data from local devices to a central repository poses two
key challenges. Firstly, it compromises the privacy and se-
curity of the data. Policies such as the General Data Protec-
tion Regulation (GDPR) [1] and Health Insurance Portability
and Accountability Act (HIPAA) [2] stipulate provisions that
make such movement difficult. Secondly, it imposes commu-
nication overheads which, depending on the setting, may be
prohibitively expensive.
Federated learning [3] is a framework that enables multiple
users known as clients to collaboratively train a shared global
model on their collective data without moving the data from
their local devices. A central server orchestrates the federated
learning process which consists of multiple rounds. At the
beginning of each round, the server sends the current global
model to the participating clients. Each client trains the model
on its local data and communicates only the model updates
back to the server. The server collects these updates from all
clients and makes a single update to the global model thereby
concluding the round. By removing the need to aggregate all
data on a single device, federated learning overcomes the pri-
vacy and communication challenges mentioned above and al-
lows machine learning models to learn on decentralized data.
Federated learning has found numerous practical applica-
tions where data is decentralized and privacy is important.
For example, it has exhibited good performance and robust-
ness for the problem of next-word-prediction on mobile de-
vices [4]. Bonawitz et. al. [5] propose a scalable system
implementing large-scale federated learning for mobile de-
vices. Kairouz et. al. [6] discuss broad challenges and open
problems in the field.
The primary incentive for clients to participate in federated
learning is obtaining better models. Clients who have insuf-
ficient private data to develop accurate local models stand to
benefit the most from collaboratively learned models. How-
ever, the benefit of participating in federated learning for
clients who have sufficient private data to train accurate lo-
cal models is disputable. Yu et al. [7] show that, for many
tasks, some participants may gain no benefit by participating
since the global shared model is less accurate than the local
models they can train on their own. Hanzely et al. [8] ques-
tion the utility of a global model that is too far removed from
the typical usage of a user. The distribution of data across
clients is highly non-IID for many applications. This statisti-
cal heterogeneitymakes it difficult to train a single model that
will work well for all clients. The purpose of this paper is to
survey recent research regarding building personalized mod-
els for clients in a federated learning setting that are expected
to work better than the global shared model or the local indi-
vidual models.
2 Need for Personalization
Wu et al. [9] list three challenges faced by federated learning
systems related to personalization: (1) device heterogeneity
in terms of storage, computation, and communication capa-
bilities; (2) data heterogeneity arising due to non-IID distribu-
tion of data; (3) model heterogeneity arising from situations
where different clients need models specifically customized
to their environment. As an example of model heterogene-
ity, consider the sentence: “I live in .....”. The next-word-
prediction task applied on this sentence needs to predict a
different answer customized for each user. If heterogeneity
does not exist in the data, it may exist in the labels; different
clients may assign different labels to the same data.
In the original federated learning design of McMahan et
al. [3], the model updates and the final model can leak par-
ticipant data violating privacy [10] [11]. To preserve privacy,
McMahan et al. [12] propose differential privacy techniques
that limit the information the global model can reveal about
individual participants. However, Yu et al. [7] argue that such
privacy protection mechanisms introduce a fundamental con-
flict between protecting privacy and achieving higher perfor-
mance for individual users. Bagdasaryan et al. [13] state that
the cost of differential privacy mechanisms is the reduction in
accuracy, and this cost is borne unequally by clients with the
underrepresented or tail participants being affected the worst.
Personalization of the global model becomes necessary to
handle the challenges posed by statistical heterogeneity and
non-IID distribution of data. Most techniques for personal-
ization [14] generally involve two discrete steps. In the first
step, a global model is built in a collaborative fashion. In
the second step, the global model is personalized for each
client using the client’s private data. Jiang et al. [15] ar-
gue that optimizing solely for global accuracy yields mod-
els that are harder to personalize and propose that, in order
to make federated learning personalization useful in practice,
the three following objectives must all be addressed simulta-
neously and not independently: (1) developing improved per-
sonalized models that benefit a large majority of clients; (2)
developing an accurate global model that benefits clients who
have limited private data for personalization; (3) attaining fast
model convergence in a small number of training rounds. Out
of the local data samples stored with each client, it may hap-
pen that only a subset of samples are relevant for a particular
task, while the irrelevant samples adversely affect the model
training. Tuor et al. [16] propose a method where a relevance
model built on a small benchmark set is used to separate rel-
evant and irrelevant samples at each client, and only the rele-
vant samples are used in the federated learning process.
3 Techniques
This section surveys different methods for adapting global
models for individual clients.
3.1 Adding User Context
Before presenting methods to personalize a global model for
individual clients, we take a moment to point out that a shared
global model can also generate highly personalized predic-
tions if the client’s context and personal information is suit-
ably featurized and incorporated in the dataset. However,
most public datasets do not contain contextual features, and
developing techniques to effectively incorporate context re-
mains an important open problem that has great potential to
improve the utility of federated learning models [6]. It also
remains to be studied if such context featurization can be per-
formed without adversely affecting privacy. As an interme-
diate approach between a single global model and purely lo-
cal models, Masour et al. [17] suggest user clustering where
similar clients are grouped together and a separate model is
trained for each group.
3.2 Transfer Learning
Transfer learning [18] enables deep learning models to uti-
lize the knowledge gained in solving one problem to solve
another related problem. Schneider and Vlachos [19] discuss
using transfer learning to achieve model personalization in
non-federated settings. Transfer learning has also been used
in federated settings, e.g. Wang et al. [20], where some or
all parameters of a trained global model are re-learned on lo-
cal data. A learning-theoretic framework with generalization
guarantees is provided in [17]. By using the parameters of the
trained global model to initialize training on local data, trans-
fer learning is able to take advantage of the knowledge ex-
tracted by the global model instead of learning it from scratch.
To avoid the problem of catastrophic forgetting [21] [22], care
must be taken to not retrain the model for too long on local
data. A variant technique freezes the base layers of the global
model and retrains only the top layers on local data. Transfer
learning is also known as fine-tuning, and it integrates well
into the typical federated learning lifecycle.
3.3 Multi-task Learning
In multi-task learning [23], multiple related tasks are solved
simultaneously allowing the model to exploit commonali-
ties and differences across the tasks by learning them jointly.
Smith et al. [24] show that multi-task learning is a natural
choice to build personalized federated models and develop
the MOCHA algorithm for multi-task learning in the feder-
ated setting that tackles challenges related to communication,
stragglers, and fault tolerance. One drawback of using multi-
task learning in federated settings is that since it produces one
model per task, it is essential that all clients participate in ev-
ery round.
3.4 Meta-Learning
Meta-learning involves training on multiple learning tasks to
generate highly-adaptable models that can further learn to
solve new tasks with only a small number of training exam-
ples. Finn et al. [25] propose a model-agnostic meta-learning
(MAML) algorithm that is compatible with any model that is
trained using gradient descent. MAML builds an internal rep-
resentation generally suitable for multiple tasks, so that fine
tuning the top layers for a new task can produce good results.
MAML proceeds in two connected stages: meta-training and
meta-testing. Meta-training builds the global model on mul-
tiple tasks, and meta-testing adapts the global model individ-
ually for separate tasks.
Jiang et al. [15] point out that if we consider the feder-
ated learning process as meta-training and the personalization
process as meta-testing, then Federated Averaging [3] is very
similar to Reptile [26], a popular MAML algorithm. The au-
thors also make the observation that careful fine-tuning can
produce a global model with high accuracy that can be eas-
ily personalized, but naively optimizing for global accuracy
can hurt the model’s ability for subsequent personalization.
While other personalization approaches for federated learn-
ing treat development of the global model and its personal-
ization as two distinct activities, Jiang et al. [15] propose
a modification to the Federated Averaging algorithm that al-
lows both to be addressed simultaneously resulting in better
personalized models.
A new formulation of the standard federated learning prob-
lem proposed by Fallah et al. [27] incorporates MAML and
seeks to find a global model which performs well after each
user updates it with respect to its own loss function. In ad-
dition, they propose Per-FedAvg, a personalized variant of
Federated Averaging, to solve the above-mentioned formula-
tion. Khodak et al. [28] propose ARUBA, a meta-learning al-
gorithm inspired by online convex optimization, and demon-
strate an improvement in performance by applying it to Fed-
erated Averaging. Chen et al. [29] present a federated meta-
learning framework for building personalized recommenda-
tion models where both the algorithm and the model are pa-
rameterized and need to be optimized.
3.5 Knowledge Distillation
Caruana et al. [23] have demonstrated that it is possible to
compress the knowledge of an ensemble of models into a
single model which is easier to deploy. Knowledge distil-
lation [30] further develops this idea and involves extracting
the knowledge of a large teacher network into a smaller stu-
dent network by having the student mimic the teacher. Over-
fitting poses a significant challenge during personalization,
especially for clients whose local dataset is small. Yu et al.
[7] propose that by treating the global federated model as the
teacher and the personalized model as the student, the ef-
fects of overfitting during personalization can be mitigated.
Li et al. [31] propose FedMD, a federated learning framework
based on knowledge distillation and transfer learning that al-
lows clients to independently design their own networks us-
ing their local private datasets and a global public dataset.
3.6 Base + Personalization Layers
In typical federated learning scenarios, data distribution
varies greatly across participating devices. To temper the ad-
verse effects of this statistical heterogeneity, Arivazhagan et
al. [32] propose FedPer, a neural network architecture where
the base layers are trained centrally by Federated Averag-
ing, and the top layers (also called personalization layers) are
trained locally with a variant of gradient descent. As opposed
to transfer learning where all the layers are first trained on
global data and then all or some layers are retrained on local
data, FedPer separately trains the base layers on global data
and the personalization layers on local data.
3.7 Mixture of Global and Local Models
The standard formulation of federated learning [3] is de-
signed to find a single global model trained on private data
across all clients. Hanzely et al. [8] propose a different
formulation of the problem that seeks an explicit trade-off
between the global model and the local models. Instead of
learning a single global model, each device learns a mixture
of the global model and its own local model. To solve the
formulation, the authors develop a new variant of gradient
descent called Loopless Local Gradient Descent (LLGD). In-
stead of performing full averaging, LLGD only takes steps
towards averaging thus suggesting that full averaging meth-
ods such as Federated Averaging might be too aggressive.
4 Discussion
Federated learning encompasses a wide variety of settings,
devices, and datasets. When local datasets are small and the
data distribution is IID, global models typically outperform
local models, and a majority of clients benefit from participat-
ing in the federated learning process. However, when clients
have sufficiently large private datasets and the data distribu-
tion is non-IID, local models exhibit better performance than
the shared global model, and clients have no incentive to par-
ticipate in the federated learning process. An open theoretical
question is to determine the conditions under which shared
global models can perform better than individual local mod-
els.
This paper surveys personalization techniques used to
adapt a global federated model to individual clients. With a
few exceptions, most prior work is focussed on measuring the
performance of the global model on aggregated data instead
of measuring its performance as seen by individual clients.
Global performance, however, has no relevance if the global
model is expected to be subsequently personalized before be-
ing put to use.
Personalized models usually show better performance for
individual clients than global or local models. In some cases,
however, personalized models fail to reach the same perfor-
mance as local models, especially when differential privacy
and robust aggregation is implemented [7].
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