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The temporal dynamics of excitons and the evolution of excited states of a material 
system reflect both the excitation conditions and the final destination of the excitation 
energy. Precise control of material structure through modern nanofabrication provides 
nanostructures with well-defined relaxation paths of excitons, which can be manipulated 
and probed using external stimulation. In particular, electrostatic manipulation of exciton 
dynamics with external electric fields can be used to study electronic properties of novel 
material systems such as semiconductor nanocrystals and pi-conjugated molecules, which 
may be well suited for future applications in optoelectronic devices. 
In this work, electric field induced quenching of photoluminescence through 
generation of indirect excitons is performed on colloidal tetrapod heterostructure 
nanocrystals and a multichromophoric model molecular system. The dependence of 
quenching on optical excitation density, which shows opposite trends in these two 
material systems, reflects the specific origin of quenching in each system. The large 
reduction in decay lifetime of indirect excitons in the tetrapods also enables storage of 
optical information with external electric field, which can be observed using time-
resolved spectroscopy.  As a model light-harvesting system with efficient energy 
funneling from the arm to the core, the tetrapod is an ideal system to study impact of 
electric field on multiexcitons in the core and the “hot” excitons in the arm, thus 
providing insight on the effects of an electric field on intrapartical energy transfer. While 
iv 
 
energy transfer in the heterostructure tetrapods is through direct charge carrier 
thermalization, it is the coherent and incoherent energy transfer that couple chromophores 
in the multichromophoric molecules which mimic the intermolecular interactions in 
organic electronics. Both single molecule spectroscopy and time-resolved spectroscopy 
were employed to probe the structural dependent coherent and incoherent energy transfer.  
Briefly, this work consists of four main results. (1) Quenching in tetrapods is due to 
the localization of indirect excitons at trap sites which causes saturation of quenching at 
high excitation density. (2) Multiexcitons and arm excitons with fast decay lifetimes are 
not affected by an external electric field since electrostatic manipulation is not 
instantaneous. (3) Coherent coupling between chromophores causes changes in spectrum 
and decay lifetime, while the incoherent coupling leaves a dimer as a single quantum 
emitter and causes structural dependent emission depolarization. (4) Field induced 
quenching increases with the increase of excitation density and number of chromophores 
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In 1959, Dr. Feynman gave a visionary talk on phenomena at small length scales prior 
to in-depth investigation into this field. Feynman foresaw the “weird” effects that might 
happen at scales of just a few to a few thousand atoms. Today, 50 years later, scientists 
are driven by both the curiosity of understanding new science at this scale as well as the 
rapid decrease in size of semiconductor electronics to a regime when novel effects are 
already starting to be observed. One unique advantage of the nanoscale is the engineering 
of properties through the control of physical shape, size and surface properties.1 Through 
the collective work of chemists, engineers, physicists and even artists, the fabrication of 
nanostructures of controllable shape and properties is rapidly progressing. 
Nanofabrications through both bottom-up and top-down approaches have achieved single 
atomic layer precision in nanocrystals (NCs)2,3 and synthesis of molecules with designed 
structures.4,5 The precise control of structures enables the engineering of properties to 
realize desirable functions in a single nanostructure or an assembly of various functional 
nanostructures.2,6 Semiconductor NCs, often referred to as quantum dots, show 
significantly modified properties compared to the bulk counterparts that form the basis of 
all modern electronics. This modification resultes from spatial confinement of electron 
and hole wavefunctions in the nanoscale, which increases the band gap of NCs with 




wavelengths in smaller NCs.8 Additional structural properties, such as shape and surface 
morphology, have been shown to change the polarization, luminescence quantum yield 
and exciton dynamics of NCs.3,9-12 Synthesis of heterostructure NCs, which consist of 
multiple semiconductor materials, opens another route to engineer electronic structure, 
and consequently, properties.8 The difference between NCs and the bulk counterparts is 
even more drastic at the single particle level. The emission of a single NC undergoes both 
fluorescence intermittency and spectral diffusion due to charging and local electrical field 
fluctuation, respectively.13,14 Inspired by the latter effect, an external electric field has 
been applied and shown to change both emission intensity and energy of a single NC or 
an ensemble of NCs.15,16 The colloidal synthesis of NCs through wet-chemical processes 
is by far the simplest and most successful method, in terms of quality of NCs and 
precision in control over structure and composition.17 The simple and precise fabrication, 
large absorption cross section and photostability compared to organic dyes, in turn 
motivate application of NCs in various areas such as gain medium in lasers,18 
biolabeling,2  photovoltaic devices,19,20 and data storage.16,21,22  
Unlike inorganic colloidal semiconductor NCs, of which the properties are mainly 
engineered through control over size during synthesis, organic pi-conjugated molecules 
show properties that correspond to the chemical structures. They are a class of materials 
that demonstrate interesting optical and electronic properties that are similar to that of the 
inorganic semiconductors. In the meantime they also have advantages over the inorganic 
counterparts originating from their plastic nature. These advantages include easy 
processing, low cost, mechanical flexibility, and tunability of properties through chemical 




displays,23 organic solar cells,24  lasers,25 organic spintronicss,26  and organic field-effect 
transistors27 can be developed using cheap solution processing techniques. The 
nanotechnology comes into play in this field as a tool to study the complex processes of 
generation, transport, recombination and dissociation of charge carriers in organic films 
or crystals which are the active regions of organic electronics.28-30 
 Despite the successful application of both colloidal NCs and organic materials in 
(opto)electronic devices, there is a large amount of knowledge and plenty of mysteries of 
optical and electrical properties of these two material systems under practical conditions 
in devices and a great need for more study. For example, the exact process of separation 
and dissociation of excitons in NCs and organic molecules in an external electric field is 
still a mystery. Additionally, answers that address how properties of organic molecules 
are modified due to the presence of surrounding molecules are needed for optimization of 
devices. In this work, a systematic study of the interplay between photophysical 
properties and interchromophoric interaction (Chapter 3) and manipulation of excitons 
using an external electric field (Chapter 3 and 4) are performed, with the goal of 
revealing the dynamics of excitons in organic and inorganic semiconductors for practical 
applications.  
The scope of this thesis is as follows: 
Chapter 1 gives an introduction to the relevant properties of organic pi-conjugated 
molecules and inorganic colloidal semiconductor NCs. Both material systems exhibit 
optical and electrical properties that can be engineered through control of structural 
properties such as size, shape, or surface morphology. Studies of the dynamics of the 




relax, transfer, recombine and separate in the nanoscale systems. Manipulation of 
excitons with an external electric field through the Stark effect is shown to provide an 
additional channel to control separation and storage of charge carriers. 
To study optoelectronic and dynamical properties of NCs and pi-conjugated 
molecules, two gated spectroscopic setups are used in this work. Chapter 2 first gives a 
detailed introduction to the operation principle of gated spectroscopy and its applications 
in the study of dynamics. Then, an introduction to the two material systems–colloidal 
heterostructure NCs and a model molecular system, as well as the fabrication techniques 
of samples, are given. At the end, the operation of the two setups is described. 
Chapters 3 and 4 present detailed discussions of experimental results. Chapter 3 starts 
with a systematic investigation of interchromophoric intramolecular interactions and 
electric field induced intensity quenching using a model molecular system. Then, in 
Chapter 4, intensive study of exciton separation, storage and detrapping with an external 
electric field is performed on colloidal NCs. 
Chapter 5 summarizes the main results and the scientific contributions, which are 
followed by an overview of future work. 
1.1 Colloidal Semiconductor Nanocrystals 
Among several methods to fabricate nanostructures, the wet-chemical process for the 
synthesis of colloidal NCs stands out as the most versatile one due to its simplicity and 
high controllability over the size and shape of as-synthesized II-VI semiconductor 
NCs.2,17,20 Thus II-VI colloidal semiconductor NCs are the most frequently studied 
systems, among which CdSe has become the model system which is frequently studied to 




heterostructure NCs under investigation in Chapter 4. In addition, colloidal synthesis of 
III-V semiconductor NCs, such as InP,31 and nonepitaxial growth of metal-semiconductor 
hybrid NCs,6 have also been developed to exploit rich phenomena in these systems. 
Through careful selection of experimental conditions, such as temperature, reagent 
concentration, surfactant, etc., NCs of spherical, rod and branched shape can be 
synthesized with nearly atomic precision of the size of a few to tens of nanometers. 17 
The nanometer spatial extent of NCs applies an extra boundary condition that 
confines the electron wavefunction in a region that is smaller or comparable to the 
exciton radius. This confinement causes NCs to differ from their bulk counterparts 
through the so called quantum confinement. As a direct consequence, size tunability of 
optical and electrical properties of NCs enables applications in the full visible-IR spectral 
range. For example, quantum dot based lasers of tunable wavelengths can be designed 
simply by exciting particles of different size.18 Another unique effect in NCs is 
fluorescence intermittency and spectral diffusion, which is due to trapping of charges on 
localized trap sites in NCs and the sensitivity of NCs to the fluctuations of local electric 
field, respectively.32 These temporal fluctuations in emission have long been an obstacle 
in the application of NCs in biolabeling, which has now been lifted by the successful 
synthesis of non-blinking quantum dots through various surface passivation 
methods,10,33,34  which remove surface defects that are the main sources of trap sites. 
Proper surface passivation can significantly reduce the number of surface defects and 
increase the fluorescence quantum yield of NCs. The remaining defects can still influence 




 In this section, the basic structural, optical and electrical properties of semiconductor 
NCs will be introduced, with emphasis on carrier delocalization and the generation of 
multiexcitons in heterostructure NCs.  
1.1.1 Structure Properties 
 Depending on whether the conduction band is empty, nearly full, or partially full (10-
90%),35 solid state materials can be characterized into insulator, semiconductor and 
metal, respectively, based on their conductivity. Although categorizing materials is 
largely determined by the elements they consist of, the relative electrical and optical 
properties of each type of material are solely shown in the bulk solid state, not in the 
atomic level. Therefore, how each atom is periodically arranged to form bulk materials of 
certain crystal structure, also plays an important role in determining the collective 
properties of all the building blocks. A typical example arises from carbon based 
materials, where diamond and graphite have exactly the same chemical composition, but 
are characterized as insulator and semimetal respectively. As shown in more detail in 
Section 1.2, pi-conjugated molecules consisting of the same atoms can also have 
distinctive conducting properties due to differences in chemical structures. Similar 
structure-property relations also exist in semiconductor NCs due to spatial confinement 
where quantum phenomena are present. However, the quantum confinement applies in 
different ways in inorganic semiconductor NCs compared with organic pi-conjugated 
molecules. The wavefunction is confined by the size and the shape in the former system 
but is confined in broken conjugation segments in the latter case. Nanostructures of 





There are two approaches to fabricate nanostructures: the top-down and the bottom-
up. The top-down methods for nanofabrication involve patterning and refining materials 
in the macroscopic scale into small subunits in the nanoscale. Lithography, masking and 
etching are three typical top-down techniques that are heavily used in traditional 
semiconductor industry. With the most state-of-the-art e-beam lithography,36 sub-10 nm 
spatial resolution has been achieved. In the opposite way, the bottom-up approach 
assembles building blocks, such as atoms, molecules and nanoparticles, into functional 
superstructures by chemical synthesis, layer-by-layer epitaxial growth, self-assembly, 
scanning probing microscope lithography etc.5,8,20,37-41  The latter approach goes beyond 
the achievements of the top-down methods, with capability of fabricating nanostructures 
with predictable, designable and controllable properties through control of size, shape, 
composition and morphology. This approach may potentially lift the limitation on 
fabrication of traditional electronics.  
Two of the well-established bottom-up techniques for fabrication of crystalline 
nanostructures or NCs are epitaxial growth and colloidal synthesis. The term epitaxial 
refers to growth of thin films on top of crystalline substrates, where the grown film is 
atomically arranged in the way accepted by the crystallographic structure of the substrate. 
Developed from the fabrication of quantum wells, strain driven formation of 
semiconductor NCs can be realized by depositing a layer of highly lattice mismatched 
film (e.g., InAs) on top of a substrate (e.g., GaAs). The uniform size and shape 
distribution is permitted by a controlled ripening process under selected deposition 
conditions.42 Thus-formed NCs have well-defined boundaries and are much more stable 




electrical properties,38,43 quantum coupling,44 spintronics,45,46 lasers,47 and data 
storage.21,22 
Colloidal NCs are synthesized from hot solutions in simple glasswares, and can be 
ready to use in solution or freely dispersed into other media. This simplicity is a great 
advantage over the epitaxial growth of NCs bonded to substrates which also require 
sophisticated apparatus. The colloidal synthesis has been proven to be the most 
successful method also in terms of quality and monodispersity of synthesized NCs. This 
approach expands the scope of the parameter space that can be exploited in terms of 
shape, surface morphology and composition. With this great flexibility, a collection of 
NCs, ranging from homogeneous spherical particles48 to more complicated 
heterostructure nanotetrapods49 and core/shell/shell/shell nanoparticles,50 have been 
synthesized and studied. And the composition in a single NC has gone beyond pure 
semiconductor material, to hybrid organic-inorganic or semiconductor-metal.6,10,51 
Colloidal NCs that are equipped with functional groups for either biocompatibility or 
targeting are successfully used in biolabeling and biosensing.2,51,52 More importantly, the 
easy realization of colloidal heterostructure NCs consisting of two and three 
semiconductor materials opens an additional channel to manipulate charge carrier 
thermalization. Figure 1.1 demonstrates a few examples of the structure of colloidal NCs. 
Generally, the colloidal synthesis is temporally separated into two steps: relatively 
rapid nucleation and the following slow growth, for narrow size distribution.48 Nucleation 
is initiated by quick injection of the precursor into the hot coordination solvent, resulting 
in decomposition of precursor regents and supersaturation of monomer that is relieved by 





the existing nuclei, which grow into large particles at lower temperature. Size is 
controlled by reaction temperature, precursor concentration, concentration of 
coordinating ligands and so on;17,53 shape can be controlled through selective adhesion of 
ligands to prevent growth in certain direction,53 suitable monomer concentration,54 or 
growth from seeds of specific crystal structure.49 Due to the high surface to volume ratio 
of NCs, surface defect emission can dominate the photoluminescence (PL) spectrum and 
significantly reduce PL quantum yield.55,56 Therefore, surface passivation using either 
organic ligands or an outer inorganic shell of large band gap has become a standard 
practice.1,3,10 Blinking and spectral diffusion are more delicate phenomena that are 
directly linked to surface states.32 Suppression of blinking can principally be achieved in 
large particles,46,57 or through various surface passivation techniques, such as alloy types 
of interface,34 thick epitaxially grown shell,33 or good organic capping ligands.10 The 
effect of defects, commonly termed “traps”, on optical and electronic properties will be 
further discussed in Section 1.4.1. 




1.1.2 Electronic Properties 
 The most important parameter of a semiconductor material is the energy gap between 
the conduction band and the valence band. In bulk materials, atoms are arranged 
periodically according to the crystalline lattice to approximately infinity, where electrons 
move in the periodical potential of the lattice. To explain the existence of electronic 
bands and the band gap, a simple picture of just two atoms, each of which contributing 
one conduction electron, is a good place to start. Depending on whether the 
wavefunctions of the two electrons overlap (bonding) or repel (antibonding) each other, 
two energy levels form: the bonding state of lower energy and the antibonding state of 
higher energy, which are similar to the highest occupied molecule orbital (HOMO) and 
lowest unoccupied molecular orbital (LUMO) levels in the molecular orbital theory (see 
Section 1.2.2). Without external stimuli, both electrons occupy the bonding state, which 
is the ground state.  In the bulk semiconductor, 2N electrons fill up the lower energy 
bonding states of negligible spacing compared to the thermal energy, and thus form the 
filled valence band; in the meantime, the antibonding states of higher energy form the 
empty conduction band.35,58 In the language of the Bloch theorem, the two standing 
waves forming at the boundaries of the Brillouin zone, respectively, represent the anti-
bonding state where electron density concentrates around atoms and the bonding state 
where electron density concentrates between atoms.35 An energy gap forms between the 
conduction band and the valence band where no energy state is allowed. The size of the 
band gap of a bulk semiconductor is a material constant that does not change with 
physical dimensions. However, in semiconductor NCs of finite spatial extent, an 




dimension or multiple dimensions and allows only a few transitions out of the continuous 
band in the bulk.7 Therefore NCs form discrete energy states of spacing larger than the 
thermal energy, similar to that of molecular compounds, as shown in Figure 1.2, rather 
than the continuous energy distribution as in the bulk.  
The energy gaps of NCs increases inversely with size R roughly following a function 
1/R
2 due to the increase of kinetic energy in smaller NCs, which is the reason of the size-
dependent shift of absorption and emission spectra as shown in Figure 1.3.59-61 This effect 
in low dimensional semiconductor systems is referred to as Quantum confinement and 
was first investigated by Efros and Brus.7,62  Due to band filling or weak interaction, the 
quantum confinement effect sets in at a relatively larger size in semiconductors compared 
to metal, insulator or molecular crystals.1 The energy diagram of NCs shown in Figure 
1.2 is very simplified based on the particle-in-a-sphere model for spherical particles. Each 
hole energy level is eightfold degenerate,61 which is lifted when taking into account the 
shape asymmetry, crystal field and the exchange interaction. Consequently, each  
 
 
Figure 1.2 Band diagrams of the molecule, nanocrystal and bulk semiconductor. 
Compared to continuous conduction and valence band that are separated by an energetic 
gap Eg in bulk, each molecular orbital is a discrete energy level in the molecules. 





Figure 1.3 Size dependence of absorption and emission spectra. (a) The absorption and 
emission spectra shift to a higher energy as size of nanocrystals decreases. Several peaks 
(indicated with arrows) can be observed in the absorption spectrum due to the splitting of 
the band edge state.63 (b) The energy of the first excited state (indicated by the red arrow 
in (a) is plotted as a function of 1/R2.61 Black line is a guide to the eye.  
 
 
degenerate level can split into a set of sublevels, which explains the fine structure 
observed in the absorption spectrum and the existence of the “dark exciton.”64,65 As a NC 
is optically or electrically excited, an electron is promoted from the 1Sh state to the 1Se or 
higher states, leaving a hole behind and forming a bound exciton with the hole. The 
exciton binding energy in the bulk semiconductor depends on the exciton Bohr radius r 
and can be defined as  
 
   
  






where e, ε0 and ε are the charge of a electron, vacuum permittivity,  and the relative 
dielectric constant of the semiconductor, respectively. The exciton Bohr radius in bulk 
CdSe is 5.4 nm, corresponding to a binding energy of 16 meV.66 This small binding 
energy characterizes these weakly bound excitons as the Mott-Wannier type of excitons. 
Due to quantum confinement, the exciton binding energy in NCs increases with the 
decrease in size as the coulombic interaction between charge carriers gets stronger.66 For 
example, as the size of a CdSe nanoparticle decreases to 2.5 nm, the exciton binding 
energy increases to about 400 meV.67 The above binding argument works best in the 
region where the size of NCs is smaller or approaching the Bohr radius, where the 
coulombic interaction is the main force.66,68 In the strong quantum confinement regime, 
where size is smaller than the Bohr radius (the diameter of the CdSe cores of NCs in this 
study is 4 nm), the treatment of the electron and hole as a bound pair becomes difficult. 
Instead, it is more appropriate to treat them separately.60  But the size tunability of 
properties is still valid.66 
An important effect arising from strong quantum confinement in NCs is the increased 
interaction between excitons due to the forced wavefunction overlap and the reduced 
dielectric screening.69  This effect results in formation of multiexcitons63 and rapid Auger 
processes at sufficiently high excitation density.70 The Auger processes can also result in 
charging of NCs which largely modify the electrical properties of NCs. Due to its 
importance to this study and the length consideration, a detailed discussion of charging 
will be given in Section 1.4.1. 
The above statements are made based on homogeneous semiconductor NCs, which 




gap materials are very often grown as an outer shell on top to passivate the inside core, 
which eliminates surface states, for example, in the CdSe/ZnS core/shell spherical NCs. 
In this type-I heterostructure, both electrons and holes are confined in the core of lower 
band gap as shown in Figure 1.4a.3 But the conduction band and the valence band of the 
shell can also be easily tuned to be either aligned, lower or higher than that of the core 
through size changes or use of different materials.49,71 Consequently, electron (hole) can 
localize in either the core or the shell, or delocalize over the entire NC.8,12,72 When 
electrons and holes are localized in separate regions within a single heterostructure NC, 
the type-II band alignment is achieved as shown in Figure 1.4b.71,73 One important 
application of type-II heterostructure NCs is in lasers18,71 due to the internal electric field 
induced by separated electrons and holes that lifts the degeneracy in the lowest excited 
state through the Stark effect. Therefore optical gain in the single exciton region can be 
obtained, which removes the obstacle of necessitating rapid optical gain decay due to 
nonradiative Auger recombination from the development of quantum dot lasers.18 
Between the type-I and the type-II band alignment there lies an interesting region–the 
quasi type-II band alignment–where either conduction bands or valence bands of two 
different materials are aligned; as a consequence, one type of charge carrier is delocalized  
 
 
Figure 1.4 Three types of band structures of heterostructure nanocrystals. The electron is 




over the entire heterostructure while the other is localized in a smaller region.12,16,74 This 
wavefunction engineering realized in heterostructure NCs offers a new route to 
manipulate charge carriers through external stimuli such as electric field and charges,21,75 
which are a significant part of this study.  
One great advantage of heterostructure NCs is the separation of the light absorbing 
region from the emitting region, which enormously increases the luminescence quantum 
efficiency of NCs as a light-harvesting system.3,49 For example, in CdSe/CdS 
nanotetrapods of 50 nm long CdS arms, 99% of incident light is absorbed in the arms 
rendering PL efficiency above 75%.49 After exciting with incident light of photon energy 
higher than the band gap, charge carrier pairs are first generated in the absorbing region 
and then rapidly relax into a suitable region within the heterostructure following the band 
structure as illustrated in Figure 1.4. In the CdSe/CdS nanorods of quasi type-II band 
alignment, it takes about 650 fs for the hole to localize in the CdSe core when excited in 
the CdS arm.76 However, the delocalization of the electron to the CdS arm is almost 
instantaneous when excited in the CdSe core.76 The presence of trap states can also affect 
the thermalization of charge carriers in heterostructure NCs by localizing the electron or 
hole at the trap sites instead of relaxing to quantum confined states.77 
To provide further independence of wavefunction engineering of different functional 
regions within a single heterostructure NC, a type of core/shell/shell(/shell) spherical NCs 
was developed. This NC demonstrates dual-color emission from both the core and a shell 
layer.50,78 Independent tunabilities of both the core and the shell emitting regions enables 
control over the direction of energy flow between the core and the shell and the 




Due to the small dimension of NCs, the shape also has a large impact on properties. 
For example, the shape asymmetry lifts the degeneracy in the band edge states which 
then split into a few sublevels. Each of these sublevels forms an peak in the absorption 
spectrum as shown in Figure 1.3.63,79,80  In CdSe/CdS heterostructure nanorods, the 
“bulb” of excess CdS formed around the CdSe-CdS interface has been shown to affect 
the sign of exciton-exciton binding energy and the transfer of excitons from the CdS arm 
to the CdSe core.12,81 In branched NCs like tetrapods, small variations in arm-to-arm 
diameter can shape the wavefunction to be more or less delocalized towards a certain arm 
and thus affects the emission anisotropy.74 
1.1.3 Optical Properties 
Similar to the electrical properties, optical properties of NCs also exhibit structural 
dependence. In the early days, the study of optical properties of colloidal semiconductors 
was significantly hindered by the low quality of the materials. The large linewidth of 
emission spectrum due to the broad size distribution60 and strong defect emission 
obscured the observation of any structure-property relation.82 As discussed in Section 
1.1.1, high quality NCs can be synthesized through improved synthesis methods, which 
show narrow size distribution, defect free emission, and high luminescence quantum 
yield. Size dependent absorption and emission of NCs as predicted by theory can be 
clearly observed as shown in Figure 1.3. The Stokes shift, defined by the energy 
difference between the first absorption peak and the emission peak, also decreases with 
increasing size.60,83 The PL emission generally originates from the band edge states even 
when the NCs are excited with photons of energy that are higher than the band gap. Thus 




relaxation within a few hundred fs.80,84,85 Emission from a higher excited state is made 
possible through state filling when excitation density is sufficiently high. The dependence 
of optical properties on the shape of NCs is highly linked to wavefunction engineering as 
mentioned briefly in the last section. When the shape of the NCs changes from 0-D 
sphere to 1-D rods, the emission becomes linearly polarized along the long axis.86 This 
effect was later attributed to the large dielectric contrast between the nanorod and the 
surrounding matrix.9,87 
 The PL decay dynamics of NCs is strongly affected by the optically forbidden band 
edge state– the “dark” state–which is one of the splitting band edge states due to the 
exchange interaction. At room temperature, the PL intensity of NCs shows a 
monoexponential decay with a lifetime of a few to a few tens of ns at short delay time 
before it evolves into a power-law decay mediated by trap states at long delay time.59,64,88 
The decay lifetime depends strongly on both the size of NCs and the temperature. Several 
experiments have shown that the lifetime decreases with the increase of size.59,60 This 
observation was first ascribed to surface localization of holes which generates two 
surface states of high and low oscillator strengths respectively.60 However, later 
investigations revealed that surface modification of NCs shows no effect on the lifetime, 
which disagrees with the surface state argument.83,89 Further experiments performed at 
liquid helium temperature or under magnetic field,64,89 established that the size and 
temperature dependence of the decay lifetime of NCs can be explained through band 
edge fine structures.  
As a simplified model, the band edge transition 1S(e)-1S3/2(h)  split into two 




the “bright” state (|B>) that is optically allowed as shown in Figure 1.5. The exchange 
interaction is proportional to the overlap of the electron and hole wavefunction, which 
can be up to tens of meV in NCs compared to a few meV in the bulk.83 Therefore, the 
energy gap ΔEB-D between the bright and the dark state is size dependent and larger for 
smaller NCs,83 which is the origin of the size dependence of radiative lifetime of NCs.59 
When the thermal energy is lower than ΔEB-D, the thermalization rate γth between the 
“bright” and “dark” states is slow, and it is mostly the dark state that is populated through 
intersystem crossing γ0.
64,83 Therefore, a single NC shows biexponential decay. The 
initial fast decay and the following slow decay are attributed to the bright exciton and the 
dark exciton, respectively.64 As temperature increases to a point that the thermal energy is 
 
 
Figure 1.5 Temperature dependent PL decay of single NCs (redrawn from Ref.64). At 
the low temperature, the single NC shows biexponential decay (red) due to the initial 
rapid recombination of the “bright” excitons and the following slow recombination of the 
“dark” excitons, respectively. At the high temperature, the decay curve becomes 
monoexponential (black) as thermalization between the “bright” and the “dark” states is 
faster than the recombination rate KB. For comparison, an ensemble of NCs shows a 




close to or bigger than ΔEB-D, both states are equally populated since γth is larger than the 
radiative decay rate KB of the “bright” state. In this case, the emission mostly stems from 
the “bright” state and shows a monoexponential decay with a lifetime that is twice the 
lifetime of the “bright” exciton.64 Mediated through the size dependence of  ΔEB-D, the 
decrease of the “dark” exciton lifetime with increasing size is possibly due to a stronger 
mixing between the “bright” and “dark” state at a smaller energy gap.59  
It has been shown that emission of NCs are extremely sensitive to local 
environmental fluctuations due to their small size.14,15,75 A single NC has been shown to 
randomly jump between an emissive “on” state to an less emissive “off” state in time 
ranges from milliseconds to minutes.32 Furthermore, the emission peak position randomly 
diffuses.14 But in general, NCs are more stable compared to organic dye molecules, 
which makes NCs very suitable for applications as biolabels,2 especially the non-blinking 
NCs.33,34 The conventional charging model provides a fairly good explanation to most of 
the blinking related behavior in single NC.13 But recent experiments suggest modification 
to this theory is needed to take into account new discoveries.90,91  
1.1.4 Multiexcitons 
At low excitation density, the excitation pulse generates one electron-hole pair, which 
then relaxes to the lowest excited state and forms a single exciton as shown in Figure 
1.6a. At higher excitation density, there is a considerable possibility of exciting more than 
one electron-hole pairs a single NC, which form multiexcitons. The two mechanisms that 
govern the generation of multiexcitons are state filling and coulombic interaction. 
Considering a scenario that involves no more than three electron-hole pairs in a single 





Figure 1.6 Generation of multiexcitons. (a) At the low excitation density, only the single 
exciton X (red) is formed. (b) As excitation density increases, biexciton BX (green) starts 
to appear. Coulombic interaction between excitons shifts the energy of the biexciton by 
ΔXX (positive in this case) with respect to the single exciton. (c) At very high excitation 
density, the newly generated exciton occupies a higher excited state due to the Pauli 
exclusion principle, which is the triexciton TX (blue). The PL spectra at different 
excitation densities consist of emission of the populated exciton species. 
 
exciton, a biexciton and a triexciton. Because of the Stark effect resulting from the 
coulombic interaction between the pre-existing exciton and the newly generated one, the 
energy of the latter is shifted by Δxx from that of the first exciton as shown in Figure 1.6b. 
Together these two excitons form a biexciton. The binding energy Δxx can be either 
positive (when the exciton-exciton interaction is repulsive like in this case) or negative 
(when the exciton-exciton interaction is attractive) depending on the electronic structure 
of the NCs. Because the coulombic interaction is inversely proportional to the distance, 
the binding energy of the biexciton in NCs scales with size and increases as size 
decreases.63,92,93 When the excitation density increases to a point where the absorption 
rate equals the biexciton Auger recombination rate, the biexciton population saturates and 
higher excited states start to be occupied.94 Due to the Pauli exclusion principle and state 




emits as a triexciton.95 Note that the triexciton is sometimes defined as a charged 
biexciton.63 The number of excitons generated on a single NC is governed by a Poisson 
distribution   
 
     




where P(N) is the probability of having N excitons, and <N> is the average number of 
excitations per NC as calculated from the absorption cross section and excitation density. 
Although the binding energy is usually negative in bulk semiconductors and large 
epitaxially grown quantum dots,96 recent experiments on GaN quantum dots have shown 
that the binding energy can switch from positive to negative with decreasing exciton 
emission energy.68 The underlying mechanism of this controversial trend is similar to the 
switch of exciton binding energy from negative in type-I heterostructure NCs to positive 
in (quasi) type-II heterostructure NCs.81,94,97 Experiments have suggested that this switch 
is due to two reasons: increased correlation interaction resulting from increased electron-
hole separation,98 and repulsive coulombic interaction in fixed single-particle orbitals.94 
This control mechanism offers another route to design NCs that are especially suitable for 
applications as gain medium for lasers.18,81 While separation of the electron and hole 
wavefunctions might be beneficial for biexciton yields due to suppressed Auger 
recomnination,99 it reduces the yields of the triexciton, since the oscillator strength of the 
triexciton is proportional to the overlap of the electron and hole wavefunctions.94,97 
Multiexcitons can be identified by additional emission peaks in the PL spectrum 
appearing with increasing exciton density as shown in Figure 1.6.18,68,71 Depending on 




either shifts to the red or blue with respect to the single exciton peak.68,81,97 The 
assignment of the biexciton peak can be confirmed by a quadratic power dependence of 
emission intensity on excitation density since it is a two-photon process.63 The triexciton 
peak is always blue shifted compared to the single exciton peak since it originates from a 
higher excited state. An example of the evolution of PL spectrum with excitation density 
is shown in Figure 1.6. 
Due to the nonradiative Auger recombination that is intrinsically associated with 
multiexcitons, they usually decay within a few ten to a few hundred picoseconds in type-I 
hetero-NCs. Therefore, the PL decay rate of NCs increases with increasing excitation 
density as shown in Figure 1.7. This decay lifetime scales with the volume of NCs, which 
has been observed in both CdSe and PbSe systems18,100 and is consistent with theoretical 
predictions.70 Morphology is another route to control the Auger process. Elongated 
nanorods have been shown to have longer biexciton Auger lifetime101 and improved 
optical gain compared to the spherical NCs.102 In CdSe/CdS core/shell nanorods– where 
the electrons are delocalized into the CdS shell while holes are localized in the CdSe 
core, a strong suppression of Auger recombination and long lifetime of the optical gain is 
observed using the transient absorption measurement.99 The common feature in systems 
of extended Auger lifetimes is the separation of the electron and hole. As a consequence 
of the charge carrier separation, the Auger lifetime no longer scales with volume V, but is 
modified to scale with V·Γrad, since the radiative lifetime Γrad is greatly affected by this 
charge separation.94 As a consequence, the biexciton lifetime can be increased to 2 ns.94 
To study the rapid decay of multiexcitons, fast spectroscopic tools are required. The 






fluorescence spectroscopy. The former method can probe multiexcitons in the excited 
state in a time range from a few fs up to a few ns, during which formation of 
multiexcitons either results in additional peaks or a spectral shift of the single exciton 
bleaching peak.63 On the other hand, the latter technique records emission from 
multiexcitons from picoseconds up. This technique offers direct measurement of the 
energy of the multiexcitons, their decay lifetimes, and any signature of lasing. In this 
study, time-resolved spectroscopy was performed using two systems: a streak camera 
with a resolution of a few ps and a gated intensified charge-coupled device (ICCD) with a 
resolution of a few ns. 
Exciton (or carrier) multiplication- which is the generation of multiple excitons 
through the absorption of a single photon of an energy that is at least three times greater 
than the band gap– is another effect stemming from the strong coulombic interaction  
Figure 1.7 Increase of decay rate with increasing excitation density. The rapid increase 




between carriers in NCs.100,103,104 However, this effect is still under heavy debate due to 
controversial experimental results,100,104 and lack of a solid theory.103  
 
1.2 π-Conjugated Molecules 
In the last section, inorganic semiconductor NCs were introduced. There it was shown 
that NCs behaved like an emissive organic molecule of discrete energy levels by reducing 
the size of the particle to a few nm. Here we will see that organic macromolecules built 
from a few to thousands of atoms can also behave like semiconductors. Organic 
semiconductors can be built in two approaches. One approach is by arranging small 
organic molecules periodically to form crystalline structures, in which molecules are held 
together by the weak van de Waals force.  Properties of this type of material systems 
largely depend on the collective interaction of the participating molecules.29,105 Study in 
this field since the 1960s has yielded the realization of organic field effect transistors, a 
cheaper alternative compared to the traditional Si based devices.27 The second approach 
is through synthesis of conjugated polymers of length scale from a few nm to μm, in 
which delocalized pi-electrons over the conjugated backbone set the basis of the electrical 
properties of these macromolecules. Since the pioneering work of A. J. Heeger, A.G. 
MacDiarmid and H. Shirakawa in 1978 on doped polyacetylene of metal-like 
conductivity, research on organic semiconductors has gone beyond scientific interests 
into commercial products. For example, conjugated polymer based organic lighting 
emitting diodes (OELDs) have been successfully used in color displays on cell phones, 
televisions and various other appliances;23 and organic solar cells are approaching the 
required efficiency to compete with amorphous silicon counterparts.24 At the same time, 




structure to give desirable electrical and optical properties, based on empirical data or 
quantum chemical calculations.  
In this section, the intrinsic optical and electrical properties of pi-conjugated 
molecules will be introduced starting from molecular building blocks-atoms, to 
functional moieties, then to a chromophore and an exciton forming on the chromophore. 
The chromophore serves as the fundamental unit of optoelectronic materials. 
 
1.2.1 Pi-conjugation 
The term pi-conjugation is given to organic molecules with alternating single-double 
bond or single-triple bond, in which unhybridized p orbitals of adjacent sites overlap with 
each other and form larger delocalized pi-orbitals or pi-bonds as shown in Figure 1.8. 
Despite the term “organic semiconductors” that is associated with pi-conjugated organic 
materials, the optical and electronic properties of these materials is better described using 
molecular orbital model than the early band models such as the SSH model.106  
π-orbitals form through sp2 or sp hybridization. By mixing the 2s and three 2p orbitals 
of a fully hydrogen saturated carbon atom, a set of four equivalent orbitals are created, 
referred to as sp3 hybridization. When two carbon atoms are linked by a single bond, the 
sp3 orbitals of an atom overlap with that of the other and form one sigma bond of 
cylindrical symmetry as shown in Figure 1.8. It is also possible for the 2s and 2p orbitals 
to form sp2 (sp) hybridization when only two (one) of the three p orbitals are mixed with 
the s orbital, while the remaining one (two) orbital remains unmixed as in the case of 
double (triple) carbon bond. Consequently, the pure p orbitals of neighboring carbon 
atoms can overlap with each other and form the pi-orbitals or pi-bonds in addition to the 





Figure 1.8 sp3 hybridization and sp hybridization. Carbon atoms in ethane and the 
corresponding polymer (such as polyethylene) are linked by localized σ-bonds. In 
acetylene, two π-bonds and one σ-bonds (blocked from view) are formed. Alternation of 
single-triple bonds in the polymer leads to delocalization of the π-electrons along the 
conjugated backbone.  
 
where one sigma bond and two pi-bonds form between the carbon atoms. Delocalized 
electron density above and below the conjugation plane of carbon atoms is established by 
electrons occupying the π-orbitals. These π -electrons are sufficient in determining the 
electrical properties of conjugated materials and are also a very important factor in the 
optical properties. 
Extension of conjugated chains by linking additional unsaturated carbon atoms, for 
example through polymerization, further delocalizes electron density to the added units. 
Typical π -conjugated oligomers and polymers contain from several to thousands of 
conjugated units that are capable of forming delocalized π -bonds. The delocalization 
nature enables quasi-free π -electrons to contribute to the electrical conductivity. As a 




room temperature.106  But polyethylene, consisting of only hydrogen saturated carbons 
linked by localized sigma-bonds (also shown in Figure 1.8), shows very low electrical 
conductivity. The latter, a plastic commonly used in plastic bags and bottles, is a very 
good insulator and shows no interesting optical properties.    
To introduce the molecular orbital theory, a simple example of 1,3-butadiene is used 
as shown in Figure 1.9. Before excitation, electrons occupy the highest occupied 
molecular orbitals (HOMO), which are the bonding π orbitals. This is the ground state, 
S0, of Ag symmetry. After excitation, an electron is promoted from the HOMO to the 
lowest unoccupied molecular orbital (LUMO) which is an anti-bonding π *orbital. This 
one-photon allowed transition is referred to as a π-π * transition, which excites the 
molecule to the 1Bu excited state (of Bu symmetry). Any one-photon forbidden 2Ag 
excited states (of Ag symmetry) requires the promotion of an electron from the HOMO to 
LUMO+1or from the HOMO-1 to LUMO or collectively promotion of two electrons 
from the HOMO to the LUMO. These processes are illustrated in Figure 1.9. The one-
photon forbidden 2Ag states are the lowest excited states in pure polyenic organic 
molecules, like the highly conducting polyacetylene, which are nonemissive. The 
switching from pure polyenic to polyenic-aromatic backbone, like in the poly(p-
phenylene vinylene) (PPV) type of polymers, lowers the 1Bu state relative to the 2Ag 
state. Consequently the 1Bu state becomes the lowest excited state and is strongly 
emissive,107 which is the reason that primary candidates for polymer-based light emitting 
devices have mixed polyenic-aromatic backbones. Cross-linking of benzenes with 
alternating single-double bonds in the PPV type of polymers, or single-triple bonds in the 





Figure 1.9 π-π* transitions in 1,3-butadiene. In the ground state, all electrons occupy the 
HOMO levels. One-photon allowed π-π* transition promotes an electron from the HOMO 
level to the LUMO level and forms an excited state of Bu symmetry that is emissive. 
Symmetry of each molecular orbital is indicated in the parenthesis. Excited states of Ag 
symmetry are formed by one-photon forbidden transitions, which are nonemissive.107 
 
optoelectronic pi-conjugated materials, where benzene units and linear bonds form cross-
conjugation along the backbone.29,108-110  
1.2.2 Intrinsic Electrical Properties 
 Due to the molecular nature and the semiconducting electrical properties, the 
scientific community has been debating whether a molecular111,112  or band-like model,106  
or even a model considering both,113 would be more suitable to describe how pi-electrons 
determine material properties. It is difficult to find a coherent description of 
optoelectronic properties of conjugated materials. The molecular theory treats the excited 
state as localized excitons, while the band theory views it as delocalized free electron-
hole pairs. Since only the lowest excited state is considered in describing the intrinsic 
properties of materials, the molecular orbital theory is used in this section.107,113  
Excited state energy is roughly inversely proportional to conjugation length to the 




delocalized over the entire conjugated backbone. Instead, due to twist or defect sites, 
typical conjugation lengths only extend over 4-10 repeat units.107,114,115 Each of these 
broken conjugation segments along the backbone is a single chromophore,116 where 
electrically injected or optically excited excitons are localized. According to the particle-
in-a-box model, electrons of mass m are confined in the one-dimensional potential well of 
length L with infinitely high boundaries at the ends of the chromophore. To zeroth-order 
approximation, the energy of the nth energy state is  
 
   
      




where h is the Planck constant. 2N electrons in a chromophore fill orbitals to the EN 
energy state according to the Pauli exclusion rule, forming the HOMO level or π orbital 
in molecular orbital language as shown in Figure 1.9. This HOMO level is the ground 
state of the chromophore. The next energy level EN+1 is the LUMO level, or the π
* orbital, 
which is the lowest excited state. In the semiconductor terminology, the energy difference 
between N+1 and N states (ΔE = EN+1-EN ) can be defined as the band gap. 
Excitons are formed on a chromophore after optical excitation which causes a π-π* 
transition. After absorbing a photon, an electron is excited into the LUMO level and 
leaves a vacancy (or hole) behind in the HOMO level. Coulombic interaction between the 
electron and hole binds the electron-hole pair together into an exciton in a localized 
configuration within the chromophore. The binding energy of the exciton is estimated as  
 
    
  






where e is the charge of a single electron, ε0 is the vacuum permittivity, r is the exciton 
Bohr radius, and ε is the dielectric constant. The exciton binding energy in pi-conjugated 
molecules is larger than that of inorganic semiconductors due to the three-times-smaller-
dielectric constant in organic compounds. So-formed excitons are more tightly localized 
within a chromophore of size 20-25 Å via a process called exciton self-trapping.117,118 
During this process, excitons quickly relax through vibronic coupling from an absorbing 
state delocalized over the entire chromophore to a more localized emitting state, which 
finally generates excitons of 1-2 nm size.117,119,120 Therefore, a tightly bound Frenkel 
exciton is formed in isolated pi-conjugated molecules, compared to the Mott-Wannier 
exciton formed in inorganic NCs.  
This localized exciton model invokes the hopping nature of energy transfer from a 
high energy chromophore to the neighboring lower energy chromophore along the 
backbone as discussed in Section 1.3.2.111,121 However, the Frenkel exciton model breaks 
down either by exciting the molecules into a very high energy state, or by strong 
electronic coupling that delocalizes the exciton over nearby chromophores.4,113,122,123 
Aside from localized Frenkel excitons, polaron pairs or charge-transfer excitons are 
another frequently generated electron-hole pair type in π-conjugated molecules, which 
are loosely bound and easy to dissociate compared to excitons.124 These charge carrier 
pairs are of great importance in organic photovoltaic devices as the goal there is to 
improve the efficiency of exciton separation. Polaron pairs are formed when the electron 
and hole are delocalized on different chromophores on the same or different polymer 
chains.109,124 They are also believed to be the precursor states for excitons after charge 




(OLED).125,126  Due to the delocalized nature of polaron pairs, the Wannier exciton model 
is more useful in studying their properties.105  
 
1.2.3 Intrinsic Optical Properties 
Following the same molecular-orbital theory used in the previous sections, light 
absorption drives π-π* transition in π-conjugated molecules, which generates singlet 
excitons by exciting the molecule from the ground state S0 to the excited state Sn (n=1, 2, 
3…) as shown in Figure 1.10. Optical excitation does not generate triplet excitons since 
the optical transition operator–which is the electric dipole moment operator–only appears 
in the electronic parts of the wavefunction in perturbation theory. The total energy of a 
molecule is approximately the sum of electronic and vibrational energy by neglecting the 
rotational energy since it is relatively small. The origin of electronic energy has been 
introduced in the previous section, and the vibrational energy Ev comes from coupling of 
nuclei with electronic transitions, also known as the vibronic coupling of electron and 
phonon. Based on the Born-Oppenheimer approximation, there is an equilibrium 
potential energy surface associated with each electronic state with a set of vibronic levels, 
labeled ν= 0, 1, 2… representing ascending vibrational energy. As electronic transitions 
takes place in less than 10-15s compared to the much slower nuclei reconfiguration time of 
about10-13s,105 the electronic transition from one electronic state to another is finished 
without change of nuclei position, which is denoted as the vertical transition in Figure 
1.10, or a Franck-Condon transition. The excited state has a short lifetime and returns to 
the ground state within a few ps to μs depending on the dipole selection rule for a specific 
transition. For molecules that obey Kasha’s rule,127 radiative transitions happen from the 





Figure 1.10 Schematic of the S0-S1 transition with vibrational levels. Each electronic 
state (S0 or S1) is associated with a potential energy curve in the nuclear coordinate. 
Besides the pure electronic transition (0-0), transitions from the vibrational levels (ν=1, 2) 







levels, emitting a photon in the form of fluorescence, or radiating heat.105  
The above processes all happen within the singlet spin manifold, however, strong 
emission from the forbidden triplet states is also observed in the form of phosphorescence 
in organic materials.128 With the presence of heavy metal atoms,129,130 phosphorescence is 
especially strong due to increased intersystem crossing between singlet and triplet spin 
manifolds. The triplet state constantly lies about 0.7 eV below the singlet state in nearly 
all homopolymers where singlet and triplet excitons are localized to the same extent.131 
However, in certain heteropolymers, the exchange gap can be reduced through 
delocalizing singlet excitons over localized triplet excitons.128  
It is hard to overestimate the importance of spectroscopy in studying optical 
properties as can be easily seen from the symbolic spectrum drawn in Figure 1.10. All 
spectroscopic techniques involve detecting of a signal at certain energy, which can be 
optical as in all absorption and emission spectra, electrical like in the case of photocurrent 
measurement, or magnetic as in optically detected magnetic resonance (ODMR).126 Each 
spectral peak in an optical spectrum corresponds to a transition between two energetic 
states. Unfortunately, assignment of spectral peaks can be complicated by the existence 
of defects,132 dark states,133 and thermal broadening, which is why different experimental 
techniques are performed jointly to probe the full parameters of the material properties 
for cross proof of conclusions.  
 
1.3 Energy Transfer and Molecular Aggregates 
1.3.1 Motivation of Using Model Systems 
In the previous section, the intrinsic properties of organic π-conjugated oligomers and 




summarized. Despite the successful demonstration of device concepts based on a single 
molecule,134,135 it is the bulk organic films or single crystals that serve as the active areas 
in the majority of organic optoelectronic and photovoltaic devices.136  In these bulk 
states, interchromophoric interactions between different conjugated segments of the same 
molecule or different molecules contribute largely to the final properties that a molecule 
presents.29,137-139 Unfortunately, the poor understanding of the intra- and intermolecular 
interaction remains an obstacle to the construction or optimization of practical devices 
based on organic materials.109 
The intramolecular interaction is especially important in individual polymer chains, 
where the constituent chromophores are statistically situated in a local environment 
varying strongly from one site to another. As shown in Figure 1.11, energy transfer is 
favored from chromophores of high energy to chromophores of low energy until reaching 
the nearby chromophore of lowest energy where emission takes place. This hopping 
process leads to a redshift of the ensemble emission spectrum within picoseconds, which 
can be resolved in time-resolved spectroscopy.137,140 In addition, the fact that there are 
more absorbing chromophores than emitting chromophores suggests differences between  
the excitation polarization and the emission polarization and an energy transfer induced 
depolarization.141-144 
The electronic and optical properties depend largely on the physical conformation of 
molecules and the way the molecules are packed together, which influence intermolecular 
interactions.29,109 These morphological properties vary with processing conditions such 
as: solvents, thermal annealing, and concentration.109 This vulnerability yields many 





Figure 1.11 Energy transfer between chromophores along a conjugated polymer chain.  
Each chromophore shows a size dependent emission peak (narrow peaks). Energy 
transfer from the high energy chromophores to the low energy ones leads to a shift of the 
ensemble emission spectrum (broad peak) toward a longer wavelength with delay time 
after excitation. 
 
Intermolecular interaction through excitation energy (or exciton) transfer is the key 
process for the device applications. Similar to the incoherent exciton hopping between 
chromophores along the polymer chain shown in Figure 1.11, excitons can also hop 
between adjacent molecules. In photovoltaic devices based on blended materials of 
different HOMO and LUMO levels, such as the well studied P3HT/PCBM blend film 
used in organic solar cells,124 efficient exciton hopping is crucial to achieve exciton 
dissociation at the boundaries of two material domains.145 Coherent energy transfer is 
added to intermolecular interactions when the intermolecular distances are so close that 
strong electronic coupling results in direct excitation energy delocalization between 
molecules.119,139,146  Different interchain species, such as aggregates and 




molecules interact. The emission spectrum, decay lifetime and charge transport across the 
bulk are largely altered by the interchain species.105,149 
To isolate these practical complications and gain insight into how molecules interact, 
model molecular systems are designed to mimic the intermolecular processes through 
intramolecular interchromophoric processes in controllable fashion. As illustrated in 
Figure 1.12, various model systems can be synthesized to contain chromophores arranged 
in different orientation and space. The use of model molecular system offers a toolbox to 
study the complex intermolecular interaction in (opto)electronic devices in a simplified 
and controllable way. 
1.3.2 Incoherent Energy Transfer 
Fluorescence resonance energy transfer (FRET) or Förster transfer refers to a 




Figure 1.12 Four examples of model molecular systems. Identical chromophores (blue) 
are linked with various orientation and distances through covalent bonds (red) in linear 
dimers (a), dendrimers (b), and cofacial dimers (c). In the end-capped polymer (d), a 




excited state. As the dominating long-range energy transfer mechanism, the electronic 
coupling in this regime can be approximated with only the coulombic interaction between 
the transition dipoles of donor and acceptor. The Förster theory is applicable to the weak 
coupling regime where the thermal equilibrium and internal relaxation finish before the 
transfer process occures.150,151 Therefore, FRET is incoherent and irreversible. The dipole 
approximation is made valid by assuming the center-to-center distance between the 
molecules is much larger than the size or shape of molecules. Thus, according to 
theclassic electrodynamics theory of dipole-dipole interactions, the FRET rate κ scales 
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where ΦD is the fluorescence quantum yield of the donor,    is the decay lifetime of the 
donor in isolation, n is the refractive index of the medium, and I is the spectral overlap 
between donor emission and acceptor absorption.  
 R0 being the Förster radius at which FRET efficiency drops to 50% is consequently 
written as  
  
                    (1.6) 
 
The FRET is particularly suitable when dealing with energy transfer between non-
identical molecules as spectral overlap between the donor emission fD (λ) and acceptor 
absorption aA(λ) is required. This term is defined as integral I 
              







The FRET rate is in the range of a few tens of ns-1 to a few hundreds of ps-1 
depending on the distance between donor and acceptor.150,151,153 Both spectral overlap 
between the donor and the acceptor and the refraction index of the dispersing medium 
can strongly affect the radius of FRET which is generally above 0.5 Å. Below this 
distance, FRET is beyond the weak coupling limit where Förster theory is no longer 
valid.151 
The above theoretic descriptions of FRET indicate a clear dependence of the 
efficiency of energy transfer on the separation between molecules, or on molecule 
stacking in films and crystals. The energy transfer rate is increased by one order of 
magnitude in film compared to solution, which suggests a lower interchromophoric 
exciton hopping rate along the polymer chain than the interchain transfer rate in the 
film.151 A recent modification was made to the Förster theory when the distance R is 
sensitive to the exact position of donor and acceptor, in which case averaging over 
coupling between wavefunctions should replace the traditional averaging over 
wavefunction, and subsequent coupling.151-153 This modification is especially suitable for 
the intramolecular energy hopping between chromophores along a polymer chain where 
the donor and acceptor are arranged in the head-to-tail configuration instead of parallel 
configuration as shown in Figure 1.12a. 
FRET can also act as one cause of fluorescence blinking. The specific pair of donor 
and acceptor is subjected to local field fluctuation, therefore their emission and 
absorption follows a subsequent change. In consequence, the spectral overlap I(t) and 
FRET rate κ(t) become time dependent, which causes a type of blinking that is correlated 




Förster’s theory is applicable in limited cases under conditions like no energy transfer 
induced changes in lifetime, line shape or oscillator strength in addition to the 
requirement of the dipole-dipole approximation. Therefore a new theory is needed in 
cases of molecular aggregates when both absorption and emission spectra and decay 
lifetime are altered due to perturbation of the wavefunction of the interacting molecules. 
This effect is observed in closely bridged dimers as shown in Figure 1.12,123,154 
dendrimers, 155,156 and some interchain species in films and crystals. The last case leads to 
luminescence quenching in films forming ordered π-π stacking between molecules of a 
few Å spacing as a consequence of formation of weakly emissive interchain 
aggregates.138,157 The next two sections will focus on this topic. 
1.3.3 Coherent Energy Transfer 
In contrast to requirements of spectral overlap for FRET in the weak coupling limit, 
coherent energy transfer in the strong coupling regime requires direct spatial overlap 
between the wavefunctions of donor and acceptor, which is similar to the condition of the 
strong quantum confinement of charge carriers in NCs. In this regime, the distinction 
between donor and acceptor becomes meaningless since the interaction is mutual among 
all interacting molecules or chromophores. Instead of being localized on one molecule, 
the excitation energy mixes and oscillates coherently between two molecules in a 
timescale as fast as intraband vibronic relaxation. Therefore, both the electronic and 
vibronic structures change in the strong coupling regime as shown in Figure 1.13b. 
Using the dimer as an example for strong coupling between two molecules, the 
energy of the newly formed molecular system of mixed and delocalized electronic             





Figure 1.13 Splitting of excited state in the strong coupling regime. (a) When the 
interaction term V12 between the two monomers is nonzero, the excited state of the dimer 
shifts by W’ and then splits into two levels E(+) and E(-). In this diagram, the resonance 
energy β>0. (b) Splitting of the absorption spectrum in the dimer (red and blue) with 
respect to that of the monomer (black).  
 
excitation energy can be described by a wavefunction that is the linear combination of the 
unperturbed states of the constituent molecules (1 and 2) in the ground state (Φ1, Φ2) and 
the excited state (Φ1
*, Φ2
*). Thus the excited state of the dimer can be written as105  
 
       
          






In the case of dimers of identical molecules, the normalization coefficients are 
          , and the excited state energy of each molecule is equal (E1
*= E2
*). The 
splitting  of dimer energies E(±) is given by 
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where β is a resonance interaction energy that causes the splitting of the energy of the 
dimer: 
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and   is the coulombic energy of the interaction of the charge distribution of the excited 
state of molecule 1 with the ground state of molecule 2 (and vice versa): 
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 V12 is the term representing the intermolecular interaction energy, which only 
represents the electronic interaction in β and  . The exchange interaction that Dexter 
type of energy transfer is attributed to is neglected here and will be discussed separately 
at the end of this section. Figure 1.13a demonstrates how the energy of the dimer changes 
with respect to the monomer according to the above formulas. 
Equation 1.9 indicates the splitting of excited state energy due to delocalization of 
excited state wavefunctions between molecules when the intermolecular distance R 
becomes small enough (typically R  0.5Å) due to the resonance energy term β. This 




dimers, trimers and dendrimers as illustrated in Figure 1.13b.4,139,153,158 Both experimental 
and quantum chemical calculations reveal the decrease of delocalization with increase of 
the intermolecular distance, angle, and the size of the bound molecules.4,139,153 These 
trends cause a decrease of energy splitting (2β). Single molecule spectroscopy of  linearly 
bridged dimers (shown in Figure 1.12a) and trimers shows correlated spectral shift and 
superradiance compared to the corresponding monomer, which adds further proof of 
electronic coherence.123,159,160 In contrast to the above covalently bound chemical dimers, 
the physical dimers– which are formed in bulk films or crystals when molecules are close 
to one another–also cause a redshift or blueshift of excited state energy.29,138,148 
Compared to incoherent energy transfer, coherent energy transfer through direct 
delocalization of wavefunction is very fast. For example, the decay of fluorescence 
polarization anisotropy due to rapid coherent energy transfer always precedes that due to 
slower incoherent energy transfer (see Section 2.1.1).161,162 
Quantum chemical calculations, such as the collective-electronic oscillator (CEO) 
procedure, can directly reveal the delocalization of charge density from one atom to an 
adjacent one. Therefore, it is particularly useful to study coherent energy transfer as 
mentioned above.119,136 The CEO procedure calculates the linear absorption spectra and 
the relevant transition density matrices which connect optical response with the 
underlying electronic motion. Upon optical excitation, an electronic transition from a 
ground state to an excited state is represented by a transition matrix and contributes to 





The Dexter exchange integral that contributes to energy transfer through electron 
exchange between two molecules, i.e., Dexter energy transfer,163 decreases exponentially 
with distance. Therefore, Dexter energy transfer is short ranged and typically sets in at 1 
nm.118 In some extended polymer chains, the strong interchromophoric coupling leads to 
fast energy transfer, which is dominated by Dexter transfer.164,165 Although spectral 
overlap is not required for Dexter energy transfer, coupling between the donor and the 
acceptor can be mediated by the intervening bonds or chromophores that serve as the 
bridge states to extend the exchange interaction to a longer range than the conventional 
Dexter transfer.152,166,167 
The distinction between the long range energy transfer through spectral overlap and 
the short range energy transfer through wavefunction overlap is demonstrated in Figure 
1.14.  However, it is very common to find both types of energy transfer appearing at short 
and long timescales, respectively, in a single molecular system. 153,161 
1.3.4 Aggregate and Excimer Formation 
Strong electronic coupling between molecules separated by a few Å in amorphous films, 
single crystals and even solution, populates a large collection of interchain species as 
introduced previously.29,109,168 Among these interchain species, aggregates (H- aggregate 
of parallel geometrical arrangement as shown in Figure 1.15b and J-aggregate of head-to-
tail geometrical arrangement as shown in Figure 1.15a) and excimers are particularly 
interesting because of the rich optical properties presented in them.4,105,138  
The theory introduced in the last section on the basis of a dimer offers a generalized 
solution for both J- and H-aggregates without distinguishing the relative orientation of the 





Figure 1.14 Comparison of incoherent and coherent energy transfer. (a) For incoherent 
energy transfer, a spectral overlap between donor emission (blue) and acceptor absorption 
(red) is required. (b) For coherent energy transfer, a direct spatial overlap between 
wavefunctions of the donor and acceptor is essential for excitation energy delocalization. 
 
between the interacting dipoles selects the E(-) (E(+)) split energy level as the excited 
state for the dimer, while the selection rule of the absorption transition is determined by 
the vector sum of the transition dipoles in a specific arrangement. It turns out that only in-
phase arrangement of the dipoles presents allowed transition (the solid arrow in Figure 
1.15) since the wavelength of the excitation photon is much larger than the size of the 
molecules, thus molecules in a dimer absorb most effectively under simultaneous in- 
phase perturbation.150 Due to this argument, the high energy transition E(+) is the allowed 
transition in the H-aggregate which shows blueshifted absorption and emission spectra 
compared to the monomer. H-aggregates also shows very slow decay rate as energy 
relaxes from the high energy E(+) state to the low energy forbidden state E(-) as shown in 
Figure 1.15b. In contrast, the low energy transition E(-) is the allowed transition in the J- 
aggregate which shows redshifted absorption and emission spectra and faster decay 





Figure 1.15 Comparison of three configurations in dimers and the corresponding 
emission under each configuration. Because the excitation wavelength is larger than the 
size of molecules, the allowed transition happens in the in-phase configuration of dipoles 
in the dimer. Therefore, in a J-aggregate (a), the allowed transition takes place between 
the low energy split state and the ground state, which shifts the dimer absorption to a 
lower energy with a faster decay rate compared to the monomer. In an H-aggregate (b), 
the allowed transition takes place between the high energy split state and the ground state, 
which shifts the dimer absorption to a higher energy with a lower decay rate compared to 
the monomer. (c) In an aggregate of oblique orientation between dipoles, both split 
energy states are allowed, which causes splitting of the dimer absorption. 
 
energy levels of nonzero transition moments but mutually perpendicular polarization of 
light absorption (       as shown in Figure 1.15c. This configuration is frequently 
found in linearly bridged dimers that show split absorption peaks.139,169  
An excimer is formed between a molecule in the excited state and another molecule 
in the ground state and only exists in the excited state. Therefore, the excimer exhibits the 
optical absorption characteristic to a monomer, but reveals a broad and structureless 





Figure 1.16 Diagram of ground-state and excimer potentials and the emission of the 
excimer. (a) r0 is the ground-state distance between molecules (or monomers) that form 
the excimer. S1 is the excited state of the monomers. Solid arrow indicates possible S0-
excimer absorption, while dashed arrow indicates excimer emission. The exciton-excimer 
hopping indicates transition from an excited monomer to an excimer. (b) Emission from 
the excimer with longer lifetime is broad and redshifted compared to the monomer. 
 
ground state of the pair of molecules forming an excimer is dissociative, thus the ground 
state energy increases with decreasing distance as shown in Figure 1.16a, which explains 
the redshifted and broad emission of excimers.170  The dashed arrow in Figure 1.16a 
represents the low quantum yield and slow decay rate of the excimer emission as also 
shown in Chapter 3.138,147  
The study of aggregates on the microscopic level based on single molecule  
spectroscopy has yielded comprehensive results.  Both J-aggregates and H-
aggregateshave been experimentally identified as correlated spectral shift with decay 
lifetime as theory predicted.122,123 Chemical dimers consisting of covalently bonded 
monomers of fixed separation and orientation show experimental results agreeing with 
theory and calculations.4,136 Furthermore, the stepwise photobleaching of single dimers or 
trimers (as shown in Figure 1.18) shows correlation of the emission spectrum and decay 




level when one monomer is photobleached while the rest are still emissive.159,160 This 
stepwise photobleaching represents an optically induced transition from aggregates to 
monomer. The observation of excimer on the single molecule level remains controversial 
due to complications from the keto defects.132,171 
The study of aggregation in bulk films and crystals is much more complicated due to 
the number of parameters that affect aggregation (formation of interchain species, not 
agglomeration) and the number of aggregation species that coexist.29,109 Aggregation is 
more commonly formed between chromophores on distinct polymer chains than on the 
same chain, which, as expected, increases with increasing concentration of polymers in 
solution used for film casting.109 Similarly, aggregation in solution is increased when the 
solvent favors open coil over tight coil conformation.168 The appearance of redshifted and 
broad emission is a typical signature of the formation of aggregation in bulk films when 
accompanied by changes of decay rate or quantum yield.109,138,147,157 Rare cases of 
observation of H-aggregates are reported in crystals where some molecules can be 
periodically arranged in a cofacial fashion.29,148  
1.4 Blinking, Spectral Diffusion and Photobleaching 
1.4.1 In Colloidal Nanocrystals 
Trap states play a key role in many aspects of the properties of NCs, such as 
fluorescence intermittency,172 emission color,173 carrier localization,77 multiexcitons,174 
and intensity decay.11 Ref. 66, Ref. 70 and Ref. 175175 give a good review on both the 
experimental and theoretical progresses on the study of trap states and its impact on 




Trap states in NCs originate from several sources: one major type of trap state is the 
surface traps states originating from dangling anion and cation bonds, which act as 
electron and hole trap sites.176 Due to the large surface to volume ratio, NCs are abundant 
of surface states. For example, a NC of 4 nm diameter has 30% of the constituent atoms 
at the surface.177 In the early stages of the development of colloidal NCs, strong emission 
from the surface trap states appeared as a broad emission band that was red shifted 
compared to the emission of the band edge states. Significant reduction of this broad and 
red shifted emission band through surface passivation suggested its origin in surface trap 
states. 3,55 Good passivation of a NC surface with both organic ligands or an inorganic 
shell has been shown to largely remove these surface trap states,3,55 but still there are 
remaining sites that affect more subtle effects such as blinking, fluorescence lifetime and 
exciton storage.11,15,16 The second source of trap states is the impurity or dopant which 
might introduce a state in the band gap.174,178  Implanting trap sites into NCs through 
doping has been a particularly hard task due to the small size of NCs since even doping 
of a NC with a single dopant would have exceeded the normal doping level in bulk 
semiconductors.66  Successful doping of NCs with metal atoms has shown formation of 
trap states in or out of the band gap, which results in localization of excitons around these 
defects and controlled energy transfer from band edge states to the defect states.19,174,178  
The third type of trap states is the intrinsic gap state of semiconductors which originates 
from the Shockley-like surface state.66 This type of trap state localizes on the surface in 
large NCs, but delocalizes to the entire volume in small NCs. In this section, only surface 




Trap states can affect properties of NCs on the ensemble as well as on the single 
particle level. In an ensemble of NCs, the delayed emission is dominated by direct trap 
emission or band edge emission through exciton transfer from the trap states.88,179 The 
trap emission only shows up in delayed emission due to its long lifetime.88,180,181 The 
energetic distribution of trap states results in different decay rates.88,179 Consequently, the 
decay of the emission intensity of an ensemble of NCs follows a power-law function for 
delay times above 1 ns 182 and depends strongly on temperature.11,88  With increased 
excitation density, the decay rate of NCs increases, too, as shown in Figure 1.7. This 
effect is attributed to increased fast nonradiative Auger recombination due to the presence 
of photogenerated charges that are localized at the trap sites.183 The microscopic 
mechanism of this effect is the same as the blinking behavior observed on single NCs.  
The blinking behavior observed in a single NC shows as intensity fluctuations over 
time between the “on” state of high intensity and the “off” state of low intensity,32,61,70 
which is often referred to as “fluorescence intermittency.” The widely accepted charging 
model of blinking proposed by Efros and Rosen13 is based on nonradiative Auger 
recombination of a single carrier charged NC which keeps the NC in the “off” state until 
the neutral state recovers. When a charged NC absorbs a photon which then generates an 
exciton, it becomes a three-particle system as shown in Figure 1.17a. Instead of emitting 
a photon, recombination energy of the exciton is transferred to the charge trapped on the 
NC through a rapid (~100ps) Auger process70 that is faster than the radiative lifetime of 
the exciton (10 ns to 1us).11 Therefore, a charged NC is a “dark” NC since it emits no 
light. The reasons for the blinking behavior being observed exclusively in NCs but not in 





Figure 1.17  Correlated blinking with spectral jumps of a single nanocrystal. (a) 
Emission of a single NC jumps from low to high intensities, when the NC switches from 
charged “dark” state with a trapped hole (orange), to neutralized “bright” state.70 (b) Two 
types of spectral diffusion in the emission of single NCs are shown here. A large spectral 
jump (from long to short wavelength) follows a “dark” period. Random spectral jitter 
happens during the entire “bright” period.  
 
interaction between charge carriers and relaxed requirements of momentum conservation 
of Auger type processes at abrupt surfaces of NCs.70 The charged NC becomes 
neutralized by obtaining a charge carrier of opposite sign from the surrounding matrix 
and becomes bright again. But the neutralization process might leave a net dipole 
moment in the NC which then causes a correlated spectral jump with blinking as shown 
in Figure 1.17b. 
The “on” and “off” periods change from a few millisecond to minutes.32,70 Regardless 
of composition, size, shape or surface of the studied NCs,184-187 the probability of  both 
“on” and “off” time distribution P(t) follows a universal power-law statistics as188  
 




where α is the power-law exponent. α is close to 1.5 for both “on” and “off” time 
distributions. However, the “on” time distribution does deviate from the power-law 
statistics at a time called the “truncation point.” This stands in contrast to a persistent 
power-law functionality of “off” time statistics over the whole experimental time 
range.186,189,190 The truncation point shifts to a shorter time with increase of excitation 
density and temperature or removal of passivation layer,32,189 which is directly reflected 
as stronger blinking. Although blinking traces are usually collected from a single NC, a 
clear interplay between the slow decay dynamics of ensemble NCs with the single 
particle intermittency can be identified by investigating blinking statistics of a collection 
of NCs.191,192 This interplay indicates the microscopic mechanism of the power-law like 
intensity decay of NCs, which is associated with the blinking behavior. 
The independence of both the power-law statistics of blinking and its exponent on 
temperature, excitation density and NC morphology all suggests that the power-law 
statistics of “on” and “off” blinking is governed by a tunneling process. 186 To explain the 
power-law statistics, several models based on a distribution of trapping and neutralization 
rate were proposed.186,188,193 The diffusion based model suggests that the trap state energy 
undergoes a random walk, with a transition from a bright state to a dark (trap) state 
happening when the energy of these two states is the same.186 Therefore the blinking 
period is given by the diffusion time it takes for the trap state to drift in and out of 
resonance with this condition, which naturally assumes a power-law distribution.186,188 
This diffusion model is then further developed by Tang and Marcus through the 
diffusion-controlled electron transfer model.194,195 The other model assumes a uniform 




trapping and recovery rate with distance between the NC to a trap.193 The deviation of the 
“on” time distribution from the power-law after truncation point indicates a secondary 
process involving on-to-off transitions that is temperature, excitation density and 
morphology dependent as discussed above.  This process might be an optical or thermal 
charge ejection due to Auger ionization. 
Another phenomenon that can be observed in single NC spectroscopy measurements 
is random jumps or jitter of the spectral position over time, i.e., spectral diffusion.15,75,196 
The spectral diffusion is found to be correlated with blinking events in a way that spectral 
jump follows recovery of intensity from an “off” event as shown in Figure 1.17b. 14,196 
By placing a NC in an external electric field, the same spectral jumps are reproduced, 
which indicates that spectral diffusion is related to local field fluctuations.14,15  The 
correlation relation found between emission intensity and spectral position of a single NC 
is of similar origin as the correlated intensity and spectral changes. Both correlation 
relations are induced by electric fields which leads to quantum confined Stark Shifts (see 
Section 1.5.1).15,75,197 Therefore, qualitative models propose that the spectral diffusion 
and intensity fluctuation are due to local charges that are present on the surface of NCs. 
These charges exert a local electric field on the NCs which then changes the emission 
peak position and emission intensity as in the case of an applied external electric 
field.14,197  Consequently, the observed correlation between spectral diffusion and 
blinking can be explained as an effect of spectral diffusion— an effect induced by the 




1.4.2 In π-conjugated Organic Molecules 
As demonstrated in inorganic semiconductor NCs in the last section, the fluorescence 
of a single quantum emitter is subject to intensity blinking and spectral diffusion under 
continuous wave excitation, which is also observed in pi-conjugated organic molecules of 
single or multiple chromophores in a similar fashion.121,198 One well-studied cause of 
blinking in organic molecules is the transition from an emissive singlet state to a dark 
triplet state through intersystem crossing.133,199-201 Despite the presence of dark states of 
similar nature in semiconductor NCs, this type of blinking is hard to observe due to both 
the smaller singlet-triplet energy gap and shorter decay lifetime of the dark state (shorter 
than the experimental resolution) in NCs compared to that in organic molecules. The fast 
blinking due to the triplet dark state usually follows exponential statistics.202 Besides this 
fast blinking, long-lived dark states with “off” time much longer than that of the triplet 
state have also been reported in organic molecules.133,203 In the case of organic molecules, 
the formation of such dark states is thought to originate from the formation of reversible 
nonemissive photo-oxidation products,204 electron tunneling processes, 203 charged 
molecules (radical anion or cation) after exciton dissociation.202 Such dark states have led 
to power-law like blinking statistics of “on” and “off” time distribution as in NCs. Other 
sources of blinking such as energy transfer to defect sites133 and exciton blockade of 
energy transfer to acceptor chromophore have also been reported in literature.205 
Aside from the temporary loss of emission, single molecule spectroscopy also suffers 
from photobleaching, a photochemical reaction such as oxidation that yields nonemissive 
products.204 Single molecule studies on stepwise photobleaching of a trimer demonstrates 




irreversible photobleaching in most cases,133 which suggests the cause of photobleaching 
as long lived radicals. Interestingly, the “off” time distribution extracted from a single 
molecule fluorescence time trace in this study also follows a power-law distribution of 
exponent -1.5 like in the semiconductor NCs, and a similar power-law distribution of 
“on” time is also reported.202 This observation points to a close link between the 
fluorescence intermittency of organic and inorganic single quantum emitters with 
stochastic time dependencies.199 
Single molecule spectroscopy of coupled multichromophoric molecular systems 
reveals important features of aggregates. As discussed in Section 1.3.4, the formation of 
J-aggregates shortens fluorescence lifetime due to a gain of oscillator strength through 
exciton delocalization between multiple units such as chromophores. This superradiance 
signature can be easily observed in correlated time traces of stepwise photobleaching and 
lifetime measurement.159,160,200 This effect is illustrated in Figure 1.18 using a dimer for 
example.  The drop of intensity is due to photobleaching of one chromophore when the 
other one is still emitting. Therefore, lifetime increases through the loss of the 
superradiance condition. The similar correlation is also observed in other molecular 
systems of coupled chromophores.133,160 Other than this coherent intramolecular 
interchromophoric coupling that changes emission energy and lifetime, weak coupling 
through incoherent Förster type energy transfer (FRET) between chromophores can also 
be identified through single molecule spectroscopy. It is shown that only one 
chromophore is emissive when two chromophores are brought to be within the proximity 
of the FRET radius even if they are both excited.206 In another words, the coupled 







Spectral diffusion is another common feature observed in both single NCs and single 
organic molecules. As a direct probe of variation of energy gap, spectral diffusion can be 
caused by conformation changes by local heat dissipation and by nonradiative decay or 
excess energy dissipation through phonon-coupled relaxation. The other cause of spectral 
diffusion like in the case of NCs is local field fluctuation. Changes of local environment 
by charges sitting on the side chains cause a change of the local electric field which 
subsequently perturbs the energy level through the Stark effect and cause schange of 
emission energy.28 Correlated blinking and spectral diffusion can be observed under the 
Figure 1.18 Stepwise photobleaching and correlated fluorescence lifetime of a single 
dimer. (a) Time trace of intensity initially shows a high level (red) from the dimer 
fluorescene. After photobleaching of a unit, the dimer becomes a monomer of lower 
emission intensity. The inset shows a representational molecular structure of a linearly 





energy transfer condition as spectral diffusion leads to a time dependent overlap between 
donor and emitting acceptor as discussed previously. 
 
1.5 Electrostatic Manipulation of Electric and Optical Properties 
As introduced in Section 1.1.1, state-of-the-art fabrication enables precise control of 
composition, shape and size of semiconductor NCs which show a large range of 
electronic structures. The electronic and optical properties of these interesting material 
systems are extensively studied for applications in various optoelectronic and 
photovoltaic devices.20 It is only natural to study the impact of electric fields on 
spectroscopic properties of these materials. The manipulation of excitons–which are the 
carriers of optical and electronic information with electric field–is one important field 
that attracts considerable attention.21,207 Concepts of devices for storage, read-out and 
transfer of excitons are explored using an electric field as manipulation force.21,22,208-210 
The importance of manipulation of excitons is also applicable to pi-conjugated 
organic materials. Photoinduced charge carrier generation and transport are key processes 
underlying the application of organic semiconductors as the active materials of devices 
such as solar cells and diodes.149 These processes largely determine the performance of 
the corresponding devices. The central interest is in understanding the mechanism that 
governs the surmounting of the coulombic barrier which leads to charge carrier 
photogeneration.   
The manner in which to manipulate electronic and optical properties of 




1.5.1 Stark Effect 
The “Stark effect” is the shifting and splitting of spectral lines of atoms and 
molecules under the influence of a static external electric field. The Stark effect in 
systems of size where quantum interaction applies is often called quantum confined Stark 
effect (QCSE) and is largely enhanced compared to the bulk due to the increased carrier 
coulombic interaction. To the second order approximation, the shift of energy caused by 
the Stark effect can be written as  
 
      
 
 
    (1.13) 
 
where ε is the external electric field, and μ and α are the projections of the dipole and 
polarizability in the direction of the electric field. Empedocles and Bawendi reported the 
observation of the Stark effect in single CdSe spherical NCs as the shift of emission lines 
by as much as 75meV.14 In single NCs, variations from linear to quadratic dependence of 
Stark shift on electric field are observed.14,15 However, thus far, experiments on the 
electric field induced spectral shift of a single conjugated polymer chain reveal only a 
linear dependence of the Stark shift on the field, which is possibly due to the strong 
internal field of the molecules.28 
Aside from spectral changes, PL intensity quenching, defined as the decrease of PL 
intensity when an electric field is on compared to the zero-field PL intensity, also arises 
when organic pi-conjugated materials and semiconductor NCs are under the influence of 
an external electric field.197,211 This effect is caused by the separation of excitons, which 
reduces the overlap of electron and hole wavefunctions and consequently the oscillator 




exciton or polaron pair of smaller binding energy and slower radiative decay 
rate.21,207,212,213A linear increase of quenching with increase of electric field is observed in 
CdSe/CdS tetrapods in this work, but this dependence can change into other complicated 
functionality in different NCs197,214,215 and pi-conjugated polymers.213,216 The separation 
of exciton and intensity quenching also shows an opposite dependence on excitation 
density in NCs compared pi-conjugated materials, which will be given in detail in 
Chapter 3 and Chapter 4. 
1.5.2 In Nanocrystals 
The band structure of a bulk semiconductor dominate its optoelectronic properties 
since the interband transition is largely determined by the atomic-like Bloch parts of the 
wavefunction as introduced previously in Section 1.1.2. Thus it seems that strong 
interband transitions of short radiative lifetime are linked to the direct band gap 
semiconductors such as GaAs, while weak interband transitions of long radiative lifetime 
are associated with indirect band gap semiconductors like Si. Instead of manipulating the 
band structure in this momentum space which is hard to achieve practically, experimental 
approaches seek ways to achieve band-gap engineering in the physical space.  
The initial attempts of  band-gap engineering focused on quantum superlattices of 
alternating n and p types of doping regions for the separation of electrons and holes 
spatially into these two types of regions, respectively.217 This method changed the 
electronic structure by manipulating composition and formed quantum wells of separated 
space charges. There were also attempts to manipulate the electronic structure through 




charge carriers which can be entirely controlled using a switch, unlike the former static 
method.207,218  
The electronic structure of semiconductors can also be manipulated using an external 
electric field. This method is based on the tilt of the conduction and valence bands along 
the electric field and the subsequent shift of electron and hole wavefunctions to the 
opposite directions. To illustrate this mechanism, a single core/shell nanorod 
heterostructure is used as an example as shown in Figure 1.19. The applied external 
electric field (  ) tilts the conduction and valence band in the way that the electron 
wavefunction shifts along the opposite direction of    toward the CdS arm, while the hole 
wavefunction is still localized in the CdSe core due to the structure asymmetry. This  
increase of distance between electron and hole reduces emission intensity and increases 
 
 
Figure 1.19 Stark effect in a single core/shell nanorod. Normalized PL spectra at 
different electric fields are plotted here. Both emission intensity and emission energy 
decreases with increased field strength (redrawn from Ref.197). The inset demonstrates 





the radiative lifetime.16,197,212 As shown in Figure 1.19, the  PL intensity of NCs when the 
electric field is on (red) is lower than the intensity without electric field (black).  
 The quenching of emission intensity is correlated with redshifted emission due to a 
large reduction of correlation energy when the electron and hole wavefunctions are 
separated.15,197 This negative Stark shift is shown to be also correlated to emission 
linewidth broadening.14,15 This observation can be explained by attributing electric fields 
as additional sources of local field fluctuations, which causes broadening of energy state. 
The shape of NCs can also affect the strength of electric field induced changes. For 
instance, NCs of elongated shape exhibit larger quenching and Stark shifts compared to 
spherical NCs.14,15,197 
Increase of radiative lifetime through separation of the electron and hole wavefunction 
indicates an storage mechanism of excitons. An overshot of emission intensity 
immediately after the switch-off of the electric field can be observed as excitons stored in 
the electric field recombine.16 The storage of excitons was first investigated in double 
quantum wells,21 in which exciton excited into one quantum well was separated and the 
electron and the hole were stored in different wells. These processes are illustrated as 
“write” and “store” steps in Figure 1.20a and Figure 1.20b respectively. The application 
of a “read” electric pulse tilts the band structure to allow the electron and the hole to be 
present in the same well and recombine as shown in Figure 1.20c. The corresponding 
electrical and laser pulses are plotted in Figure 1.20d. The storage time can be seconds 
during which there is small loss of the stored signal through slow indirect  exciton 
recombination and thermal activation or tunneling.16,21,208 Optimization of this storage 





Figure 1.20 “write,” “store” and ‘read-out” of excitons in double quantum wells.21 (a) 
The laser excitation pulse generates an exciton in the left quantum well, which is 
immediately separated by the electric field. The electron tunnels to the right quantum 
well, while the hole remains in the left well. (b) The electric field stores electron and hole 
in separated wells and prevents them from recombination. (c) Application of the read-out 
bias reverses the electric field. Therefore, the hole tunnels to the right well, where it 
recombines with the electron. (d) shows sequences of laser pulse, the electric field and 














and controllable exciton flow among different logic gates209 are recent focuses in this 
field. 
Exciton storage within isolated colloidal NCs was originally studied on CdSe/CdS 
nanorods in which the storage time was up to 100 microseconds.16 The long exciton 
storage time indicates that the lifetime of the indirect exciton is too long to be entirely 
attributed to reduction of electron and hole wavefunction overlap.197 In analogy to the 
case of double quantum wells, storage sites that provide an additional barrier to prevent 
charge carriers from recombination are needed for similar purposes as the high band gap  
material between the wells. These storage sites are attributed to long-lived trap sites in 
NCs.  
The above arguments are based primarily on experiments at relatively low excitation 
density to avoid charging of samples. However, the impact of electric fields on 
interesting phenomena such as multiexciton generation and high-density exciton storage 
can be studied only at high excitation density. Therefore, a study of the dependence of 
field induced intensity quenching and exciton storage on excitation density was 
conducted and further discussed in Chapter 4.  
1.5.3 In Organic Molecules 
Two basic models are currently used to describe carrier generation in organic 
molecules. According to the direct carrier generation model based on the studies of PPV 
type of polymers, unbound electron and hole pairs are generated directly after 
photoabsorption.219,220 The other two-step model introduces the generation of the polaron 





Electric field induced singlet exciton dissociation and generation of polaron pairs 
were reported in numerous polymers which resulted in quenching of fluorescence 
intensity137,213,216,223. The applied external electric field provides excess energy required 
for the formation of polaron pair of higher energy compared to the exciton.  Field induced 
quenching is not instantaneous but instead evolves on the picosecond time scale during 
which dynamical processes of exciton dissociation occur.137 Gulbinas’s work on 
poly(paraphenylene) (MeLPPP) using transient absorption demonstrates the electric field 
induced formation of charge carriers throughout the entire lifetime of S1-S0 transitions of 
a few hundred picoseconds.213 The dependence of the yield of charge separation of less 
than 1% on electric field follows the Poole-Frenkel model.213  
The efficiency of photogeneration of charge carriers can be increased by increasing 
excitation photon energy224 or excitation density, which both supply excess of energy to 
overcome energy barriers of dissociation.213,225  An increase of excitation density 
significantly increases the population of excitons and promotes interaction between them 
in a similar way as in semiconductor NCs shown in Section 1.1.4. Fast exciton 
depopulation through nonlinear singlet-singlet annihilation at increased excitation density 
was reported to contribute to the generation of charge carriers.213,225 As illustrated in 
Figure 1.21, one singlet exciton (S1) transfers its recombination energy to the other one 
and promotes the latter to a higher energy state Sn. Excitons at Sn states have increased an 
chance of exciton dissociation and an increased contribution of photogeneration of charge 
carriers similar to the scenario where samples are excited with photons of  high energy.224 




indicates the increase of photogeneration of carriers through an increase of excitation 
density.226  
The same study also demonstrates a dependence of field induced fluorescence 
quenching on molecular structures. It is shown that quenching increases with number of 
chromophores in the molecules. Similar results were also observed in MEH-PPV and its 










2.1 Concepts of Time-Resolved Spectroscopy 
Time-resolved spectroscopy is an important experimental tool to study the temporal 
dynamics of materials after an excitation pulse. The difference between time-resolved 
spectroscopy and traditional spectroscopy is that the former probes spectra at varying 
delay time following a pulse of excitation and therefore reveals the temporal evolution of 
excited states. As an important characterization tool, time-resolved spectroscopy 
distinguishes materials based on the decay lifetime, which also reflects the nature of the 
excited state. Furthermore, the capability of time-resolved spectroscopy to “freeze” a 
moment in time enables the probing of the temporal evolution that a process undergoes. 
Since its development in the 1970s, time-resolved spectroscopy has been applied in 
studies of excited state lifetime,63,212 energy transfer, 146,151,153 exciton transfer and 
storage,16,74,76 emission depolarization,142,143,228 phosphorescence,128,130 dynamics of 
proteins and membrane229 as well as several other fields.124,178,230 Accurate timing of 
detection with excitation necessitates usage of temporally pulsed excitation (usually a 
pulsed laser) in time-resolved spectroscopy. The various time-resolved techniques can be 
divided into two groups according to the gating mechanism of the temporal signal: the 
pump-probe method and the time gated method. With the pump-probe method, samples 




a certain delay that probes structural and energetic changes initiated by the pump pulse. 
Popular pump-probe techniques include transient absorption,231 time-resolved 
fluorescence upconversion,162 three pulse photon-echo measurements,232 and degenerate 
four-wave mixing.233 In contrast, time-gated techniques utilize a similar excitation pulse 
scheme, while the temporal evolution is resolved through the gating of detection which 
controls both the length of detection and the starting time with respect to the excitation 
pulse. This technique has been successfully applied in streak cameras, gated ICCDs, and 
time-correlated single photon counting (TCSPC) apparatuses. Generally, the pump-probe 
methods have higher time resolution but short delay ranges compared to the time gated 
methods. Since temporal dynamics of emission over both a short and a long delay range 
is the focus of this study, time-resolved PL spectra are collected by a streak camera and a 
gated ICCD, respectively.  
2.1.1 Gated Spectroscopy 
Time gated spectroscopy measures emission spectra or intensity at varying delay 
times and reveals the evolution of emission due to excited state relaxation through 
mechanisms such as excitonic recombination or energy transfer.63,137,160,234-236 The key 
function of time-resolved techniques is the assignment of a precise time tag or delay time 
to the measured spectrum or intensity with respect to the arrival of the excitation pulse, 
which occurs at time zero. For example, when using an external trigger with a gated 
detector, a pulsed laser fires an excitation pulse at the sample and sends a trigger signal to 
a delay generator simultaneously at time t=0. After delay time t, the delay generator sends 
a pulse of width twidth to the ICCD to turn on its intensifier for signal detection for the 




delay time or gate delay and twidth is gate width. Increasing delay time by step size tstep 
(gate step) to t+tstep , a new signal I(t+tstep) is recorded. The gate step does not necessarily 
need to be the same at all of the delay times. The operation principle of the gated ICCD is 
illustrated in Figure 2.1.  
Measurement of decay lifetime is the basic function of gated spectroscopy. In this 
case, I(t) is integrated intensity. A simple example of decay dynamics to start with is 
monoexponetial decay of an excited state. Then I(t) after an initial emission intensity at 
t=0,  I(t=0) is 
            
 
   (2.1) 
 
where τ is the decay lifetime which is inversely proportional to decay rate κ (κ=1/ τ). 
However, more commonly, the recorded decay shows multiexponential or power-law 
 
 
Figure 2.1 Schematic and gating mechanism of a gated ICCD. When the gating voltage 
is negative (gate on), electrons converted by the photocathode are drawn toward the MCP. 




functionality due to a distribution of states or decay rates that are involved in the 
relaxation processes, especially at long delay times.64,182,216  
By combining a gated detector with a monochromator or a spectrometer, a time 
resolved intensity trace can also be spectrally resolved to record the evolution of both the 
population and constituent species of the excited state. Figure 2.2a shows a typical 
example of a time series of normalized emission spectra from dual-color NCs at different 
delay times recorded on a gated ICCD. The trace shows shifts of both emission peaks 
over the delay times in the range of 0-1μs due to energy transfer between the two 
emission states. The corresponding intensity decay shown in Figure 2.2b demonstrates a 
power-law decay over four orders of magnitude over the delay range.  
The delay time can also be converted to a different quantity, such as charges stored in 
a capacitor as in a TCSPC apparatus, or a spatial position as in a streak camera. In the 
 
 
Figure 2.2 A time series of PL spectra and corresponding intensity decay of dual-color 
NCs. (a) Normalized PL spectra in delay time range of 1 μs to 1μs. The two emission 
peaks at 560 nm (p1) and 620 nm (p2) are shown to shift with delay time. (b) 




latter system, spectrally dispersed light is converted by a photocathode to an electron 
beam which is then accelerated and passed through a time dependent electric field in the 
streak tube as shown in Figure 2.3. Depending on the arrival time of the photons at the 
entrance of the streak tube, the electrons strike different vertical position on the phosphor 
screen where they are converted back to light. This light is then detected at the 
corresponding position on the CCD camera. In this way, the light signal is spectrally 
resolved in the x-direction and temporally resolved in the y-direction.  
A streak camera was used in measuring fluorescence anisotropy decays in Chapter 3. 
Anisotropy is a term that is used to define the degree of polarization of an emitter. Light 
emitted from a fluorophore (e.g., a fluorescent molecule) is polarized in certain directions 
defined by the transition dipole moment of the fluorophore, and the fluorescence 
anisotropy value r describes the inequality of fluorescence intensity from the fluorophore 
along different polarization directions. The temporal decay of anisotropy represents 
depolarization mechanisms such as excitation energy transfer, excited state 
delocalization, or the rotation of fluorophores in solution.143,146,237 Figure 2.4 illustrates 
the setup for the measurement of fluorescence anisotropy decay in solution and an 
example of depolarization due to energy transfer and rotation of a linear dipole. To 
extract the anisotropy values, a λ/2 waveplate is used to rotate the excitation polarization 
to be either horizontal (H) or vertical (V), and the polarizer in the detection path selects 
emission light that is polarized either parallel or orthogonal to the excitation light. The 
anisotropy r is then calculated as 
 
  
           











Figure 2.4 Setup for measurement of fluorescence anisotropy. 
 
where G is the correction factor for the instrument response defined as G = IHV/IHH. G is 
between 0.9 and 1.0 in this study. IVV (IHH) is the intensity when excitation light and 
emission path are vertically (horizontally) polarized. IHV (IVH) is the intensity when 
exciton light is horizontally (vertically) polarized while the emission path is vertically 
(horizontally) polarized. The maximum anisotropy value is 1 (e.g., for an immobilized 




distributed linear dipoles, the average anisotropy is 0.4 immediately after light 
excitation.241 
2.1.2 Field Induced Intensity Quenching and Exciton Storage 
Synchronization of additional stimulating pulses to the excitation and gating pulses 
enables the study of transient effects induced by the stimulation similar to that of pump-
probe techniques. As discussed in Section 3.5, application of an external electrical field 
can modulate both emission intensity and emission color through the Stark effect.16,28 
Shifting the electric field (EF) pulse in time with respect to the excitation pulse and the 
detection window isolates different effects including quenching, storage and detrapping 
of the excited state carriers.  
The EF pulse is synchronized to the laser pulse by triggering the pulsed laser with a 
synchronization signal sent at the same time as the voltage pulse (that is used to generate 
an EF pulse in devices) from the same delay generator. The sequence of laser, voltage 
and detection pulses under the detection of quenching, storage, or detrapping is illustrated 
in Figure 2.5a, Figure 2.5b and Figure 2.5c, respectively. Time t=0 is defined as the 
arrival time of the laser pulse in all three cases. For the quenching measurements, the 
laser pulse is applied within the EF pulse to ensure separation of excitons from the onset 
of excitation, while the detection window delay is varied from t=0 to the end of the EF. 
To measure excitation storage, the sequence of the laser pulse and the EF pulse is the 
same as the previous case, but the detection window delay is varied from the end of the 
EF pulse to longer times to detect delayed recombination of stored excitons as an 





Figure 2.5 Schematic of pulse sequences to isolate different effects. a) quenching. b) 
storage. c) detrapping. 
 
the laser pulse to prevent storage of direct rather than indirect (trapped) excitons. The 
detection window is applied at the same time as the EF to detect field induced detrapping 
which also causes an overshoot of intensity. The application of a continuous EF is much 
simpler since the EF is on all the time while the detection window delay varies. 
To study the effect of excitation density in field induced quenching in both colloidal 
NCs and organic molecules, a fairly high excitation density is required.63,213,221,225,226 A 
practical problem with using high excitation density is significant background 
luminescence from the host matrix and glass substrate. Therefore, optically inert 
polystyrene matrix and thin glass substrates are used in the devices to minimize this 
background emission. The thermal depositions of a SiOx dielectric layer and an 
aluminum electrode also reduce the signal-to-noise ratio due to quenching of the emission 
from NCs and organic molecules. Therefore, a thick polymer layer in which the sample 
molecules or NCs are embedded is cast to reduce direct thermal deposition on the NCs or 
molecules. The samples were mounted in a closed cycle helium cryostat, where the 
samples were measured at low temperature (20K) and under high vacuum (4×10-5 torr) 




2.2 Single Molecule Spectroscopy 
Single molecule spectroscopy (SMS) is similar to conventional ensemble 
spectroscopy with the exception that only the emission from a single molecule (or a 
single NC) is collected. This exception provides SMS with the capability to view into the 
intrinsic properties of single quantum systems, which would not be possible on the 
ensemble level. The emission spectrum of a single molecule has a much narrower 
spectral linewidth compared to that of the ensemble counterpart due to the lack of 
ensemble broadening (see Section 1.3.2). The exact spectral position varies from 
molecule to molecule, but the histogram of spectral position of a large collection of 
molecules typically matches the ensemble emission spectrum as shown later.114,116,132 
 To be able to isolate a single molecule in conventionally far field optical microscopy, 
the spatial distance between molecules must be larger than the diffraction limit of light 
which is about half of the wavelength of the excitation light. This spatial isolation can be 
achieved by highly diluting the samples (typically 10-10 mol/L) in an inert polymer 
solution which is then spin cast onto a substrate creating an inert film with a very low 
density of analyte molecules.118 The polymer (for example Polystyrene, PMMA, 
Zeonex118 ) acts as a matrix that suspends molecules so that they will not aggregate into 
large clusters. The small cross section of 10-15 cm2 for single molecule absorption results 
in low photon fluxes from single-molecule fluorescence. Thus highly sensitive detectors 
are required and are now readily available in a variety of forms including CCDs and 
APDs.  
The successful applications of SMS in the studies of structure-property relations 




using SMS in Chapter 3. During this experiment, samples containing isolated molecules 
embedded in Zeonex are mounted in a 5 K cold-finger cryostat and excited by a pulsed 
laser at a wavelength where the molecules strongly absorb. Light that is collected by a 
microscope objective passes through a long pass filter to block any scattered laser light 
before entering an imaging spectrometer that is connected to a CCD. Due to the Stokes 
shift between absorption and emission, most of the emission is not blocked by the filter. 
Emission spectra from a large collection of isolated molecules have to be taken to gain 
enough statistics to indentify the significance of effects. Sometimes, careful inspection of 
the data is needed to discriminate emission from the matrix or a cluster of multiple 
molecules, which generally emit in a different spectral region or show different blinking 
behavior.  
2.3 Materials 
2.3.1 CdSe/CdS Tetrapods 
In Chapter 4, colloidal CdSe/CdS tetrapods heterostructures are investigated for 
exciton separation, storage and detrapping in an external EF. The colloidal NCs are 
synthesized using wet chemical processes and generously provided by the group of D. V. 
Talapin at the University of Chicago. The uniqueness of this colloidal NC sample is the 
branched structure of four rod-shaped CdS arms that are grown around a spherical CdSe 
core in symmetric tetrahedral arrangement.  Detailed synthesis, structural and optical 
characterization has been described in previous publications.49,74,243  
 As confirmed in the TEM image in Figure 2.6a, a single tetrapod consists of a CdSe 
core of 4 nm in diameter and 4 symmetrically grown CdS arms of 30 nm in length and 5 




CdSe/CdS tetrapod and the corresponding energy diagram of an arm based on studies of 
CdSe/CdS nanorods.16,72,197,244 In this heterostructure NC, the holes are localized in the 
CdSe core while electrons are delocalized across the core and the CdS arms due to the 
quasi type-II band structure as discussed in Section 1.1.2. The absorption spectrum of the 
tetrapods taken in a toluene solution shows a sharp onset at about 500 nm corresponding 
to absorption of the CdS arms, which dominate the spectrum due to the larger volume of 
CdS compared to the CdSe. Therefore, the low absorption peak of CdSe at 560 nm is not 
apparent on a linear scale.49 In contrast, the emission spectrum excited at 355 nm at low 
excitation density is dominated by the CdSe core emission at 645 nm. Therefore, the 
tetrapod provides an efficient model light-harvesting system, where light is harvested in 
the CdS arms, from which the excitons are transferred to the light emitting region at the 
 
 
Figure 2.6 Properties of CdSe/CdS tetrapod heterostructures. (a) Cartoon of the tetrapod 
and the qualitative band structure under the influence of an electric field. The band 
structure tilts with the applied electric field. (b) TEM image of tetrapods. (kindly 




CdSe core within 2 ps.76 Additional excitonic bands, such as the triexciton and the arm 
exciton, also appear at high excitation density,97,243  and are discussed in Section 1.1.4 . 
2.3.2 Cofacial pi-Conjugated Dimers 
In Chapter 3, a model molecular system containing of dimers of various 
interchromophoric distances and a macromolecule in the shape of a wheel with spokes 
are studied to investigate intermolecular interactions using time-resolved spectroscopy, 
single molecule spectroscopy, and field induced modulation. The systematic approach 
presented here provides a comprehensive route to probe subtle structural changes in 
molecules especially when conventional photophysical properties such as emission 
spectra and decay lifetimes do not show any difference. 
The molecules were synthesized and provided after purification by Sigurd Höger’s 
group at the University of Bonn. The synthesis procedure and structural characterization 
are listed in detail in the Supporting Information of Ref.143 and Ref.206.143,206 To 
investigate the dependence of electronic coupling on intermolecular distance, the 
interchromophoric distances between monomers in the dimers (2-4) are masterfully tuned 
from 0.7 nm to 2.1 nm. The open dimer (5) is bridged at only one end to allow flexible 
arrangement between the two chromophores. The chemical structures of all these 
molecules is in shown in Figure 2.7. The monomer (1)–oligo(phenylene-ethynylene-
butadiynylenes)–is the primary building block of these structures. The alternating single 
and triple bonds that linearly link the aromatic rings together form the conjugated 
backbone of the molecule. The side groups are added to increase solubility. The 










the PL spectrum excited at 430 nm shows a 0-0 transition at 470 nm and the vibronic 
progression at 500 nm. The vibronic peaks are clearly resolved in the single molecule 
spectrum as shown in Figure 2.8. The other molecules show similar absorption and 
emission spectra. The overlap between the absorption and the emission spectra leads to 
reabsorption and a red shift of the emission spectrum in the concentrated solution and 
film. Therefore, to avoid interactions between molecules, films used for the study of field 
 
 
Figure 2.8 Properties of the monomer. The ensemble absorption (blue) and emission 
spectra (red) were taken in toluene solution. A typical single monomer PL spectrum at 
5K is given at the top. The histograms give distributions of the 0-0 (black) and the 






Figure 2.9 Cartoon of the layer structure of a capacitor device. 
 
induced quenching are cast from diluted solutions of molecules mixed with a polystyrene 
matrix. A histogram of emission peak positions of 62 single molecules at 5 K is also 
plotted which closely matches the ensemble PL spectra.  
2.4 Sample Preparation 
2.4.1 Capacitor Device for Field Induced Effects 
As mentioned previously, the EF is applied in a capacitor device containing a film of 
tetrapods or organic molecules embedded in a polystyrene matrix that is sandwiched 
between dielectric layers and electrodes. Figure 2.9 illustrates the layer-by-layer structure 
of this capacitor-like device which is constructed from the bottom-up with layers of glass, 
ITO, SiOx, samples in polystyrene, SiOx, and aluminum, in that order. 
The received ITO coated glass substrates1 are patterned by removing all the ITO 
except for a 12 mm stripe at the center that was covered with Scotch tape during etching 
substrates are cleaned following the standard cleaning procedure2 and then baked in a 
                                                 
1SPI supplies; West Chester, PA, USA; 30-60 Ohm sheet resistance 22×22 mm2 ITO coated 
coverslips.  
2  Cleaning procedure: (1) ultrasonication for 10 min in acetone. (2) ultrasonication for 10 min in 
isopropanol. (3) Rinsing with ultrapure water 3 times (4) ultrasonication for 10 min in ultrapure walter. (5) 




UV-Ozone cleaner 3   at 20 °C for 15 min. The bottom SiOx dielectric layer with a 
thickness of 20-30 nm is deposited on the cleaned ITO substrate at a constant rate of 0.6 
Å/s by thermal evaporation of a mixture of Si and SiO2 powder
4 in a vacuum of about 
2×10-6 mbar. The relative dielectric constant of the SiOx layer is between 2.5 to 6.
245 
Tetrapods or organic molecules are diluted in a solution of 15-30 mg/mL of polystyrene 
in toluene, from which a film is spin cast on the first SiOx layer on top of the ITO 
substrate. The thickness of this sample layer depends on spin speed and is about 80 nm 
(1500 RPM) or 200 nm (at 500 RPM). The second SiOx layer is deposited in the same 
way as the first one. Finally, six aluminum electrodes with thicknesses of 150 nm are 
deposited through thermal evaporation from a mask at a rate of 5 nm/s at the same 
vacuum as before. Each electrode forms an individual capacitor with the underlying ITO.  
The EF is created with a voltage source by connecting the ITO electrode (positive) and 
the aluminum electrode (negative) with a C.W. source meter5 or a pulse generator6. The 
pulse sequence illustrated in Figure 2.5 represents the ideal case where the RC time 
constant of the device is zero. However, due to the finite capacitance and resistance of 
each device, the RC circuit gives a rise- and fall- time of about 500 ns after the applied 
voltage pulse is turned on or off as shown in Figure 2.10. This RC time constant has to be 
taken into account for the timing of the excitation and detection. To fabricate quickly 
responding devices with reduced RC time constant, smaller capacitors of reduced 
resistance and capacitance have to be constructed. The glass-ITO side of the device 
                                                 
3 Novascan Technologies, Inc; Ames, IA, USA; Digital UV ozone cleaner, Model PSDPro series.  
4 Super Conductor Materials, Inc ; Suttern, NY, USA; SiO power, 99.9% purity, -200 mesh. 
5 Keithley Instruments, Inc; Cleveland, OH, USA; Broad purpose source meter, Model 2400.   





Figure 2.10 RC time constant of capacitor device. The ref. signal (black) is synchronized 
to the applied electric field pulse, while the EF pulse (red) is the response of the device. 
RC time constant of the device is defined as the rising time of the response signal. 
 
provides a transparent window for both optical excitation and emission collection. 
2.4.2 Single Molecule Sample 
The two most important factors for the successful preparation of samples for SMS are 
cleanliness and dilution. The cleanliness requires careful cleaning of substrates and 
labwares, purified molecules, spectroscopic grade polymer matrix and solvents, and 
careful handling of the samples to prevent post-preparation contamination. Detailed 
preparation techniques are presented in the Ph.D. thesis of M. J. Walter. 118 
For the SMS studies here, molecules are embedded in thin films of Zeonex7 and spin 
cast on quartz substrates, 8  which show minimal fluorescence. The 7.5 mm2 quartz 
substrates are cleaned following the standard cleaning procedure2 and then baked at 450 
°C for 30 min to remove and decompose any organic contaminants. The glass wares used 
                                                 
7  Zeon Chemicals L.P.; Louisville, KY, USA; cyclo olefin polymer Zeonex 480R  




for the dilution steps, except for the vials that are only baked, are cleaned following the 
same procedure. To prevent background emission from the sample holder and the silver 
paste used to glue the samples to the holder, an aluminum layer of about 150 nm is 
deposited at the back of the cleaned substrates. The organic molecules in Chapter 3 are 
diluted in 10 mg/mL solution of Zeonex in toluene. Zeonex is a transparent matrix that is 
known to have low autofluorescence.118 To find a suitable concentration, a few dilution 
steps are taken and samples are checked under the microscope for the appropriate spatial 
density of molecules. The final molecular concentration used in this study is less than 10-
7 mol/L. This solution is spin cast on the back coated substrates at 5000 RPM to form 
smooth thin films of about 30 nm thickness. To prevent contamination and oxidation 
from air, samples are mounted into the cryostat immediately after preparation.  
2.5 Experimental Setup 
2.5.1 Setup for Measurement of Field Induced Effects 
To perform the experiments on field induced effects discussed in Section 2.1 and 2.2, 
a setup consisting of a gated ICCD9, a spectrometer,10 a closed-cycle helium cryostat,11 a 
solid state pulsed laser,12 voltage sources5,6 and other associated parts was constructed 
jointly with group member K. J. van Schooten. Figure 2.11  shows a detailed diagram.  
                                                 
9 Andor Technology plc; Belfast, Northern Ireland; Gated Intensified CCD camera, Model iStar; 18 mm 
gen 3 intensifier tube 
10 Andor Technology plc; Belfast, Northern Ireland; Model SR303i imaging spectrograph; UV-Vis mirror, 
150 I/mm (1.57 nm resolution) and 1200 I/mm (0.17 nm) gratings were installed. 
11 RG Hansen & Associates; Santa Barbara, CA, USA; Cryostat, Model; ADP cryogenics; Allentone, PA, 
USA; Helium compressor, Model HC-4; Expander head, Model DE-202 




The pulsed laser system delivers 700 ps long laser pulses of maximum 118 μJ of 
energy per pulse at 355 nm. The laser repetition rate can be tuned from 1 Hz to 200 Hz 
through either an internal or external trigger. The large pulse-to-pulse jitter necessitates 
the use of a photo diode to synchronize the laser system with the gated ICCD. 10% of the 
laser beam is reflected by a coverslip onto the diode to trigger the ICCD with every laser 
pulse. An optical density (OD) filter wheel is inserted to attenuate the excitation density 
over 6 orders of magnitude. The excitation density is measured by a photodiode-based  
 
 





power meter13. To compensate for the 23 ns insertion delay in the ICCD, the remaining 
90% of the laser beam is coupled into a 100 m long multimode optical fiber14 with a 
diameter of of the coupled-in laser light to the opposite end. The loss is due to strong 
absorption of UV light in the fiber. Taking into account the 1.46 refractive index, the 
fiber gives a 49 ns delay between the excitation of the sample and the triggering of the 
ICCD. Therefore, the prompt emission is detected at a delay time of 26 ns in the ICCD. 
The coupled-out laser light from the fiber is collimated and focused to a 365 μm diameter 
spot onto the samples mounted on the sample holder inside the cryostat. The dye laser 
mode allows tuning of the wavelength from 400 nm to larger values depending on the 
dyes and dye concentration. The laser system is connected to the lab PC through optical 
fibers and controlled by software developed by CryLas.  
The cryostat is pumped to a vacuum of 5×10-8 torr by a mechanical pump and a turbo 
pump. Excitation light comes in from one side of the vacuum chamber through a quartz 
window at an angle of about 63° with respect to the normal direction of the sample. 
Emission light is collected at the normal direction of the sample through the other 
window. The sample holder is cooled to about 20 K by a helium compressor.11 One of the 
electric sources is connected to the sample rack with 7 electric pins to contact with the 6 
aluminum electrodes and 1 ITO electrode on the capacitor device through the electric 
feed-through of the cryostat. To measure and control temperature at the sample holder, a 
                                                 
13 Ophir-Spiricon, LLC; North Logan, UT, USA; Power meter, Model Vega color display; Detector 
model, PE9-V2 & PD300 




temperature controller15 is connected with a Chrome/Au thermal couple and a resistor 
heater. 
Emission is collected by a 60 mm lens and focused into the spectrometer10 by a 50 
mm lens to match the 0.6 NA of the spectrometer. A long pass filter is inserted between 
these two lenses to block the scattered laser light. There is a mirror and two gratings of 
300 g/mm and 1200 g/mm installed in the spectrometer, for imaging or recording low 
spectral resolution and high spectral resolution spectra, respectively. The gated ICCD is 
mounted on the spectrometer, which is cooled to -15 °C during data acquisition. A 
synchronization signal from the diode is sent to the ICCD through the external trigger 
input which triggers the charging of the intensifier and the opening of the gate. Between 
the arrival time of the external trigger and the opening of the gate, there is a 23 ns 
insertion delay which is the minimum delay between triggering of the ICCD and 
excitation of the sample to detect prompt emission at zero delay. The integrated digital 
delay generator (DDG) inside the ICCD controls the delay time, gate width and gate 
steps. Both the spectrometer and the ICCD are connected to the lab PC and controlled by 
software provided by Andor.   
To apply a C.W. EF, a continuous voltage is applied to the device with a C.W. source 
meter5 and no further consideration of the timing of the voltage signal with respect to the 
laser pulse and gating pulse is needed. However, for a pulsed EF, a square voltage pulse 
is applied with a pulse generator.6 The sequence of the voltage pulse, the laser pulse and 
the gating pulse need to be checked on an oscilloscope16 to tune the delay time and the 
width of the voltage pulse. For the detrapping measurement, the DDG is triggered by the 
                                                 
15 Lakeshore Cryogenic, Inc; Westerville, HO, USA; Autotuning temperature controller, Model 321 




synchronization signal from the gate ICCD to temporally align the EF with the detection 
window. With these additional electronics, optical and electrical pump-probe 
functionality is realized in the capacitor devices. All the measurements of field induced 
effects reported in this study were performed on this setup. 
2.5.2 Single Molecule Microscopy and Streak Camera Spectroscopy 
The single molecule spectroscopy in this work was performed on a home-built 
microscope. It was designed and built as part of the Ph.D thesis of M. J. Water with 
assistance from N. J. Borys and K. J. van Schooten. For time resolved measurements 
requiring a higher time resolution (~5 ps), a streak camera was integrated into this setup 
to measure the spectral evolution of an ensemble of colloidal NCs and organic molecules. 
The spectra of single molecules and photophysical data from solutions in Chapter 3 and 
Chapter 4 were collected in this setup. Figure 2.12 shows a diagram of this setup. 
Detailed descriptions of this setup can also be found in the Ph.D thesis of M. J. Water118 
and N. J. Borys.238 
Briefly, the illumination source is a pulsed Ti:sapphire laser17 (140 fs pulse width at 
80MHz) of tunable wavelengths varying from 680 nm to 1080 nm. Directing the output 
beam to an optional autotracking SHG unit18 can double the frequency and make the 
wavelength range of 340-540 nm accessible. Along the excitation path, λ/2 or λ/4 
waveplates can be inserted to adjust the light polarization direction or change light from 
linearly polarized to circularly polarized, respectively. The latter was used to excite  
                                                 
17 Coherent Inc.; Santa Clara, CA, USA; Model Chameleon Ultra II 





Figure 2.12 SMS and streak camera setup. The red path directs excitation light to the 
cryostat to excite single molecule samples.238 The green path directs excitation light to 
the sample solution that is contained in the cuvette. 
 
cryostat 19  under vacuum (~10-6 mbar) and cooled to cryogenic temperature (~5 K) 
through continuous liquid helium flow. The cryostat sits on a translation stage with sub-
micrometer precision to scan samples in x- and y-directions. The excitation light entered 
the cryostat at a 60° angle relative to the normal direction of the sample and forms a spot 
of about 150 μm in diameter after being focused by an achromatic lens. 
                                                 





The emission was collected by a long working-distance microscope objective20 with a 
collar to correct aberrations introduced by the quartz window of the cryostat. As the 
objective working-distance is larger than the film thickness (~30 nm), molecules 
embedded in the matrix film are in the same focal plane. High quality interference 
filters21 were used in the collection path to isolate the emission light from scattered laser 
light. An achromatic lens finally focused light into the entrance slit of the spectrometer,22 
which also served as an aperture to select a region of interest on the sample. Depending 
on whether a grating (150 g/mm) or a mirror was used to reflect or disperse the emission 
light, an image or spectrum, respectively, from the sample was detected on a cooled (-30 
°C) CCD23 with a high quantum yield and low noise level. 
A second path (green) optionally directed the excitation beam to solutions of the 
samples that were contained in a semi-micro quartz cuvette24 that were 2 mm wide. 
Emission light was collected by a lens in the orthogonal direction to the propagation of 
excitation light in order to avoid the laser directly entering the streak camera. A polarizer 
was optionally inserted in the collection path to select emission light of a certain 
polarization direction. An interference filter21 was inserted in front of the spectrometer to 
isolate the emission light. Then an achromatic lens focused the emission light into the 
                                                 
20 Olympus America Inc; Melville, NY, USA; Model SLCPlanFl, 40×, NA=0.55, infinity corrected, 
corrective collar 0-2.6 mm 
21 Chroma Technology Corp.; Rockingham, VT, USA; and Semrock; Rochester, NY, USA 
22 Princeton Instruments/Acton; Trenton, NJ, USA; Model SpectroPro SP-2556 Imaging spectrograph; 
500 mm focal length 
23 Princeton Instruments/Acton; Trenton, NJ, USA; Model CoolSNAP:HQ2; Sony ICX285 interline CCD, 
1392×1040 pixels, 6.45×6.45 μm2 pixel 




entrance slit of the spectrometer attached to the streak camera.25  The spectrally dispersed 
light then entered the streak tube, which provided the time resolution. A silicon photo 
diode26 was illuminated by a fraction of the excitation light to trigger the streak camera 
before entering the SHG unit. Two-dimensional images of fluorescence spectra at 
different delay time are recorded by the CCD camera with the emission wavelength as the 
x-axis and delay time as the y-axis. 
                                                 
25 Hamamatsu Corporation; Bridgewater, NJ, USA; Model C5680 
26 Hamamatsu Corporation; Bridgewater, NJ, USA; Model C1808 
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COHERENT AND INCOHERENT INTERACTIONS  
BETWEENCOFACIAL Pi-CONJUGATED  




With sufficient background knowledge introduced in the previous two chapters, the 
investigation of a series of pi-conjugated organic oligomers of macrocyle structure was 
conducted using various spectroscopy tools. The molecules under study in this chapter 
were synthesized to contain one (monomer) or two chromophores (dimer) that are 
covalently bound in parallel configuration among which the interchromophoric distances 
change from 0.7 nm to 2.1 nm based on the macrocyclic templates. Therefore, this 
molecular system provides a scaffold to study interactions between pi-conjugated 
molecules in bulk films that serve as the active regions of organic optoelectronic devices, 
which motivated this study of the relationship between properties and the structure. In 
this chapter, both photophysical characterizations and STM images reveal that dimers 
bound at both ends differ in emission and morphology from the dimers bound at one end. 
And the field induced quenching also increases in multichromophoric structures 




This chapter is partially based on a manuscript submitted to a peer-reviewed scientific 
journal and is coauthored by John M. Lupton and Nick J. Borys. The molecules are 
synthesized by Daniela Schmitz, Stephen-S. Jester and Sigurd Höger (both: Kekulé-
Institut für Organische Chemie und Biochemie der Universität Bonn), who are also 
coauthors of this manuscript. Subheadings are inserted for structural purpose and are not 
part of the submitted manuscript. 
3.1 Abstract 
The interactions between two pi-conjugated oligomers templated in molecular 
scaffolds are revealed as a function of separation and orientation, providing models of 
intermolecular interactions in bulk organic semiconductor materials. For a variety of 
dimer geometries (acyclic and macrocyclic) of the same model oligomer, no change in 
fluorescence spectra, fluorescence dynamics, or single-molecule emission characteristics 
is observed. A small red-shift and slowing of fluorescence in the most closely-spaced 
macrocyclic dimer structure is thought to arise due to an intramolecular solvatochromic 
shift as well as from weak intramolecular excimer formation. No corresponding effect is 
observed in bulk films of the acyclic model oligomer, implying the absence of 
intermolecular excimer formation due to random relative dipole orientations. The largest 
effect of intramolecular geometry of the model dimer structures is seen in transient 
fluorescence depolarization, where an open ring geometry leads to rapid depolarization, 
compared to the corresponding macrocycle, due to the presence of a range of molecular 
transition dipole moment orientations. Self-assembled monolayers of the molecules on 
HOPG investigated by single-molecule scanning-tunneling microscopy further illustrate 




the closed dimers. The efficiency of field induced quenching increases with excitation 
density due to enhanced nonlinear singlet-singlet annihilation, which is particularly 
obvious in multichromophoric molecules. 
3.2 Introduction 
One of the greatest puzzles in organic electronics relates to the emergence of bulk-
like properties from individual molecular building blocks.228,246,247 The electronic 
characteristics of individual molecules are reasonably well understood on a microscopic 
level,122,158,234,235,246,248 and sophisticated empirical models exist to describe the function 
of bulk materials in devices, such as the creation, migration, recombination and 
dissociation of charges and excitons.29,109,124,136,151,157,168,222,247 Yet few attempts have 
been made to go beyond the level of an individual molecule to begin to construct the bulk 
material from the bottom up.123,139,154,160,169,249 With present advances in the synthesis of 
complex organic functional materials by means of structural templating, for example 
through rigid macrocyclic scaffolds,143,228,250 routes are emerging to precisely control the 
relative spacing and orientation between individual conjugated segments to assess how 
cooperative and collective effects emerge on the way from the individual unit to the 
bulk.4,247 Interactions between individual units may occur either in the weak or in the 
strong coupling regime.123,139,152,153,160,234 In the former, resonance energy transfer 
(FRET) can occur,152,234 which, given suitable orientations of the transition dipole 
moments, can be revealed by means of fluorescence depolarization 
spectroscopy.142,143,152,228,234 In the latter regime, a coherent delocalization between 
excited states arises which modifies both the transition spectrum and 




oscillator strength may add to or subtract from the lowest-energy transition, leading to a 
rise or a decrease of radiative rate.122,123 Such coherent interactions will generally modify 
the spectra, whereas incoherent interactions will leave the spectra unchanged.123,152 While 
there have been several studies on controlled interactions between individual conjugated 
units within a molecule,4,139,151,234 most commonly in oligoacene derivatives, and attempts 
have been made to tune interactions between building blocks within the bulk,109,148 it is 
much harder to create molecular frameworks in which the coupling of larger units such as 
the electronically-active segments of a conjugated polymer chain can be investigated.  
Both incoherent and coherent electronic coupling suggests that it is possible to 
manipulate excitation density between conjugated segments through external electrical 
stimuli. Field induced modulation of photoluminescence (PL) and electroluminescence 
(EL) intensity were intensively used to investigate optoelectronic properties of 
conjugated polymers and oligomers.28,213,227,251 Over 30% of field induced quenching of 
PL intensity of MEH-PPV film between parallel electrodes was observed in our apparatus 
as reported in the literature.252 Serious debate in the literature regarding mechanism of 
field induced quenching of intensity was focused on two models. One favors the exciton 
dissociation and direct generation of charge carriers based on the fact that femotosecond 
transient absorption measurement rule out instantaneous quenching due to reduced 
oscillator strength,251 while the other proposes the existence of intermediate state of 
separated but still weakly bound exciton, i.e., polaron pair, of low radiative lifetime 
before final exciton dissociation.211,213 Regardless of the actual steps it takes to achieve 
exciton dissociation, application of electric field has proved to be an effective way to 




reported in the field induced quenching of intensity on small oligomers due to relatively 
small effect in these small molecules compared to the polymers.227 Linear decrease of 
quenching efficiency with the inverse of chain length has been observed in MEH-PPV 
and its oligomers of various chain lengths.227 This dependence reveals a mechanism of 
intrachain exciton separation that is confirmed by experiment on polymer chains of 
deliberately interrupted conjugation lengths.211 However, the unavoidable question 
regarding contribution of exciton separation between conjugation segments on the same 
chain or distinct chains was partially answered.252 
Therefore, controlled interaction between conjugation segments is a timely 
requirement for the investigation of photophysical and electrical properties under the 
influence of surrounding molecules. Here, we focus on a material system based on 
oligo(phenylene-ethynylene-butadiynylenes) of defined oligomerization degree, which 
closely resembles a typical conjugated unit, the chromophore, as is formed in a polymer 
chain. By tuning the spacing between intramolecularly connected parallel units, and their 
relative orientation, coherent coupling and incoherent energy transfer can be 
differentiated. Enhancement of exciton dissociation from interchromophoric interaction is 
also revealed.  
3.3 Results and Discussion 
 
3.3.1 Photophysical Characterization and Self-Assembly 
Figure 3.1 shows the structures under investigation. The synthesis and a full 











Information of Ref. 206.206 The synthesis of macrocycle 3 was recently described.250 All 
cyclic structures are built up by placing two monodisperse conjugated oligomers in a 
parallel configuration with a defined distance. The distance of the two chromophores is 
determined by two rigid aromatic clamps: 0.7 nm (2), 1.4 nm (3) and 2.1 nm (4). To 
evaluate the effect of the parallel chromophore alignment on the photophysical properties 
of the compounds, 5 was prepared in which the chromophores are still covalently 
connected but can adopt different relative orientations (see below). Monomer 1 is 
investigated as a reference, constituting the basic building block of the cyclic and acyclic 
model compounds. The basic optical properties of the materials, obtained at room 
temperature in dilute (10-7 molar) chloroform solution are summarized in Figure 3.2.  
 
 
Figure 3.2 Photophysical characteristics of compounds 1-5. a) Absorption and 
fluorescence spectra in dilute chloroform solution. b) Fluorescence lifetime. c) 




Based on their parallel arrangement, intramolecular H-aggregate formation between the 
two chromophores on the dimers is an intuitive expectation. Such aggregation should be 
evident both as a hypsochromic shift in absorption and as a decreased decay rate 
compared to the monomer, since the lowest-energy transition of the split excited state 
loses oscillator strength.105,154 However, the absorption and emission spectra (panel a) are 
virtually identical for all five compounds, except that a small red-shift is observed in the 
absorption and emission spectra of the most closely spaced dimer 2. In the absorption 
spectrum, the shift of the red-tail by 1.2 nm with respect to the monomer 1 is close to the 
resolution limit, but in emission the intramolecular interchromophoric interaction 
accounts for a bathochromic shift of 4 nm. At the same time, the intensity of the vibronic 
structure around 500 nm increases with respect to the monomer 1. The fluorescence 
decay of the solutions is given in Figure 3.2b), recorded with a picosecond streak camera 
under excitation at 430 nm by a frequency-doubled femtosecond laser. Within 
measurement accuracy, the fluorescence lifetimes of the monomer 1 and the more 
widely-spaced dimers 3 and 4 are identical. The closely-spaced dimer 2 displays an 
increase in fluorescence lifetime of 10 %, the open dimer a reduction in lifetime of 7 %. 
The combination of increased lifetime and red-shifted emission in 2 bears signatures of 
an excimer,138,147,148,154,253 a dimer which only exists in the excited state. Since the ground 
state of such a dimer is repulsive, the transition lifetime is increased with respect to the 
monomer and the emission spectrum broadens and shifts to the red.105,170 
There has been extensive debate in the literature about the possible emergence of 
excimers or other aggregate species by intermolecular interactions in conjugated 




spectral and lifetime changes in a heterogeneous bulk system may have a range of 
origins. For example, emissive chemical defects may also be present, whose role can be 
dramatically amplified by energy transfer in the solid.132 Given this tentative conclusion 
of weak excimer formation in 2, it is tempting to search for excimeric signatures in the 
bulk film of the monomer 1, where even closer cofacial packing should be possible than 
in the dimer 2. However, the decay of the fluorescence from the film of 1 is significantly 
accelerated with respect to the solution-based measurements of 1 and 2 as shown in 
Figure 3.2c). Thus, the film-based fluorescence decay measurement does not reveal any 
signatures of possible excimer formation in the film of 1 on the level of that seen in the 
intramolecular aggregate 2, implying that spontaneous cofacial ordering of the oligomers 
does not occur in bulk films. Full inspection of the fluorescence spectra and decay 
characteristics of bulk films created from each molecular system is available in Section 
3.5. 
Strong dipolar interactions between adjacent chromophores leading to a splitting of 
energy levels and an energetic redistribution of oscillator strength are not the only 
interchromophoric effects which can arise. Many nominally unpolar -conjugated 
systems display a substantial solvatochromic response which can be amplified by the 
presence of polar backbone substituents,28 such as the alkoxy groups used in the present 
case. The slight red-shift in the absorption of 2 may therefore arise due to a small 
modification of the effective solvent shell surrounding the individual chromophore due to 
the proximity of the two chromophores – effectively constituting a solid-state 
solvatochromic effect within an isolated molecule.254  We discuss this possibility in detail 




To assess the solvatochromic effect, we performed time-resolved spectroscopy in four 
solvents with different polarities, and found that the molecules demonstrate obvious 
solvatochromism. In all cases, 2 shows the most red-shifted spectra and the slowest PL 
decay compared to the other compounds. We conclude that both excimer formation and 
intramolecular solvatochromism are most likely responsible for the observed distinctive 
difference of 2 with respect to the other compounds.  
The slight acceleration in fluorescence decay of the open dimer 5 may be interpreted 
as an indication for the occurrence of intramolecular FRET.143,151,152 The two 
chromophores in the dimers have (nearly) identical transition energies and lifetimes. 
Coupling between the two in the form of FRET should therefore modify neither the 
emission color nor the fluorescence kinetics substantially. However, the open dimer 5 is 
by design less rigid than the other dimers so that the chromophores are only accidentally 
aligned in parallel with respect to each other.250 This absence of rigidity is readily 
visualized by directly comparing the molecular self-organization on highly ordered 
pyrolytic graphite (HOPG) by scanning-tunneling microscopy (STM) for closed (3) and 
open (5) dimers. The STM images in Figure 3.3a) and b) show that 3 spontaneously 
orders into regular structures.250 The cyclic nature of the molecular building blocks can 
be clearly visualized. The two-dimensional crystal structure is illustrated in the associated 
molecular models. In contrast, as shown in panel Figure 3.3c), the 2D crystalline domains 
of 5 are of limited lateral dimensions, and separated by amorphous regions. After 
adsorption from the solution (and thus restriction to planar structures), three distinct 
conformers of 5 with different orientations of the rigid rod units relative to the rotatable 






and W (the ideal geometries with rigid oligomer units); and as N*, U*, and W* (which 
including bending of the rod units). Such a variety of structural conformers is observed in 
the images in Figure 3.3c). Further details of this structural analysis are given in the 
Supplementary Information of Ref. 206. 
To test for the influence of this intramolecular conformational disorder in intramolecular 
FRET, we measured the depolarization of fluorescence as a function of time. The 
Figure 3.3 STM images and molecular models of self-assembled adsorbate layers of the 
closed dimer 3 (panels a, b) and the open dimer 5 (panels c, d) on highly ordered 
pyrolytic graphite (HOPG). The associated sketches illustrate the observed molecular 
packing. For the open dimer 5, different packing is possible due to the variable molecular 
conformations, as summarized in panel d. U, N, and W indicate distinct planar 
conformers of 5 after rotation of the rigid rod units around the clamp unit, and U*, N*, 
and W* illustrate similar conformers where additional bending of the rod units occurs. (a: 
35.1×35.1 nm2, Vs = -1.0 V, It = 10 pA, unit cell: aA = 6.3 ± 0.3 nm, bA = 2.9 ± 0.2 nm, 
(aA,bA) = 77 ± 2°; b: 41.1×41.1 nm
2, Vs = -0.8 V, It = 6 pA, unit cell: aB = 6.5 ± 0.3 nm, 
bB = 6.3 ± 0.3 nm, (aB,bB) = 74 ± 2°; c: 37.1×37.1 nm
2, Vs = -1.0 V, It = 6 pA, unit cell: 
a = 12.5 ± 0.3 nm, b = 2.9 ± 0.2 nm, (a,b) = 83±2°. Red, blue and white (black) lines 
represent unit cells, directions of the linear rigid rod units, and HOPG main axis 
directions, respectively. Asterisks in (a) indicate partly imaged molecules. See also the 





polarization anisotropy in emission can be defined as )2/()(   IIIIr , where the 
intensities I and I refer to the fluorescence polarized parallel and orthogonal to the 
incident laser, respectively. r is expected to decrease with time as the molecule tumbles in 
solution, starting from an initial value of 0.4 as expected for an isotropic distribution of 
linear transition dipoles in space.143,255 Fig. 3.4 exhibits the transient anisotropy for the 
five model compounds. There is no difference between the rigid dimers 2, 3, 4, 
suggesting that these molecules have a similar effective hydrodynamic radius (and 
therefore the same rotational diffusion coefficient).228 Fluorescence of the monomer 1 
depolarizes more swiftly, since the molecule is smaller and rotates faster in solution. The 
open dimer 5, however, displays a rapid drop in anisotropy in the first 200 ps, followed 
by the same depolarization dynamics as found in the closed rings. See Section 3.5.3 for a 
direct comparison of anisotropies of all five compounds, where the anisotropy decay 
curves are all plotted in the same graph. 
Given that the fluorescence spectrum and lifetime of 1, 3 and 4 are identical to that of 
5, it is remarkable that such a large difference exists in the fluorescence depolarization 
kinetics. The depolarization can be explained only by the existence of a range of different 
conformers of the open dimer, with a large angular distribution of the two chromophores 
with respect to each other.235 Although one may expect a significant degree of freedom to 
rotate around the phenylene bonds linking the two chromophores in 5, with both 
chromophores remaining in the same plane, the results imply the possibility of bending of 
the molecule in three-dimensional space with the two chromophores twisting out of the 
molecular plane and opening up like a pair of scissors. The isolated dimer therefore 





Figure 3.4 Fluorescence anisotropy decay for the monomer 1 (panel a), closed dimers 2-




available so that FRET can drive depolarization.143,146,155,228  
In the rigid dimers, the parallel arrangement of the chromophores should imply that 
coupling by FRET is efficient, even if there is no immediate experimental path to prove 
this assumption since the chromophores are nearly isoenergetic (i.e., there is no spectral 
shift) and no FRET depolarization occurs. An indirect way to test for coupling is to 
examine the number of chromophores detected in a low-temperature single-molecule 
experiment. We have previously demonstrated that rigid polyphenylenes are especially 
prone to the formation of distinct chromophoric units with well-defined spectroscopic 
signatures.248 These units can be differentiated by their transition energy, which 
effectively scatters over the inhomogeneously-broadened ensemble spectrum. The 
number of distinct spectral peaks, i.e., chromophores, scales with molecular weight of the 
polymer,116 so we may expect to see multiple peaks in single-molecule spectra due to the 
multiple chromophores present in the dimers. Single-molecule fluorescence spectra were 
measured at 5 K by isolating individual molecules in a Zeonex® matrix and recording the 
emission in a microscope setup as described in earlier work.144 Figure 3.5 shows two 
examples of the temporal evolution of single-molecule emission for 5, where the intensity 
is color-coded and plotted as a function of time and wavelength with 5 s resolution. In the 
upper panel, we display an example where only one single transition is observed. The 
intensity and wavelength of the single emitter fluctuate over time, due to blinking and 
spectral diffusion. The bands at longer wavelength, e.g., at 530 nm and 545 nm in Figure 
3.5 a, correspond to the vibronic progression of the electronic transition. The lower panel 





Figure 3.5 Low-temperature (5 K) single-molecule luminescence spectra as a function of 
time for a single dimer 5 exhibiting a single dominant peak (a) or two dominant peaks (b). 
The peaks are attributed to chromophores. Vibrational modes in the fluorescence are also 
seen, e.g. at 520 nm, 528 nm and 545 nm in a). The peaks scatter from molecule to 
molecule as shown in the histogram. c) and d) show histograms of the peak positions of 
the 0-0 transitions and vibronic progressions, respectively. 
 
the course of the experiment we investigated a number of molecules. The scatter of the 
peak positions between different single molecules is shown in the histogram: different 
individual units exhibit different transition energies. Consequently, different units should 
be detectable within a single bichromophoric molecule. However, virtually all single 
molecules showed only single chromophore emission, whereas previous work on single 
polymer chains often showed multichromophoric emission with multiple peaks in the PL 
spectrum.116 For 1, where single-peak emission is to be expected, 434 molecules showed 
one 0-0 peak with one molecule showing two. For 2, 4, and 5 the numbers were 195, 0; 




we would expect to see many more cases of dual-peak emission in the dimers. Since this 
is not the case, we conclude that energy transfer occurs within the dimer to the lowest-
energy unit so that only one emission peak is observed. The conclusion is subject to the 
assumption that there is no long-range correlation between the two chromophores, i.e., 
that the scatter in energy between chromophores within a molecule is identical to the 
scatter between different molecules as shown in the histogram. The four events of 
double-line emission recorded out of 818 single-molecule spectra may signify a rare 
situation of FRET blockage, e.g., due to particularly weak dipolar coupling between 
chromophores with weak vibrational coupling and correspondingly narrow spectral 
resonances and an absence of spectral overlap between donor and acceptor; or else could 
arise due to two molecules being present within the diffraction-limited focal spot of the 
microscope. Interestingly, no difference is seen between compounds 1, 2, 4 and 5 on the 
single-molecule level in terms of the spectrum, blinking, brightness and spectral 
dynamics, implying that efficient incoherent interchromophore coupling to a lowest-
energy state also occurs in the most distantly-spaced aggregate 4. The efficiencies of 
FRET of different dimers are a useful piece of information to interpret the similarity 
between the dimers presented here. However, due to the small quantities of materials, the 
molar extinction coefficient of the molecules, which is needed to calculate the Förster 
radius, could not be collected. Therefore, the efficiency of FRET cannot be estimated. 
3.4 Field Induced Quenching 
As mentioned in Section 1.5.2, an increase of exciton density has been shown to 
increase interactions between excitons which causes the generation of biexciton and 




latter effect is believed to increase exciton separation and photogeneration of charge 
carriers.213As pointed out by Kersting et al.,137quenching becomes increasingly difficult 
when excitons relax to states deep into the density of states, which indicates that excitons 
of higher energy generally have a higher rate of dissociation. This effect has been 
demonstrated by increase of field induced quenching with increase of excitation photon 
energy.224 In the case of high excitation density, the acceptor exciton gains sufficient 
energy from the donor exciton through singlet-singlet annihilation as illustrated in Figure 
1.20. 
Figure 3.6 shows the molecular structure of molecule 6. The synthesis of 6 was 
recently described.143This molecule with the shape of a spoked wheel consists of 12 
chromophoric conjugated segments which are arranged as rims and spokes. The 
conjugation between the rims and spokes is interrupted. Side groups on the rims are 
removed to reduce repulsive forces. Each rim or spoke forms an absorbing and emitting 
chromophore. Capacitor devices containing 1, 3 and 6 were fabricated for field induced 
quenching measurement following the procedure described in Section 2.4.1 and excited 
at 337 nm with a N2 laser of 20 Hz repetition rate. The PL spectrum of 6 is plotted in 
Figure  3.6. The PL spectra of 1 and 3 in capacitor devices are the same as those shown 
inFigure 3.2. A shift in the PL spectrum of 6 to higher energy compared to those of 1-5 is 
observed due to the smaller size of chromophores in 6.227 
A DC voltage of 30 V was applied to generate an electric field of about 1.5 MV/cm in 
the capacitor devices of 1, 3 and 6. The concentration of molecules suspended in the 







confirmed by the same PL spectra in the film as in diluted solution. Therefore, all the 
effects present here arise from intramolecular processes. The dependence of PL quenching 
efficiency (as defined in Chapter 4) of 1, 3 and 6 on excitation density is plotted in Figure 
3.7. To compensate the intensity quenching due to photodegradation, the zero field 
intensity is an average of intensities that were taken before and after the application of the 
electric field. The quenching of monomer 1 is close to zero at our experimental resolution 
of 0.6% imposed by photodegradation at the excitation density used here. The dimer 3 
shows similarly low quenching efficiency as monomer 1 below 10 μJ/cm2. A significant 
increase of quenching can be observed above this excitation density to approximately 3%. 





Figure 3.7 Dependence of quenching on excitation density of 1 (black), 3 (red), and 6 
(blue) at 20 K. The applied electric field strength is 1.5 MV/cm. 
 
The fact that quenching of 3 below 10 μJ/cm2 has negative values is due to strong 
photodegradation of the molecules. The largest quenching effect is observed in 6, which 
is above 2% through all excitation densities. 
The apparent dependence of quenching on excitation density, especially in 6, 
indicates an increase of quenching through exciton-exciton annihilation at high excitation  
densities.200,213 The dominant case of single chromophore emission in the dimers 
observed in Figure 3.5 suggests the existence of efficient Förster-type energy transfer 
between 2 identical chromophores within a dimer. And the same energy transfer from the 
donor to the acceptor chromophore is also possible in multichromophoric molecule 6.143 




state. Energy transfer from the donor to the acceptor, also referred to as exciton-exciton 
annihilation,200promotes the exciton on the acceptor to a higher energy state of increased 
rate of separation and dissociation before it relaxes to a lower energy state.213 
Intramolecular interchromophoric energy transfer starts to appear in a dimer molecule 
like 3 and is enhanced in multichromophic molecules such as 6 or polymers. Thus a 
increase of quenching is observed at increased excitation density, which is accompanied 
by a dependence on molecular structure. 
The observed quenching efficiency in the three oligomers presented here is lower 
than the values reported for MEH-PPV or other polymers.28,252,256 The conjugation length 
does not seem to be the primary reason for the difference in quenching among 1, 3 and 6. 
In that case the quenching in 6 of the shortest conjugation length should be the smallest 
among the three compounds.211,227 Instead, the quenching shows a correlated increase 
with increased number of conjugated segments which increase from 1 in 1 to 12 in 6, 
even at low excitation densities with  negligible amount of exciton-exciton annihilation. 
Therefore, intrachromophoric exciton separation can be excluded from being the 
dominating factor that results in the differences in quenching observed among 1, 3 and 6. 
The correlation can be explained through interchromophoric (or interchain) exciton 
separation between different conjugated segments or chromophores.252 The twelve 
symmetrically arranged conjugated chains in molecule 6 assure the exciton separation 
between two chains regardless of the direction of the applied electric field with respect to 
the orientation of the molecule. Thus, the capacitor structure of macromolecule 6 shows 






In summary, we have performed a range of optical and electrical studies on open and 
closed pi-conjugated bichromophoric systems as model systems for interchromophoric 
interactions in organic electronic materials. The spectral properties and emission lifetime 
are remarkably resilient under structural variations. Introduction of intramolecular 
disorder by removal of one of the macrocycle clamps revealed interchromophoric 
intramolecular FRET in terms of an accelerated decay of polarization anisotropy. The 
occurrence of FRET in the open dimers implies that it must also arise in the closed 
dimers, even though it can only be inferred indirectly, for example by the low-
temperature single-molecule emission characteristics. Interchromophoric interactions, 
and especially light-harvesting phenomena, are usually visualized by means of a change 
in fluorescence spectrum, lifetime or polarization anisotropy. The systematic approach 
presented here, by constructing conformationally-controlled dimers from individual 
building blocks, illustrates that interchromophoric interactions may even arise when no 
immediate observable is available since neither lifetime, spectrum nor polarization 
changes in the parallel closed dimers.  Realizing the presence of such interactions is 
crucial for understanding limitations in quantum efficiency of the material, since 
interchromophoric coupling can promote migration of excitation energy to quenching 
species. At the same time, large aggregates of parallel chromophores in macrocyclic 
templates could pose excellent systems for fluorescence quenching-based sensing, with 
superior interaction cross sections when compared to conventional linear polymers. Field 
induced intensity quenching increases with the increase of excitation density in the 




arranged conjugated segments shows a quenching efficiency that is comparable to that of  
large polymers, which reveals the importance of interchromophoric interactions for 
exciton separation.  
3.6  Supporting Information 
3.6.1 Photoluminescence of Bulk Film 
As stated in the main text, numerous reports have claimed to observe the formation of 
excimers in conjugated polymers due to either cofacial stacking between molecules, or 
self-folding of single chains.29,168 Since dimer 2 shows signatures of an excimer in the 
solution measurements, we probed the possibility of cofacial stacking when the 
molecules are cast into a bulk film. If the cofacial stacking is favored in the bulk film, 
signatures of excimer emission should be readily observed with optical excitation. 
Bulk film samples were prepared by drop casting concentrated solutions of different 
molecules (>10-4 molar concentration) in chloroform onto glass substrates, which were 
first allowed to dry in air, and then were mounted under vacuum (<10-6 mbar) in our 
microscope. The film samples were excited at 430 nm by the same laser source as used 
for the solution measurements, and the emission was collected by the same streak camera 
system, as described in the experimental methods.  
The spectra in the bulk films are red-shifted compared to the spectra in solution, but 
the distinct vibronic peaks remain easily identifiable. The two peaks at 520 nm and 545 
nm belong to the same vibronic progression identified in the single molecule fluorescence 
spectra. As their relative intensities increase in the solid state, these peaks have 
previously erroneously been attributed to aggregate formation. Although excimer 




in Figure 3.2, the emission should also be broad without distinctive vibronic peaks due to 
the repulsive nature of the ground state in an excimer with the associated lack of a vibronic 
manifold. This is not the case here. Excimer formation should also be observable in the 
PL decay dynamics through a decreased decay rate as compared to that of the monomer.  
The bulk films of the monomers and the dimers all show multiexponential decay for both 
the high and the low-energy peaks. During the 800 ps time range displayed in Figure 
3.8b, the bulk films show faster fluorescence decay compared to the solutions where the 
molecules are highly isolated, illustrating that the decay dynamics of the bulk film 
emission also lack any observable signatures of excimer formation. The acceleration of 
fluorescence decay that is observed in the bulk film most likely arises from enhanced 
migration to fluorescence-quenching defect sites. We therefore conclude that spontaneous 
cofacial dimer formation to spontaneously yield geometries comparable to 2 does not 
occur in the bulk film; instead, the molecules are oriented randomly with respect to each  
 
 
Figure 3.8 PL spectra and time-resolved luminescence of molecules 1, 2, 4, and 5 in bulk 
films. a) PL spectra integrated from 0 to 100 ps after excitation. Peak 1 (solid box) and 
peak 2 (dashed box) mark regions integrated to acquire the intensity decay shown in b). 
b) Intensity decay of peak 1 (solid) and peak 2 (dashed) in bulk films. The decay curve of 




other. This conclusion is in contrast to the properties of 2 reported in the main text, 
wherea small red shift and a slowing of the PL decay is observed in solution, indicative 
of the formation of a weak intramolecular excimer.  
Further inspection of the luminescence decay curves presented in Figure 3.8b reveals 
that the four compounds can be divided into two groups depending on their slow decay 
behavior. The initial fast decay is hard to distinguish, and is likely due to intermolecular 
energy transfer, while the subsequent slower decay shows two distinct behaviors: the 
closed dimers 2 and 4 show slower decay, which is close to that in solution, while the 
monomer 1 and the open dimer 5 have relatively higher decay rates. This structurally-
related difference indicates that the rigid closed dimers tend to stay in the same 
configuration as in solution when deposited in the bulk. The configuration of the 
monomer and the open dimers, which have a more flexible structure, is more likely to be 
influenced by mechanical interactions with adjacent molecules in the bulk, leading to 
changes in excited-state lifetime. This change may be a signature of a distortion of the pi-
electron system. 
3.6.2 Solvatochromism 
Side groups were added to the conjugated backbone of the molecules as a means of 
increasing solubility by slightly increasing the molecular polarity.28 When two monomers 
are brought closer and closer, like in the case of dimer 2, the dipole moment induced by 
the side groups from one molecule will start to affect the peak position of the emission 
from the other molecule, and vice versa, constituting a form of intramolecular “solid-
state” solvatochromism.254 This effect could potentially serve as an alternative 




To investigate this possibility further, we dissolved molecules 1, 2, 4, and 5 in three 
additional solvents with varying polarities aside from chloroform. The emission spectra 
in hexane, THF and chlorobenzene were recorded in the same way as those in 
chloroform, as described in the main text. Solvatochromism was clearly identified for all 
four compounds under investigation as each spectrum shifts from blue to red when the 
solvent is changed from nonpolar hexane to polar THF, chlorobenzene or chloroform as 
shown in Figure 3.9. Changes of the PL decay rate occur within ~10 % but do not appear 
to follow a systematic dependence on solvent polarity, unlike the PL spectra. The 
spectrum of the small dimer 2 is red-shifted compared to other compounds regardless of 
solvent, and the decay lifetime of 2 is also higher by more than 15% in all four solvents 
compared to the monomer. We therefore conclude that excited-state interactions must 
account for at least some of the spectral changes of 2 with respect to the monomer or the  
 
 
Figure 3.9 Normalized solution emission spectra of molecules 1, 2, 4, 5 in hexane 






We note that 2 shows a smaller overall solvatochromic effect than the other 
compounds. There are two ways to interpret this observation. First, the delocalization in 
the excited state associated with the formation of the excimer could reduce the overall 
molecular polarity, thus lowering the solvatochromic effect. Secondly, the local fields of 
the side groups responsible for dipole formation interact with each other, leading to a 
decrease in dipolar anisotropy and thus a reduction in the overall dipole of the molecular 
dimer. At present, we see no obvious way to disentangle these effects, and therefore 
conclude that both “solid-state” (i.e., intramolecular) solvatochromic effects and excimer 
formation occur at the same time. We note that the mechanism of intramolecular 
solvatochromism, i.e., the change of effective molecular dipole by interaction with polar 
entities nearby, is usually ignored in the discussion of intermolecular interactions, such as 
those occurring in high-pressure spectroscopy, where pressure is found to induce a red 
shift and broadening in the emission of conjugated polymers.257  
3.6.3 Fluorescence Depolarization 
For direct comparison of the anisotropy decays of the five compounds under study, 
we plotted the decay curves together in Figure 3.10. It is obvious that monomer 1 shows 






Figure 3.10 Fluorescence anisotropy decay for dilute solutions of the monomer 1, closed 
dimers 2-4 and the open dimer 5.  
 
3.6.4 Experimental methods 
The solvents and Zeonex were used as received without further purification. Sample 
solutions were prepared by dissolving molecules in reagent-grade chloroform (<10-7 
molar concentration) for absorption and time-resolved spectroscopy measurements at  
room temperature. 
UV-Vis absorption spectra were recorded by a Perkin Elmer spectrophotometer. PL 
was excited by a frequency-doubled Ti:Sapphire laser source (Coherent Chameleon Ultra 




lifetime, and anisotropy decay were recorded with a streak camera system (Hamamatsu 
C5680) with a maximal time resolution of 4 ps. The anisotropy decay measurements were 
performed by tuning the polarization of the excitation beam in the horizontal and vertical 
direction using a λ/2 plate and collecting emission in the parallel and orthogonal 
polarization with respect to the excitation beam. 
Single-molecule samples were prepared by spin-coating a diluted toluene solution 
(<10-9 molar) blended with Zeonex on thin quartz substrates. The spectra were obtained 
in a home-built microscopy setup operating at 5K. 
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CHAPTER 4 
 
EXCITON STORAGE IN CDSE/CDS TETRAPOD SEMICONDUCTOR 
NANOCRYSTALS: ELECTRIC FIELD EFFECTS ON EXCITON AND 
MULTIEXCITON STATES 
Colloidal nanocrystals are known to exhibit electric field induced intensity quenching 
through the quantum confined Stark effect. Consequently, excitons are separated and 
stored in nanocrystals with an external electric field. As efficient model light-harvesting 
systems, heterstucture nanocrystals are ideal for population of multiexcitons at high 
excitation density. In this chapter, the decrease of field induced quenching of emission of 
CdSe/CdS tetrapod nanocrystals with increasing excitation density is revealed. Saturation 
of trap states which are the storage sites of excitons is proposed to cause the saturation of 
quenching at high excitation density. No field induced effect is observed on multiexcitons 
with fast decay rates, such as the biexcitons and triexcitons.  
This chapter is based on a manuscript submitted to a scientific journal, which is 
coauthored with Nick J. Borys, Jing Huang, Dmitri V. Talapin and John M. Lupton. 
Subheadings are added for structural clarity and are not part of the submitted manuscript. 
4.1 Abstract 
CdSe/CdS nanocrystal tetrapods are interesting building blocks for excitonic circuits, 




nanoparticle along with the electronic structure which favors electron delocalization 
between the two semiconductors suggests that all particles should adopt an orientation 
relative to an external electric field so that excitons can be dissociated and stored, to be 
released at a later time. While this approach, in principle, works and fluorescence 
quenching of over 90 % can be achieved electrically, we find that discrete trap states 
within the CdS are required to dissociate and store the exciton. These states are rapidly 
filled up with increasing excitation density, leading to a dramatic reduction in quenching 
efficiency. Charge separation is not instantaneous on the CdS excitonic antenna in which 
light absorption occurs, but arises from the relaxed exciton following hole localization in 
the core. Consequently, whereas strong electromodulation of the core exciton is observed, 
the core multiexciton and the CdS arm exciton are not affected by an external electric 
field. 
4.2 Introduction 
Semiconductor nanocrystals are frequently cited for their versatile optoelectronic 
properties,20 yet surprisingly little is known about the excited states and their dynamics in 
the presence of an external electric field. In general, these states can be categorized as 
either quantum confined band states, or localized states, commonly referred to as traps, 
which are typically attributed to nanocrystal imperfections such as crystal defects and 
surface states. In particular, due to the large surface to volume ratio, nanoparticles are 
susceptible to the influence of surface defects, such as dangling bonds, which are capable 
of localizing charge.15,75,258-260 Such charge localization can influence the electronic 
structure of the particle, to a first approximation by the quantum-confined Stark 




fluorescence intermittency.13-15,75,215 One of the unresolved issues is how surface charge 
and surface traps in quantum dots relate to the underlying mechanism of blinking.13,15,90,91 
It has generally been assumed that digital blinking arises as a consequence of charging of 
the nanoparticle and an associated increase in the nonradiative Auger recombination 
rate.13,183 The strong reduction of blinking in larger particles, most notably in vapor 
phase-grown self-assembled structures,46 appears to support this conclusion, as does the 
sensitivity of fluorescence intermittency to surface modification and the 
environment.34,262 Yet recent experiments have challenged a direct link between Auger 
recombination and blinking, since the dark quantum dot state does not necessarily exhibit 
the dramatic reduction in fluorescence lifetime indicative of increased nonradiative 
decay.91 Clearly, surface traps can play a crucial role in quantum dot emission, which is 
readily visualized by considering the long-time luminescence decay dynamics.88,182 Much 
like in the case of amorphous organic semiconductor films,263 these transients in 
ensemble systems tend to follow power laws of the same exponent as the intermittency 
histograms recorded for single particles,191,192 suggesting a direct link between blinking 
and trap filling. 
We recently demonstrated that the charge-separated state in semiconductor core-shell 
nanorod structures can be exploited to electrostatically store excitation energy for over 
105 times the fluorescence lifetime by spatially isolating the electron and hole of the 
exciton.16 The storage mechanism can be described as a reversible transition between a 
direct radiative and an indirect nonradiative exciton state.21,207,209,212,264 This nonradiative 
state is more reminiscent of spatially charge-separated excitations in coupled quantum 




triplet excitons in molecular semiconductors.64,83,130 Given the common assumption that 
charge separation should lead to charging of the quantum dot core, making it nonemissive 
by the Auger mechanism,13 it is not clear how the proposed electrostatic formation and 
long-timescale storage of charge-separated excitons arises. Here, we describe a detailed 
study of exciton storage in CdSe/CdS tetrapod structures, with the aim of identifying the 
effects of the electric field on the excited state thermalization and the consequences for 
both the light-harvesting process from the tetrapod arms, as well as multiexciton 
formation and relaxation in the nanocrystal. Exciton storage is found to be due to discrete 
localized states (i.e., trap sites), which fill up with increasing excitation density. 
However, the external electric field is unable to store multiexciton states, thus suggesting 
that the electrical manipulation of the excited state carrier location within the 
nanostructures is not an instantaneous process and is slower than the relaxation time of 
multiexciton states. This control mechanism of carrier location and single exciton lifetime 
offers routes to designing building blocks for excitonic circuits and opens a direct 
spectroscopic window to surface trap states which play a crucial role in the photophysics 
of these materials.  
4.3 Results and Discussion 
4.3.1 Dependence of Quenching on Excitation Density 
A transmission-electron micrograph of the CdSe/CdS tetrapod nanocrystals used in 
this study is shown in Figure 4.1a alongside a one-dimensional schematic depicting both 
the quantum confined band states and a distribution of traps states of a CdSe/CdS 
nanocrystal with and without an external electric field applied. The tetrapod structures are 




four arms of ~30 nm in length and are particularly appealing for investigations of the 
effect of electric field manipulation. The bulky arms effectively prevent aggregation 
between cores, which cannot be fully excluded in the CdSe/CdS sphere-rod structures 
studied previously.16 With the tetrapods, one can therefore be certain that electric field 
effects arise purely from the intraparticle electronic structure, and not from bulk-like 
interactions between particles. Secondly, the absorption cross section of the CdS arms in 
the UV, where optical excitation occurs, is over 300× larger than that of the CdSe.49 
Efficient relaxation of excitons generated in the arms to the core therefore enables the 
generation of very high excitation densities within the cores,76,77,99 leading to the 
formation of emissive multiexciton states.81,97,99,265,266 In addition, the greater level of 
symmetry of the tetrapods compared to nanorods suggests that tetrapods should be more 
facile for separating the electron and hole of the exciton: only nanorods with preferential 
orientation in the electric field will allow exciton storage, whereas for the tetrapods, all 
electric field orientations should lead to carrier separation.  
We studied the nanosecond to microsecond photoluminescence (PL) dynamics of the 
tetrapod nanocrystals with and without an external electric field applied. Measurements 
were conducted under vacuum at both room temperature and 25 K. Figure 4.1b displays 
the basic capacitive device geometry employed, as described previously,16 consisting of 
two electrodes with insulating layers to prevent charge injection, and a spin-coated 
dispersion of the nanocrystals in polystyrene. We note that great care has to be taken 
when choosing deposition rates and the overall thickness to prevent the formation of 
pinholes which can lead to current breakdown of the device. In addition, the high pulse 




minimize background emission from the glass. The luminescence of the device was 
excited by a pulsed solid state laser operating at 355 nm with 700 ps pulse lengths and 
variable (typically 200 Hz) repetition rate and pulse energy (up to 100 J). Electric fields 
were applied to the device either by static (Keithley 2400 source meter) or by a pulsed 
voltage source (Agilent 8114A pulse generator), and the emission was dispersed with a 
spectrometer and recorded with a gated intensified charge-coupled device camera (Andor 
iStar). Figure 4.1c shows the relative change in emission intensity, or quenching 
efficiency, as a function of electric field. The quenching efficiency is defined as the field-
induced reduction in PL emission normalized to the unperturbed emission intensity 
 = 1 - IE≠0/IE=0).  For low fields, the fluorescence quenching appears to follow a 
linear relationship, in contrast to the parabolic dependence reported for CdS 
nanocrystals.214 This different functional dependence on field strength may arise from 
both the intrinsically different electronic structure of the heterostructure, as well as the 
different geometry of the tetrapod. Above 0.5 MV/cm the quenching efficiency begins to 
saturate and reaches a maximum of 95 %. Thus, at most, only 1 in 20 tetrapods are not 
affected by the external electric field, suggesting that suitable carrier separation and 
electrostatic control of photoluminescence is possible in nearly all of the individual 
nanocrystals. The quenched PL can be recovered in part by removal of the electric field 
in a pulsed experiment, which can be seen in Figure 4.1d where the luminescence decay 
is plotted on a double-logarithmic representation following a laser pulse at time zero. The 
black curve shows the emission decay at zero field, which follows the expected power-
law dependence.182 Under application of an electric-field pulse up to time 100 ns, the 





Figure 4.1 Separation and storage of excitons in an electric field. (a) Transmission 
electron micrograph and schematic of the electronic structure of CdSe/CdS core-shell 
tetrapods in and out of an external electric field where the dashed lines represent 
localized states while the solid lines depict the quantum-confined band states. (b) 
Structure of the device enabling time-resolved electromodulation of the fluorescence. (c) 
The PL quenching efficiency as a function of applied external electric field (i.e., device 
bias) shows an initial linear dependence followed by saturation. The pink line serves as 
guide of eye of a linear relationship.  (d) The time-resolved PL within the electric field 
shows substantial quenching but the same power-law decay dynamics, followed by an 
intensity overshoot upon removal of the external field. (e), (f) Corresponding emission 





almost an order of magnitude. Removal of the field at time 100 ns leads to a 
recombination burst as separated charge carrier pairs stabilized in the external field can 
now recombine: excitons can be stored electrostatically in the tetrapods. The 
corresponding emission spectra under quenching and overshooting are shown in Figures 
4.1e and 4.1f, respectively, and do not exhibit any dramatic difference to the unperturbed 
emission spectra, demonstrating that emission in all cases arises from the same quantum-
confined CdSe excitonic species. 
To gain better insight into the electronic states involved in the exciton storage 
process, we probe the effect of excitation density on the quenching efficiency of the CdSe 
core emission as shown in Figure 4.2. We find a strong dependence of the electrostatic 
fluorescence quenching efficiency on the excitation density per laser pulse. Figure 4.2a 
shows the PL intensity as a function of excitation density under different external field 
strengths. For all external fields, the PL intensity follows the expected linear dependence 
on excitation density over two orders of magnitude. Above 10 µJ/cm2, the dependence 
assumes a sublinear functionality which arises from the formation of multiexcitonic states 
and the associated increase in nonradiative Auger recombination.18,97,243,266 Figure 4.2b 
plots the quenching efficiency in the 2 ns window following the laser pulse as a function 
of excitation density for three different field strengths. While the field strength affects the 
initial, maximum quenching amplitude, all three curves show the same functional 
dependence. Small excitation densities below 2 µJ/cm2 have a negligible effect on the 
quenching efficiency. Above this excitation density, however, the quenching efficiency 
of the device logarithmically approaches a minimum of almost 0 % over nearly 2 orders 









Figure 4.2 Dependence of PL intensity and quenching efficiency on excitation density at 
different external electric field strengths. (a) PL intensity dependence of the tetrapods on 
excitation density in the presence of different external fields where the black line depicts 
a linear relationship. (b) The PL quenching efficiency of the same device in 
corresponding external electric fields shows a logarithmic decrease with increasing 




excitation density (Figure 4.2a), the quenching efficiency saturates at this minimum 
value. Furthermore, the saturation point of ~200 µJ/cm2 is ubiquitous for all three of the 
external field strengths suggesting that it is an intrinsic property of the tetrapod ensemble 
and that significant quenching of the exciton can no longer occur, regardless of the 
electric field strength. We did not observe any significant change of the quenching 
functionality with temperature (from room temperature down to 25 K) or laser repetition 
rate thus excluding the possibility of quenching through the formation of local space 
charge that shields the external field. Furthermore, while only one representative device 
is shown here, such a logarithmic dependence of the quenching efficiency on excitation 
density was seen in all of the devices tested. We therefore conclude that the quenching 
efficiency for tetrapod CdSe/CdS nanocrystals is dependent on the excited state carrier 
population, and propose that each nanocrystal has a distinct threshold population of 
excited state carriers above which additional excitations can no longer be quenched. 
By delaying the electric field pulse with respect to the optical excitation, we are able 
to differentiate the contributions to the exciton storage effect of delocalized band states 
from those of localized trap states. Accordingly, we reverse the experiment and apply an  
electric field pulse following the laser pulse at times exceeding the exciton lifetime, thus 
specifically probing any long-lived trapped charges. In this way we can drive trapped 
charges, which are created due to spontaneous ionization of the exciton, to 
recombine,15,183,259,267 assuming that they have preferential orientation with respect to the 
electric field. Figure 4.3a plots the transient PL intensity for a device with and without an 
electric field pulse applied between times 1000 ns and 1800 ns after laser excitation. The 





Figure 4.3 Transient luminescence of a device for which the electrical pulse is applied 
after excitation by a laser pulse. (a) The recombination rate of intrinsically-generated 
trapped excitations is initially increased by the electric field pulse which promotes charge 
detrapping of carrier pairs with dipoles parallel to the electric field. (b) The relative 
intensity of the electrically-induced PL burst decreases with increasing excitation density 
due to the limited population of trap states in the individual nanoparticle. Inset in (b), the 
absolute area of the PL burst grows logarithmically with excitation density until it 
appears to saturate at large excitation densities. 
 
of the electric field pulse the luminescence rises by a factor of three, only to be quenched 
subsequently by an order of magnitude. After removal of the electric field, the usual 
overshoot occurs. The overshoot at the onset of the pulse can only result from detrapping  
of charges in the nanocrystal that is then followed by formation and relaxation of core 
excitons. As shown in Figure 4.3b, the relative area of the detrapping peak decreases 
logarithmically with excitation density in a similar fashion to the quenching of the 
luminescence (Figure 4.2b). Further, the absolute area of the detrapping peak shows a 
logarithmic growth which appears to also saturate at large excitation density as shown in 
the inset of Figure 4.3b. The remarkably similar dependence of the detrapping overshoot 
peak on excitation density to that of the PL quenching strongly suggests that the observed 




Consideration of the dynamics presented here for tetrapods in addition to our past 
work on nanorods,16,197 leads us to propose that the primary states responsible for the 
formation of these charge-separated excitons in the presence of an external electric field 
are the localized trap states,15,178,259,267,268 as opposed to the quantum-confined band states 
of the nanocrystal. The conduction and valence band offsets of CdSe and CdS are such 
that, to a first approximation, a quasi type-II heterostructure is formed (Figure 4.1a),12 
where the excited electron state spans the two materials while the hole state is confined in 
the lower-gap CdSe. Intuitively, one would therefore expect an external electric field to 
simply shift the center of the electron wave function out of the CdSe and into the CdS, 
thus reducing overlap with the hole and lowering the radiative rate and emission strength. 
One would also expect such an effect to depend on excited state carrier population due to 
increasing Coulombic repulsion with increasing population.81,97,99 However, careful 
consideration of the reduced overlap of the delocalized states in the presence of an 
electric field for nanorods of similar aspect ratio shows that this effect alone is unlikely to 
account for exciton storage on timescales orders of magnitude longer than the 
unperturbed exciton lifetime.16,197 Rather, the timescales presented here and in the 
nanorod work strongly suggest that localized defect or trap states with small oscillator 
strengths and long lifetimes are a crucial ingredient in the exciton storage effect reported 
for these CdSe/CdS systems. 
It is known that such localized states, or traps, can be present on the surface of CdS.56 
For example, a signature of these localized states is the increase of direct CdS exciton 
recombination in tetrapods of increasing arm length.243 In addition, it has been suggested 




CdS due to the strain arising from the lattice mismatch and the associated internal electric 
field.12 Such traps are apparently crucial for enabling long timescale electrical exciton 
storage through the electrostatic separation of the excited state carriers. This situation is 
equivalent to the case of exciton storage in coupled quantum wells.21,22,209 Furthermore, 
virtually all of the tetrapods must have such trap sites since, at low excitation density, the 
relative fluorescence quenching tends towards 100 % (Figure 4.1c). Once all of the 
suitable CdS trap sites are filled within an individual nanocrystal, any further excitons 
generated during the excitation pulse can no longer be stored; the CdSe core radiates 
unperturbed as it would in the absence of an external field. Strikingly, this observation 
also indicates that the separated carriers do not increase the nonradiative recombination 
pathways such as Auger recombination. Thus, it appears that neither the external electric 
field nor the separated carriers greatly affect the primary exciton states with short 
lifetimes.  
4.3.2 Impact of Electric Field on Multiexcitons 
To further probe the quenching and storage process on primary excitons, we address 
the question of the influence of the electric field on multiexciton states and the underlying 
relaxation mechanism from the arm to the core. Under conditions of sufficiently strong 
pumping, emission can result from CdS rod excitons243 or from CdSe core 
multiexcitons,81,97,265,266 in addition to the regular CdSe exciton. Due to the competition 
with nonradiative Auger processes, multiexciton states typically decay within a few 
hundred picoseconds.18,81,95,97,99 Figure 4.4 summarizes the electromodulated 
luminescence spectroscopy of the tetrapods at high excitation density. Multiple excitons 





Figure 4.4 Multiexciton emission from tetrapods at high excitation densities. (a) 
Simultaneous absorption of multiple photons in an individual nanoparticle can lead to 
emission either from the arm (XA), the core (X) or multiexciton states in the core such as 
the biexciton (XB) and triexciton (XT). (b) Comparison of gated picosecond luminescence 
spectra of nanocrystals in toluene solution (excitation with a 140 fs laser pulse, detection 
in a 0-40 ps time window) at high (black curve) and low (blue curve) excitation densities 
clearly reveals the spectral signatures of the multiexciton states. (c) Electric field 
quenching in devices is only observed in the core exciton channel, not for the arm exciton, 
biexciton, or triexciton. (d) Consequently, the stored excitation energy after removal of 






sketched in Figure 4.4a. Emission may then either occur directly from the arm (labeled 
XA, light blue), or from the core (orange) as a regular exciton (X) or a multiexciton state 
such as the biexciton (XB) or the triexciton (XT).
95,97,265 The four intraparticle species are 
clearly observed in time-resolved fluorescence spectra. Due to the fast decay of the 
multiexcitons, we employed a combination of femtosecond laser excitation with 
picosecond streak camera detection to clearly resolve the different features. Using pulsed 
excitation at 400 nm (pulse length 140 fs, repetition rate 80 MHz), Figure 4.4b illustrates 
the spectral signatures of the multiexciton states by comparing the PL spectrum of the 
tetrapods in a toluene solution in a 40 ps time window after excitation at high excitation 
density (9 µJ/cm2) to the spectrum at low excitation density (0.2 µJ/cm2). The PL 
spectrum at high excitation density shows three notable differences to that at low 
excitation density: (1) the main luminescence peak shifts ~10 meV to higher energies 
which is attributed to the Coulombic repulsion present in the biexciton formed;81,97 (2) a 
luminescence peak appears at ~580 nm which is assigned to the triexciton state;97,266 and 
(3) a luminescence peak at ~480 nm arises due to radiative recombintation in the CdS 
arms.243 The three visible peaks display the characteristic power dependence: linear for 
the arm emission, linear to sublinear for the core exciton, and quadratic for the core 
triexciton (data not shown). The small protrusion at 450 nm arises due to Raman 
scattering from the solvent.  
The same spectral features are visible in the nanosecond PL spectra of the thin-film 
devices, albeit with reduced amplitudes of the multiexcitons due to the longer optical gate 
length of 2 ns in detection using the intensified camera rather than the streak system. To 




triexciton emission could be clearly resolved, and sufficiently high electric field pulses to 
ensure substantial quenching. As Figure 4.4c reveals, application of the field only reduces 
the intensity of the main luminescence peak. All of the signatures of the multiexciton 
states (the CdS arm emission, the triexcition emission, and the spectral shift of the main 
peak due to the biexcition) remain. In contrast, upon removal of the electric field, the 
spectrum of the fluorescence overshoot (Figure 4.4d) loses all signatures of the 
multiexciton states and returns to the form seen under low excitation density. We 
therefore conclude that neither the arm exciton nor the core multiexciton states, which all 
have lifetimes less than a few hundred picoseconds, can be quenched or stored 
electrically. This observation further indicates that the quenching induced by carrier 
separation requires trapping of the excited carriers in localized states on timescales that 
exceed those of ultrafast carrier thermalization and multiexcition recombination.76,99 
Consequently, the excition storage is not an instantaneous electrostatic effect, in contrast 
to, for example, the quantum-confined Stark effect.269 Rather, the external field promotes 
the eventual localization of carriers to long-lived nonradiative states without drastically 
changing the ultrafast thermalization dynamics.  
We have demonstrated that the quenching and storage of excitons in CdSe/CdS 
nanocrystals arises from the presence of nanocrystal trap states which can be reversibly 
filled and emptied by the application of an electric field. Formation of such a charge 
separated state within the particle does not necessarily render it nonemissive, or else the 
saturation of electric field quenching at high excitation densities would not be 
discernible. In the context of unraveling the underlying mechanisms of quantum dot 




separated states within the single particle, which can reversibly feed the core exciton and 
can constitute a dominant mechanism for the recombination dynamics. 
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5.1 Summary of Scientific Contribution 
The rapid progress in nanofabrication powers numerous new devices from relatively 
mature organic solar cells24 and quantum dot laser,270 to purely conceptual single 
molecule transport junctions271 and nanocrystal based integrated circuits.209 The aim of 
these novel concepts is to demonstrate the capability of newly developed materials in 
achieving certain functions that might be used in future electronics. The application of 
organic pi-conjugated molecules and inorganic semiconductor NCs in various 
(opto)electronic devices requires the understanding of their properties under practical 
operating conditions in certain devices. Two of the conditions are investigated in this 
work: the presence of surrounding molecules and an external electric field. The results 
gained from this work should provide some guide to the future choices of materials and 
fabrication strategies of devices. 
5.1.1 Intramolecular Interchromophoric Interaction 
To study coherent and incoherent interactions between organic pi-conjugated 
molecules, an investigation is performed on a model molecular system consisting of 
dimers of various interchromophoric distances and orientations to mimic the actual 
intermolecular interactions in organic devices. A weak coherent interaction is observed in 




spectrum to the red and slows the PL decay rate due to the formation of an excimer 
between two chromophores.138 In dimers of larger interchromophoric distance, only 
incoherent interaction is observed. Despite the much closer intermolecular distance that is 
accessible in films, no signature of excimers is observed, which shows that the random 
cofacial stacking of molecules in films as reported in literatures is not likely to lead to 
formation of excimers or aggregates.109,148,168 
The incoherent interaction between molecules through FRET is useful for the probe 
of subtle changes in molecular structure when no immediate observables such as spectral 
shift or lifetime changes are available. A single dimer shows emission from only one 
chromophore, also in the case of a monomer due to incoherent energy transfer between 
the constituent chromophores, which indicates that an incoherently coupled 
dichromophoric molecule acts as a single emitter as confirmed by photon 
antibunching.200 When the geometric arrangement of the two chromophores in a dimer 
changes from parallel to unparallel, incoherent energy transfer results in depolarization. 
The systematic characterization shown here provides a comprehensive approach to probe 
molecular structure.  
5.1.2 Field Induced Effects 
Application of electric fields modifies the thermalization of charge carriers and 
generates indirect excitons that are electrostatically stored at the trap sites in colloidal 
NCs, which cause a reduction of emission intensity. Upon removal of the electric field, 
the quenched excitons can be partially recovered after being stored for several μs, which 
causes an overshoot of intensity due to recombination of the stored excitons. The relative 




saturation. At low excitation density, nearly 100% quenching of emission intensity is 
observed given a high enough electric field. As the excitation density increases, the 
relative quenching decreases following a logarithmic function with excitation density 
until it saturates at almost zero relative quenching. At various electric field strengths, the 
saturation is found to appear at the same excitation density, which disagrees with the 
popular assumption of field screening resulting from space charges.272 The assignment of 
saturation of trap states as the cause of reduced quenching at high excitation density is 
confirmed by observing the same logarithmic dependence of detrapping of excitons on 
excitation density.  The field induced detrapping of excitons also causes an overshoot of 
emission intensity at the onset of the electric field.  
The electric field shows no effect on emission of multiexcitons (biexciton and 
triexction) 63,97 and arm excitons 243 that are generated on tetrapods at high excitation 
density. This null effect is attributed to fast decay rates of multiexcitons and arm excitons 
since the electrostatic manipulation is not instantaneous.  
Field induced quenching of emission is also observed in organic pi-conjugated 
molecules due to the formation of separated indirect exciton. This quenching is increased 
in molecules of increased number of chromophores. A monomer consisting of a single 
chromophore shows zero quenching while a macromolecule of 12 chromophores shows a 
quenching that is close to that observed in polymers.28,216,224 This observation indicates 
that interchromophoric exciton separation is more efficient than the intrachromophoric 
separation, which also points to the significance of charge-carrier separation between 
polymer chain in pristine films. In contrast to colloidal NCs, increase of excitation 




5.2 Future Work 
It is rare to end a scientific work with ultimate conclusions and comprehensive 
answers to every question. More often, additional questions are raised or a different 
approach is found to be more suitable to tackle the actual problem. The results shown in 
this work should be seen as a step toward the final truth. During this work, some 
experiments are considered to be necessary to provide additional results to construct the 
full picture. Some of these include: 
 The 2 ns time resolution of the ICCD setup for the investigation of field induced 
quenching prevents the direct study of charge carrier thermalization under the 
influence of an electric field since the thermalization happens within a few hundred  
   ps.76,77,99 However, the missing information of how the electric field modifies the 
exciton transfer from arm to core and the role of trapping during this process is very 
important for explaining field induced intensity quenching and exciton storage. 
Transient absorption should be the right choice to study this process considering its 
high time resolution (a few ten fs) and the delay range from a few ten fs to a few 
ns.231 More conveniently, the transient absorption detects not only exciton species 
but also charge species which provides additional information about whether holes 
or electrons are localized at trap sites. 
 The storage of excitons excited by a single laser pulse did not generate a high 
enough exciton population to observe multiexcitons in the stored signal. However, 
the storage of excitons generated from multiple laser pulses might be able to reach 
this high exciton population. An electronic set up that allows triggering of multiple 




 The saturation of trap states is thought to cause the decrease of quenching in 
tetrapods. A control experiment to prove this statement can be done on tetrapods 
with increased number of traps by removal of organic ligands for passivation. 
Saturation of quenching at relatively high excitation density should be expected in 
these NCs. In a more controlled way, the doped NCs with intentionally implanted 
trap sites should be an even more interesting system to investigate for electrostatic 
exciton storage.178 
 A dimer consisting of different chromophores with high spectral overlap for FRET 
should demonstrate compelling results. For example, investigation of this type of 
dimers in single molecule spectroscopy will further prove the single emitter 
argument in Chapter 3 if only the low energy chromophore is observed. An open 
dimer of different chromophores will show correlated depolarization with spectral 
shift due to FRET.  
 Stronger excitation energy delocalization in smaller dimers might be an additional 
channel for exciton separation and intensity quenching in an electric field.  Similar 
to the case of core/shell nanorods of quasi type-II band alignment,72,197 the electric 
field can shift the wavefunction of the delocalized charge carriers and reduce 
electron-hole overlap in these dimers. 
In a broad sense, this work demonstrates the study of dynamics and electrostatic 
manipulation as effective ways to probe in-depth information in nanostructures. The use 
of model molecular systems offer a toolbox to study the complex intermolecular 
interaction in (opto)electronic devices. In colloidal NCs, the usually undesired trap states 




been studied for over 20 years, this work shows that a lot more can still be learned about 
their structural and optoelectronic properties. 
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