Online food recipes are an important source of information for many individuals, who use these to learn how to cook new dishes and choose their meals. However, these often lack structured information, useful to improve search and recommendation systems of food recipe websites, as well as calculate accurate nutritional information, which brings additional value to users. To solve this problem, FRIES was developed. FRIES automatically extracts the names, quantities, units and cooking methods for each ingredient in a recipe. The system uses mainly rule-based methods and achieves an average F-measure of 0.89 for the extraction of the cooking methods present in a recipe and an average F-measure of 0.83 for the extraction of associations linking cooking methods to ingredients. FRIES' results show that it can accurately and automatically extract information from cooking recipes. This information can be used to estimate the nutritional information of food recipes and support recommendation systems.
Introduction
Food recipes are part of the lives of many individuals. These documents are a source of information for learning how to cook new dishes and can be a valuable support in the food selection process. Multiple websites on the Internet offer thousands of recipes submitted by its users [1] . Most of these documents contain fields of structured information such as the title, ingredients list, and cooking instructions, allowing users to filter through the thousands of suggestions available according to personal needs and preferences.
However, the structured information available in these documents is usually not enough to obtain other relevant information, such as the nutritional value of the meal or the cooking method of each ingredient. This valuable information is often present in the recipe, albeit in an unstructured form. Retrieving and structuring the information available in a food recipe document allows for finetuned search, and to improve food recommendation systems [2] . Consequently, it serves as the basis of more accurate nutritional calculations, bringing further clarity on the nutritional content of the meal and overall effect on health and well-being [3] . Available related studies have focused on extracting a broad amount of information from recipes, with the goal of abstracting the recipe text into different types of representations [4] [5] , but few studies were found that attempt to extract this information at a more granular level, not strictly with the goal of representing the recipe but, instead, to serve as the foundation to extract further nutritional-related information.
The system presented in the manuscript, FRIES, is capable of extracting the name, quantity, units, applied cooking method and food preparation techniques of each ingredient in a recipe.
RELATED WORK
The tasks of extracting and structuring information in cooking recipes have been previously studied. Hamon and Grabar [6] propose a hybrid approach to extract ingredient information from recipes, combining lexical rules with a machine-learning model. The system operates over recipes that are not separated into different sections (e.g., the ingredients list is not separate from the preparation methods), which brings additional challenges for an information extraction activity in the domain. A machine-learning model is used to perform an initial extraction of this information, which is then combined with lexical rules to ensure higher precision and recall values for the extracted information.
Mori, Sasada, Yamakata and Yoshino [7] propose a pipeline comprised of machine-learning models to extract information from Japanese recipe text. The pipeline focuses on 4 major tasks: word segmentation, named entity recognition, syntactic analysis and predicate-argument structure analysis. The pipeline is capable of extracting ingredient names, quantities, units and their states, as well as utilized cooking utensils and actions. It is also capable of extracting associations between the different entities, even though these associations are generic.
Ueta, Iwakami and Ito [8] developed a recipe recommendation system for health-related issues capable of automatically extracting nutritional information. The system uses a cooccurrence dictionary which stores associations between different nouns and nutrients, compiled through web page crawling, to identify which nouns are most closely related to certain nutrients. A nutrient database is then used to identify which ingredients contain the largest amounts of a nutrient. This information is complemented with that of a nutritional information database to identify which recipes contain the most significant amount of those types of ingredients. These databases are used in conjunction with rules for extracting ingredient information, cooking methods, and associations between these two entities.
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PROPOSED SOLUTION
A food recipe is a set of instructions to prepare a dish, frequently separated in 3 sections: title, ingredients list, and preparation methods. FRIES aims at extracting information from recipes, by analyzing them to recognize the name, quantity and units (weight, volume, etc.) of each ingredient in a recipe, as well as determine the cooking methods (i.e., the methods that alter an ingredient's nutritional composition such as 'bake') and food preparation techniques (i.e. methods that alter an ingredient's state such as 'slice') applied, associating these to the ingredients.
The following sections describe the two tasks that compose the solution: extracting information from the ingredients list and the food preparation methods section of recipes.
INGREDIENT LIST INFORMATION EXTRACTION
The goal of the ingredients information extraction task is to obtain information regarding each ingredient's quantity, units, name and applied food preparation techniques. A line in an ingredient list is generally presented in the structure of Fig. 1 . 
Ingredient Quantities, Units and Names
Since the structure of each line in the list does not vary significantly from the one presented in Fig. 1 
Food Preparation Techniques
The approach described in the previous sub-section was complemented to extract additional information. Rules were used to recognize food preparation techniques in the recognized comments entity of the ingredients line. The implementation consists in lemmatizing this information and comparing it to a dictionary consisting of the most widely used food preparation techniques in Western cuisine. This dictionary was compiled from different sources [9] 
RECIPE PREPARATION METHODS INFORMATION EXTRACTION
The preparation methods information extraction task intends to retrieve information regarding the cooking methods used in the recipe and to associate these with the respective ingredients. During this phase, the food preparation techniques and the associations to the respective ingredients are also extracted.
The structure of a sentence in the preparation methods of the recipe can vary significantly. As such, the application of a machine-learning technique in this section would require a large amount of annotated domain data to achieve acceptable results. Since a dataset with the required annotations was not available, rule-based approaches were applied to extract the described information. To support the development, a dictionary of the most common cooking methods was compiled for the domain using different sources [9] [10][11].
Cooking Methods
To extract the cooking methods of the recipe, the instructions were segmented into individual sentences, and each sentence into separate words. Each word was then part-of-speech tagged and lemmatized using the systems described in [12] and [13] , respectively. Two lexical rules are then applied. The first recognizes cooking techniques tagged as verbs, whose lemma matches the domain dictionary. The second recognizes cooking techniques whose non-lemmatized form is found in the domain dictionary. This last rule is used to reduce common part-of-speech (PoS) errors when dealing with imperative sentences, the most common type of sentences in this domain [14] .
Ingredient and other Entity Associations
The extraction of the associations between the cooking methods and ingredients present in the preparation methods text of the recipe was done using a rule-based approach. In addition to the segmentation and PoS tagging performed in the previous step, an analysis of the grammatical structure of each sentence was performed using a dependency parser.
Figure 2. Example of two separate instructions in the instructions text of a food recipe.
When analyzing the association of ingredients and cooking methods, it was found that the cooking method applied to an ingredient commonly appears immediately after its first occurrence. Fig. 2 shows an example of this. Extracted cooking methods also commonly appear in the recipe's title, and are associated with ingredients when accompanied by a compound or adjectival modifier that matches an extracted ingredient (e.g. "boiled cabbage"). Finally, cooking methods often have a direct object or nominal modifier relationship which match ingredients (e.g. "Fry the scallops and eggs").
For the extraction of associations between food preparation techniques and ingredients, we noted that the food preparation technique associated to the ingredient generally appears close to the ingredient. For the example shown in Fig. 2 , it's possible to observe that the food preparation technique "Blend" is applied to the ingredients "chicken", "cauliflower" and "broccoli". Two similar rules to the ones described in the previous paragraph were applied to associate food preparation techniques to ingredients that have appeared before a food preparation technique in the recipe's instructions.
EVALUATION
Experiments were performed in real recipe texts in order to evaluate the performance of the different components of the system. The experiments are detailed in this section. 
Experimental Settings
We compiled a small recipe corpus annotated with NEs specific to the recipe text domain in order to train, validate and test the system. The corpus consists of 100 recipes randomly selected from a Kaggle dataset 3 . Table I shows the characteristics of the full annotated corpus. The corpus was split into a train, validation and holdout set in 35/25/40 percentages. The rules of the system were developed using the train set, prediction errors were identified with the validation set, and the holdout set was used to assess the generalization of the errors. Since no similar work was found for comparison, the results were validated against a baseline established for each component.
The baseline used for the components relative to the extraction of the cooking methods present in a food recipe was the implementation of each of the components as described in Section 5.1, but without the use of any rules that attempt to correct mistakes made by the used PoS tagger. The baseline's results and the results for the final implementations of the cooking methods and food preparation techniques extraction components are shown, respectively, in Tables II and III. The baseline used for the components relating to the extraction of the ingredient associations in a food recipe was the implementation of each of the components as described in Section 5.2, but without the use of any information relating to the dependency parsing of the recipe. The baseline's results and the results for the final implementations of the association of each ingredient of a recipe to its applied cooking method and food preparation techniques components are shown, respectively, in Tables IV and V. All the results correspond to the holdout set. The results show that it's possible to achieve high F-measures in the food recipe domain through the use of rule-based methods for different information extraction tasks. In the NE recognition task, the use of the different dictionaries was crucial, as most of the entities were included in these external knowledge sources, resulting in high F-measures. Additionally, the F-measure obtained for the extraction of the cooking methods is significantly higher than the one for the extraction of food preparation techniques, showing the importance of post-processing the PoS tags in imperative text. This approach works well for cooking methods, since verbs are not generally used as nouns, but the same is not true for food preparation techniques, where the verb is often used as a noun (e.g. the verb "slice" used as a noun in the sentence "Place the slice of ham over the bread."). In both tasks, a trade-off is made between precision and recall, since a higher recall allows reducing the accumulated error of the consequent association tasks which depend on these results. Spelling errors and annotation mistakes are other issues present in these tasks.
Discussion
For the tasks concerning the association of ingredients to food preparation techniques, the high precision may be explained by the fact that, for the holdout set, nearly all food preparation techniques applied to an ingredient are either mentioned in the ingredient's line or in the same line of the preparation methods text where the ingredient is referenced, making these associations relatively easy to extract. This is not the case for associations relating to cooking methods, hence, the lower overall precision for the task. The main issues found related to association tasks are 1) the accumulated error from the NER tasks reflected in the recall value, and 2) the dependency parsing, which is influenced by errors in the PoS tagging, reflected in the precision and recall values. This is also noticeable by comparing the baseline and final versions shown in Tables IV and V . These improve with the use of additional dependency parsing information, even though this information is not particularly accurate. Spelling errors, annotation mistakes and linguistic ambiguities are other issues present in these tasks.
CONCLUSIONS
Extracting additional information for food recipes can be important and brings additional value to end users of websites that offer food recipes, be it through an improved recommendation system and search engine or through more accurate nutritional information of the recipe. The developed system achieves the established goals and, as such, is capable of extracting and structuring this information accurately. The system shows promising results for each of the NER and association tasks performed, achieving F-measure values around 0.9 for all but one of the extraction tasks.
However, there are several shortcomings present in the system that can be improved. Utilizing a part-of-speech tagger built for use on imperative sentences would improve the results achieved across the different tasks, as errors in the tagging were often the most influential points of attrition in the system. A more rigorous and extensive annotation process by a team of individuals wellversed in the recipe text domain, as well as the use of a flow graph to describe the recipes, primarily to improve the results of the associations tasks by defining each ingredient's state after each step, would also bring further improvements. Lastly, the extension of the system's features to include the automatic estimation of the nutritional values of a recipe, in conjunction with a food composition database, would bring further value to the system.
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