Abstract. The paper presents conditions on entry permutations that induce asymptotic freeness when acting on Gaussian random matrices. The class of permutations described includes the matrix transpose, as well as entry permutations relevant in Quantum Information Theory and Quantum Physics.
Introduction
The transpose is probably the most known matrix transformation given by a permutation of entries. The connection between the transpose and asymptotic free independence was established in [8] , when we showed the (at that time surprising) result that unitarily invariant ensembles of random matrices are asymptotically free from their transposes.
In the recent years, other matrix transformations given by entry permutations become relevant in the literature. Such examples are the partial transposes, in Quantum Information Theory (see [5] , [1] , [2] ), and the 'mixing map' from Quantum Physics (see [7] , [3] ). The present paper gives, at least for the case of Gaussian random matrices, a unitary treatment of all these transforms. It is shown that they are part of a much larger and easy to describe category of entry permutations that induce asymptotic free independence. The combinatorial techniques developed in this paper were further utilized in [11] and [12] , in the study of random matrices with entries in non-commutative algebras.
The paper is organized as follows. Second section presents the framework and two combinatorial results, Lemmata 2.3 and 2.5, that are utilized later for the main results. To be noted, the definition of asymptotic freeness used here, Definition 2.1, requires the existence of limit distributions, same as in [8] ; though, it is possible to build a similar theory without this requirement. Third section presents results that apply to entry permutations which preserve self-adjointness. IN particular, the above-mentioned transpose and partial transposes are falling in this category. Under such entry permutations, the distribution of a Gaussian random matrix remains unchanged. The main results, Theorem 3.1, gives an easy to define class of such entry permutations that induce asymptotic freeness. In particular, the case of partial transposes is addressed in the second part of the this section. The forth section is addressing a different class of entry permutations, when the least of the self-adjoint structure of Gaussian random matrices is preserved. More precisely, o(N 2 ) entries preserve their raw or their column after being permuted and taking the adjoint (see Lemma 4.1 and Theorem 4.2). We show that the asymptotic distribution of the permuted matrices is circular and that asymptotic freeness is induced by a class of permutations similar to the one in the previous section.
Preliminaries
Throughout this paper, by a random matrix we will understand, as in [10] , a matrix with entries in the * -algebra
where (Ω, P ) is a probability space; the expectation will be denoted by E (i.e. E(·) = ·dP ) and the * -operation is the complex conjugate. If N is a positive integer, we shall denote by [N ] the ordered set {1, 2, . . . , N }, respectively by [±N ] the set {1, −1, 2, −2, . . . , N, −N }. The group of permutations on the set of couples [N ] 
2 ). For A a N ×N random matrix and σ a permutation from S ([N ] 2 ), we shall denote by A σ the N × N random matrix with each (i, j)-entry equal to the σ(i, j)-entry of
In particular, if t ∈ S([N ]
2 ) is the permutation given by t(i, j) = (j, i), then A t is the usual matrix transpose of A.
Within the paper, by a noncommutative probability space it will be understood a pair (A, ϕ) where A is a unital * -algebra over C and ϕ : A → C is a positive conditional expectation. No explicit assumptions will be made on a C * -or von Neumann structure on A, nor on the traciality of ϕ.
random matrices such that each A k,N is of size N × N is said to be asymptotically free if there exists a non-commutative probability space (A, ϕ) and a free family {a 1 , a 2 , . . . , a M } from A such that, for any positive integer R and any R-tuple
R we have that lim
In particular, the definition above requires the existence of the joint limit distribution of the family A. Suppose that, for each positive integer N and each
2 ). The next results will discuss the expression
For that, we will use, via the free and classical Wick's formulae (see [4] , [6] ), the connection between the Gaussian, respectively semicircular random variables and pair partitions on an ordered set. To simplify the notations, the index N will be omitted when there is no confusion. Also, with the convention i m+1 = i 1 , denote by I(N, m) the set
Developing the trace and using Wick's formula (see [6] ), we obtain
we have that
Lemma 2.3. With the notations from above, if π is a crossing pairing, then
Proof. Through a circular permutation, we can suppose, without restricting the generality, that (1, b, c, d ) is a crossing of π. Next we will define the sets {P k } 1≤k≤
is given as follows. We put a(1) = 1 (hence P 1 = {1, c}), let B k = {l : b < k ≤ c and l / ∈ P k } and 
Moreover, r has the property that b − 1 and b + 1 are elements of P r−1 . To see that, note first that Figure 1 . In the diagram above, (1, 5, 10, 12) a crossing, and
For the next step of the proof, we need to introduce more notations. First, if
With this notation, define
The notations above are coherent, since P m
So it suffice to prove that
In order to show (2), note first that the set I(N, m) satisfies the following properties (by convention, i ±(m+k) = i ±k ):
Indeed, note that if
In particular, i p+1 is uniquely determined by (a 1 , a 2 ), that is (x 1 , x 2 ) is uniquely determined by the triple (a 1 , a 2 , i p+2 ) so the property (p.1) follows.
Similarly, (i p+1 , i p+2 ) = σ 2 there exist at most one couple (x 1 , x 2 ) such that there is some
and
This follows because if v(π, − → σ ,
which is equivalent to
In particular, for p = 1, property (p.4) gives that
Next, remark that properties (p.1), (p.2) and (p.4) give that
To prove (4) it suffices to show that given − → α an element of A k , there exist at most N 4-tuples (
4 such that there exist some
Furthermore, property (p.4) gives that for each couple (y 1 , y 2 ) there exist at most one couple (y 3 , y 4 ) such that
. Therefore the proof of (4) is complete. Equations (3) and (4) give that
So, to complete the proof of Lemma 2.3, it suffices to show
To prove (5), fix − → α ∈ A r−1 and we shall prove that there exist at most one 4-
4 such that there exist some 2 ). We define
With the notations in this section (equation (17), Definition 2.4) we have the following result. Proof. We shall use similar ideas and techniques as in proof of Lemma 2.3. First, through a circular permutation, we can suppose, without restricting the generality, that k = 1.
Let a(1) = 1, P 1 = {1, 2} and, inductively,
Example 3. In the diagram above, P 1 = {1, 2}, a(2) = 3, P 2 = {1, 2, 3, 6}, a(3) = 4, P 3 = {1, 2, 3, 4, 5, 6}, a(4) = 7 and a(5) = 8.
In particular, P m 2 = [m] and for each k > 1 we have that
As in the proof of Lemma 2.3, define 2 such that there exist some
. On the other hand, property (p.4) gives that for each (x 1 , x 2 ) there exists at most one couple (y 1 , y 2 ) such that there exist
, it suffices to show that
4 : there exist some
with and
Since A m 2 ⊆ I(N, m) gives that i −1 = i 2 , we get that
and equation (7), hence the conclusion, follows from the asymptotic incompatibility of σ 1,N and σ 2,N .
We shall use Lemmata 2.3 and 2.5 for showing the main results of this paper, in the next two sections.
3. Self-Adjoint transforms and asymptotic freeness for partial transposes of Gaussian random matrices Theorem 3.1. Suppose that M is a positive integer and that, for each positive (8) lim
Henceforth, from equation (1), it suffices to show that
We shall prove (9) by induction on m. As before, in order to simplify the notations, the index N will be omitted. For m = 2, we have that π = (1, 2) and
Condition (c.1) gives that
N 2 and the property follows from condition (c.2).
For the induction step, note first that, according to Lemma 2.3, we may suppose that π is non-crossing. From traciality, via a circular permutation, we can suppose that (1, 2) is a block of π. Then π is the juxtaposition of (1, 2) and π ′ , some noncrossing pairing on [m − 2]. Moreover, from Lemma 2.5, we can further assume that f (1) = f (2), since lim
. . , i m , i m , i 1 ) ∈ I(N, m) and note that (with the notations before Lemma 2.3), the first factor of v(π,
, which cancels unless
But f (1) = f (2), so (11) is equivalent to i 1 = i 3 . In this case,
where
and property (9) follows from the induction hypothesis.
For the particular case when M = 2 and σ 1,N equals the identity, Theorem 3.1 has the following consequence. 
Then G N and G σN N are asymptotically semicircularly distributed and free. It is easy to give examples of permutations satisfying the conditions (c.1) and (c.2), as in the Remark below. Yet we will focus the next parts of this section on a partial transposes, a family of transforms with relevance in Quantum Information Theory (see [5] , [1] , [2] ). 
is asymptotically free semicircular.
Proof. Trivially, for each k, N , we have that
With the notations from Definition 2.4, we have that
On the other hand, if k = p, then
and the conclusion follows from Theorem 3.1.
Following [9] , we will define partial transposes as follows. Suppose that X is a bd×bd matrix with entries in some algebra A. We can see X as a b×b block-matrix,
with the entries X i,j being d × d matrices over A. We denote by
that is the matrix obtained by transposing each block of X, but keeping the positions of the blocks:
.
Equivalently, for each (i, j) ∈ [N ]
2 , there exist some unique α 1 , α 2 ∈ [b] and
i.e. the (i, j) entry of G is the (β 1 , β 1 ) entry of the (
With the notations above, we have the following. 
Proof. Let G be a N × N Gaussian random matrix. Since d and D divide N , so does their least common multiple M . So we can see G as a N/M × N/M block matrix, with each block entry a M × M random matrix. Let
(i.e. K is he set of indeces of entries from the (m 1 , m 2 ) block of size M × M of G), and let
We shall show that
For the first inequality in (13), note that, for
, we have that
and equation (12) gives that
We shall prove the second inequality from (13) in several steps. First, note that, for
Note that the second part of (14) implies
Let (i, j) ∈ K j ; then there are some unique
, that is the second part of (13). The conclusion follows by applying (13) to each of the
A consequence of Lemma 3.4 is the following. are asymptotically circularly distributed, therefore assuming that they are asymptotically free gives that
and the conclusion follows.
Non-selfadjoint transforms and circular distributions
Lemma 4.1. Suppose that for any positive integer N , G N is a Gaussian random matrix and µ N is a permutation from
and all other free cumulants of G µN N and (G µN N ) * cancel asymptotically.
. As before, in order to simplify the notations, the index N will be omitted when there is no confusion, i.e. we write G, µ, for G N , µ N .
Denote η = t • µ • t. From the definition of the free cumulants, it suffice to show that, for any m positive integer and any − → σ = (σ 1 , σ 2 , . . . , σ m ) with each σ k either µ or η, we have that (16) lim
So, using equation (1), it suffices to show that
If π / ∈ N C 2 (m), then (17) follows from Lemma 2.3. For π ∈ N C 2 (m), we shall use an inductive argument similar to the argument for equation (9) in the proof of Theorem 3.1. If m = 2, then π = (1, 2) and
and the result follows trivially from property (m.1).
For the induction step, we can suppose, as in the proof of Theorem 3.1, that π is a juxtaposition of (1, 2) and
, then property (m.1) and Lemma 2.5 give that V(π, − → σ ) cancel asymptotically.
If
As in the proof of Theorem 3.1, fix
and the proof of (17), hence of the lemma, is complete. (
Then the family G
is asymptotically free. In particular, if {µ N : N ∈ N} is a family of permutations such that each µ N satisfies properties (m.1) and
then G N and G µN N are asymptotically free.
Proof. Using the notations from the proof of Lemma 4.1 above, it suffices to show that equation (17) hold true when
But (21) implies that condition (ii) from the statement of the Theorem 4.2 is equivalent to:
whenever a = b, so the same argument as in the proof of Lemma 4.1 gives the conclusion.
Applying Theorem 4.2 to the 'mixing-map' from the Physics literature (see [7] , [3] ) gives the following result. We conclude this section with the following remark. 2 ) given by ω N,k (i, j) = (ϕ N (i + k 2 ), ϕ N (j + 2k 2 )).
Next, with the notations from Section 3, define
