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Reachability Queries with Label and
Substructure Constraints on Knowledge Graphs
Xiaolong Wan, Hongzhi Wang
Abstract—Since knowledge graphs (KGs) describe and model the relationships between entities and concepts in the real world,
reasoning on KGs often correspond to the reachability queries with label and substructure constraints (LSCR). Specially, for a search
path p, LSCR queries not only require that the labels of the edges passed by p are in a certain label set, but also claim that a vertex in
p could satisfy a certain substructure constraint. LSCR queries is much more complex than the label-constraint reachability (LCR)
queries, and there is no efficient solution for LSCR queries on KGs, to the best of our knowledge. Motivated by this, we introduce two
solutions for such queries on KGs, UIS and INS. The former can also be utilized for general edge-labeled graphs, and is relatively
handy for practical implementation. The latter is an efficient local-index-based informed search strategy. An extensive experimental
evaluation, on both synthetic and real KGs, illustrates that our solutions can efficiently process LSCR queries on KGs.
Index Terms—Knowledge graph, Reachability query, Label constraint, Substructure constraint.
F
1 INTRODUCTION
NOWADAYS, numerous highly formatted databases areutilized to construct domain specific KGs [21], reason-
ing on which is widely used in various applications, e.g.
criminal link analysis [15], [16], suspicious transaction de-
tection [12], e-commerce recommendation [10], etc. In such
applications, reasoning between two entities often relates
to the reachability queries with both label and substructure
constraints [16], [22], as KGs can be considered as edge-
labeled graphs.
For example, we model a financial KG as G, where (i)
each vertex represents a person; (ii) each edge e=(u, l, v)
correlates to an account transfer or a relationship from
vertex u to vertex v; (iii) the label l of e is either a timestamp
that corresponds to the transfer occurred time, or a social
relationship (e.g. friend-of, parent-of, married-to, etc.). In some
detection tasks, to verify the economic criminal relationship
between Suspect C and Suspect P , with the known infor-
mation: “An indirect transaction from C to P occurred in April
2019, in which one of the middlemen of the transaction and Amy
are married ...”, as depicted in Figure 1(a).
If the economic criminal relationship exists, a transaction
path p =< C, e0, v0, . . . , vk−1, ek,P > from C to P exists in
G as shown in Figure 1(b), where (i) l0, ..., lk represent the
labels of edges e0, ..., ek, respectively, and the timestamps of
l0, ..., lk are in April 2019; (ii) ∃X ∈ v0, . . . , vk−1, which is
one of the passing vertex of p, represents a person in G who
married Amy. Note that G could contain multiple married
couples, maybe only some of those couples could satisfy the
above conditions.
Moreover, such queries can also be used in a variety
of situations, e.g. traffic navigation [8], domain specific
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Fig. 1. A financial crime detection scenario query example.
anomaly detection [3], etc., asking the following question:
Can a vertex s reach to a vertex t by a path p, where the edge
labels in p are in a certain label set (label constraint), and p passes
a certain substructure (substructure constraint)?
Even though the label- and substructure-constraint
reachability (LSCR) queries on KGs are quite useful for
the above reasoning tasks, as far as we know, there is no
particular solution. The reason is that the LSCR problem is
much more complicated than the label-constraint reachabil-
ity (LCR) problem, originated in [6]. According to [6], there
are two kinds of techniques for LCR queries, online search
(DFS/BFS) and full transitive closure (TC) precomputing.
The former can be applied directly, for the LCR queries.
Assuming the input KG contains |V | vertices and |E| edges,
the time complexity of DFS/BFS applied in LCR queries is
O(|V |+ |E|), as the label constraint prunes the search space
of DFS/BFS. Unfortunately, the problem of LSCR queries
on KGs is too complex. As analyzed in Section 3, the time
complexity of implementing traditional BFS/DFS for LSCR
queris is about O
(|V |×(|V |+ |E|)) for the worst case. Thus,
the former techniques can hardly be adopted to solve our
problem.
The latter aims to precompute a full TC of the input
graph to answer LCR queries efficiently, but, the space
complexity of storing a full TC for a graphG isO(|V |2×2L),
where L is the label set of G. Hence, many works [6], [25],
[19] are proposed to reduce the space complexity of indexing
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an input graph. However, the indexing time complexity of
the above methods are too high to index a large KG, as
discussed in Section 3.2. Note that, in this paper, we do
not consider the approximate techniques of LCR queries,
e.g. [17], because KG reasoning applications require exact
results, like the above criminal detection scenario.
Contributions. In this paper, we provide a comprehen-
sive study of LSCR queries on KGs with efficient solutions.
Our work conquers the practical unbearable indexing time
of the traditional landmark indexing method [19], with a
local index. Plus, we overcome the inefficiency of the algo-
rithm (Section 4) that implements the subgraph matching
techniques for LSCR queries on KGs, by developing an
informed search strategy based on local index. With the
detailed experimental evaluation, our work could address
the LSCR queries on KGs efficiently.
Our main contributions are as follows:
- We first define the problem of reachability queries
with label and substructure constraints, which is the
basis of reasoning on KGs.
- We develop an uninformed search algorithm, named
UIS, for LSCR queries. It has a great potential for
practical implementation on general labeled graphs,
as UIS is not overly complex, and does not require
any of the characteristics of KGs.
- Then, we develop an intuition idea of implementing
SPARQL engines [1], called UIS∗, to address LSCR
queries and overcome the disadvantage of UIS. That
is because: (i) current KGs are based on the standard
of OWL [7] in the form of RDF [11], usually can be
accessed by SPARQL; (ii) a substructure constraint
can be expressed in SPARQL (Section 2).
- After that, we propose an efficient informed search
algorithm, i.e. INS, with a novel index, local index.
INS could break the fixed search direction of the
uninformed search algorithms, and could process the
vertices in the input KG with priorities, by devel-
oping two data structures as an evaluation function
based on the entries of local index.
- Finally, we conduct extensive experiments on both
real and synthetic datasets to evaluate the introduced
search algorithms. The experimental results show
that the informed search algorithm could address
LSCR queries on KGs efficiently.
The rest of this paper is organized as follows. The prob-
lem of LSCR queries on KGs is formally defined in Section 2.
We introduce UIS, UIS∗ and INS in Section 3, Section 4
and Section 5, respectively. The experimental results are
presented in Section 6. Finally, we draw a conclusion in
Section 7.
2 PROBLEM DEFINITION
We formally define the LSCR queries on KGs, with a table of
frequently used notations (Table 1) and two KG schematic
views (Figure 2 and Figure 3).
Knowledge Graph (KG). In essence, KGs [2], [18] are
graphs that consist of vertices and labeled edges. However,
different from normal edge-labeled graphs, KGs often cor-
respond to rich information of the real world, and the sizes
eg:workWith eg:Researcher
eg:Person
rdf:type rdf:instance
rdfs:range
rdfs:domain
rdfs:subclassOf
Walker
eg:workWith
eg:workWith
Taylor
Fig. 2. An example knowledge graph, which is formatted by RDFS.
of KGs are relatively large. For example, at the end of 2014,
Freebase [2] included 68 million entities, 1 billion pieces of
relationship information and more than 2.4 billion factual
triples. In practice, KGs are stored by RDF triples [11], and
formatted by RDFS [5] (RDF schema). RDFS defines a set
of RDF vocabularies (e.g. “rdfs:Class”, “rdfs:subClassOf”,
“rdf:type”) with special meanings, which could structure
RDF resources and format the knowledge representations.
From the perspective of graph classification, RDFS repre-
sents KGs as scale-free networks [20], in which the relative
commonness of vertices with a degree greatly exceeds the
average.
Figure 2 draws a simple KG with some RDF vocabular-
ies, in which (i) “eg:Researcher” represents a class of the re-
searchers in the real world; (ii) “eg:workWith” is an edge la-
bel entity, and the edges labeled by “eg:workWith” are inci-
dent to (“rdfs:domain”) and also points to (“rdfs:range”) an
instance of “eg:Researcher”; (iii) Taylor and Walker are real
persons and all researchers (instances of “eg:Researcher”),
who also work together (with the edges labeled by
“eg:workWith”). Certainly, in KGs, a vertex u corresponding
to real word instances has high degree, like “eg:Researcher”.
Besides, a class vertices, like “eg:Person” is more impor-
tant for the KG structure than an instance vertex, e.g.
“eg:Researcher”.
In a word, KGs are basically edge-labeled graphs, in the
form of RDF, and structured by RDFS. The formal definition
of a KG is demonstrated in Definition 2.1.
Definition 2.1. A knowledge graph G is a quadruple (V,E,L,
LS), where: (1) V is the vertex set of G and L is the edge
label set; (2) E ⊆ V ×L×V is the labeled edge set of G,
and for ∀e ∈ E, e = (s, l, t) is an edge from s to t with
a label l; (3) Let λ: E → L be a label mapping function,
i.e. λ(e) = l, then L = ⋃∀e∈E(λ(e)); (4) LS constains the
RDFS triples of G.
Note that, we illustrate the following definitions based on
an input KG G=(V,E,L, LS).
Label constraint. A label constraint in this paper relates
to a subset of L in the KG G, for example, in Figure 3(a), a
label constraint can be {friendOf, follows}.
Substructure Constraint. In order to define the sub-
structure constraints in the KG G, we first formalize a
variable-substructure γ in G as a triple (Vγ , Eγ , E?), where
(i) Vγ ⊆ V , Eγ ⊆ E and ∀(u, l, v) ∈ Eγ , u, v ∈ Vγ ; (ii)
E?=
{{(u, l, ?v)|u ∈ Vγ∧l ∈ L}∪{(?u, l, v)|v ∈ Vγ∧l ∈ L}},
and an element e in E? matches zero or multiple edges in
E. Then, the substructure constraint is defined as follows:
Definition 2.2. A substructure constraint S is referred to a
tuple (?x, VS , ES , E?), where (VS , ES , E?) corresponds
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TABLE 1
Frequently-used notations.
Notation Description
V(p) The vertex set of a path p.
L(p) The label set of a path p.
P (s, t) All the paths from a vertex s to a vertex t.
M(s, t) The CMS from a vertex s to a vertex t.
V (S,G) A vertex set, containing all the vertices in a KG
G that all satisfy a substructure constraint S.
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Fig. 3. A schematic view of a running example.
to a variable-substructure in G, and, ∃e ∈ E?, e is
incident to ?x or points ?x.
For instance, Figure 3(b) demonstrates a substructure con-
straint S0 of G0 in Figure 3(a), where S0 = (?x, {v3}, {},
{(?x, friendOf, v3), (v3, likes, ?y)}).
Note that, although the substructure constraints can be
defined in multiple ways, we only study the most widely
used one, in this paper, and the other forms can be derived
from this definition.
Reachability. For clarity, we let L(p) and V(p) denote the
label set and the vertex set of a path p, respectively, and let
P (s, t) represent the set of all the paths from a vertex s to a
vertex t. Obviously, if s reaches t, there is a path from s to
t (P (s, t)6=φ). We utilize symbol s t and symbol s9 t to
describe the reachability and non-reachability from a vertex
s to a vertex t, respectively.
Label-constraint reachability (LCR). Similarly, if a ver-
tex s reaches a vertex t under a label constraint L (denoted
by s L t), one path p form s to t exists, where each edge
label in p is an element of L, i.e. L(p) ⊆ L.
In contrast, given a label constraint L, if s L t, we say L
is a sufficient path label set. Furthermore, if ∀L′⊂L ∧ sL′9t, L
is a minimal sufficient path label set. For the collection of all the
minimal sufficient path label sets (CMS) from s to t is denoted
by M(s, t), and defined in Definition 2.3.
Definition 2.3. A collection of label sets M(s, t) is a CMS
from s to t, iff M(s, t) = {L(pi)|pi ∈ P (s, t) ∧ @pj ∈
P (s, t), i 6= j, such that L(pj) ⊂ L(pi)}.
For example, M(v0, v3)={{friendOf}} and M(v0, v4) =
{{friendOf, likes}, {advisorOf, follows}, {likes, follows}},
as shown in Figure 3(a).
Substructure-constraint reachability. Firstly, we say a
vertex u satisfies a substructure constraint S=(?x, VS , ES ,
E?), if we replace ?x with u whose result is still a substruc-
ture or a variable-substructure of G. For instance, for the
substructure constraint S0 (Figure 3(b)) and two vertices v1
and v2, the replaced results are depicted in Figure 3(c) and
Figure 3(d), respectively. As the replaced results of v1 and
v2 are a variable-substructure of G0, v1 and v2 satisfy S0.
Then, if a vertex s reaches a vertex t under a substructure
constraint S (denoted by s S t), there is a path p from s to t,
where ∃u∈V(p) and u satisfies S. For example, in Figure 3,
v0
S0 v4, v0
S0 v3 and v3
S0 v4.
Overall. Theorem 2.1 presents the condition for the exis-
tence of s
L,S t, which states that a vertex s reaches a vertex
t under a label constraint L and a substructure constraint
S. For example, in Figure 3(a), given a label constraint
L = {likes, follows}, v0L,S0 v4, while, v0L,S09 v3.
Theorem 2.1. s
L,S t in a KG G, iff, ∃p ∈ P (s, t), L(p) ⊆ L
and ∃u ∈ V(p) ∧ u satisfies S.
Proof 2.1. That can be easily proved by the above definitions.
Problem Definition. According to the above definitions,
we define the problem in Definition 2.4.
Definition 2.4. A LSCR query Q, on KG G=(V,E,L, LS), is
a quadruple (s, t, L, S), where s, t ∈ V , L ⊆ L, and S
is a substructure constraint of G. If s
L,S t in G, then the
answer of Q is true. Otherwise, the answer of Q is false.
Additional. For the KG G and a substructure constraint
S, we let V (S,G) denote a vertex set, which contains all the
vertices in G that satisfy the substructure constraint S.
Besides, a substructure constraint S can be expressed
by a SPARQL[24] query. For instance, S0 (Figure 3(b))
can be modeled as ‘Select ?x where{?x 〈fiendOf〉 v3.
v3〈likes〉?y.}”.
3 UNINFORMED SEARCH
The most straight-forward way of answering reachability
queries on KGs is the uninformed (blind) search strate-
gies [13]: DFS and BFS, which process an input query
with no additional information beyond that in problem
definition. Simply using label constraint to reduce the search
space, we can adopt DFS or BFS to solve LCR queries [6].
Unfortunately, LSCR queries are too complex, and nei-
ther DFS nor BFS can be utilized to such queries directly, as
they never revisit the passed vertices in the query process-
ing. For example, supposing a label constraint L={likes,
hates, friendOf}, in order to verify the existence of v3L,S0 
v4 in Figure 3(a), a search algorithm needs to walk on the
path p=<v3, likes, v4, hates, v1, friendOf, v3, likes, v4>,
because only v1 and v2 could satisfy S0.
To process a LSCR query Q=(s, t, L, S) on a KG G=
(V , E,L, LS), at least two procedures are required in DFS
or BFS. One searches in the space whose vertices can be
reached by s under the label constraint L; the another one
is executed only when the former discovers a vertex v that
satisfies the substructure constraint S, and runs from v to t
by walking on the vertices that can be reached by v under
the label constraint L. This process stops, when the former
stops, or the latter returns true.
Then, we analyze the time complexity of the
above process, assuming a substructure constraint
S=(?x, VS , ES , E?). The former procedure requires
O
(|V |(|VS |+ |ES |+ |E?|)+ |E|), as it runs in the space with
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Algorithm 1 UIS Algorithm(G, Q)
Input: G = (V,E,L, LS) represents a KG,
Q = (s, t, L, S) is a LSCR query.
Output: The answer of Q.
1: Let S be a stack with one element s
// The initial values in close are set to N
2: close[s]← SCck(s, S)
3: while S is not empty do
4: Take an element u from S
5: for each edge e = (u, l, v), l ∈ L, incident to u do
// We explore v in the following cases
6: if close[u] = T ∧ close[v] 6= T (case 1) then
7: Add v into S, close[v]← T
8: else if close[v] = N (case 2) then
9: Add v into S, close[v]← SCck(v, S)
10: if v = t ∧ close[v] = T then
11: return Q = T
12: return Q = F
evaluating whether each passed vertex can satisfy S or not.
Each invocation of the latter procedure needs O(|V |+ |E|).
We execute the latter up to |V (S,G)| times, which is less
than |V |. Hence, we summarize the time complexity in
Theorem 3.1.
Theorem 3.1. The time complexity of applying DFS/BFS is
O
(|V |×(|VS |+|ES |+|E?|+|V |+|E|)) = O(|V |×(|V |+|E|)).
Proof 3.1. It can be easily proved by the above discussion.
Due to the high time complexity of utilizing the above
techniques, we introduce a novel uninformed online search
strategy (UIS, Algorithm 1) for LSCR queries (Section 3.1),
which could be scaled on general labeled graphs, and pro-
vides a baseline for LSCR queries. After that, we discuss
the usability of adopting current LCR methods on our
problem (Section 3.2).
3.1 Baseline of LSCR Queries
The algorithm UIS(G,Q) starts with putting an element s
into a stack S (Line 1), and runs until S is empty (sL,S9 t,
Line 12) or s
L,S t is proved (Line 11). In UIS, we devise a
function SCck(v, S) to verify whether v can satisfy S. Fur-
thermore, in order to manage the recalling process of UIS,
we develop a surjection close :V→{N,T, F} as illustrated
in Definition 3.1.
Definition 3.1. A surjection close:V→{N,T, F} in a search
algorithm for LSCR queries is as follows: (i) initially,
∀u ∈ V , close[u]=N , which represents that u have not
been explored; (ii) if s
L,S u and s L u have been proved
by the search strategy, we set close[u] to T and F ,
respectively.
Note that, this surjection is used throughout this paper.
After setting close[s] to SCck(s, S) (Line 2), the loop
(Lines 5-11) takes an element u from S (Line 4), and pro-
cesses each edge e=(u, l, v) with the edge label l belonging
to L. Thus, the algorithm only traverses in the space that s
reaches to under L, i.e. s L u exists. We explore v in the fol-
lowing cases (Lines 6-9). (1) close[u]=T ∧close[v]6=T , which

1
3
2
Fig. 4. An UIS search tree, where we make a distinction between
close[v] = T (red) and close[v] = F (blue) by colors.
means that s
L,S u exists. As u L v and e=(u, l, v) ∧ l∈L,
s
L,S v exists so that close[v]=T . (2) close[u] 6=T∧close[v]=N ,
where, if SCck(v, S) returns true, i.e. v satisfies S, we set
close[v]=T (s
L,S v), otherwise, we set close[v]=F .
Analysis. In order to analyze the proposed algorithm,
we first introduce the search tree in LSCR queries.
For general consideration, in the following discussion,
we assume SCck(s,S) returns false, and loop (Line 3-11)
starts with close[s]=F . Figure 4 draws a search tree ex-
ample, in which, ∀v ∈ V , we make a distinction between
close[v] = T and close[v] = F , and mark them with colors.
In order to illustrate the vertex exploring process,
in Lines 6-9, we mark three edges with numbers 1,
2 and 3, which denote e1=(u, l1, v1), e2=(u, l2, v2) and
e3=(u
′, l3, v3), respectively. e1 and e2 appear, iff, in case 2,
SCck(v1, S)=true and SCck(v2, S)=false, respectively; e3
appears, iff, in case 1, we explore vertex v3. In contrast, the
edges in the search tree can only be generated in the above
three ways, because we only explore a vertex in case 1 and
case 2. We formally define the search tree in Definition 3.2.
Definition 3.2. A search tree of a LSCR query Q=(s, t, L, S)
is formalized as T, where (i) the root of T is s; (ii)
supposing NT denotes the node set of T, there is an
injection f : V→NT and, ∀u ∈ V , u points at most
two nodes vF and vT in NT; (iii) vF (close[v]=F ) and
vT (close[v]=T ) represent the states of v in close when
vertex v is passed by a searched algorithm.
Finally, we prove the algorithm correctness and the time
complexity in Theorem 3.2 and Theorem 3.3, respectively.
Theorem 3.2. (Correctness of Algorithm 1.) Q is a true query,
iff, UIS(G,Q) returns true.
Proof 3.2. (⇒) Q is a true query, iff, ∃p∈P (s, t) ∧ ∃v ∈ p
and v satisfies the substructure constraint S. Supposing
p=< s, e0, . . . , v, . . . , ek, t > and v is the first vertex in
p, where s L v, v L t and close[v]=T exist. As UIS has
the ability of recalling a vertex w, where the state of w in
close is F , the statement is obvious valid.
(⇐) If UIS returns true, a node vT exists in T. Thus, sL,S t,
and Q is a true query.
Theorem 3.3. The time complexity of UIS(G,Q) is O
(|V | ×
(|VS |+|ES |+|E?|) + |E|
)
, assuming S=(?x, VS , ES , E?).
Proof 3.3. The time complexity of function SCck(v, S) is
O(|VS |+|ES |+|E?|). We invoke such function up to |V |
times. Plus, UIS traverses G at most twice, according to
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Fig. 5. Sampling-Tree indexing time, where V is the vertex set of the
indexed graph, and D = |E|/|V | represents the graph density.
Definition 3.2. Hence, the time complexity of UIS tra-
verses G is O(|V |+ |E|). Thus, the statement is proved.
3.2 Analysis of LCR Methods
In this section, we first give a brief review of current LCR
methods, then discuss why such methods cannot be applied
on our problem.
Review. The problem of LCR queries is originated in [6].
They aim to address the high space complexity problem in
the graph full transitive closure (TC) precomputation, with
a tree-based index framework. This framework contains a
spanning tree (or forest) and a partial transitive closure of
the input graph, so that it can cover all the information of
full TC to response the LCR queries.
[25] decomposes an input graph into several strongly
connected components. For each component a local transi-
tive closure is computed, that is, they precompute all the
CMSs of every vertex pair in a local transitive closure. Then,
they transfer each component into a bipartite graph. For
the vertex pairs (u, v) that u and v are not in the same
component, both the CMSs from u to v and from v to u can
be found in the topological order of bipartite graph union.
That is, the CMSs of the vertices in different components are
also precomputed. Thus, the precomputed index contains all
the information of the full TC.
To our knowledge, the current state-of-the-art solution
of LCR queries is [19]. Given a label set L of an input edge-
labeled graph, they first choose k landmarks. For each land-
mark vertex v, they precompute all CMSs from v to every
vertex that v reaches. Besides, for accelerating LCR query
processing, they also index each non-landmark vertex with
b CMSs. Plus, let RL(v)={w∈V |v L w}, v is a landmark,
and ∀L ⊆ L, |L| ≤ |L|/4 + 1, they precompute RL(v) for
each landmark v, to accelerate false-queries.
Discussion. Even though such techniques are fast on an-
swering LCR queries, they cannot be scaled for indexing the
relatively large KGs, due to the prohibitively high indexing
time complexity.
Based on the report in [6] (Table 1 of [6] and Table 2 of
[6]), the indexing time of spanning tree increases linearly
with the increasing of the graph density D = |E|/|V |, as
depicted in Figure 5(a). Plus, the indexing time of spanning
tree exponentially grows as |V | grows, which is demon-
strated in Figure 5(b). When |V | = 100, 000 and D = 1.5,
the indexing time is about 106s≈11.57d.
[25] represents a baseline of [19], and, in [19], they
illustrate that [25] do not scale well on large graphs (|V | >
5.4k). Besides, the indexing time complexity of [19] is
O
(
(|V | log |V | + |E| + 2|L|k + b(|V | − k))|V |2|L|), where
k is the number of selected landmarks, b is the value of the
indexed entries for each non-landmark vertex. In the experi-
mental settings of [19], k=1250+
√|V | and b=20, so the time
complexity of [19] is equal to O(|E||V |2|L| + |V |222|L|).
Therefore, for a relatively large graph, the above meth-
ods can hardly be adopted.
4 IMPROVED UNINFORMED SEARCH
For a LSCR query Q=(s, t, L, S) on a KG G, UIS has to
evaluate each vertex of each search path p with the func-
tion SCck, until ∃v ∈V(p) ∧ v ∈ V (S,G) exists (v satisfies
the substructure constraint S). The time complexity of the
above operation highly depends on the given substructure
constraint S. Plus, UIS could not be accelerated by imple-
menting the techniques for LCR queries, as mentioned in
Section 3.2.
As substructure constraints can be formatted as SPARQL
queries (Section 2), we could obtain V (S,G) by im-
plementing SPARQL engines [1] rather than checking
the vertices in G one by one. Then, a LSCR query
Q can be solved by recursively verifying the existence
of ∃v ∈ V (S,G), s L v ∧ v L t. For example, in Fig-
ure 3, V (S0, G0)={v1, v2}. Then, for a LSCR query Q0=
(v3, v4, L0={likes, hates, friendOf}, S0), the query pro-
cess can be done throughout the sequence of verifying
v3
L v1 and v1
L v4.
Thus, in this section, we present the intuition idea of uti-
lizing SPARQL engines on our problem, named UIS∗ (Algo-
rithm 2). The algorithm description and analysis of UIS∗ are
demonstrated in Section 4.1 and in Section 4.2, respectively.
Note that, in this paper, we treat the elements in V (S,G)
as disordered, because existing (top-k) SPARQL engines [9],
[23] only can order the matched subgraphs with their own
properties.
4.1 Algorithm Description
In Algorithm 2, a global stack S is initialized with an
element s (Line 1), and used throughout the algorithm. The
surjection close is introduced in Definition 3.1. To be notice,
the definition of the UIS∗ search tree is same to Difinition 3.2,
the correctness of which is proved in Lemma 4.3.
Loop (Lines 3-12) processes each vertex v ∈ V (S,G),
with a function LCS(s∗, t∗, L,B) (Lines 14-24) to evaluate
the reachability from a vertex s∗ to a vertex t∗ under a label
constraint L. The value of parameter B is in the range of
{T, F}, where, if s∗∈V (S,G), B=T , otherwise, B=F . For
clarity, we draw two sequences of the search trees with an
assumption (g, h ∈ V (S,G) ∧ g L9 t), which are shown in
Figure 6 and Figure 7, respectively.
For general consideration, supposing s /∈ V (S,G) in the
demonstration of the UIS∗ running process. Thus, in the
first iteration of the loop, ∀v ∈ V (S,G), close[v] = N . We
process v in Lines 4-9, to verify the existence of s L v (Line 6
and Line 7). Such that, the function LCS is invoked with the
parameters s∗=s, t∗=v, L=L and B=F (s∗=s /∈V (S,G)).
Since B = F , function LCS only explores the vertices w
with close[w] =N (case 2, Line 20) and change the state
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Algorithm 2 UIS∗ Algorithm(G, Q)
Input: G = (V,E,L, LS) represents a KG,
Q = (s, t, L, S) is a LSCR query,
V (S,G) is obtained by a SPARQL engine.
Output: The answer of Q.
1: Let S be a global stack with an element s
2: close[s]← F // The initial values in close are set to N
3: for each vertex v in V (S,G) do
4: if close[v] = N then
5: if v = s or v = t then
6: return Q =LCS(s, t, L, F )
7: else if LCS(s, v, L, F ) then
8: if LCS(v, t, L, T ) then
9: return Q = T
10: else if close[v] = F then
11: if LCS(v, t, L, T ) then
12: return Q = T
13: return Q = F
14: Function: LCS(s∗, t∗, L,B) // B is a boolean
15: if B = T then
16: close[s∗]← T , add s∗ into S
17: while B = F ∧ S 6= φ or B = close[S.first] = T do
18: Take an element u from S
19: for each edge e = (u, l, w), l ∈ L, incident to u do
// We explore w in the following cases
20: if B = T ∧ close[w] 6= T (case 1) or
B = F ∧ close[w] = N (case 2) then
21: Add w into S, close[w]← B
22: if w = t∗ then
23: return true
24: Remove x from S, if close[x] = T , then return false
of the explored vertices in close to F (Line 21). In the
following illustration, we discuss UIS∗ by the results of the
first invocation of LCS, where “true” and “false” relate to
s
L v and s L9 v, respectively.
s
L v. Assuming v = g, Figure 6(a) depicts the search
tree after the first invocation of LCS. As s L g is proved, we
start the function LCS, and set the parameters s∗, t∗, L and
B to g, t, L and T (s∗=g∈V (S,G)), respectively, in Line 8.
Then, with B=T (s L s∗), we add an element s∗ into S and
set close[s∗] to T (Line 15). Then, for each edge e = (u, l, w)
that is incident to a taken out element u (Line 18) with l ∈ L,
we additionally explore w in case 1 (Line 20) with changing
close[w] to B (Line 21).
Since the implemented data structure S is a stack, in
which the elements obey the LIFO (last-in-first-out) prin-
ciple, the new added elements in this invocation of LCS are
processed first. Certainly, in the second invocation of LCS,
if an element x in S and close[x]=T , then s∗ L x, while, if
close[x]=F , the existence of s∗ L x is unknown.
Thus, the loop in LCS runs until s∗ L t∗ is proved, or the
state of first element in S is F (close[S.first] 6= T ), where:
(i) In the former condition, as s L s∗, s∗∈V (S,G), s∗ L t∗
and t∗ = t all exist, we have s L t in the main function.
Thus, UIS∗ stops and returns Q=T (Line 9 and Line 12).
(ii) In the latter condition, Line 24 removes the elements
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Fig. 6. A sequence of search trees generated by one execution of UIS∗.
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Fig. 7. The sequence is generated when the first invocation of LCS
returns false.
in S that have been passed in this invocation (whose states
in close are equal to T ). For instance, in Figure 6(b), the
elements x and y are removed from S, as the node xT and
the node yT are already in the search tree. Furthermore,
Figure 6(c) describes a possible later sequence of Figure 6(b),
as h∈V (S,G).
s
L9 v. Since B = F , after the first invocation of LCS,
∀w ∈ V , if s L w, close[w] = F , and, if s L9 w, close[w]=N ,
and the stack S is empty. In other words, UIS∗ has traversed
all the vertices that s reaches to. Figure 7(a) demonstrates
the search tree of UIS∗ at this time. In a later iteration
of loop (Lines 3-12), only when close[v]=F (Line 10), we
evaluate the existence of v L t (Line 11). A schematic
view of this sequence is depicted in Figure 7(b). Based on
the above analysis, we present a theorem to show that the
order of processing the elements in V (S,G) dominates the
efficiency of UIS∗.
Theorem 4.1. If, in the jth invocation of LCS with B = F ,
LCS returns false, then, after the jth invocation, ∀w ∈
V ∧ s L w, close[w] 6= N .
Proof 4.1. That can be proved by the above discussion.
4.2 Analysis
In this section, we analysis the correctness and time com-
plexity of UIS∗(G,Q), where G = (V,E,L, LS) is a KG
and Q = (s, t, L, S) is a LSCR query. Plus, we prove that
the search tree of UIS∗ can be formalized as that of UIS in
Lemma 4.3.
Lemma 4.2. Assuming s L s, ∀v∈V, s L v, iff, close[v] 6=N .
Proof 4.2. ∀v ∈ V , the value of close[v] is initialized to
N , which can only be changed in Line 1 and function
LCS (Lines 14-24). Thus, with the assumption, we prove
the statement by induction on the LCS invocation times:
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Fig. 8. Two search trees from s to t with different search directions.
First invocation. According to the algorithm descrip-
tion (Section 4.1), loop (Lines 17-21) maintains a loop
invariant in this invocation that is same to the statement.
kth invocation. Assuming the statement is correct in
the (k − 1)th invocation, the above loop still holds the
statement as a loop invariant in the kth invocation:
Since s L s∗ must have been proved, the invariant exists
before the first iteration of this loop. Plus, as we only
explore the vertices in the mentioned two cases, the
invariant is correct during the later iterations.
Then, Lemma 4.3 states that the search tree of UIS∗(G,Q)
is as defined in Definition 3.2.
Lemma 4.3. All the search paths of UIS∗ constitute one
search tree T, at any time of one execution, as we defined
in Definition 3.2.
Proof 4.3. This lemma is valid based on Lemma 4.2 and
Definition 3.1.
Finally, the correctness and time complexity of UIS∗ are
illustrated in Theorem 4.4 and Theorem 4.5, respectively.
Theorem 4.4. Q is a true query, iff, UIS∗ returns true.
Proof 4.4. (⇒) IfQ is a true query, s L,S t. Then, ∃p ∈ P (s, t),
L(p) ⊆ L and ∃u ∈ V(p) ∧ u ∈ V (S,G) (Theorem 2.1).
Supposing p=< s, e0, . . . , v, . . . , ek, t >, ∃vT in T and tT
in T both exist. Thus, UIS∗ returns true. (⇐) If UIS∗(G,Q)
returns true, a path exists in T that satisfies both the label
constraint L and the substructure constraint S. Thus, Q
is a true query.
Theorem 4.5. The time complexity of UIS∗ is O(|V |+ |E|).
Proof 4.5. Based on Lemma 4.3, UIS∗ processes each vertex
in G at most two times.
5 INFORMED SEARCH
In order to address LSCR queries on KGs, two uninformed
search strategies are introduced, UIS (Agorithm 1) and
UIS∗ (Algorithm 2). The former is a baseline method for
LSCR queries; the latter obtains V (S,G) by implementing
SPARQL engines and has a lower time complexity.
However, the uninformed search algorithms have their
own limitations. Their query efficiencies are not only depen-
dent on the sizes of the input KGs (Theorem 3.3 and Theo-
rem 4.5), but also dominated by the search direction (The-
orem 4.1). We present an illustration of the latter limitation
with Figure 8, as the above proposed strategies both obey
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Award
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Ranking
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(a) Traditional
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Award
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(b) Local index
Fig. 9. The comparison of two indexing strategies on Freebase, where
we highlight the chosen landmarks.
the LIFO principle (Section 3 and Section 4). Assuming a
vertex s relates to six vertices (u0, . . . , v5, Figure 8), in which
only u5 and a vertex t are reachable. We draw two possible
search trees of an LIFO algorithm from s to t. One search tree
in Figure 8(a) follows the order of u0 → u5, at the beginning
of the query processing, while another in Figure 8(b) starts
by the order of u5 → u0. Obviously, the query efficiencies of
the above two orders are beyond comparison.
The traditional informed search algorithms [13], e.g.
best-first search and A* search, explore the input graphs
with an evaluation (heuristic) function. With such function,
an informed search method could break the fixed search
orders of both LIFO and FIFO principles, and may find a
relatively short search path to improve the query efficiency.
Unfortunately, the above informed search strategies are no-
recall, which is similar to DFS/BFS (Section 3). Plus, the
evaluation functions of the above techniques are too simple
to be extended for the intricate LSCR queries on KGs.
Inspired by the traditional informed search techniques,
in this section, we propose an informed search algorithm for
LSCR queries on KGs, named INS. This algorithm is similar
to UIS∗, except the following two points. Firstly, it utilizes
a lightweight index (local index) in Section 5.1 to reduce
the online computational consumption, within a bounded
indexing time complexity. Secondly, INS applies two data
structures (Section 5.2), a priority heap H and a priority
queue Q, to implement the evaluation function as that in
the traditional informed strategies.
5.1 Indexing Strategy
The intuition idea of our local index on a KGG=(V,E,L, LS)
is similar to landmark indexing [19] (Section 3.2). The differ-
ence is that we could bound the indexing time complexity,
by only precomputing each chosen landmark in a specific
subgraph of G, instead of in the whole input KG.
In the following part, we overview our indexing tech-
nique in Section 5.1.1, in which the local index is formally
defined. Then, the algorithm description of the indexing
strategy are depicted in Section 5.1.2, followed by the cor-
rectness and complexity analysis.
5.1.1 Overview
This overview starts from the illustration of the difference
between [19] and local index, with an example (Figure 9),
then presents a formal definition of the local index.
According to the description of [19] in Section 3.2, we
formalize the traditional landmark indexing as a surjec-
tion f : I→{G}, where I denotes the set of the chosen
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landmarks (highest degrees), and {G} represents the index
ranges of the landmarks in I . For example, in Figure 9(a),
I={the highlighted vertices of Figure 9(a)}, and, for each vertex
v in I , [19] precomputes the CMSs from v to any other
vertices in Figure 9(a). Obviously, when the size of G grows,
the indexing time of such method grows exponentially, as
we discussed in Section 3.2.
To conquer the unbounded indexing time complexity,
we aim to narrow the range of the precompution for each
chosen landmark from the whole G to a subgraph, as shown
in Figure 9(b). For formal description, a bijection F :I→G
exists in our indexing strategy (Algorithm 3), where I is the
set of the chosen landmarks, and, for a landmark u ∈ I ,
F(u) ∈ G is the subgraph that the landmark u belongs to.
Importantly, for each non-landmark vertex v in F(u), we
stipulate that the vertex u reaches the vertex v, and, for a
subgraph F(u) ∈ G, u is the only one chosen landmark.
Plus, the result of combining all the subgraphs in G does
not necessarily contain all elements of G.
Definitions. An entry in the local index is related to one
landmark u in I , and is formalized by II[u]∪EIT [u]∪D[u].
Before introducing the details about such entry, we present
some local-index-related definitions. Assuming Gu=F(u) is
a subgraph of G, the vertex set and edge set are denoted by
Vu and Eu, respectively. Firstly, a path set P (s, t|Gu) is a
subset of P (s, t), where, ∀p ∈ P (s, t|Gu), for each edge e in
p, e ∈ Eu. After that, we define of M(s, t|Gu) as follows.
Definition 5.1. A collection of label sets M(s, t|Gu) is a CMS
from s to t in a subgraph Gu of G, iff M(s, t|Gu) =
{L(pi)|pi ∈ P (s, t|Gu) ∧ @pj ∈ P (s, t|Gu), i 6= j, such
that L(pj) ⊂ L(pi)}.
Then, supposing Eo = {(v, l, w)|v ∈ Vu ∧ w /∈ Vu} is an
edge set of G, where each edge in Eo is incident to a vertex
in F(u), and points to a vertex that is not in F(u), we define
two sets of (vertex, collection of label sets) key-value pairs,
II[u] and EI[u]. The former II[u] = {(v,M(u, v|F(u)))|v ∈
Vu} and the latter EI[u] =
{
(w,L)|∃(v, l, w) ∈ Eo,L =
{L ∪ l|L ∈M(u, v|F(u))}}.
The meaning of the pairs in II[u] is obvious. For a pair
(w,L) in EI[u], the following statement exists: Given a label
constraint L, if ∃Lw ∈ L and Lw ⊆ L, then u L w. That
can be easily proved by the definition of EI[u]. For the
requirement of query efficiency, in practice, we reverse the
pairs in EI[u], and restore them as (label set, vertex set) key-
value pairs in EIT [u], where EIT [u]=
{∀(L,V)|∃(w,Lw) ∈
EI[u] ∧ L∈Lw, V={v|∀(v,Lv)∈EI[u] ∧ L∈Lv}
}
. Here, we
further discuss EIT [u] in Theorem 5.1.
Theorem 5.1. If Lu ⊆ L, then ∀v ∈ Vu, u L v, where
(Lu,Vu) is a pair in EIT [u], and L is a label constraint.
Proof 5.1. ∀(Lu,Vu) in EIT [u], for each vertex w in Vu, there
must be an entry (w,L) in EI[u] that Lu ∈ L, based on
the above definitions. If Lu⊆L ∧ Lu∈L, then u L w.
Finally, to present a preliminary estimate of the corre-
lation degree between two subgraphs F(u) and F(v) in G,
we developD[u]={(v,D(u, v)|v ∈ I)}, whereD(u, v) is the
number of the pairs (w,L) in EI[u] whose first element w is
a vertex in F(v).
Algorithm 3 Indexing Algorithm(G)
Input: G = (V,E,L, LS) represents a KG,
Output: Local index: II[u] ∪ EIT [u] ∪D[u] entries (u ∈ I).
1: I ←LandmarkSelect(LS , k) // Select k landmarks
2: BFSTraverse(I) //w.AF=u⇔ F(u) contains w
3: for vertex u in I do
4: LocalFullIndex(u)
5: Function: LocalFullIndex(u)
6: II[u], EI[u], EIT [u]← empty (key, value) pair sets
7: Let Q be a queue with an element (u, {})
8: while Q is not empty do
9: Take a pair (v,L) from Q
10: if Insert(v, L, II[u]) = true then
11: for each edge (v, l, w) incident to v do
12: if w.AF = u then
13: Add pair (w,L ∪ {l}) into Q
14: else Insert(w,L ∪ {l}, EI[u])
15: EIT [u], D[u]←Compute(EI[u])
16: Function: Insert(v, L, index[u])
17: if v = u ∧ L = φ then return true
18: if @(v,L) ∈ index[u] then
19: Add pair (v, {L}) into index[u], then return true
20: Let (v,L) represent a pair in index[u]
21: Remove each label set Li in L, if L ⊂ Li
22: if @Li ∈ L ∧ Li ⊆ Lthen
23: Add L into L, then return true
24: return false
25: Function: BFSTraverse(I)
26: Q← Initialize(I) // Each element in Q is a queue
27: while Q is not empty do
28: Take an element Qu from Q
29: Take an element v from Qu
30: for each edge e = (v, l, w) incident to v do
31: if explored[w] = false then
32: w.AF←u, add w into Qu, explored[w]←true
33: if Qu is not empty then
34: Add Qu into Q
5.1.2 Algorithm Description
In this part, we introduce Algorithm 3 for the construction
process of both bijection F and the local index entry II[u] ∪
EIT [u] ∪D[u].
The landmark selection process in INS is more com-
plicated than that in [19], where [19] directly chooses the
vertices with the highest degrees. According to the descrip-
tion of KGs in Section 2, the entities with many real-world
instances often relate to the vertices with relatively high
degrees in a KG, as shown in Figure 2. Plus, the edges that
are incident to or point to such vertices often labeled by a
set of RDF vocabularies, e.g. “rdf:type”, “rdfs:subclassOf”.
Selecting the vertices with the highest degrees will cause the
labels of the associated edges between the landmarks and
non-landmarks to be simple. In other words, when an input
label constraint do not contain any of the RDF vocabularies,
the local index based on such landmarks is useless.
In order to select a sound set of landmarks (I), the
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landmark selection process (Line 1) of INS is based on
the RDF schema LS of the input KG G. INS first ran-
domly select a set of classes in LS , then it evenly marks
k instances of the selected classes as landmarks (I). Since,
the smaller |I| is, the smaller the chances of encountering
the landmarks in a query processing are, in INS, we set
|I| = k = log |V | ×√|V |.
After that, to construct F (Line 2), we start a BFS (Func-
tion BFSTraverse, Lines 26-34) from all vertices in I , si-
multaneously, and traverse their surrounding vertices, with
following rule: For an edge e = (v, l, w) ∈ E, if both v and
w belong to the subgraph F(u), e is an edge of F(u). With
the consideration of the practical requirement for efficiently
searching the subgraph that a vertex w belongs to, we
introduce an additional attribute AF for each w vertex in
G, where w.AF = u represents the vertex w belongs to a
subgraph F(u) (Line 32 and Line 12).
Besides, function Insert(v, L, index[u]) (Lines 16-24) is
proposed to add a pair (v, L) into index[u] that represents
II[u] or EI[u], from Line 16 to Line 24. If @(v,L) ∈ index[u],
we add a new pair (v, {L}) into index[u] (Lines 18-19);
otherwise, we use (v, L) to update the value of pair (v,L),
which is demonstrated in Lines 20-24.
Then, for each vertex u in I , we index u in function
LocalFullIndex(u,F ) (Lines 3-15), in which II[u], EI[u] and
EIT [u] are empty (key, value) sets (Line 6). This function
utilizes a queue in which each element is a (vertex, label
set) pair. Loop (Lines 8-14) starts, after adding the first pair
(u, {}) into Q, and runs until Q is empty. Each iteration of
this loop takes a pair (v, L) from Q (Line 9). We explore
the edges that are incident to v (Lines 11-14), except in the
following case: (v, L) cannot be added into II[u] (Lines 10)
by function Insert. Then, in Lines 11-14, for each edge
(v, l, w), we add pair (w,L ∪ {l}) into either Q or EI[u],
which is dependent on whether vertex w is in F(u).
Finally, we re-compute the elements in EI[u] to obtain
EIT [u] and D[u] in Line 15, according to their definitions.
Analysis. We study the correctness (Theorem 5.2) and
complexity (Theorem 5.3 and Theorem 5.4) of Algorithm 3
on a KG G = (V,E,L, LS).
Theorem 5.2. The consistency exists between the definition
of an entry II[u]∪EIT [u]∪D[u] and the indexing result
of LocalFullIndex(u,F ).
Proof 5.2. II[u]: For an element
(
v,L=M(u, v|F(u))) in
II[u], given substructure constraint L, the statement is
correct, iff, ∃L′∈L ∧ L′⊆L ⇔ u L v, in F(u). (⇒) Based
on function Insert, this is correct certainly. (⇐) If, in
F(u), u L v, then a path p exists in F(u) that L(p)⊆L.
If @L′∈L and L′⊆L, then at least one passed edge is not
processed by function LocalFullIndex. However, in this
function, we only skip the vertices in the case that all the
possible path label sets from u to that vertices have been
searched. Thus, the assumption does not hold.
EIT [u] ∪D[u]: Based on function Insert, the consistency
also exists for EI[u]. Thus, the statements about EIT [u]
and D[u] are correct (Line 15).
Theorem 5.3. The indexing time complexity isO
(
2|L|×(|E|+
|V | log 2|L|)).
Proof 5.3. Assuming, for a landmark u, F(u) contains n
vertices and m edges. In function LocalFullIndex(u),
we push at most n2|L| entries into the queue in this
function. Each push costs O(1) time and each call of
function Insert takes O(log 2|L|) time. Thus, the indexing
time complexity is
∑
u∈I
O
(
(n+m)2|L|+n2|L| log 2|L|
) ≤
O
(
2|L| × (|E|+ |V | log 2|L|)).
Theorem 5.4. The indexing space complexity is O
(|V |2|L| ×
(log |V |+ |L|)).
Proof 5.4. Each entry II[u] ∪ EIT [u] ∪ D[u] of the local
index contains O(n2|L|) elements, assuming F(u) con-
tains n vertices. The size of each element is O(log |V | +
|L|). Hence, the total indexing space complexity is∑
u∈I
O(n2|L|(log |V |+ |L|) = O(|V |2|L|×(log |V |+ |L|)).
Comparing to the reported indexing time and space
complexities of the traditional landmark indexing strat-
egy [19] in Section 3.2, our local index could bound the
indexing consumption, which is independent of the number
of the chosen landmarks (|I|).
5.2 Search Algorithm
In order to provide INS (Algorithm 4) the ability of per-
ceiving a better search direction, and breaking the fixed
search directions of traditional uninformed search meth-
ods, we implement two data structures: a priority heap
H (Line 1) and a priority queue Q (Line 2) to be an “eval-
uation function” in our informed search strategy. Before
introducing the priorities of H and Q, we let ρ(s, t) denote
an estimate distance from a vertex s to a vertex t, where
ρ(s, t) = D(s.AF , t.AF ) (Section 5.1).
Firstly, the main function of INS is similar to that of
UIS∗ from Line 11 to Line 14, while, in each iteration of
loop (Line 4-14), INS takes the top element v out of H. Note
that, for two vertices u, v ∈ V (S,G), u is on the top of
v in H, when: (i) close[u] = F and close[v] = N ; (ii) if
close[u] = close[v] = F , ρ(u, t) ≤ ρ(v, t) or u ∈ I ∧ v /∈ I ;
(iii) if close[u] = close[v] = N , ρ(s, u) ≤ ρ(s, v) or
u ∈ I ∧ v /∈ I ;
Similar to UIS∗, INS also initialize a global variable
throughout the algorithm. Instead of implementing a stack,
we use a queueQ to increase the probability of encountering
the vertices in I of the bijection F , as the local index covers
a portion of the full TC (Section 3.2) of the input KG G.
Even though Q is initialized in the main function with
an element s (Line 2), the other operations of adding an
element into Q or taking an element out of Q are in function
LCS(s∗, t∗, L,B). Besides, for two vertices u and v in Q, it
stores u in front of v, when: (i) close[u]=T ∧ close[v]=F ;
(ii) u.AF = t∗.AF 6= v.AF ; (iii) u∈ I ∧ v /∈ I ; (iv) ρ(u, t∗)≤
ρ(v, t∗); (v) u, v /∈I , close[lu]=N ∧ close[lv]6=N ; (vi) other-
wise, u is added into Q before v.
Note that, for two elements x and y in Q, if x and y
represent a same vertex in G, Q deletes the first added
element. Plus, according to the above Q priority rules, if
close[x]=T ∧ close[y]=F , x is in the front of y in Q. Then, in
INS, the elements, which are added into Q in the kth func-
tion LCS invocation with parameter B=T , are processed
first in this invocation.
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Algorithm 4 INS Algorithm(G, Q)
Input: G = (V,E,L, LS) represents a KG,
Q = (s, t, L, S) is a LSCR query,
V (S,G) is obtained by implementing a SPARQL engine.
Output: The answer of Q.
1: Let H be a priority heap initialized by V (S,G)
2: Let Q be a global priority queue with an element s
// The priorities of the elements in both H and Q are
depnedent on s, t, LS and F
3: close[s]← F // The initial values in close are set to N
4: while H is not empty do
5: Take the top element v from H
6: if close[v] = N then
7: if v = s or v = t then
8: return Q =LCS(s, t, L, F )
9: else if LCS(s, v, L, F ) then
10: if LCS(v, t, L, T ) then
11: return Q = T
12: else if close[v] = F then
13: if LCS(v, t, L, T ) then
14: return Q = T
15: return Q = F
16: Function: LCS(s∗, t∗, L,B) // Verify whether s∗ L t∗
17: if B = T then
18: close[s∗]← T , add s∗ into Q
19: while B = F ∧Q 6= φ or B = close[Q.first] = T do
20: Take an element u from Q
21: for each edge e = (u, l, w), l ∈ L, incident to u do
22: if t∗.AF=w and Check(II[w], t∗) then
23: return true
24: if w ∈ I then // Pruning the search space
25: Cut(II[w]) and Push(EIT [w])
26: else if close[w]=N or close[w]=F∧B=T then
27: Add w into Q, close[w]← B
28: if w = t∗ then
29: return true
30: return false
In function LCS(s∗, t∗, L,B), for each element u taken
out from Q (Line 20), we traverse the edges (e=(u, l, w)∧ l∈
L) that are incident to u by a loop (Lines 21-29). Initially, if
t∗.AF =w (subgraph F(u) contains vertex t∗), in Line 22,
we implement a function Check(II[w],t∗) to evaluate the
existence of w L t∗, where if ∃(t∗,L)∈II[w] ∧ ∃Li∈L and
Li⊆L, function Check returns true, otherwise, false.
Then, in Line 24, if w ∈ I , two functions in LCS,
Cut(II[w]) and Push(EIT [w]), are introduced with the pre-
computed local index II[w] and EIT [w], to prune the
space and improve the query efficiency. For a pair (x,L)
in II[w], the former set close[x] to B, if close[x] 6=T and
∃Li∈L ∧ Li⊆L; for a pair (Lx,V) in EIT [w], the latter adds
each vertex u ∈ V into Q, and changes close[u] to B, if
Lx⊆L∧B=T ∧ close[u] 6=T or Lx⊆L∧B=F ∧ close[u]=N .
After that, in Line 26, ifw /∈ I , we addw intoQ and set close
to B, in the cases that close[w]=N or close[w]=F ∧ B=T ,
which is same to UIS∗.
Analysis. We conduct the analysis on a KG G=(V,E,L,
LS), where the query time complexity and the correctness
are proved in Theorem 5.5 and Theorem 5.6, respectively.
Theorem 5.5. The time complexity of the search strategy is
O
(|E|+ |V | × (log |V |+ 2|L|)).
Proof 5.5. Each entry II[u]∪EIT [u]∪D[u] in the local index
contains O(n2L) elements, supposing F(u) contains n
vertices. In the worst case, we visit all the landmarks of
I in one query processing so that the total local index
visiting time complexity is O(|V |2L). We at most tra-
verse the input KG G twice. Thus, the graph traversing
time complexity is O(|V | + |E|). Besides, we perform
a complete ordering of the |V | elements in Q, but the
above operation can occur once only, so its time com-
plexity is O(|V | log |V |). Overall, the total complexity is
O(|E|+ |V | × (log |V |+ 2|L|)).
Theorem 5.6. Q is a true query, iff, INS returns true.
Proof 5.6. INS is different to UIS∗ in the following aspects:
(i) INS utilize a local index constrcuted by Algorithm 3;
(ii) INS processes the elements in V (S,G) with orders;
(iii) INS applies the global variable with a priority queue
instead of a stack, and INS does not contain the operation
that is in Line 24 of UIS∗. According to Theorem 5.2, both
(i) and (ii) do not affect the correctness of INS. Then,
the global variable could automatically remove duplicate
elements, and keep the elements with the values in the
surjection close are T in the front of the queue. Hence,
INS still holds the correctness.
6 EXPERIMENTAL RESULTS
In this section, we evaluate the performances of the pro-
posed algorithms: UIS, UIS∗ and INS, on both synthetic and
real KGs. Specially, since the effect of the label constraints
on the query performance has been widely studied [6], [19],
in this section, we are interested in: the indexing time and
space consumption of our local index; the influence of the
KG scales on the query performance; the impact of the
substructure constraints on the query efficiency, including
the selectivity of the substructure constraint and the number
of the vertices that could satisfy the substructure constraint.
After introducing the settings and measures in exper-
imental evaluation as follows, we detailedly illustrate the
experiments on synthetic and real datasets in Section 6.1
and Section 6.2, respectively. In addition, based on all the
experimental results, we present a discussion in Section 6.3.
Settings. Our experiments run on a machine with the
intel i7-9700 CPU, 64 GB RAM, and 1TB disk space. We
implement all the proposed algorithms in this paper with
Java. Plus, to avoid the effect of the implementation lan-
guage, the traditional landmark indexing method [19] is also
implemented with Java, and the indexing parameters k and
b of [19] are set to 1250+
√|V | and 20, respectively, as that
in the experiments of [19]. Note that, the indexes that build
by local index and [19] are stored by the same data structure
and on disk.
Then, we utilize the SPARQL engine that is present in
[20] for both UIS∗ and INS, which is also rewritten with
Java. The adoption of the SPARQL engine is due to its high
efficiency in the experimental setting of this paper. As that
provides the query results with the controlling of parameter
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TABLE 2
Synthetic datasets.
Dataset Vertex Edge Local index TraditionalIT(s) IS(MB) IT(s) IS(MB)
D0 0.06M 0.23M 23 4 27,171 11,700
D1 3.7M 13.3M 1,540 136 - -
D2 7.5M 26.6M 3,119 273 - -
D3 11.3M 40.0M 4,538 411 - -
D4 15.1M 53.4M 6,203 546 - -
D5 18.9M 66.7M 7,699 684 - -
TABLE 3
Five typical subgraph constraints on the synthetic datasets.
Name Description in SPARQL
S1 SELECT ?x WHERE { ?x 〈ub:researchInterest〉 ‘Research12’.}
S2 SELECT ?x WHERE { ?x 〈ub:researchInterest〉 ‘Research12’. ?x
〈rdf:type〉 〈ub:AssociateProfessor〉. }
S3 SELECT ?x WHERE {?x 〈rdf:type〉 〈ub:UndergraduateStudent〉.
?x 〈ub:takesCourse〉 ?y. ?y 〈rdf:type〉 〈ub:Course〉. }
S4 SELECT ?x WHERE {?x 〈ub:name〉 ‘GraduateStudent4’. ?x
〈ub:takesCourse〉 ?y1. ?x 〈ub:advisor〉 ?y2. ?x 〈ub:memberOf〉
?y3. ?z1 〈ub:takesCourse〉 ?y1. ?y2 〈ub:teacherOf〉 ?z2. ?y2
〈ub:worksFor〉 ?z3. ?y3 〈ub:subOrganizationOf〉 ?z4. }
S5 SELECT ?x WHERE {?x 〈ub:emailAddress〉 ‘FullProfes-
sor0@Department0.University0.edu’. ?x 〈ub:undergraduate-
DegreeFrom〉 ?y1. ?x 〈ub:mastersDegreeFrom〉 ?y2. ?x
〈ub:doctoralDegreeFrom〉 ?y3.}
UNIMax, Max and Eδ, in order to obtain the full set of
V (S,G), according to [20], we set the parameters UNIMax
and Max to +∞, and set Eδ to 1.
Besides, the datasets used in this experiments are the
Lehigh University Benchmark (LUBM) [4] and YAGO [18].
The former is a synthetic benchmark based on an ontology
of the university domain, and provides a scalable synthetic
data generator; the latter is a huge semantic KG, which is
derived from Wikipedia, WordNet, etc., and contains about
10 million entities, and 120 million facts.
Query performance measures. For a group of the evalu-
ation queries in the following experiments, the measures of
the query performance include: (i) the average running time
of the queries; (ii) the average number of the vertices whose
states in close are not N . The reason for the former measure
is obvious, while, we utilize the latter, instead of the number
of the nodes in the search tree T (|T|), is because |T| can be
directly reflected by the former measure.
6.1 Experiments on LUBM
We randomly generate datasets D0-D5 (Table 2), by apply-
ing LUBM. Even though D0 contains 40k vertices and 230k
edges, and is only utilized to compare the indexing con-
sumption of our local index and the traditional landmark
indexing [19], its scale still greatly exceeds that of the most
datasets used in [6], [19]. Based on D0-D5, we evaluate
the indexing time and space consumption of both local
index and the traditional landmark indexing method [19].
The results are demonstrated in Table 2, which confirm
our theoretical analysis that, compared to [19], the indexing
consumption of our local index is affordable, and increases
linearly with the input KG scale. Note that, the indexing
processes are limited within eight hours.
After that, we conduct groups of experiments, and each
group is related to a certain substructure constraint in S1-
S5 (expressed in SPARQL, Table 3), and runs on D1-D5. The
reason, why we do not consider the queries provided in
LUBM [4], is that they are designed for evaluating the per-
formance of the RDF engine query optimizers and the not-
ontology-reasoning [14], and are useless for our evaluation.
We demonstrate the query generation method and the
experimental result analysis for the above groups in Sec-
tion 6.1.1 and Section 6.1.2, respectively, after introducing
the characteristics of S1-S5. Assuming D is a dataset gener-
ated by LUBM, whose vertex set is V . S1 is a simple and
matches only the vertices whose research interest is ‘Re-
search12’. We treat S1 as our substructure constraint baseline
among S1-S5, where |V (S1,D)||V | ≈1‰. Comparing to S1, S2
contains a normal selectivity, which matches the vertices
which also should be associate professors, and |V (S2,D)||V (S1,D)|≈
50%. Then, we devise S3, where |V (S3,D)||V (S1,D)|≈120, which
means there is a large set of vertices in D that could satisfy
S3. Then, S4 is related to high selectivity and |V (S4,D)||V (S1,D)|≈1,
where the vertices in |V (S4, D)| are named ‘GraduateStu-
dent4’, take a course ?y1, etc. Specially, |V (S5, D)|=1.
6.1.1 Evaluation query generation
Generating an evaluation query Q=(s, t, L, S) in our exper-
iments is intricate, because, if s reaches t only with a few
steps, Q cannot test the limits of the search algorithms. Plus,
due to the existence of the irrelevant factors that affect query
performance, we must ensure our experiments are immune
to such irrelevant factors.
Method of controlling irrelevant variable. Apparently,
label constraint is one of the main factors that affect the
query efficiency, but we do not focus on that in the exper-
iments, because the impact of the label constraints on the
query efficiency is widely studied in the LCR works. Sup-
posing t is the size of an input KG label set, for each group
of queries, we guarantee the sizes of the label constraints are
in the range of [0.2t, 0.8t], and ensure a uniform distribution
of the such sizes among the ranges of [0.2t, 0.4t), [0.4t, 0.6t)
and [0.6t, 0.8t]. Besides, for a group of false-LSCR queries,
the performances of the search methods may be affected
by the types of false queries. For example, a false-LSCR
query Q (s
L,S9 t) has three possibilities: s L9t∧s S t, s L t∧s S9t
and s L9t∧s S9t. Thus, for a group of the generated false
queries, we also guarantee a uniform proportion of the
above possibilities.
Query generation method. For a substructure constraint
Si of Table 3 and a dataset Dj of Table 2, we generate
two groups of LSCR queries: 1, 000 true-queries (Qt) and
1, 000 false-queries (Qf ). Assuming Q=(s, t, L,Si), the pro-
cess starts with randomly selecting s and L on Dj. Due to
the restriction for controlling the irrelevant variables, if Q
cannot be added into Qt or Qf , we re-generate L. Then, to
select a sound target vertex t of Q, we start a BFS from s,
and stop it after log |V | iterations, after which t is a BFS-
unexplored vertex. This is for filtering out the vertices that s
reaches only with a few steps. In addition, we apply UIS to
find out whetherQ is a true query (Q=T ) or not (Q=F ), and
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Fig. 10. Results related to the substructure constraint S1.
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Fig. 11. Results related to the substructure constraint S2.
record the number of the nodes in the search tree, denoted
by |T|. With a random number min in [10 log |V |, |V |10 log |V | ],
if |T| < min, we discard Q. If Q=T and |Qt|<1, 000, we
add Q into Qt; if Q=F ∧ |Qf |<1, 000 and Qf∪Q satisfies
the above restriction, Q belongs to Qf .
6.1.2 Experimental result analysis
For the results about UIS on LSCR queries related to S1,
the average running times, of both true (Figure 10(a)) and
false (Figure 10(b)) queries, all show a linear upward trend
with the increase of the input KG scale. The average passed-
vertex number of UIS on such queries is about 106 (Fig-
ure 10(c) and Figure 10(d)). Comparing to S1, the query per-
formances of UIS, corresponding to S2 (normal selectivity)
and S4 (high selectivity), are basically unchanged, according
to Figure 11 and Figure 13. However, for the true-LSCR
queries under the substructure constraint S3 (Figure 12), UIS
consumes five times running time, compared to S1. Plus,
the ranges of the average running times, of both true and
false queries corresponding to S5 (Figure 14), are [5s, 35s]
and [1s, 9s], respectively, while the average passed-vertex
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Fig. 12. Results related to the substructure constraint S3.
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Fig. 13. Results related to the substructure constraint S4.
number is still around 106 of either true or false queries.
That is because, the bigger |V (Si,Dj)| is, the earlier UIS
meets a vertex v (v ∈ V (S,G)) in a search path. Such results
reflect that |V (Si,Dj)| effects the performance of UIS to some
extent.
We observe that the average running times of both UIS∗
and INS also grow linearly with the increase of the KG scale.
The substructure constraints with normal (S2, Figure 11)
and high (S4, Figure 13) selectivity do not show a signif-
icant effect on the query efficiency of either UIS∗ or INS,
comparing to S1. Furthermore, based on the results shown
in Figure 12 and Figure 14, the number of the vertices in
an input KG that satisfy the given substructure constraint
also effects the query performance of both UIS∗ and INS.
Then, even though UIS∗ is an improved algorithm of UIS,
the performance of UIS∗ on actual queries is not satisfactory,
and the linear increase slope of UIS∗ is greater than that of
UIS, except in the case of S5 (Figure 14). That is because the
order of the vertices in a V (S,G) is random, causing that
UIS∗ always falls into a bad direction. The results shown
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Fig. 14. Results related to the substructure constraint S5.
in Figure 12 and Figure 14 demonstrate that the impact of
the bad direction (Theorem 4.1) is much greater than that
of the high selectivity. However, with a local index pruning
the search space and selecting a better search direction, INS
overcomes the above disadvantage of UIS∗, and achieves
a much higher efficiency than UIS and UIS∗, based on
experimental results reported in Figures 10-14.
6.2 Experiments on YAGO
The utilized dataset YAGO1 includes about 4M vertices and
13M edges. The indexing time and space consumption of
local index on YAGO are 4, 993s and 86MB, respectively.
Evaluation query generation. We develop sets of ex-
periments on the real KG YAGO (denoted by G). Each
group of the experiments also corresponds to two groups
of LSCR queries: 1, 000 true-queries (Qt) and 1, 000 false-
queries (Qf ). Different from that on LUBM, we randomly
generate the substructure constraints of both Qt and Qf ,
where the number of the vertices satisfying such con-
straints on G is in the same order of magnitude m (m ∈
{101, 102, . . . }).
The test query generation process of Qt and Qf is pre-
sented as follows. Firstly, assuming Q=(s, t, L, S), both the
way of obtaining s, t and L, and the method of controlling
the irrelevant variables are as illustrated in Section 6.1.1.
Then, for the substructure constraint S ofG, we let |V (S,G)|
in the range of [0.8m, 1.2m], and randomly select an in-
stance vertex v in G (Section 2). According to the RDF
schema of G and the edges that are incident to v, we
initialize S=(?x, VS , ES , E?) with a small selectivity, where
v ∈ V (S,G). After that, based on the gap between |V (S,G)|
and [0.8m, 1.2m], we gradually and randomly adjust VS ,
ES and E?. Finally, whether Q belongs to Qt, or Qf , or we
discard Q, is also as demonstrated in Section 6.1.1.
Experimental result analysis. The results of the above
experiments are depicted in Figure 15. Assuming Q(r,m)
represents a group of evaluation queries, where: (i) if r = T ,
1. We download the dataset from “https://www.mpi-inf.mpg.de
/departments/databases-and-information-systems/research/yago-
naga/yago/archive/”.
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Fig. 15. Results related to random substructure constraints.
each query in Q(r,m) is a query true, otherwise false; (ii)
m denotes the order of magnitude as mentioned above.
The average running time of UIS shows a downward trend
from the experiments on Q(T, 101) (about 7s) to that on
Q(T, 105) (about 3s), as drawn in Figure 15(a). For the false
queries (Figure 15(b)), the average running time of UIS does
not change significantly fromQ(F, 101) toQ(F, 105), which
is approximately stable at 5.5s. Additionally, its change
trend of the average passed-vertex number is similar to
that of the average running time, according to Figures 15(c)-
15(d).
The query performance of UIS∗ is still worse than that
of UIS, especially in the experiments related to the false
queries (Figure 15(c)), while, the passed-number of UIS∗
is almost equal to that of UIS. Such results further prove
that UIS∗ has a higher percentage of traversing the vertices
in the input KG repeatedly. With the local index pruning
the search space and accelerating query processing, the
performance of INS is the best throughout the experiments.
The average online search time consumption of INS is about
one thousandth of either UIS or UIS∗ on both true-LSCR and
false-LSCR queries.
However, the above results seems different from that in
Section 6.1, where we observe |V (S,G)| highly dominates
the query efficiency of a LSCR query Q=(s, t, L, S). That is
because the potential search spaces of the randomly gener-
ated evaluation queries are affected by m: (i) for a group of
true queries Q(T,m), a larger m means more vetices in the
input KG that satisfy the randomly generated substructure
constraint, which makes searching from a vertex to another
relatively easier, so the efficiency shows a slight increase;
(ii) for a group of false queries Q(F,m), as the search
algorithms are runs in the space that a vertex s reaches
to under the given substrucuture constraint, in which each
vertex can be traversed at most twice, the efficiency can be
hardly affected by m.
6.3 Discussion
For the experimental results demonstrated in Section 6.1
and Section 6.2, we observe that: (i) comparing to [19], the
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indexing time and space consumption are affordable; (ii)
comparing to UIS and UIS∗, INS achieves a great perfor-
mance on the different scales of the input KGs, even though,
on a large KG, different degrees of the query performance
degradation exist in the three algorithms; (iii) the selectivity
of a substructure constraint S hardly affects the query
performances of the proposed three algorithms, on a LSCR
query Q=(s, t, L, S), while, |V (S,G)| is a main factor that
dominates the query efficiency.
7 CONCLUSION
This paper introduces a new variant of the reachability prob-
lem on KGs, i.e. LSCR queries, which contains both label
and substructure constraints. The LSCR queries on KGs
is much more complicated than the existing reachability
queries, which only consider the label constraints. On the
one hand, the query processing time complexity of applying
traditional online search strategies (DFS/BFS) cannot be
afforded. On the other hand, indexing a relatively large KG
with the techniques of LCR queries is unrealistic, as the
indexing time grows exponentially with the input KG scale.
This work first presents a baseline method (UIS) for LSCR
queries not only on KGs but also on the general graphs.
Then after introducing an intuition idea of implementing
a SPARQL engine to address our problem, we devise an
informed search algorithm INS with a local index. Our ex-
perimental evaluation on both synthetic and real datasets
confirms that the indexing time and space consumption of
the local index is affordable, and, based on local index, INS
solves the LSCR queries on KGs efficiently.
ACKNOWLEDGMENTS
This paper was partially supported by NSFC grant
U1509216, U1866602, 61602129 and Microsoft Research Asia.
REFERENCES
[1] I. Abdelaziz, R. Harbi, Z. Khayyat, and P. Kalnis. A survey and
experimental comparison of distributed sparql engines for very
large rdf data. Proc. VLDB Endow., 10(13):2049–2060, 2017.
[2] K. Bollacker, R. Cook, and P. Tufts. Freebase: A shared database of
structured general human knowledge. In Proc. 22Nd National Conf.
Artificial Intelligence - Volume 2, pages 1962–1963, 2007.
[3] V. Chandola, A. Banerjee, and V. Kumar. Anomaly detection: A
survey. ACM Comput. Surv., 41(3):15:1–15:58, July 2009.
[4] Y. Guo, Z. Pan, and J. Heflin. Lubm: A benchmark for owl
knowledge base systems. J. Web. Semant., 3(2):158 – 182, 2005.
[5] N. Heino and J. Z. Pan. Rdfs reasoning on massively parallel
hardware. In Proc. 11th Int. Conf. The Semantic Web - Volume Part I,
pages 133–148, 2012.
[6] R. Jin, H. Hong, H. Wang, N. Ruan, and Y. Xiang. Computing
label-constraint reachability in graph databases. In Proc. 2010 ACM
SIGMOD Int. Conf. Management of Data, pages 123–134, 2010.
[7] L. LIU and M. T. O¨ZSU, editors. Web Ontology Language, pages
3483–3483. Springer US, Boston, MA, 2009.
[8] C.-C. Lu and A. L. P. Chen. Finding the shortest path with user
requirements. In Proc. 2017 Int. Conf. Data Mining, Communications
and Information Technology, pages 33:1–33:6, 2017.
[9] S. Magliacane, A. Bozzon, and E. D. Valle. Efficient execution of
top-k SPARQL queries. In Proc. 11th Int. Semantic Web Conference,
Part I, pages 344–360, 2012.
[10] B. J. Mirza, B. J. Keller, and N. Ramakrishnan. Studying rec-
ommendation algorithms by graph analysis. J. Intell. Inf. Syst.,
20(2):131–160, March 2003.
[11] T. Neumann and G. Weikum. Rdf-3x: A risc-style engine for rdf.
Proc. VLDB Endow., 1(1):647–659, August 2008.
[12] Q. Rajput, N. Sadaf Khan, A. Sanam Larik, and S. Haider. On-
tology based expert-system for suspicious transactions detection.
Computer and Information Science, 7(1):103–114, 2014.
[13] S. J. Russell and P. Norvig. Artificial Intelligence: A Modern Approach.
Prentice-Hall, Inc., Upper Saddle River, NJ, USA, 1995.
[14] S. Sakr, M. Wylot, R. Mutharaju, D. L. Phuoc, and I. Fundulaki.
Linked Data - Storing, Querying, and Reasoning. Springer, 2018.
[15] J. Schroeder, J. Xu, and H. Chen. Crimelink explorer: Using
domain knowledge to facilitate automated crime association anal-
ysis. In Intelligence and Security Informatics, pages 168–180, Berlin,
Heidelberg, 2003. Springer Berlin Heidelberg.
[16] J. Schroeder, J. J. Xu, H. Chen, and M. Chau. Automated criminal
link analysis based on domain knowledge. JASIST, 58(6):842–855,
2007.
[17] N. Sengupta, A. Bagchi, M. Ramanath, and S. Bedathur. Arrow:
Approximating reachability using random-walks over web-scale
graphs. In Proc. 35th IEEE Int. Conf. Data Engineering, pages 470–
481, 2019.
[18] F. M. Suchanek, G. Kasneci, and G. Weikum. Yago: A core of
semantic knowledge. In Proc. 16th Int. Conf. World Wide Web, pages
697–706, 2007.
[19] L. D. J. Valstar, G. H. L. Fletcher, and Y. Yoshida. Landmark
indexing for evaluation of label-constrained reachability queries.
In Proc. 2017 ACM SIGMOD Int. Conf. on Management of Data,
pages 345–358, 2017.
[20] X. Wan, H. Wang, and J. Li. LKAQ: large-scale knowledge graph
approximate query algorithm. Inf. Sci., 505:306–324, 2019.
[21] S. Wu, L. Hsiao, X. Cheng, B. Hancock, T. Rekatsinas, P. Levis,
and C. Re´. Fonduer: Knowledge base construction from richly
formatted data. In Proc. ACM 2018 SIGMOD Int. Conf. Management
of Data, pages 1301–1316, 2018.
[22] J. J. Xu and H. Chen. Fighting organized crimes: using shortest-
path algorithms to identify associations in criminal networks.
Decision Support Systems, 38(3):473–487, 2004.
[23] S. Zahmatkesh, E. D. Valle, D. Dell’Aglio, and A. Bozzon. Towards
a top-k SPARQL query benchmark. In Proc. 13th Int. Semantic Web
Conference, pages 349–352, 2014.
[24] L. Zou, J. Mo, L. Chen, M. T. O¨zsu, and D. Zhao. gstore: Answering
SPARQL queries via subgraph matching. PVLDB, 4(8):482–493,
2011.
[25] L. Zou, K. Xu, J. Xu Yu, L. Chen, Y. Xiao, and D. Zhao. Efficient
processing of label-constraint reachability queries in large graphs.
Inf. Syst., 40:47–66, 2014.
Xiaolong Wan received the bachelor’s degree
from the Harbin Institute of Technology, in 2018.
She is working toward the PhD degree in the
School of Computer Science and Technology,
Harbin Institute of Technology. Her research in-
terests include knowledge graph, graph mining.
Hongzhi Wang is a professor and doctoral su-
pervisor with the Harbin Institute of Technology.
He was awarded a Microsoft fellowship and IBM
PhD fellowship, and he was designated as a
Chinese excellent database engineer. His re-
search interests include big data management,
data quality, graph data management, and web
data management.
