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1 abstract
We study equilibrium solutions for the problem
ut = ε
2uxx − u3 + λu+ cosx
ux (0, t) = ux (1, t) = 0.
Using a shooting method we find solutions for all non-zero ε. For small ε we add to the solutions
found by previous authors, especially Angennent, Mallet-Paret and Peletier, and by Hale and
Sakamoto, and also give new elementary ode proofs of their results. Among the new results is
the existence of internal layer-type solutions. Considering the ode satisfied by equilibria, but
on an infinite interval, we obtain chaos results for λ ≥ λ0 = 322/3 and 0 < ε ≤ 14 . We also consider
the problem of bifurcation of solutions as λ increases from 0.
2 Introduction
This is the first of a series of papers studying the existence of bounded solutions of the equation
ε2u′′ = u3 − λu+ cos t, (1)
where λ and ε are positive parameters. This equation is a standard model in the theory of
nonlinear oscillations, one of several which have been called a forced Duffing equation in the
literature. With the signs shown it is often referred to as the equation of a “soft spring.” A
comprehensive reference to the early theory of (1) is [NM], which gives a detailed account of the
results obtained by classical perturbation methods, such as averaging or multi-scale techniques.
More recent efforts have used dynamical systems concepts to establish results about chaotic
behavior of one sort or another. An important reference is by Angenent, Mallet-Paret, and
Peletier [AMPP], who studied stable steady states for a reaction-diffusion equation
uτ = ε
2uxx + f (x, u) (2)
with boundary conditions
ux (0, τ) = ux (L, τ) = 0 (3)
for a class of functions f which were cubic in the state variable u. Equation (1) is obtained
from (2) (with f (x, u) = u3 − λu+ cos x) by setting x = t and assuming that u is independent
of τ. While the specific form (1) is not mentioned in [AMPP], the methods there are easily
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seen to apply and to prove important results about the existence of stable steady-states of the
problem (2) − (3) with this function f. Compactness requirements, however, seem to make it
more difficult to study the problem on an infinite interval, and thereby get “chaos”, using infinite
dimensional methods.
In this paper we introduce a shooting technique, which we have not seen in this form elsewhere,
which is the basis of our approach. We use this technique to obtain new periodic solutions for (1)
over a range of ε which is not “small”. We show that one can give rigorous results about a weak
form of “chaos” over this larger range of ε. We also introduce the problem of determining how
these solutions arise as λ varies, since for λ ≤ 0, (1.1) will be shown to have a unique bounded
solution. Then, letting ε return to its traditional role as a small parameter, we reproduce and
extend the results in [AMPP] as they apply to this equation, using elementary ode methods.
We study the bifurcation problem in λ in more detail, and we begin our study of a further class
of bounded solutions which we can find for small ε.
However, a detailed study of this new class of solutions has proven rather lengthy, so we will
leave its elaboration to a later paper. The goal of that paper will be to obtain a general chaos
result which includes all of the solutions discussed in each paper, in some sense. It is anticipated
that there will be still a third paper devoted to this topic, in which we use techniques from
[HM2] to study the stability of the new solutions, as equilibria of (2)− (3) . This will lead to a
consideration of the Morse index of these solutions, and their role as part of the global attractor
for (2)− (3) . Future work will include extension of the results to more general equations.
In most of this paper we will consider the ode (1) for its own sake. The literature is large,
and it is surprising that, as far as we have been able to determine, many of the solutions we
will find have not been described before. Some of these solutions are periodic and some are
“chaotic” in a sense to be defined below. Those which are periodic are unstable as steady-states
of (2)−(3) and therefore apparently not found by the pde techniques of [AMPP]. However recent
work of K. Nakashima on a similar problem uses continuation methods which may yield results
similar to some of ours for this problem, such as the existence of these new periodic solutions
[NAK]. There have been many other papers on the problem (2)− (3) with cubic nonlinearities,
and some of these also consider unstable solutions. Two recent ones, which cite other related
work, are by Hale and Salazar [HS1],[HS2]. An earlier paper by Kurland gives many oscillatory
solutions which are similar to some of those we find in section 4.2, but for a different class of
nonlinear functions f(x, u) [KUR]. The use of formal asymptotic analysis on similar problems
has been studied by Ockendon, Ockendon and Johnson [OOJ], Norbury and Yeh [NY] and Mays
and Norbury [MN].
All of these papers use methods which appear to quite different from ours, and study, for the
most part, equations different from (1). We have not investigated whether these methods, many
using infinite dimensional functional analysis or sophisticated topology, apply to (1). Most do
not mention equations of the general form of ours, (as in (5) below), [AMPP] being a notable
exception. Most do not study problems on an infinite interval, so that chaos is not considered.
We have seen no other work on the bifurcation problem considered in section 4.5.
The proof of a weak form of chaos which we give seems to us to be very simple. No analysis
is required beyond a simple phase plane argument and the continuity of solutions with respect
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to initial conditions. See Theorem 12 and also the first part of section 4.4. This is for small
ε. For larger ε a few estimates are needed to verify the hypotheses of Theorem 12. These also
appear in section 4.4.
To relate our results to those of traditional nonlinear oscillation theory, we recall that in [NM]
the undamped form of the equation is written as
u¨+ ω20u = ε
(
u3 + k cos ((w0 + εσ) t)
)
. (4)
This form is chosen to study “near-resonance” phenomena, which were the main interest of much
previous work. Resonance, or near-resonance, will play no role in our approach, since we are
not studying a small perturbation of a linear problem. A rescaling of (4) to put the equation in
the form (1) shows that ε small in (4) corresponds to λ large in (1) , though the analogy is not
exact because this rescaling also results in a small amplitude high frequency forcing.
The paper is organized partly according to the restrictions place on ε. Propositions 1, 2,
4, and Theorem 6 in section 3, are for any ε > 0. The results in Section 3 are for a range of ε
which can be stated explicitly, while the results in section 4 are for “sufficiently small” ε. A
more detailed outline of the paper can be found in section 5.
3 Results for all positive ε
At this initial stage it is easy, and we believe of some interest, to study a more general class of
equations. So to start with, consider the equation
ε2u′′ = u3 − λu+ g (t) (5)
where g is any continuous bounded function on [0,∞), with initial conditions
u (0) = α, u′ (0) = 0. (6)
We denote the unique solution by uα. Our initial interest for a general g is to find solutions which
are bounded on [0,∞). Fixing ε > 0, this can be viewed as a bifurcation problem in λ. There
is a “main branch” of bounded solutions which exist for all λ, as given in the following result.
Proposition 1 For any ε > 0 and any λ, (5) has a solution satisfying (6) which is bounded
on [0,∞).
Proof. Choose b > 0 so large that if |u| ≥ b then u3 − λu + g (t) 6= 0, for any t. Then,
u′′ > 0 when u ≥ b and u′′ < 0 when u ≤ −b. We define two subsets of the α axis:
A = {α | uα (x) > b for some x ≥ 0}
B = {α | uα (x) < −b for some x ≥ 0} .
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These sets are clearly non-empty (e.g. b+1 ∈ A) and open. They are disjoint because uα cannot
have a local maximum in the region u > b or a local minimum in the region u < −b. Hence there
is an α∗ /∈ A ∪ B, and this corresponds to a solution which is bounded on [0,∞). This proves
Proposition 1.
It should be remarked that for any even function g (·) , such as cosine, the solutions uα are
even and so uα∗ is bounded on the whole real line.
Proposition 2 For any λ ≤ 0 there is only one solution of (5) − (6) which is bounded on
[0,∞).
Proof. Suppose that there are two bounded solutions, say u1 and u2, and let v = u1 − u2.
Then
ε2v′′ =
(
u21 + u1u2 + u
2
2 − λ
)
v, v′ (0) = 0,
and since u21 + u1u2 + u
2
2 is positive definite and λ ≤ 0, v cannot be bounded on [0,∞). This
proves the result.
Remark 3 A similar argument shows that for a general continuous bounded function g, when
λ ≤ 0 there is exactly one solution of (5) which is bounded on (−∞,∞) . However the existence
part of this result is a little longer, requiring a two-parameter “shooting” argument and some
more complicated topology.
We now consider what happens as λ increases from zero. Consider the function pλ (u) =
u3 − λu. As λ crosses zero, p develops, by a “pitchfork bifurcation”, two new roots (besides
u = 0), a local maximum at u = −
√
λ
3
and a local minimum at u =
√
λ
3
. As λ increases further,
the value of pλ at these maxima and minima will eventually exceed the maximum of |g (t)| . Let
λ0 = sup
{
λ | |g (t)| ≥ pλ
(
−
√
λ
3
)
for some t
}
.
Proposition 4 If λ > λ0, then for any ε > 0 there is a unique bounded solution with u > 0,
3u2 − λ > 0 , and another bounded solution, also unique, with u < 0, 3u2 − λ > 0.
Proof. Existence of these solutions is a simple application of the shooting technique from
Proposition 1. It is easy to show that if λ > λ0, then at u =
√
λ
3
, where u3 − λu has a local
minimum, u′′ < 0. We consider solutions uα with
√
λ
3
< α < b. For α in this region and close to√
λ
3
, uα decreases and crosses
√
λ
3
transversely. For α in this region and close to b, uα increases
and crosses u = b, again transversely. It easily follows that there is a solution uα such that√
λ
3
< uα (t) < b for all t ≥ 0. Similarly, a second solution is found with −b < uα < −
√
λ
3
.
Uniqueness of both of these solutions follows as in Proposition 2.
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Remark 5 We believe that there should be a third bounded solution as well, but we don’t have a
proof for a general continuous bounded function g. There appears to be a significant difference
between boundary value problems on finite intervals, such as those in [AMPP], and the semi-
infinite interval problem discussed here. It is easy to show, for a bounded g and any given
L > 0, that for large enough λ there are at least three solutions of (5)− (6) such that u′ (L) = 0.
But it does not appear to us to be so easy to find three bounded solutions on [0,∞). “Generically”
there should be three, perhaps by some sort of degree theory argument, but the non-compactness
of [0,∞) seems to make the use of such arguments more challenging.
So now we specialize to the equation of principle interest, namely (1) . It is useful to consider
the curve in the (t, u) plane defined implicitly by the equation u′′ = 0; that is , by f (t, u) ≡
u3 − λu+ cos t = 0. This curve has one component for λ ≤ λ0 = 3
2
2
3
and three components for
λ > λ0. Here arethe graphs for 0 < λ < λ0, λ = λ0, and λ > λ0:
Figure 1.
In all three cases, the curve crosses u = 0 at odd multiples of π
2
. For λ > λ0, let U¯ (t) >
U0 (t) >U(t) be the three solutions of u
3 − λu+ cos (t) = 0.
Theorem 6 When g (t) = cos t, let u1 and u5 be the solutions found in Proposition 4, with u1 < 0
and u5 > 0. Then these solutions are 2π-periodic, u
′
1 > 0 in (0, π) and U (0) < u1 < U(π) in
[0, π] . Also, u5 (t) = −u1 (t+ π) and u1 and u5 are the minimal and maximal bounded solutions
of (1) on (−∞,∞) , in the sense that every other bounded solution lies between these two. Also
there is a third 2π periodic solution, up
(
= uαp
)
, which satisfies u
(
π
2
)
= 0 and u′ > 0 on (0, π
2
).
A unique solution with these properties exists for all λ (and so for λ ≤ 0 this is the solution
found in Proposition 1).
Proof. In proving that the solutions of Proposition 4 are periodic, we give a second proof of
their existence, for the case g (t) = cos t. Let α0 = U(0). First observe that u
′′
α0
(0) = u′′′α0(0) = 0
while ε2u
(4)
α0 (0) = −1. Therefore uα0(t) decreases monotonically to −∞. If α0 < α < U0(0), then
u′′α(0) > 0 and so uα initially increases. However, for sufficiently small positive values of α− α0,
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u′α has a first zero, which we denote by t1(α). This means, in turn, that u
′′
α must have a first
zero at τ1 (α) ∈ (0, t1 (α)). For small α− α0, t1 (α) < π2 . Further, ε2u′′′α (τ1 (α)) ≤ 0. From
ε2u′′′′ (t) =
(
3u2 − λ) u′′ + 6u u′2 − cos t
we conclude that for small α− α0 > 0, u′′α < 0 on (τ1 (α) , t1 (α)]. Hence, u (t1 (α)) < U (t1 (α)) .
Clearly, t1(α) approaches 0 as α tends to α0 from above. Extend the function t1(·) to larger α
by continuity, as long as possible. That is, t1(·) is the continuous function such that u′α(t1(α)) = 0
and, for α sufficiently close to α0, t1(α) is the first positive zero of u
′
α. Then t1 (α) remains the
first zero of uα until either (i) u
′′
α(t1(α)) = 0 (since we can then no longer use the implicit
function theorem to solve u′α(t) = 0 for t) or (ii) there exists a first t0 ∈ (0, t1 (α)) such that
u′α(t0) = 0 and u
′′
α(t0) = 0 (since then t1 (α) ceases to be the first positive zero of u
′
α). But
if (i) occurs at some first α1 > α0, and t1 (α1) is the first zero of u
′
α1
, with t1 (α1) < π, then
u′′′α1 (t1 (α1)) = − sin t1 (α1) < 0. This implies that u′α1 = 0 to the left of t1 (α1), a contradiction.
If (ii) occurs we get the same contradiction at t0 (α) . If (i) occurs at α1 and t1 (α1) = π, then
u′′′α1 (t1 (α1)) = 0 and ε
2u′′′′α1 (t1 (α1)) = 1. This means that u
′′
α1
> 0 on either side of t1 (α1) = π,
and t1 (α1) could not be the first zero of u
′
α1
. Hence t1 (α) is continuous and remains the first
zero of u′α as long as t1 (α) ≤ π.
On the other hand, if α = U(π), then the first maximum of uα is larger than U0(π). Therefore,
t1(α) must vary continuously as α increases from α0 until it eventually takes on the value π for
some α ∈ (α0, U(π)). For any such α, uα gives a periodic solution of (1) with the properties that
u′α(t) > 0 for t ∈ (0, π) and U(0) < uα(t) < U(π) for t ∈ [0, π]. From Proposition 4, it follows
that such an α is unique and the corresponding solution uα coincides with the unique bounded
solution with u < 0 and 3u2− λ < 0 in Proposition 4. The reflection −uα(π+ t) of this periodic
solution gives a second periodic solution, which corresponds to the unique bounded solution with
u > 0 and 3u2 − λ > 0 in Proposition 4.
The proof that u1 and u5 are the minimal and maximal bounded solutions of (1) on (−∞,∞)
follows from that of Proposition 4.
To obtain the third periodic solution, up, again let α0 = U (0) , the smallest root of u
3−λu+
1 = 0. We saw that if α < α0 then u
3 − λu+ cos t < 0 for all u ≤ α, and all t, and uα decreases
monotonically to −∞, (in finite time). If α = α0, so that u′′ (0) = 0, then u′′′ (0) = 0, u′′′′ (0) < 0
and again u decreases below α0 and tends to −∞. On the other hand, if α < 0 is sufficiently
small in magnitude then ε2u′′ (0) > 1
2
and it is easy to show that u increases to cross zero at some
first t0 = t0 (α) , with u
′ > 0 on (0, t0 (α)]. Lowering α from 0, the function t0 (α) is continuous
as long as u′α (t0 (α)) > 0. If u
′
α (t0 (α)) = 0 then u
′′ (t0 (α)) ≤ 0 since u cannot have a local
minimum at t0 (α) . This implies that t0 (α) ≥ π2 . Since t0 (α) is not defined for α ≤ α0, it must
increase beyond π
2
as α decreases from zero. Thus there is some first (largest) α = αp < 0 with
t0 (αp) =
π
2
. Let up = uαp. An easy symmetry argument shows that up
(
π
2
+ t
)
= −up
(
π
2
− t) for
all t, showing that up is 2π−periodic, with a maximum at π.
Suppose, therefore, that u = up satisfies u
′ (τ) = 0 for some first τ ∈ (0, π) . By the anti-
symmetry of up around
π
2
we can assume that τ ≤ π
2
. Then u′′ (τ) ≤ 0. If u′′ (τ) = 0 then
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ε2u′′′ (τ) = − sin τ < 0 so u′′ becomes negative. In either case u′ < 0 on some interval to the
right of τ .
From the graphs of u′′ = 0 it is clear that if u (0) < 0, u′′(0) > 0, u < 0 on
(
0, π
2
)
and u′ = 0
before t = π
2
, then after that point, u′′ < 0 at least until t = π. This implies that u′p > 0 on
(0, π).
The uniqueness of up follows from Lemma 7 below.
Lemma 7 Assume that α1 < α2 < 0. If 0 < T ≤ π/2 and uα2 ≤ 0 in [0, T ], then uα1 < uα2 in
[0, T ].
Proof. First, using the Sturm-Liouville technique we get
ε2(u′α1uα2 − uα1u′α2)(t) =
∫ t
0
uα1uα2(u
2
α1
− u2α2) ds+
∫ t
0
(uα2 − uα1) cos t ds. (7)
Assume that the lemma is false. Then, there is a first t = t¯ ∈ (0, π/2] such that uα2 ≤ 0 in
[0, t¯] and uα1 = uα2 at t¯. Then, u
′
α1
(t¯) ≥ u′α2(t¯). Evaluating (7) at t = t¯ shows that the left side
is nonpositive and the right side is positive. This contradiction proves the lemma and completes
the proof of Theorem 6.
Below we will want a slight variant of Lemma 7, with a similar proof which we omit.
Lemma 8 Let u and U be two solutions of (1) with u′(π) = U ′(π) = 0. If π > T ≥ π/2 and
u ≥ 0 in [T, π], then u < U in [T, π].
Corollary 9 Assume that u is a periodic solution of (1) with u′(0) = u′(π) = 0. If u(0) < up(0),
then u(t) < up(t) for all t ∈ (−∞,∞).
Proof. From Lemma 7 it suffices to show that u(t) < up(t) for t ∈ (π/2, π]. If u(π) > up(π),
then Lemma 8 implies u(t) > up(t) for all t ∈ [π2 , π] so that u has a jump at π2 , a contradiction.
Hence we have u(π) < up(π). Assume now that the corollary is false. Since u
′
p > 0 in (0, π),
there is a t¯ ∈ (π
2
, π) such that u′(t¯) = 0 and u(t¯) > up(t¯). The Sturm-Liouville technique shows
that
ε2[u′(t)up(t)− u(t)u′p(t)] = −u(t¯)u′p(t¯) +
∫ t
t¯
[uup(u
2 − u2p) + (up − u) cos s] ds.
If u (t) = up (t) for some largest t ∈
[
π
2
, t¯
]
then ( u
up
)′ < 0 in (t, t¯) a contradiction. We again get
that u has a jump at t = π
2
and this proves the corollary.
We have now shown that as λ increases from 0, new periodic solutions appear. We can
prove one thing about the initial bifurcation of new solutions for any positive ε. Let
λb = sup {λ |There is only one solution, up,with u′ (0) = 0, u′ (π) = 0} .
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Theorem 10 For any ε > 0, λb < λ0 .
Proof. Suppose that ε > 0 and let λ = λ0. It will be helpful to consider the graph of the set
of solutions of u′′ = 0, shown in Figure 1-b. Starting from α = −
√
λ
3
we consider the solution
uα as α is lowered. Let t2 (α) denote the first intersection of this solution with u = −
√
λ
3
.
Then near α = −
√
λ
3
, t2 (α) is defined and continuous. Further, u
′
α > 0 on (0, t2 (α)] as long
as t2 (α) < π. The solution cannot be tangent to the line u = −
√
λ
3
until we reach a value of α,
say α1, where t2 (α) = π. Suppose that u
′
α1
(π) = 0. Since λ = λ0 it follows that u
′′
α1
(π) = 0
and we easily calculate that u′′′α1(π) = 0 while u
′′′′
α1
(π) > 0. But this implies that uα1 = −
√
λ
3
at some earlier point, a contradiction. Therefore u′α1 (π) > 0. A similar argument shows that
there is an α2 >
√
λ
3
such that uα2(π) =
√
λ
3
and u′α2(π) < 0. If α > b then u
′
α(π) > 0 (or uα(π)
is not defined, which is easily handled), while if α < −b then u′α(π) < 0. Therefore a simple
continuity argument shows that there are three values of α such that u′(π) = 0, and this give
three 2π-periodic solutions of 1.
Further, this argument extends by continuity to values of λ close to λ0. That is, keeping α1
and α2 fixed, we still have u
′
α1
(π) > 0, u′α2 (π) < 0, u
′
b (π) > 0 or undefined, and u
′
−b (π) < 0 or
undefined. This proves Theorem 10.
4 Results for “large” ε
4.1 A simple proof of chaos
In this section we show how the shooting method can give a global result about chaos for
this equation. Our aim is for a concise statement implying the existence of uncountably many
bounded solutions and a natural map between a family of symbol sequences and a set of bounded
solutions, where moreover, we can get specific estimates on ranges of λ and ε which support this
chaotic behavior. This will mean that we do not prove uniqueness of the solution corresponding
to a particular sequence, and hence we can only prove a weaker sensitivity to initial conditions
then one obtains from some asymptotic methods. In a later section, in which ε is taken as
sufficiently small, more precise results will be obtained.
Our results in the next few sections have one main hypothesis, which we state now.
Condition 11 There is an α¯ ∈
(
α0, −
√
λ
3
)
such that uα¯ (t) increases monotonically as t
increases from 0, and crosses u = b before t = π
2
.
Recall that b is positive and satisfies b3 − λb− 1 > 0. An easy phase plane argument (given
in section 4.4) shows that if λ ≥ λ0, then Condition 11 is satisfied for sufficiently small ε. Later
we will show, with a bit more work, that Condition 11 is satisfied in a specific range of ε and λ.
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We use α¯ as given in Condition 11 to define a family {wˆk} of “special” solutions as follows:
wˆk (t) = (−1)k uα¯ (t− kπ) . (8)
Thus, each wˆk is a translation, and for odd k a reflection, of the solution uα¯. It is easily seen
that (−1)k wˆk has its global minimum at kπ and on each side of this point increases monotonically
to u = b before |t− kπ| = π
2
.
Let wk denote the restriction of wˆk to the interval [sk, Sk] in which |wˆk| ≤ b. In the following
figure we plot several of the functions wk.
-2
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0
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0 10 20 30 40 50 60
Figure 2
Graphs of w0, w1, w2, w3, and w4
We can now state our result.
Theorem 12 Assume that λ > λ0 and that Condition 11 holds. Let Σ = {σk}k=1..∞ be any
sequence of positive integers such that σk+1−σk ≥ 2. Then there is an αΣ ∈ (α0, α¯) such that
uαΣ exists on (−∞,∞) , and on (0,∞) the graph of uαΣ intersects the graph of each wσk , but
does not intersect the graph of any wj with j /∈ Σ.
Remark 13 We allow Σ to be finite, or even empty.
Proof. We define two functions, f+ and f−, as follows:
f+ (t) =
{
wk (t) if k is even and sk ≤ t ≤ Sk
b otherwise
f− (t) =
{
wk (t) if k is odd and sk ≤ t ≤ Sk
−b otherwise
A key observation is that no solution can intersect the curve f− tangentially from above, or the
curve f+ tangentially from below. This is because u
′′ < 0 when u = −b, u′′ > 0 when u = b, and
no two distinct solution graphs can be tangent to each other. Also, no solution can be tangent
to either of the lines u = ±b from between these two lines.
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Further, we will need two other functions, g+ and g−, where g− < 0 < g+. These are defined
by
g+ (t) = max
{√
λ
3
, f− (t)
}
, g− (t) = min
{
−
√
λ
3
, f+ (t)
}
.
As in the figure below, the function f+ can be described as the function whose graph is the line
u = b except at downward bumps when this line meets a wk with k even. Also, the graph of
g+ is the line u =
√
λ
3
except for upward bumps when this line meets the graph of wk for some
odd k. The functions f− and g− are reflections and translations of f+ and g+. Recall that in
Condition 11 we required that |α¯| >
√
λ
3
. No solution can be tangent to g+ from above or to
g− from below. Also, no solution can be tangent to u =
√
λ
3
from above or to u = −
√
λ
3
from
below.
Figure 3
Graphs of f+ and g+
Assuming that the sequence Σ is chosen, we shall define a sequence of closed intervals {Ik}
with the following properties: (See Figure 4).
(i) For each k, α ∈ Ik implies that uα intersects wσ1 , ..., wσk and no other wj with j < σk .
(ii) Let Ik = [βk, αk] , and for α ∈ Ik let tk (α) denote the first t such that uα (t) = wσk (t) .
Then either tk (αk) = sσk and tk (βk) = Sσk , or tk (βk) = sσk and tk (αk) = Sσk .
(iii) Ik ⊂ Ik−1.
Since the intervals will be closed, their intersection will be non-empty, and a point αΣ ∈ ∩∞k=1Ik
will have the properties stated in the Theorem. We do not prove that the intersection is only
one point. We will be able to do this for sufficiently small ε.
We will choose I1 as a subinterval of (−b, α¯) . Suppose, first, that σ1 is even. For α close to
α¯, uα intersects f+ before t =
π
2
, and therefore before uα could intersect w1. Let t1 (α) denote
the first intersection of uα with f+. Then t1 (·) is continuous in some maximal subinterval (β, α¯]
of (−b, α¯] . However, β > −b, for solutions uα with α close to −b do not intersect f+ at all.
(Instead they decrease monotonically to below u = −b and then to −∞.) The nontangency of
uα with f+ implies that
lim sup
α→β+
t1 (β) =∞.
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We do not know if t1 (α) is monotone increasing. However, there must be an interval I1 = [β1, α1]
such that t1 (α1) = sσ1 , t1 (β1) = Sσ1 , and sσ1 < t1 (α) < Sσ1 in (β1, α1) , t1 (α) < Sσ1 on (β1, α¯] .
As long as t1 (α) is continuous, it must remain the first intersection of uα with f+, because of the
nontangency of uα with f+. Further, while t1 (α) is continuous the solution uα cannot intersect
f− in (0, t1 (α)) , because of non-tangency with f−. A similar argument is used to construct I1
if σ1 is odd. In this case we have t1(β1) = sσ1 and t1(α1) = Sσ1 .
We now assume that a (decreasing nested) sequence of closed intervals I1, ..., In has been
constructed with properties (i) − (iii) for k = 1 · · ·n. We wish to construct In+1 ⊂ In. We
will consider the case where σn is even and σn+1 is odd. We will also assume that tn (αn) = sσn
while tn (βn) = Sσn . We will show that we can construct [αn+1, βn+1] so that tn+1 (αn+1) = Sσn+1
and tn+1 (βn+1) = sσn+1 , or we could make a different choice which would result in tn+1 (αn+1) =
sσn+1 , tn+1 (βn+1) = sσn+1 . (Hence, for any given sequence Σ there will be many solutions with
the properties (i)− (iii) . This does not by itself imply a reduced sensitivity to initial conditions,
because these solutions may be separated from each other. This is discussed in a separate section
below. )
The assumption that σn is even means that the function wσn is a downward pointing spike
and wσn (sσn) = wσn (Sσn) = b, while taking σn+1 odd means that wσn+1 is an upward pointing
spike.
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Figure 4
Several solutions used in the shooting process, with the scale t→ t
ε
, ε = .5
Solutions shown are uα1 , uβ1, uµ1and uθ1, together with w0, w1, w2, and w3.
To define In+1, in the case where σn is even, let µn = sup
{
α < αn| uα (tn (α)) =
√
λ
3
}
. Then
tn (α) ∈ (sσn , σnπ) , uα (tn (α)) ∈
(√
λ
3
, b
)
for µn < α < αn , and u
′
µn
(tn (µn)) < 0. The last
inequality is true because uµn does not intersect wσn−1, an upward pointing spike, and |α¯| >
√
λ
3
.
(If we wished to have tn+1 (αn+1) = sσn+1 we would set µn = inf
{
β > βn| uα (tn (α)) =
√
λ
3
}
.
In this case tn (α) ∈ (σnπ, Sn) , uα (tn (α)) ∈
(√
λ
3
, b
)
for βn < α < µn , and u
′
µn
(tn, µn) > 0.
Slight changes are necessary if σn is odd.)
Consider values of α near to µn. Since uµn (tn (µn)) =
√
λ
3
, sn < tn (µn) < σnπ, and
u′µn (tn (µn)) < 0, we can define τn (α) continuously by the equations uα (τn (α)) = g+ (τn (α)) ,
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τn (µn) = tn (µn) . Then τn (·) will be continuous in some maximal interval around µn. However,
as α increases from µn, τn (α) must tend to infinity, since it is not defined at α = αn, where the
solution u reaches b at sn = tn (αn) and never decreases below b after that.
Let
θn = sup {α > µn| τn is continuous on [µn, α] and τn (α) = (σn + 1)π} .
The interval In+1 will be a subinterval of [θn, αn] .
Observe that uθn crosses wσn+1, from above, at its maximum point, at t = (σn + 1)π. This
is also an intersection of uθn with f−. Let the intersection of this solution with f− be denoted
by ρ = ρn (θn), and extend ρn as a function of α continuously for α ≥ θn, ρn being defined as
the intersection of uα with f−, as long as it remains continuous. The solution uα may possibly
intersect f− at earlier points, but ρn is defined uniquely by requiring that ρn (θn) = (σn + 1)π.
We see that as α increases from θn the function ρn must eventually be undefined, since it is
not defined at αn . So, it must increase (not necessarily monotonically), and there must be some
closed subinterval of (θn, αn) in which ρn (α) lies in the interval
[
sσn+1 , Sσn+1
]
and moves from
the left end of this interval to the right end (not necessarily monotonically) as α increases. This
subinterval of (θn, αn) is chosen for the interval In+1 = [βn+1, αn+1]. We define it unambiguously
by choosing the subinterval with the given properties which lies nearest to θn. The possibility of
an infinite set of subintervals with these properties is precluded by bounds on the variables for
a given ε. The construction of In+1 shows that it satisfies conditions (i)-(iii).
A similar construction will give In+1 in the case where σn and σn+1 are both even. In this case
we can obtain tn+1 (αn+1) = sσn+1 by decreasing α from αn and observing that the intersection
of uα with u = f+ must tend to∞. before we reach θn. The case where σn is odd is also handled
similarly. At each step we can obtain tn(αn) = sσn if σn is even and tn(αn) = Sσn if σn is odd.
This completes the induction step and the proof of Theorem 12
4.2 “Kneading” theory
A one-parameter shooting process as in the proof of Theorem 12 inherently gives an ordering
of the initial conditions corresponding to different sequences. This sort of ordering is related
to “kneading theory” [GH]. In earlier work on similar problems formal results about this were
stated, for symbol sequences on two symbols [HM1],[HM2],[HT1],[HT2]. Here we will describe
the theory only for the solutions found in Theorem 12. Further solutions found below would
make the description more complicated and so this part of the theory will not be discussed in
those cases.
Notice that in the induction procedure used in the proof of Theorem 12, repeated use was
made of lowering or raising α and letting the intersections with the sets f+ or f− tend to infinity.
There was never an assumption that these intersections moved monotonically. However, the
intersection will pass through some particular wk before it first intersects wk+2, the next spike
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pointing in the same direction as wk. The point of intersection might retreat along the t axis
and intersect wk again. This would increase the number of solutions corresponding to some
particular sequence, but does not prevent our giving an order to those chosen as in the proof of
theorem 12. Our repeated choice to have tn (αn) = sσn , rather than Sσn , makes the relation
between solutions and sequences easier to describe. (If σ1 = 1 then we could not make this
choice at step 1, but could thereafter.) The ordering of solutions corresponding to sequences by
the algorithm used in the proof is well defined because of the definitions of µn, θn, etc. This
is despite the fact that we don’t know that the nested intervals converge to single points. Any
choice of points within the limit intervals will give the same ordering. We have the following
corollary of the proof of Theorem 12:
Theorem 14 Suppose that Σ1 and Σ2 are two sequences of positive integers as in the statement
of Theorem 12. Suppose that for some k ≥ 0, σi(Σ1) = σi(Σ2) if 1 ≤ i ≤ k. If σk+1(Σ1)
is even and σk+1(Σ2) is odd, then α(Σ1) > α(Σ2). If σk+1(Σ1) > σk+1(Σ2) and both of these
integers are even, then α(Σ1) < α(Σ2). If σk+1(Σ1) > σk+1(Σ2) and both integers are odd, then
α(Σ1) > α(Σ2).
4.3 Further periodic solutions, and symbolic dynamics with five sym-
bols.
Earlier we showed that for λ > λ0, there are at least three solutions with period 2π. Numerically,
however, we find five periodic solutions u1, ..., u5 , with u1 < u2 < u3 < u4 < u5. Here is a graph
of these solutions when ε = 1, λ = 2:
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Figure 5
Periodic solutions, u1, u2, u3 (= up) , u4,and u5. Here ε = 1, λ = 2.
The solution u3 is the solution up which is anti-symmetric around
π
2
, found in Theorem 6.
The solutions u1 and u5 are the ones found in Proposition 4. These are the same ones found in
[AMPP], at least for small ε, and correspond to stable steady states for (2)−(3) . The solutions
u2 and u4 seem to be new (although their existence is strongly suggested by the existence of three
stable steady-states). Other solutions are found which “follow” one or another of these solutions
over long intervals, switching in almost arbitrary ways from one to another. To state a precise
13
theorem, we have to capture what it means to “follow” a solution over an interval in a way
that sharply distinguishes different patterns. We need to identify disjoint open sets of solutions
which, over a finite interval, follow the solutions in different orders. We are able to do this
because of the various non-tangency conditions stated above.
The following result is stated without reference to u1, ..., u5, or even knowledge that u2 and u4
exist. It will be seen later that existence of u2 and u4 is an easy consequence of the technique
used to prove the result.
Theorem 15 Suppose that the hypotheses of Theorem 12 are satisfied. (That is, λ > λ0 and
Condition 11 holds.) Let {wk} be the family of “spike” solutions defined by equation (8). Let
Ω = {ωk} be a sequence chosen from the integers {1, 2, 3, 4, 5} . Assume that no 1 or 2 is
followed immediately by a 4 or 5, and no 4 or 5 is followed immediately by a 1 or 2. (There
must be an intervening 3.) Then there is a solution u = uΩ with the following properties:
(i) If ωk = 1 or 2 then u intersects w2k−1 at two points and does not
intersect w2k.
(ii) If ωk = 1 then u < g− in ((2k − 2)π, 2kπ) while if ωk = 2, then u > g− somewhere
in this interval.
(iii) If ωk = 3 then u does not intersect either w2k−1 or w2k.
(iv) If ωk = 4 or 5 , then u does not intersect w2k−1 but does intersect w2k, at two points.
(v) If ωk = 4 then u falls below g+ in ((2k − 1)π, (2k + 1)π) , while if ωk = 5, then
u > g+ in this interval.
Proof. The proof is a refinement of the proof of Theorem 12. The notation is different,
however, for in the statement of Theorem 15 all of the wk are included, not just those picked
out by some index set {σk} . As before, sk < Sk will be the endpoints of the graphs of wk.
The functions f− and f+, g− and g+, are the same as before. Also, tk (α) will denote the first
intersection of uα with wk.
Rather than carry out a formal induction, we will show how to construct a solution corre-
sponding to a sequence beginning with ω1 = 4 or 5, ω2 = 3, ω3 = 1 or 2. Hence we want a solution
which misses w1, intersects w2, misses w3 and w4, intersects w5, and does not intersect w6. It
will then be apparent how to deal with the general case. In the notation of Theorem 12 we are
starting with σ1 = 2, σ2 = 5.
If ω1 = 5, then we proceed in the same way as in the proof of Theorem 12. The induction
step there (going from n = 1 to n = 2) produced an interval I2 in which the solutions uα do
not cross g+ in [π, 3π] . Further, the solutions in this interval will not intersect w3 or w4 and
will intersect the two endpoints of w5 when α is at the endpoints of I2. The refinement of this
interval according to whether ω3 = 1 or 2 will be similar to the way we handle the case w1 = 4,
so we turn to that case now.
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When ω1 = 4, we follow the proof of Theorem 12 up to the definition of µ1. However now we
set
µ1 = inf
{
α > β1| t1 (α) < 2π and uα (t1 (α)) =
√
λ
3
}
.
Then for α ∈ [β1, µ1] , uα intersects w2 to the right of the first point where w2 =
√
λ
3
. We now let
τ1 (α) be the intersection of uα with g+ defined by continuity from the point uµ1 (t1 (µ1)) . Set
θ1 = inf {α > µ1| τ1 (α) = 3π} ,
and
φ1 = sup {α < µ1| t1 (α) = 2π} .
These are defined because uα1 does not intersect g+ after π, and because t1 (α) varies between
τ1 (µ1) and S1 as α moves from µ1 to β1. Then φ1 ∈ (β1, θ1) and for α ∈ [φ1, θ1) uα intersects
w2 and also intersects g+ in the interval (π, 3π) .
The solution uφ1 intersects w2 at its minimum point, at t = 2π, and from there increases to
cross b before 5π
2
. (This is shown by a comparison with w2, as in the proof of Lemma 7.) The
solution uθ1 intersects w2 twice, intersects w3 at its maximum point and then decreases to cross
−b before 7π
2
. Following the same procedure as in the proof of Theorem 12, we lower α from
θ1 and find an interval I2 = [β2, α2] ⊂ (φ1, θ1) such that uα2 (s3) = −b, uβ2 (S3) = −b, and
for α ∈ (β2, α2) , uα intersects g+ in (π, 3π) and also intersects w3. Other cases, and succeeding
steps, being similar, this completes the proof of Theorem 15.
We can also use this process to prove the existence of u2 and u4:
Theorem 16 If λ > λ0 and Condition 11 holds, then there are at least five 2π- periodic solutions
of 1, u1, u2, u3 (= up) , u4 and u5, all with u
′ (π) = 0. Further, these solutions are ordered by
u1 < u2 < u3 < u4 < u5.
Proof. We already know that u1, u3, and u5, which exist by Proposition 4, are increasing in
(0, π) . We give two proofs of the existence of u2 and u4. The first is a little shorter, while the
second shows in addition that u2 and u4 are increasing on (0, π) .
Proof 1: We will find a solution u = uα with the property that α < αp, u
′ (π) = 0, u (π) > g−,
and u intersects w1. (None of the three solutions u1, u3, and u5 have all of these properties.)
We assume in Theorem 15 that ω1 = 2. Then in the construction used in the proof of Theorem
15 we find µ1 such that u
′ > 0 on (0, t1 (µ1)] and uµ1 (t1 (µ1)) = g−. We also find φ1 such
that t1 (φ1) = π, and necessarily, u
′
φ1
(t1 (φ1)) < 0. If we decrease α from φ1 we come to a first
(largest) α, say αˆ, where uαˆ first intersects g− at t = π. At that point, u′αˆ (π) > 0. Somewhere
between αˆ and φ1 there must be an α with u
′
α (π) = 0, uα (π) > g−. This solution must also
intersect w1, and this gives the desired fourth periodic solution (beyond those constructed in
Proposition 4.) The fifth is obtained by translation and reflection. From Corollary 9, it follows
that u1 < u2 < u3 < u4 < u5.
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Here is a second proof: If α = u1(0), then v(t) =
∂uα
∂α
|(t) > 0 and v′(t) > 0 for t ∈ (0, π], and
u′1 > 0 in (0, π). Also, u1 intersects w1 in (0, π), and it follows that for α > u1 (0) and sufficiently
close to u1 (0) , u
′
α is also positive on (0, π) , and again uα intersects w1 at some point in (0, π) .
Let
α2 = sup{αˆ ∈ (u1(0), up(0)) | For u1 (0) < α ≤ αˆ, u′α > 0 on (0, π)
and uα intersects w1 at some point in (0, π)}.
Then α2 < up(0) since up does not intersect w1 at all.
By continuity, and since no uα is tangent to w1, u2 := uα2 intersects w1 in (0, π] and u
′
2 ≥ 0
in [0, π]. The first intersection of u2 with w1 is either at π or in (0, π). In the first case u
′
2(π) > 0,
which implies (u2 − w1)′(π) > 0 and so u2 < w1 just before π, a contradiction. Hence u2 first
intersects w1 in (0, π). Then by the definition of α2, it follows that u
′
2 = 0 at some first t˜ ∈ (0, π].
We claim that t˜ = π. If 0 < t˜ < π. then u′′2(t˜) = 0 for otherwise, u
′′
2(t˜) < 0 and this implies that
u′2 < 0 just after t˜, a contradiction. So u
′′′
2 (t˜) = − sin t˜ < 0 which gives u′2 < 0 just before and
after t˜, again a contradiction. This shows that u′2(π) = 0 so that u2 is a periodic solution which
satisfies u1(0) < u2(0) < up(0) and u
′
2 > 0 in (0, π). Further, u2 intersects w1 in (0, π), which
implies that u2(π) < w1(π). Let u4(t) = −u2(t+ π). From Theorem 6 and Corollary 9, it again
follows that u1 < u2 < u3 < u4 < u5.
Remark 17 If the forcing term had less symmetry than cosine, but still was symmetric around
π and 0, we could still construct the five periodic solutions by a similar shooting method.
4.4 Verification of Condition 11 for a range of parameters
It is trivial to verify Condition 11 for λ > λ0 and sufficiently small ε. This is most easily seen
by making the change of variables τ = t
ε
, letting v (τ) = u (t) , and considering the resulting
equation
v¨ = v3 − λv + cos ετ. (9)
Then consider the phase plane for the limiting equation
v¨ = v3 − λv + 1.
There are three equilibria in the v, v˙ plane, pi = (α¯i, 0) , i = 1, 2, 3, where α¯1 < 0 < α¯2 < α¯3.
The outer two, p1 and p3 are saddle points while p2 is a center. There is a homoclinic
orbit at p3, so that the left branch of the unstable manifold at p3 is bounded, with v taking
its minimum value at a point (α∗, 0) where α¯1 < α∗ < α¯2, while the unstable manifold at p1 is
unbounded to the right. Suppose that v (0) = α¯ ∈ (α¯1, α∗) . Then v˙ > 0 for t > 0 as long as
the solution is defined, and v → ∞ in finite time. Continuity with respect to ε implies that
for small enough ε, the solution of (9) with v (0) = α¯, v˙ (0) = 0 will increase monotonically and
cross v = b before τ = π
2ε
. This verifies Condition 11 for small ε.
Next we give an estimate on ε for given λ > λ0 to ensure that Condition 11 holds. This
estimate of ε is by no means best.
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Lemma 18 For any λ ≥ λ0 let b = b(λ) =
√
λ+ 1
2λ
and ελ =
π
3Tλ
, where Tλ = 2
√
b+
√
λ for
λ0 ≤ λ < 4 and
Tλ = 2
√
2 +
√
2 ln(
√
λ− 1)√
λ
+ 2
(√
b+
√
λ−
√
2
√
λ− 2
)
(10)
for λ ≥ 4. Let v be the solution of (9) with v(0) = −√λ and v˙(0) = 0. If 0 < ε ≤ ελ in (9), then
there is a T ∈ (0, Tλ) such that
v˙ > 0 in (0, T ] ⊂ (0, π
3ε
], and v(T ) = b. (11)
Proof. Let
T = sup{τ ∈ (0, π
3ε
)| v˙ > 0, v < b in (0, τ ]}.
Since v¨(0) = 1, it follows that T is well defined. Then for τ ∈ (0, T ), cos(ετ) ≥ 1/2 and then (9)
gives v¨ ≥ v3 − λv + 1/2. Multiply this inequality by 2v˙ and integrate over [0, τ ] to give
(v˙)2 ≥ 1
2
v4 − λv2 + v − (1
2
λ2 − λ2 −
√
λ) =
1
2
(v2 − λ)2 + (v +
√
λ) (12)
and hence, for τ ∈ (0, T ],
v˙ ≥
√
1
2
(v2 − λ)2 + (v +
√
λ). (13)
This implies that
T <
∫ b
−
√
λ
dv√
1
2
(v2 − λ)2 + (v +√λ)
(14)
and v˙(T ) > 0 (recall that v(0) = −√λ).
If λ0 ≤ λ < 4, then T <
∫ b
−
√
λ
1√
v+
√
λ
dv = 2
√
b+
√
λ = Tλ, which proves (11) for 0 < ε < ελ.
Assume that λ ≥ 4 and write
∫ b
−
√
λ
dv√
1
2
(v2 − λ)2 + (v +√λ)
= I1 + I2 + I3,
where
I1 :=
∫ −√λ+2
−
√
λ
dv√
v +
√
λ
= 2
√
2, I2 :=
∫ √λ−2
−
√
λ+2
√
2dv
λ− v2 =
√
2 ln(
√
λ− 1)√
λ
,
and
I3 :=
∫ b
√
λ−2
dv√
v +
√
λ
= 2
(√
b+
√
λ−
√
2
√
λ− 2
)
.
It follows from (10) that T < Tλ and therefore (11) follows from the definition of T and the
assumption that 0 < ε ≤ ελ.
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Remark 19 Since limλ→∞ Tλ = 2
√
2, it follows from Lemma 18 that for sufficiently large λ > 0,
Condition 11 holds for 0 < ε < π
6
√
2
. Also, easy numerical estimates (assisted by a computer
algebra program!) show that for any λ ≥ λ0, Condition 11 holds if 0 < ε < 14 .
5 Results for small ε.
5.1 Asymptotic form of periodic solutions as ε→ 0.
One of the key points made in the work of Angenent, Mallet-Paret, and Peletier is that as ε→ 0,
the solution which we have called up, or u3, tends to the lower root, U (t) , of u
′′ = 0 in [0, π
2
)
and to the upper root, which we have denoted by U¯ (t) , in (π
2
, π]. (This was for the case λ > λ0.)
We will need this result here. Since one of the aims of this paper is to give elementary proofs of
their results, with no reliance on infinite dimensional analysis or partial differential equations, we
give a new proof. The result is obtained from the following lemma, where we make no assumption
on λ. For any λ, the equation u3 − λu + cos (t) = 0 has a smallest solution u = U (t) which is
continuous in any interval Ik =
[
(2k−1)π
2
, (2k+1)π
2
]
with k an even integer. When k is odd, U¯ is
continuous in Ik.
Lemma 20 For some even integer k let Jk and Mk be closed intervals with Mk ⊂ int (Jk) ⊂ Ik
(where int denotes interior). Then for any δ > 0, there is an ε0 such that if 0 < ε < ε0, and
if u is a solution of (1.1) with −b ≤ u ≤ 0 in Jk, then |u(t)− U (t)| < δ in Mk. If k is odd, a
similar result holds, stating that solutions which are positive and bounded by b in Jk are close to
U¯ in Mk.
If we recall that up is an even function, we see that up must be close to the lowest root U(t)
of u′′ = 0 on any interval of the form [0, (1− δ) π
2
] as ε→ 0. This is true also for any bounded
solution with u (0) < up (0) .
Proof. Consider the case k even. The branch U (t) is strictly negative in Jk. Further, given
a sufficiently small δ > 0, depending on λ and Jk, the quantity
fmax = max
U(t)−δ≥u
t∈Jk
f (t, u)
is negative and the quantity
fmin = min
U(t)+δ≤u≤0
t∈Jk
f (t, u)
is positive. It follows ε0 can be chosen so that if u (t) ≤ U (t)− δ for some t ∈Mk and u′ (t) ≤ 0,
then u crosses u = −b as t increases in Jk, while if u′ (t) > 0, then u crosses −b in Jk as t
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decreases. Similarly, if u (t) ≥ U (t) + δ, then u will cross zero before t leaves Jk, either forward
or backward depending on the sign of u′. The case k odd is similar. This proves Lemma 20.
The remaining results in this section give more information about the asymptotic behavior
of solutions as ε→ 0. They will be needed in the next section.
Lemma 21 Assume that λ > λ0. Then
(i) There are M0 > 0 and ε0 > 0 such that if 0 < ε < ε0 and u is a solution of (1)
satisfying u ≤ −
√
λ
3
over an interval [c, d], with −∞ ≤ c < d ≤ ∞, then u(t) < U (t) +M0ε2 in
Jε := [c +
3
K
ε| ln ε|, d− 3
K
ε| ln ε|]. If u is a solution of (1.1) satisfying u ≤ −
√
λ
3
in [c, d], then
u(t) > U¯ (t) −M0ε2 in Jε. Here K =
√
U¯(0)−
√
λ
3
, [c, d] := (−∞, d] if c = −∞ and d < ∞,
and other cases such as d =∞ and c > −∞ and both c = −∞ and d =∞ are defined similarly.
(ii) If 0 < ε ≤ ε0 and u is a solution of (1) which is bounded in (−∞,∞) and satisfies
u < −
√
λ
3
in [c, d] with −∞ ≤ c < d ≤ ∞, then
|u(t)− U(t)| < M0ε2 for t ∈ Jε. (15)
If instead u satisfies u >
√
λ
3
over [c, d], then
|u(t)− U¯(t)| < M0ε2 for t ∈ Jε. (16)
Proof. It is easy to check that there are M0 > 0 and ε0 > 0 such that if 0 < ε ≤ ε0 and
U2 = U + (M0 − 1)ε2, then
ε2U ′′2 < U
3
2 − λU2 + cos t
for all t ∈ (−∞,∞). Assume for contradiction that there are ε ∈ (0, ε0) and tˆ ∈ Jε such
that u ≥ U + M0ε2 at the point tˆ. Assume first that u′(tˆ) ≥ U ′(tˆ). Let w = u − U2. Since
ε2w′′ > (u2 + uU2 + U22 − λ)w in [c, d], w(tˆ) > 0 and w′(tˆ) ≥ 0, it follows that w > 0, w′ > 0 and
ε2w′′ > K2w for t ∈ [tˆ, d]. Then for tˆ ≤ t < s ≤ d we find that
d
ds
(
w(s) +
√
w2(s)− w2(t) + ε
2
K2
(w′)2(t)
)
>
K
ε
(
w(s) +
√
w2(s)− w2(t) + ε
2
K2
(w′)2(t)
)
and so for tˆ ≤ t < T ≤ d we obtain
w(T ) +
√
w2(T )− w2(t) + ε
2
K2
(w′)2(t) > [w(t) +
ε
K
w′(t)]e
K
ε
(T−t). (17)
Assume that d <∞. Evaluating (17) at T = d and t = tˆ and using d− tˆ ≥ 3
K
ε| ln ε| gives
w(d) +
√
w2(d)− w2(tˆ) + ε
2
K2
(w′)2(tˆ) > [w(tˆ) +
ε
K
w′(tˆ)]
1
ε3
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Since w(tˆ) ≥ ε2 and w′(tˆ) ≥ 0, it follows that the above inequality does not hold if ε is small.
Therefore, ε0 can be chosen independent of tˆ so that for 0 < ε ≤ ε0, u′(tˆ) < U ′(tˆ) if u(tˆ) ≥
U +M0ε
2. Then let uˆ(t) = u(−t) and Uˆ2(t) = U2(−t). Apply the same argument for uˆ as above
to get the same contradiction if ε < ε0.
If d =∞, then letting t→∞, we see that the right side of (17) goes to ∞, contradicting the
boundedness of the left side of (17). The other assertions of (i) can be proved similarly.
(ii) Since u1 is the minimal solution of (1), it follows from (i) that to prove (15) it suffices to
show that u1(t) > U −M0ε2 in Jε. We can choose ε0 so that for 0 < ε ≤ ε0,
ε2U ′′1 > U
3
1 − λU1 + cos t,
where U1 = U − (M0 − 1)ε2. Assume that there is an ε ≤ ε0 and tˆ ∈ Jε such that u1(tˆ) ≤
U(tˆ) −M0ε2. Then, as above, by considering (U1 − u1)(t) for increasing t if u′1(tˆ) ≤ U ′1(tˆ) and
for decreasing t if u′1(tˆ) > U
′
1(tˆ), we obtain that (U1 − u1)(t) → ∞ if t → ±∞ respectively, a
contradiction. This proves (15), and (16) can be proved similarly.
The next Lemma describes the asymptotic behavior of u1, u5 and their first order derivatives
as ε→ 0.
Lemma 22 Assume that λ > λ0. We can choose ε0 so small that if 0 < ε ≤ ε0, then for all
t ∈ (−∞,∞),
|u1(t)− U(t)| < M0ε2, and |u5(t)− U¯(t)| < M0ε2 (18)
and
|u′1(t)− U ′(t)| < M ′0ε, and |u′5(t)− U¯ ′(t)| < M ′0ε, (19)
where M ′0 is a constant independent of ε.
Proof. The inequalities in (18) follow from (ii) of the above lemma. To show (19) we let
z = 1
ε2
(u1 − U), which satisfies
ε2z′′ = (3U2 − λ)z + 3ε2Uz2 + ε4z3 − U ′′. (20)
Further, z′(0) = 0 and |z(t)| < M0 for all t ∈ (−∞,∞) and ε ∈ (0, ε0). Multiply (20) by z′ to
get
1
2
ε2(z′)2(t) =
1
2
(3U 2(t)− λ)z2(t)− 1
2
(3U2(0)− λ)z2(0)− 3
∫ t
0
U(s)U ′(s)z2(s) ds
+ ε2U(t)z3(t)− ε2U(0)z3(0)−
∫ t
0
z3(s)U ′(s) ds+
1
4
ε4(z4(t)− z4(0))
− U ′′(t)z(s) + U ′′(0)z(0) +
∫ t
0
z(s)U ′′′(s) ds (21)
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Since z, U and the derivatives of U are all bounded with the bounds independent of ε, it
follows that the right-hand side of (21) is bounded by a constant, say, 1
2
(M ′0)
2 over [0, π], that is,
ε2(z′)2(t) ≤ (M ′0)2 for t ∈ [0, π] and ε ∈ (0, ε0]. Hence (19) holds for t ∈ [0, π]. Since u1 and U
are 2π-periodic and even functions, we see that (19) holds for all t ∈ (−∞,∞).
Lemma 23 Assume that λ > λ0. Then for each small µ > 0 there is an εµ ∈ (0, 1) such that if
0 < ε < εµ and u is a solution with u >
√
λ
3
in [c, d], then
|u− u5|+ ε
2K
|u′ − u′5| ≤M1e−
K
ε
µ in [c+ µ, d− µ]. (22)
If u ≤ −
√
λ
3
in [c, d], then
|u(t)− u1(t)|+ ε
2K
|u′(t)− u′1(t)| ≤M1e−
K
ε
µ in [c + µ, d− µ].
Here K is defined in Lemma 21 and M1 = 2(U¯(π)−
√
λ
3
).
Proof. (i) Let w = u5 − u. Since w > 0 and u >
√
λ
3
in [c, d], it follows that ε2w′′ > K2w in
[c, d]. From Lemma 20 we see that w < M0ε
2 in [c + µ, d − µ]. We first assume that w′ ≥ 0 at
t0 := c+ µ. Then (17) holds for this w with t0 ≤ t < T ≤ d, and so for t0 ≤ t < T ≤ d,
w(t) + (1− e−Kε (T−t)) ε
K
|w′(t)| ≤ 2w(T )e−Kε (T−t) (23)
Since w(T ) < U¯(π)−
√
λ
3
, and e−
K
ε
µ < 1
2
if ε is small, it follows that for t ∈ [c− µ, d− µ],
w(t) +
ε
2K
|w′(t)| ≤M1e−Kε (T−t). (24)
Let T = d. Since d−t ≥ µ for t ∈ [t0, d−µ], (22) follows immediately from (24) for t ∈ [c+µ, d−µ].
Assume that w′(t0) < 0. Let tˆ = sup{t ∈ [t0, d−µ] : w′ < 0 in [t0, t)}. From what we just proved,
we can assume that tˆ = d− µ. Since w′ is decreasing in [c, d], w′ < 0 in [c− µ, tˆ], and w > 0 in
[c, d], it suffices to show that (22) holds at t = t0. Integrating w
′′w′ < K
2
ε2
ww′ over [c, t0] gives
w(t0) +
ε
K
|w′(t0)| ≤
[
w(c) +
√
w2(c)− w2(t0) + ε
2
K2
(w′)2(t0)
]
e−
K
ε
µ
which implies that (22) holds at t = t0. The proof of the inequality for u1 is similar and therefore
is omitted.
From Lemmas 21, 22 and 23 one immediately obtains a refinement of Lemma 21.
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Corollary 24 Assume that λ > λ0. For any small µ > 0, there is an εµ > 0 such that if
0 < ε < εµ and u is a bounded solution of (1) over (−∞,∞) satisfying u ≤ −
√
λ
3
over [c, d],
then for t ∈ [c + µ, d− µ]
|u(t)− U(t)|+ ε|u′(t)− U ′(t)| ≤ (M0 +M ′0 + 1)ε2. (25)
If, instead, u satisfies u ≥
√
λ
3
over [c, d], then for t ∈ [c+ µ, d− µ],
|u(t)− U¯(t)|+ ε|u′(t)− U¯ ′(t)| ≤ (M0 +M ′0 + 1)ε2. (26)
The next lemma is a refinement of Lemma 20 if λ > λ0.
Lemma 25 Assume that λ > λ0. For any small µ > 0, there is an εµ > 0 such that if
0 < ε < εµ and u is a bounded solution of (1) which satisfies u < −
√
λ at some point in Jkµ :=
[ (2k−1)π
2
+ µ
2
, (2k+1)π
2
−µ
2
] for some even integer k, then (25) holds inMkµ := [
(2k−1)π
2
+µ, (2k+1)π
2
−µ].
Similarly, (26) holds in Mkµ if u satisfies u >
√
λ at some point in Jkµ for some odd integer k.
Proof. To show the first part of lemma, from Corollary 24 it suffices to show that for ε small,
u < −
√
λ
3
in Jkµ. Assume that this is false. Then there is a sequence εn with limn→∞ εn = 0 and
a sequence of tn ∈ Jkµ with limn→∞ tn = tˆ for some tˆ ∈ Jkµ such that un(tn) = −
√
λ. Then by a
phase plane argument we obtain that un will reach b by time tˆ+O(εn) as n→∞, contradicting
that un is bounded.
Since up is antisymmetric around π/2, from Lemma 25 we immediately get
Theorem 26 Assume that λ > λ0. For any small µ > 0 there is an εµ > 0 such that if
0 < ε < εµ, then (25) and (26) hold for u = up in [−π2 +µ, π2 −µ] and [π2 +µ, 3π2 −µ] respectively.
The next theorem is about the asymptotic behavior of u2 as ǫ→ 0.
Theorem 27 (i) Let V−1 be the homoclinic solution of V¨ = V 3−λV−1 such that limτ→±∞ V−1(τ) =
U(π) and V˙−1(0) = 0. Then limǫ→0 u2(π) = V−1(0). For any given T > 0, u2(π + ǫτ) − V−1(τ)
approaches zero uniformly for τ ∈ [−T, 0] as ǫ→ 0. (ii) For any small µ > 0 there is an ǫµ > 0
such that if 0 < ǫ < ǫµ, then (25) holds in [0, π − µ] for u = u2.
Proof. Let v(τ) = u2(π + ǫτ). Then v satisfies
v¨ = v3 − λv + cos(π + ǫτ), v(0) = u2(π), v˙(0) = 0.
Then (i) follows easily by a phase plane argument. To show (ii), we take T so large that
V−1(−T ) < −
√
λ
3
. Then from (i) it follows that if ǫ is sufficiently small, then u2(π−ǫT ) < −
√
λ
3
.
Therefore, if ǫ is small enough to satisfy ǫT < µ
2
, then, since u′2 > 0 in (0, π), u2(t) ≤ u2(π− µ2 ) <
−
√
λ
3
for t ∈ [−µ
2
, π − µ
2
]. Hence (ii) follows from Corollary 24.
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5.2 Further periodic solutions
As pointed out earlier, the classical analysis of Duffing’s equation, with results such as those
in [NM], corresponded in a sense to taking λ large. These solutions are bounded as λ → ∞.
The solutions u1, u2, u3 found in section 3 all have minimum values (which are also their initial
values) below −√λ, while u4 and u5 have maxima above
√
λ. In this section we begin by finding
solutions with oscillations, distributed reasonably evenly in (0, 2π) , and with initial values in the
interval
(
−√λ, 0
)
. This is for a fixed λ and small ε. Then we consider the behavior of those
solutions if we keep the number of oscillations fixed (together with λ) and let ε → 0. It is
found that the oscillations collect near odd multiples of π
2
, forming internal “layers” between U¯
and U . (See Figure 6.) The result is related to one in [HM2] about a similar nonlinear forced
oscillator (derived in [OOJ] ), where the nonlinearity was quadratic rather than cubic. However
the Duffing equation has a richer collection of solutions than the equation in [HM2].
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A question of interest is to what extent the results in this paper depend on the symmetry of
the cosine function. This is addressed further in section 6, but the techniques in the Theorems
28 and 31 of the current section do not use the symmetry of cosine around π
2
. These should apply
to more general forcing functions, as we will discuss in future work. On the other hand, the proof
of Theorem 33 below shows how use of the symmetry around π
2
can greatly simplify some proofs.
The key fact is that if u is a solution of (1) such that u
(
π
2
)
= 0, then u
(
π
2
− t) = −u (π
2
+ t
)
for
all t.
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In some of the following results we will switch back and forth between the original scaling
and that in the slow equation (9) , with t = ετ, u (t) = v (τ) . For any κ ∈ (0, 1] , the equation
V¨ = V 3 − λV + κ (27)
has a unique solution, forming the homoclinic orbit, with V (±∞) = U¯ (arccos κ) and V˙ (0) = 0.
We denote this solution by Vκ. Let
Λ = inf{λ > λ0 : V1(0) < U0(π)}
Thus, for λ > Λ, the homoclinic orbit at τ = 0 (κ = 1) has a minimum below U0 (π) . It is easy
to show that Λ < 3.
Theorem 28 Suppose that λ > Λ. Then for any N > 0 there is an ε0 such that if 0 < ε < ε0,
and if M is any positive integer with M ≤ N, then (1) has a periodic solution with exactly M
local maxima in (0, π) , the last being at π. Also, these periodic solutions have a local minimum
at t = 0 and satisfy −√λ < u(0) < U0(π) and U0(π) < u (π) < U¯(π).
Proof. We will need the following lemma, which is similar to Theorem 2 in [HM2].
Lemma 29 Let u be a solution of (1) with u′(0) = 0. If t1 and t2 are two successive minima
(maxima) of u with 0 < t1 < t2 < π, then u(t2) < u(t1).
Proof. We only show the case that u(t1) and u(t2) are successive maxima of u and the
other case can be proved similarly. Assume that u reaches its maximum between t1 and t2 at
t = tm. Then multiply (1) by u
′ and integrate over [t−, t+], where t1 < t− < tm < t+ < t2 and
u(t−) = u(t+), to yield
1
2
ε2[(u′)2(t+)− (u′)2(t−)] =
∫ t+
t−
u′(t) cos t dt = (
∫ tm
t−
+
∫ t+
tm
)u′(t) cos t dt
=
∫ u(tm)
u(t−)
(cos t−(u)− cos t+(u)) du > 0.
Here we use that cos t is decreasing in (0, π), and t−(u) and t+(u) are the inverse function of
u = u(t) for t ∈ [t1, tm] and t ∈ [tm, t2] respectively. It then follows that u′(t−) = 0 before
u′(t+) = 0, which implies that u(t1) > u(t2) as required.
For λ > λ0, recall that U(t) < U0(t) < U¯(t) are the three solutions of u
3(t)−λu(t)+cos t = 0.
For given λ > Λ, let δ = U0(π) − V1(0). We also need the fact, easily proved, that if Vκ is the
homoclinic solution of (5) defined earlier, for 0 < κ ≤ 1, then the minimum values Vκ (0) are
decreasing with respect to κ.
Also, for each α, let vα be the solution of (9) such that v (0) = α, v
′ (0) = 0. Let αˆ =
U0 (π)− δ2 .
Choose N > 0. When ε = 0, vαˆ is periodic, and so has N + 2 local maxima in some interval
[0, TN ] . For sufficiently small ε, vαˆ still has at least N + 1 local maxima in
(
0, π
ε
)
. Hence uαˆ
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has at least N + 1 maxima in (0, π) . Suppose that these are at 0 < t1 < t2 < ... < tN+1 < π.
Further, from Lemma 29 we see that uαˆ (ti+1) < uαˆ (ti) for 0 < i ≤ N.
If any of the maxima ti for i < N are such that uαˆ (ti) < U (ti) , then because U is increasing
in (0, π) , we must have u < U in (ti, π) (if the solution exists out to π), and so uαˆ could not have
any more maxima. This shows that for 1 ≤ i ≤ N, the maxima of uαˆ must lie in the interval[
U0 (t) , U¯ (t)
]
. However, if u′ = u′′ = 0 at some t in (0, π) , then u′′′ = − sin (t) < 0, so this
could not be a maximum. Hence the first N maxima of uαˆ must lie in
(
U0 (t) , U¯ (t)
)
.
The solution uαˆ must have a minimum at s0 = 0 and further minima s1, ....sN ∈ (0, π). Also
αˆ > u (s1) > u (s2) > ... > u (sN), by Lemma 29. Therefore, uαˆ (ti) ≥ uαˆ (si−1)+ δ2 > uαˆ (si)+ δ2
for i = 1, ..., N.
Now decrease α from αˆ. Since u′′ < 0 at a maximum, the maxima are continuous in α, and
so remain above U0 as long as they exist. If α = −b, uα has no local minima. But as long as
there are, say, M ≤ N local maxima in (0, π) with u > U0 and with α < αˆ these maxima and
their intervening minima are separated, in that uα (ti (α))− uα (si (α)) ≥ δ2 for 1 ≤ i ≤ M. This
means that the number of maxima cannot decrease until one crosses t = π. This must happen
successively for each maximum, which proves Theorem 28.
Remark 30 With further estimates it can be shown that for small ε there are 2π periodic solu-
tions with as many as K
ε
maxima in (0, π), where K > 0 is independent of ε.
In the next theorem we shall describe the asymptotic behavior, as ε → 0, of 2π-periodic
solutions of (1) with m maxima in (0, π] and with u (0) < 0, u (π) > 0. The result, informally,
is that if m is kept fixed as ε → 0 then the internal maxima and minima all tend to π
2
, while
near 0 and π the solutions tend to homoclinic orbits of the appropriate limiting equation. Thus
these solutions have “spikes” at 0 and π, and internal layers where they are close to appropriate
heteroclinic orbits, near π
2
. In theorem 33 we obtain 2π-periodic solutions without spikes at 0
and π, using the symmetry of the cosine. In forthcoming work we expect to consider other
multilayer solutions, combining spike and non-spike behaviors at multiples of π, without reliance
on symmetry.
Theorem 31 Suppose that λ > Λ. For an integer N ≥ 2 choose ε0 as in Theorem 28. Let m
be an integer with 1 ≤ m ≤ N, and for each ε ∈ (0, ε0) let u = uε be a 2π periodic solution of (1)
satisfying u′(0) = u′(π) = 0 and −√λ < u(0) < U0(0), and having exactly m maxima in (0, π].
Let t1, · · · , tm and s1, · · · , sm−1 be the maxima and the minima of u in (0, π] respectively such
that 0 < t1 < s1 < t2 < s2 < · · · < tm−1 < sm−1 < tm = π. Let V1 be the homoclinic solution
of v¨ = v3 − λv + 1 such that limτ→±∞ v(τ) = U¯(0) and v˙(0) = 0. Suppose that δ is a positive
number with δ < U¯(0) −
√
λ
3
. Let V−1 be the homoclinic solution of v¨ = v3 − λv − 1 such that
limτ→±∞ v(τ) = U(π) and v˙(0) = 0. Let V0+ be the heteroclinic solution of v¨ = v3 − λv with
limτ→−∞ v(τ) = U¯(π2 ), limτ→∞ v(τ) = U(
π
2
) and v(0) = U¯(π
2
)− δ. Also, let V0− (t) = −V0+ (−t) .
Then, as ε→ 0,
(i) uε(0)→ V1(0), uε(π)→ V−1(0).
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(ii) for each 1 ≤ j ≤ m− 1, tj → π2 , sj → π2 , uε(tj)→ U¯(π2 ), and uε(sj)→ U(π2 ).
(iii) for any given T > 0, |uε(ετ)− V1(τ)|+ |εu′ε(ετ)− V˙1(τ)|)→ 0 uniformly for τ ∈ [0, T ],
and |uε(π + ετ)− V−1(τ)|+ |εu′ε(π + ετ)− V˙−1(τ)|) = 0 uniformly for τ ∈ [−T, 0].
Also, for 1 ≤ j ≤ m− 1, let
Tj = sup{t ∈ (tj , π) : uε > u5 − δ in (tj, t]}
and
Sj = sup{t ∈ (sj , π) : uε < u1 + δ in (sj, t]}.
Then 0 < Tj − tj < 3εK | ln ε| and 0 < Sj − sj < 3εK | ln ε|, where K is defined in Lemma 21.
Further, for any given T > 0, as ε→ 0, |uε(Tj + ετ)−V0+(τ)|+ |εu′ε(Tj + ετ)− V˙0+(τ)| → 0 and
|uε(Sj + ετ) + V0−(τ)|+ |εu′ε(Tj + ετ) + V˙0−(τ)| → 0, uniformly for τ ∈ [0, T ].
Finally, for any small µ > 0 there is an ǫµ > 0 such that if 0 < ǫ < ǫµ, then (26) and (25)
hold in [µ, π
2
− µ] and [π
2
+ µ, π − µ] respectively.
Proof.
In the proof we shall suppress the dependence of u on ε. We first show that limε→0 u(0) =
V1(0). Assume that this is false. Since u(0) is bounded, there is a sequence εn with limn→∞ εn = 0
such that as n → ∞, the corresponding u(0) approaches β0 ∈ [−
√
λ, U0(0)]. For simplicity we
assume that limε→0 u(0) = β0. Let z(τ) = u(ετ). Then z satisfies
z¨ = z3 − λz + cos ετ, z(0) = u(0), z˙(0) = 0.
Let z0 be the solution of
z¨0 = z
3
0 − λz0 + 1, z0(0) = β0, z˙0(τ) = 0.
Since limε→0 z(0) = β0, it follows from the continuity of solutions with respect to parameters that
for any given T > 0 if z0 is defined on [0, T ], then limε→0 z(τ) = z0(τ) uniformly for τ ∈ [0, T ].
Assume that β0 < V1(0). Then there is a T0 > 0 such that z˙0(τ) > 0 for τ ∈ (0, T0) and
limτ→T−
0
z0(τ) = ∞. It follows that for ε sufficiently small z crosses b, which is impossible.
Hence β1 > V1(0). Then z0 is a periodic function with a period T˜0 > 0 and so z0 has m + 1
maximum in the interval (0, (m+ 2)T˜0). Hence by continuity, for ε sufficiently small, z(τ) also
has m+ 1 maximum in the interval (0, (m+ 2)T˜0) , which implies that u has m+ 1 maxima in
(0, ε(m + 2)T˜0) ⊂ (0, π] for ε sufficiently small, contradicting the assumption on u. Therefore,
limε→0 u(0) = V1(0) and so (iii) and the first part of (i) follow. The rest of (i) and (iii) can be
proved similarly.
We next show that limε→0 t1 = π2 . Suppose not. Since t1 ∈ (0, π], there is a sequence εn with
limn→∞ εn = 0 such that limn→∞ t1 = t¯ 6= π2 for some t¯ ∈ [0, π]. Again, for simplicity, we assume
that limε→0 t1 = t¯.
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Since u(π)→ V−1(0) as ε→ 0, it follows from Lemma 29 that t¯ 6= π. We suppose now that
π
2
< t¯ < π. Let z(τ) = u(t1 + ετ). Then z satisfies
z¨ = z3 − λz + cos(t1 + ετ), z(0) = u(t1), z˙(0) = 0.
For b = b (λ) =
√
λ+ 1
2λ
(as in Lemma 18), let
Tb =
∫ u(t1)
−b
dy√
1
2
(y4 − u(t1)4)− λ(y2 − u(t1)2) + 2(y − u(t1)) cos t1
,
and
T = sup{τ ∈ (0, Tb + 1) : z > −b, z˙ < 0 in (0, τ) }.
Observe that U¯(t1) > z(0) = u(t1) > U¯(t1)−δ if ε is sufficiently small. Hence, Tb is defined and
Tb <∞; z¨(0) > 0 and so T is well defined. Assume that ε is so small that t1+ε(Tb+1) ≤ π. Then
on (0, T ) we have z¨ ≤ z3−λz+cos t1 and so (z˙)2 > 12(z4−z4(0))−λ(z2−z2(0))+2(z−z(0)) cos t1.
We see that T < Tb and z˙(T ) < 0. Therefore, by the definition of T , it follows that u(t1+ εT ) =
z(T ) = −b, which is impossible since u(τ) > −b for all τ .
We assume now that t¯ ∈ [0, π
2
). Note that u(t1) < U¯(t1). We shall show that limε→0 u(t1) =
U¯(t¯). For if this is false, then the boundedness of u(t1) implies that there is a sequence εn, with
εn → 0 as n→∞, such that limn→∞ u(t1) < U¯(t¯). It then follows by arguments similar to those
above that u has more than m maxima in (0, π] for large n, which is a contradiction.
We now claim that |T1 − t1| < 3εK | ln ε| for ε > 0 sufficiently small, where T1 is defined in the
statement of this Theorem (31). Assume that this is false. Let w = u5 − u. Then in (t1, T1),
w > 0 and ε2w′′ ≥ K2w. Since u′ < 0 and u′5 > 0 just to the right of t1, we see that w′ > 0 and
w′′w′ > (K2/ε2)ww′ in (t1, T1]. Then, as in (17)(where w was slightly different), we again get
w(T ) +
√
w2(T )− w2(t) + ε
2
K2
(w′)2(t) > [w(t) +
ε
K
w′(t)]e
K
ε
(T−t). (28)
We assume now that t¯ > 0. Since limε→0 U¯ ′(t1) = U¯ ′(t¯) = sin t¯3U¯2(t¯)−λ , we use (19) to obtain
w′(t1) = u
′
5(t1) ≥ U¯ ′(t1)−M ′0ε ≥
1
2
U¯ ′(t¯)−M ′0ε >
sin t¯
4(3U¯2(t¯)− λ) > 0.
This estimate gives a lower bound on w′ (t1) as ε tends to zero. Evaluating (28) at t = t1 and
T = t1 +
3ε
K
| ln ε| and letting ε → 0 shows that the right side of (28) goes to infinity, while the
left side is bounded. This contradiction proves the claim if t¯ ∈ (0, π
2
)
.
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We now assume that t¯ = 0. We observe that
w′(t1 +
ε
K
| ln ε|) > u′5(t1 +
ε
K
| ln ε|) ≥ 1
2
U¯ ′(t1 +
ε
K
| ln ε|)−M ′0ε
>
sin( ε
K
| ln ε|)
4(3U¯2(0)− λ) >
ε
K
| ln ε|
2π(3U¯2(0)− λ) .
Then evaluating (28) at t = t1 +
ε
K
| ln ε| and T = t1 + 3εK | ln ε| and letting ε → 0, the same
contradiction will be obtained. This shows that |T1 − t1| < 3εK | ln ε|, as claimed. In particular,
T1 − t1 → 0 and so T1 → t¯.
Continuing with our proof that t¯ = π
2
, and under the assumption that this is false and
t¯ ∈ [0, π
2
), let z(τ) = u(T1 + ετ). Then z satisfies
z¨ = z3 − λz + cos(T1 + ετ), z(0) = u(T1) = u(T1)− δ, z˙(0) = εu′(T1). (29)
We shall show that limε→0 z˙(0) = z˙0(0), where z0 is the homoclinic solution of
z¨0 = z
3
0 − λz0 + cos(t¯) (30)
with z0(0) = U¯(t¯)− δ and z˙0(0) < 0.
Suppose that limε→0 z˙(0) 6= z˙0(0). Since z˙(0) < 0 and z˙(0) is bounded, which is easily verified,
there is sequence of values of ε, and corresponding solutions u with corresponding z, such that
z˙ (0) approaches a number σ 6= z˙0(0) with σ ≤ 0. We first assume that σ > z˙0(0). Let z1 be the
periodic solution, with period T˜ , to
z¨1 = z
3
1 − λz1 + cos(t¯), z1(0) = U¯(t¯)− δ, z˙1(0) = σ. (31)
Since T1 → t¯, z(τ) approaches z1(τ) as ε→ 0 uniformly in compact intervals of τ, and it follows
that for sufficient small ε, z oscillates more than m+1 times in [0, (m+2)T˜ ], and so u has more
than m maxima in [0, π], a contradiction.
Hence we can assume that σ < z˙0(0) and again assume that z1 solves (31). Then there is
a Tˆ > 0 such that z˙1(τ) < 0 for τ ∈ [Tˆ , 0] and z1(Tˆ ) > b, which implies that for ε sufficiently
small, u(t1 + εTˆ ) > b, again a contradiction.
Therefore, as ε → 0, z˙(0) → z˙0(0) and z goes to z0 uniformly in any compact interval.
Since z0 is homoclinic to U¯(t¯), it follows from continuity that after T1, u will return to the any
given neighborhood of U¯(t¯) before t = T1 + Mε for some M independent of ε. Then, since
m = 2, u increases and stays close to U¯ till π, which implies that limε→0 u(π) = U¯(π) and so
u(t2) = u(π) > u(t1) for ε small, contradicting Lemma 29. This shows that t¯ =
π
2
for m = 2.
Then, z0 is the heteroclinic solution connecting U¯(
π
2
) as t → −∞ to U(π
2
) as t → ∞. So,
as ε → 0 the point (t, u(t)) reaches a point as close to (π
2
, U
(
π
2
)
) as we like, and then Lemma
29 implies that limε→0 s1 =
π
2
and limε→0 u (s1) = U(
π
2
). For t ∈ [t1, π], u (t) < u (t1), again by
Lemma 29. Further, u(t) remains close to U(t) until t is close to π, for otherwise there would
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be similar contradictions to those obtained above. Hence, u must, after its last minimum, follow
U until close to π and then , since its last maximum is above U0(π), follow V−1. The bound on
Sj−sj follows in the same way as the bound for Tj− tj . For the final statement in the Theorem,
we use (i)-(iii) and Corollary 24. This proves the theorem for m = 2. The proof for m > 2 is
similar.
The solutions discussed in Theorem 31 have upward and downward pointing “spikes” at each
multiple of π, corresponding to homoclinic orbits in the phase plane, as well as “layers” at odd
multiples of π
2
corresponding to heteroclinic orbits. In the next theorem we use the symmetry
of cosine around π
2
to give a quick proof that there are also solutions with layers but without
the spikes. In our future work we expect to show that these solutions exist without reliance on
symmetry, but it is also valuable, we believe, to show how quickly a proof can be obtained in the
symmetric case. We need a preliminary lemma.
Lemma 32 Assume that λ > λ0. Let u be a solution of (1) with u(
π
2
) = 0 and u′(π
2
) = β.
(i) If β < − λ√
2ε
, then either u′ < 0 in [π
2
, π] or there is t0 ∈ (π2 , π) such that u(t0) = U(t0)
and u′(t) < 0 in [π
2
, t0].
(ii) Let H(u) = λu2 − u4/2. Assume that β < −
√
H(U (π))
ε
. If t1 ∈ (π2 , π) is the first time that
u′ = 0 (if such a point exists), then u(t1) < U(π).
Proof. From (1) we have
ε2(u′)2(t) = ε2(u′)2(
π
2
)−H(u) + 2
∫ t
pi
2
u′ cos s ds. (32)
(i) Let t0 = sup{t ∈ (π2 , π) : u′ < 0 and u > −
√
λ in (π
2
, t) }. It follows from (32) that for
t ∈ (π
2
, t0),
ε2(u′)2(t) > ε2β2 −H(u) > ε2β2 − λ
2
2
> 0,
from which the assertion in (i) follows.
(ii) From (1), we first have −√λ < u(t1) < 0. Evaluate (32) at t = t1 to give
0 = ε2β2 −H (u (t1)) + 2
∫ t1
pi
2
u′ cos (s) ds
so that
H (u (t1)) > ε
2β2.
This implies that u (t1) < U (π), as desired.
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Theorem 33 For any given integer m, there is an εm > 0 such that for ε ∈ (0, εm), (1) has a
solution u such that u′(0) = u′(π) = 0, u(π
2
) = 0, u′(π
2
) < 0, and u has m minima and m maxima
in [π
2
, π]. If we denote these minima and maxima by sj and tj respectively, with 1 ≤ j ≤ m, then
π
2
< s1 < t1 < s2 < t2 < · · · < sm < tm = π,
lim
ε→0
s1 = · · · = lim
ε→0
sm =
π
2
, lim
ε→0
u(s1) = · · · = lim
ε→0
u(sm) = U(
π
2
),
lim
ε→0
t1 = · · · = lim
ε→0
tm−1 =
π
2
, lim
ε→0
u(t1) = · · · = lim
ε→0
u(tm−1) = U¯(
π
2
),
u′(t) > 0, U(
π
2
) < u(t) < U(π) for sm < t < π.
Proof. Let uβ denote the solution u of (1) satisfying u(
π
2
) = 0 and u′(π) = β. Choose
β1 ∈ (− λ√2ε ,−
√
H(U (π))
ε
) and β2 < − λ√2ε . By a phase plane argument, there is an εm such that
for ε < εm, the solution uβ1 has at least m minima and m maxima in (
π
2
, π) with all its first m
minima lying between U and U0 and all its first m maxima lying between U0 and U¯ . Denote
the m-th minimum and maximum by sm and tm. We consider the change in these minima as β
decreases from β1. Part (ii) of lemma 32 shows that all the minima in (
π
2
, π] lie below the line
u = U(π), and so they can neither pass through t = π nor disappear at the middle branch U0 of
u′′ = 0. Since uβ2 does not have any minimum at all, it follows that as we decrease β1 to β2, all
the minima will disappear by crossing the lower branch of u′′ = 0 before t = π.
Let β3 = inf
{
β¯|sm is defined continuously for β ∈ (β¯, β1) as the m th minimum after π2
}
. Then
u′β3(sm) = 0 and uβ3(sm) = U(sm) . For β−β3 > 0 small, the m-th maximum tm(β) of uβ exists.
Clearly limβ→β3 tm(β) = sm(β3). As before, if uβ(tm) = U(tm), we get u
′
β(t) < 0 for all t − tm
small, contradicting the definition of tm. Hence uβ(tm(β)) < U(tm(β)). Therefore, as we raise
β from β3, tm(β) has to move toward to π under the lower branch U of u
′′ = 0. This maximum
tm (β) cannot disappear by merger with another minimum in
[
π
2
, π
]
, since this minimum would
have to lie above uβ (sm) , contradicting Lemma 29. Since uβ1(tm) > U0(π) > U(π), there
must be a point of discontinuity of the mth maximum before reaching β1, and so there is a
β4 ∈ (β3, β1) such that tm (β) is continuous in [β3, β4], tm(β4) = π and u′β4(tm(β4)) = 0. Then
uβ4 is the desired solution. The asymptotic formulas stated in this theorem can be proved in a
similar way to that of Theorem 31.
Figure 7 shows graphs of two of the new solutions, with one or three “layers” near π
2
, for
ε = 0.5, λ = 3, together with u2 and the function u0 (t) . It is of interest that these solutions
behave in a very different way from the solution up discussed earlier. While up increases near
π
2
and decreases near 3π
2
, these solutions behave in the opposite way.
The existence of these solutions, and many more, with different numbers of oscillations
between different zeros of cosx, was conjectured independently by H. Matano (private commu-
nication). This was for a more general class of equations, but the result was limited to a finite
interval, so that “chaos” was not involved. Professor Matano calls the solutions with the op-
posite behavior from up “up wind” solutions, a graphic term which we adopted in the caption
of Figure 8. Similar solutions were obtained for a different equation by Nakashima [NAK]. We
30
wish to thank Professor Matano for helpful correspondence, and in particular for sharing his con-
jecture with us. While the results in this paper, about periodic solutions with multiple internal
layers, were obtained independently, our thoughts concerning non-periodic solutions with more
than three internal layers near odd multiples of π
2
were previously somewhat vague, and we have
been inspired to pursue this topic further by Professor Matano’s conjecture. We expect that a
proof of this conjecture using shooting methods, at least for some class of forcing functions, will
be part of our next paper. The methods proposed by Matano for obtaining these solutions are
very different from ours.
Nakashima, in [NAK], has also studied the stability of the oscillating solutions for her equa-
tion, including the dimensions of the unstable manifolds (Morse Index). This has implications
for the dimension of the global attractor for the problem (2)− (3) . Results of this type were also
obtained in [HM2], for a different equation, though they were not stated in these terms. We
expect to study these topics for the current problem in future work, using the methods of [HM2],
which are very different from the approach taken by Nakashima.
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Figure 7
Graphs of two “up wind” solutions, together with u2 and U0.
We end this section with a numerically computed solution suggesting how the different kinds
of solutions can be combined. In this figure, ε = 1, which explains why the oscillations of the
new solution are so small. Results about this kind of solution will appear in part II.
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Figure 8.
up and a new solution with three “up wind” sections
5.3 Isolation and stability of up
In this section we show how a shooting method can give results similar to those in [AMPP] for (1) ,
without the use of infinite dimensional analysis or abstract dynamical systems. Using standard
ode methods we prove the linearized stability of the three solutions found in section 2 with
respect to (1)− (2), and the isolation of up from other solutions satisfying u′ (0) = u′ (kπ) = 0.
Full nonlinear stability follows by standard methods, laid out explicitly for this problem in [BF].
However, stability is inherently an infinite dimensional problem, and we certainly do not claim
to prove (nonlinear) stability without the use of functional analysis.
Theorem 34 Suppose that λ > λ0. Choose r1 with 0 < r1 <
1
2
. Let
µ =
∫ (1− r12 )π
(1−r1)π
sin s ds.
Choose δ > 0 so that
(i) δ < U
(r1
2
π
)
− U (0)
(ii) If U¯ (t)− δ < u (t) < U¯ (t) for some t, then ∣∣u3 − λu+ cos t∣∣ < µ.
Let Sδ denote the set of points (t, u) such that 0 ≤ t ≤ π, −b ≤ u ≤ b, and
−b ≤ u ≤ U (t) + δ if 0 ≤ t ≤ r1π
U¯ (t)− δ ≤ u ≤ b if (1− r1) π ≤ t ≤ π.
Then for sufficiently small ε, up is the only 2π-periodic solution of (1) with u
′ (0) = u′ (π) = 0
whose graph over [0, π] lies in Sδ. Further, up|[0,π] is a stable attractor for the problem (2) −
(3) .with L = π
Also, suppose that Sδ is extended to [0, 2π] by the operation (t, u) → (2π − t, u) , and then
periodically to [0,∞). Then for any positive integer k, up is the unique solution of (1) satisfying
u′ (0) = u′ (kπ) = 0 whose graph lies in the extended set Sδ, and its restriction to [0, kπ] is a
stable attractor for (2)− (3) with L = kπ.
To compare this with the result in [AMPP] we notice that the width of the vertical strip in
Sδ where the solution can increase from near U to near U¯ is (1− 2r1)π, and this is free to be
chosen within the constraint 0 < r1 <
1
2
, By contrast, [AMPP] state only that there is some
strip, with width independent of ε, which contains the “internal layer” of the solution we have
denoted by up, and no other solution satisfying the boundary conditions has a jump upward
within this strip.
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The proof in [AMPP] is by a detailed construction of up using sub-and super-solutions.
It also uses abstract results from dynamical systems (to get the uniqueness.) Our proof of
uniqueness is more direct, and starts with the existence of up as given in Theorem 6.
Proof. To prove Theorem 34 we consider the variational equation and initial conditions
satisfied by v = ∂uα
∂α
. These are
ε2v′′ =
(
3u2 − λ) v (33)
v (0) = 1, v′ (0) = 0.
We will also be concerned with w = u′, which satisfies
ε2w′′ =
(
3u2 − λ)w − sin t (34)
w (0) = 0, w′ (0) = u′′ (0)
We observe that w′ (0) > 0 when u (0) ∈ (U (0) , 0) . Multiplying (33) by w and (34) by v,
subtracting, integrating by parts and using the initial conditions on v and w, we obtain
wv′ − vw′|t = −u′′ (0) +
∫ t
0
v (s)
ε2
sin s ds. (35)
Lemma 35 If u is a solution with u′(0) = 0 which remains in Sδ on [0, π] , then v > 0 on [0, π]
and v′ (π) > 0.
Proof. Because u < U (t) + δ over the interval [0, r1π], and therefore 3u
2 − λ > 0 in
this interval, (33) implies that v grows exponentially large. More precisely, there are positive
numbers K1 ≥ 1 and γ, independent of ε, such that v ≥ K1e γε t in [0, r1π] . Also, u′′ (0) = O
(
1
ε2
)
as ε → 0. Therefore, for small ε, the right side of (35) is positive as long after t = r1π as v is
positive (up to t = π).
We now show that u′
((
1− r1
2
)
π
)
> 0. If not, then u′ < 0 on
((
1− r1
2
)
π, π
)
, since u′′ < 0
when U¯ − δ < u < U¯ , and U¯ ′ > 0 in (π
2
, π). Therefore u (π) < u
((
1− r1
2
)
π
)
. From (i) it
follows that u (π) < U¯ (π) − δ, contradicting the assumption that u remains in Sδ. Hence,
u′
((
1− r1
2
)
π
)
> 0. This implies that u′ > 0 on (0,
(
1− r1
2
)
π], for if not, then u would have a
minimum in this interval, and this minimum would lie above u (0) , contradicting Lemma 29.
Now suppose in (35) that v = 0 somewhere in
(
0,
(
1− r1
2
)
π
]
. Then the right side of (35) is
positive, while the left side is negative. Hence, v > 0 on
[
0,
(
1− r1
2
)
π
]
.
It is possible that v′ becomes negative somewhere in [0, π] . Indeed, numerically this is seen
to happen. However, we will show that v′
((
1− r1
2
)
π
)
> 0. Suppose that v′
((
1− r1
2
)
π
) ≤ 0.
Then v′((1−r1)π) < 0, for otherwise v′ would be positive and increasing on [(1−r1)π, (1− r12 )π),
because (3u2−λ) > 0 there. Thus v is positive but decreasing on [(1− r1)π, (1− r12 )π] . From
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(35) we obtain
v′
((
1− r1
2
)
π
)
u′
((
1− r1
2
)
π
)
− v
((
1− r1
2
)
π
)
u′′
((
1− r1
2
)
π
)
= −u′′ (0) +
∫ (1−r1)π
0
v (s)
ε2
sin s ds+
∫ (1− r12 )π
(1−r1)π
v (s)
ε2
sin s ds
≥ v
(
(1− r1
2
)π
)∫ (1− r12 )π
(1−r1)π
sin s
ε2
ds.
Since u′
((
1− r1
2
)
π
)
> 0, we get a contradiction from condition (ii) in the statement of the
theorem, and so v′ could not remain negative on
[
(1− r1) π,
(
1− r1
2
)
π
]
. Therefore, at
(
1− r1
2
)
π
we have both v and v′ > 0, and since 3u2 − λ > 0 on [(1− r1
2
)
π, π
]
, both remain positive out
to π. This proves the lemma.
In particular, this applies to the solution up. It follows by standard stability arguments [BF]
that the solution up is a stable attractor for the problem (2)− (3) on [0, π].
To prove that up is the only 2π-periodic solution which remains in Sδ, it is convenient to
truncate the nonlinearity in (1) by replacing u3 − λu by b3 − λb for all u ≥ b, and similarly, if
u ≤ −b, replace u3 − λu in (1) with λb − b3. This means that all solutions uα exist on [0, π] ,
and we can consider u′α (π) to be defined continuously for all negative α. We also note that
if uα is a solution which does leave the region [−b, b] , then from the point where |uα| = b, |u′α|
continuous to increase and cannot satisfy u′α = 0.
Recall that there is a unique α1 such that uα1 is 2π-periodic and lies entirely below −
√
λ
3
;
this is the “minimal” bounded solution, and its graph does not lie in Sδ. In considering the
possibility of a second 2π-periodic solution, besides up, which lies in Sδ, we need only consider
α ∈ (α1, U (0) + δ) .
The solution up remains in the interior of Sδ on [0, π] , and the same is true for uα if |α− αp|
is sufficiently small. However as we raise or lower α from αp, we reach values where uα leaves
Sδ in [0, π] . Let I =
[
βˆ, αˆ
]
be the maximal interval containing αp such that uα remains in Sδ on
[0, π] for all α ∈ I. I is well-defined and closed because Sδ is a closed set.
Lemma 36 If α /∈ I, then uα does not remain in Sδ on [0, π] .
Proof. : We claim that uβˆ leaves Sδ at
(
π, U¯ (π)− δ) and uαˆ exits Sδ at (π, b) . If not,
then one of these solutions is tangent to the boundary of Sδ at some t < π. For example, a
tangency could occur at
(
(1− r1) π, U¯ ((1− r1) π)
)
. But then, no matter what the slope of u is
at this point, a phase plane argument shows that for sufficiently small ε, u must cross −b on
one direction or the other, and so nearby solutions also leave Sδ before t = π, contradicting the
definition of αˆ or βˆ. Similar considerations apply at any other possible tangent point in [0, π).
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Consider the case of uβˆ. By Lemma 35,
∂
∂α
uα (π) |α=βˆ > 0. Hence, for α < βˆ and close to βˆ,
uα (π) < U¯ (π) − δ, and we cannot, as we lower α, find a lower α where uα remains in Sδ and
uα (π) = U¯ (π) − δ, for at the first such point we would have ∂∂αuα (π) ≤ 0, a contradiction to
Lemma 35. Similar remarks apply to uαˆ, completing the proof of Lemma 36.
The proof that if u = up, then v > 0 on [0, π] and v
′ (π) > 0, shows that in some neighborhood
of αp, (α− αp) u′α (π) > 0. Now, if there is an αˇ ∈ (αp, αˆ) with u′αˇ(π) = 0, then choose the
smallest such αˇ. By Lemma 35 we get ∂
∂α
u′α(π) > 0 at αp and αˇ, a contradiction because these
are adjacent zeros of u′α(π). This contradiction can be reached similarly in the interval
(
βˆ, αp
)
,
completing the proof of the uniqueness of up among solutions with period 2π which remain in
Sδ.
To extend the uniqueness and stability statements to larger intervals we note that starting
with v (π) > 0, v′ (π) > 0, the same analysis allows us to show inductively that v remains
positive, and v′ is positive at any multiple of π. The arguments about uniqueness and stability
can then be extended to [0, kπ] completing the proof of Theorem 34.
5.4 Sensitivity with respect to initial conditions
As this paper is already quite long, we will content ourselves with a few remarks. Up until
now there has been no mention of “horseshoes” in this paper, or of Poincare´ maps, because our
technique is to follow complete solutions of the ode, rather than to take snapshots at regular
intervals. The results, however, are related to standard dynamical systems concepts such as
horseshoes and sensitivity to initial conditions.
In Theorems 12 and 15 we obtain a weak kind of sensitivity to initial conditions. For each
sequence there is a corresponding solution, but the relation established is not 1:1. There could be
an interval of initial values α in which uα intersects the same sequence of wk. This corresponds
to a so-called “topological” horseshoe, without the hyperbolicity that was a key feature of Smale’s
original derivation. (See [GH] for general discussion and references.) It is noted, however, that
the solutions in Theorem 12 corresponding to the sequences of all odd integers and of all even
integers, are our periodic solutions u1 and u5, and for these, uniqueness of the correspondence
is established. The difficulty is the stability, or at least hyperbolicity, of solutions u2, u3, and u4.
In Section 5.3, hyperbolicity was established for u3 when ε is sufficiently small. Theorem 34
implies that any solution which corresponds to a sequence with no 2 or 4 is isolated from any
other such solution. Therefore, in Theorem 34, if we consider a sequence with no 2 or 4, then the
infinite intersection of closed intervals used in the construction contains exactly one point. This
means that the set of solutions found in Theorem 12 corresponding to sequences chosen from
the set {1, 3, 5} is, for sufficiently small ε, in 1:1 correspondence with the set of allowed symbol
sequences. (The rule that 1 and 5 cannot follow each other must still be obeyed.) Hence the
desired degree of sensitivity to initial conditions, in which any small perturbation of the initial
condition leads to a deviation from the given sequence, is achieved.
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In the paper [HM2], a similar result was obtained. There, however, the analysis was not
only for stable solutions. Indeed, only one of all the solutions found in that paper is stable in
the linearized sense. However they are all hyperbolic. We believe that a similar analysis will
allow us to study linearizations around solutions u2 and u4 and prove their isolation as well.
However we will not attempt this analysis here.
5.5 Bifurcation in λ
We saw in the Introduction that at some λb ∈ (0, λ0] new periodic solutions appear. While we
know that for λ > λ0 there are at least five solutions with period 2π, we have not discussed the
nature of the bifurcation. It is possible that the number of solutions goes from one to three at
λb and later increases to five. Stability considerations do not rule this out.
One way of studying this numerically is to consider the graph of G (α) = u′α (π), since we
are only considering periodic solutions with the properties u′ (0) = u′ (π) = 0. If the bifurcation
is “pitchfork”, then the graph of G will qualitatively resemble that of the function α3 − µα as
the parameter µ changes from negative to positive. (The zeros of G will not be at α = 0.)
However a numerical study of the function G quickly suggests that this is not the case. In
Figure 9 we show the resulting graph of G for ε = 1 close to the bifurcation point, λ = 1.023.
This indicates that two pairs of solutions bifurcate at the same value of λ. This is partly a trivial
observation, however, for the symmetry in the problem shows that solutions other than those for
which u
(
π
2
)
= 0 occur in symmetric pairs. The essential nature of the bifurcation can be seen
by looking only at the left branch of the bifurcation curve shown in Figure 9.
For comparison we also show a graph, Figure 10, of G for the forcing function g (t) = cos t−
sin 2t. This is computed with λ a bit above the bifurcation point. In this problem symmetry
is lost, and solutions with u′ = 0 at 0 and π are not necessarily periodic. However the problem
of finding solutions satisfying these two boundary conditions is still of interest, as an example of
steady-states for the corresponding pde boundary value problem. The figure suggests that for
some g the bifurcation may be of pitchfork type. We used the program xpp of G. B. Ermentrout
[ERM].
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To study the bifurcation analytically we again use v = ∂u
∂α
. We are considering only the
specific equation (1) . In order to prove that the bifurcation is not pitchfork, we study the
linearization around the antisymmetric solution up. We determine the slope of the function G
at the antisymmetric solution. Since G (α) = u′α (π) , G
′ (α) = v′α (π). But in the proof of
Theorem 34 we showed that when u = up, v > 0 on [0, π] and v
′ (π) > 0. This proves that
the bifurcation is not of pitchfork type, because the new solutions must appear at a positive
distance away from up.
However, this analysis does not eliminate the possibility of several bifurcation points, in which
solutions appear and then disappear. To get a complete picture more work is required. We have
seen that for λ > λ0 there are at least five solutions. We also showed that λb, the bifurcation
point, is less than λ0. But in the following result, we hold λ fixed and less than λ0, and let ε tend
to zero.
Theorem 37 Suppose that λ < λ0. Then for sufficiently small ε, up is the only solution with
u′ (0) = 0, u′ (π) = 0.
Corollary 38 limε→0 λb = λ0.
Proof. The corollary follows immediately from the Theorem, the proof of which is more
easily understood by reference to figure 1. We use the original scaling (1) . For any δ > 0 there
are µ > 0 and ν > 0 such that f (t, u) ≤ −ν on the set
Ωδ,µ =
{
(t, u) | (1− µ)π ≤ t ≤ (1 + µ)π, u ≤ U¯ (t)− δ} .
Hence, for sufficiently small ε, no periodic solution can intersect the region Ωδ,µ at a point
where
(
1− µ
2
)
π ≤ t ≤ (1 + µ
2
)
π, since then u would be forced below −b before |t− π| = µ.
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So any periodic solution must have lie above U¯ (t) − δ on (1− µ
2
)
π ≤ t ≤ (1 + µ
2
)
π. The
argument used to prove Theorem 34 can then be used to show that for sufficiently small ε, up is
the only periodic solution uα with a maximum at π. This completes the proof of the theorem
and Corollary.
We now show that for small ε there is no “reverse bifurcation” as λ increases from λb. In
other words, as we increase λ from λb, there is no return to the case where up is the unique
periodic solution.
Theorem 39 For sufficiently small ε > 0, if λ > λb then there are at least five periodic solutions,
u1, ..., u5 with αi = ui (0) < 0. Further, ui < ui+1 for i = 1, · · · , 4. Here u3 is the antisymmetric
solution, also denoted by up. The solutions u1 and u5 are symmetric reflections, with u5 (t) =
−u1 (t+ π) . Similarly, u4 (t) = −u2 (t+ π).
Proof. We have seen that G (α) < 0 for large negative α and also G < 0 just below αp. The
existence of at least five solutions for λ > λb follows from the remarks above by showing that if
α1 = inf {α| u′α (π) = 0} ,
and if G (α1) = G
′ (α1) = 0, then
∂G(α1)
∂λ
> 0. Let u = uα1 , h (t) =
∂u(t)
∂λ
|α=α1 , and as above,
v = ∂u
∂α
. We see that
ε2h′′ =
(
3u2 − λ)h− u (36)
h (0) = h′ (0) = 0
while v satisfies (33). Therefore we obtain, for any t ∈ [0, π] ,
hv′ − vh′|t = 1
ε2
∫ t
0
v (s) u (s) ds. (37)
Lemma 40 For sufficiently small ε, uα1 < 0 on [0, π] .
Proof. This follows by a slight modification of the proof of Theorem 37. Let
Ωˆδ,µ =
{
(t, u) | (1− µ)π ≤ t ≤ (1 + µ)π, 0 ≤ u ≤ U¯ (t)− δ} .
Suppose λ = λ0. Then for small enough δ and µ, there is an ε0 such that if 0 < ε ≤ ε0, then any
solution which intersects Ωˆδ,µ must decrease monotonically, in at least one direction, to below −b,
within a time which is bounded over Ωˆδ,µ. By continuity, this is also true for λ sufficiently close
to λ0. As in the proof of Theorem 34, no solution other than up can have a positive maximum
at π and not intersect Ωˆδ,µ, proving the result.
Also, if u = uα1, then v
′ (π) = G′ (α1) = 0. Therefore v (π) 6= 0. Suppose that v (π) < 0.
Then for α slightly lower than α1, uα (π) > uα1 (π) . Let
β = inf {α | uα (t) > uα1 (t) for some t ∈ (0, π]} .
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Then β is well-defined and −∞ < β < α1. Suppose that uβ (t0) = uα1 (t0) for some t0 ∈ (0, π) .
Since different solutions cannot be tangent, we must have uβ (t) > uα1 (t) for some t ∈ (0, π) ,
but this contradicts the definition of β. Therefore uβ (π) = uα1 (π) and u
′
β (π) > uα1 (π) = 0.
But in this case, we can lower α further, until we find a γ < β with u′γ (π) = 0. This contradicts
the definition of α1. A similar argument shows that v > 0 on [0, π].
Therefore, when u = uα1 , v (π) > 0. Then (37) and Lemma 40 show that
∂u′(π)
∂λ
= h′ (π) > 0.
Thus, for λ just above λb there are at least five solutions (using symmetry). Further, there
cannot be a decrease to fewer than five as λ increases further, for at any point where G = G′ = 0
we would again get h′ (π) > 0.
To complete the proof of Theorem 39 it is convenient to let α2 = sup {α < αp|u′α (π) = 0} .
(Numerically, it appears there is only one 2π-periodic solution between u1 and up.) Then reflection
and translation of uα1and uα2 by the transformation u (t) → −u (t+ π) give the additional two
asymmetric solutions.
Our construction implies that ui (0) < ui+1 (0) . From Proposition 4 and the way we define
α2 we have u
′
α (π) < 0 for α2 < α < αp, and in this range and close enough to αp, uα < up
(This is because when u = up, v > 0 on [0, π] .) Suppose, however, that for some α ∈ [α2, αp),
uα (t) ≥ up (t) for some t ∈ [0, π] . Let αˇ = sup {α ∈ [α2, αp)|uα (t) = up (t) for some t ∈ [0, π].}.
By the same argument as above we show that uαˇ (π) = up (π) and u
′
αˇ (π) > 0. Hence there is
an α ∈ (αˇ, αp) with u′α (π) = 0. But this contradicts the definition of α2.
This proves that u2 < up. The proof that u1 < u2 is similar, and the construction of u4 and
u5 by reflection and translation implies the remaining order relations, namely, up = u3 < u4 < u5.
This completes the proof of Theorem 39.
6 Conclusion
6.1 How special is the cosine?
General non-symmetric forcing functions are a topic for further study, but a few things are
easy to see. First, the procedure in Theorems 12 and 15 for obtaining some sort of chaotic
behavior will carry over to a large variety of forcing functions. Also, on a finite interval the
technique will give many steady states for the problem (2) − (3) . The only requirement is
the existence of some set of functions wk whose graphs form “fingers” pointing up and down
alternately in a way similar to that in figure 2. We will not try to formulate a precise result
here.
We did use symmetry essentially to obtain the existence of the solution up. It is here that we
have found significant differences between the problem of finding steady-states for (2)− (3) on a
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finite interval and the problem of finding bounded solutions, and chaos, on an infinite interval. It
is easy to find a third solution to the boundary value problem on a finite interval using shooting.
From there one can go on to find many other solutions, both stable and unstable. But dealing
with chaos on an infinite interval seems different, and it is for that reason that we concentrated
on the particular equation (1). Having done so, it is natural to make use of symmetry to obtain
simpler proofs in some cases where a shooting method may apply even without symmetry.
We note, however, that the proof of Theorem 12, which does not use symmetry, includes
the existence of a solution which does not intersect any of the wk. This solution is the stable
solution of [AMPP], and could play the role of up in a study which uses shooting but does not
use symmetry.
The proof of stability of the solution up (Theorem 34) does not use symmetry, but does use
the fact that the derivative of cosine is negative in (0, π). We do not believe that this property
should be crucial to obtaining an elementary proof of linearized stability, and we expect that our
proof will extend to more general forcing functions, but this is the subject of future investigation.
The assumptions in [AMPP] imply that the forcing function g is monotone in a neighborhood of
any of its zeros, and this should allow our proof to go through. However the result will probably
be weaker in that Sδ will be restricted more.
We make use of Lemma 29, about the monotonicity of the maxima and minima in (0, π), a
number of times, and this also relies on the monotonicity of cosine in this interval. Our future
work will include a study of how results will change without this condition, but we expect that
extensions will be possible.
The results about bifurcation as λ increases, however, may change radically if g has less
symmetry. For example, if g has period 2π, and is symmetric around π, but not anti-symmetric
around π
2
, then the solutions will not appear in symmetric pairs. The technique we have used
may still be able to prove that saddle-node bifurcations occur, at least in a nearly-symmetric
situation, but there may be two of them, producing first two new solutions and then two more.
This is easily seen in numerical simulations. As the deviation from full symmetry increases,
it appears from some brief numerical experiments that other possibilities exist, and we hope to
explore this further.
6.2 Summary of main points.
In Section 1 we introduce the problem and relate it to some previous work.
In Section 2 we give preliminary results valid for all ε > 0. Some of these are for a more
general forcing function g (t) . The main points are that for λ ≤ 0 there is a unique bounded
solution, which is periodic, while for λ > λ0 there are at least three solutions. Therefore a
bifurcation takes place, and some computations are given in section 4.5 indicating that this can
be of different types depending on g (t) .
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In section 3 we give results valid for a specific range of ε and λ. The main hypothesis is
Condition 11, the existence of “spikes”, ( the wk), which are solutions tending to ±∞ in both
directions. Solutions are characterized by which of the wk they intersect. Section 3.1 gives
the proof of the 1:1 correspondence with certain sequences if Condition 11 holds. It would be
possible to rephrase this result to give a natural correspondence with sequences of three symbols,
corresponding to the three solutions which we later labeled u1, u3 (= up) , and u5. In 3.2 we give
a brief discussion of “kneading theory” in our context. In Section 3.3 the symbolic dynamics is
extended to sequences of five symbols. In section 3.4 Condition 11 is verified, first for “sufficiently
small” ε, where no analysis is required, and then for larger ε.
The results in Section 3 do not include uniqueness or stability, and there is only a limited
sensitivity to initial conditions demonstrated. They do not depend at all on symmetry, and
indeed, the techniques will yield a weak form of chaos for a wide variety of forcing functions,
including non-periodic forcing.
Section 4 contains a variety of results, all proved for sufficiently small ε with no estimate on
the range of ε for which they hold. In 4.1 some results are given about asymptotic behavior of
solutions as ε→ 0. In 4.2 further periodic solutions are found, including solutions with multiple
internal layers and with a “down-jump” near π
2
, in contrast to the solution up which jumps
upward at π
2
. In 4.3 we give a proof of the stability of up using classical ode methods, and
extend the result on uniqueness of [AMPP] a bit by obtaining a larger region in which it is
unique. The uniqueness proof is also more direct than that in [AMPP].
In 4.4 we discuss sensitivity with respect to initial conditions. In 4.5 we consider the bifur-
cation problem in λ for 2π-periodic solutions of (1).
Finally, in Section 5.1, we discuss the role of the specific cosine forcing function in our results,
and conjecture that its symmetry and monotonicity properties may not be essential except in
the bifurcation analysis of section 4.6 .
We wish to express our appreciation to Professor H. Matano for sharing his thoughts on this
problem. His remarks are cited in more detail at the end of section 5.2, together with a citation
of recent work of his coworker, Dr. K. Nakashima.
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