Abstract. This paper deals with the likelihood ratio test (LRT) for testing hypotheses on the mixing measure in mixture models with or without structural parameter. The main result gives the asymptotic distribution of the LRT statistics under some conditions that are proved to be almost necessary. A detailed solution is given for two testing problems: the test of a single distribution against any mixture, with application to Gaussian, Poisson and binomial distributions; the test of the number of populations in a finite mixture with or without structural parameter.
1. Introduction
Motivations and aims
Latent variables are used in location-scale problems, in various regression settings with covariate measurement error, in biased sampling models or for modelling some censoring mechanisms. We refer to [3] for the description of several latent variable models. An other example is that of mixtures, see [29, 34, 40] . One observes a sample X 1 , . . . , X n , that is independent and identically distributed random variables with a density of the type p γ,η (x) = p γ (x|z)dη(z).
(1.1)
Here x → p γ (x|z) is a family of probability densities with respect to some measure μ on a measurable space (X , A), γ is called the structural parameter. The latent variable Z has distribution η on a measurable space (Z, C), η is called the mixing distribution. In case η has q supporting points z 1 , . . . , z q with weights π 1 , . . . , π q and if in addition z and γ vary in finite dimension spaces, (1.1) reduces to a parametric family
π i p γ (x|z i ), (1.2) in which the parameter is θ = (γ, π 1 , . . . , π q , z 1 , . . . , z q ) .
( 1.3) When all supporting points z i are distinct and all weights π i are non null, q is the number of populations in the mixture.
This paper focuses on testing hypotheses on the mixing distribution using the likelihood ratio test (LRT for short). Let G 1 ⊂ G 2 be two sets of probability distributions on Z, and consider the problem of testing
( 1.4) In case G 1 is the set of Dirac masses and G 2 the set of all probability distributions on Z, the problem is that of testing whether there is a single population against a mixture of any kind.
In case G i is the set of finite measures with q i supporting points, q 1 < q 2 , the problem is that of testing whether the number of populations is less or equal to q 1 or at least q 1 + 1 but not more than q 2 . When q 1 = 1, the question is that of "homogeneity" against "heterogeneity".
To set the threshold in the LRT at a prescribed level, one has to know the distribution of the likelihood ratio statistic when the true mixing distribution η 0 lies in G 1 .
In classical parametric statistics, twice the log-likelihood ratio has a chi-square asymptotic distribution or a convex combination of chi-square distributions. Such a result does not apply here, due to lack of identifiability of the parameters in G 2 and degeneracy of the Fisher information of the model. The challenging question of the asymptotic distribution of the likelihood ratio has received much interest in the past decade, after that [21] raised the question, see [4, 6, 7, 10, 11, 14, 15, 17, 18, 27, 28, 32] . Chen et al. (followed by Qin et al.) proposed a simple and clever idea to avoid the degeneracy problems: they add a penalization to the log-likelihood with a factor increasing to infinity as the parameters tend to values where degeneracy occurs. They consequently obtain convex combination of chi-square for the asymptotic distribution of the modified testing statistic, see [8, 9, 38, 39] .
The aim of the current paper is to give a detailed general solution to the asymptotic distribution of the LRT statistic for the testing problem (1.4) . One of the author proved a general result for likelihood ratio statistics under weak assumptions, see Theorem 3.1 in [19] . Some applications to mixtures were developed in Section 2 of [2] . Here, we solve the precise form of the asymptotic distribution for the previous two problems: testing a single population against any mixture, and testing the number of components in a mixture with or without structural parameter (with the above notations, it means that γ is unknown). This precise form allows to construct numerical tables by simulation or by Gaussian calculation [35] .
Intuition
In the parametric case, likelihood procedures for estimating and testing parameters are well understood. Under identifiability and regularity conditions, the maximum likelihood estimator is consistent. Thus it can be expanded around the true value of the parameter so that it is seen that this difference has asymptotic Gaussian behaviour, and the log-likelihood ratio statistic has asymptotic chi-square behaviour. This comes from twoterm Taylor expansion in the classical Wald's argument, and from more intricate arguments in Le Cam's theory, see [42] . In the semi-parametric or non-parametric situation, such a theory does not hold in full generality, [37] . One may try to use one dimensional sub-models to obtain the result as follows. Let (p t ) t≥0 be a sub-model of probability densities with respect to some measure μ such that p 0 is the true density of the observations, and such that the parameter t is identifiable along the sub-model: p t = p 0 if and only if t = 0. Under weak integrability conditions, the maximum likelihood estimator (m.l.e.) t is consistent: t tends to 0 in probability.
Assume moreover that the sub-model is differentiable in quadratic mean, with score function g in the sense of (2.2) below. Then the score satisfies gp 0 dμ = 0, the Fisher information of the sub-model exists and its value is I(g) = g 2 p 0 dμ. Under regularity assumptions, it holds that
where o P (1) is a random variable tending to 0 in probability as the number n of observations tends to infinity.
If now {p θ , θ ∈ Θ} is a family of probability densities, and S a set of scores obtained using all possible onedimensional sub-models (p θt ) t≥0 , then one may think that, if S is rich enough, and under Donsker-like conditions
where now n (θ) = n i=1 log p θ (X i ) and p θ0 is the density of the observations. Observe that I(g) is the square norm of g in L 2 (p 0 μ), so that one may rewrite (1.5) as
where D is the set of normalized scores: D = {g/ g 2 , g ∈ S}, · 2 being the norm in L 2 (p 0 μ). In the regular parametric identifiable situation, where Θ is a subset of a k-dimensional Euclidean space, the largest set of scores S is S = U,˙ θ0 , U ∈ U where˙ θ0 is the score function at θ 0 , ·, · denotes usual scalar product, U is the full Euclidean space in case θ 0 is in the interior of Θ, and only a sub-cone of it in case θ 0 is on the boundary of Θ. The supremum over D is easily computed and gives the asymptotic chi-square distribution in case θ 0 is in the interior of Θ, or convex combination of chi-square distribution if θ 0 is on the boundary and Θ is polyhedral.
Consider now a non-identifiable situation with model (1.1) and the testing problem (1.4). Let G i be the set of finite measures with q i supporting points, q 2 = q 1 + q, q ≥ 1. Define Θ 1 and Θ 2 the associated sets of parameters, and LRT statistic
(1.7)
Assume that the true density of the observations has finite mixing distribution with q 1 populations, and param-
). Let˙ z be the vector score for the model (p γ 0 (·|z)) z at point z,ṁ 0 be the vector score for the model (
, and let˙ 0 be the vector obtained by concatenation
andṁ 0 . Then it will be proved later on that scores along one dimensional sub-models for η ∈ G 2 are of form
where: U is any vector (with the same dimension as˙ 0 ), α 1 , . . . , α q1 are real numbers, ρ 1 , . . . , ρ q are non negative real numbers such that
ρ i = 0, and z 1 , . . . , z q are points in Z. In the same way, scores along one dimensional sub-models for η ∈ G 1 are of form
where: U is any vector (with the same dimension as˙ 0 ), and α 1 , . . . , α p are real numbers such that q1 i=1 α i = 0. Define (W (z)) z as the centered Gaussian process with covariance function
Define V as the centered Gaussian vector with variance Σ, the variance of˙ 0 (X 1 ), and covariance with
Then if it is possible to apply (1.6), Λ n converges in distribution to the random variable Λ:
Indeed, the supremum of the random variables involved in (1.8) are in this case easily seen to be non negative. In (1.8) or equivalently in (4.7) below, derivation of the suprema inside the brackets involves pure algebraic computations. This will be done in a further section after proving that this intuitive reasoning is indeed true. One may just notice, for the moment, that since the Fisher informations I(g) may tend to 0, for (1.6) to be true, it is needed that the closure of D in L 2 (p θ0 μ) be Donsker, that is the centered process (
) d∈D converges uniformly to a Gaussian process, see [41] for instance for more about uniform convergence of empirical measures.
Related questions
Power is an important issue in the validation of a testing procedure. Our methods allow to identify contiguous alternatives and their associated asymptotic power. We shall not insist on this question in this work since, as usual for LRT, there is no general optimality conclusion.
For normal mixtures, [23] noted first the unboundness of the LRT when the parameters are unbounded. [20] proved also this divergence in a mixture with Markov regime, [13] in the contamination model of exponential densities and [31] for testing homogeneity against gamma mixture alternatives. [30] obtained the asymptotic distribution of a normalization of the LRT. [2] extended this result to contiguous alternatives and characterized the local power as trivial in several cases. This loss of power is also established in [22] for Gaussian models under stronger hypotheses that allow the determination of the separation speed.
The estimation of the number of components in a mixture using likelihood technics is closely related to the LRT. One may use penalized likelihood and estimate the number of components by maximization. The main problem is to calibrate the penalization factor. In case the possible number of populations is a priori bounded, one obtains easily a consistent estimator as soon as it is known that the likelihood statistic remains stochastically bounded, see [19, 26] Section 2, see also [5, 24, 25] without prior bounds.
Roadmap
Section 2 gives a rigorous form of the heuristics explained in 1.2 leading to the asymptotic distribution in general testing problems. The main theorem gives sufficient conditions under which the result holds, and it is proved that these assumptions are not far to be necessary. The main part of the section may be viewed as a rewriting under weaker assumptions of Section 3 of [19] .
Section 3 develops a particular non parametric testing procedure: testing a single population against any mixture. The latent variable is real valued and the structural parameter is known. In this context, the set of scores is exhibited. The asymptotic distribution of the LRT statistic is stated for mixtures of Gaussian, Poisson and binomial distributions. These results are completely new.
Section 4 derives our initial main goal: the application of Theorem 1 for testing the number of components in a mixture with possible unknown structural parameter in all possible situations. Indeed, in the literature one may find many papers that give partial results on that question. Section 4 gives weak simple assumptions to obtain the asymptotic distribution of the LRT statistic in all cases, and a computation of its precise form. The most popular example, that of Gaussian mixtures, is then handled.
A last section is devoted to technical proofs that are not essential at first reading.
Asymptotics for the LRT statistic
Let F be a set of probability densities with respect to the measure μ on the measurable space (X , A). Let the observations X 1 , . . . , X n have density p 0 in F , and denote by p the m.l.e., that is an approximate maximizer of the log-likelihood
Note H 2 (p 1 , p 2 ) the square Hellinger distance between densities p 1 and p 2 :
As usual, consistency of the m.l.e. and asymptotic distribution (of the m.l.e. or of the LRT statistic) require assumptions of different kinds. Introduce
, and by (2.1) also H 2 (p 0 , p) = o P (1). In order to derive the asymptotic distribution of the LRT statistic n ( p)− n (p 0 ), we introduce one dimensional sub-models in which differentiability in quadratic mean holds with scores in some subset S of L 2 (p 0 μ).
Assumption 2. The set S satisfies Assumption 2 if for any
g ∈ S, there is a sub-model (p t,g ) t≥0 in F such that √ p t,g − √ p 0 − t 2 g √ p 0 2 dμ = o(t 2 ),(2.
2)
and the Fisher information in the sub-model is non null:
Let for any g ∈ S the m.l.e. in the sub-model (p t,g ) t≥0 be t g . Since for every g ∈ S,
one may use classical parametric results to obtain: 
Define now the setD
Note that if g is the score in sub-model (p t,g ) t≥0 then for positive real a, ag is the score in (p at,g ) t≥0 so that we may assume that S is a cone, andD is a subset of S.D is also a subset of the unit sphere of
In other words, W is the isonormal process onD. Obviously, for any finite subset I ofD and any x, under the assumptions of Proposition 1,
is not finite a.s., so is asymptotically sup p∈F n (p) − n (p 0 ). Properties of the isonormal Gaussian process indexed by a subset H of the Hilbert space L 2 (p 0 μ) are understood through entropy numbers. Let H be a class of real functions and d a metric on it. The -covering number N ( , H, d) is defined to be the minimum number of balls of radius needed to cover H. The -bracketing number
) is defined to be the minimum number of brackets of size needed to cover H, where a bracket of size is a set of the form
The -covering number is upper bounded by the -bracketing number.
Suppose that the closure ofD is compact. Remarking that the isonormal process is stationary with respect to the group of isometries on the unit sphere of L 2 (p 0 μ), it is known (see Th. 4.16 of [1] ) that a necessary and sufficient condition for finiteness of supD W (d) is the convergence of
where d is the canonical distance in L 2 (p 0 μ) since the process is isonormal. Throughout the paper, the canonical distance will be used for bracketing and covering numbers, so that d will be omitted in the notation.
To obtain the convergence result for the LRT statistic, in view of Proposition 1, it is needed that for a rich enough S, the associatedD be Donsker, in which case the closure ofD is compact and the isonormal process indexed byD has a.s. uniformly continuous and bounded paths.
WhenD is not compact, one could use (if this is the case) that it has parametric description and is locally compact.
It has been noticed in earlier papers that the LRT statistic may diverge to infinity in p 0 -probability for mixture testing problems, see [2, 13, 20, 22, 23, 30, 31] . In all these papers, the reason is that the set of normalized scores contains almost an infinite dimensional linear space (one may construct an infinite sequence of normalized scores with Hilbertian product near zero).
We shall now state a sufficient condition under which the asymptotic distribution of the LRT statistic may be derived. For any positive , define
and D as the set of all limit points (in A sufficient condition for Assumption 3 to hold is that
Under Assumption 3, D is the "rich enough" setD that we need to obtain precise asymptotics for the LRT statistic. We shall need differentiability in quadratic mean along sub-models with scores in a dense subset of D. This will in general be a consequence of smooth parameterization: in case F may be continuously parameterized, all functions in D are half score functions along one-dimensional sub-models (since they occur as the Hellinger distance to the true distribution tends to 0) or limit points of such scores when their norm (the Fisher Information along the sub-model) tends to 0.
Theorem 1. Assume that Assumptions 1 and 3 hold. Assume there exists a dense subset S of D for which Assumption 2 holds. Then
Proof. The proof follows that of Theorem 3.1 in [19] . Since H( p, p 0 ) = o P (1) by Assumption 1, for any positive ,
so that we can limit our attention to the densities p belonging to
and
Step 1. We have for p ∈ F:
Throughout the paper, for a real number u, we note u − = −u1 u<0 and u + = u1 u>0 .
As a consequence, for p such that
6.10 of [41] and Assumption 3 give that the set {(s p ) − , p ∈ F 0 } is Donsker and has integrable envelope, so that by Lemma 2.10.14 of [41] , the set of squares is Glivenko-Cantelli, and the right hand side of the previous inequality is uniformly O P (1) as soon as inf p∈F 0 (s p ) 2 − p 0 dμ = 0, which holds and may be proved by contradiction. Thus
Step 2.
Since the envelope function F is square integrable, an application of Markov inequality to the variable
Also, by Lemma 2.10.14 of [41] , the set {s
Then it easy to see that the last term in (2.7) is negligible as soon as
Using equation (2.6), we have that, for any n tending to 0 slower than 1/ √ n,
and maximizing in H(p, p 0 ) gives that
But if we represent weak convergence by an almost sure convergence in a suitable probability space (see for instance Th. 
where W is the isonormal Gaussian process. Since D and D are compact, the distance between D and the complementary of D tends to zero as → 0, and the isonormal process W is continuous on
Step 3. We have by Proposition 1
But again, the isonormal process W is separable and D is compact, so that the supremum over S equals the supremum over D, and the theorem follows from equations (2.8) and (2.9). Proof. Indeed,
The proposition follows from Example 6.5 of [42] . Then one may apply Le Cam's third Lemma (see for instance [42] ) to obtain that under the assumptions of Theorem 1, sup
Thus Theorem 1 allows to derive asymptotic properties of LRT statistic as the difference of two terms in which the sets D are defined under the null hypothesis H 0 and the alternative hypothesis H 1 respectively.
3. One population against any mixture
General result
We now assume that Z is a closed compact interval of R. Consider the mixture model with known structural parameter, that is F is the set of densities:
where G is the set of all probability distributions on (Z, C). We want to test that the mixing measure η reduces to a Dirac mass δ z at some z ∈ Z against that it does not:
We assume that p 0 = p(·|z 0 ) for some z 0 in the interior of Z.
We shall need the following weak local identifiability assumption:
Assumption 4. For anyz in Z, p η (·) = p(·|z) if and only if η is the Dirac mass atz.
We shall use:
Since Z is compact, G is a compact metric space (for the weak convergence topology), η → log p(x|z)dη(z) is continuous for all x and it is easy to see that Assumption 1 holds, so that if η is the m.l.e.,
We now assume that p(·|z) is defined for z in some open interval Z + that contains Z.
and for some neighborhood V of z 0 :
Here,ṗ(x|z) andp(x|z) denote the first and second derivative of p(x|z) with respect to the variable z.
For any ν ∈ G, we shall denote by F ν its cumulative distribution function.
We shall need the following assumption: Let now E be the closure in
Throughout the paper, · 2 will denote the norm in L 2 (p 0 μ). Then under Assumption 7, E is the union of (3.4) and the set of all limit points in L 2 (p 0 μ) of sequences
for a n → 0, b n → 0, and (c n → 0 or ν n converging weakly to the Dirac mass at z 0 ).
Proposition 3. Under Assumptions 4, 5, 6 and 7, the set of all possible accumulation points in
Then using Assumption 6 and Lemma 7.6 in [42] , (p ηt ) t≥0 is differentiable in quadratic mean with score function d ((1 − b)a, b, (1 − b)c, ν) . Since as t tends to 0
we get that E ⊂ A and that there exists a dense subset of E for which Assumption 2 holds. Let now
be a sequence converging in L 2 (p 0 μ) and such that H(p ηt , p 0 ) tends to 0 as t tends to 0. Then η t converges weakly to the Dirac mass at z 0 , and for all x, p ηt (x) converges to p 0 (x).
Notice that for all x, there exists y t (x) in (p ηt (x), p 0 (x)) such that
For any sequence u t of non negative real numbers, let
with F 0 = F η0 and F t = F ηt . Notice the following. For any positive u, F t ((z 0 − u) − ) + 1 − F t (z 0 + u) tends to 0, so that there exists u t , a non negative sequence of real numbers decreasing (slowly enough) to 0, such that ρ t tends to 0. (From now on, unless specifically said, all limits are taken as t tends to 0). Let
Then m t and e t tend to 0. Also, as soon as ρ t < 1, e t > 0, and if this is the case for all small enough t, using Assumption 6,
Define, if ρ t = 0, the probability distribution η t restricted to |z − z 0 | > u t , with distribution function G t :
Let ν t be the probability distribution with repartition function G t (which is continuous at z 0 ). Then using equation (3.7),
which leads, using equation (3.5) to
Using Assumption 6, the limit also holds in L 2 (p 0 μ) so that
Also, if there exists a sequence u t such that for small enough t, ρ t = 0, then the limit of (
We have thus proved that in all cases the limit of (
is in D, and

A ⊂ E.
In other words, the set of scores D is the set E, which is the closure of the set
Then, in such a situation, Assumption 3 is not weaker than the following one, which may be easier to verify: 
Application to the Gaussian family
In this section, we derive the asymptotic distribution of the LRT statistic for testing that the observations follow a Gaussian distribution (with unknown mean) against that they follow a mixture of Gaussian distributions. That is we consider the situation where μ is the Lebesgue measure on R and:
Here, the variance is considered to be known and is fixed to one without loss of generality, and
Assumptions 4, 5, 6, and 7 hold. Let (H k ) k∈N be the Hermite polynomials, given by:
By the Taylor formula
where Z is a random variable with distribution η, η ∈ G. 
Recall that u + = u1 u>0 .
Proof. Classical parametric theory gives that 2 sup z∈Z n (δ z ) − n (δ z0 ) converges in distribution to W 2 1 , as n tends to infinity. Theorem 1 will give that 2 sup η∈G n (η) − n (δ z0 ) converges in distribution, as n tends to infinity, to
as soon as it is seen that Assumption 8 holds. Let us first prove that E has a p 0 μ-square integrable envelope function. We have
where X is a random variable with density p 0 . But, for Z a random variable with distribution η,
On the other hand since
Also, remarking that | exp(u) − 1| ≤ |u| exp(|u|), one obtains easily that
Using (3.11), (3.12) and (3.13), it follows that there exists a positive constant C such that for any η ∈ G,
which proves that E has a p 0 μ-square integrable envelope function.
and for a constant C that does not depend of η:
As a consequence:
which is Donsker by Theorem 2.13.2 of [41] , so that E is Donsker.
Application to the Poisson family
The study of mixtures of Poisson distributions is, for example, motivated by ecological sampling problems, see [36] . The abundance of a given species can be modelled by a Poisson distribution with parameter depending on the species. If there is a lot of species that are too difficult to identify, the number of individuals on a given location will have a distribution which is a mixture of Poisson distributions.
In this section, we derive the asymptotic distribution of the LRT statistic for testing that the observations follow a Poisson distribution (with unknown mean) against that they follow a mixture of Poisson distributions. That is we consider the situation where:
Here, Z = [M , M ] with M > 0. Again Assumptions 4, 5, 6, and 7 hold. Let (C k ) k∈N be the Charlier polynomials (see [12] ):
Then, as in (3.10)
where Z is a random variable with distribution η, η ∈ G. Let us note
The {C k (X), k ∈ N} are centered under p 0 μ, (μ is here the counting measure on N), and are the orthogonal polynomials associated to p 0 μ, with square norm: 
Proof. We proceed as in the proof of Theorem 3. Using the inequality
and the fact that, for some constants A and B
one obtains that there exists a positive constant C such that for any η ∈ G,
This proves that E has a p 0 μ-square integrable envelope function.
It is easy to prove that for a positive constant C that does not depend of η:
Application to the binomial family
Historically mixture of binomial distributions were introduced by [33] in the context of psychological testing: each student has a random score z and sits an n questions test. An other example is the following: consider the admixture of different human populations with different sex ratio, i.e. different probability z of having a male child, and suppose that we consider families with a fixed number of children say N . If we assume the independence between the sex of the different children of the same family, we see that the distribution of the number of males is a mixture of binomial distributions. More precisely if X is the number of males in a family "at random"
where η is the distribution of the probability of a family to have a male in the admixture of populations. This topic of mixture of binomial distribution has received a lot of attention, see [44] and references therein. The problem we consider is to test whether the probability of having a male is constant in the population or not. Thus Z is a closed subset of ]0, 1[, and the conditional density with respect to the counting measure μ on the set {0, . . . , N} is
Assumptions 4, 5 and 6 hold. Since p(x|z) is a polynomial in z with degree N ,
where p (k) (x|z 0 ) is the k-th derivative of p(x|z) with respect to z at point z 0 , so that
where Z is a random variable with distribution η.
for any k ∈ {1, . . . , N} and set f = (f 1 , . . . , f N ) T . It is easy to see that
Recall that ·, · is the the usual scalar product in Euclidean space.
Indeed, the
are polynomial in x with degree k and leading coefficient N + 1 zeros (0, 1, . . . , N) . Thus, Assumption 7 holds and if Σ is the variance matrix of f (X 1 ), Σ is positive definite.
Let now Φ N be the closed convex hull of the set
the set of possible moments of (Z − z 0 ) under a distribution with support in Z. Let U N be the set of limit points of (
T , as b ∈ Φ N tends to the null vector. Then applying Proposition 3: The proof of the Theorem is immediate by applying Theorem 2, but may also be obtained by classical parametric considerations. Indeed, p η may be finitely parameterized through m k,η , k = 1, . . . , N.
Finite mixture models with or without structural parameter
In this section we focus on the testing problem (1.4) where G j , j = 1, 2 is the set of finite measures with q j supporting points, q 1 < q 2 , so that the problem is that of testing whether the number of populations is less or equal to q 1 or at least q 1 + 1 but not more than q 2 . We assume that p θ0 has exactly q 1 populations (the supporting points z We shall prove that the LRT statistic converges in distribution to Λ as stated in (1.8) under natural assumptions, and propose a way to compute Λ.
Weak identifiability of the mixtures is a minimal assumption:
if and only if γ =γ and the mixing measures are equal:
, where p θ is defined by (1.2) and the parameter sets can be written as If Assumption (10) (ii) holds, one may reduce the parameter space to a compact neighborhood of the true parameter when studying the asymptotics of the LRT statistics, in the same way as for the proof of Theorem 1. If Assumption (10) (i) is assumed, it is useful only to prove that the maximum likelihood estimator of γ is consistent, which is not always necessary for that, see for instance the Gaussian case with the variance as structural parameter.
Sets of scores
, and z ∈ Z |J0| , we set v = (γ, α, u, ρ) and An application of Lemma 7.6 of [42] gives that, if Assumption 11 holds, the model (p π,tv,z ) t≥0 is differentiable in quadratic mean at t = 0 with score function v, R (π, 0, z) . Thus, we may define the sets S j such that Assumption 2 holds for S j in model F j , j = 1, 2 as follows.
Let˙ γ 0 ,z be the score function in the model (
..,h+k be the score function in the model (p γ 0 (·|z)μ) z∈Z at point z.
Let˙ 0 be the vector obtained by concatenation of π
Denote by q 0 its dimension:
. . , ρ q ) where ρ 1 , . . . , ρ q are non negative real numbers such that
and and
Indeed, using Assumption 11, for any z ∈ Z,
combinations, we notice that for any U, α, ρ, z satisfying previous conditions, the function
Let also for j = 1, 2, the set D j be defined by (2.4) for the model F j and D j be the closure of 
Assumption 12.
There exists m ∈ L 2 (p θ0 μ) and β > 0 such that
Proposition 5. Under Assumptions 10, 11, 12 , Assumption 3 holds for models F 1 and F 2 .
Thus, Assumptions 9, 10, 11 and 12 are sufficient to apply Theorem 1 in order to derive the asymptotic distribution of the LRT statistic. This will be done in the next section.
Remark 1. Assume
Assumption 13.
Then using the fact that the set of models that are differentiable in quadratic mean is closed under convex combinations, we can prove that Assumption 2 holds for S j in model F j for j = 1, 2. In some cases this is sufficient to prove that the LRT statistic converges to infinity if the isonormal process on D 2 is unbounded as explained in Section 2.
Asymptotic distribution of the LRT statistic
Last results gave conditions under which the asymptotic distribution of the LRT statistic may be derived. In this part, we simplify considerably its form using only algebraic arguments. Indeed, the LRT statistic Λ n defined by (1.7) can obviously be written as
so that using Propositions 4, 5 and applying twice Theorem 1, we obtain under Assumptions 9, 10, 11 and 12:
Consequently Λ n converges in distribution to
where W is the centered Gaussian process on Z with covariance function Γ(z, z ) =
V is the centered Gaussian vector with variance Σ = ˙ 0 (x)˙ 0 (x) T p θ0 (x)dμ(x) and covariance with W (z) given by C(z) = p γ 0 (x|z)˙ 0 (x)dμ(x), and where B(U, α, ρ; z)
In order to present a simplified form of Λ, we need to introduce the notations 
Moreover, since A q (z, z) is definite positive, we can introduce the notation A q (z, z) −1/2 .
Theorem 6. Under Assumptions 9, 10, 11 and 12, the LRT statistic converges in distribution to
where · denotes the norm in R q , Y q is the q-dimensional centered Gaussian field with covariance function
and where the condition of positivity means that all coordinates of the vector have to be non negative.
Proof. Remark that the supremum inside the brackets of Λ is always positive (use the particular case when U is parallel to V and the other terms vanish). To get rid of the conditions i α i + i ρ i = 0 and i α i = 0, last formula can be written (with the trivial convention that the sum vanishes when q 1 = 1)
For J ⊂ {1, . . . , q} and for z ∈ Z q define W J (z) as the vector that consists of the |J| coordinates W (z j )− W (z 0 1 ) for j ∈ J (ordered as in J). Denoting by: the concatenation, define also the vector 
Remark that for any J subset of {1, . . . , q} and any z ∈ Z q :
and that the supremum is attained for τ = (const)Υ −1 
Observe now that M J (z)1 DJ (z) is the value at the point (z j ) j∈J of some function depending only on |J|. Taking the supremum over z = (z 1 . . . , z q ) ∈ Z q , as it is required by Formula (4.7), we deduce that the contributions of M J (z)1 DJ (z) and M |J| (z)1 D |J| (z) are the same. So, with the convention that 
On the other hand, we can write
where C q (z) is the covariance of W ∅ with W q (z) and Γ q (z, z) is the variance of W q (z). It is well known that
where A q (z, z) can be deduced from (4.6). Some calculations show that
and also that
To conclude, it suffices to define Y q as the field
Application to the Gaussian family
Consequently, we consider the parametric family of Gaussian densities given by
We assume that the true distribution is
In that case, the centered Gaussian process W has for covariance function
In order to describe˙ 0 we introduce, according to the parameters (z x , z y , σ x , σ y , r), the following functions: Then Formula (4.6) allows the computation of A q .
Proofs
Proof of Proposition 4. Consider some U, α, ρ, z such that s 2 (U, α, ρ, z) 2 According to previous remark, it suffices to characterize limits of s pπ,v,z as v = (γ, α, u, ρ) tends to 0, z tends to z lim and for vectors π such that for all i = 1, . . . , q 1 we have j∈Ji π i,j = π and applying second part of Assumption 11, we conclude that
Proof of Proposition 5. Applying the characterization obtained along the proof of Proposition 4, it suffices to upper bound the bracketing numbers for the class {s pπ,v,z , v → 0}. Arguments that follow are inspired by Lemma 6.11 in [43] 
