The lowest eigenvalue of the Laplacian within the S-sided regular polygon with Dirichlet boundary conditions is the focus of this report. As suggested by others, this eigenvalue may be expressed as an asymptotic expansion in powers of 1/S where, interestingly, they have shown that the first few coefficients in that expansion, up to sixth order, may be expressed analytically in terms of Riemann zeta functions and roots of Bessel functions. This report builds on that work with three main contributions: (1) compelling numerical evidence independently supporting those published results, (2) a conjecture adding two more terms to the asymptotic expansion, and (3) an observation that higher-order coefficients both alternate in sign and grow rapidly in magnitude, which suggest the series doesn't converge unless S ≥ 10. This report is based on a numerical computation of the eigenvalues precise to fifty digits for S up to 150.
Introduction
Let Ω S denote the interior of an S-sided regular polygon, and ∂Ω S its boundary. The Laplacian eigenvalue problem with Dirichlet boundary conditions for that polygon is defined by [∆ + λ] Ψ(r) = 0 for r ∈ Ω S Ψ(r) = 0 for r ∈ ∂Ω S
where ∆ is the two-dimensional Laplacian, λ > 0 is an eigenvalue, and Ψ(r) ≡ 0 is a corresponding eigenfunction.
A given regular polygon has an infinite tower of eigenvalues, but this report shall focus only on the lowest (fundamental) eigenvalue, and, more specifically, an asymptotic expansion of the form λ(S) ∼ λ(S) ≡ j 
where j 2 01 ≈ 5.7831 is the lowest eigenvalue of the unit-radius circle 1 . Since we don't [yet] know how the expansion converges, make the distinction: λ(S) denotes the exact fundamental eigenvalue for all S = 3, 4, 5, ...; whereas λ(S) denotes its asymptotic expansion. When λ(S) is truncated at C N /S N , i.e., to N th order, it shall be written λ [N ] (S) so that
Built into the series is the assumption that as the polygon approaches the unit-radius circle, i.e., in the limit S → ∞, λ(∞) = λ(∞) = j 2 01 . This assumption seems natural, and is supported by numerics, but in passing, recall the curious polygon-circle paradox of thin-plate theory [8] where an analogous assumption breaks down.
When the area of Ω S is held constant at π, i.e., the same area as the unit-radius circle, the proposed expansion to eighth order is λ [8] (S) = j 
where ζ(n) = ∞ µ=1 µ −n is the well-known Riemann zeta function, and where the last two terms are contributions of this work.
The constant area of π is chosen to more readily expose interesting facts about the eigenvalue and its asymptotic expansion. Doing so automatically factors out the well-known area rescaling dependence 2 and simplifies the expressions. The Appendix details the relationship between this transcribed (equal area) regular polygon eigenvalue and the inscribed one, as well as some other relationships.
Over the last twenty years, a few others have considered this problem. A common theme is that those workers computed the eigen-solution while gradually deforming the circle into the regular polygon. In 1997, Molinari [7] suggested an expansion of λ(S) in powers of 1/S and used conformal mapping to estimate the leading coefficients of what he called a "partial resummation of terms in the 1/S expansion", which he claimed improved convergence. In 2004, Grinfeld and Strang [3] proposed 3 Eq. (2), and they used "the calculus of moving surfaces" (CMS) and numerics to estimate the first few coefficients. Although of limited numerical precision, these early efforts seemed promising and offered interesting insights.
More recently, in 2012, Grinfeld and Strang [4] revisited the problem and were able to express the coefficients up to C 4 as integer multiples of the Riemann zeta function
4 . An interesting application of that work appears in 2010 when Oikonomou [10] studied the Casimir energy of a scalar field within a regular polygon. Several years later, in 2015, Boady [2] , working with Grinfeld, and also using CMS, contributed two more terms, C 5 and C 6 . Their results were obtained using a computer algebra system and do not depend on numerical computations per se. The terms up to sixth order -first line of Eq. (4) -shall be referred to as the Grinfeld-Strang-Boady [GSB] terms.
Of note is that only two solutions with finite S are known in closed form, which for π-area Ω S are
All numerical evidence indicates that the π-area regular polygon eigenvalues are monotonic with S,
which is not unexpected [1, 9] .
As terms are added to the asymptotic expansion per Eq. (4), interesting facts begin to emerge. For example, the Riemann zeta function arguments are (so far) chosen from {3, 5, 7, ...}, and -within each term -sum to that term's order. 5 That pattern automatically requires C 1 = C 2 = C 4 = 0, which is a priori not obvious; and, for example, the eighth order term involves only ζ(3) ζ(5) since 3 + 5 is the only way to get 8 from that set. Of course, each added term also brings us a little closer to identifying the elusive form of the function λ(N ) for which λ(N ) is merely its asymptotic expansion.
Of more practical interest is the ability to rapidly compute relatively high-precision eigenvalues. Indeed, using Eq. (4) and the computed, fifty-digit eigenvalues, the relative discrepancy is empirically determined to be λ [8] 
apparently valid for all S ≥ 5. To illustrate, the ordinarily difficult-to-calculate S = 128 eigenvalue is readily found to a precision of about fifteen digits,
with a relative discrepancy of −5.0 × 10 −16 , and where an ellipsis in a number indicates truncation, not rounding.
My approach is quite straightforward. It begins with a high-precision numerical computation [5] of the eigenvalues for S from 5 to 150, precise to about fifty digits. These computed eigenvalues (skipping the lowest few) are then fit using linear regression to a truncated version of Eq. (2) with just under forty terms. My conjecture for the seventh and eighth order terms is derived using an LLL integer relation algorithm on the fit values of the coefficients. The list of computed eigenvalues, the LLL technique, and some other details are provided in the Appendix.
All computations were performed on my personal commodity hardware running free software 6 with GNU/Linux (lubuntu 16.04.3 LTS) and its numerous ancillary utilities. For the eigenvalue computations, which took several months, I used a six-core (12-thread) i7-5820K @ 3.30 GHz with 64 GB RAM computer. Software of choice was the pari/gp [11] calculator (compiled with gmp and pthread). A few symbolic computations were performed using maxima [6] .
Linear Regression
With the computed eigenvalues, linear regression shall be used to seek numerical values of the coefficients C µ of Eq. (2) . Because this process uses up to around forty coefficients and requires up to several dozen digits of precision, this unusual application of linear regression requires some computational caveats.
The numerically computed eigenvalues shall be denoted Λ [up] (S) and Λ [dn] (S) for the upper and lower bounds, respectively, or generically, Λ(S) (which can refer to either bound or their mean). The relative difference between the computed bounds satisfies
which is just under 10 −50 , and with a mean of (0.871) × 10 −50 .
To develop the model equation, first let the independent variable be X = 1/S. The dependent variable Y shall incorporate (1) the computed eigenvalues, (2) the assumption that λ(∞) = j 2 01 , and (3) analytic expressions for the coefficients. Initially, all coefficients are assumed unknown. Only after compelling numerical evidence supports an analytic expression for a coefficient shall that coefficient be considered known and exact, embellished with a tilde (so that C µ becomes C µ ), and incorporated into Y .
Virtually nothing is published regarding the convergence of Eq. (2) except for the vague but obvious notion that convergence improves as S increases. If we fit using low values of S for which the asymptotic series doesn't converge, the method will fail because it won't capture the true nature of the function λ(S). Therefore, the fit shall exclude the lowest few computed eigenvalues, and that fit used to conjecture convergence properties.
To make this work, as many coefficients as possible must be included in the fit, but not so many that the fit function begins to oscillate wildly as it tries to "connect the dots" with a polynomial in X. Also, because of the numerically ill-conditioned nature of the linear regression matrix computations, sufficient precision must be used. To that end, the precision of the linear regression computations is set to a more-than-adequate 200 digits. Both the number of terms to include in the expansion and the computation precision are established experimentally.
To estimate the precision of the coefficients, the upper and lower eigenvalue bounds are separately fit to the same model equation. This process yields two sets of numerical values for the coefficients, {C [up] µ } and {C [dn] µ }, which incidentally do not form bounds. The relative difference and approximate number of digits in agreement between a pair of these numbers are, respectively,
In this report, a given coefficient shall be reported as the average value rounded one digit beyond a rounded d µ , along with the value of d µ . By example, if C Three important observations regarding the numerical values of the coefficients -looking down the series -include a drop in precision, an alternation in sign, and a growth in magnitude. These observations are quantified below.
In order to satisfy all the criteria, the following is chosen
Fit Parameters: (a) include up to C 38 and (b) use S = 13, 14, · · · , 150 (
In hindsight, this will ensure that the minimum S-value is not too small, enough terms are included in the fit, and that every d µ > 1.
There shall be four passes, of which the first three successfully establish the analytic set of coefficients depicted in Eq. (4). The final pass is used to estimate the remaining coefficients. With each pass, the number of unknown coefficients decreases, increasing their numerical precision slightly.
Pass 1
To begin, assume all of the first 38 coefficients are unknown and fit the computed eigenvalue data to the truncated series
When this is done, the leading nine coefficients -listed in Table 1 -dramatically reveal that C 1 , C 2 , and C 4 range from thirty to forty orders of magnitude smaller than the nearby non-zero coefficients. Indeed, to the precision of the computation, they are effectively zero, which offers compelling numerical evidence in support of the GSB result that 
which now includes 35 terms in the expansion on the right hand side. The first three coefficients of the fit are then compared to the non-zero GSB terms
where the number of digits in agreement is indicated. This result provides compelling numerical evidence supporting the remaining GSB terms,
Pass 3
Next, incorporate the full GSB result, Eqs. (15) and (20), into the dependent variable and refit the computed eigenvalue data to the model equation
which now includes 32 terms in the expansion on the right hand side. Comparing the resulting numerical coefficients C 7 and C 8 to the proposed expressions yields 
To discover the above relationships, the numerical coefficients, C 7 and C 8 , are input into an LLL integer relation algorithm using 0 = a 7 C 7 + (b 7 + c 7 j
where the respective four integers {a, b, c, d} are sought. The form of the integer relation is guided by the GSB result. Details, including a computer program, are given in the Appendix.
Pass 4
Finally, incorporate Eqs. (15), (20), and (24) into the dependent variable and refit the computed eigenvalue data to the model equation
which now includes 30 terms in the expansion on the right hand side. The complete results of this fit are shown in Table 2 . 
Convergence
Numerically, the coefficients of Eq. (2) exhibit two important properties which can be seen clearly in Table 2 . As one looks down that series, beyond the first few terms, the coefficients appear to both alternate in sign and grow in magnitude very rapidly, apparently consistent with
To analyze the coefficient growth, the natural logarithm of the absolute value of the non-zero coefficients is plotted against the series index in Fig. 1 (circled and squared dots) . The down-turn in the last ten or so coefficients is an artifact of the truncation (here, at µ = 38). Also visible (at this scale) is that a smooth pattern isn't established until µ ≈ 10.
If "ln |C µ |" does indeed approach a straight-line asymptote, the slope "a" of that asymptote determines convergence. To see this, for sufficiently large but finite N , the remainder
certainly diverges if S is too small. Indeed, the alternating geometric series in the last term is absolutely convergent if S > e a , and diverges otherwise. 
The challenge is to determine the slope of the asymptote, presuming there is one. Without a known functional form for the coefficients, there must be some mathematical caution with this numerical The model chosen here is the three-parameter exponential approach to the asymptote,
Some numerical values are excluded from the fit to avoid both the artificial down-turn at the high end and the non-smooth behavior in the low end. For the current set of data, using 10 ≤ µ ≤ 29 yields Other simple models yield values anywhere between 7 and 9, but none as large as 10. Erring on the side of caution, conclude that the asymptotic series converges if S is at least 10. In hindsight, since S cr < 13, this result is consistent with the fit parameters, Eq. (13), used to determine the coefficients.
Future
There is much room for future work. For example, it is tempting to search for yet higher-order coefficients and to study other eigenvalues of the regular polygon. Another direction is to establish more rigorous convergence criteria. Yet another higher goal is to establish an analytic form of λ(S), not merely its asymptotic expansion.
Of note is that I am unable to extend the results to the ninth-order term (or higher). The natural extension of Eq. 25 might look like 0 = a 9 C 9 + b 9 + c 9 j
where the nine [small] integers {a 9 , b 9 , ..., i 9 } must be determined -provided the Boady conjecture is somewhat valid. However, C 9 is computed here to only about 27 digits (Table 2) , and the LLL routine does not suggest a unique solution as it does with the lower-order terms. The failure may be due to either a breakdown in the simple pattern or an insufficient precision for the LLL algorithm, or both.
Conclusion
This investigation of the asymptotic expansion of the fundamental Dirichlet eigenvalue of the Laplacian within the S-sided regular polygon leads to three original results:
1. independent and compelling numerical evidence in support of the GSB result, 2. a conjecture for the next two terms (seventh and eighth order), and 3. numerical evidence that the asymptotic series may converge only if S ≥ 10.
These results are obtained using fifty-digit computed eigenvalues for S up to 150. Regression analysis of that data provides the evidence in support of the GSB result. The GSB result, together with an integer relation analysis of the numerical coefficients, leads to the conjecture for the next two terms with compelling numerical evidence supporting it. Looking further down the asymptotic series, a simple pattern (sign alternation and coefficient growth) emerged that suggests it may converge only if S ≥ 10.
Appendix
Relation to the GSB result The S-sided regular polygon used by others [7, 3, 10, 4, 2] is typically inscribed in a unit-radius circle. Grinfeld and Strang use the term transcribe to refer to an area-preserving circle-to-polygon deformation. Although I don't deform a circle, the sequence (S = 3, 4, 5, ...) of π-area regular polygons shall herein be referred to as transcribed regular polygons to distinguish them from inscribed polygons, both in relation to that unit-radius circle.
To distinguish the two problems, a prime is placed on the inscribed problem variables. Thus
are, respectively, the transcribed and inscribed area of the S-sided regular polygon. Note that A (∞) = π, as required.
The area-rescaling relation for the eigenvalues is then either
assuming λ(S) and λ (S) converge. By asymptotically expanding this, it is straightforward to show the relationship between the published GSB-result (inscribed) and my π-area (transcribed) result, as discussed around Eqs. 11.46 to 11.48 of the Boady thesis. The following, lightly-commented maxima [6] code will do that. Note that my maxima function g(S) is λ [6] (S)/j ; / * Kludge t o e x p r e s s i n terms o f z e t a f u n c t i o n s . * / expr : expr , [ % p iˆ2=6 * Z(2) ,% p iˆ4=90 * Z(4) ,% p iˆ6=945 * Z ( 6 ) , z e t a (3)=Z ( 3 ) , z e t a (5)=Z ( 5 ) ] ; / * The next l i n e shows t h e GSB r e s u l t , Boady t h e s i s Eq . 1 1 . 4 6 * / c o l l e c t t e r m s ( expand ( r a t s i m p ( expr ) ) , S ) ;
The transcribed and inscribed expressions are, respectively,
One thing to note is that terms with even zeta function arguments appear to be artifacts of the area dependence.
Relation to other eigenvalues
The focus of this report has been on the lowest eigenvalue. It is important to note that the asymptotic series may be readily modified for eigenvalues within the same symmetry class as the lowest one, i.e., those with S even lines of symmetry intersecting at the polygon center. Indeed, some of the other efforts were not limited to the lowest eigenvalue. The extension is made by simply replacing j 01 with the appropriate Bessel function root. See, for example, the Casimir energy analysis by Oikonomou [10] .
LLL procedure
Below is a lightly-commented Pari gp-calculator program that applies an LLL integer-relation algorithm to the five coefficients using the gp routine qflll. 0 8 2 2 7 6 1 2 6 3 8 3 7 7 1 4 1 5 9 8 9 5 2 6 4 6 0 4 5 7 9 9 9 6 2 6 which can be used to construct the coefficients displayed in Eq. (4), including the non-zero GSB terms.
Computed eigenvalues
The computed eigenvalues upon which this work relies are listed in Table 3 . This data represents a several-month computation, from July 22 to November 5, 2017. The computer time required for each eigenvalue increased with S from a few seconds for S = 5 to about 2.5 days at S = 150. 
