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Abstract
We analyze the longterm properties of a C0-semigroup describing the solutions to a linear evolu-
tion system that models a thermoelastic thin plate with memory effects in the heat flux law. Under
reasonably general assumptions on the memory kernel, all single trajectories are shown to decay to
zero. In spite of that, the semigroup is not exponentially stable.
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1. Introduction
Let Ω ⊂ R2 be a smooth bounded domain. Given u :Ω × [0,∞) → R and
ϑ :Ω × R → R, we consider the following evolution problem, arising in the two-
dimensional theory of linear hereditary thermoelasticity, that models the Kirchhoff ther-
moelastic thin plate with memory effects in the heat conduction:
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(
∆u(t) + ϑ(t))= 0,
ϑt (t) +
∞∫
0
κ(s)
[
cϑ(t − s) − ∆ϑ(t − s)]ds − ∆ut(t) = 0
in Ω , t ∈ R+ = (0,∞), subject to the boundary conditions
u(t) = ∆u(t) = 0 on ∂Ω, t  0,
ϑ(t) = 0 on ∂Ω, t ∈ R,
and with initial data
u(0) = u0 in Ω,
ut (0) = v0 in Ω,
ϑ(0) = ϑ0 in Ω,
ϑ(−s) = ψ(s) in Ω × R+,
where c  0, and the functions u0, v0, ϑ0 :Ω → R and ψ :Ω × R+ → R are given. Here
the function u represents the vertical displacement of the plate, whereas ϑ is the tempera-
ture variation field from the equilibrium reference value. For the sake of simplicity, we put
all the other physical constants equal to one. Actually, in the original setting proposed by
Lagnese [6] and developed in [3] for the present model, one has c > 0. Nonetheless, there
are other models in the literature which take c = 0 (cf., for instance, [2]). In addition, the
memory kernel κ :R+ → R is assumed to be a positive bounded convex function vanishing
at infinity (see below).
The linear thermoelastic plate without memory effects in the heat conduction has been
widely investigated, and the exponential stability of the associated C0-semigroup has been
proved under several types of boundary conditions (see, e.g., [7, §2.5] and references
therein). In the model under consideration the Fourier law for the heat flux is replaced
by the Gurtin–Pipkin law [5]. This produces the convolution term appearing in the first
equation that, in particular, entails finite propagation speed of thermal disturbances, so that
in this case the corresponding equation is of hyperbolic type.
A similar problem was considered in [3], although with different boundary conditions
(namely, assuming that the plate is supported and ϑ satisfies the homogeneous Dirichlet
boundary condition). There, the main difference with respect to our model is the presence
of a (dissipative) term ϑ in the second equation, arising from the assumption that, besides
the heat flux, also the thermal power depends on the past history of ϑ . Then, reformulating
the problem in terms of C0-semigroups on Hilbert spaces accounting for the past history
of ϑ , and exploiting techniques from abstract semigroup theory (see, e.g., [7]), the expo-
nential stability was demonstrated, under very weak assumptions on the memory kernel.
Moreover, the authors conjectured that in absence of memory effects in the thermal power
constitutive law (so that the extra term ϑ disappears) the exponential stability may fail
(see [3, Remark 5.1]). This is exactly what we prove in this work. Indeed, in our case the
dissipation is extremely weak, being due to the memory term only. This will be enough to
ensure that all trajectories squeeze to zero asymptotically. However, even assuming good
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boundary conditions play an important role in the proof of the lack of exponential stability.
But we believe that, in some cases, this is only a technical point, and our results hold for
other boundary conditions as well. These instances will be analyzed in a forthcoming pa-
per. In relation with this remark, we recall that a similar problem was treated in [2]. There,
the rotational inertia term may be present, though different boundary conditions (clamped
plate) are considered and the past history ψ is null. Then, by means of suitable energy
estimates, the authors proved the exponential decay of the energy, provided that the relax-
ation function κ goes to zero exponentially fast and is strongly positive definite. Clearly,
in this situation, the equation does not generate a C0-semigroup. Thus, we can say that the
presence of a nonvanishing past history plays a significant role in the longterm dynamics,
namely, it has the effect of an additional heat source (cf. [4]).
We briefly sketch the plan of the paper. In the next Section 2 we introduce the func-
tional setting and the necessary notation. The existence of a C0-semigroups of solutions
is discussed in Section 3, whereas Section 4 is devoted to show the decay at zero of the
single trajectories. Finally, in Section 5 we dwell on the exponential stability problem.
Appendix A contains some abstract results that are used in Section 4.
2. Functional setting and notation
Given a Hilbert spaceH, we denote by 〈·, ·〉H and ‖ · ‖H the inner product and the norm
on H, respectively. When H= L2(Ω) the subscripts are omitted. Let now c  0 be fixed.
We consider the positive operators A and B on L2(Ω) defined by
A = −∆ and B = cI − ∆,
with domains D(A) =D(B) = H 2(Ω) ∩ H 10 (Ω). Then, for r ∈ R, we introduce the scale
of Hilbert spaces Hr =D(Ar/2), endowed with the usual inner products
〈v1, v2〉Hr = 〈Ar/2v1,Ar/2v2〉.
Recall that the embeddings Hr1 ↪→ Hr2 are compact whenever r1 > r2. Besides, it is clear
that 〈Br/2·,Br/2·〉 is an equivalent inner product on Hr .
Concerning the memory kernel κ , we make the position
µ(s) = −κ ′(s),
and we require
µ ∈ C1(R+) ∩ L1(R+), (K1)
µ(s) 0, ∀s ∈ R+, (K2)
µ′(s) 0, ∀s ∈ R+, (K3)
κ0 =
∞∫
µ(s) ds > 0, (K4)
0
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sup{s | µ(s) > 0} (possibly, σ∞ = ∞), for every σ < σ∞ by force of (K1)–(K3) there
exists a set Oσ ⊂ (σ,σ∞) of positive Lebesgue measure such that
µ′(s) < 0, for a.e. s ∈ Oσ . (2.1)
On account of (K1)–(K2), for r ∈ R we consider the weighted Hilbert spaces
Mr = L2µ(R+;Hr),
endowed with the inner products
〈η1, η2〉Mr =
∞∫
0
µ(s)
〈
Br/2η1(s),B
r/2η2(s)
〉
ds,
and we introduce (cf. [4]) the linear operator T on M1 with domain
D(T ) = {η ∈M1 | ηs ∈M1, η(0) = 0},
defined by
T η = −ηs, η ∈D(T ),
where ηs is the distributional derivative of η with respect to the internal variable s. The
operator T is the infinitesimal generator of a C0-semigroup of contractions (see [4]). In
particular, there holds
〈T η,η〉M1 =
∞∫
0
µ′(s)
∥∥B1/2η(s)∥∥2 ds  0, ∀η ∈D(T ). (2.2)
Finally, we define the product Hilbert spaces
Hr = Hr+2 × Hr × Hr ×Mr+1, r ∈ R,
with the usual inner products.
We end this section with a slight generalization of a compactness lemma for the spaces
Mr [10, Lemma 5.5], that will be needed in the sequel. For a given η ∈M1, we introduce
the tail function
Tη(x) =
∫
(0,1/x)∪(x,∞)
µ(s)
∥∥B1/2η(s)∥∥2 ds, x  1.
Lemma 2.1. Let C ⊂M1 satisfy
(i) supη∈C ‖η‖M2 < ∞,
(ii) supη∈C ‖T η‖M1 < ∞,
(iii) limx→∞[supη∈C Tη(x)] = 0.Then C is relatively compact in M1.
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Our first aim is to describe properly the solutions to the original problem by means
of a C0-semigroup of linear operators acting on the phase-space H0. Following the ideas
of [1], this requires the introduction of an additional variable, namely, the summed past
history of ϑ (cf. [3]), defined as
ηt (s) =
s∫
0
ϑ(t − y)dy, (t, s) ∈ [0,∞) × R+,
that formally satisfies the linear equation
ηt + ηs = ϑ in Ω, (t, s) ∈ R+ × R+,
subject to the boundary and initial conditions
ηt (0) = 0 in Ω, t  0,
and
η0(s) = η0(s) in Ω, s ∈ R+,
having set
η0(s) =
s∫
0
ψ(y)dy, s ∈ R+.
Introducing (here and in the sequel) the 4-component vectors
z(t) = (u(t), v(t),ϑ(t), ηt) and z0 = (u0, v0, ϑ0, η0) ∈H0,
our problem translates into the linear evolution equation in H0,{
d
dt
z = Lz,
z(0) = z0,
(3.1)
where the linear operator L is defined as
L


u
v
ϑ
η

=


v
−A(Au − ϑ)
−Av − ∫∞0 µ(s)Bη(s) ds
ϑ + T η

 ,
with domain
D(L) =


z ∈H0
∣∣∣∣∣∣∣∣∣∣
Au − ϑ ∈ H2
v ∈ H2
ϑ ∈ H1∫∞
0 µ(s)Bη(s) ds ∈ H0
η ∈D(T )


.Then there holds
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the phase-space H0.
The proof of the result follows from the Lumer–Phillips theorem [11, Theorem 4.3].
Indeed, on account of (2.2),
〈Lz0, z0〉H0 = 〈T η0, η0〉M1  0, ∀z0 ∈D(L),
and it is standard matter to show that I − L maps D(L) onto H0 (cf. [3], where a similar
case is treated).
As detailed in [4], system (3.1), which is obtained through formal integration by parts,
is in fact equivalent to the original problem. Besides, the component η of the solution has
the explicit representation formula
ηt (s) =
{∫ s
0 ϑ(t − y)dy, 0 < s  t,
η0(s − t) +
∫ t
0 ϑ(t − y)dy, s > t.
(3.2)
Finally, according to the terminology introduced in Definition A.1 of Appendix A, we
have
Proposition 3.2. S(t) is a linear gradient system on H0.
Proof. The first condition follows from Theorem 3.1. If the equality ‖S(t)z0‖H0 = ‖z0‖H0
holds for some z0 ∈H0 and all t  0, appealing to (2.2) we discover that
∞∫
0
µ′(s)
∥∥B1/2ηt (s)∥∥2 ds = 0, ∀t  0.
Select now an arbitrary σ < σ∞. Due to (2.1) and the above equality, ηt ≡ 0 almost every-
where on Oσ for all t  0. From the last equation of (3.1), we get that ϑ(t) ≡ 0 for all
t  0 (notice that ϑ is independent of s). Hence, exploiting (3.2),
ηt (s) =
{
0, 0 < s  t,
η0(s − t), s > t.
But this implies that η0 ≡ 0 almost everywhere at least on the interval (0, σ ). From the
arbitrariness of σ we conclude that η0 ≡ 0 almost everywhere and, in turn, ηt ≡ 0 almost
everywhere for all t  0. Then, from the third equation of (3.1), we get that v(t) ≡ 0, and
consequently u(t) ≡ 0, for all t  0. 
Observe the crucial role played by (K4). Indeed, all the dissipativity of the system is
contained in the memory term (precisely, in µ′).
4. Decay of solutions
We now show that system (3.1) possesses enough dissipation to allow any trajectory to
converge to zero, provided that we require a further (albeit somehow weak) integrability
property of the kernel µ.
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∞∫
0
s2µ(s) ds < ∞. (K5)
Then S(t)z0 → 0 as t → ∞, for any given z0 ∈H0.
The result will be proved by means of Theorem A.2 and Corollary A.3 in Appendix A.
Through the end of the section, let z0 ∈D(L)∩H1 be fixed, and denote by C = C(z0) 0
a generic constant. In particular, we have that z(t) = S(t)z0 ∈D(L) for all t  0 (cf. [11]).
Lemma 4.2. There holds∥∥z(t)∥∥H1 C, ∀t  0. (4.1)
Proof. Introduce the diagonal operator B˜ = BIH0 on H0. The product in H0 of (3.1) and
B˜z gives
d
dt
‖B˜z‖2H0 = 2〈B1/2η,T B1/2η〉M1  0,
in light of (2.2). Thus, we obtain∥∥B˜z(t)∥∥H0  ‖B˜z0‖H0,
and the thesis follows from the straightforward observation that ‖B˜ · ‖H0 is equivalent to
the norm of H1. 
In view of applying Theorem A.3, we seek for a compactness result. Unfortunately, the
embedding H1 ↪→H0 is not compact, due to the fourth component. Hence we need some
extra work to find suitable controls for η (this explains the introduction of Lemma 2.1).
Lemma 4.3. There holds
‖T ηt‖M1  C, ∀t  0.
Proof. From the representation formula (3.2), we obtain
T ηt (s) =
{−ϑ(t − s), 0 < s  t,
T η0(s − t), s > t.
Exploiting (4.1), and recalling (K4), we have
t∫
0
µ(s)
∥∥B1/2T ηt (s)∥∥2 ds 
t∫
0
µ(s)
∥∥B1/2ϑ(t − s)∥∥2 ds  C,whereas, thanks to (K3),
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µ(s)
∥∥B1/2T ηt (s)∥∥2 ds 
∞∫
t
µ(s)
∥∥B1/2T η0(s − t)∥∥2 ds
=
∞∫
0
µ(s + t)∥∥B1/2T η0(s)∥∥2 ds  ‖T η0‖2M1 .
Collecting the above two integrals, we get the thesis. 
Lemma 4.4. There holds
lim
x→∞
[
sup
t1
Tηt (x)
]
= 0.
Proof. Using (3.2) and the bound (4.1), it is immediate to see that∥∥B1/2ηt (s)∥∥2  {C(1 + s2), 0 < s  t,
C(1 + s2) + 2‖B1/2η0(s − t)‖2, s > t.
Select now x  1, and define
I(x) = C
∫
(0,1/x)∪(x,∞)
µ(s)(1 + s2) ds
and
J t (x) = 2
∞∫
max{0,x−t}
µ(t + s)∥∥B1/2η0(s)∥∥2 ds.
It is apparent that
Tη˜t (x) I(x) +J t (x).
Appealing to (K3), if x  2t ,
J t (x) J1(x) = 2
∞∫
0
µ(x/2 + s)∥∥B1/2η0(s)∥∥2 ds,
conversely, if x > 2t ,
J t (x) J2(x) = 2
∞∫
x/2
µ(s)
∥∥B1/2η0(s)∥∥2 ds.
We are left to demonstrate the three convergences I(x),J1(x),J2(x) → 0 as x → ∞.
The first one follows from (K1) and (K5), the second from an application of the dominated
convergence theorem (using (K3) and the fact that µ(s) necessarily converges to zero as
s → ∞), while the third is a consequence of η0 ∈M1. We are now in the position to complete the proof of the theorem.
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centered at zero of radius C, and by C the closure in M1 of the set
⋃
t1 η
t
. Finally, set
K= B×C. By construction, and by virtue of Lemma 4.2, z(t) ∈K, for all t  1. We claim
that K is compact in H0. Indeed, B is compact in H2 × H0 × H0, and C is compact in
M1. This follows from a direct application of Lemma 2.1, on account of Lemmas 4.2–
4.4. Thus, by Theorem A.1 we conclude that S(t)z0 → 0 as t → ∞. But this is true for a
generic z0 ∈D(L)∩H1, and since D(L) ∩H1 =H0, by Corollary A.3 the decay property
holds for every z0 ∈H0. 
5. Lack of exponential stability
Let us consider for a moment the model without memory, which, formally, amounts to
assuming the original kernel κ equal to the Dirac distribution δ0. This reads
utt + ∆(∆u + ϑ) = 0,
ϑt + cϑ − ∆ϑ − ∆ut = 0.
The above system, subject to the boundary conditions
u(t) = ∆u(t) = ϑ(t) = 0 on ∂Ω, t  0,
originates a C0-semigroup of contraction on the phase-space H2 × H0 × H0 which is ex-
ponentially stable (see, for instance, [9]).
It is then interesting to investigate whether the same conclusion holds in our situation,
when, for instance, the memory kernel κ suitably approximates δ0. We will show that this
is not the case, at least if µ does not grow too rapidly in a neighborhood of zero. Indeed,
the main result of this section is that S(t) is not exponentially stable, provided that µ has
a controlled growth at zero. This will include, however, a quite large class of kernels for
which there is no exponential decay, such as those of the form
µ(s) = ke
−ωs
sα
,
with k,ω > 0 and α < 1/2.
The next technical lemma, whose simple proof is reported for the reader’s convenience,
will be needed in the sequel.
Lemma 5.1. Let (K1)–(K3) hold. Moreover, assume the further condition
lim
s→0
√
s µ(s) = 0. (K6)
Then
lim
λ→∞
√
λ
∞∫
µ(s)e−iλs ds = 0.0
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∞∫
0
µ(s)e−iλs ds =
π/λ∫
0
µ(s)e−iλs ds − 1
2
π/λ∫
0
e−iλsµ(s + π/λ)ds
− 1
2
∞∫
π/λ
e−iλs
[ s+π/λ∫
s
µ′(y) dy
]
ds.
Observe first that∣∣∣∣∣
π/λ∫
0
µ(s)e−iλs ds
∣∣∣∣∣
π/λ∫
0
µ(s) ds =
π/λ∫
0
√
s µ(s)√
s
ds.
Then, setting
ν(λ) = sup
s∈(0,π/λ)
√
s µ(s) → 0 as λ → ∞,
the above integral is less than or equal to
ν(λ)
π/λ∫
0
ds√
s
= 2
√
π ν(λ)√
λ
.
The control of the second integral is similar and is left to the reader. Concerning the last
term, changing the order of integration, and making use of (K1)–(K3), we get∣∣∣∣∣
∞∫
π/λ
e−iλs
[ s+π/λ∫
s
µ′(y) dy
]
ds
∣∣∣∣∣
∞∫
π/λ
[ s∫
s+π/λ
µ′(y) dy
]
ds = π
λ
µ(π/λ),
which, multiplied by
√
λ , tends to zero as λ → ∞. 
Remark 5.2. Although condition (K6) introduces a limitation on the possible choices of
the kernels, it must be observed that the behavior at zero is in any case controlled. Indeed,
if µ satisfies (K1)–(K3), then it is easy to verify that sµ(s) necessarily goes to zero as
s → 0.
The key tool to prove the lack of exponential stability is the following abstract re-
sult [12].
Lemma 5.3. Let S(t) = etL be a C0-semigroup of contractions on a Hilbert spaceH. Then
S(t) is exponentially stable if and only if iR belongs to the resolvent set of L, and there
exists ε > 0 such that
inf
∥∥(iλI − L)z∥∥  ε‖z‖H, ∀z ∈D(L). (5.1)λ∈R H
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Theorem 5.4. Assuming conditions (K1)–(K4) and (K6), the semigroup S(t) on H0 asso-
ciated to (3.1) is not exponentially stable.
In particular, if (K5) holds too, then any trajectory decays to zero, but the decay is
arbitrarily slow, according to the choice of the initial data.
Proof. The proof will be carried out by using a refinement of an argument introduced
in [8]. For λ ∈ R and z˜ = (0,0,0, η˜) ∈H0, consider the (complex) equation
(iλI − L)z = z˜,
that, written explicitly, reads

iλu − v = 0,
iλv + A(Au − ϑ) = 0,
iλϑ + Av + ∫∞0 µ(s)Bη(s) ds = 0,
iλη − ϑ − T η = η˜.
Denoting by {αn}n∈N the eigenvalues of the operator A (recall that αn → ∞), and by
{wn}n∈N the relative eigenvectors, we set
η˜(s) = η˜n(s) = wn√
c + αn .
Notice that, defining z˜n = (0,0,0, η˜n),
‖z˜n‖2H0 = κ0, ∀n ∈ N,
with κ0 > 0 given by (K4). We will reach the conclusion showing that condition (5.1) fails
to hold. Namely, we want to find λ = λn ∈ R and a corresponding solution z = zn such that
‖zn‖H0 → ∞ as n → ∞. To this aim, we look for a solution z = (u, v,ϑ,η) of the form
u = un = pwn, v = vn = qwn, ϑ = ϑn = rwn, η = ηn = ϕwn,
where p,q, r ∈ C, and ϕ ∈ H 1µ(R+) with ϕ(0) = 0. Hence the above system leads to the
equations
α2np − λ2p − αnr = 0, (5.2)
iλr + iλαnp + (c + αn)
∞∫
0
µ(s)ϕ(s) ds = 0, (5.3)
iλϕ(s) − r + ϕs(s) = 1√
c + αn . (5.4)
Choose then λ = λn such that
rκ0(c + αn)iλr + iλαnp +
iλ
= 0. (5.5)
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equation
λ4 − (2α2n + κ0c + κ0αn)λ2 + κ0α2n(c + αn) = 0
admits a real solution. Indeed, for αn large enough, it is immediate to verify that there is a
positive solution λ = λn such that
λn ≈
√
2αn, as n → ∞. (5.6)
Imposing the condition ϕ(0) = 0, we can integrate the (ordinary) differential equa-
tion (5.4), so obtaining
ϕ(s) = 1
iλ
(
r + 1√
c + αn
)
(1 − e−iλs).
Then, plugging ϕ into (5.3), and taking advantage of the cancellation provided by (5.5),
we finally find the equality
r = rn = κ0 − cn
cn
√
c + αn ,
where we set
cn =
∞∫
0
µ(s)e−iλns ds.
From (5.6) and Lemma 5.1, we conclude that cn
√
c + αn → 0. Therefore,
‖zn‖H0  ‖ϑn‖ = |rn| → ∞, as n → ∞,
which yields the thesis. 
Remark 5.5. Taking κ(s) = e−ωs , ω > 0, in the original problem, that is, µ(s) = ωe−ωs
(which certainly satisfies (K1)–(K6)), and exploiting the relation κ ′ + ωκ = 0, we deduce
by standard arguments the purely differential system
utt + ∆(∆u + ϑ) = 0,
ϑtt + ωϑt + cϑ − ∆ϑ − ∆(utt + ωut ) = 0,
subject to the original boundary and initial conditions, the last being replaced by
ϑt (0) = ∆v0 +
∞∫
0
e−ωs∆ψ(s) ds.
Then, on account of the previous results, we learn that not all the solutions decay exponen-
tially. So we conclude that the C0-semigroup on H2 × H0 × H0 × H−1 generated by the
above problem is not exponentially stable.
M. Grasselli et al. / J. Math. Anal. Appl. 309 (2005) 1–14 13Appendix A. Decay properties of abstract linear systems
Let S(t) = etL be a linear C0-semigroup on a Banach space (H,‖ · ‖), where L is the
infinitesimal generator. It is well known that if S(t) is a C0-semigroup of contractions two
mutually disjoint situations occur: either S(t) is exponentially stable, or the operator norm
of S(t) is constant for all times t  0. Nonetheless, in the latter case, it might as well be
that for some (or even all) given data z0 ∈H one has that ‖S(t)z0‖ → 0 as t → ∞. This
of course does not mean at all that the decay rate is uniform as z0 ∈H, on the contrary, it
is not so, as a direct consequence of the uniform boundedness theorem.
We now provide a simple sufficient condition in order for the norm of S(t)z0 to decay
to zero for a given z0 ∈H. Let us begin with a definition.
Definition A.1. We call S(t) a linear gradient system if
(i) ‖S(t)z0‖ ‖z0‖ for all z0 ∈H and t  0,
(ii) ‖S(t)z0‖ = ‖z0‖ for all t > 0 implies that z0 = 0.
Notice that if S(t) is a linear gradient system, then it is necessarily a C0-semigroup
of contractions, and the map {z0 → ‖z0‖} :H→R is a Lyapunov functional. However, in
general, it is not true that the trajectories of a linear gradient system decay to zero for all
initial data. An enlightening example in this direction is the right-translation semigroup on
the Hilbert space L2σ (R+), with σ(s) = (s + 2)/(s + 1).
Theorem A.2. Let S(t) be a linear gradient system, and let z0 ∈H. Assume that the set⋃
t0 S(t)z0 is relatively compact in H Then
lim
t→∞S(t)z0 = 0.
Due to the continuity of S(t)z0, the above condition is clearly satisfied if S(t)z0 belongs
to a compact set K⊂H for all t large enough.
Proof. Denote Bt = ⋃τt S(τ )z0. Since the sets Bt are nonempty, compact, connected
and nested, it follows that the ω-limit set of z0, defined as ω(z0) =⋂t0Bt , is nonempty,
compact and connected. Choosing then an arbitrary ζ0 ∈ ω(z0), there exists tn → ∞ such
that S(tn)z0 → ζ0. Using property (i), we realize that
∃ lim
t→∞
∥∥S(t)z0∥∥= lim
n→∞
∥∥S(tn)z0∥∥= ‖ζ0‖.
Thus ‖ζ0‖ assumes the same values for all ζ0 ∈ ω(z0). On the other hand, ω(z0) is invariant
for S(t), hence∥∥S(t)ζ0∥∥= ‖ζ0‖, ∀ζ0 ∈ ω(z0), ∀ t  0.
By property (ii) we conclude that ω(z0) = {0}, and this forces the convergence S(t)z0 → 0,
because of (i). A straightforward consequence is
14 M. Grasselli et al. / J. Math. Anal. Appl. 309 (2005) 1–14Corollary A.3. Let S(t) be a linear gradient system. Assume that the hypotheses of the
theorem are satisfied for all z˜0 ∈ X , where X is a dense subset of H. Then S(t)z0 → 0 as
t → ∞ for all z0 ∈H.
Proof. Let z0 ∈ H be given. For any ε > 0, there is z˜0 ∈ X such that ‖z0 − z˜0‖  ε/2.
Moreover, there exists tε  0 such that ‖S(t)z˜0‖ ε/2 for all t  tε . Hence,∥∥S(t)z0∥∥ ∥∥S(t)(z0 − z˜0)∥∥+ ∥∥S(t)z˜0∥∥ ‖z0 − z˜0‖ + ∥∥S(t)z˜0∥∥ ε,
for all t  tε . 
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