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We study the spectral properties of a family of quantum antiferromagnets on two-dimensional
(2D) lattices. This family of models is obtained by a deformation of the well-studied 2D quantum
antiferromagnetic model of Affleck, Kennedy, Lieb and Tasaki (AKLT); they are described by two-
body, frustration-free Hamiltonians on a three-colourable lattice of spins. Although the existence of
a spectral gap in the 2D AKLT model remains an open question, we rigorously prove the existence
of a gap for a subset of this family of quantum antiferromagnets. Along with providing new progress
for the gap problem in AKLT-type antiferromagnets in 2D, this result has implications for the theory
of quantum computation as it provides a family of two-body Hamiltonians for which the ground
state is a resource for universal quantum computation and for which a spectral gap is proven to
exist.
I. INTRODUCTION
Quantum antiferromagnetic spin lattice models pos-
sess a rich structure, and exhibit many properties of
quantum phases that lie beyond the standard Landau
classification by symmetry breaking. In one-dimensional
chains, quantum antiferromagnetic models were the sub-
ject of Haldane’s conjecture: that there is a gap in
the energy spectrum of integer-spin antiferromagnetic
chains whereas half-odd-integer-spin chains are gapless.
The analytically-solvable model of Affleck, Kennedy, Lieb
and Tasaki (AKLT) for a one-dimensional spin-1 chain
possesses a spectral gap, a ground state degeneracy
determined by the boundary conditions, and a nonlo-
cal ‘string-like’ order parameter [1–3]; this model now
serves as the canonical example of a one-dimensional
spin chain possessing both symmetry-protected topolog-
ical order [4] and a valence bond solid description. For
higher-dimensional lattices, quantum antiferromagnetic
models are expected to possess a similarly rich structure,
but classifying these structures is a challenge, including
even the rigorous identification of a spectral gap in nat-
ural generalisations of the AKLT state to 2D lattices.
Methods from the theory of quantum computation pro-
vide a new approach to identifying and classifying the
quantum order present in antiferromagnetic spin lattice
models [5]. In particular, it has been shown for 1D
antiferromagnetic spin chains that their unique type of
quantum order can be identified with an infinite local-
izable entanglement length [6–9]. For the 2D AKLT
model and variants on a number of spin-3/2 lattices
and the spin-2 square lattice, an even stronger result
has been proven: that the ground state of such mod-
els possesses an entanglement structure that allows for
universal quantum computation through local measure-
ments alone [10–13]. Quantum computation that pro-
ceeds by single-particle measurements of a many-body
entangled quantum state is called measurement-based
quantum computation (MBQC). The universality of the
AKLT model for measurement-based quantum compu-
tation was proven by demonstrating that its ground
states, on certain lattices, can be converted through lo-
cal operations into a class of entangled states known
as graph states—states that form the central resource
for the theory of measurement-based quantum computa-
tion [14, 15]. From the perspective of quantum comput-
ing, there is keen interest in identifying and classifying
the types of quantum order in such spin lattices that en-
able quantum computation in this sense [8, 10, 11, 13, 16–
23].
In this paper, we show that methods from quantum in-
formation theory, in particular the study of graph states
and AKLT states for quantum computation, can be used
in proving spectral properties of 2D antiferromagnetic
spin models. In particular, we consider a family of 2D an-
tiferromagnetic spin models obtained by a one-parameter
deformation of the 2D AKLT model. This model was in-
troduced in a previous work [24], wherein it was shown
using numerical methods that there is a region in pa-
rameter space where the ground state of such models is
universal for quantum computation. The deformation to
the AKLT model we consider is a modification of that of
Ref. [25]. In contrast to our case, however, the ground
state of the model in Ref. [25] tends to a Ne´el state (rather
than a graph state) as the deformation becomes large.
Here, we prove several rigorous results concerning the
spectral properties of our family of antiferromagnets,
with a focus on the key question of whether there ex-
ists a spectral gap separating the ground state from the
first excited state in the thermodynamic limit. While
the AKLT model on which the model is based is not cur-
rently known to be gapped, we prove that a subset of
this family of models (not including the AKLT point) is
gapped provided the ground state is sufficiently close to
a graph state. Our work complements other studies that
have numerically (rather than analytically) investigated
the gap in other families of antiferromagnets based on
the AKLT model [26, 27].
One implication of our results is that this family of
models has many of the desired properties for quantum
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2computation, in particular that the Hamiltonian is two-
body and that there exists a finite region in the parameter
space that is both computationally universal and gapped.
Previous works have presented 2D models, based on the
AKLT model, that are both gapped and universal for
MBQC [19, 20]. However, these models do not possess
the full 2D structure of the family of models presented
here. The model in [19] is unitarily equivalent to a prod-
uct of 1D chains, and the model in [20] can be trans-
formed via a unitary into decoupled regions of finite size.
The paper is structured as follows. In Sec. II, we define
the quantum spin lattice models that we investigate: the
AKLT model, the graph state model, and our family of
2D quantum antiferromagnets. We then investigate the
spectral properties of these models in Sec. III, including
a rigorous proof of the existence of a spectral gap for a
subset of these 2D quantum antiferromagnets. We sum-
marise our results in Sec. IV. Several technical results are
relegated to appendixes.
II. AKLT MODELS, GRAPH STATE MODELS,
AND A FAMILY OF 2D ANTIFERROMAGNETS
In this section we define AKLT states and graph states
in terms of their parent Hamiltonians. We note that
AKLT states and graph states are special in that both
are ground states of frustration free Hamiltonians (i.e.,
both AKLT states and graph states are the simultaneous
ground states of all individual terms in their respective
Hamiltonians). In addition, they are describable as pro-
jected entangled pair states (PEPS) [28] and can be cre-
ated from product states using constant-depth unitary
circuits.
We then define a class of 2D antiferromagnet mod-
els obtained as deformed versions of the AKLT model,
generalising the spin-3/2 models originally presented in
Ref. [24]. These deformed AKLT models have ground
states that interpolate between an AKLT state and a
graph state.
A. Parent Hamiltonians for AKLT and graph
states
Here, we review parent Hamiltonians for graph states
and AKLT states. Alternative equivalent definitions of
these states in terms of tensor network states are detailed
in Appendix A.
A parent Hamiltonian for a state |ψ〉 of N particles is
a local Hamiltonian H =
∑
i hi that has |ψ〉 as its unique
lowest energy eigenstate. By local, we mean that each in-
teraction term hi acts non-trivially on at most k particles,
where k is a constant independent of N . The Hamilto-
nians that we consider in this paper are also frustration-
free, meaning that the ground state of H is the lowest
eigenstate of each interaction term hi individually. The
minimum energy of each hi term may be set to zero by
adding a multiple of the identity, and by replacing each hi
with the projector onto its image we will not change the
ground space of the Hamiltonian nor any crucial spectral
properties such as the existence of a spectral gap. There-
fore, for simplicity, in this paper we need only consider
frustration-free Hamiltonians that are sums of projectors.
1. AKLT states
The standard AKLT parent Hamiltonian may be de-
fined on an arbitrary graph G = (V,E) as follows. At
each vertex v of the graph place a spin-Sv particle, where
Sv = (dv − 1)/2 and dv is the degree of vertex v ∈ V .
The AKLT Hamiltonian is an antiferromagnetic interac-
tion Hamiltonian given by
HA :=
∑
〈i,j〉
P
Stot=Si+Sj
ij , (1)
where Si is the spin of particle i, and P
Stot=S
ij is the pro-
jection onto the spin-S irreducible representation of par-
ticles i and j. Defined in this way, HA has a unique zero-
energy eigenstate, which we call the AKLT state |AKLT〉.
Furthermore, the AKLT state is a zero eigenstate of each
term in (1), implying that the Hamiltonian is frustration-
free. We note that the terms in this Hamiltonian do not
commute with each other, and so establishing the exis-
tence of a spectral gap for such models is highly non-
trivial. For two-dimensional lattices, it remains an open
question in general whether this AKLT Hamiltonian pos-
sesses a spectral gap in the thermodynamic limit.
2. Graph states
A graph state, and its corresponding parent Hamilto-
nian, may also be defined on an arbitrary graph G =
(V,E). In contrast to AKLT states, however, every par-
ticle in a graph state is taken to have spin-1/2. (While
we do not consider it here, it is possible to generalise
to higher spin [29].) Following the original definitions
[14, 15], the graph state |G〉 corresponding to a graph G
is defined as the output of a simple quantum circuit
|G〉 =
(∏
e∈E
CZe
)(⊗
v∈V
|+〉v
)
, (2)
i.e., a qubit in the state |+〉 := 1√
2
(|0〉 + |1〉) is
placed at each vertex, and a controlled-Z gate CZ :=
exp(ipi|11〉〈11|) is applied between every pair of vertices
connected by an edge.
In contrast to AKLT states, graph states possess a par-
ticularly simple parent Hamiltonian for which the spec-
tral properties are much simpler. The graph state is the
unique ground state of the Hamiltonian
HC :=
N∑
i=1
1
2
(I −Ki) , (3)
3where Ki := Xi
∏
j∈ni Zj are stabilizer generators, Xi
and Zi are Pauli X and Z matrices respectively acting
on particle i, and where the product is taken over all
neighbours ni of particle i. Note that the interaction
terms { 12 (I −Ki) : i = 1, . . . , N} pairwise commute. So,
unlike the AKLT Hamiltonian, this cluster Hamiltonian
is trivially diagonalisable and possesses a unit spectral
gap.
3. Relationship between AKLT and graph states
Motivated by physical considerations, one generally
views the Hamiltonian HA as being more realistic than
HC , as it involves only two-body interaction terms. The
cluster Hamiltonian HC involves many-body interac-
tions. Even for a one-dimensional chain (degree-two),
the interaction terms Ki of H
C each act non-trivially
on three particles, and the bodiness of the interaction
terms increases with the degree of the graph. Despite
these somewhat artificial features, the cluster Hamilto-
nian HC has commuting terms and a unit gap, and its
simplicity makes it a useful tool for investigating spectral
properties of more general models.
Let G be three-colourable graph and let |AKLT〉 be the
AKLT state defined on this graph. AKLT states on three-
colourable graphs have the desirable property that they
can be transformed into graph states on the same graph
using a set of single-particle projectors [10]. We use this
property to construct a continuous family of Hamiltoni-
ans and their associated ground states that interpolate
between these AKLT states and the corresponding graph
states.
Define three operators
P c := |S〉c〈S|+ | − S〉c〈−S| , (4)
for c ∈ {x, y, z} where |±S〉c are spin-S states satisfying
Sˆc|±S〉c = ±S|±S〉c and Sˆc is the single-spin operator
for a spin-S particle along the c axis. In other words, the
P c operators are projections onto the two-dimensional
subspace spanned by |±S〉c.
Now, let {ci ∈ {x, y, z} : i = 1 . . . N} be a three-
colouring of G, i.e., cj 6= ci if i and j are neighbours.
For each particle i in our system, we define P cii with re-
spect to Eq. (4), with S taken to be the spin of particle
i. We will call the image of P cii the logical space HiL of
particle i and we will associate the physical spin states
|S〉c and | − S〉c with the logical qubit states |0〉 and |1〉
respectively. Then the projectors P cii map the AKLT
state to a graph state in the sense that
N⊗
i=1
P cii |AKLT〉 ∝ |G〉 , (5)
where |G〉 is a graph state on the graph G, where qubit
i is encoded into the logical subspace HiL as above. This
result was originally derived in [10], and we provide an
alternative proof using tensor networks in Appendix B.
B. A family of two-body antiferromagnets
In this section we will construct a family of deformed
AKLT-like antiferromagnet Hamiltonians, originally de-
scribed in Ref. [24] for the special case of spin-3/2 models,
that interpolate between the physically-motivated but
more complicated AKLT Hamiltonian HA and a sim-
pler model with a structure based on graph states. This
Hamiltonian has the appealing property that it has only
two-body interactions.
For each site i, we define a one-parameter family of
single-particle operators Di(δ) acting on site i as
Di(δ) := (1− δ)P cii + δI , (6)
where 0 ≤ δ ≤ 1. This operator satisfies Di(1) = I and
Di(0) = P
ci
i . Hence the (unnormalised) state
|ψ(δ)〉 :=
N⊗
i=1
Di(δ)|AKLT〉 , (7)
interpolates smoothly between |AKLT〉 at δ = 1 and |G〉
at δ = 0. If we restrict to the domain δ > 0, then Di(δ) is
invertible. Given that |AKLT〉 is the unique state anni-
hilated by every P
Stot=Si+Sj
ij , it follows that |ψ(δ)〉 is the
unique state annihilated by every deformed interaction
term[
Di(δ)
−1 ⊗Dj(δ)−1
]
P
Stot=Si+Sj
ij
[
Di(δ)
−1 ⊗Dj(δ)−1
]
.
(8)
We remark that these couplings take the form ABA
where A and B are positive operators, thus the cou-
plings themselves are positive. (It is not a simple unitary
change of basis, which would leave the spectrum of the
Hamiltonian unchanged.) Note that these couplings have
an unbounded spectrum in the region δ > 0 with some
eigenvalues tending to infinity as δ → 0.
To ensure that the spectral properties of the family of
models is not obscured by the diverging spectral behavior
of the local couplings, we replace the interaction terms
with a set of projectors {Q(δ)ij : (i, j) ∈ E} where Q(δ)ij
is defined as the projection onto the image of (8).
Thus we define a family of two-body Hamiltonians
H(δ) =
∑
〈i,j〉
Q(δ)ij , (9)
which has |ψ(δ)〉 as a unique ground state. Given that
the operators Q(δ)ij are well-defined for any δ > 0, and
that limδ→0 |ψ(δ)〉 = |G〉, we conclude that the ground
state of H(δ) can be made arbitrarily close (in terms of
fidelity) to |G〉 by setting δ > 0 sufficiently small.
The interaction terms Q(δ)ij are defined for any δ > 0,
however at δ = 0 the operators D(δ) become singular
and thus Eq. (8) is not defined. We may neverthe-
less define the Hamiltonian at δ = 0 by taking the limit
Q(0) := limδ→0Q(δ) and letting H(0) :=
∑
〈i,j〉Q(0)ij .
This limit exists, and can in principle be computed by
4applying Gram-Schmidt orthogonalisation to the column
span of Eq (8) for non-zero δ, then taking the limit as
δ → 0. H(δ) is continuous and Q(δ) have the same rank
in the entire interval δ ∈ [0, 1], however we note that the
ground state degeneracy of H(δ) increases drastically at
δ = 0. This behaviour is studied in greater detail in
the following section. This essentially implies that the
ground state of H(δ) cannot be made exactly equal to a
graph state by setting δ = 0, despite the fact that it can
be made arbitrarily close by setting δ small and non-zero.
III. SPECTRAL PROPERTIES
The construction detailed in the previous section pro-
vides us with a family of two-body, frustration-free anti-
ferromagnetic Hamiltonians H(δ) of Eq. (9) that interpo-
lates between a Hamiltonian possessing an AKLT state
as its unique ground state for δ = 1 and a Hamiltonian
possessing a unique ground state that is arbitrarily close
to a graph state for δ → 0. Like the AKLT Hamilto-
nian HA, neighbouring interaction terms Q(δ)ij do not
commute, and analysing spectral properties of H(δ) is
non-trivial. In this section, we study spectral properties
of the Hamiltonian H(δ) of Eq. (9) by making use of
the spectral properties of the simpler Hamiltonian HC of
Eq. (3).
In particular, we will study the behaviour of the spec-
tral gap separating the ground state energy and the first
excited state. To be precise, for fixed integer N , we will
define the gap ∆N = E1 − E0 to be the difference be-
tween the smallest and second smallest eigenvalues of the
Hamiltonian with system size N . Note that E0 = 0 due
to our Hamiltonian being a frustration-free sum of projec-
tors. We say that a Hamiltonian is gapped if there exists
a constant ∆ > 0 and integer M such that ∆N > ∆ for
all N > M .
Proving that a model is gapped is hard in general [30].
Whether or not the AKLT Hamiltonain HA is gapped on
two-dimensional lattices remains an open question. The
family H(δ) of Hamiltonians contains the AKLT Hamil-
tonian H(1) = HA, and thus proving that H(δ) is gapped
for all δ > 0 is at least as hard as proving a gap for HA.
We use a range of methods to study the spectral gap in
the region where δ is small and the ground state is close
to a graph state.
Note that there are two key parameters determining
the size of the gap of H(δ): the parameter δ (which re-
flects the closeness of the ground state to a graph state),
and the system size N . First we will consider the case
where N is fixed and δ is allowed to vary. We will show
that the gap, as a function of δ, approaches zero as δ ap-
proaches zero. In other words, there is a tradeoff between
the fidelity of the ground state with a graph state, and
the gap of the Hamiltonian.
While small δ implies small gap for finite-sized sys-
tems, we will then show in Sec. III B that small δ also
guarantees the existence of a gap in the thermodynamic
(infinite system size) limit. In other words, we prove that
for δ fixed and sufficiently small, there exists a constant
∆ independent of system size, for which ∆N > ∆ for all
N .
A. Behaviour of the gap as δ → 0 for finite lattices
Here we will prove that, for fixed system size, there is
a tradeoff between the gap of the Hamiltonian and the
fidelity of the ground state with a graph state. We stated
this result previously in [24], although did not provide a
rigorous proof.
The Hamiltonians we consider are not related simply
to the stabilizer Hamiltonian for a graph state (which is
clearly gapped). In fact, there is no point in the family
where the ground state is exactly a graph state. We
show in this section that for any finite sized system the
gap shrinks to zero in the limit where the fidelity of the
ground state with a graph state tends to one. This result
necessarily comes about because we have restricted to
two-body Hamiltonians for which certain ground states
(e.g., graph states) cannot be reached without closing the
gap.
We will first prove a result about a class of graph states
which we call non-trivial graph states. A graph state is
non-trivial if the graph G on which it is defined satisfies
the following two properties. Firstly, the degree of each
vertex of G is at least two. Secondly, no two distinct
vertices in G have an identical set of neighbours. These
properties are satisfied on all 2D lattices considered in
this paper. We have the following lemma:
Lemma 1. Let |G〉 be a non-trivial graph state on a
graph of spin-1/2 particles. Let A := {i, j} be any two
sites and B be its complement. Then the reduced density
operator ρA = trB(|G〉〈G|) is 14I. Moreover, the only
positive, two-body, spin-1/2 Hamiltonian with |G〉 as a
zero energy eigenstate is the zero Hamiltonian.
Proof. We will use the fact that the reduced density op-
erator ρA of a stabilizer state with stabilizer S is given
by
ρA =
1
2|A|
∑
σ∈SA
σ , (10)
where SA ⊆ S is the set of stabilizer elements σ ∈ S
which act as the identity outside A. Eq. (10) will hold
for any set of particles A, however here we will set A to
be an arbitrary two-particle region {i, j}.
Any element in the stabilizer σ ∈ S can be expressed
uniquely as σ =
∏N
l=1K
γl
l , where Kl are the graph state
stabilizer operators defined in Eq. (3) and γl ∈ {0, 1}
for each l. It is clear that any σ ∈ S with γl = 1 for
l /∈ A cannot be an element of SA. This eliminates all
but four possible stabilizer elements from membership in
SA: Ki, Kj , KiKj and I. As we have assumed that
5the degree of G is at least 2, Ki and Kj must act non-
trivially outside A, and thus Ki and Kj are not contained
in SA. Furthermore, from the assumption that i and j
do not have an identical set of neighbours outside A, it
is clear that KiKj is also not contained in SA. There-
fore SA = {I} and from Eq. (10), ρA = 14I. Thus any
positive non-zero interaction term acting on A will have
positive, non-zero energy. Since this holds for every pair
of particles in the state, the only two-body Hamiltonian
with positive interaction terms and zero energy will be
the zero Hamiltonian.
The above result holds for spin-1/2 Hamiltonians, how-
ever it does not directly apply to our family of Hamilto-
nians, which generally involve higher-dimensional parti-
cles. We will now generalise to the case where each graph
state qubit is encoded in a two-dimensional subspace,
called the logical spaceHiL, of a higher-dimensional phys-
ical particle. We find that any two-body, frustration-free
Hamiltonian with such a graph state in its ground space
must act trivially on the logical space of each particle.
Lemma 2. Consider a system of N particles ⊗Ni=1Hi,
where the dimension di = 2j + 1 of each spin-j system
Hi is at least 2. Let |G〉 be a non-trivial graph state with
N vertices defined such that the i-th qubit is encoded into
a two-dimensional subspace of the i-th physical particle
HiL ⊆ Hi. Let hij be a positive, two-body operator act-
ing on Hi ⊗ Hj and satisfying hij |G〉 = 0. Then hij is
supported entirely on (HiL ⊗HjL)⊥, i.e. hij = P⊥L hijP⊥L
where P⊥L is the projector onto (HiL ⊗HjL)⊥.
Proof. Let A = {i, j} be a two particle region. Let PL be
the projection onto HiL ⊗HjL. Using a decomposition of
the identity I = PL + P
⊥
L , we have
hij = PLhijPL + (P
⊥
L hijPL + h.c.) + P
⊥
L hijP
⊥
L . (11)
From hij |G〉 = 0 we have that PLhij |G〉 = 0 and
P⊥L hij |G〉 = 0. From Lemma 1, we also have that the
reduced density operator on the region A satisfies ρA =
1
4PL. By rearranging tr(PLhij |G〉〈G|hijPL) = 0 and
tr(P⊥L hij |G〉〈G|hijP⊥L ) = 0, we obtain ||PLhijPL||2 = 0
and ||P⊥L hijPL||2 = 0 where ||B||2 :=
√
tr(B,B) is the
Frobenius norm. Hence only the last term in Eq. (11) is
non-zero.
This implies that any frustration-free, two body Hamil-
tonian acting on qudits with a graph state as an ex-
act ground state has the undesirable property that the
ground space contains the entire logical space ⊗Ni=1HiL.
Thus the ground space of the Hamiltonian is (at least)
2N -fold degenerate. From this it follows trivially that
our Hamiltonian H(δ) defined in Eq. (9) acting on a
system of fixed size N with a non-trival graph state |G〉
as an approximate ground state, has a gap that shrinks
to zero as δ tends to zero. We prove the result generi-
cally for any two-body, frustration-free Hamiltonian with
a approximate graph state as a unique ground state.
Theorem 1. Let H(δ) =
∑
〈i,j〉 hij(δ) be a two-body,
frustration-free Hamiltonian acting on N qudits, defined
on the interval δ ∈ [0, 1], where each term hij(δ) is a
projector that varies continuously in δ. Assume that for
δ > 0, H(δ) has a unique ground state |ψ(δ)〉 which has
the property that limδ→0 |ψ(δ)〉 = |G〉, where |G〉 is a
non-trivial graph state with N vertices (in the sense of
Lemma 2). Then limδ→0 ∆N = 0.
Proof. By continuity, each h(0)ij has |G〉 as a zero eigen-
state. By Lemma 2, H(0) contains the 2N -dimensional
logical space ⊗Ni=1HiL in its ground space. The fact
that H(δ) has a unique ground state while H(0) has a
groundspace that is at least 2N -dimensional, and the fact
that H(δ) → H(0) as δ → 0, implies a large number of
zero-energy crossings at δ = 0. The existence of ground
state energy crossings implies limδ→0 ∆N = 0.
We have thus shown for any finite-sized system, that
if H(δ) is a two-body, frustration-free Hamiltonian with
a ground state that tends to a graph state as δ tends to
zero, then the gap of the Hamiltonian must also tend to
zero as δ tends to zero. We remark that if the bodiness
of the Hamiltonian is greater than two, this trade-off is
not necessarily observed. For instance, it was shown in
Ref. [24] that for three-body parent Hamiltonians in one
dimension, the fidelity can be improved arbitrarily with-
out decreasing the size of the gap.
B. Gap in the thermodynamic limit
We now prove that the Hamiltonian H(δ) is gapped
in the thermodynamic limit if δ > 0 is independent of
N and sufficiently small. This statement may seem at
odds with the result of the previous section, where we
showed that the gap of the finite-sized system tends to
zero as δ goes to zero. The two results can be reconciled
by the fact that we are taking two different limits: here
we are considering the case where δ is fixed and N tends
to infinity, while in the previous section we considered
the case where N was fixed and δ tends to zero.
Our proof relies on properties of parent Hamiltonians
for injective tensor network states. Injectivity is a generic
property of tensor network states on a lattice [31], and is
useful in our proof as it implies the existence of a unique
ground state. To prove injectivity, we first perform a
blocking and construct a blocked parent Hamiltonian,
for which we can prove a spectral gap that is stable for
small perturbations in δ around zero. After defining ten-
sor network states and blocked parent Hamiltonians, we
then prove that the class of two-body antiferromagnetic
Hamiltonians H(δ) is gapped on various lattices for suf-
ficiently small δ and provide lower bounds on the size of
the gapped region for trivalent lattices (i.e., the largest δ
for which we can prove H(δ) is gapped).
61. Tensor network states and PEPS
The projected entangled-pair state (PEPS) framework
provides an efficient description of a class of multipartite
quantum states in arbitrary spatial dimensions. Here we
provide a brief description of the PEPS framework, as it
applies to our problem; for further details, see Ref. [28].
A tensor is a multi-index array of complex numbers
Aα1,α2,...,αn where each index αk has some finite dimen-
sion dk, which we call the bond dimension. Graphically,
we represent a tensor as in Fig. 1(a). In this graphi-
cal framework, when two tensors are connected by an
edge, their corresponding indices are contracted. For the
purposes of defining tensor network states, we identify
two distinct types of indices. The first type are physical
indices, denoted βi, associated with an orthonormal ba-
sis {|βi〉, i = 1, . . . d} for each elementary d-dimensional
quantum system. The second type are virtual indices,
denoted using α indices, which are not associated with
physical degrees of freedom but are contracted internally
within the tensor network to allow for a non-product en-
tanglement structure. For clarity, in our tensor network
diagrams we will not usually draw an edge for each phys-
ical index, instead implying the existence of a physical
index on a tensor with a superscript β on the tensor la-
bel.
Consider a quantum state defined in the above ba-
sis as |ψ〉 = ∑β1,β2,...,βn ψβ1,β2,...,βn |β1, β2, . . . , βn〉. A
projected entangled pair state (PEPS) is a state where
ψβ1,β2,...,βn is obtained by a contraction of a network of
tensors, one tensor for each physical index, as in Fig. 1(a).
Graph states and AKLT states are well studied examples
of PEPS. Appendix A presents a specific standard choice
of tensors for describing graph states and AKLT states.
2. Blocking the Hamiltonian
When studying Hamiltonians that have PEPS as
ground states, it is often simpler to consider a Hamil-
tonian which has the same ground state as the physical
Hamiltonian, but with interaction terms that act on a
larger number of particles. Such Hamiltonians, which
we will call blocked Hamiltonians, share many properties
with the physical Hamiltonian, but are often simpler to
study because the spectrum of the local terms can be cho-
sen to be very simple. Here, we define a blocked version
HB(δ) of the parent Hamiltonian H(δ). This blocking
will assist in our proof of a gap for H(δ), as we will show
that proving a gap for H(δ) is equivalent to proving a
gap for HB(δ) for δ > 0. The blocked Hamiltonian will
possess an injectivity property that allows us to prove a
gap. In addition, HB(δ) can be rigorously proven to be
gapped not only for δ = 0 but for small δ > 0.
We define the blocked Hamiltonian HB(δ) as follows.
Let G be a graph, and consider the PEPS describing the
state |ψ(δ)〉 of Eq. (7) on this graph that interpolates
between the graph state |G〉 at δ = 0 and the AKLT
Aβ1 Aβ2
Aβ3 Aβ4
Aβ5
α2
α1
α3
α5
α4
(a)
Bβ1,β2,β3,β4,β5
α2
α1
α3
α5
α4
(b)
FIG. 1: A connected region of tensors can be ‘blocked’
to form a single tensor by contracting all internal
indices within the region. (a) Tensors in a five-particle
region. (b) Blocked tensor.
state at δ = 1. Given a connected region R ⊆ V of n
vertices and r outgoing edges we define the block tensor
Bβ1,β2,...,βnα1,α2,...,αr (R, δ) as the tensor obtained by contracting
all virtual indices of tensors within the region and leaving
outgoing virtual indices uncontracted, as illustrated in
Fig. 1(b). This blocking naturally defines a map from
virtual, to physical degrees of freedom
Bˆ(R)(δ) =
∑
β1,...,βn
α1,...,αr
Bβ1,...,βnα1,...,αr (R, δ)|β1, . . . , βn〉〈α1, . . . , αr| .
(12)
We will say that a region R of particles is injective if the
associated map Bˆ(R)(δ) is injective. Generally, if the ver-
tices of a tensor network state |ψ〉 can be partitioned into
M disjoint connected regions V = ∪Ma=1Ra such that each
set Ra is injective, we say that the state |ψ〉 is injective.
In Appendix C, we show that a region R for the state
|ψ(δ)〉 is injective if and only if each vertex i ∈ R has
at most one outgoing edge (i.e., an edge connected to a
vertex not in R). We will say that {Ra : a = 1, . . . ,M}
is an injective covering of V if Ra is injective for every a,
Ra∩Rb = ∅ for any a 6= b, and ∪Ma=1Ra = V . Examples of
lattices with injective coverings are illustrated in Fig. 2,
with the injective region highlighted.
Let Ea,b ⊆ E be the set of edges in G that connect a
vertex in Ra to a vertex in Rb. Given a partitioning of
the graph into injective regions {Ra : a = 1, . . . ,M}, we
define a coarse-grained graph G′ = (V ′, E′) as follows.
Each vertex in V ′ corresponds to a region Ra, and two
vertices in V ′, corresponding to the regions Ra and Rb,
are connected by an edge in E′ if and only if Ea,b is non-
empty.
Given the state |ψ(δ)〉 defined on a graph with a injec-
tive covering, let Bˆ(a,b)(δ) be the injective block tensor
for the region Ra∪Rb, where Ra and Rb are neighbouring
injective regions (where ‘neighbouring’ means that they
are connected in G′).
We define the blocked parent Hamiltonian for |ψ(δ)〉
as
HB(δ) :=
∑
〈a,b〉∈E′
Π(a,b)(δ) , (13)
7(a)
(b)
FIG. 2: The star lattice (a) and honeycomb lattice (b)
with injective regions circled. A region is injective if
and only if each particle has at most one outgoing edge
(i.e. connected to a particle outside the region).
Furthermore, we say these lattices are coverable as both
can be decomposed as as a disjoint union of such
regions.
where Π(a,b)(δ) is the projector onto the orthogonal
complement of the image of Bˆ(a,b)(δ), and the sum is
taken over all neighbouring pairs of regions Ra and Rb.
Note that this Hamiltonian is not two-body: each term
Π(a,b)(δ) will in general act non-trivially on all particles
in the region Ra ∪ Rb. Given that the reduced density
operator of |ψ(δ)〉 is supported on the image of Bˆ(a,b)(δ),
it is clear that |ψ(δ)〉 is a ground state of HB(δ). As is
shown in Ref. [31] the injectivity condition further im-
plies that |ψ(δ)〉 is the unique ground state of HB(δ).
We thus have two Hamiltonians, H(δ) and HB(δ),
both possessing |ψ(δ)〉 as a unique ground state. The
Hamiltonian H(δ) is two-body while HB(δ) is not. A
crucial difference between these two Hamiltonians is that
HB(δ) is well defined at δ = 0 with a unique ground state
exactly equal to the target graph state |G〉. On the other
hand, as we showed in Sec. III A, the two-body Hamilto-
nian H(δ) has an exponentially degenerate ground space
at δ = 0. In the following section, we will use the fact
that HB(0) has a unique ground state and is gapped to
prove that H(δ) is gapped for sufficiently small δ.
3. Restrictions on interaction graph
We have imposed a number of constraints on the inter-
action graph of the Hamiltonian, which we briefly sum-
marise here. First, we have restricted to three-colourable
graphs, for which the methods of Sec. II B can be used
to project the AKLT state locally to a graph state on
the same graph. To prove a gap in the thermodynamic
limit, we will further require injectivity for our blocked
Hamiltonian. As described in the previous section we can
ensure injectivity by imposing that our graphs have an
injective covering.
As we are primarily interested in lattices (rather than
arbitrary graphs) we will impose some further simplifica-
tions. We require that there exists an injective covering
for the graph {Ra : a = 1, . . . ,M}, for which both the
number outgoing edges r and the number of particles n
in each Ra is a constant independent of a and the system
size N and that the block tensor Bˆ(a)(δ) for each Ra are
all identical up to a unitary acting on the output for all
δ ≥ 0. It would vastly complicate the proof if the injec-
tive covering varied with the system size or if the spectral
properties of the block tensor were different for different
regions.
We will call a graph satisfying all of the above proper-
ties coverable. All trivalent Archimedian lattices are cov-
erable: the honeycomb (63), the square octagon (4, 82),
the cross (4, 6, 12) and the star (3, 122). However, the
square lattice (which does not have a injective covering),
is not coverable. We will discuss generalisations non-
coverable lattices in III B 5.
4. Proof of gap
Here, we prove the following theorem regarding the
existence of a spectral gap for H(δ), which is the central
result of this section.
Theorem 2. Let H(δ) be the two-body Hamiltonian de-
fined in Eq. (9) on a coverable graph. Then there exists
δc > 0 such that H(δ) is gapped for all δ in the open
interval (0, δc).
The proof of Theorem 2 follows from three simple lem-
mas. We will first show that the blocked Hamiltonian is
gapped at δ = 0.
Lemma 3. HB(0) is gapped.
Proof. We prove this lemma using the fact that |ψ(0)〉 =
|G〉, and by showing that this graph state can be locally
transformed to a product of Bell pairs via a product of
unitaries that act only within injective regions (and not
between them). Under this unitary map, the Hamilto-
nian can be seen to be trivially diagonalisable, commut-
ing and thus gapped.
Let G be a coverable graph and consider its tensor
description, provided in Appendix A 2. Let {Ra : a =
1, . . . ,M} be an injective covering of G. Let Wa :=⊗
〈i,j〉∈Ea(CZ ⊕ I)i,j be a product of CZ gates acting
on all pairs of neighboring particles in the region Ra
where each (CZ ⊕ I)i,j acts as CZ on the logical sub-
space HLi ⊗ HLj ⊆ Hi ⊗ H of particles i and j and as
the identity on the remainder of the space. Using the
identity given in Eq. (A2) on the tensor description of
Bˆ(a,b)(δ) on two injective regions Ra and Rb, we see that
the image of [Wa⊗Wb]Bˆ(a,b)(0) becomes a simple tensor
product. To be precise, let R0 denote the interior of the
region R, i.e., the set of vertices in R that are not con-
nected to vertices outside R, and let ∂R := R\R0 denote
8the boundary of R. The image of [Wa ⊗Wb]Bˆ(a,b)(0) is ⊗
i∈R0a∪R0b
|+〉i
 ⊗
〈j,k〉∈Ea,b
|H〉jk
 ⊗
l∈∂(Ra∪Rb)
HLl
 ,
(14)
where |H〉jk ∈ HLj ⊗ HLk is a two-qubit graph state on
particles j and k and Ea,b was as previously defined as
the set of edges in G that connect region Ra to region
Rb.
Let Π(a,b)
′
be the projector onto the space orthogo-
nal to the space defined by Eq. (14). The product form
of Eq. (14) immediately implies that the set of opera-
tors {Π(a,b)′ : 〈a, b〉 ∈ E′} pairwise commute. It is also
clear that the Hamiltonian H ′ :=
∑
〈a,b〉∈E′ Π
(a,b)′ has a
trivial unique ground state consisting of |H〉 on all con-
nected pairs of vertices that are from separate regions,
and |+〉 on the remaining vertices that are only connected
to other vertices within the same region. Hence H ′ is
gapped. Finally, given that H ′ and HB(0) are related by
conjugation by
⊗M
a=1Wa we conclude that H
B(0) is also
gapped.
Having shown that HB(0) is gapped, we next show
that HB(δ) is gapped for a finite interval (0, δc). This
result can be seen to follow quite directly from stability
results for canonical parent Hamiltonians [32], but we
provide a self contained proof of this fact in Appendix D
based on methods used previously in Refs. [33, 34] for
frustration-free Hamiltonians. The idea of the proof is to
show that a PEPS parent Hamiltonian is gapped when
its ground state is sufficiently close to an isometric PEPS
(as is the case when δ is sufficiently small).
Lemma 4. There exists δc > 0 such that H
B(δ) is
gapped for all δ in the interval [0, δc).
Proof. See Appendix D.
Thus, there is an open interval on which we can prove
that the blocked Hamiltonian HB(δ) is gapped. To com-
plete the proof of Theorem 2, we need only to show that
if HB(δ) is gapped for some δ > 0, then the two-body
Hamiltonian H(δ) is also gapped. Here, and for the rest
of the paper, we will use the convention that if A and B
are Hermitian operators, then A ≥ B means that A−B
is a positive operator (i.e., each eigenvalue is real and
greater than or equal to zero).
Lemma 5. For δ > 0, H(δ) is gapped if and only if
HB(δ) is gapped.
Proof. Let {Ra : a = 1, . . . ,M} be an injective covering
of G such that the degree of each coarse-grained vertex
in V ′ (i.e., the number of outgoing edges of each Ra)
is a constant r (the existence of such a covering was an
assumption of our graph). We rewrite H(δ) by grouping
interaction terms according to the coarse-grained graph,
as
H(δ) =
∑
〈a,b〉∈E′
h(δ)ab (15)
where the grouped terms can be expressed in terms of
this new course graining as
h(δ)ab :=
∑
〈i,j〉∈Ea∪Eb
r−1Q(δ)ij +
∑
〈i,j〉∈Eab
Q(δ)ij , (16)
where Ea ⊆ E is the set of edges contained entirely in the
region Ra and, as before, Ea,b is the set of edges joining
vertices in Ra and Rb. It is straightforward to show that
the sum in Eq. (15) is equal to H(δ) as defined in Eq. (9).
Comparing h(δ)ab to the blocked interaction term
Π(a,b)(δ), one finds that the kernel of a single term h(δ)ab
is equal to the kernel of the projector Π(a,b)(δ). We will
not provide a detailed proof here; it is possible to ver-
ify following the inductive proof in Ref. [25], Appendix
A, where it was shown that the spin-3/2 AKLT model
(and deformed versions of it) has a unique ground state.
Because these operators have the same kernel, we have
λmin(δ)Π
(a,b)(δ) ≤ h(δ)ab ≤ λmax(δ)Π(a,b)(δ) , (17)
where λmin(δ) > 0 and λmax(δ) > 0 are respectively the
smallest and largest non-zero eigenvalue of h(δ)ab. Im-
portantly, λmin(δ) > 0 and λmax(δ) > 0 are indepen-
dent of the system size. From Eq. (17), it follows that
λmin(δ)H
B(δ) ≤ H(δ). Therefore, for any system size N ,
if HB(δ) has gap ∆(δ), H(δ) will have a gap of at least
λmin(δ)∆(δ). Hence for any fixed δ > 0, H(δ) is gapped
if HB(δ) is gapped. Likewise, as λ−1max(δ)H(δ) ≤ H(δ)B ,
H(δ) being gapped implies HB(δ) is gapped.
We remark that, while λmin(δ) > 0 for all δ > 0, taking
the limit gives limδ→0 λmin(δ) = 0. Thus we cannot prove
a gap at δ = 0 (which is unsurprising, given that we
showed that the ground space becomes degenerate at this
point in Sec. III A).
This completes the proof of Theorem 2 that, under
certain assumptions on the interaction graph, H(δ) is
gapped for δ sufficiently small.
5. Generalisation to arbitrary lattices
In the proof of Theorem 2, we showed that the two
body Hamiltonian H(δ) is gapped for sufficiently small
δ > 0 provided the interaction graph is coverable (as
described in Sec. III B 3). Here we will discuss obstacles
to generalising this result to non-coverable graphs.
Consider, for example, the square lattice. The state
|ψ(δ)〉 is the unique ground state of the two-body, spin-
2 Hamiltonian H(δ) for δ > 0 on this lattice, but is it
gapped? The state |ψ(δ)〉 is not injective on this lattice,
and thus Theorem 2 does not apply to it directly. We can
nevertheless follow the proof of Theorem 2 and construct
9a parent Hamiltonian for every δ ≥ 0 with |ψ(δ)〉 as a
unique ground state.
First we partition the particles into 2×2 squares {Ra :
a = 1, . . . ,M}. Let Π(a,b,c,d)(δ) be a blocked interaction
term that acts on a 2× 2 square of four such regions Ra,
Rb, Rc, and Rd, which is defined, as usual, as the projec-
tion onto the orthogonal complement of the image of the
block tensor Bˆ(Ra∪Rb∪Rc∪Rd)(δ). One can show that the
blocked Hamiltonian HB(δ) :=
∑
〈a,b,c,d〉Π
(a,b,c,d)(δ),
with sum taken over all such squares, has |ψ(δ)〉 as a
unique ground state for both δ = 0 and δ > 0. It is
also possible to show that Lemma 3 holds (i.e., HB(0) is
gapped) and Lemma 5 holds (i.e., the two-body Hamil-
tonian H(δ) is gapped if and only if HB(δ) is gapped
for δ > 0). The problem arises when we try to interpret
HB(δ) for δ > 0 as a small perturbation to the gapped
Hamiltonian HB(0), as is required to prove Lemma 4.
One finds that there is a discontinuity of the rank of the
interaction terms Π(a,b,c,d)(δ) at δ = 0, specifically the
rank is smaller at δ > 0 than at δ = 0. This is in con-
trast to the injective case, where the rank of the block
tensor (and therefore also the interaction terms) is con-
stant for all δ ≥ 0. As a result, the stability arguments
used to prove Lemma 4 and the proof methods of Ap-
pendix D cannot be applied directly. Hence, it does not
seem as straight-forward to prove a gap for non-injective
lattices, as for injective ones.
C. Gapped regions for trivalent lattices
Theorem 2 states that for the two-body Hamiltonian
H(δ) (defined on an appropriate lattice) there exists a
δc > 0 such that H(δ) is gapped for all δ on the open
interval (0, δc). Here we will explicitly compute lower
bounds on δc on various trivalent lattices.
Let H(δ) be defined on a graph with an injective cover-
ing {Ra : a = 1, . . . ,M}, where each injective region Ra
has the same number of outgoing edges r. Consider the
operator B(Ra)†(δ)B(Ra)(δ) and let γmin(δ) and γmax(δ)
be its smallest and largest eigenvalues respectively. Note
that the ratio γmax(δ)/γmin(δ) is a measure of how far
B(Ra)†(δ)B(Ra)(δ) is from the identity. At δ = 0, this
ratio achieves its minimum of 1 (i.e., B(Ra)†(0)B(Ra)(0)
is the identity). In Appendix D we show that H(δ) is
gapped if γmax(δ)/γmin(δ) < µ0, where
µ0 =
1
2
+
1
2
√
r + 1
r − 1 . (18)
Thus our bound depends on the number of outgoing
edges in each injective region r.
Note that µ0 > 1 is greater than 1 for any r, and
thus there is always a region around δ = 0 for which this
bound proves that the Hamiltonian is gapped.
We can evaluate the operator B(Ra)†(δ)B(Ra)(δ)
by contracting a tensor network, illustrated in
Fig. 3. For r = 3, 4, 5, 6 we have µ−10 ≈
A A AiY iY iY
A A AiY iY iY
D1(δ)
2 D2(δ)
2 D3(δ)
2
FIG. 3: Expressing the operator Bˆ(Ra)(δ)†Bˆ(Ra)(δ) for
the star lattice (with r = 3) as a contraction of tensors.
Where the indices at the top represent the input and
the indices at the bottom represent the output.
Physical indices in this figure are represented by red
edges. The Hamiltonian H(δ) is gapped when the
eigenvalues of this operator satisfy Eq. (18).
0.828, 0.873, 0.899, 0.916 respectively corresponding re-
spectively to δc ≈ 0.28, 0.13, 0.12, 0.08 and the Hamil-
tonian H(δ) will be gapped for all δ ∈ (0, δc). Our upper
bound on the size of the gapped region decreases as a
function of r, the number of outgoing edges in an injec-
tive region.
IV. CONCLUSION
We have shown that methods from quantum informa-
tion theory, in particular from the study of graph states
and AKLT states for quantum computation, can be use-
ful for proving spectral properties of 2D antiferromag-
netic spin models. In particular, for a family of 2D anti-
ferromagnetic spin models obtained by a one-parameter
deformation of the 2D AKLT model defined here, we
have proven that there exists a spectral gap separating
the ground state from the first excited state in the ther-
modynamic limit for a range of parameter space of this
family.
An implication of our results is that this family of mod-
els has many of the desired properties for quantum com-
putation, in particular that there exists a finite region in
the parameter space that is both computationally uni-
versal and gapped. The existence of a gap may allow
for efficient methods to prepare such resource states for
quantum computation [35–37].
It would be desirable to prove that the gapped re-
gion extends to δ = 1 for the class of lattices defined
here, where H(δ=1) is the AKLT Hamiltonian HA. This
would settle the long-standing conjecture regarding the
existence of a spectral gap for the spin-3/2 2D AKLT
model. While the region we prove to be gapped unfortu-
nately does not extend to δ = 1, there are various ways
by which proofs of a larger gapped region may be sought.
For instance in, mixing properties of Markov chains were
used in Ref. [31] to show that the Ising PEPS parent
Hamiltonian is gapped up to the critical point. Other
methods from statistical physics, e.g., using ‘martingales’
[38] may also be used to improve our result.
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Appendix A: PEPS definitions
In this section we will provide simple tensor-network
descriptions of AKLT states and graph states and for the
interpolating path between the two.
1. AKLT states as PEPS
An AKLT state may be defined on a graph G = (V,E)
as follows. At each vertex i of the graph place a spin-Si
particle, where Si = (di−1)/2 and di is the degree of ver-
tex i ∈ V . A basis for the Hilbert space of each particle
is given by {|M〉 : M = Si, Si−1, . . . ,−Si+1,−Si}, cor-
responding to the eigenstates of the z-component of the
spin operator Sz . For each vertex i let Aβiα1,α2,...αdi
be a
tensor of Clebsh-Gordan coefficients for a set of di spin-
1/2 particles coupling to total spin-Si, where βi = M is
the total spin along the z-axis and αk is the component
of the k-th constituent spin-1/2 along the z-axis. For
example, if Si = 3/2, A
β
α1,α2,α3 will have the following
non-zero entries
A
3
2
000 = A
− 32
111 = 1 ,
A
1
2
001 = A
1
2
010 = A
1
2
100 = 1/
√
3 ,
A
− 12
011 = A
− 12
110 = A
− 12
101 = 1/
√
3 ,
where 0 and 1 subscripts refer to the spin eigenstates
mz = 1/2 and mz = −1/2 respectively.
Given the A tensors, the resulting tensor network for
the AKLT state is defined according to Fig. 4(a). An iY
matrix is placed on each edge connecting neighbouring A
tensors. This is due to the fact that the bonds used to
define the AKLT PEPS are singlets 1/
√
2(1⊗ iY )(|00〉+
|11〉), rather than 1/√2(|00〉+ |11〉), and gives the AKLT
state its antiferromagnetic character. (Note that we do
not need to specify which index of these edge iY tensors is
contracted with which neighbouring tensor, as swapping
these indices only results in an overall ignorable phase
of −1.) Note that we may contract tensors without a
physical index (the iY tensors in this case) with their
neighbours such that each tensor has one physical index,
thus satisfying the usual definition of a PEPS.
2. Graph states as PEPS
Graph states may also be represented as simple tensor
networks. Let G = (V,E) be a graph defining a graph
state, according to Eq. (2) and let di be the degree of
vertex i. At each vertex i ∈ V place a spin-1/2 particle
and define a tensor C with di virtual indices and for which
there are only two non-zero entries
C000...0 = C
1
11...1 = 1 , (A1)
where the labels 0 and 1 for physical and virtual indices
may be regarded as labels for spin 1/2 and −1/2 states
respectively. Applying a CZ gate to the physical index
of any two disconnected C tensors is equivalent to adding
an additional virtual index to each C and contracting a
Hadamard matrix H = 1√
2
(X + Z) between them.
Graphically this can be represented as
∑
β′1,β
′
2
(
CZβ1β2β′1β′2 C
β′1 Cβ
′
2
)
= Cβ1 Cβ2H
(A2)
where CZβ1,β2β′1,β′2
is the tensor of the CZ in the standard
computational basis with β′1, β
′
2 being input indices and
β1, β2 being output. Although we have illustrated this
with with C tensors that initially have three virtual in-
dices, this identity will hold for any number of initial
virtual indices (including zero). Note that as HT = H,
there is no need to specify which index of H is contracted
with which neighbour. The tensor network for a general
graph state therefore consists of a C tensor at each ver-
tex and a H contracted between neighbouring C tensors
on each edge, as illustrated in Fig. 4(b).
3. The family of states |ψ(δ)〉 as PEPS
Finally, we will define the tensor network for the family
of state |ψ(δ)〉 defined in Sec. II B interpolating between
between the AKLT state (at δ = 1) and a graph state
(at δ = 0). As these states can be obtained by apply-
ing a product of single-particle operators
⊗
iDi(δ) to
the AKLT state, the tensor network of |ψ(δ)〉 can be ob-
tained simply by replacing the A tensors of the AKLT
state with the δ-dependent tensors A(δ)βiα1,α2,...αdi
:=∑
β′i
Di(δ)
βiβ
′
iA
β′i
α1,α2,...αdi
. We show in Appendix B that
the tensor network for the state |ψ(0)〉 is equivalent, up
to local unitaries, to the tensor network of a graph state.
We remark that the tensors we have used to define
AKLT states, graph states and |ψ(δ)〉 have only real en-
tries.
Appendix B: Local conversion of AKLT states to
graph states
Here we will provide a proof of the fact that, on three-
colourable graphs, AKLT states can be converted to
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Aβ1 Aβ2
Aβ3
Aβ4
Aβ5
Aβ6
iY
iY
iY
iY
iY iY
iY
(a)
Cβ1 Cβ2
Cβ3
Cβ4
Cβ5
Cβ6
H
H
H
H
H H
H
(b)
FIG. 4: PEPS for an AKLT state (a) and a graph state
(b) defined on a particular graph of 6 vertices, where
the A and C tensors are defined in the text. Note that
the coloured tensors do not have a physical index, and
can be absorbed into their neighbours if desired.
graph states by applying a rank-2 projector to each par-
ticle. The result was originally proved in Ref. [10] for
the particular case of spin-3/2 particles using the stabi-
lizer formalism. Here we will provide an alternative proof
using tensor networks.
Let G be a three-colourable graph and let |AKLT〉 be
the AKLT state defined on this graph, according to Ap-
pendix A 1. Let {ci ∈ {x, y, z} : i = 1 . . . N} be a three-
colouring of the vertices of G, in the sense that ci 6= cj if
i and j are neighbours in G.
Define P x, P y and P z as in Eq. (4). Then the AKLT
state can be transformed into a graph state by these local
operators in the following sense.
Lemma 6. The following relation holds:
N⊗
i=1
P ci |AKLT〉 ∝
N⊗
i=1
Z(θi)|G〉 , (B1)
where |G〉 is the graph state as defined in Appendix A 2,
Z(θ) = diag(1, exp(iθ)) is a local z-rotation by θ and
where θi ∈ {0, pi/2, pi, 3pi/4} ∀ i.
Proof. Applying
⊗N
i=1 P
ci to the AKLT state attaches
one of P x, P y, P z to the physical index of each tensor. It
is straightforward to show that applying P z transforms
the AKLT tensor A to the graph state tensor C, i.e.∑
β′(P
z)β,β
′
Aβ
′
α1α2...αn = C
β
α1α2...αn . Now let e
iθ~r·~S be
the spatial rotation by angle θ about the axis ~r, where
~S = (Sx, Sy, Sz) is the vector of spin operators. (Note
that we have adopted a different convention in our above
definition of the z-rotation of a spin-1/2 particle Z(θ),
so that, for example Z(pi) equals Pauli Z, however these
two definitions differ only up to an overall phase.) From
the symmetry of the A tensors, applying the same spa-
tial rotation to the physical index and all virtual indices
leaves A invariant. Furthermore, applying either P x or
P y is equivalent to applying a rotation to the physical
index, followed by applying P z. From this, one can see
that, up to an overall phase,
∑
β′(P
x)β,β
′
Aβ
′
α1α2...αn and
Aβ1 Aβ2
Aβ3
iY
iY iY
(a)
Cβ1 Cβ2
Cβ3
iY
iY iY
H
H
H ′
H ′
(b)
Cβ1 Cβ2
Cβ3
S† H
S
H
S
Z
H
Z
(c)
Cβ1 Cβ2
Cβ3
H
H H
(d)
FIG. 5: Illustrating how to convert AKLT states to
graph states with single-particle projectors. We
consider an AKLT state on a triangle where a different
projector is applied to each particle. (a) AKLT state on
a triangle. (b) State after applying P x, P y, P z to
particles 1, 2 and 3 respectively. (c) Rewriting each
edge matrix as H multiplied on the left and right by
z-rotations. (d) Absorbing all z-rotations into the C’s.
They will appear only on the physical indices (not
pictured).
∑
β′(P
y)β,β
′
Aβ
′
α1α2...αn are respectively∑
α′1,α
′
2,...,α
′
n
Hα1,α′1Hα2,α′2 · · ·Hαn,α′nC
β
α′1α
′
2...α
′
n
,
∑
α′1,α
′
2,...,α
′
n
H ′α1,α′1H
′
α2,α′2
· · ·H ′αn,α′nC
β
α′1α
′
2...α
′
n
. (B2)
where H = 1√
2
(X+Z) and H ′ = 1√
2
(Y +Z) are complex
Hadamard matrices. Applying the projectors
⊗N
i=1 P
ci
to |AKLT〉 thus converts all A tensors to C tensors and
attaches H and H ′ to their virtual indices according to
which projector (P x P y or P z) was applied. This is il-
lustrated for a three particle AKLT state in Fig 5(a)-(b).
To prove the lemma, we show that this tensor network
is equivalent to the tensor network of a graph state de-
scribed in Appendix A 2 up to local z-rotations. We will
use the fact that for the C tensor, Z(θ) applied to any
virtual index has the same effect as Z(θ) on the physical
index, i.e.,
Z(θ)αkα′kC
β
α′1α2...αk−1α
′
kαk+1...αn
= Z(θ)β,β′C
β′
α1α2...αn
(B3)
for any k.
As seen in Fig 5(b), after applying the projectors (4) to
the state and using Eq. (B2), we are left with a product
of matrices along edges of the tensor network between
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the C tensors. By assumption, if i and j are neighbour-
ing vertices, ci 6= cj . Thus there are only three distinct
edges we must consider xy, xz and yz. These edges have
the matrices iHY H ′, iHY , and iY H ′ applied on them
respectively. These can all be expressed as H multiplied
on the left and right by z-rotations and by an overall
phase, specifically
iHY H ′ = e
3pi
4 iS†H ,
iHY = ZHZ ,
iY H ′ = iSHS , (B4)
where S = Z(pi/2). Using (B3) all z-rotations can be
moved to the physical indices of the C. From this we
see that the tensor network is equivalent to the tensor
network of a graph state described in Appendix A 2, up
to z-rotations on the physical indices.
We remark that from the definition of Di(δ) in Eq. (6),
we have P ciDi(δ) ∝ P ci , and therefore the result also
holds for all deformed states |ψ(δ)〉.
Corollary 1. Let G be a three-colourable graph, and
{ci ∈ {x, y, z} : i = 1 . . . N} be a three-colouring of G.
Define the corresponding one-parameter family of states
|ψ(δ)〉 according to II B. Then
N⊗
i=1
P ci |ψ(δ)〉 ∝
N⊗
i=1
Z(θi)|G〉 , (B5)
for all δ ≥ 0.
Appendix C: Injective regions
Here we will prove a necessary and sufficient condition
for a region of particles in the tensor network of |ψ(δ)〉
to be injective.
Lemma 7. A region R in the tensor network state |ψ(δ)〉
for any δ ≥ 0 is injective if and only if each vertex in R
is connected to at most one vertex outside R.
Proof. Let R be a region for which every vertex is con-
nected to at most one vertex outside R, and Bˆ(R)(δ) be
block tensor for this region (as defined in Sec. III B 2).
First we will show show that this map is injective, i.e.,
R is injective. We showed in Appendix B that we can
transform the tensors of the state |ψ(δ)〉 to those of
|ψ(0)〉 = |G〉 via a set of rank-2 projectors. Specifically,
we have that (⊗i∈RPi) Bˆ(R)(δ) ∝ Bˆ(R)(0). Therefore the
rank of Bˆ(R)(δ) is equal to or greater than the rank of
Bˆ(R)(0) for all δ ≥ 0. Thus showing Bˆ(R)(0) is injective
will imply injectivity of Bˆ(R)(δ) for all δ ≥ 0.
To show that Bˆ(R)(0) is injective, we will apply a uni-
tary to its output (which will not change its injectivity)
and transform it into a form that is clearly injective. We
define a unitary W :=
⊗
〈i,j〉∈E(CZ⊕ I)i,j , as a product
Cβ1 Cβ2
Cβ3
Cβ4
Cβ5
Cβ6
H
H
H
H
H H
H
α1 α2
α3
(a)
Cβ1 Cβ2
|+⟩
Cβ4
|+⟩
|+⟩
α1 α2
α3
(b)
FIG. 6: Disentangling a region in the tensor network of
a graph state by applying the unitary W . One can
clearly see that the corresponding map from outgoing
virtual indices to physical indices is injective. (a) A
particular region in the tensor network of a graph state
with three outgoing indices. (b) The same region after
the unitary W has been applied to physical indices.
of CZ gates acting on all pairs of neighboring particles
in the region R where each (CZ ⊕ I)i,j acts as CZ on
the logical subspace HLi ⊗ HLj ⊆ Hi ⊗ H of particles i
and j and as the identity on the remainder of the space.
(Given, however, that the image of Bˆ(R)(0) is contained
entirely in the logical space
⊗
i∈RHLi , the action of W
on the remainder of the space is not actually important.)
We have illustrated the tensor network describing the
map B(R)(0) before and after applying W in Fig. 6. Us-
ing Eq. (A2) to remove edges, we see that WB(R)(0)
describes the identity map from each outgoing virtual
degree of freedom into the logical subspaceHLi of the par-
ticle i it is incident to, with all interior particles (those
without an outgoing edge) placed in the |+〉 state. The
identity map is clearly injective, therefore B(R)(δ) is in-
jective for any δ ≥ 0.
It remains to show that having at most one outgoing
index per particle is also a necessary condition for injec-
tivity. Consider a region R containing a vertex with two
outgoing indices α1 and α2, say. Let A
βi
α1,α2,...αdi
be the
tensor corresponding to this vertex. From its definition,
A is symmetric under any permutation of the virtual in-
dices. Thus the input |01〉 − |10〉 on indices α1 and α2
of the map B(R)(1) will map to zero. Thus B(R)(1) is
not injective. As B(R)(δ) ∝ ⊗i∈RDi(δ)B(R)(1) for all
δ ≥ 0, B(R)(1) being non-injective implies B(R)(δ) is non-
injective for all δ ≥ 0.
Appendix D: Stability of gapped region
Here we will provide a proof of Lemma 4, which states
that under the assumptions of Theorem 2, there exists
δc > 0 such that H
B(δ) is gapped for all δ ∈ [0, δc).
We make use of an argument, previously used in
Refs. [33, 34] for frustration-free Hamiltonians. Let
H =
∑
〈j,k〉 hjk be a two-body Hamiltonian acting on
N particles, and for simplicity we will assume that the
interaction graph has constant degree r. Assume that the
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Hamiltonian is frustration-free and has a unique ground
state with zero energy. If there exists a constant ∆ > 0
such that H2 ≥ ∆H for all system sizes, then H is
gapped.
Without loss of generality, we assume that the Hamil-
tonian is scaled such that h2kl ≥ hkl for all interaction
terms. A sufficient condition for the gap is that there
exists a ∆ > 0 such that for every particle c and for
any pair of distinct interaction terms hic, hcj that act
non-trivially on c we have
hichcj + hcjhic ≥ − 1−∆
2(r − 1)(hic + hcj) . (D1)
To see this, we expand H2 to get
H2 =
∑
〈j,k〉
h2jk
+
 ∑
〈k,l〉,〈p,q〉:〈k,l〉6=〈p,q〉
hklhpq
 .
(D2)
The first term is greater than or equal to H. For the
second term, we can split the sum into terms where hkl
and hpq overlap at one site, and terms where the inter-
actions do not overlap (disjoint). The disjoint term is
clearly positive, thus
H2 ≥ H +
 ∑
〈k,l〉6=〈p,q〉 overlapping
hklhpq
 . (D3)
Using condition Eq. (D1) in Eq. (D3), we find that the
right-hand side reduces to ∆H. Therefore H is gapped.
Next, we show that if a Hamiltonian satisfying the
gap property Eq. (D1) is deformed by a sufficiently small
amount, it will remain gapped.
Lemma 8. Let H =
∑
〈i,j〉 hij be a frustration-free
Hamiltonian with a unique ground state on a graph of
constant degree r, such that {hij} are projectors satisfy-
ing the gap condition (D1) for some 0 < ∆ ≤ 1. Define
the Hamiltonian H ′ =
∑
〈i,j〉 h
′
ij with interaction terms
h′ij = (Λi ⊗ Λj)hij (Λi ⊗ Λj) , (D4)
for a set of invertible positive operators {Λi} which satisfy
Λi ≥ I and let µ ≥ 1 be the largest eigenvalue of Λ2i
(which we assume is independent of i). Define
∆′ := 1− µ [1−∆ + 2(r − 1)(µ− 1)] . (D5)
Then H ′ is gapped when 0 < ∆′.
Proof. Note that ∆′ ≤ ∆ for all µ ≥ 1. We claim that,
h′ijh
′
jk + h
′
jkh
′
ij +
1−∆′
2(r − 1)(h
′
ij + h
′
jk) ≥ 0 . (D6)
Therefore if there exists µ such that 0 < ∆′, the deformed
Hamiltonian will itself satisfy Eq. (D1) and be gapped.
We define Θ = Λ2 − 1 ≥ 0, which satisfies (µ− 1)I ≥ Θ.
To prove Eq. (D6), multiply the left hand side on the left
and right by Λ−1i ⊗Λ−1j ⊗Λ−1k and and simplify as follows
hijΛ
2
jhjk + hjkΛ
2
jhij +
1−∆′
2(r − 1)(hij ⊗ Λ
−2
k + Λ
−2
i ⊗ hjk) ,
≥ hijΛ2jhjk + hjkΛ2jhij +
1−∆′
2µ(r − 1)(hij ⊗ I + I ⊗ hjk) .
= hijΛ
2
jhjk + hjkΛ
2
jhij
+
1
2(r − 1) [1−∆ + 2(r − 1)(µ− 1)] (hij ⊗ I + I ⊗ hjk) ,
= hijΘjhjk + hjkΘjhij
+
[
hijhjk + hjkhij +
1−∆
2(r − 1)(hij + hjk)
]
+ (µ− 1)(hij + hjk) ,
≥ hijΘjhjk + hjkΘjhij + (µ− 1)(hij + hjk) ,
= hijΘjhjk + hjkΘjhij + hij(µ− 1)hij + hjk(µ− 1)hjk ,
≥ hijΘjhjk + hjkΘjhij + hijΘjhij + hjkΘjhjk ,
= (hij + hjk)Θj(hij + hjk) ≥ 0 .
By multiplying left and right by Λi⊗Λj ⊗Λk, we obtain
Eq. (D6).
If the terms hij are commuting, then Eq. (D1) will
clearly hold for any 0 < ∆ ≤ 1 as the left-hand side will
be positive, while the right-hand side will be negative. In
this case, we have the following:
Corollary 2. Let H and H ′ be Hamiltonians defined as
in Lemma 8 with the additional property that interaction
terms hij commute. Then H
′ is gapped if
µ <
1
2
+
1
2
√
r + 1
r − 1 . (D7)
Proof. As H is commuting, we can set ∆ = 1 in Eq. (D5).
Equation (D7) then follows by solving 0 < ∆′ for µ and
restricting to µ ≥ 1.
We will now apply this result to our specific Hamilto-
nian. Consider the map Bˆ(Ra)(δ) from virtual to physical
degrees of freedom on an injective region Ra. We can po-
lar decompose Bˆ(Ra)(δ) = Qa(δ)Wa(δ) where Wa(δ) is an
isometry onto the image of Bˆ(Ra)(δ) and Qa(δ) is an in-
vertible positive operator that maps the image of Wa(δ)
onto itself. As the action of Qa(δ) on (imgWa(δ))
⊥ is
arbitrary, we assume that Qa(δ) is a square matrix that
acts only the imgWa(δ).
Let Λa(δ) = γ(δ)
−1Qa(δ)−1, where γ(δ) is the small-
est eigenvalue of Q(δ)−1 (which we have included to en-
sure that Λa(δ) ≥ 1 as is required in Lemma 8). Con-
sider the block tensor Bˆ(a,b)(δ) for two neighbouring in-
jective regions Ra and Rb and let ha,b(δ) be the pro-
jection onto the orthogonal complement of the image of
(Λa(δ)⊗Λb(δ))Bˆ(a,b)(δ). The map Λa(δ)Bˆ(a)(δ) ∝Wa(δ)
is proportional to an isometry and therefore is propor-
tional to Bˆ(a)(0) up to left-multiplication by a unitary.
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Therefore, the map (Λa(δ)⊗Λb(δ))Bˆ(a,b)(δ) is equivalent
to Bˆ(Ra∪Rb)(0) up to a product of two unitaries, one act-
ing on Ra and one acting on Rb. As the interaction terms
Π(a,b)(δ) (the projectors onto the orthogonal complement
of the image of Bˆ(Ra∪Rb)(0)) are pairwise commuting, as
we showed in the proof of Lemma 3, so are ha,b(δ). Thus
the Hamiltonian
∑
〈a,b〉 ha,b(δ) is commuting and gapped,
with a system-size independent gap of ∆ = 1.
Now consider the terms
h′a,b(δ) = (Λa(δ)⊗ Λb(δ))ha,b(δ) (Λa(δ)⊗ Λb(δ)) ,
(D8)
and the Hamiltonian
∑
〈a,b〉 h
′
a,b(δ). We see that ha,b(δ)
and h′a,b(δ) have the properties required of hij and h
′
ij in
Corollary (2). We also have that the kernel of ha,b(δ) co-
incides with the kernel of the projector Π(a,b)(δ) (i.e., the
image of Bˆ(a,b)(δ)). Thus for each edge (a, b) we have that
h′a,b(δ) ≤ η(δ)Π(a,b)(δ), where η(δ) is the largest eigen-
value of h′a,b(δ). Therefore, H
B(δ) =
∑
〈a,b〉Π
(a,b)(δ) is
gapped for any δ where
∑
〈a,b〉 h
′
a,b(δ) is gapped. From
Corollary 2 we thus conclude that HB(δ) is gapped when
the largest eigenvalue µ(δ) of Λa(δ) satisfies the inequal-
ity Eq. (D7). Note that from the definition of Λa(δ) that
µ(δ)−1 can be computed as the smallest non-zero eigen-
value of (Bˆ(Ra)(δ))†Bˆ(Ra)(δ), which can be expressed as
a simple tensor contraction.
[1] I. Affleck, T. Kennedy, E. H. Lieb, and H. Tasaki, Phys.
Rev. Lett. 59, 799 (1987).
[2] I. Affleck, T. Kennedy, E. H. Lieb, and H. Tasaki, Com-
mun. Math. Phys. 115, 477 (1988).
[3] T. Kennedy and H. Tasaki, Commun. Math. Phys. 147,
431 (1992).
[4] Z.-C. Gu and X.-G. Wen, Phys. Rev. B 80, 155131
(2009).
[5] F. Verstraete and J. I. Cirac, Phys. Rev. A 70, 060302
(2004).
[6] F. Verstraete, M. A. Mart´ın-Delgado, and J. I. Cirac,
Phys. Rev. Lett. 92, 087201 (2004).
[7] L. Campos Venuti and M. Roncaglia, Phys. Rev. Lett.
94, 207207 (2005).
[8] G. K. Brennen and A. Miyake, Phys. Rev. Lett. 101,
010502 (2008).
[9] D. V. Else, I. Schwarz, S. D. Bartlett, and A. C. Doherty,
Phys. Rev. Lett. 108, 240505 (2012).
[10] T.-C. Wei, I. Affleck, and R. Raussendorf, Phys. Rev.
Lett. 106, 070501 (2011).
[11] A. Miyake, Ann. Phys. 326, 1656 (2011).
[12] T.-C. Wei, Phys. Rev. A 88, 062307 (2013).
[13] T.-C. Wei and R. Raussendorf, Phys. Rev. A 92, 012310
(2015).
[14] H. J. Briegel and R. Raussendorf, Phys. Rev. Lett. 86,
910 (2001).
[15] R. Raussendorf and H. J. Briegel, Phys. Rev. Lett. 86,
5188 (2001).
[16] S. D. Bartlett and T. Rudolph, Phys. Rev. A 74, 040302
(2006).
[17] T. Griffin and S. D. Bartlett, Phys. Rev. A 78, 062306
(2008).
[18] X. Chen, B. Zeng, Z.-C. Gu, B. Yoshida, and I. L.
Chuang, Phys. Rev. Lett. 102, 220501 (2009).
[19] J. Cai, A. Miyake, W. Du¨r, and H. J. Briegel, Phys. Rev.
A 82, 052309 (2010).
[20] Y. Li, D. E. Browne, L. C. Kwek, R. Raussendorf, and
T.-C. Wei, Phys. Rev. Lett. 107, 060501 (2011).
[21] A. S. Darmawan, G. K. Brennen, and S. D. Bartlett, New
J. Phys 14, 013023 (2012).
[22] D. V. Else, S. D. Bartlett, and A. C. Doherty, New J.
Phys 14, 113016 (2012).
[23] K. Fujii, Y. Nakata, M. Ohzeki, and M. Murao, Phys.
Rev. Lett. 110, 120502 (2013).
[24] A. S. Darmawan and S. D. Bartlett, New J. Phys 16,
073013 (2014).
[25] H. Niggemann, A. Klu¨mper, and J. Zittartz, Z. Phys. B
104, 103 (1997).
[26] R. Ganesh, D. N. Sheng, Y.-J. Kim, and A. Paramekanti,
Phys. Rev. B83, 144414 (2011).
[27] A. Garcia-Saez, V. Murg, and T.-C. Wei, Phys. Rev.
B88, 245118 (2013).
[28] F. Verstraete, V. Murg, and J. I. Cirac, Adv. Phys. 57,
143 (2008).
[29] M. Bahramgiri and S. Beigi, arXiv:quant-ph/0610267
(2006).
[30] T. Cubitt, D. Pe´rez-Garcia, and M. M. Wolf, Nature 528,
207 (2015).
[31] D. Pe´rez-Garcia, F. Verstraete, J. I. Cirac, and M. M.
Wolf, Quant. Inf. Comp. 8, 0650 (2008)
[32] S. Michalakis and J. P. Zwolak, Commun. Math. Phys.
322, 277 (2013).
[33] S. Knabe, J. Stat. Phys. 52, 627 (1988).
[34] N. Schuch, D. Pe´rez-Garca, and J. I. Cirac, Phys. Rev.
B 84, 165139 (2011).
[35] F. Verstraete, M. M. Wolf, and J. I. Cirac, Nat. Phys. 5,
633 (2009).
[36] B. Kraus, H. P. Bu¨chler, S. Diehl, A. Kantian, A. Micheli,
and P. Zoller, Phys. Rev. A 78, 042307 (2008).
[37] P. D. Johnson, F. Ticozzi, and L. Viola, arXiv:1506.07756
[quant-ph] (2015).
[38] W. L. Spitzer and S. Starr, Lett. Math. Phys. 63, 165
(2003).
