Detailed understanding of the ionization process in noble liquid detectors is important for their use in applications such as the search for dark matter and coherent elastic neutrino-nucleus scattering. The response of noble liquid detectors to low-energy ionization events is poorly understood at this time. We describe a new simulation tool which predicts the ionization yield from electronic energy deposits (E < 10 keV) in liquid Ar, including the dependence of the yield on the applied electric drift field. The ionization signal produced in a liquid argon detector from 37 Ar beta decay and 55 Fe X-rays has been calculated using the new model.
I. INTRODUCTION
Noble element detectors are of significant interest in the search for dark matter 1-6 . They exhibit both the sensitivity to detect small ionization signals and scalability to large detector masses. The state-of-the-art energy threshold in dual-phase Xe detector is the detection of a single electron 7 , while in a dual-phase Ar detector 270 eV electron recoil spectroscopy with single electron sensitivity has been demonstrated 8 . These detectors are usually calibrated with a variety of radiation sources, inducing either electron or nuclear recoils in the liquid. Electron recoils are used as the energy reference in modern dark matter detectors, and effort is made to calibrate nuclear energy depositions in terms of the reference electron energy depositions. In this paper we focus on the modeling of electron-induced ionization and recombination in liquid Ar. However striking similarities exist in the recombination physics for electron and nuclear recoils; the field dependent ionization yield from nuclear recoils is discussed separately 9 . In order to minimize the detector energy threshold and the effect of local recombination, it is important to understand the combined effects of the externally applied electric drift field and electron-ion Coulomb interactions on the ionization yield. The empirical Thomas-Imel Box model 10 has been used in the past to predict the magnitude of recombination in noble liquid detectors. In this model, a complete set of differential equations were written, with the diffusion and space charge terms subsequently neglected relative to electron drift and recombination. It is assumed that the recombination rate depends on the density of ions and electrons and the external field, but not on the Coulomb forces. Since the a) M. Foxe -Michael.Foxe@pnnl.gov diffusion effects are ignored, all electron-ion pairs recombine for the case of zero external electric field. While the modified Thomas-Imel model 11, 12 may fit the data well numerically, it does not provide insight into the physical processes. We aim to give a more complete picture of the ionization and thermalization process and provide an understanding of the spatial structure of the track.
In this paper, a model is presented which allows the electron ionization and recombination to be predicted at low energies. Starting with an initial fast electron, the resulting ionization cascade is simulated, followed by electron thermalization and drift under the influence of the electron and ion Coulomb field and the external drift field. We use the model to predict the response of a liquid Ar detector to two different low-energy ionizing radiation sources, 37 Ar and 55 Fe, at various electric drift fields. The model gives us a good qualitative picture of the structure of tracks created by incident projectiles. The model reveals that as the energy of the incident particle is reduced, the positive ion track length shortens while the size of the thermalized electron cloud stays constant. The recombination probability in an external field is a strong function of the total positive charge in the track core. However, our model does not exactly quantify the parameters underlying the yield of electrons at these energies. Uncertainty comes from two sources. First, the model uses ionization cross sections with binding energies that are characteristic of a gas, and does not completely account for interactions in the liquid state. Second, the thermalization process for electrons following ionization may not be fully accounted for in liquids in our (or other 13 ) models.
II. ELECTRON TRANSPORT MODEL
In order to predict the number of detectable electrons from events resulting in low energy deposition, an elecarXiv:1403.3719v1 [physics.atom-ph] 14 Mar 2014 tron transport model has been developed. The electron positions are tracked using the electron transport algorithm, as described in Ref.
14 . This algorithm has previously successfully reproduced experimentally measured electron thermalization time 13, 15, 16 and electron mobility in the electric field range of ∼ 1 − 10000 V/cm 14 .The algorithm has also reproduced the electron escape probability as a function of ion separation 17 obtained from the ICARUS experiment 18 . A time step is chosen such that no more than one collision length is traversed by an electron within the full range of energies considered in the simulation. At each time step the forces on the electrons and ions due to Coulomb and external fields are calculated 17 . Velocities and positions of electrons and ions are forward propagated to the subsequent time step of the simulation using the Verlet algorithm 19 . Thermal motion of electrons is accounted for in the same way as in Ref.
19 . The energy and momentum transfer cross sections for lowenergy electron transport (E < 10 eV) were also adopted from Ref.
14 . We neglect diffusion for positive Ar ions and use a constant mobility of µ = 0.6 × 10 −3 cm 2 /(Vs) 20 . The electron energy range is extended by including elastic, excitation, and ionization cross sections for Ar up to E = 10 keV. The Ar cross sections for E < 1000 eV originate from Biagi 21, 22 and include 44 individual atomic excitation levels. At higher energies, the data from Phelps 23 with a single effective excitation cross section were used. For elastic electron scattering, we used Biagi's momentum transfer cross section up to E = 100 eV. Above that value we adopted the detailed angular scattering distributions by Fink 24 up to E = 1 keV and Riley's distributions above 1 keV 25 . The table energy is sampled using statistical interpolation, where the table energy on the low and high side of the current energy E is sampled with probability (E hi − E)/(E hi − E lo ) and (E − E lo )/(E hi − E lo ), respectively. The cross sections for each interaction are shown in Figure 1 .
The electron collisions are sampled using the null collision method, with a real electron interaction occurring with a probability
where v is the electron velocity, σ tot (v) is the total cross section for interaction, and K max ≡ max(v σ tot (v)) is the maximum collision rate in the considered electron energy range. If a real collision occurs, another sampling is performed to determine if the resulting collision is elastic or inelastic. For elastic collisions at energies < 10 eV, a choice must be made between momentum transfer collisions with cross section σ p (v) and energy transfer collisions represented by σ e (v). The former process consists of isotropic electron-Ar scattering in the center-ofmass frame with change in electron direction and energy, whereas the latter process results in a change of the electron energy only. These two cross sections are tuned to If an atomic excitation is sampled, the excitation energy of the atomic level is subtracted from the electron energy, while the electron direction is kept unchanged. If an ionization occurs, the emission angle of the secondary electron is randomly sampled, with the primary electron's direction kept constant. The secondary electron energy is sampled from probability distributions in the EEDL database. At keV energies, the total ionization cross section is dominated by the contribution from the M3 shell. As shown in Figure 2 , the spectra vary very little at higher energies and we use the plotted distribution for all energies > 158 eV. At lower energies, a linearly interpolated distribution with 0 eV at threshold and the EEDL values at E = 158 eV is used. For all cases, the electron energy was sampled using the rejection method.
The model is used to calculate the expected electron production in 37 Ar and 55 Fe decays. 37 Ar decays via electron capture followed by X-ray or Auger electron emission; the electron capture branching ratios are shown in Table I .
55 Fe decays via X-ray emission, with the emission probabilities shown in Table II . The 55 Fe source was modeled with a single 5.9 keV X-ray absorbed in the Ar. Approximately 90 % of the X-rays create a K-shell vacancy in Ar 27, 28 ; the photo-absorption in outer shells and Compton scattering are neglected. The photoelectron energy is E p.e. = 5.9 keV − E b = 2.77 keV, where E b is the K-shell binding energy, and the remaining energy is emitted as Auger electrons and X-rays. The relaxation cascade was sampled from the EADL database 27, 28 , which 
M-shell Capture
predicts that on average 3.3 Auger electrons are emitted with a total energy of 3.1 keV. The probability of X-ray fluorescence is very small and X-ray fluorescence is neglected in the simulation. All Auger electrons and photoelectrons are emitted isotropically with the number of positive ions balancing the free electrons. The decay of 37 Ar leads to either a K-shell or a L1-shell (the lowest L-shell) vacancy in the 37 Cl daughter. Its atomic relaxation is treated in a fashion similar to 55 Fe and produces on average 3.3 (2.0) Auger electrons carrying away 2.74 (0.22) keV of energy for K (L1) shell vacancies. A 1.0 keV electron was also simulated to bridge the energy gap between the 37 Ar K-shell and L1-shell events. After the initial emission of the Auger and photoelectrons, all of the electrons are tracked using the electron transport model, generating ionization and excitation events as the electrons slow down and eventually thermalize.
III. ELECTRON TRANSPORT MODEL RESULTS
As part of the code validation, the electron drift speed as a function of electric field was calculated. Our results shown in Figure 3 closely reproduce the results obtained by Wojcik 14 . Also shown are experimental data by Yoshino 32 and Huang 33 . Except at the highest fields, the agreement with the model is quite good.
We also studied the average ionization track length for a single fast electron as a function of energy E < 10 keV. As shown in Figure 4 , the ionization track length is short compared to the electron thermalization length ∼ 2.6 µm reported by Wojcik 13 . This corresponds to the picture of a short positive ion track surrounded by a spherical electron cloud at the end of an electron thermalization. If an external field is present, the electrons are accelerated away from the ions, but due to the attractive Coulomb force, some electrons become trapped and recombine with positive ions. We adopted Wojcik's criterion for recombination, i.e. E < E crit = 1 eV and r electron−ion < r crit = 1.3 nm 19 . Following recombination, the electron and ion are removed from the simulation.
Simulations of ionization tracks from 55 Fe X-rays and 37 Ar electron captures were performed for the electric field range of 0.1 -300 kV/cm. Each calculation was performed sufficiently long to allow for electron thermalization and the separation of the electron cloud from the ion track. For drift fields < 1 kV/cm simulation was conducted over ∼ 13 ns; for larger fields a simulation time of ∼ 5 ns was adequate. For each drift field value and elec- tron source type, 20-100 histories with different random number seeds were performed and averaged. The number of electrons that escape from the initial ion cloud is shown in Figure 5 . Due to the low amount of ionization generated from 37 Ar L-shell electron capture, the electrons are capable of fully escaping the ion cloud even at low electric fields. Simulations of higher energy events from the K-shell electron capture of 37 Ar and the decay of 55 Fe exhibit a clear dependence on the electric field, with the electron escape probability approximately doubling between 0.5 kV/cm and 4 kV/cm in liquid Ar. Additionally, it can be seen that the higher the deposited energy, the greater is the dependence of the electron escape probability on the electric field. The electrons that escape the ion cloud can potentially be detected, if they are not lost to capture on impurities within the detector.
The electron transport model produces three quantities: the number of ionizations, excitations, and the number of electrons that escape from the ion cloud. The total number of ionizations and excitations to occur during the thermalization process is shown in Table III . Calculations were made using the electron transport model at 300 kV/cm to obtain the asymptotically large drift field W-value, or the average energy required to generate an electron which escapes the initial ion cloud. The calculated asymptotically large drift field W -values for 37 Ar and 55 Fe are given in Table IV .
IV. CONCLUSIONS
The previously published electron transport algorithm 14 has been extended to model low-energy (E < 10 keV) electron-induced ionization in liquid Ar. The formation and evolution of the electron and ion cloud is treated in detail, including local recombination. 37 Ar K-shell peak (blue), and 55 Fe X-ray peak (green). The low-energy deposits associated with the 37 Ar L1-shell and, to a lesser extent, the 1.0 keV electrons exhibit no field dependence for drift fields > 0.1 kV/cm. For the higher energy events associated with the 37 Ar K-shell and 55 Fe X-rays, the electron yield depends strongly on the applied electric field. The simulation predicts very little recombination in typical drift fields of 1 kV/cm for electron energy depositions E < 1 keV, corresponding to ∼ 30 ionization electrons. For larger energy depositions, the Coulomb forces between ions and electrons tend to increase the local recombination rate, especially in small drift fields.
For example, the model predicts a loss of ∼ 50% of initial electrons to recombination from a 55 Fe X-ray in a drift field of 1 kV/cm compared to the asymptotically large drift field yield. We plan to apply our model to calculate the fraction of electrons undergoing local recombination in low-energy nuclear recoils in liquid Ar, leading to more precise predictions of ionization signals in low-threshold neutrino and dark matter detectors.
