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HIGHER ORDER RIESZ TRANSFORMS IN THE ULTRASPHERICAL
SETTING AS PRINCIPAL VALUE INTEGRAL OPERATORS
JORGE J. BETANCOR, JUAN C. FARIN˜A, LOURDES RODRI´GUEZ-MESA, AND RICARDO TESTONI
Abstract. In this paper we represent the k-th Riesz transform in the ultraspherical setting as
a principal value integral operator for every k ∈ N. We also measure the speed of convergence
of the limit by proving Lp-boundedness properties for the oscillation and variation operators
associated with the corresponding truncated operators.
1. Introduction
Muckenhoupt and Stein [10] introduced a notion of conjugate functions associated with
ultraspherical expansions. In this setting the conjugate function appears as a boundary value
of a conjugate harmonic extension associated with a suitable Cauchy-Riemann type equations.
Assume that λ > 0. For every n ∈ N, we denote by P λn the ultraspherical polynomial of
degree n ([14]). These polynomials are defined by the generating relation
(1− 2tw + w2)−λ =
∞∑
k=0
wkP λk (t).
The sequence {P λn (cos θ)}n∈N is orthogonal and complete in the space L2((0, π), dmλ(θ)),
where dmλ(θ) = (sin θ)
2λdθ. When 2λ = k − 2, with k ∈ N, the λ-ultraspherical polynomial
P λn , n ∈ N, arises in the Fourier analysis of functions in the surface of the n-Euclidean space
sphere that are invariant under the rotations leaving a given axis fixed.
For every n ∈ N, P λn (cos θ) is an eigenfunction of the operator
Lλ = − d
2
dθ2
− 2λ cot θ d
dθ
+ λ2,
associated with the eigenvalue µn = (n+ λ)
2. The operator Lλ can be written as follows
Lλ = −
(
d
dθ
)∗ d
dθ
+ λ2,
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where
(
d
dθ
)∗
=
d
dθ
+ 2λ cot θ denotes the formal adjoint of
d
dθ
in L2((0, π), dmλ(θ)).
In [1] Buraczewski, Mart´ınez, Torrea and Urban defined a Riesz transform in the ultras-
pherical setting associated to Lλ. Note that this operator Lλ is slightly different than the one
considered by Muckenhoupt and Stein (see [10, p. 23]). In [1] the authors follow the ideas
developed in the monography of Stein [13].
Suppose that f ∈ L2((0, π), dmλ(θ)). The ultraspherical expansion of f is
f(θ) =
∞∑
n=0
aλn(f)
P λn (cos θ)
‖P λn (cos ·)‖L2((0,π),dmλ(θ))
,
where, for every n ∈ N,
aλn(f) =
∫ π
0
f(θ)
P λn (cos θ)
‖P λn (cos ·)‖L2((0,π),dmλ(θ))
dmλ(θ).
The Poisson integral P λt (f), t > 0, is given by
P λt (f)(θ) = e
−t√Lλf(θ) =
∞∑
n=0
aλn(f)e
−t(n+λ) P
λ
n (cos θ)
‖P λn (cos ·)‖L2((0,π),dmλ(θ))
, t > 0.
According to [10, (2.12)] we can write
(1) P λt f(θ) =
∫ π
0
rλPλ(e
−t, θ, ϕ)f(ϕ)dmλ(ϕ), t > 0,
where, for each 0 < r < 1 and θ, ϕ ∈ (0, π),
Pλ(r, θ, ϕ) =
λ
π
(1− r2)
∫ π
0
sin2λ−1 t
(1− 2r(cos θ cosϕ+ sin θ sinϕ cos t) + r2)λ+1 dt.
The Lp-boundedness properties for these Poisson integrals and the corresponding maximal
operator were established in [1, Theorem 2.4] (see also [10, Theorem 2]). For every α > 0, the
fractional power L−αλ of the operator Lλ is defined by
L−αλ f(θ) =
1
Γ(2α)
∫ ∞
0
e−t
√
Lλf(θ)t2α−1dt, f ∈ L2((0, π), dmλ(θ)).
By using (1) we get, for every α > 0 and f ∈ L2((0, π), dmλ(θ)),
L−αλ f(θ) =
1
Γ(2α)
∫ ∞
0
∫ π
0
P λ(e−t, θ, ϕ)f(ϕ)dmλ(ϕ)t2α−1dt
=
∫ π
0
f(ϕ)
1
Γ(2α)
∫ 1
0
P λ(r, θ, ϕ)
(
log
1
r
)2α−1 1
r
drdmλ(ϕ).
Following [13] the Riesz transform of order k ∈ N, Rkλ, is defined as
Rkλf =
dk
dθk
L
− k
2
λ f,
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when f is a nice function (for instance, f ∈ span{P λn (cos θ)}n∈N or f is a smooth function
with compact support on (0, π)).
It was proved in [1, Theorem 2.14] (when k = 1) and [2, Theorem 1.4] (when k > 1)
that the operator Rkλ can be extended to L
p((0, π), w(θ)dmλ(θ)) as a bounded operator from
Lp((0, π), w(θ)dmλ(θ)) into itself, when 1 < p < ∞ and w ∈ Apλ, and as a bounded operator
from L1((0, π), w(θ)dmλ(θ)) into L
1,∞((0, π), w(θ)dmλ(θ)), when w ∈ A1λ. Here, for every
1 ≤ p <∞, by Apλ we denote the Muckenhoupt class of weights associated with the doubling
measure dmλ(θ) on (0, π).
In this paper we prove that the k-th Riesz transformRkλ is a principal value integral operator,
for every k ∈ N. We extend [1, Theorem 2.13] where the result is shown for k = 1.
Theorem 1.1. Let λ > 0 and k ∈ N. For every 1 ≤ p < ∞ and ω ∈ Apλ, we have that if
f ∈ Lp((0, π), w(θ)dmλ(θ))
(2) Rkλf(θ) = lim
ε→0+
∫ π
0, |θ−ϕ|>ε
Rkλ(θ, ϕ)f(ϕ)dmλ(ϕ) + γkf(θ), a.e. θ ∈ (0, π),
where
Rkλ(θ, ϕ) =
1
Γ(k)
∫ 1
0
∂k
∂θk
Pλ(r, θ, ϕ)
(
log
1
r
)k−1
rλ−1dr, θ, ϕ ∈ (0, π),
and γk = 0, when k is odd, and γk = (−1)
k
2 , when k is even.
The complete proof of this theorem is presented in Section 2. It is a crucial point in the
proof the estimates established in Lemma 2.1 below. We prove in this lemma that in the local
region, that is, close to the diagonal {θ = ϕ}, the kernel Rkλ(θ, ϕ) differs from the kernel of
the k-th Euclidean Riesz transform by an integrable function. Also, we show that far from
the diagonal Rkλ(θ, ϕ) is bounded by Hardy type kernels.
Suppose that {Tε}ε>0 is a family of operators defined on Lp(Ω, µ), for some measure space
(Ω, µ) and 1 ≤ p < ∞, such that for every f ∈ Lp(Ω, µ) there exists limε→0+ Tεf(x), µ-a.e.
x ∈ Ω. It is an interesting question to measure the speed of that convergence. In order to
do this it is usual to analyze expressions involving differences like |Tεf − Tηf |, ε, η > 0. The
oscillation and variation operators defined as follows have been used for this purpose. The
oscillation operator associated with {Tε}ε>0 is defined by
O ({Tε}) (f)(x) =
( ∞∑
i=0
sup
ti+1≤εi+1<εi<ti
|Tεi+1f(x)− Tεif(x)|2
) 1
2
,
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for a fixed real sequence {ti}i∈N decreasing to zero. For every ρ > 2 the ρ-variation operator
for {Tε}ε>0 is given as follows
Vρ ({Tε}) (f)(x) = sup
{εi}i∈N
( ∞∑
i=0
|Tεi+1f(x)− Tεif(x)|ρ
) 1
ρ
,
where the supremum is taken over all real sequences {εi}i∈N decreasing to zero. These op-
erators appear in an ergodic context. In [3], [4] and [8] the Lp-boundedness properties for
the oscillation and variation operators were studied when Tε, ε > 0, represents the truncated
Hilbert and higher dimensional Riesz transform, and Euclidean Poisson semigroup (see also [6]
and the references therein). The corresponding results for the truncated ultraspherical Riesz
transform were established in [1, Theorem 8.3]. We also measure the speed of convergence in
(2) in terms of variation and oscillation operators for the corresponding truncated operators.
Next result is an extension of [1, Theorem 8.3] for the higher Riesz transform Rkλ.
Theorem 1.2. Let λ > 0 and k ∈ N. For every ε > 0 we define by Rkλ,ε the ε-truncation of
Rkλ as follows
Rkλ,ε(f)(θ) =
∫ π
0,|θ−ϕ|>ε
Rkλ(θ, ϕ)f(ϕ)dmλ(ϕ).
If {ti}i∈N is a real decreasing sequence that converges to zero, the oscillation operator O({Rkλ,ε})
is a bounded operator from Lp((0, π), dmλ(ϕ)) into itself, for every 1 < p < ∞, and from
L1((0, π), dmλ(ϕ)) to L
1,∞((0, π), dmλ(ϕ)). Also, for every ρ > 2, the variation operator
Vρ({Rkλ,ε}) is bounded from Lp((0, π), dmλ(ϕ)) into itself, for every 1 < p < ∞, and from
L1((0, π), dmλ(ϕ)) to L
1,∞((0, π), dmλ(ϕ)).
We remark that the representation of the k-th Riesz transform Rkλ as a principal value
integral operator will allow us to investigate weighted norm inequalities for Rkλ involving a
class of weights wider than the Muckenhoupt class considered in [2]. This question will be
studied in a forthcoming paper.
Troughout this paper by C we always denote a positive constant that can change from one
line to the other one and i, j represent nonnegative integers.
2. Proof of Theorem 1.1
In [2, Theorem 1.5] it was established that, for every k ∈ N, the k-th Riesz transform Rkλ
is a Caldero´n-Zygmund operator in the homogeneous type space ((0, π), |.|, dmλ(θ)). Then,
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according to [7, Theorem 9.4.5] the maximal operator Rkλ,∗ given by
Rkλ,∗(f) = sup
ε>0
|Rkλ,ε(f)|,
where Rkλ,ε is defined as in Theorem 1.2, is bounded from L
p((0, π), w(θ)dmλ(θ)) into itself,
when 1 < p <∞ and w ∈ Apλ, and from L1((0, π), w(θ)dmλ(θ)) into L1,∞((0, π), w(θ)dmλ(θ)),
when w ∈ A1λ. Suppose we have proved that, for every f ∈ C∞c (0, π), there exists the limit
(3) T kλ (f)(θ) = lim
ε→0+
∫ π
0, |θ−ϕ|>ε
Rkλ(θ, ϕ)f(ϕ)dmλ(ϕ), a.e. θ ∈ (0, π),
and that T kλ f = R
k
λf − γkf . Then, Lp-boundedness properties of the maximal operator Rkλ,∗
imply that the limit in (3) exists for almost all θ ∈ (0, π), for every f ∈ Lp((0, π), w(θ)dmλ(θ)),
1 ≤ p <∞, and w ∈ Apλ. Moreover, by defining T kλ in the obvious way on Lp((0, π),w(θ)dmλ(θ)),
1 ≤ p <∞, T kλ is a bounded operator from Lp((0, π), w(θ)dmλ(θ)) into itself, when 1 < p <∞
and w ∈ Apλ, and from L1((0, π), w(θ)dmλ(θ)) into L1,∞((0, π), w(θ)dmλ(θ)), when w ∈ A1λ.
Hence, by [2, Theorem 1.4], we conclude that, for each f ∈ Lp((0, π), w(θ)dmλ(θ)), 1 ≤ p <∞,
Rkλ(f)(θ) = lim
ε→0+
∫ π
0, |θ−ϕ|>ε
Rkλ(θ, ϕ)f(ϕ)dmλ(ϕ) + γkf(θ), a.e. θ ∈ (0, π),
and the proof of this theorem would be finished.
Let now f ∈ C∞c (0, π) and k ∈ N . We can write
L
− k
2
λ f(θ) =
∞∑
n=0
(n+ λ)−kaλn(f)
P λn (cos θ)
‖P λn (cos ·)‖L2((0,π),dmλ(θ))
, θ ∈ (0, π).
Then, since f ∈ C∞c (0, π), L
− k
2
λ f ∈ C∞(0, π) (see [9, (2.4) and (2.6)]). We will see that
dk
dθk
L
− k
2
λ f(θ) = lim
ε→0+
∫ π
0,|θ−ϕ|>ε
f(ϕ)Rkλ(θ, ϕ) dmλ(ϕ) + γkf(θ), a.e. θ ∈ (0, π),
where
Rkλ(θ, ϕ) =
∂k
∂θk
(
1
Γ(k)
∫ 1
0
rλ−1
(
log
1
r
)k−1
Pλ(r, θ, ϕ) dr
)
, θ, ϕ ∈ (0, π),
Pλ(r, θ, ϕ) =
λ
π
∫ π
0
(1− r2)(sin t)2λ−1
(1− 2r(cos θ cosϕ+ sin θ sinϕ cos t) + r2)λ+1dt, r ∈ (0, 1), θ, ϕ ∈ (0, π),
and γk = 0, when k is odd, and γk = (−1)
k
2 , when k is even.
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As in [2] we introduce the following useful notation:
σ = sin θ sinϕ, a = cos θ cosϕ+ σ cos t = cos(θ − ϕ)− σ(1− cos t),
b = ∂∂θa = − sin θ cosϕ+ cos θ sinϕ cos t = − sin(θ − ϕ)− cos θ sinϕ(1 − cos t),
∆r = 1− 2r cos(θ − ϕ) + r2 = (1− r)2 + 2r(1− cos(θ − ϕ)), ∆ = ∆1,
Dr = 1− 2ra+ r2 = ∆r + 2rσ(1− cos t).
We divide the proof in several steps.
Step 1. We prove in the following that for every ℓ = 0, . . . , k − 1,
(4)
dℓ
dθℓ
L
− k
2
λ f(θ) =
∫ π
0
f(ϕ)Rk,ℓλ (θ, ϕ) dmλ(ϕ), θ ∈ (0, π),
being
Rk,ℓλ (θ, ϕ) =
1
Γ(k)
∫ 1
0
rλ−1
(
log
1
r
)k−1 ∂ℓ
∂θℓ
Pλ(r, θ, ϕ) dr, θ, ϕ ∈ (0, π).
Let ℓ ∈ N, 0 ≤ ℓ ≤ k − 1. Our objective is to establish that
(5)
∣∣∣Rk,ℓλ (θ, ϕ)∣∣∣ ≤ C


(sinϕ)−2λ−1, (θ, ϕ) ∈ A1;
1
(sin θ sinϕ)λ
√
|θ − ϕ| , (θ, ϕ) ∈ A2, θ 6= ϕ;
(sin θ)−2λ−1, (θ, ϕ) ∈ A3;
where Ai, i = 1, 2, 3, are the sets in the next figure:
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Figure 1
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According to [2, Lemma 3.5] we have that
(6)
∂ℓ
∂θℓ
(
1
Dλ+1r
)
=
∑
s,i,j
cℓ,s,i,j
ri+jaibj
Dλ+1+sr
,
where cℓ,s,i,j 6= 0 only if
(7) s = 1, . . . , ℓ, j ≥ 2s− ℓ, and i+ j = s.
Moreover, by using the di Faa` di Bruno’s formula ([11, Theorem 2]), we can see that, for every
ℓ ∈ N, s = 1, ..., ℓ, and i+ j = s,
(8) cℓ,s,i,j = 2
sℓ!s!
∑ (−1)s+j+α(k1,...,kℓ)
k1! · · · kℓ!1!k12!k2 · · · ℓ!kℓ
,
where the sum is over all different solutions in nonnegative integers k1, ..., kℓ of the system
k1 + k2 + · · ·+ kℓ = s
k1 + 2k2 + ...+ ℓkℓ = ℓ∑
r par kr = i∑
r impar kr = j


and
α(k1, ..., kℓ) =
[ ℓ
2
]∑
r=2
(r − 1)(k2r−1 + k2r) +mℓ,
being mℓ = 0, if ℓ is even, and mℓ =
(ℓ−1)kℓ
2 , when ℓ is odd.
We define, for every s, i, j satisfying (7),
Mℓ,s,i,j(θ, ϕ) =
∫ 1
0
∫ π
0
ri+j+λ−1
(
log
1
r
)k−1
(1− r2)a
ibj(sin t)2λ−1
Dλ+1+sr
dtdr, θ, ϕ ∈ (0, π).
In order to obtain (5) it is then sufficient to see that
(9) |Mℓ,s,i,j(θ, ϕ)| ≤ C


(sinϕ)−2λ−1, (θ, ϕ) ∈ A1;
1
(sin θ sinϕ)λ
√
|θ − ϕ| , (θ, ϕ) ∈ A2, θ 6= ϕ;
(sin θ)−2λ−1, (θ, ϕ) ∈ A3;
for each s, i, j satisfying (7).
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Moreover, by the symmetry of the Figure 1 and since
Mℓ,s,i,j(π − θ, π − ϕ) = (−1)jMℓ,s,i,j(θ, ϕ), θ, ϕ ∈ (0, π),
when s, i, j are as in (7), we can assume that (θ, ϕ) ∈ (0, π2 )× (0, π).
Let us fix s, i, j verifying (7), θ ∈ (0, π2 ) and ϕ ∈ (0, π). By proceeding as in [2, Lemma 3.6],
and using that log 1r ∼ 1− r, as r → 1−, and Dr ≥ C, r ∈ (0, 12 ), we get
|Mℓ,s,i,j(θ, ϕ)| ≤
(∫ 1
2
0
∫ π
0
+
∫ 1
1
2
∫ π
0
)
ri+j+λ−1
(
log
1
r
)k−1
(1− r2) |a|
i|b|j(sin t)2λ−1
Dλ+1+sr
dtdr
≤ C
(∫ 1
2
0
rλ−1
(
log
1
r
)k−1
dr +
∫ 1
1
2
∫ π
0
(1− r)k |b|
j(sin t)2λ−1
Dλ+1+sr
dtdr
)
≤ C
(
1 +
∫ 1
1
2
∫ π
0
(1− r)k |b|
j(sin t)2λ−1
Dλ+1+sr
dtdr
)
.
It can be seen that, if (α, β) ∈ [0, π]× [0, π], z ∈ (0, 1) and α ≤ zβ, then there exists C > 0
such that sin(β−α) ≥ min{sin β, sin((1− z)β)} ≥ C sin β, and that, if (α, β) ∈ [0, π/2]× [0, π]
and α2 ≤ β ≤ 3α2 , then sin |β − α| ≤ sinα and sinα ∼ sinβ. These considerations allow us to
write
(10) |b|j ≤ C(| sin(θ − ϕ)|j + (sinϕ)j) ≤ C


| sin(θ − ϕ)|j , ϕ ≤ θ2 or ϕ ≥ 3θ2 ,
(sinϕ)j , θ2 ≤ ϕ ≤ 3θ2 .
Then, since 1− cosα ≥ (sinα)2/π, α ∈ [0, π], we obtain, when ϕ ≤ θ2 or ϕ ≥ 3θ2 ,
|Mℓ,s,i,j(θ, ϕ)| ≤ C
(
1 + (sin |θ − ϕ|)j
∫ 1
1
2
(1− r)k
∆λ+s+1r
dr
)
≤ C
(
1 + (sin |θ − ϕ|)j
∫ 1
1
2
(1− r)2s−j
(∆ + (1− r)2)λ+s+1 dr
)
≤ C
(
1 +
(sin |θ − ϕ|)j
∆λ+
j+1
2
∫ 1
2
√
∆
0
u2s−j
(1 + u2)λ+s+1
du
)
≤ C 1
(sin |θ − ϕ|)2λ+1(11)
≤ C


(sinϕ)−2λ−1, ϕ ≥ 3θ2 ,
(sin θ)−2λ−1, ϕ ≤ θ2 .
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Suppose now that θ2 ≤ ϕ ≤ 3θ2 , θ 6= ϕ. One can write
∫ 1
1
2
∫ π
0
(1− r)k |b|
j(sin t)2λ−1
Dλ+1+sr
dtdr
≤ C
(∫ 1
1
2
∫ π
0
(1− r)k (sin |θ − ϕ|)
j(sin t)2λ−1
Dλ+1+sr
dtdr
+
∫ 1
1
2
∫ π
2
0
(1− r)k (sinϕ(1 − cos t))
j(sin t)2λ−1
Dλ+1+sr
dtdr
+
∫ 1
1
2
∫ π
π
2
(1− r)k (sinϕ)
j(sin t)2λ−1
Dλ+1+sr
dtdr
)
=
3∑
β=1
Iβ(θ, ϕ).
We analyze the first integral. By making two changes of variables, as in [2, p. 1235], and by
taking into account that 2s− j ≤ ℓ ≤ k− 1 and that ∆ = 2(1− cos(θ− ϕ)) ∼ (sin |θ −ϕ|)2 ∼
(θ − ϕ)2 we get
I1(θ, ϕ) ≤ C(sin |θ − ϕ|)j
∫ 1
1
2
(1− r)k
∫ π
0
(sin t)2λ−1
(∆r + 2rσ(1− cos t))λ+1+s dtdr
≤ C(sin |θ − ϕ|)j
∫ 1
1
2
(1− r)k
∫ π
2
0
(sin t)2λ−1
(∆r + 2rσ(1− cos t))λ+1+s dtdr
≤ C(sin |θ − ϕ|)j
∫ 1
1
2
(1− r)k
∫ π
2
0
t2λ−1
(∆r + σt2)λ+1+s
dtdr
≤ C(sin |θ − ϕ|)j
∫ 1
1
2
(1− r)k
∆λ+s+1r
(√∆r
σ
)2λ ∫ π2√ σ∆r
0
u2λ−1
(1 + u2)λ+s+1
dudr
≤ C (sin |θ − ϕ|)
j
σλ
∫ 1
1
2
(1− r)k
∆1+sr
dr
≤ C (sin |θ − ϕ|)
j
σλ
∫ 1
1
2
(1− r)2s−j+1/2
(∆ + (1− r)2)1+s dr
≤ C (sin |θ − ϕ|)
j(
√
∆)2s−j+3/2
σλ∆1+s
∫ 1
2
√
∆
0
u2s−j+1/2
(1 + u2)1+s
du
≤ C (sin |θ − ϕ|)
j
σλ∆
1
4
+ j
2
∫ ∞
0
u2s−j+1/2
(1 + u2)1+s
du
≤ C 1
σλ
√|θ − ϕ| .
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For the second integral we write
I2(θ, ϕ) ≤ C(sinϕ)j
∫ 1
1
2
(1− r)k
∫ π
2
0
t2λ+2j−1
(∆r + σt2)λ+1+s
dtdr
≤ C(sinϕ)j
∫ 1
1
2
(1− r)k
∫ π
2
0
t2λ+j−1
(∆r + σt2)λ+1+s
dtdr
≤ C (sinϕ)
j
σλ+
j
2
∫ 1
1
2
(1− r)k
∆
1+s− j
2
r
dr
≤ C (sinϕ)
j
σλ+
j
2
∫ 1
1
2
(1− r)2s−j+ 12
(∆ + (1− r)2)1+s− j2
dr
≤ C (sinϕ)
j(
√
∆)2s−j+
3
2
σλ+
j
2∆1+s−
j
2
∫ 1
2
√
∆
0
u2s−j+
1
2
(1 + u2)1+s−
j
2
du
≤ C (sinϕ)
j
σλ+
j
2∆
1
4
≤ C 1
σλ
√
|θ − ϕ| ,
because sin θ ∼ sinϕ. Finally it has
I3(θ, ϕ) ≤ C(sinϕ)j
∫ 1
1
2
∫ π
π
2
(1− r)k (sin t)
2λ−1
(∆r + σ)λ+1+s
dtdr
≤ C (sinϕ)
j
σλ+
j
2
∫ 1
1
2
(1− r)k
∆
1+s− j
2
r
dr ≤ C 1
σλ
√
|θ − ϕ| .
Then we conclude that if θ2 ≤ ϕ ≤ 3θ2 , θ 6= ϕ,
|Mℓ,s,i,j(θ, ϕ)| ≤ C
(
1 +
∫ 1
1
2
∫ π
0
(1− r)k |b|
j(sin t)2λ−1
Dλ+1+sr
dtdr
)
≤ C 1
σλ
√
|θ − ϕ| ,
that, jointly with (11), gives (9).
We have proved that the integral in (4) is absolutely convergent. By analyzing carefully the
above estimates we can also see that, for every ℓ = 0, 1, ..., k − 2, Rk,ℓλ is a continuous function
on (0, π)× (0, π). Then, we conclude (4), for every ℓ = 0, 1, ..., k−1. Note that when ℓ = k−1
to prove (4) we need to use distributional arguments (see Lemma 4.2 in Appendix).
Step 2. We now study the kernel
Rkλ(θ, ϕ) =
λ
πΓ(k)
∂k
∂θk
[∫ 1
0
rλ−1
(
log
1
r
)k−1
(1− r2)
∫ π
0
(sin t)2λ−1
Dλ+1r
dtdr
]
,
for θ, ϕ ∈ (0, π). We get estimates which are better than the ones obtained in (5).
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Lemma 2.1. Let λ > 0 and k ∈ N. Then,
Rkλ(θ, ϕ) =


O((sinϕ)−(2λ+1)), (θ, ϕ) ∈ A1;
Rk(θ, ϕ)
(sin θ sinϕ)λ
+O
(
1
(sinϕ)2λ+1
(
1 +
√
sinϕ
|θ − ϕ|
))
, (θ, ϕ) ∈ A2, θ 6= ϕ;
O((sin θ)−(2λ+1)), (θ, ϕ) ∈ A3;
where
Rk(θ, ϕ) =
1
2πΓ(k)
∂k
∂θk
∫ 1
0
(
log
1
r
)k−1( 1− r2
1− 2r cos(θ − ϕ) + r2 − 1
)
dr
r
.
Proof. Since Rkλ(θ, ϕ) = (−1)kRkλ(π − θ, π − ϕ) and Rk(θ, ϕ) = (−1)kRk(π − θ, π − ϕ), θ, ϕ ∈
(0, π), we can assume (θ, ϕ) ∈ (0, π2 )× (0, π).
When (θ, ϕ) ∈ A1 ∪A3, we can argue as in the proof of (11), for ℓ = k, and thus we get
|Rkλ(θ, ϕ)| =
∣∣∣ λ
πΓ(k)
∑
s=1,...,k
j≥2s−k
i+j=s
ck,s,i,jMk,s,i,j(θ, ϕ)
∣∣∣ ≤ C


(sinϕ)−2λ−1, ϕ ≥ 3θ2 ,
(sin θ)−2λ−1, ϕ ≤ θ2 .
We now consider θ2 ≤ ϕ ≤ 3θ2 and ϕ 6= θ. First we write
Rkλ(θ, ϕ) =
λ
πΓ(k)
[∫ 1
0
∫ π
π
2
+
∫ 1−√σ
2
0
∫ π
2
0
+
∫ 1
1−
√
σ
2
∫ π
2
0
]
rλ−1
(
log
1
r
)k−1
(1− r2)
× ∂
k
∂θk
(sin t)2λ−1
Dλ+1r
dtdr
=
λ
πΓ(k)
[Ik,1λ (θ, ϕ) + I
k,2
λ (θ, ϕ) + I
k,3
λ (θ, ϕ)].(12)
Let us decompose Ik,3λ (θ, ϕ) as follows,
Ik,3λ (θ, ϕ) =
∫ 1
1−
√
σ
2
rλ−1
(
log
1
r
)k−1
(1− r2) ∂
k
∂θk
∫ π
2
0
(
(sin t)2λ−1
Dλ+1r
− t
2λ−1
(∆r + rσt2)λ+1
)
dtdr
+
∫ 1
1−
√
σ
2
rλ−1
(
log
1
r
)k−1
(1− r2) ∂
k
∂θk
∫ π
2
0
t2λ−1
(∆r + rσt2)λ+1
dtdr
= Jkλ (θ, ϕ) +K
k
λ(θ, ϕ).(13)
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Moreover, we observe that by making the change of variable u =
√
rσ
∆r
t,
∫ π
2
0
t2λ−1
(∆r + rσt2)λ+1
dt =
(∫ ∞
0
−
∫ ∞
π
2
)
t2λ−1
(∆r + rσt2)λ+1
dt
=
1
(rσ)λ∆r
∫ ∞
0
u2λ−1
(1 + u2)λ+1
du−
∫ ∞
π
2
t2λ−1
(∆r + rσt2)λ+1
dt
=
1
2λ(rσ)λ∆r
−
∫ ∞
π
2
t2λ−1
(∆r + rσt2)λ+1
dt, r ∈ (0, 1).
Then, Leibniz’s rule leads to
Kkλ(θ, ϕ) =
1
2λ
[∫ 1
1−
√
σ
2
(
log
1
r
)k−1 ∂k
∂θk
( 1
σλ
(1− r2)
∆r
)dr
r
]
−
∫ 1
1−
√
σ
2
rλ−1
(
log
1
r
)k−1
(1− r2) ∂
k
∂θk
∫ ∞
π
2
t2λ−1
(∆r + rσt2)λ+1
dtdr
=
1
2λσλ
[∫ 1
1−
√
σ
2
(
log
1
r
)k−1 ∂k
∂θk
(1− r2)
∆r
dr
r
]
+
1
2λ
k−1∑
n=0
(
k
n
)
∂k−n
∂θk−n
(
1
σλ
)[∫ 1
1−
√
σ
2
(
log
1
r
)k−1 ∂n
∂θn
(1− r2)
∆r
dr
r
]
−
∫ 1
1−
√
σ
2
rλ−1
(
log
1
r
)k−1
(1− r2) ∂
k
∂θk
∫ ∞
π
2
t2λ−1
(∆r + rσt2)λ+1
dtdr.
We observe that
(14) Kkλ(θ, ϕ) =
πΓ(k)
λσλ
Rk(θ, ϕ) +
3∑
β=1
Kk,βλ (θ, ϕ),
where
Kk,1λ (θ, ϕ) = −
1
2λσλ
[∫ 1−√σ
2
0
(
log
1
r
)k−1 ∂k
∂θk
(1− r2)
∆r
dr
r
]
,
Kk,2λ (θ, ϕ) =
1
2λ
k−1∑
n=0
(
k
n
)
∂k−n
∂θk−n
(
1
σλ
)[∫ 1
1−
√
σ
2
(
log
1
r
)k−1 ∂n
∂θn
(1− r2)
∆r
dr
r
]
,
and
Kk,3λ (θ, ϕ) = −
∫ 1
1−
√
σ
2
rλ−1
(
log
1
r
)k−1
(1− r2) ∂
k
∂θk
∫ ∞
π
2
t2λ−1
(∆r + rσt2)λ+1
dtdr.
Thus, according to (12), (13) and (14), to establish our result we must analyze Ik,βλ (θ, ϕ),
β = 1, 2, Jkλ (θ, ϕ) and K
k,β
λ (θ, ϕ), β = 1, 2, 3.
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Let us consider first Ik,1λ (θ, ϕ). We will see that
(15) |Ik,1λ (θ, ϕ)| ≤
C
(sinϕ)2λ+1
(
1 +
√
sinϕ
|θ − ϕ|
)
.
Let s = 1, . . . , k, j ≥ 2s− k and i+ j = s. We define
Ik,1λ,s,i,j(θ, ϕ) =
∫ 1
0
ri+j+λ−1
(
log
1
r
)k−1
(1− r2)
∫ π
π
2
aibj(sin t)2λ−1
Dλ+s+1r
dtdr.
According to (6) it is then sufficient to obtain (15) when Ik,1λ,s,i,j(θ, ϕ) replaces to I
k,1
λ (θ, ϕ).
By proceeding as in Step 1, using (10), since Dr ≥ C, for 0 < r < 12 , and Dr ≥ (∆r + σ), for
1
2 < r < 1 and t ∈ (π2 , π), it has
|Ik,1λ,s,i,j(θ, ϕ)| ≤ C
∫ 1
0
rλ−1
(
log
1
r
)k−1
(1− r2)
∫ π
π
2
|b|j(sin t)2λ−1
Dλ+s+1r
dtdr
≤ C
(
1 + (sinϕ)j
∫ 1
1
2
(1− r)k
(∆r + σ)λ+s+1
dr
)
≤ C
(
1 +
(sinϕ)j
σλ+
1
4
+ j
2
∫ 1
1
2
(1− r)2s−j
∆
s+ 3
4
− j
2
r
dr
)
≤ C
(
1 +
1
σλ+
1
4∆
1
4
∫ ∞
0
u2s−j
(1 + u2)s+
3
4
− j
2
du
)
≤ C
(
1 +
1
(sinϕ)2λ+
1
2
√
|θ − ϕ|
)
≤ C
(sinϕ)2λ+1
(
1 +
√
sinϕ
|θ − ϕ|
)
.
For Ik,2λ (θ, ϕ) we proceed in a similar way. Consider s = 1, . . . , k, j ≥ 2s− k, and i+ j = s,
and
Ik,2λ,s,i,j(θ, ϕ) =
∫ 1−√σ
2
0
ri+j+λ−1
(
log
1
r
)k−1
(1− r2)
∫ π
2
0
aibj(sin t)2λ−1
Dλ+s+1r
dtdr.
We have that
|Ik,2λ,s,i,j(θ, ϕ)| ≤ C
(∫ 1
2
0
rλ−1
(
log
1
r
)k−1
dr + (sinϕ)j
∫ 1−√σ
2
1
2
(1− r)k
∆λ+s+1r
dr
)
≤ C
(
1 + (sinϕ)j
∫ 1−√σ
2
1
2
(1− r)2s−j
(1− r)2λ+2s+2 dr
)
≤ C
(sinϕ)2λ+1
.
Hence,
(16) |Ik,2λ (θ, ϕ)| ≤
C
(sinϕ)2λ+1
.
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To estimate Jkλ (θ, ϕ) (see (13)), we write
Jkλ (θ, ϕ) = J
k,1
λ (θ, ϕ) + J
k,2
λ (θ, ϕ),
where
Jk,1λ (θ, ϕ) =
∫ 1
1−
√
σ
2
rλ−1
(
log
1
r
)k−1
(1− r2) ∂
k
∂θk
∫ π
2
0
(sin t)2λ−1 − t2λ−1
Dλ+1r
dtdr,
and
Jk,2λ (θ, ϕ) =
∫ 1
1−
√
σ
2
rλ−1
(
log
1
r
)k−1
(1− r2) ∂
k
∂θk
∫ π
2
0
t2λ−1
(
1
Dλ+1r
− 1
(∆r + rσt2)λ+1
)
dtdr.
To analyze Jk,1λ (θ, ϕ) assume, as above, s = 1, ..., k, j ≥ 2s− k, and i+ j = s and consider
Jk,1λ,s,i,j(θ, ϕ) =
∫ 1
1−
√
σ
2
ri+j+λ−1
(
log
1
r
)k−1
(1− r2)
∫ π
2
0
aibj [(sin t)2λ−1 − t2λ−1]
Dλ+s+1r
dtdr.
By using the mean value theorem and that |b|j ≤ C(|θ − ϕ|j + (t2 sinϕ)j), t ∈ (0, π2 ), we
have
|Jk,1λ,s,i,j(θ, ϕ)| ≤ C
∫ 1
1−
√
σ
2
(1− r)k
∫ π
2
0
|b|jt2λ+1
Dλ+s+1r
dtdr(17)
≤ C
∫ 1
1−
√
σ
2
(1− r)k
∫ π
2
0
[|θ − ϕ|j + (t2 sinϕ)j ]t2λ+1
(∆r + σt2)λ+s+1
dtdr
= C(Jk,1,1λ,s,i,j(θ, ϕ) + J
k,1,2
λ,s,i,j(θ, ϕ)).
We can obtain for each term in the last sum the following estimates. Firstly,
|Jk,1,1λ,s,i,j(θ, ϕ)| ≤ C
|θ − ϕ|j
σλ+1
∫ 1
1−
√
σ
2
(1− r)k
∆sr
∫ π
2
√
σ
∆r
0
u2λ+1
(1 + u2)λ+s+1
dudr
≤ C |θ − ϕ|
j
σλ+1
∫ 1
1−
√
σ
2
(1− r)k
(∆ + (1− r)2)s− j2+ j2
dr
≤ C 1
σλ+1
∫ 1
1−
√
σ
2
(1− r)k−2s+jdr ≤ Cσ
k+j
2
−s
σλ+
1
2
≤ C
(sinϕ)2λ+1
.
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We also have
|Jk,1,2λ,s,i,j(θ, ϕ)| ≤ C(sinϕ)j
∫ 1
1−
√
σ
2
(1− r)k
∫ π
2
0
t2λ+2j+1
((1− r)2 + σt2)λ+s+1 dtdr
≤ C (sinϕ)
j
σλ+
j
2
+ 3
4
∫ 1
1−
√
σ
2
(1− r)k−2s+j− 12 dr
∫ π
2
0
tj−
1
2dt
≤ Cσ
k+j
2
−s
σλ+
1
2
≤ C
(sinϕ)2λ+1
.
Thus we get by (6)
(18) |Jk,1λ (θ, ϕ)| ≤
C
(sinϕ)2λ+1
.
In the same way, and according to (6), to see the estimate for Jk,2λ (θ, ϕ) we analyze
Jk,2λ,s,i,j(θ, ϕ) =
∫ 1
1−
√
σ
2
rλ+i+j−1
(
log
1
r
)k−1
(1− r2)
×
∫ π
2
0
t2λ−1
(
aibj
Dλ+s+1r
− A
iBj
(∆r + rσt2)λ+s+1
)
dtdr,
for every s = 1, ..., k, j ≥ 2s− k, and i+ j = s. Here A = cos(θ − ϕ)− σt22 and B = ∂A∂θ .
By using the mean value theorem we obtain, for t ∈ (0, π2 ),∣∣∣∣ aibjDλ+s+1r −
AiBj
(∆r + rσt2)λ+s+1
∣∣∣∣
≤
∣∣∣∣aibj
(
1
Dλ+s+1r
− 1
(∆r + rσt2)λ+s+1
)∣∣∣∣+
∣∣∣∣(ai −Ai)bj +Ai(bj −Bj)(∆r + rσt2)λ+s+1
∣∣∣∣
≤ C
( |b|jσt4
(∆r + rσt2)λ+s+2
+
|b|j−1√σt4
(∆r + rσt2)λ+s+1
)
≤ C
( |b|jt2
(∆r + σt2)λ+s+1
+
|b|j−1√σt3
(∆r + σt2)λ+s+1
)
,
where the second term in the two last sums does not appear when j = 0. Then, we write
|Jk,2λ,s,i,j(θ, ϕ)| ≤ C(Jk,2,1λ,s,i,j(θ, ϕ) + Jk,2,2λ,s,i,j(θ, ϕ)),
where
Jk,2,1λ,s,i,j(θ, ϕ) =
∫ 1
1−
√
σ
2
(1− r)k
∫ π
2
0
|b|jt2λ+1
(∆r + σt2)λ+s+1
dtdr,
and
Jk,2,2λ,s,i,j(θ, ϕ) =
√
σ
∫ 1
1−
√
σ
2
(1− r)k
∫ π
2
0
|b|j−1t2λ+2
(∆r + σt2)λ+s+1
dtdr, when j ≥ 1.
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We observe that Jk,2,1λ,s,i,j(θ, ϕ) was already analyzed in (17). On the other hand, when j ≥ 1,
we can use that |b|j−1 ≤ C(|θ − ϕ|j−1 + (t2 sinϕ)j−1), t ∈ (0, π2 ), and proceed as in the
estimation of (17) to study Jk,2,2λ,s,i,j. Thus we get that
(19) |Jk,2λ (θ, ϕ)| ≤
C
(sinϕ)2λ+1
.
By combining (18) and (19) we conclude that
(20) |Jkλ (θ, ϕ)| ≤
C
(sinϕ)2λ+1
.
Finally we deal with Kk,βλ (θ, ϕ), β = 1, 2, 3 (see (14)).
By invoking (6) with t = 0 and λ = 0, it has that
∂ℓ
∂θℓ
(
1
∆r
)
=
∑
s,i,j
cℓ,s,i,j
ri+j(cos(θ − ϕ))i(− sin(θ − ϕ))j
∆1+sr
, ℓ ∈ N,
where cℓ,s,i,j 6= 0 only if s = 1, ..., ℓ, j ≥ 2s − ℓ and i+ j = s.
Also, for every n = 0, ..., k − 1,
(21)
∣∣∣∣ ∂k−n∂θk−n
( 1
σλ
)∣∣∣∣ ≤ C(sin θ)−λ−k+n(sinϕ)−λ ≤ Cσ−λ− k−n2 .
Hence, by proceeding as above, to estimate Kk,βλ (θ, ϕ), β = 1, 2, 3, it is sufficient to study
the following integrals:
Kk,1λ,s,i,j(θ, ϕ) =
1
σλ
∫ 1−√σ
2
0
ri+j−1
(
log
1
r
)k−1 (1− r2)(cos(θ − ϕ))i(− sin(θ − ϕ))j
∆s+1r
dr,
when s = 1, ..., k, j ≥ 2s− k and i+ j = s;
Kk,2,0λ (θ, ϕ) = σ
−k/2−λ
∫ 1
1−
√
σ
2
(
log
1
r
)k−1 (1− r2)
∆r
dr
r
;
Kk,2,nλ,s,i,j(θ, ϕ) =
∂k−n
∂θk−n
( 1
σλ
) ∫ 1
1−
√
σ
2
ri+j−1
(
log
1
r
)k−1 (1− r2)(cos(θ − ϕ))i(− sin(θ − ϕ))j
∆s+1r
dr,
for each n = 1, ..., k − 1, s = 1, ..., n, j ≥ 2s− n, and i+ j = s; and
Kk,3λ,s,i,j(θ, ϕ) =
∫ 1
1−
√
σ
2
ri+j+λ−1
(
log
1
r
)k−1
(1− r2)
∫ ∞
π
2
AiBjt2λ−1
(∆r + rσt2)λ+s+1
dtdr,
when s = 1, ..., k, j ≥ 2s−k, and i+ j = s. Here, as before, A = cos(θ−ϕ)− σt22 and B = ∂A∂θ .
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Consider s = 1, ..., k, j ≥ 2s− k, and i+ j = s. We can write
|Kk,1λ,s,i,j(θ, ϕ)| ≤ C
1
σλ
(∫ 1
2
0
ri+j−1
(
log
1
r
)k−1
dr +
∫ 1−√σ
2
1
2
(1− r)k|θ − ϕ|j
(∆ + (1− r)2)s+1dr
)
≤ C 1
σλ
(
1 +
|θ − ϕ|j
∆
j
2
∫ 1−√σ
2
1
2
(1− r)k−2s+j−2dr
)
≤ C 1
σλ
(
1 +
σ
k+j
2
−s
√
σ
)
≤ C
(sinϕ)2λ+1
.
On the other hand, by using (21), for each n = 1, ..., k − 1, s = 1, ..., n, j ≥ 2s − n, and
i+ j = s, we obtain
|Kk,2,nλ,s,i,j(θ, ϕ)| ≤ C
|θ − ϕ|j
σλ+
k−n
2
∫ 1
1−
√
σ
2
(1− r)k
(∆ + (1− r)2)s+1dr
≤ C |θ − ϕ|
j
σλ+
k−n
2 ∆
j
2
+ 1
4
∫ 1
1−
√
σ
2
(1− r)k−2s+j− 32 dr
≤ C σ
n+j
2
−s
σλ+
1
4∆
1
4
≤ C
(sinϕ)2λ+1
√
sinϕ
|θ − ϕ| .
In a similar way we obtain
|Kk,2,0λ (θ, ϕ)| ≤
C
(sinϕ)2λ+1
√
sinϕ
|θ − ϕ| .
Finally, assume s = 1, . . . , k, j ≥ 2s − k, and i + j = s. By taking into account that
|B|j ≤ C(t2 sinϕ)j and |A|i ≤ C(1 + σit2i), t ≥ π2 , and the last formula in [10, p. 37], we
obtain
Kk,3λ,s,i,j(θ, ϕ) ≤ C
∫ 1
1−
√
σ
2
(1− r)k
∫ ∞
π
2
|A|i|B|jt2λ−1
(∆r + σt2)λ+s+1
dtdr
≤ C (sinϕ)
j
σλ+j
(∫ 1
1−
√
σ
2
(1− r)k
∆s+1−jr
∫ ∞
π
2
√
σ
∆r
u2λ+2j−1
(1 + u2)λ+s+1
dudr
+
∫ 1
1−
√
σ
2
(1− r)k
∆r
∫ ∞
π
2
√
σ
∆r
u2λ+2j+2i−1
(1 + u2)λ+s+1
dudr
)
≤ C (sinϕ)
j
σλ+j+1
(∫ 1
1−
√
σ
2
(1− r)k
(∆ + (1− r)2)s−j dr +
∫ 1
1−
√
σ
2
(1− r)kdr
)
≤ C (sinϕ)
j
σλ+j+1
∫ 1
1−
√
σ
2
(1− r)k−2s+2jdr ≤ C (sinϕ)
jσ
k+j
2
−s
σλ+
j
2
+ 1
2
≤ C
(sinϕ)2λ+1
.
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Thus, we have obtained that
(22)
3∑
β=1
|Kk,βλ (θ, ϕ)| ≤
C
(sinϕ)2λ+1
(
1 +
√
sinϕ
|θ − ϕ|
)
.
By considering (12), (13), (14) and the estimations (15), (16), (20) and (22) we conclude
that, when θ2 ≤ ϕ ≤ 3θ2 , θ 6= ϕ,∣∣∣∣Rkλ(θ, ϕ)− Rk(θ, ϕ)σλ
∣∣∣∣ ≤ C(sinϕ)2λ+1
(
1 +
√
sinϕ
|θ − ϕ|
)
,
and the proof of Lemma 2.1 is finished. 
Step 3. We now establish that the k-th Riesz transform in the circle is a principal value
integral operator, that is,
(23)
dk
dθk
∫ π
0
f(ϕ)
∫ 1
0
(
log
1
r
)k−1( 1− r2
1− 2r cos(θ − ϕ) + r2 − 1
)
dr
r
dϕ
= 2πΓ(k) lim
ε→0+
∫ π
0,|θ−ϕ|>ε
f(ϕ)Rk(θ, ϕ)dϕ + βkf(θ),
for every θ ∈ (0, π), and where βk = 0 when k is odd, and βk = 2π(−1)
k
2Γ(k), when k is even.
Let us consider the function
Hk(ω) =
∫ 1
0
(
log
1
r
)k−1 ∂k−1
∂ωk−1
(
1− r2
1− 2r cosω + r2 − 1
)
dr
r
, ω ∈ R \ {2kπ : k ∈ Z}.
Firstly we are going to analyze the behavior of Hk(w) when w → 0+. We have that
H1(w) =
∫ 1
0
(
1− r2
1− 2r cosw + r2 − 1
)
dr
r
= − log(2(1− cosw)), w ∈ R \ {2kπ : k ∈ Z}.
Then, lim
w→0
wH1(w) = 0.
Assume that k ∈ N, k ≥ 2. According to (6), it has
Hk(w) =
∑
s=1,...,k−1
j≥2s−k+1
i+j=s
ck−1,s,i,j
(∫ 1
2
0
+
∫ 1
1
2
)
ri+j(cosw)i(− sinw)j
(1− 2r cosw + r2)s+1 (1− r
2)
(
log
1
r
)k−1 dr
r
=
∑
s=1,...,k−1
j≥2s−k+1
i+j=s
ck−1,s,i,j
(
I0k,s,i,j(w) + I
1
k,s,i,j(w)
)
, w ∈ R \ {2kπ : k ∈ Z}.
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Let s = 1, . . . , k − 1, i+ j = s, j ≥ 2s − k + 1. By using the dominated convergence theorem
we obtain
lim
w→0
I0k,s,i,j(w) =


0, j ≥ 1;∫ 1/2
0
(
log
1
r
)k−1 (1− r2)rs−1
(1− r)2(s+1) dr, j = 0;
and, when 2s− k + 1 < 0,
lim
w→0
I1k,s,i,j(w) =


0, j ≥ 1;∫ 1
1/2
(
log
1
r
)k−1 (1− r2)rs−1
(1− r)2(s+1) dr, j = 0.
Assume now 2s− k + 1 ≥ 0. We have that
∣∣I1k,s,i,j(w)∣∣ ≤ C|w|j+k−2s−1
∫ 1
2|w|
0
uk
(1 + u2)s+1
du ≤ C|w|j+k−2s− 32 , w ∈ (−π, π) \ {0}.
Then,
lim
w→0
wI1k,s,i,j(w) = 0,
and if j > 2s − k + 1,
lim
w→0
I1k,s,i,j(w) = 0.
Also, if j = 2s − k + 1 > 0 (as will be the case if k is even), by using mean value theorem
it follows
lim
w→0+
I1k,s,i,j(w) = −2 lim
w→0+
(
sinw
w
)2s−k+1 ∫ 1
2w
0
uk
(1 + u2)s+1
du
= −2
∫ ∞
0
uk
(1 + u2)s+1
du = −B
(k + 1
2
, s − k − 1
2
)
,
where B(x, y), x, y > 0, represents the Beta Euler’s function.
By combining the above estimates we conclude that lim
w→0
wHk(w) = 0, when k is odd.
Assume now that k is even. In this case we obtain that
lim
w→0+
Hk(w) =
k
2
−1∑
s=1
ck−1,s,s,0
∫ 1
0
(
log
1
r
)k−1 (1− r2)rs−1
(1− r)2(s+1) dr
−
k−1∑
s= k
2
ck−1,s,k−s−1,2s−k+1B
(k + 1
2
, s− k − 1
2
)
.
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By taking into account (8) and the duplication formula for the Gamma Euler’s function,
we can write
lim
w→0+
Hk(w) = −
k−1∑
s= k
2
(−1)s+1(k − 1)!s!
2k−2s−1(2s − k + 1)!(k − s− 1)!B
(k + 1
2
, s− k − 1
2
)
=
π(Γ(k))2
2k−2Γ(k2 )
k−1∑
s= k
2
(−1)s
(2s − k + 1)(k − s− 1)!(s − k2 )!
=
(−1)k2 π(Γ(k))2
2k−2(Γ(k2 ))
2
k
2
−1∑
r=0
(−1)r
(k
2 − 1
r
)
1
2r + 1
=
(−1)k2 π(Γ(k))2
2k−2(Γ(k2 ))
2
∫ 1
0
(1− t2)k2−1dt = (−1)k2 πΓ(k).
By proceeding as in Step 1 we can see that
dk−1
dθk−1
∫ π
0
f(ϕ)
∫ 1
0
(
log
1
r
)k−1( 1− r2
1− 2r cos(θ − ϕ) + r2 − 1
)
dr
r
dϕ
=
∫ π
0
f(ϕ)
∫ 1
0
(
log
1
r
)k−1 ∂k−1
∂θk−1
(
1− r2
1− 2r cos(θ − ϕ) + r2 − 1
)
dr
r
dϕ, θ ∈ (0, π).(24)
It is clear that
dk−1
dθk−1
∫ π
0
f(ϕ)
∫ 1
0
(
log
1
r
)k−1( 1− r2
1− 2r cos(θ − ϕ) + r2 − 1
)
dr
r
dϕ
=
∫ π
−π
f˜(ϕ)Hk(θ − ϕ) dϕ, θ ∈ (0, π),
where f˜(ϕ) =

 f(ϕ), ϕ ∈ [0, π)0, ϕ ∈ (−π, 0) , and f˜(ϕ) = f˜(ϕ+ 2π), ϕ ∈ R.
Also, since Hk ∈ L1(−π, π), we have that,
d
dθ
∫ π
−π
f˜(ϕ)Hk(θ − ϕ)dϕ = ∂
∂θ
∫ π
−π
f˜(θ − u)Hk(u)du =
∫ π
−π
∂
∂θ
f˜(θ − u)Hk(u)du
= − lim
ε→0+
∫ π
−π,|u|>ε
d
du
[f˜(θ − u)]Hk(u)du
= − lim
ε→0+
(
f˜(θ − u)Hk(u)
]π
ε
−
∫ π
ε
f˜(θ − u) d
du
Hk(u)du
+ f˜(θ − u)Hk(u)
]−ε
−π
−
∫ −ε
−π
f˜(θ − u) d
du
Hk(u)du
)
= − lim
ε→0+
(
f˜(θ − π)Hk(π)− f˜(θ − ε)Hk(ε) + f˜(θ + ε)Hk(−ε)
− f˜(θ + π)Hk(−π)−
∫ π
−π,|u|>ε
f˜(θ − u) d
du
Hk(u)du
)
, θ ∈ (0, π).
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Since the function Hk is even when k is odd and Hk is odd when k is even, we conclude that
d
dθ
∫ π
0
f(ϕ)Hk(θ − ϕ)dϕ = lim
ε→0+
∫ π
−π,|θ−ϕ|>ε
f˜(ϕ)
(
d
du
Hk
)
(θ − ϕ)dϕ
− lim
ε→0+
(f(θ + ε)− f(θ − ε))Hk(ε) = lim
ε→0+
∫ π
0,|θ−ϕ|>ε
f(ϕ)
∂
∂θ
Hk(θ − ϕ)dϕ, θ ∈ (0, π),
when k is odd, and
d
dθ
∫ π
0
f(ϕ)Hk(θ − ϕ)dϕ
= lim
ε→0+
(f(θ + ε) + f(θ − ε))Hk(ε) + lim
ε→0+
∫ π
0,|θ−ϕ|>ε
f(ϕ)
∂
∂θ
Hk(θ − ϕ)dϕ
= 2f(θ)(−1)k2 πΓ(k) + lim
ε→0+
∫ π
0,|θ−ϕ|>ε
f(ϕ)
∂
∂θ
Hk(θ − ϕ)dϕ, θ ∈ (0, π),
when k is even.
Step 4. We now finish the proof of Theorem 1.1. We firstly write, according to (4),
dk−1
dθk−1
L
− k
2
λ f(θ) =
∫ π
0
f(ϕ)Rk,k−1λ (θ, ϕ)dmλ(ϕ) =
∫ π
0
f(ϕ)
Rk,k−1(θ, ϕ)
(sin θ sinϕ)λ
dmλ(ϕ)
+
∫ π
0
f(ϕ)
(
Rk,k−1λ (θ, ϕ)−
Rk,k−1(θ, ϕ)
(sin θ sinϕ)λ
)
dmλ(ϕ), θ ∈ (0, π),
where, for every θ, ϕ ∈ (0, π),
Rk,k−1(θ, ϕ) =
1
2πΓ(k)
∫ 1
0
(
log
1
r
)k−1 ∂k−1
∂θk−1
(
1− r2
1− 2r cos(θ − ϕ) + r2 − 1
)
dr
r
.
Moreover, by (23) and (24) we have, for every θ ∈ (0, π),
(25)
d
dθ
∫ π
0
f(ϕ)
Rk,k−1(θ, ϕ)
(sin θ sinϕ)λ
dmλ(ϕ) =
1
2πΓ(k)
d
dθ
(
1
(sin θ)λ
× d
k−1
dθk−1
∫ π
0
f(ϕ)
(sinϕ)λ
∫ 1
0
(
log
1
r
)k−1( 1− r2
1− 2r cos(θ − ϕ) + r2 − 1
)
dr
r
dmλ(ϕ)
)
= − λ cos θ
(sin θ)λ+1
∫ π
0
f(ϕ)
(sinϕ)λ
Rk,k−1(θ, ϕ)dmλ(ϕ) +
1
2πΓ(k)
1
(sin θ)λ
× d
k
dθk
∫ π
0
f(ϕ)
(sinϕ)λ
∫ 1
0
(
log
1
r
)k−1( 1− r2
1− 2r cos(θ − ϕ) + r2 − 1
)
dr
r
dmλ(ϕ)
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= − λ cos θ
(sin θ)λ+1
∫ π
0
f(ϕ)
(sinϕ)λ
Rk,k−1(θ, ϕ)dmλ(ϕ)
+
1
(sin θ)λ
lim
ε→0+
∫ π
0,|θ−ϕ|>ε
f(ϕ)
(sinϕ)λ
Rk(θ, ϕ)dmλ(ϕ) + γkf(θ),
where the integral after the last equal sign is absolutely convergent and γk = 0, if k is odd
and γk = (−1)
k
2 , when k is even.
A careful study of Lemma 2.1 and again a distributional argument allow us to justify the
differentiation under the integral sign (see Lemma 4.2 in Appendix) to get
(26)
d
dθ
∫ π
0
f(ϕ)
(
Rk,k−1λ (θ, ϕ)−
Rk,k−1(θ, ϕ)
(sin θ sinϕ)λ
)
dmλ(ϕ)=
λ cos θ
(sin θ)λ+1
∫ π
0
f(ϕ)
(sinϕ)λ
Rk,k−1(θ, ϕ)dmλ(ϕ)
+
∫ π
0
f(ϕ)
(
Rkλ(θ, ϕ)−
Rk(θ, ϕ)
(sin θ sinϕ)λ
)
dmλ(ϕ), a.e. θ ∈ (0, π),
where all the integrals are absolutely convergent.
By combining (25) and (26) we conclude that
dk
dθk
L
− k
2
λ f(θ) =
d
dθ
∫ π
0
f(ϕ)
(
Rk,k−1λ (θ, ϕ)−
Rk,k−1(θ, ϕ)
(sin θ sinϕ)λ
)
dmλ(ϕ)
+
d
dθ
∫ π
0
f(ϕ)
Rk,k−1(θ, ϕ)
(sin θ sinϕ)λ
dmλ(ϕ)
= lim
ε→0+
∫ π
0,|θ−ϕ|>ε
f(ϕ)Rkλ(θ, ϕ)dmλ(ϕ) − lim
ε→0+
∫ π
0,|θ−ϕ|>ε
f(ϕ)
Rk(θ, ϕ)
(sin θ sinϕ)λ
dmλ(ϕ)
+ λ
cos θ
(sin θ)λ+1
∫ π
0
f(ϕ)
(sinϕ)λ
Rk,k−1(θ, ϕ)dmλ(ϕ) +
d
dθ
∫ π
0
f(ϕ)
Rk,k−1(θ, ϕ)
(sin θ sinϕ)λ
dmλ(ϕ)
= lim
ε→0+
∫ π
0,|θ−ϕ|>ε
f(ϕ)Rkλ(θ, ϕ)dmλ(ϕ) + γkf(θ), a.e. θ ∈ (0, π).
Thus the proof of Theorem 1.1 is complete.
3. Proof of Theorem 1.2
In order to show Theorem 1.2 we need to improve Lemma 2.1 as follows,
Lemma 3.1. Let k ∈ N. If Rk and A2 are defined as in Lemma 2.1, then
Rk(θ, ϕ) =Mk
1
sin(θ − ϕ) +O
(√
1
|θ − ϕ|
)
, (θ, ϕ) ∈ A2, θ 6= ϕ,
for a certain Mk ∈ R. Moreover, Mk = 0 provided that k is even.
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Proof. According to (6) with λ = t = 0 we have that
∂
∂θk
(
1
∆r
)
=
∑
s,i,j
ck,s,i,j
ri+jaibj
∆1+sr
,
where a = cos(θ − ϕ), b = − sin(θ − ϕ), and ck,s,i,j 6= 0 only if s = 1, . . . , k, j ≥ 2s − k and
i+ j = s.
Note firstly that
∫ 1
2
0
(
log
1
r
)k−1
(1− r2)
∣∣∣∣ ∂∂θk
(
1
1 + r2 − 2r cos(θ − ϕ)
)∣∣∣∣ drr ≤ C, θ, ϕ ∈ (0, π).
Also, we have
∫ 1
1
2
(
log
1
r
)k−1
(1− r2)r
i+j|a|i|b|j
∆1+sr
dr
r
≤ C
∫ 1
1
2
(1− r)k|b|j
((1 − r)2 +∆)1+s dr
≤ C |b|
j
∆s−
k
2
+ 1
2
∫ 1
2
√
∆
0
uk
(1 + u)2+2s
du
≤ C |b|
j
∆
j
2
+ 1
4
∫ 1
2
√
∆
0
u2s−j+
1
2
(1 + u)2+2s
du
≤ C 1√|θ − ϕ| , (θ, ϕ) ∈ A2, θ 6= ϕ,
provided that s = 1, . . . , k, i+ j = s, j > 2s− k.
Assume now s = 1, . . . , k, i+ j = s, j = 2s− k. By using the mean value theorem we get
∫ 1
1
2
(
log
1
r
)k−1
(1− r2)r
i+jaibj
∆1+sr
dr
r
= 2
∫ 1
1
2
(1− r)k
((1 − r)2 +∆)1+s dra
ibj +O
(
1√
|θ − ϕ|
)
, θ, ϕ ∈ A2, θ 6= ϕ.
Moreover, since 2s − k ≥ 0,
∫ 1
1
2
(1− r)k
((1 − r)2 +∆)1+s dr =
1
∆s−
k
2
+ 1
2
(∫ ∞
0
ukdu
(1 + u2)1+s
−
∫ ∞
1
2
√
∆
ukdu
(1 + u2)1+s
)
and
|a|i|b|j
∆s−
k
2
+ 1
2
∫ ∞
1
2
√
∆
ukdu
(1 + u2)1+s
≤ C 1
∆1/4
∫ ∞
1
2
√
∆
uk+
1
2 du
(1 + u)2+s
≤ C
∆
1
4
≤ C
|θ − ϕ| 12
, θ, ϕ ∈ A2, θ 6= ϕ.
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Also, if k is odd, we have that
aibj
∆s−
k
2
+ 1
2
=
(cos(θ − ϕ))i(− sin(θ − ϕ))j
(2(1 − cos(θ − ϕ))) j2+ 12
= − 1
sin(θ − ϕ) +O
(
1
|θ − ϕ| 12
)
, θ, ϕ ∈ A2, θ 6= ϕ.
By combining the above estimates we conclude that
Rk(θ, ϕ) =Mk
1
sin(θ − ϕ) +O
(
1
|θ − ϕ| 12
)
, θ, ϕ ∈ A2, θ 6= ϕ,
for a certain Mk ∈ R, for every k odd.
Assume now that k is even. We get
aibj
∆s−
k
2
+ 1
2
=
1
| sin(θ − ϕ)| +O
(
1
|θ − ϕ| 12
)
, θ, ϕ ∈ A2, θ 6= ϕ.
Hence, from Lemma 2.1 we deduce that, for every θ, ϕ ∈ A2, θ 6= ϕ,
Rkλ(θ, ϕ) =Mk
1
| sin(θ − ϕ)|(sin θ sinϕ)λ +O
( 1
(sin θ sinϕ)λ+1/2
(
1 +
√
sin θ
|θ − ϕ|
))
.
By virtue of Theorem 1.1, Mk = 0 because
lim
ε→0+
∫ 3θ/2
θ/2, |θ−ϕ|>ε
1
| sin(θ − ϕ)| (sinϕ)
λdϕ,
does not exist for every θ ∈ (0, π/2). 
From Lemmas 2.1 and 3.1 we deduce that,
(27)
Rkλ(θ, ϕ)=


O
(
(sinϕ)−(2λ+1)
)
, (θ, ϕ) ∈ A1;
Mk
(sin θ sinϕ)λ sin(θ − ϕ) +O
(
1
(sinϕ)2λ+1
(
1 +
√
sinϕ
|θ − ϕ|
))
, (θ, ϕ) ∈ A2, θ 6= ϕ;
O
(
(sin θ)−(2λ+1)
)
, (θ, ϕ) ∈ A3.
By using (27) we can prove Theorem 1.2 by proceeding as in the proof of [1, Proposition 8.1].
4. Appendix
In this appendix we present the results we need about differentiation under the integral
sign. We think that these results are wellknown but we have not found a exact reference (only
the unpublished notes [5]). Then we prefer to include here a proof of the result in the form
we use. We look for conditions on a function f defined on R× R in order that the formula
∂
∂x
∫
R
f(x, y)dy =
∫
R
∂
∂x
f(x, y)dy, a.e. x ∈ R,
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holds.
In the following we establish conditions on a function f in order that distributional and
classical derivatives of f coincide.
Lemma 4.1. Let −∞ ≤ a < b ≤ +∞. Assume that f is a continuous function on I × I,
where I = (a, b), such that
(i) For every y ∈ I, the function ∂∂xf(x, y)dy is continuous on I \ {y}, where the derivative
is understood in the classical sense.
(ii) For every y ∈ I and every compact subset K of I,
∫
K
|f(x, y)|dx < +∞, and
∫
K
∣∣∣∣∂f∂x (x, y)
∣∣∣∣ dx < +∞.
Then, Dxf(x, y) =
∂
∂xf(x, y), for every y ∈ I. Here, as above, Dxf(x, y) denotes the
distributional derivative respect to x of f .
Proof. Let g ∈ C∞c (I). We can write
< Dxf(x, y), g(x) > = − lim
ε→0+
(∫ y−ε
a
+
∫ b
y+ε
)
g′(x)f(x, y)dx
= lim
ε→0+
[
−g(y − ε)f(y − ε, y) + g(y + ε)f(y + ε, y) +
(∫ y−ε
a
+
∫ b
y+ε
)
g(x)
∂f
∂x
(x, y)dx
]
=
∫ b
a
g(x)
∂f
∂x
(x, y)dx, y ∈ I.
Then, Dxf(x, y) =
∂f
∂x(x, y), y ∈ I. 
The differentiations under the integral sign that we have made in the proof of our results
can be justified by using the following one.
Lemma 4.2. Suppose that f is a measurable function defined on R × R that satisfies the
following conditions:
(i) for every compact subset K of R,
∫
K
∫
R
|f(x, y)|dydx <∞, and
(ii) there exists a measurable function g on R × R such that ∫K ∫R |g(x, y)|dydx < ∞, for
every compact subset K of R, and that the distributional derivative Dxf(·, y) is represented by
g(·, y), for every y ∈ R.
Then,
∂
∂x
∫
R
f(x, y)dy =
∫
R
∂
∂x
f(x, y)dy, a.e. x ∈ R,
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where the derivatives are understood in the classical sense.
Proof. We define the function h(x) =
∫
R
f(x, y)dy, x ∈ R. By (i) h defines a regular distri-
bution that we continue denoting by h. According to [12, Chap. 2, §5, Theorem V], we have
that
∂
∂x
f(x, y) = g(x, y), a.e. (x, y) ∈ R× R,
where the derivative is understood in the classical sense. Moreover, if F ∈ C∞c (R), then
< Dxh, F >=
∫
R
F (x)
∫
R
∂f
∂x
(x, y)dydx.
Hence, Dxh(x) =
∫
R
∂f
∂x(x, y)dy in the distributional sense. By using again [12, Chap. 2,
§5, Theorem V] we conclude that
∂
∂x
h(x) =
∫
R
∂
∂x
f(x, y)dy, a.e. x ∈ R.
Thus the proof is completed. 
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