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Abstract
We review the fundamental properties of the quantum relative entropy for
finite-dimensional Hilbert spaces. In particular, we focus on several inequalities
that are related to the second law of thermodynamics, where the positivity
and the monotonicity of the quantum relative entropy play key roles; these
properties are directly applicable to derivations of the second law (e.g., the
Clausius inequality). Moreover, the positivity is closely related to the quantum
fluctuation theorem, while the monotonicity leads to a quantum version of the
Hatano-Sasa inequality for nonequilibrium steady states. On the basis of the
monotonicity, we also discuss the data processing inequality for the quantum
mutual information, which has a similar mathematical structure to that of
the second law. Moreover, we derive a generalized second law with quantum
feedback control. In addition, we review a proof of the monotonicity in line
with Petz [108].
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1 Introduction
The quantum relative entropy [1, 2] was introduced by Umegaki [3], analogous to
the classical relative entropy introduced by Kullback and Leibler [4]. In the the
early days [5, 6], a prominent result on the quantum relative entropy was a proof of
the monotonicity [7–9], which is based on the celebrated Lieb’s theorem [10] and its
application to the strong subadditivity of the von Neumann entropy [11, 12]. Ever
since, the quantum relative entropy has been widely applied to quantum information
theory [13–17]. Moreover, the quantum relative entropy is useful to describe the
mathematical structure of the second law of thermodynamics [18]. In fact, it has
been shown that the quantum relative entropy is closely related to recent progresses
in nonequilibrium statistical mechanics.
The fluctuation theorem is a remarkable result in modern nonequilibrium sta-
tistical mechanics, which characterizes a symmetry of fluctuations of the entropy
production in thermodynamic systems [19–57]. From the fluctuation theorem, we
can straightforwardly derive the second law of thermodynamics, which states that
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the entropy production is nonnegative on average. It has been understood that the
derivation of the second law based on the fluctuation theorem is closely related to the
positivity of the relative entropy [28–31, 33, 48]. In fact, without invoking the fluctu-
ation theorem, we can directly derive the second law by using the positivity of the
relative entropy [33,58,59]. If the microscopic dynamics of a thermodynamic system
is explicitly described by quantum mechanics, the fluctuation theorem is referred to
as the quantum fluctuation theorem [33–57], which is one of the main topics of this
article.
On the other hand, the monotonicity implies that the quantum relative entropy
is non-increasing under any time evolution that occurs with unit probability in quan-
tum open systems [1, 2, 14, 16, 17, 60, 61]. It has been known that the second law of
thermodynamics can also be derived from the monotonicity of the classical or quan-
tum relative entropy [62–64]. Moreover, the monotonicity can be applied to describe
transitions between nonequilibrium steady states (NESSs). In such situations, the
monotonicity leads to a second law-like inequality, which we refer to as a quantum
version of the Hatano-Sasa inequality [63]. In the classical regime, such an inequality
can also be derived from a generalized fluctuation theorem called the Hatano-Sasa
equality. It was first discussed for an overdamped Langevin system [65], and has been
applied to other situations and systems [66–70]. The quantum Hatano-Sasa equality
has been discussed in Refs. [55, 57].
The monotonicity of the quantum relative entropy is also useful in quantum in-
formation theory [14, 16, 17]. In particular, the data processing inequality for the
quantum mutual information can be directly derived from the monotonicity as is the
case for the second law of thermodynamics. Moreover, on the basis of the monotonic-
ity, we can derive several important inequalities such as the Holevo bound, which
identifies the upper bound of the accessible classical information that is encoded in
quantum states [71–73]. On the other hand, a “dual” inequality of the Holevo bound
is related to a quantity which we refer to as the QC-mutual information (or the
Groenewold-Ozawa information) [74–76,84]. It plays a key role in the formulation of
a generalized second law of thermodynamics with quantum feedback control [77–94].
This article aims to be an introduction to the quantum relative entropy for finite-
dimensional Hilbert spaces, which is organized as follows.
In Sec. 2, we review the basic properties of quantum mechanics. In Sec. 2.1,
we introduce quantum states and observables. In Sec. 2.2, we discuss dynamics of
quantum systems, which is the main part of this section. In particular, we introduce
the concept of completely-positive (CP) maps, and prove that any CP map has a
Kraus representation in line with the proof by Choi [95].
In Sec. 3, we introduce the von Neumann entropy and the quantum relative en-
tropy. In particular, we discuss the monotonicity of the quantum relative entropy
under completely-positive and trace-preserving (CPTP) maps in Sec. 3.3. The strong
subadditivity of the von Neumann entropy is shown to be a straightforward conse-
quence of the monotonicity of the quantum relative entropy.
In Sec. 4, we discuss the quantum mutual information and related quantities. In
Sec. 4.1, we introduce the quantum mutual information, and prove the data processing
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inequality on the basis of the monotonicity of the quantum relative entropy. In
Sec. 4.2, we discuss the Holevo’s χ-quantity, and prove the Holevo bound. In Sec. 4.3,
we introduce the QC-mutual information and discuss its properties. In particular,
we prove a “dual” inequality of the Holevo bound. We note that all of the three
quantities reduce to the classical mutual information for classical cases.
In Sec. 5, we discuss some derivations of the second law of thermodynamics and its
variants. In Sec. 5.1, we discuss the relationship between thermodynamic entropy and
the von Neumann entropy. In Sec. 5.2, we discuss a derivation based on the positivity
of the quantum relative entropy. In Sec. 5.3, we discuss the quantum fluctuation
theorem in a general setup, by introducing the stochastic entropy production. The
quantum fluctuation theorem directly leads to the second law, which is equivalent to
the derivation based on the positivity of the quantum relative entropy. In Sec. 5.4,
we discuss a derivation of the second law based on the monotonicity. We also discuss
relaxation processes toward NESSs, and derive a quantum version of the Hatano-Sasa
inequality for transitions between NESSs.
In Sec. 6, we discuss derivations of a generalized second law of thermodynamics
with quantum feedback control, which involves the QC-mutual information. Our
derivation is based on the positivity of the quantum relative entropy in Sec. 6.1,
while on the monotonicity in Sec. 6.2.
In Sec. 7, as concluding remarks, we discuss the physical meanings and the validi-
ties of the foregoing derivations of the second law of thermodynamics in detail.
In Appendix A, we briefly summarize the basic concepts in the linear algebra. In
Appendix B, we prove the monotonicity of the quantum relative entropy in line with
Petz [108].
2 Quantum States and Dynamics
First of all, we review basic concepts in quantum mechanics. We consider quantum
systems described by finite-dimensional Hilbert spaces. Let L(H ,H ′) be the set
of linear operators from Hilbert space H to H ′. In particular, we write L(H) :=
L(H ,H) (see also Table 1). We note that the linear algebra with the bra-ket notation
is briefly summarized in Appendix A.
2.1 Quantum States and Observables
In quantum mechanics, both quantum states and observables (physical quantities)
can be described by operators on a Hilbert space. Let H be a Hilbert space that
characterizes a quantum system. We define Q(H) ⊂ L(H) such that any ρ ∈ Q(H)
satisfies
ρ ≥ 0 and tr[ρ] = 1, (1)
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Symbols Meanings
L(H ,H ′) The set of linear operators from H to H ′
L(H) L(H ,H)
Q(H) {ρ ∈ L(H) : ρ ≥ 0, tr[ρ] = 1}
Table 1: Symbols and their meanings.
where ρ ≥ 0 means that 〈ψ|ρ|ψ〉 ≥ 0 for any |ψ〉 ∈H (or equivalently, ρ is positive),1
and tr[ρ] means the trace of ρ. We call ρ ∈ Q(H) a density operator, which describes
a quantum state. If the rank of ρ is one so that ρ = |ψ〉〈ψ| for |ψ〉 ∈ H , ρ is called
a pure state and |ψ〉 is called a state vector.2 We note that any state vector satisfies
〈ψ|ψ〉 = 1.
On the other hand, any Hermitian operator X ∈ L(H) is called an observable,
which describes a physical quantity such as a component of the spin of an atom. Any
observable X is assumed to be measurable without any error in principle. Let X :=∑
k xk|ϕk〉〈ϕk| be the spectrum decomposition, where {|ϕk〉} is an orthonormal basis
of H . By the error-free measurement of observable X , the measurement outcome
is given by one of xk’s. For simplicity, we assume that xk 6= xk′ for k 6= k′; this
assumption will be removed in Sec. 2.2.3. We note that k is also referred to as an
outcome. The probability of obtaining xk is given by
p(k) := 〈ϕk|ρ|ϕk〉, (2)
where ρ ∈ Q(H) is the density operator of the measured quantum state. Equality (2)
is called the Born rule. The sum of the probabilities satisfies∑
k
p(k) =
∑
k
〈ϕk|ρ|ϕk〉 = tr[ρ] = 1. (3)
We note that ρ ≥ 0 and tr[ρ] = 1 respectively confirm p(k) ≥ 0 and ∑k p(k) = 1.
The average of the outcomes is then given by
〈X〉 :=
∑
k
p(k)xk = tr[Xρ], (4)
which is a useful formula. If ρ = |ψ〉〈ψ| is a pure state, the Born rule (2) reduces to
p(k) = |〈ϕk|ψ〉|2, (5)
and Eq. (4) to
〈X〉 = 〈ψ|X|ψ〉. (6)
1In the present article, we follow the terminologies in Ref. [14] and say that a hermitian operator
X is positive if X ≥ 0 and positive definite if X > 0. See appendix A for details.
2In terms of the algebraic quantum theory using C∗-algebras, the definition of pure states depends
on the choice of the algebra that is generated by observables. The above definition is valid only if
the set of observables equals the set of all Hermitian operators in L(H). In other words, we assumed
that there is no superselection rule.
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If there are two quantum systems A and B described by Hilbert spaces HA and
HB, their composite system AB is described by the tensor product space HA⊗HB.
Let ρAB ∈ Q(HA ⊗HB) be a density operator of the composite system. The partial
states corresponding to A and B are respectively given by
ρA = trB[ρ
AB], ρB = trA[ρ
AB], (7)
where trA and trB describe the partial traces in HA and HB, respectively. For any
observable XA ∈ L(HA) and the identity IB ∈ L(HB), we have
trAB[(X
A ⊗ IB)ρAB] = trA[XAρA], (8)
which is consistent with Eq. (7). If ρAB = ρA⊗ρB is satisfied, ρAB is called a product
state. If a pure state is not a product state, it is called an entangled state.
We next show that any quantum state can be written as a pure state of an
extended system including an auxiliary system. Let K be a set of indexes and
ρ =
∑
k∈K pk|ψk〉〈ψk| ∈ Q(H) be a state, where |ψk〉’s are not necessarily mutually-
orthogonal. We introduce an auxiliary system R described by a Hilbert space HR
with an orthonormal basis {|rk〉}k∈K. By defining a pure state
|Ψ〉 :=
∑
k∈K
√
pk|ψk〉|rk〉 ∈H ⊗HR, (9)
we have
ρ = trR[|Ψ〉〈Ψ|]. (10)
The state vector |Ψ〉 in Eq. (9) is called a purification of ρ. We note that a purification
is not unique.
2.2 Quantum Dynamics
2.2.1 Unitary Evolution
The time evolution of an isolated quantum system is given by a unitary evolution. A
density operator ρ ∈ Q(H) evolves as
ρ 7→ UρU †, (11)
where U ∈ L(H) is a unitary operator satisfying U †U = UU † = I. Any unitary
evolution preserves the trace (i.e., tr[UρU †] = tr[ρ]) and the positivity of ρ. In the
continuous-time picture, the time evolution of a density operator is given by the von
Neumann equation:
dρ(t)
dt
= −i[H, ρ(t)] := −i(Hρ(t)− ρ(t)H), (12)
where H ∈ L(H) is a Hermitian operator called the Hamiltonian of the system. We
set ~ = 1 in this article. The unitary evolution from time 0 to t is described by unitary
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operator U(t) = e−iHt. If we control the system by changing some external classical
parameters such as a magnetic field, the Hamiltonian of the system can depend on
time. In such a case, the von Neumann equation is given by
dρ(t)
dt
= −i[H(t), ρ(t)], (13)
which leads to
U(t) =
∞∑
n=0
(−i)n
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
dtnH(t1)H(t2) · · ·H(tn)
=: T exp
(
−i
∫ t
0
H(t′)dt′
)
,
(14)
where “T” represents the time-ordered product.
2.2.2 Completely Positive Maps
For an open quantum system that interacts with another quantum system, the time
evolution is not given by a unitary evolution in general. Moreover, the input state
(the initial state) and the output state (the final state) can be described by different
Hilbert spaces with each other. The time evolution is generally described by a liner
map E : L(H) → L(H ′), where H and H ′ are the Hilbert spaces that describe the
input and output systems, respectively.
For example, we consider a time evolution in which the input state is in Q(H) and
the output state is in Q(H ′). If another quantum system described by H ′′ comes
to interact with the input system and we access the total output state, then the
output system becomes larger than the input one; the output system is described by
H ′ = H ⊗H ′′.
The general condition for E is given by the complete positivity. If E occurs with
unit probability, it needs to be trace-preserving. We will discuss these two properties
in detail.
Definition 2.1 E is called positive if E(X) ≥ 0 for any X ∈ L(H) such that X ≥ 0.
Moreover, E is called completely positive (CP) if E ⊗ In is positive for any n ∈ N,
where In is the identity operator on L(Cn).
The positivity is enough to confirm the positivity of the output state in Q(H ′).
On the other hand, the complete positivity confirms the positivity of the density
operator of the total system including the environment. In fact, if a time evolution
was not CP, one might observe a negative probability in the total system. We note
that an important example of E that is positive but not CP is the transposition
of operators with a matrix representation, which has been used for characterizing
entanglements [96, 97].
The definition of the complete positivity can be rewritten as follows: E is CP if
L(H ′)-valued matrix (E(Xkl))1≤k,l≤n is positive for any L(H)-valued positive matrix
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Xn := (Xkl)1≤k,l≤n with Xkl ∈ L(H). The equivalence of the two definitions is
confirmed as follows: Xn can be written as
Xn =
∑
kl
Xkl ⊗ |ek〉〈el| ∈ L(H ⊗ Cn), (15)
where {|ek〉}nk=1 is an orthonormal basis of Cn. We then have
(E ⊗ In)(Xn) =
∑
kl
E(Xkl)⊗ |ek〉〈el| ∈ L(H ′ ⊗ Cn). (16)
We note that E is called n-positive if E ⊗ In is positive for a n.
Any time evolution in quantum systems needs to be CP. On the other hand, we
introduce the second important property of E :
Definition 2.2 We call E : L(H) → L(H ′) trace-preserving (TP) if tr[E(X)] =
tr[X ] for any X ∈ L(H).
This property confirms the conservation of the probability as tr[E(ρ)] = 1 for
ρ ∈ Q(H). If E is both CP and TP, it is called CPTP (completely positive and
trace-preserving). Any time evolution that occurs with unit probability needs to be
CPTP.
The followings are simple examples.
Example 2.1 Any unitary evolution E(ρ) := UρU † is CPTP.
Example 2.2 Let ρ ∈ L(HA ⊗HB). The partial trace E(ρ) := trB[ρ] is CPTP. In
fact, E is CP, because, for any positive operator σ ∈ L(HA⊗HB⊗Cn), (E⊗In)(σ) =
trB[σ] is also positive. E is TP, because trA[trB[ρ]] = trAB[ρ].
Example 2.3 Let ρA ∈ Q(HA). A map E : Q(H) → Q(H ⊗ HA) defined by
E(ρ) := ρ⊗ ρA is CPTP.
We have the following example by combining the above three examples.
Example 2.4 Let ρA ∈ Q(HA) be a state and U ∈ Q(H ⊗ HA) be a unitary
operator. A map E : Q(H)→ Q(H) defined by E(ρ) := trA[Uρ ⊗ ρAU †] is CPTP.
The above example is a typical description of the dynamics in open quantum
systems. It will be shown in Sec. 2.2.4 that any CPTP map from L(H) to L(H) can
be written in this form. The next example is a generalization of the above example
to the cases that the input system and the output system are different.
Example 2.5 Let H and H ′ be Hilbert spaces corresponding to the input and the
output systems, respectively. We introduce auxiliary systems described by HA and
HB and assume that H ⊗ HA ≃ H ′ ⊗ HB. Let ρA ∈ Q(HA) be a state and
U ∈ L(H ⊗ HA) ≃ L(H ′ ⊗HB) be a unitary operator. Then a linear map E :
L(H)→ L(H ′) defined by E(ρ) := trB[Uρ ⊗ ρAU †] is CPTP.
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We next consider quantum measurement processes [14, 98–103]. Suppose that we
perform a measurement on a quantum system and obtain outcome k with probability
p(k). We assume that the number of possible outcomes is finite. Let ρ ∈ Q(H) be the
pre-measurement state and ρk ∈ Q(H ′) be the post-measurement state with outcome
k. We define a linear map Ek : Q(H)→ Q(H ′) such that
ρk =
1
p(k)
Ek(ρ), (17)
where the probability of obtaining outcome k is given by
p(k) = tr[Ek(ρ)]. (18)
The map Ek needs to be CP, but it is not TP if p(k) 6= 1. In general, a time evolution
that does not occur with unit probability does not need to be TP. We note that Ek
needs to satisfy
tr[Ek(X)] ≤ tr[X ] (19)
for any positive X ∈ L(H), since p(k) ≤ 1 must hold for any ρ ∈ Q(H). The
ensemble average of ρk’s over all outcomes is given by
∑
k p(k)ρk =
∑
k Ek(ρ) =: E(ρ),
where E :=∑k Ek is a CPTP map. We note that {Ek} is called an instrument, which
characterizes the measurement process.3
We note that E : L(H) → L(H ′) is called a unital map if it satisfies E(I) = I ′,
where I and I ′ are the identities on H and H ′, respectively.
2.2.3 Kraus Representation
We next show that any CP map has a useful representation, which is called the Kraus
representation.
Theorem 2.1 (Kraus representation) A linear map E : L(H)→ L(H ′) is CP if
and only if it can be written as
E(ρ) =
∑
k
MkρM
†
k , (20)
where ρ ∈ L(H), Mk ∈ L(H ,H ′), and the sum in the right-hand side (rhs) is taken
over a finite number of k’s. Equality (20) is called a Kraus representation, and Mk’s
are called Kraus operators.
Proof. (Choi [95]) (Proof of ⇒) Suppose that E is CP. Let {|ei〉}i be an or-
thonormal basis of H . An operator E :=
∑
ij |ei〉〈ej | ⊗ |ei〉〈ej| is positive because
〈ψ|E|ψ〉 = |∑i〈ei|〈ei|ψ〉|2 ≥ 0 for any |ψ〉 ∈H ⊗H . Since E is CP, E ⊗I is positive
with I the identity on L(H). Therefore, the following operator is positive:
(E ⊗ I)(E) =
∑
i
E(|ei〉〈ej|)⊗ |ei〉〈ej| ∈ L(H ′ ⊗H). (21)
3Rigorously speaking, an instrument is a map from K ′ to
∑
k∈K′ Ek, where K ′ is an element of
a σ-algebra over K = {k}.
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Therefore, it has a spectrum decomposition of the form (E ⊗ I)(E) = ∑k |vk〉〈vk|
with |vk〉 ∈ H ′ ⊗H . We note that |vk〉 can be written as |vk〉 =
∑
i |xik〉|ei〉 with
|xik〉 ∈H ′. We then obtain
(E ⊗ I)(E) =
∑
kij
|xik〉〈xjk| ⊗ |ei〉〈ej|. (22)
In addition, |xik〉〈xjk| = Mk|ei〉〈ej|M †k holds with Mk :=
∑
i |xik〉〈ei| ∈ L(H ,H ′).
Therefore, we obtain
E(|ei〉〈ej |) =
∑
k
Mk|ei〉〈ej|M †k (23)
for any (i, j), which implies Eq. (20).
(Proof of⇐) Suppose Eq. (20). Then (E⊗In)(σ) =
∑
k(Mk⊗In)σ(M †k⊗In) holds for
any σ ∈ L(H⊗Cn), where In and In are the identities on L(Cn) and Cn, respectively.
We then obtain, for any |ψ〉 ∈H ′ ⊗ Cn,
〈ψ|(E ⊗ In)(σ)|ψ〉 =
∑
k
〈ψk|σ|ψk〉, (24)
where |ψk〉 := M †k ⊗ In|ψ〉. Therefore, 〈ψ|(E ⊗ In)(σ)|ψ〉 is positive if σ is positive,
which implies that E ⊗ In is positive and therefore E is CP. 
Theorem 2.1 was first proved by Kraus [101] based on Stinespring’s theorem [100].
The above proof is based on Choi’s proof [95].
We note that the Kraus representation is not unique. We also note that the above
proof implies that the N -positivity is enough for E to have a Kraus representation
with N the dimension of H . The following theorem connects the condition of TP to
the Kraus representation.
Theorem 2.2 Let E : L(H) → L(H ′) be a CP map. E is TP if and only if Kraus
operators satisfy ∑
k
M †kMk = I, (25)
where I is the identity on H .
Proof. Suppose that E is CPTP. We then have
tr[ρ] = tr[E(ρ)] = tr
[∑
k
M †kMkρ
]
(26)
for any ρ ∈ L(H), which implies Eq. (25). Conversely, if Eq. (25) is satisfied, tr[ρ] =
tr[E(ρ)] holds. 
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We consider quantum measurements in terms of the Kraus representation. We
first note that CP map Ek is written as
Ek(ρ) =
∑
i
MkiρM
†
ki. (27)
Since E :=∑k Ek is assumed to be CPTP, we have∑
ki
M †kiMki = I. (28)
The probability (18) of outcome k is then written as
p(k) = tr
[∑
i
MkiρM
†
ki
]
= tr[Ekρ], (29)
where we defined
Ek :=
∑
i
M †kiMki. (30)
It is obvious that Ek’s satisfy
Ek ≥ 0 (31)
and ∑
k
Ek = I. (32)
Inequality (31) confirms the positivity of the probability (i.e., p(k) ≥ 0), and Eq. (32)
confirms that
∑
k p(k) = 1. Any {Ek} ⊂ L(H) satisfying (31) and (32) is called the
positive operator-valued measure (POVM).4
The projection measurement of an observable is a special case of the foregoing
general formulation of quantum measurements. Let X =
∑
k xkPk be an observable,
where Pk’s are projection operators. We assume that xk 6= xk′ for k 6= k′. If the
Kraus representation of Ek is given by
Ek(ρ) = PkρPk, (33)
then the measurement is called the projection measurement of X . In this case, the
POVM consists of projection operators {Pk}, and the probability of outcome k is
given by p(k) = tr[Pkρ], which is a slight generalization of the Born rule (2). We
also refer to the projection measurement of X as that of {Pk}. In particular, if Pk is
written as Pk = |ψk〉〈ψk| for any k, the projection measurement of X is referred to
as that of orthonormal basis {|ψk〉}.
4Rigorously speaking, a POVM is a map from K ′ to
∑
k∈K′ Ek, where K
′ is an element of a
σ-algebra over K = {k}.
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Example 2.6 We consider a simple model of a photodetection. Suppose that H is
2-dimensional and describes a two-level atom. Let {|0〉, |1〉} ⊂H be an orthonormal
basis, where |0〉 and |1〉 respectively describe the ground state and the excited state.
The atom emits a photon with probability p if it is in the excited state. We observe
the photon number with unit efficiency, where the outcome is given by “0” or “1.” In
this case, the Kraus operators are given by
M0 := |0〉〈0|+
√
1− p|1〉〈1|, M1 := √p|0〉〈1|, (34)
which leads to the POVM that consists of
E0 := |0〉〈0|+ (1− p)|1〉〈1|, E1 := p|1〉〈1|. (35)
If p = 1 holds, this measurement becomes the projection measurement of X :=
x0|0〉〈0|+ x1|1〉〈1|, where we can define x0 := 0 and x1 := 1.
2.2.4 Indirect Measurement Model
We next show that any quantum measurement described by {Ek} with Ek : L(H)→
L(H) can be written by a simple model of an indirect measurement.
Theorem 2.3 Let {Ek} be an instrument with Ek : L(H) → L(H). There exist an
auxiliary system R described by HR, unitary operator U ∈ L(H ⊗HR), a reference
state |φR〉 ∈ HR, and projection operators {Pk} ⊂ HR satisfying
∑
k Pk = I, such
that
Ek(ρ) = trR[(I ⊗ Pk)Uρ⊗ |φR〉〈φR|U †(I ⊗ Pk)] (36)
for any ρ and k, where I is the identity on H .
Proof. Let {Mki}i ⊂ L(H) be the set of Kraus operators of Ek, which is given
by Eq. (27). We introduce an auxiliary system such that HR has an orthonormal
basis {|ki〉}ki. We first show that, for any |φR〉 ∈ HR, there is a unitary operator
U ∈ L(H ⊗HR) satisfying
U |ψ〉|φR〉 =
∑
ki
Mki|ψ〉|ki〉. (37)
In fact, U conserves the inner product on {|ϕ〉|φR〉; |ϕ〉 ∈H} ⊂H ⊗HR, that is,(∑
k′i′
〈ϕ|〈k′i′|M †k′i′
)(∑
ki
Mki|ψ〉|ki〉
)
=
∑
ki
〈ϕ|M †kiMki|ψ〉 = 〈ϕ|ψ〉 (38)
holds for any |ψ〉, |ϕ〉 ∈H . We then have
Uρ⊗ |φR〉〈φR|U † =
∑
kik′i′
MkiρM
†
k′i′ ⊗ |ki〉〈k′i′|. (39)
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By defining Pk :=
∑
i |ki〉〈ki| ∈ L(HR), we have
(I ⊗ Pk)Uρ⊗ |φR〉〈φR|U †(I ⊗ Pk) =
∑
ii′
MkiρM
†
ki′ ⊗ |ki〉〈ki′|, (40)
and therefore
trR[(I ⊗ Pk)Uρ⊗ |φR〉〈φR|U †(I ⊗ Pk)] =
∑
i
MkiρM
†
ki = Ek(ρ), (41)
which implies (36). 
Physically, R can be regarded as a probe system such as the local oscillator of
a homodyne detection, and |φR〉 as the initial state of the probe such as a coherent
state. The measured system described by H interacts with the probe system by the
unitary evolution. We next perform the projection measurement with {Pk} on the
probe, and obtain the information about ρ. The effect of this indirect measurement
is characterized only by instrument {Ek}. In the case of a CPTP map, Theorem 2.3
reduces to the following corollary.
Corollary 2.1 Let E : L(H) → L(H) be a CPTP map. There exist an auxiliary
system R described by HR, unitary operator U ∈ L(H ⊗HR), and a reference state
|φR〉 ∈HR such that
E(ρ) = trR[Uρ⊗ |φR〉〈φR|U †]. (42)
The above corollary implies that any nonunitary evolution E : L(H)→ L(H) can
be modeled by a unitary evolution of an extended system.
We note that, in Theorem 2.3 and Corollary 2.1, the initial state of the total
system described by H ⊗HR is a product state. In fact, if a CP map is reproduced
by a single indirect measurement model for an arbitrary input state ρ ∈ Q(H), then
the initial state of R should be independent of ρ.
2.2.5 Heisenberg Picture
We briefly discuss the Schro¨dinger and the Heisenberg pictures of time evolutions.
We define an inner product of X, Y ∈ L(H) by
〈X, Y 〉HS := tr[X†Y ], (43)
which is called the Hilbert-Schmidt inner product. We define the adjoint of a linear
map E : L(H) → L(H ′) in terms of the Hilbert-Schmidt inner product. A linear
map E † : L(H ′)→ L(H) is the adjoint of E if it satisfies
〈E †(X), Y 〉HS = 〈X, E(Y )〉HS (44)
for any X ∈ L(H ′) and Y ∈ L(H). If E is CP and its Kraus representation is given
by Eq. (20), the adjoint of E is written as
E †(X) =
∑
k
M †kXMk, (45)
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which implies that E † is also CP from Theorem 2.1. We note that a CP map E is TP
if and only if E † is unital, because E †(I) =∑kM †kMk.
Let ρ ∈ Q(H) be a state, X ∈ L(H ′) be an observable, and E : L(H) → L(H ′)
be a CP map. We then have
tr[XE(ρ)] = tr[E †(X)ρ], (46)
where the left-hand side (lhs) is called the Schro¨dinger picture, while the rhs is called
the Heisenberg picture.
3 Quantum Relative Entropy
We now introduce the quantum entropies and discuss their basic properties.
3.1 Von Neumann Entropy
We first introduce the von Neumann entropy [98].
Definition 3.1 The von Neumann entropy of ρ ∈ Q(H) is defined as
S(ρ) := −tr[ρ ln ρ]. (47)
Remark 3.1 We note the relationship between the von Neumann entropy and the
classical Shannon entropy [104, 105]. Let {p(a)}a∈A be a probability distribution on
a set A. We regard the distribution as a vector whose a-th entry is p(a), which we
denote as p := (p(a))a∈A. The Shannon entropy (or the Shannon information) of p
is defined as
H(p) := −
∑
p(a) ln p(a). (48)
If the spectrum decomposition of ρ is given by ρ =
∑
p(a)|ϕa〉〈ϕa| with an orthonor-
mal basis {|ϕa〉}a∈A, the von Neumann entropy of ρ reduces to the Shannon entropy
of p:
S(ρ) = H(p). (49)
The following theorems describe basic properties of the von Neumann entropy.
Theorem 3.1 Let ρk’s are density operators whose supports are mutually orthogo-
nal. Then the von Neumann entropy of ρ :=
∑
k pkρk with
∑
pk = 1 satisfies
S(ρ) = H(p) +
∑
k
pkS(ρk), (50)
where H(p) := −∑k pk ln pk.
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Proof. Since the supports of ρk’s are mutually orthogonal, we have
S(ρ) = −
∑
k
tr[pkρk ln(pkρk)]
= −
∑
k
tr[pkρk(ln pk + ln ρk)]
= −
∑
k
pk ln pk −
∑
k
pktr[ρk ln ρk],
(51)
which implies Eq. (50). 
Theorem 3.2 Let |Ψ〉 ∈ HA ⊗HB be a state vector of a composite system, whose
partial states are given by ρA := trB[|Ψ〉〈Ψ|] and ρB := trA[|Ψ〉〈Ψ|]. Then
S(ρA) = S(ρB). (52)
Proof. Let |Ψ〉 =∑k√pk|ϕk〉|ψk〉 be the Schmidt decomposition of |Ψ〉 with∑k pk =
1. Then ρA =
∑
k pk|ϕk〉〈ϕk| and ρB =
∑
k pk|ψk〉〈ψk| hold, and therefore S(ρA) =
S(ρB) = −∑k pk ln pk. 
3.2 Quantum Relative Entropy and Its Positivity
We now introduce the quantum relative entropy and prove its positivity.
Definition 3.2 Let ρ, σ ∈ Q(H). The Quantum relative entropy of ρ to σ is defined
as
S(ρ‖σ) := tr[ρ ln ρ]− tr[ρ ln σ]. (53)
If there exists |ψ〉 ∈H that satisfies σ|ψ〉 = 0 and 〈ψ|ρ|ψ〉 6= 0, the quantum relative
entropy is defined as S(ρ‖σ) := +∞.
Remark 3.2 We note the relationship between the quantum relative entropy and the
classical relative entropy (the Kullback-Leibler divergence) [4,105]. Let p := (p(a))a∈A
and q := (q(a))a∈A be probability distributions on a set A. The classical relative
entropy of p to q is defined as
S(p‖q) :=
∑
a
p(a) ln
p(a)
q(a)
. (54)
If two density operators are given by ρ =
∑
a p(a)|ϕa〉〈ϕa| and σ =
∑
a q(a)|ϕa〉〈ϕa|
with an orthonormal basis {|ϕa〉}a∈A, the quantum relative entropy reduces to the
classical one:
S(ρ‖σ) = S(p‖q). (55)
We next prove the positivity of the quantum relative entropy, which plays a key
role to derive the second law of thermodynamics in Secs. 5.2 and 5.3.
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Theorem 3.3 (Positivity of the quantum relative entropy)
S(ρ‖σ) ≥ 0, (56)
where the equality is achieved if and only if ρ = σ. Inequality (56) is called the Klein
inequality.
Proof. Let ρ =
∑
a p(a)|ψa〉〈ψa| and σ =
∑
a q(a)|ϕa〉〈ϕa|, where {|ψa〉} and {|ϕa〉}
are orthonormal bases. We first show that
S(ρ‖σ) ≥ S(ρ‖σ′), (57)
where σ′ :=
∑
a q(a)|ψa〉〈ψa|. Inequality (57) is equivalent to−tr[ρ ln σ] ≥ −tr[ρ lnσ′].
We note that−tr[ρ ln σ] = −∑a p(a)〈ψa| lnσ|ψa〉 and−tr[ρ ln σ′] = −∑a p(a) ln〈ψa|σ|ψa〉.
By applying the Jensen inequality to convex function − ln x, we have
−〈ψa| lnσ|ψa〉 = −
∑
b
|〈ψa|ϕb〉|2 ln q(b)
≥ − ln
(∑
b
|〈ψa|ϕb〉|2q(b)
)
= − ln〈ψa|σ|ψa〉,
(58)
where we used that
∑
b |〈ψa|ϕb〉|2 = 1 holds for any a. Therefore, we obtain inequality
(57). The equality in (57) is achieved if and only if |〈ψa|ϕf(b)〉|2 = δab, where f(·) is
a bijection map and δab is the Kronecker delta. By relabeling the indexes of {|ϕb〉},
we can choose f(b) = b without loss of generality.
We next show
S(ρ‖σ′) ≥ 0, (59)
which is equivalent to the positivity of the classical relative entropy
∑
a p(a) ln(p(a)/q(a)).
By using inequality ln(x−1) ≥ 1− x for x > 0, we obtain
∑
a
p(a) ln
p(a)
q(a)
≥
∑
a
p(a)
(
1− q(a)
p(a)
)
= 0, (60)
which implies inequality (59). The equality in (59) is achieved if and only if p(a) =
q(a) for any a.
By combining inequalities (57) and (59), we obtain inequality (56). The equality
is achieved if and only if |〈ψa|ϕb〉|2 = δab and p(a) = q(a), which implies ρ = σ. 
By removing the assumptions that tr[ρ] =
∑
a p(a) = 1 and tr[σ] =
∑
a q(a) = 1
from the above proof, we can straightforwardly obtain a generalization of Eq. (56):
tr[ρ(ln ρ− ln σ)] ≥ tr[ρ− σ] (61)
for any positive operators ρ and σ. Inequality (61) is also called the Klein inequality.
The subadditivity of the von Neumann entropy is a direct consequence of the
positivity of the quantum relative entropy.
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Theorem 3.4 (Subadditivity of von Neumann entropy) Let ρ ∈ Q(HA⊗HB)
be a density operator of a composite system, whose partial states are given by ρA :=
trB[ρ
AB] ∈ Q(HA) and ρB := trA[ρAB] ∈ Q(HB). Their von Neumann entropies
satisfy
S(ρAB) ≤ S(ρA) + S(ρB), (62)
where the equality is achieved if and only if ρAB = ρA ⊗ ρB.
Proof. We have
S(ρA) + S(ρB)− S(ρAB) = S(ρAB‖ρA ⊗ ρB) ≥ 0, (63)
where the right equality is achieved if and only if ρAB = ρA ⊗ ρB. 
3.3 Monotonicity of the Quantum Relative Entropy
We next discuss that the quantum relative entropy is non-increasing under any CPTP
map, which is called the monotonicity. The monotonicity can be applied to a deriva-
tion of the second law of thermodynamics and to a lot of theorems in quantum
information theory.
Theorem 3.5 (Monotonicity of the quantum relative entropy) Let ρ, σ ∈ Q(H)
be states and E : L(H)→ L(H ′) be a CPTP map. Then
S(E(ρ)‖E(σ)) ≤ S(ρ‖σ), (64)
which is called the Uhlmann inequality.
Several proofs of the monotonicity have been known, which are not so simple.
One of the proofs will be shown in Appendix B. The following corollary is a special
case of the monotonicity.
Corollary 3.1 Let ρAB, σAB ∈ Q(HA ⊗HB) be density operators of a composite
system, whose partial states are given by ρA := trB[ρ
AB] and σA := trB[σ
AB]. Then
S(ρA‖σA) ≤ S(ρAB‖σAB). (65)
Proof. Apply the monotonicity (64) to a CPTP map E : L(HA ⊗HB) → L(HA)
such that E(ρ) := trB[ρ] for ρ ∈ L(HA ⊗HB). 
We also have the following corollary, which implies that the von Neumann entropy
is non-decreasing for a special class of CPTP maps.
Corollary 3.2 Let E : L(H) → L(H) be a unital CPTP map satisfying E(I) = I,
where I is the identity on H . The von Neumann entropy is then non-decreasing:
S(ρ) ≤ S(E(ρ)). (66)
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Proof. Let d be the dimension of H . We than have
S(ρ) = −S(ρ‖I/d) + ln d ≤ −S(E(ρ)‖E(I/d)) + ln d
= −S(E(ρ)‖I/d) + ln d = S(E(ρ)), (67)
where we used the monotonicity of the quantum relative entropy. 
Let E(ρ) =∑kMkρM †k be a Kraus representation of E . The condition of E(I) = I
is satisfied if all of the Kraus operators are Hermitian such that Mk = M
†
k . In
particular, E(I) = I holds if Mk’s are projection operators
The strong subadditivity of the von Neumann entropy is easily obtained from the
monotonicity of the quantum relative entropy.
Theorem 3.6 (Strong subadditivity of the von Neumann entropy) Let ρABC ∈
Q(HA⊗HB⊗HC), ρAB := trC [ρABC ], ρBC := trA[ρABC ], and ρB := trAC [ρABC ]. Then
their von Neumann entropies satisfy
S(ρABC) + S(ρB) ≤ S(ρAB) + S(ρBC). (68)
Proof. Let σA := IA/dA, where IA is the identity on HA and dA is the dimension
of HA. We then have
[S(ρAB) + S(ρBC)]− [S(ρABC) + S(ρB)]
= [S(ρAB)− S(ρABC)]− [S(ρB)− S(ρBC)]
= S(ρABC‖σA ⊗ ρBC)− S(ρAB‖σA ⊗ ρB)
≥ 0,
(69)
where we used the monotonicity of the relative entropy for a CPTP map E : L(HA⊗
HB ⊗HC)→ L(HA ⊗HB) such that E(ρ) = trC [ρ] for ρ ∈ L(HA ⊗HB ⊗HC). 
Historically, the strong subadditivity (68) of the von Neumann entropy was first
proved based on the Lieb theorem [10–12]. Later, the monotonicity inequalities (64)
and (65) for the quantum relative entropy were proved from the strong subaddi-
tivity (68) [7–9]. On the other hand, Petz [106] proved monotonicity (65) without
invoking the strong subadditivity. Nielsen and Petz [107] pedagogically discussed this
proof. In a similar manner, Petz [108] showed a direct proof of monotonicity (64),
which we will discuss in Appendix B.
Remark 3.3 In contrast to the quantum case, it is easy to prove the monotonicity
of the classical relative entropy [105]. Let p := (p(a))a∈A and q := (q(a))a∈A be
probability distributions on A. The classical counterpart of a quantum CPTP map
is a Markov maps, which is given by transition probabilities {r(b|a)}a∈A,b∈B with∑
b r(b|a) = 1 such that
p′(b) :=
∑
a
r(b|a)p(a), q′(b) :=
∑
a
r(b|a)q(a). (70)
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We write E(p) := (p′(b))b∈B and E(q) := (q′(b))b∈B. Our goal is to show
S(p‖q) ≥ S(E(p)‖E(q)) (71)
for the classical relative entropy. Let p(a, b) := r(b|a)p(a) and q(a, b) := r(b|a)q(a).
We then have
S(p‖q) =
∑
a,b
p(a, b) ln
p(a)
q(a)
=
∑
a,b
p(a, b) ln
p(a, b)
q(a, b)
= S(E(p)‖E(q)) +
∑
a,b
p(a, b) ln
p(a|b)
q(a|b) ,
(72)
where p(a|b) := p(a, b)/p′(b) and q(a|b) := q(a, b)/q′(b). By noting that∑
a,b p(a, b) ln(p(a|b)/q(a|b)) ≥ 0 holds from the positivity of the classical relative
entropy, we obtain inequality (71). We note that the strong subadditivity of the
Shannon entropy straightforwardly follows from the monotonicity of the classical rel-
ative entropy.
4 QuantumMutual Information and Related Quan-
tities
In this section, we discuss the basic properties of the quantum mutual information
and related quantities. In particular, we introduce two important quantities that
are closely related to the quantum mutual information: the Holevo χ-quantity and
the QC-mutual information (the Groenewold-Ozawa information). We discuss their
information-theoretic meanings.
4.1 Quantum Mutual Information
We first introduce the quantum mutual information.
Definition 4.1 Let ρAB ∈ Q(HA⊗HB) be a quantum state and ρA := trB[ρAB] and
ρB := trA[ρ
AB] be its partial states. The mutual information between two systems is
then defined as
IA:B(ρAB) := S(ρAB‖ρA ⊗ ρB) = S(ρA) + S(ρB)− S(ρAB). (73)
From the positivity of the quantum relative entropy,
IA:B(ρAB) ≥ 0 (74)
holds, where the equality is achieved if and only if ρAB = ρA ⊗ ρB.
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Remark 4.1 We note the relationship between the quantum mutual information and
the classical mutual information. Let {|ϕa〉}a∈A and {|ψb〉}b∈B be orthonormal bases
of HA and HB, respectively. We define
ρAB :=
∑
ab
p(a, b)|ϕa〉〈ϕa| ⊗ |ψb〉〈ψb|, (75)
where {p(a, b)}(a,b)∈A×B is a classical probability distribution on A × B. Then the
quantum mutual information reduces to
IA:B(ρAB) =
∑
a,b
p(a, b) ln
p(a, b)
p(a)p(b)
, (76)
where p(a) :=
∑
b p(a, b) and p(b) :=
∑
a p(a, b). The rhs of Eq. (76) is the classical
mutual information between A and B.
We now discuss the data processing inequality, which is a straightforward conse-
quence of monotonicity (64) of the quantum relative entropy.
Theorem 4.1 (Data processing inequality) Let EA : L(HA) → L(HA′) and
EB : L(HB) → L(HB′) be CPTP maps. The quantum mutual information is non-
increasing by EA ⊗ EB:
IA
′:B′((EA ⊗ EB)(ρAB)) ≤ IA:B(ρAB). (77)
Proof. Noting that (EA ⊗ EB)(ρA ⊗ ρB) = EA(ρA)⊗ EB(ρB) and
trB′ [(EA ⊗ EB)(ρAB)] = EA(ρA), trA′[(EA ⊗ EB)(ρAB)] = EB(ρB), (78)
inequality (77) follows from the monotonicity (64) of the quantum relative entropy.

The data processing inequality states that the quantum mutual information never
increases by any CPTP map that is performed on each systems individually. The
following corollary is a special case.
Corollary 4.1 We consider three systems corresponding toHA,HB, andHC . Then
IA:B(ρAB) ≤ IA:BC(ρABC). (79)
Proof. By taking EBC(ρBC) := trC [ρBC ] and applying Theorem 4.1 to IA⊗EBC , we
obtain inequality (79). 
Remark 4.2 We note that inequality (79) can be written as
S(ρA) + S(ρB)− S(ρAB) ≤ S(ρA) + S(ρBC)− S(ρABC), (80)
which is equivalent to the strong subadditivity (68).
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4.2 Holevo’s χ-quantity
We next introduce the Holevo’s χ-quantity (or just the χ-quantity) that is related to
the accessible classical information encoded in quantum states [71–73].
Definition 4.2 Let A be a finite set, (p(a))a∈A be a probability distribution with∑
a p(a) = 1, and ρa ∈ Q(HS) be a quantum state labeled by a ∈ A. The χ-quantity
is defined as
χAS := S(ρ)−
∑
a
p(a)S(ρa), (81)
where ρ :=
∑
a p(a)ρa.
We introduce an auxiliary system HA with orthonormal basis {|ϕa〉}a∈A that can
store the classical information about a. We define a density operator
ρAS :=
∑
a
p(a)|ϕa〉〈ϕa| ⊗ ρa. (82)
The χ-quantity is then given by the mutual information
χAS = IA:S(ρAS), (83)
which is a useful formula.
Remark 4.3 We note the relationship between χ-quantity and the classical mutual
information. Let {|ψb〉}b∈B be an orthonormal basis of HS. We assume that ρa’s can
simultaneously be diagonalized as
ρa =
∑
b
p(b|a)|ψb〉〈ψb|, (84)
where
∑
b p(b|a) = 1 for any a. In this case, we can straightforwardly show that
χAS = IA:B, (85)
where IA:B is the classical mutual information between A and B for the joint distri-
bution p(a, b) := p(b|a)p(a).
The following theorems describe important properties of the χ-quantity and the
von Neumann entropy.
Theorem 4.2 (Concavity of the von Neumann entropy) The χ-quantity sat-
isfies
χAS ≥ 0, (86)
or equivalently
S(ρ) ≥
∑
a
p(a)S(ρa), (87)
which is called the concavity of the von Neumann entropy. The equality is achieved
if and only if p(a) = 1 for a single a.
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Proof. The inequality is obvious from the positivity of the mutual information in
Eq. (83). The equality is achieved if and only if ρAS is a product state, which implies
that p(a) = 1 holds for a single a. 
Theorem 4.3 The χ-quantity satisfies
χAS ≤ H(p), (88)
or equivalently
S(ρ) ≤ H(p) +
∑
a
p(a)S(ρa), (89)
where H(p) := −∑a p(a) ln p(a). The equality is achieved if the supports of ρa’s are
mutually orthogonal.
Proof. We introduce an auxiliary system HA′ with orthonormal basis {|ψa〉}a∈A.
We define a state
σAA
′
:=
∑
a
p(a)|ϕa〉〈ϕa| ⊗ |ψa〉〈ψa| ∈ Q(HA ⊗HA′), (90)
where the mutual information between A and A′ is given by IA:A
′
(σAA
′
) = H(p). On
the other hand, we define a CPTP map E : L(HA′)→ L(HS) such that
E(|ψa〉〈ψa|) = ρa (91)
for any a. In fact, we can construct E satisfying Eq. (91) as follows. Let ρa =∑
i qa(i)|ai〉〈ai| be the spectrum decomposition of ρa. We define Kraus operators
Mai :=
√
qa(i)|ai〉〈ψa| ∈ L(HA′,HS), (92)
which satisfies∑
ai
M †aiMai =
∑
ai
qa(i)|ψa〉〈ai|ai〉〈ψa| =
∑
a
|ψa〉〈ψa| = IA′ , (93)
where IA
′
is the identity on HA′. By defining E with the Kraus operators (92), we
have
E(|ψa〉〈ψa|) =
∑
i
qa(i)|ai〉〈ai| = ρa, (94)
which confirms Eq. (91).
By applying E ⊗ IA to σAA′ with IA the identity on L(HA), we have
(E ⊗ IA)(σAA′) =
∑
a
p(a)ρa ⊗ |ϕa〉〈ϕa| =: ρAS. (95)
Therefore, from the data processing inequality (77), we obtain
H(p) = IA:A
′
(σAA
′
) ≥ IA:S(ρAS) = χAS, (96)
which implies inequality (89). If the supports of ρa’s are mutually orthonormal, the
equality in (89) is achieved because of Eq. (50). 
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Theorem 4.3 implies that Eq. (50) is replaced by inequality (89) if the supports
of ρa’s are not mutually orthogonal. The following corollary is a direct consequence
of Theorem 4.3.
Corollary 4.2 We define ρ :=
∑
a p(a)|φa〉〈φa| with
∑
a p(a) = 1, where |φa〉’s are
not necessarily mutually-orthogonal. We then have
S(ρ) ≤ H(p), (97)
where H(p) := −∑a p(a) ln p(a).
Proof. Apply Theorem 4.3 to ρa := |φa〉〈φa|. 
We next show the data processing inequality for the χ-quantity.
Theorem 4.4 (Data processing inequality) We define
χ′AS
′
:= S(E(ρ))−
∑
a
p(a)S(E(ρa)), (98)
where E : L(HS)→ L(HS′) is a CPTP map. Then
χ′AS
′ ≤ χAS. (99)
Proof. From Eq. (83) and inequality (77), we have χ′AS
′
= IA:S
′
((IA ⊗ E)(ρAS)) ≤
IA:S(ρAS) = χAS, where IA is the identity on L(HA). 
We next formulate and prove the Holevo bound, which determines the upper
bound of the accessible classical information that is encoded in a quantum system.
We consider that the classical information about a ∈ A is encoded in a quantum
state ρa ∈ Q(HS). We extract the information about a by performing a quantum
measurement on the quantum system.
Let {Eb}b∈B be a POVM with a finite set B. The probability of obtaining outcome
b ∈ B by a measurement on state ρa with the POVM is given by
p(b|a) = tr[Ebρa]. (100)
The joint probability of (a, b) is p(a, b) = p(b|a)p(a), whose marginal distributions are
p(a) :=
∑
b p(a, b) and p(b) :=
∑
a p(a, b). The mutual information I
A:B between the
two classical variables is then given by
IA:B =
∑
a,b
p(a, b) ln
p(a, b)
p(a)p(b)
. (101)
The Holevo bound states that the upper bound of the classical mutual informa-
tion (101) is bounded by the χ-quantity.
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Theorem 4.5 (Holevo bound)
IA:B ≤ χAS (102)
holds for any POVM {Eb}b∈B.
We will discuss two proofs of Theorem 4.5 in the followings. The first proof [14] is
more intuitive than the second one [72], while the second one is simpler than the first
one. Both proofs are based on the monotonicity of the quantum relative entropy.
Proof. We now discuss the first proof. We introduce two auxiliary quantum systems
described by Hilbert spaces HA and HB. Their orthonormal bases are labeled by the
corresponding classical variables as {|a〉}a∈A ⊂ HA and {|b〉}b∈B ⊂ HB. We define
ρAS ∈ Q(HA ⊗HS) as
ρAS :=
∑
a
p(a)|a〉〈a| ⊗ ρa, (103)
and define ρASB := ρAS ⊗ |0〉〈0| ∈ Q(HA ⊗ HS ⊗ HB), where |0〉 ∈ HB is an
initial reference state. It is easy to show that there is a CPTP map ESB acting on
L(HS ⊗HB) such that
(IA ⊗ ESB)(ρASB) =
∑
a,b
p(a)|a〉〈a| ⊗
√
Ebρa
√
Eb ⊗ |b〉〈b| =: ρ′ASB, (104)
where IA is the identity on L(HA). We note that ESB describes a measurement
process corresponding to POVM {Ea}.
Let ρ′AB := trS[ρ
ASB]. We then obtain
χAS = IA:S(ρAS) = IA:SB(ρASB) ≥ IA:SB(ρ′ASB) ≥ IA:B(ρ′AB), (105)
where we used Eq. (83) and the data processing inequalities (77) and (79). By noting
that
ρ′AB =
∑
a,b
p(a, b)|a〉〈a| ⊗ |b〉〈b|, (106)
we obtain
IA:B(ρ′AB) = IA:B, (107)
where the rhs means the classical mutual information (101). Inequality (105) and
Eq. (107) imply the Holevo bound (102). 
Proof. We next discuss the second proof. We note that the χ-quantity can be
written as
χAS :=
∑
a
p(a)S(ρa‖ρ). (108)
Let N <∞ be the number of possible outcomes, and let ρ′a, ρ′ ∈ Q(CN ) be diagonal
matrices, where every diagonal element is given by tr[Ebρa] or tr[Ebρ], respectively.
We have
IA:B =
∑
a
p(a)S(ρ′a‖ρ′). (109)
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On the other hand, a linear map E : L(HS) → L(CN ) satisfying E(ρa) = ρ′a and
E(ρ) = ρ′ is CPTP. Therefore, from the monotonicity of the quantum relative entropy,
we obtain
S(ρa‖ρ) ≥ S(ρ′a‖ρ′) (110)
for any a. By averaging inequality (110) over all a’s and by using Eqs. (108) and
(109), we obtain the Holevo bound (102). 
4.3 QC-mutual Information (Groenewold-Ozawa Information)
We next introduce a quantity called the QC-mutual information that is also related
to the accessible classical information encoded in quantum states [74–76, 84]. We
consider a quantum measurement described by POVM {Eb}b∈B, where B = {b} is
the finite set of outcomes. If the measured state is ρ ∈ Q(HS), the probability of
obtaining outcome b is given by p(b) = trS[Ebρ]. By defining
ρb :=
1
p(b)
√
Ebρ
√
Eb, (111)
we introduce the QC-mutual information as follows.
Definition 4.3 In the above setup, the QC-mutual information (the Groenewold-
Ozawa information) is defined as
IS:BQC := S(ρ)−
∑
b
p(b)S(ρb). (112)
We note that the QC-mutual information (112) only depends on the measured
state ρ and the POVM {Eb}b∈B. We note that Groenewold [74] and Ozawa [75]
originally discussed the case that any Kraus operator Mb ∈ L(HS) satisfies Eb :=
M †bMb.
Remark 4.4 We note the relationship between the QC-mutual information and the
classical mutual information. Let {|ϕa〉}a∈A be an orthonormal basis of HS. We as-
sume that ρ and Eb’s are simultaneously diagonalized such that ρ =
∑
a p(a)|ϕa〉〈ϕa|
and Eb =
∑
a p(b|a)|ϕa〉〈ϕa| for any b ∈ B. In this case, we have ρb =
∑
a p(a|b)|ϕa〉〈ϕa|
with p(a|b) := p(b|a)p(a)/ (∑a p(b|a)p(a)). Therefore, we obtain
IS:BQC = I
A:B, (113)
where IA:B is the classical mutual information between A and B for the joint distri-
bution p(a, b) := p(b|a)p(a).
We consider a quantum measurement with the set of Kraus operators {Mb}b∈B ⊂
L(HS) satisfying Eb = M
†
bMb. Let ρ
′
b := MbρM
†
b /p(b) and ρ
′ :=
∑
b p(b)ρ
′
b. The
QC-mutual information can then be written as
IS:BQC = χ
SB −∆Smeas, (114)
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where χSB := S(ρ′)−∑b p(b)S(ρ′b) is the χ-quantity of the post-measurement states,
and ∆Smeas := S(ρ
′)− S(ρ) is the change of the von Neumann entropy by the mea-
surement.
On the other hand, the QC-mutual information IS:BQC equals the χ-quantity of
an auxiliary system. Let HR be the Hilbert space of the auxiliary system R, and
|Ψ〉 ∈HS ⊗HR be a purification of ρ such that
trR[|Ψ〉〈Ψ|] = ρ. (115)
We define ρR := trS[|Ψ〉〈Ψ|] and
ρRb := trS[(
√
Eb ⊗ IR)|Ψ〉〈Ψ|(
√
Eb ⊗ IR)]/p(b), (116)
where IR ∈ L(HR) is the identity. We note that ρR =
∑
b p(b)ρ
R
b . We then obtain
the following theorem:
Theorem 4.6 The QC-mutual information satisfies
IS:BQC = χ
BR, (117)
where χBR := S(ρR)−∑b p(b)ρRb is the χ-quantity of {ρRb }b∈B.
Proof. By noting that trR[(
√
Eb⊗IR)|Ψ〉〈Ψ|(
√
Eb⊗IR)]/p(b) = ρb, we have S(ρb) =
S(ρRb ) and S(ρ) = S(ρ
R), which imply Eq. (117). 
Therefore, the QC-mutual information satisfies the following inequality.
Corollary 4.3
0 ≤ IS:BQC ≤ H(p), (118)
where H(p) := −∑b p(b) ln p(b).
Proof. Apply inequalities (86) and (88) to χBR. 
We next consider an information-theoretic meaning of the QC-mutual information.
We assume that classical information about a ∈ A is encoded in ρ ∈ Q(HS) as
ρ =
∑
a
q(a)ρa, (119)
where ρa’s are density operators, q(a)’s satisfy
∑
a q(a) = 1, and A is assumed to be
a finite set. We then perform a measurement with POVM {Eb}b∈B. The probability
of obtaining b under the condition of a is given by
p(b|a) = trS[Ebρa]. (120)
The joint distribution is p(a, b) := p(b|a)q(a). We note that the unconditional prob-
ability of obtaining b is given by p(b) =
∑
a p(a, b) = trS[Eaρ], and the QC-mutual
information is defined by Eq. (112) with ρb :=
√
Ebρ
√
Eb/p(b). We then have the
following theorem as a “dual” of the Holevo bound (Theorem 4.5) [76].
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Theorem 4.7 In the above setup, the classical mutual information IA:B between A
and B is bounded by the QC-mutual information:
IA:B ≤ IS:BQC . (121)
Proof. Let ρa =
∑
i qa(i)|ψai〉〈ψai| be the spectrum decomposition of ρa, where
{|ψai〉}i is an orthonormal basis of HS. We introduce an auxiliary system described
by HR with orthonormal basis {|rai〉}ai, and define a purification of ρ:
|Ψ〉 :=
∑
ai
√
q(a)qa(i)|ψai〉|rai〉 ∈HS ⊗HR. (122)
We have ρ = trR[|Ψ〉〈Ψ|] and ρa = trR[IS⊗PRa |Ψ〉〈Ψ|]/q(a), where PRa :=
∑
i |rai〉〈rai|
and IS is the identity on HS. On the other hand, we define ρ
R := trS[|Ψ〉〈Ψ|] and
ρRb := trS[(
√
Eb ⊗ IR)|Ψ〉〈Ψ|(
√
Eb ⊗ IR)]/p(b) = trS[(Eb ⊗ IR)|Ψ〉〈Ψ|]/p(b), where IR
is the identity on HR. By noting that
trS
[
EbtrR
[
IS ⊗ PRa |Ψ〉〈Ψ|
]]
= trR
[
PRa trS
[
Eb ⊗ IR|Ψ〉〈Ψ|
]]
, (123)
we obtain
trS[Ebρa]q(a) = trR[P
R
a ρ
R
b ]p(b), (124)
and therefore
p(a, b) = trR[P
R
a ρ
R
b ]p(b). (125)
Since IS:BQC = S(ρ
R) − ∑b p(b)S(ρRb ) holds from Theorem 4.6, we obtain inequal-
ity (121) by applying the Holevo bound to {ρRb }b∈B. 
We note that, in the set up of the Holevo bound (Theorem 4.5), the encoding of
the classical information is fixed and the measurement is arbitrary. In contrast, in
the setup of Theorem 4.7, the encoding is arbitrary and the measurement is fixed.
Inequality (121) determines the upper bound of the accessible classical information
under the condition that the measurement is given by {Eb}b∈B and the ensemble
average of the encoded states is given by ρ.
5 Second Law of Thermodynamics
We now derive the second law of thermodynamics in three manners. The first deriva-
tion is based on the positivity of the quantum relative entropy. The second derivation
is based on the quantum fluctuation theorem, which is shown to be equivalent to the
first derivation. The third one is based on the monotonicity of the quantum relative
entropy.
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5.1 Thermodynamic Entropy and the von Neumann Entropy
Before going to the main part of this section, we briefly discuss the relationship
between the thermodynamic entropy and the von Neumann entropy. We consider a
thermodynamic system that is in thermal equilibrium. Let H be the Hamiltonian of
the system. The Helmholtz free energy is defined as
F := −β−1 ln tr[e−βH ], (126)
where β > 0 is the inverse temperature of the system. The thermodynamic entropy
Stherm satisfies
Stherm = β(〈E〉 − F ), (127)
where 〈E〉 is the average energy of the system. The thermodynamic relation (127) has
been well established from the 19th century as a phenomenological thermodynamic
relation for macroscopic systems. In terms of statistical mechanics, however, it is not
so obvious to determine the microscopic expression of the thermodynamic entropy
Stherm as will be discussed in Sec. 7.
As a special case, if we select the canonical distribution
ρcan := e
β(F−H) (128)
as a microscopic expression of the thermal equilibrium state, we can easily show that
the thermodynamic entropy is given by the von Neumann entropy of the system:
Theorem 5.1 The von Neumann entropy of ρcan satisfies
S(ρcan) = β(〈E〉can − F ), (129)
where 〈E〉can := tr [Hρcan] is the average energy in the canonical distribution.
The statistical-mechanical relation (129) is consistent with the thermodynamic
relation (127) with the correspondence between S(ρcan) and Stherm. Therefore, in
the main part of this article, we will identify a canonical distribution to a thermal
equilibrium state, and the von Neumann entropy to the thermodynamic entropy; these
identifications have been widely used in statistical mechanics. Some subtle points on
the validities of these identifications will be discussed in Sec. 7.
We can also easily calculate the quantum relative entropy of any state ρ ∈ Q(H)
to the canonical distribution ρcan as
S(ρ‖ρcan) = β(F − 〈E〉)− S(ρ), (130)
where 〈E〉 := tr[Hρ] is the average energy of ρ. From the positivity of the quantum
relative entropy, we have
S(ρ) ≤ β(F − 〈E〉), (131)
where the equality is achieved only if ρ = ρcan. Inequality (131) implies that the von
Neumann entropy takes the maximum in the canonical distribution among the states
that have the same amount of the energy.
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5.2 From the Positivity of the Quantum Relative Entropy
We now derive the second law of thermodynamics on the basis of the positivity of the
quantum relative entropy and the unitarity of the time evolution of the system [33,58].
We first prove a very general but almost trivial equality and inequality, and next apply
them to thermodynamic situations. Therefore, the nontrivial part of this subsection
is in the applications to each examples.
We consider a unitary evolution of the system from state ρi ∈ Q(H) to ρf ∈ Q(H)
such that ρf = UρiU
†. We also introduce a reference state ρ0 ∈ Q(H), which is
different from ρi or ρf in general. Since S(ρi) = S(ρf) holds due to the unitary
evolution, we have the following theorem:
Theorem 5.2 In the above setup,
− tr[ρf ln ρ0]− S(ρi) = S(ρf‖ρ0) (132)
holds, which leads to
− tr[ρf ln ρ0]− S(ρi) ≥ 0. (133)
We note that we use the positivity of the relative entropy S(ρf‖ρ0) to derive
inequality (133). While Eq. (132) and inequality (133) are obvious, they play key
roles to derive the second law of thermodynamics as shown below. We discuss two
typical situations in the following.
Example 5.1 We assume that the system is driven by a time-dependent Hamiltonian
H(t) from t = 0 to t = τ , which gives the unitary operator as
U = Texp
(
−i
∫ τ
0
H(t)dt
)
. (134)
The free energy corresponding to the Hamiltonian at time t is given by
F (t) := −β−1 ln tr [e−βH(t)] , (135)
where β > 0. We assume that the system is initially in the canonical distribution at
inverse temperature β such that
ρi := e
β(F (0)−H(0)), (136)
and define the reference state as
ρ0 := e
β(F (τ)−H(τ)). (137)
We stress that ρf 6= ρ0 in general. In this setup, we have
tr [ρf ln ρ0] = β (F (τ)− tr [Hρf ]) . (138)
Therefore, Eq. (132) reduces to
β(〈W 〉 −∆F ) = S(ρf‖ρ0), (139)
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where
〈W 〉 := tr[ρfH(τ)]− tr[ρiH(0)] (140)
is the energy difference of the system, and
∆F := F (τ)− F (0) (141)
is the free-energy difference corresponding to the initial and final Hamiltonians. We
note that the energy difference 〈W 〉 is regarded as the work performed on the system
in this setup, because any heat bath is not attached to the system. Corresponding to
inequality (133), we obtain the second law of thermodynamics
〈W 〉 ≥ ∆F. (142)
Example 5.2 We assume that the total system consists of the main system S and
heat baths Bk (k = 1, 2, · · · ). The Hilbert spaces corresponding to S and Bk are
respectively given by HS and HBk so that H = HS ⊗k HBk . Let HS ∈ L(HS)
be the system’s Hamiltonian, HBk ∈ L(HBk) be the kth Bath’s Hamiltonian, and
HSBk ∈ L(HS⊗HBk) be the interaction Hamiltonian between S and Bk. We assume
that HS and HSBk are time-dependent, while HBk is time-independent. The total
system then obeys a unitary evolution from t = 0 to t = τ corresponding to the total
Hamiltonian
H(t) = HS(t) +
∑
k
(HSBk(t) +HBk), (143)
where we omitted to write the tensor products with the identities on HS and HBk ’s.
Let H int(t) :=
∑
kH
SBk(t). For simplicity, we assume that the interaction Hamilto-
nian satisfies H int(0) = H int(τ) = 0.
Let ρBkcan be the canonical distribution corresponding to H
Bk such that
ρBkcan := e
βk(Fk−H
Bk ), (144)
where βk > 0 is the inverse temperature of Bk, and
Fk := −β−1k ln tr
[
e−βH
Bk
]
. (145)
We assume that the initial state of the total system is given by a product state
ρi := ρ
S
i ⊗k ρBkcan, (146)
where ρSi is an arbitrary initial state of the system. We note that Eq. (146) is consis-
tent with assumption H int(0) = 0. The final state is given by ρf = UρiU
†, where U is
given by Eq. (134) with the total Hamiltonian (143). The final state of S is given by
ρSf := trB[ρf ], (147)
where trB means the trace over all HBk ’s. We then define the reference state as
ρ0 := ρ
S
f ⊗k ρBkcan. (148)
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In this setup, we can show that Eq. (132) is equivalent to
∆S −
∑
k
βk〈Qk〉 = S(ρf‖ρ0), (149)
where
∆S := S(ρSf )− S(ρSi ) (150)
is the difference in the von Neumann entropy of the system, and
〈Qk〉 := tr
[
HBkρi
]− tr [HBkρf] (151)
is regarded as the heat that is absorbed by S from bath Bk due to assumption
H int(0) = H int(τ) = 0. Corresponding to inequality (133), we obtain the Clausius
inequality
∆S −
∑
k
βk〈Qk〉 ≥ 0. (152)
We note that, in the conventional thermodynamics, the initial and final states of the
system are assumed to be in thermal equilibrium. On the other hand, we assumed
nothing on ρSi and ρ
S
f above. Therefore, inequality (152) is regarded as a generalization
of the conventional Clausius inequality to situations in which the initial and final
states of the system are out of equilibrium.
In the following, we additionally assume that the initial state of the system is
given by the canonical distribution at inverse temperature β such that
ρSi = e
β(FS(0)−HS(0)), (153)
where
F S(t) := −β−1tr
[
e−βH
S(t)
]
. (154)
This assumption is consistent with assumption H int(0) = 0. By using notation ρS0 :=
eβ(F
S(τ)−HS(τ)), we obtain
S(ρSf ) ≤ −tr
[
ρSf ln ρ
S
0
]
= β
(
F (τ)− tr [HSρSf ]) , (155)
where we used the positivity of S(ρSf ‖ρS0 ). Therefore, we obtain
〈∆ES〉 −∆F S ≥ ∆S, (156)
where
〈∆ES〉 := tr[ρSf HS(τ)]− tr[ρSi HS(0)] (157)
is the energy difference of the system. By combining inequalities (152) and (156), we
obtain
β
(〈∆ES〉 −∆F S)−∑
k
βk〈Qk〉 ≥ 0. (158)
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For a special case in which there is a single heat bath at inverse temperature β,
inequality (133) reduces to
〈W 〉 ≥ ∆F S, (159)
where
〈W 〉 := 〈ES〉 − 〈Q〉 (160)
is the work performed on the system.
The argument in this subsection is based on the positivity of the quantum relative
entropy and the unitary evolution of the total system. We can replace the unitary
evolution by a unital CPTP map E satisfying E(I) = I. In this case, the von Neumann
entropy of the total system is non-decreasing as S(ρi) ≤ S(ρf), which has been shown
in Corollary 3.2. Thus, Eq. (132) is replaced by an inequality
− tr[ρf ln ρ0]− S(ρi) ≥ S(ρf‖ρ0), (161)
and therefore, inequality (133) remains unchanged. As a consequence, inequali-
ties (142) and (152) still hold for such a CPTP map E acting on the total system.
5.3 From the Quantum Fluctuation Theorem
The quantum fluctuation theorem gives information about fluctuations of the entropy
production [33–57]. We first introduce the stochastic entropy production and formu-
late the quantum fluctuation theorem in a very general setup. Let ρi, ρ0 ∈ Q(H)
be density operators. They have spectrum decompositions ρi =
∑
a pi(a)|ψa〉〈ψa|
and ρ0 =
∑
b p0(b)|φb〉〈φb|, where {|ψa〉} and {|φb〉} are orthonormal basis of H . To
formulate the quantum fluctuation theorem, the key concepts are the forward and
backward processes that are described as follows.
Forward process. In the forward process, the initial state is given by ρi. We first
perform the projection measurement on ρi with basis {|ψa〉}, and obtain outcome
a with probability pi(a). By this measurement, the ensemble average of the post-
measurement states equals ρi. We next perform a unitary operation with a time-
dependent Hamiltonian H(t) from t = 0 to τ . The unitary operator is given by
Eq. (134). The density operator of the system then becomes ρf = UρiU
†. We next
perform the projection measurement on ρf with basis {|φb〉}, and obtain outcome b
with probability pf(b) := 〈φb|ρf |φb〉. The joint probability of (a, b) is given by
p(a, b) := p(b← a)pi(a), (162)
where
p(b← a) := |〈φb|U |ψa〉|2 (163)
is the transition probability. We note that pf(b) =
∑
a p(a, b).
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Backward process. To formulate the backward process, we need to introduce the
time-reversal operator Θ acting on H , which is an anti-unitary (i.e., inner-product
preserving and anti-linear) operator satisfying Θ2 = Θ and Θ† = Θ. Here, an anti-
linear operator satisfies that, for any |ϕ1〉, |ϕ2〉 ∈H and α1, α2 ∈ C,
Θ(α1|ϕ1〉+ α2|ϕ2〉) = α∗1Θ|ϕ1〉+ α∗2Θ|ϕ2〉, (164)
where α∗i means the complex conjugate of αi. Let |ψ˜a〉 := Θ|ψa〉, |φ˜b〉 := Θ|φb〉,
and ρ˜0 := Θρ0Θ =
∑
b p0(b)|φ˜b〉〈φ˜b|. We note that {|ψ˜a〉} and{|φ˜b〉} are orthonormal
bases of H .
The protocol for the backward process is as follows. The initial state of the
backward process is given by ρ˜0. We first perform the projection measurement on ρ˜0
with basis {|φ˜b〉}, and obtain outcome b with probability p0(b). By this measurement,
the ensemble average of the post-measurement states equals ρ˜0. We introduce the
time-reversal of the Hamiltonian as
H˜(t) := ΘH(t)Θ. (165)
For example, if the Hamiltonian depends on magnetic field B as H(t;B), its time-
reversal is given by H˜(t;B) = H(t;−B). We next perform a unitary operation
from t = 0 to t = τ with the time-reversed control protocol of the time-reversed
Hamiltonian. The corresponding unitary operator U˜ is given by
U˜ := T exp
(
−i
∫ τ
0
H˜(τ − t)dt
)
. (166)
We next perform the projection measurement on U˜ ρ˜0U˜
† with basis {|ψ˜a〉}, and obtain
outcome a with probability p˜f(a) := 〈ψ˜a|U˜ ρ˜0U˜ †|ψ˜a〉. The joint probability of (b, a) in
the backward process, denoted by p˜(b, a), is then given by
p˜(b, a) = p˜(a← b)p0(b), (167)
where
p˜(a← b) = |〈ψ˜a|U˜ |φ˜b〉|2 (168)
is the backward transition probability. We note that p˜f(a) :=
∑
b p˜(b, a).
We define the following quantity:
σ(a, b) := ln
p(a, b)
p˜(b, a)
, (169)
which is referred to as the stochastic entropy production in the forward process. The
average of the entropy production is given by
〈σ〉 =
∑
a,b
p(a, b) ln
p(a, b)
p˜(b, a)
, (170)
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which is positive because of the positivity of the classical relative entropy:
〈σ〉 ≥ 0. (171)
We discuss the relationship between inequality (171) and inequality (133) in The-
orem 5.2 in Sec. 5.2. The following theorem plays a key role.
Theorem 5.3 The classical relative entropy (170) can be written as
〈σ〉 = S(ρf‖ρ0), (172)
where S(ρf‖ρ0) is the quantum relative entropy.
Proof. We first note that ΘU˜Θ = U † holds, because Θ(iH˜(t))Θ = −iH(t) holds.
We then have the key observation that the unitary evolution has a time-reversal
symmetry:
p˜(a← b) = |〈ψ˜a|U˜ |φ˜b〉|2 = |〈ψa|ΘU˜Θ|φb〉|2
= |〈ψa|U †|φb〉|2 = |〈φb|U |ψa〉|2 = p(b← a).
(173)
Therefore, we obtain
σ(a, b) = ln
pi(a)
p0(b)
, (174)
which leads to
〈σ〉 =
∑
a,b
p(a, b) ln
pi(a)
p0(b)
=
∑
a
pi(a) ln pi(a)−
∑
b
pf(b) ln p0(b). (175)
Obviously, ∑
a
pi(a) ln pi(a) = −S(ρi) = −S(ρf). (176)
We also obtain ∑
b
pf(b) ln p0(b) =
∑
b
〈φb|ρf |φb〉 ln p0(b)
=
∑
b
〈φb|ρf ln ρ0|φb〉 = tr[ρf ln ρ0].
(177)
By combining Eqs. (176) and (177), we obtain Eq. (172). 
From Eqs. (132) and (169), we obtain
〈σ〉 = −tr[ρf ln ρ0]− S(ρi). (178)
Therefore, inequality (171) is equivalent to inequality (133). Since inequality (133)
leads to inequalities (142) and (152) as special cases, these inequalities can also be
regarded as special cases of inequality (171), which we will discuss in detail later.
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Equality (169) is regarded as a general expression of the quantum fluctuation
theorem. The reason why Eq. (169) can be called a “theorem” rather than just a
definition lies in the fact that σ equals to some important thermodynamic quantities
for special cases, as we will show in Examples 5.3 and 5.4. Strictly speaking, Eq. (169)
should be called a theorem only for such cases with the thermodynamic expressions
of σ. In fact, we have already shown Eq. (178), which implies that the average of σ
reduces to the lhs’s of (139) and (152).
Before going to such special cases, we discuss the some properties of σ on the basis
of Eq. (169). To do so, we introduce the entropy production in the backward process
as
σ˜(b, a) := ln
p˜(b, a)
p(a, b)
. (179)
In the backward process, Θρ0Θ and ΘρiΘ respectively play the roles of ρi and ρ0 in
the forward process. Therefore, definition (179) in the backward process is consistent
with the definition (170) in the forward process. We note that
σ(a, b) = −σ˜(b, a). (180)
We introduce the probability distribution of σ as
p(σ = Σ) :=
∑
a,b
p(a, b)δ(Σ, σ(a, b)), (181)
where δ(·, ·) is the Kronecker delta, and that of σ˜ as
p˜(σ˜ = Σ) :=
∑
b,a
p˜(b, a)δ(Σ, σ˜(b, a)). (182)
We can show that
p˜(σ˜ = −Σ)
p(σ = Σ)
= e−Σ, (183)
because
p˜(σ˜ = −Σ) =
∑
a,b
p˜(b, a)δ(−Σ, σ˜(b, a))
=
∑
a,b
p(a, b)eσ˜(b,a)δ(−Σ, σ˜(b, a))
= e−Σ
∑
a,b
p(a, b)δ(−Σ, σ˜(b, a))
= e−Σ
∑
a,b
p(a, b)δ(Σ, σ(a, b))
= e−Σp(σ = Σ).
(184)
We also refer to Eq. (183) as the quantum fluctuation theorem. We can show that
〈e−σ〉 = 1, (185)
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because
〈e−σ〉 :=
∑
Σ
p(σ = Σ)e−Σ =
∑
Σ
p˜(σ˜ = −Σ) = 1. (186)
Equality (185) is called the integral fluctuation theorem or the quantum Jarzynski
equality. By using the Jensen inequality for the exponential function (i.e., e−〈σ〉 ≤
〈e−σ〉), we reproduce inequality (171) from Eq. (185). We note that the quantum
fluctuation theorems (169), (183), and (185) were obtained by Kurchan [32] and
Tasaki [33].
Example 5.3 We consider the case of Example 5.1 in which ρi and ρ0 are given
by Eqs. (136) and (137), respectively. Let H(0) =
∑
aEa(0)|ψa〉〈ψa| and H(τ) =∑
bEb(τ)|φb〉〈φb| be the spectrum decompositions of the initial and final Hamiltoni-
ans, which leads to pi(a) = e
β(F (0)−Ea(0)) and p0(b) = e
β(F (τ)−Eb(τ)). The stochastic
entropy production (170) is then given by
σ(a, b) = ln
pi(a)
p0(b)
= β(∆F −W (a, b)), (187)
where ∆F := F (τ)− F (0) and W (a, b) := Eb(τ)−Ea(0). We then obtain
〈W 〉 :=
∑
a,b
p(a, b)W (a, b) = tr[H(τ)ρf ]− tr[H(0)ρi], (188)
which is consistent with Eq. (140). In this case, the integral fluctuation theorem (185)
reduces to
〈e−βW 〉 = e−∆F , (189)
which is called the quantum Jarzynski equality. Inequality (171) reduces to (142) in
this situation.
Example 5.4 We next consider the case of Example 5.2 in which ρi and ρ0 are
given by Eqs. (146) and (148), respectively. Let ρSi :=
∑
a′ p
S
i (a
′)|ψSa′〉〈ψSa′ | and ρf :=∑
b′ p
S
f (b
′)|φSb′〉〈φSb′| be the spectrum decompositions of the initial and final states of
S. The spectrum decompositions of the Hamiltonians of the heat baths are given by
HBk =
∑
ak
EBkak |ϕak〉〈ϕak |. We then have
pi(a) = p
S
i (a
′)
∏
k
exp(βk(Fk − EBkak )),
p0(b) = p
S
f (b
′)
∏
k
exp(βk(Fk − EBkbk )),
(190)
where a = (a′, {ak}) and b = (b′, {bk}). We note that |ψa〉 = |ψSa′〉 ⊗k |ϕak〉 and
|φb〉 = |ψSb′〉 ⊗k |ϕbk〉. Therefore, the stochastic entropy production is given by
σ(a, b) = sf(b
′)− si(a′)−
∑
k
βkQk(ak, bk), (191)
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where
si(a
′) := − ln pSi (a′), sf(b′) := − ln pSf (b′) (192)
are called the stochastic entropies of S, and
Qk(ak, bk) := E
Bk
ak
− EBkbk (193)
is the heat absorbed by S from Bk. We note that
〈si〉 :=
∑
a,b
p(a, b)si(a
′) = −
∑
a′
pSi (a
′) ln pSi (a
′) = S(ρSi ),
〈sf〉 :=
∑
a,b
p(a, b)sf(b
′) = −
∑
b′
pSf (b
′) ln pSf (b
′) = S(ρSf ),
(194)
and
〈Qk〉 :=
∑
a,b
p(a, b)Qk(ak, bk) = tr
[
HBkρi
]− tr [HBkρf] , (195)
which is consistent with Eq. (151). Therefore, we obtain
〈σ〉 = ∆S −
∑
k
βk〈Qk〉, (196)
where ∆S := S(ρSf )−S(ρSi ). Inequality (171) reduces to the Clausius inequality (152)
in this situation.
We note that the quantum fluctuation theorem has been generalized to nonunitary
processes including quantum measurements [51].
5.4 From the Monotonicity of the Quantum Relative En-
tropy
We next apply the monotonicity of the quantum relative entropy to a derivation of the
second law of thermodynamics. While the obtained inequalities are mathematically
not equivalent to the inequalities obtained in the previous two sections, their physical
meanings are the same for special cases. The inequalities in this subsection can also
be applied to transitions between nonequilibrium steady states, which leads to a
quantum version of the Hatano-Sasa inequality [63].
5.4.1 Time-independent Control
We first consider relaxation processes to steady states, in which the external param-
eters that we can control do not depend on time. The following theorem plays a key
role.
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Theorem 5.4 Let E : L(H)→ L(H) be a CPTP map and ρi ∈ Q(H) be an initial
state. We assume that E has a unique steady state ρss satisfying E(ρss) = ρss. Then
∆S ≥ −σBex, (197)
where ∆S := S(E(ρi))− S(ρi) and
σBex := tr[E(ρi) ln ρss]− tr[ρi ln ρss]. (198)
Proof. Inequality (197) is obvious from the monotonicity of the relative entropy:
S(ρi‖ρss) ≥ S(E(ρi)‖E(ρss)) with E(ρss) = ρss. 
We apply inequality (197) to relaxation processes to equilibrium states.
Example 5.5 Suppose that ρss = I/d holds, where I is the identity on H and d
is the dimension of H . In this case, σBex = 0 holds, and therefore inequality (197)
reduces to
∆S ≥ 0, (199)
which is equivalent to inequality (66).
Physically, the condition of E(I) = I implies that the steady state is the micro-
canonical distribution. In fact, the microcanonical distribution is given by ρmicrocan :=
I/d, where H is taken as the set of state vectors in a microcanonical energy shell.
Thus, inequality (199) is regarded as the law of entropy increase for adiabatic pro-
cesses, in which the system does not exchange the energy with the environment so
that the steady state is expected to be the microcanonical distribution.
Example 5.6 Suppose that ρss = e
β(F−H) holds, where H is the Hamiltonian and
F := −β−1 ln tr[e−βH ] is the corresponding free energy. In this case, σBex is given by
σBex = −β(tr[HE(ρi)]− tr[Hρi]) = −β〈Q〉, (200)
where Q is the heat absorbed by the system. Therefore, inequality (197) reduces
to [63, 64]
∆S ≥ βQ, (201)
which is the Clausius inequality with a single heat bath.
We note that inequality (197) can be applied to situations in which ρss describes
a nonequilibrium steady state (NESS). However, in such a case, the physical meaning
of σBex is not so clear. For the case of a classical overdamped Langevin system, Hatano
and Sasa [65] showed that −σBex can be regarded as an “excess heat,” which is obtained
by subtracting a “housekeeping heat” from the total heat. The housekeeping heat
means the heat current in a NESS, which vanishes for the case of an equilibrium
steady state.
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5.4.2 Time-dependent Control
We next consider situations in which we drive a system by changing external param-
eters. We assume that we change the values of the parameters N − 1 times during
the entire time evolution. In such a case, the total time evolution E can be written
as
E = EN ◦ · · · ◦ E2 ◦ E1, (202)
where En : L(H) → L(H) (n = 1, 2, · · · , N) describes the time evolution with the
nth values of the external parameters. We assume that each En has a unique steady
state ρss,n. We write ρn := En(ρn−1) and ρ0 := ρi, where ρi ∈ Q(H) is the initial
state. From inequality (197), we have a set of inequalities
S(ρn+1)− S(ρn) ≥ − (tr[ρn ln ρss,n]− tr[ρn−1 ln ρss,n]) (1 ≤ n ≤ N). (203)
By summing up them, we have the following theorem.
Theorem 5.5 (Quantum Hatano-Sasa inequality)
∆S ≥ −σBex, (204)
where
σBex :=
N∑
n=1
(tr[ρn ln ρss,n]− tr[ρn−1 ln ρss,n]) . (205)
If ρss,n’s are out of equilibrium, inequality (204) is regarded as a quantum version
of the Hatano-Sasa inequality, which was obtained by Yukawa [63]. We note that
Eq. (205) can be rewritten as
σBex = tr[ρN ln ρss,N ]− tr[ρ0 ln ρss,1]−
N−1∑
n=1
(tr[ρn ln ρss,n+1]− tr[ρn ln ρss,n]) . (206)
If the initial and final states are the steady states such that ρ0 = ρss,1 and ρN =
ρss,N , we have σ
B
ex = −∆S −
∑N−1
n=1 (tr[ρn ln ρss,n+1]− tr[ρn ln ρss,n]). In this case,
inequality (197) reduces to
N−1∑
n=1
(tr[ρn ln ρss,n+1]− tr[ρn ln ρss,n]) ≤ 0. (207)
If ρss,n’s are equilibrium states, we again have the second law of thermodynamics as
follows.
Example 5.7 Suppose that ρss,n = e
β(Fn−Hn) holds, where Hn is the Hamiltonian
during En and Fn := −β−1 ln tr[e−βHn] is the corresponding free energy. In this case,
σBex is given by
σBex = −β
N∑
n=1
(tr[Hnρn]− tr[Hnρn−1]) =: −β〈Q〉, (208)
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where 〈Q〉 is the heat absorbed by the system. Therefore, inequality (197) again
reduces to
∆S ≥ β〈Q〉. (209)
We note that inequality (209) is not equivalent to inequality (152) with a single heat
bath, because their setting are mathematically different. However, their physical
meanings are physically the same; the both describe the Clausius inequality in the
presence of a single heat bath, where entropy S is identified to the von Neumann
entropy. We note that
N−1∑
n=1
(tr[ρn ln ρss,n+1]− tr[ρn ln ρss,n])
= β(∆F − 〈W 〉),
(210)
where ∆F := FN − F1 is the free-energy difference, and
〈W 〉 :=
N−1∑
n=1
(tr[ρnHn+1]− tr[ρnHn]) (211)
is the work performed on the system. If the initial and final states are the canonical
distributions such that ρ0 = ρss,1 and ρN = ρss,N , inequality (207) leads to
〈W 〉 ≥ ∆F. (212)
We note that inequality (212) still holds when the final state ρN is out of equilibrium.
6 Second Law with Quantum Feedback Control
We next discuss a generalization of the second law of thermodynamics with quantum
feedback control [77–94], on the basis of the positivity and the monotonicity in parallel
to Sec. 5. Here, quantum feedback control [109] means that the control protocol
on a system depends on an outcome of a quantum measurement on the system.
The obtained generalization includes the QC-mutual information. We note that the
quantum fluctuation theorem with feedback control has been discussed in Refs. [88,
90, 93], while the classical one has been discussed in Refs. [117–125].
6.1 From the Positivity of the Quantum Relative Entropy
We first derive a generalization of Theorem 5.2 with quantum feedback control. Let
ρi ∈ Q(H) be the initial state of the system. We first perform a unitary operation
U so that the system evolves to ρ′ := UρiU
†. We next perform a quantum measure-
ment with the set of Kraus operators {Mb}b∈B ⊂ L(H), where B is the finite set of
outcomes. The corresponding POVM {Eb}b∈B is assumed to be given by
Eb =M
†
bMb. (213)
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The probability of outcome b is p(b) = tr[Ebρ
′], and the post-measurement state with
outcome b is ρ′(b) :=Mbρ
′M †b /p(b). The QC-mutual information for this measurement
is given by
IQC = S(ρ
′)−
∑
b
p(b)S(ρ′(b)). (214)
We then perform a unitary operation Ub that depends on outcome b, which is the
feedback control. The final state with outcome b is ρf(b) := Ubρ
′(b)U †b , whose ensemble
average is ρf :=
∑
b UbMbUρiU
†M †bU
†
b . In this setup, Theorem 5.2 is generalized to
the following theorem.
Theorem 6.1 Let ρ0(b) be a reference state corresponding to outcome b. Then
−
∑
b
p(b)tr[ρf(b) ln ρ0(b)]− S(ρi) =
∑
b
p(b)S(ρf(b)‖ρ0(b))− IQC (215)
holds, which leads to
−
∑
b
p(b)tr[ρf(b) ln ρ0(b)]− S(ρi) ≥ −IQC. (216)
Proof. We straightforwardly calculate that∑
b
p(b)S(ρf(b)‖ρ0(b))
= −
∑
b
p(b) (S(ρf(b)) + tr[ρf(b) ln ρ0(b)])
= −
∑
b
p(b)tr[ρf(b) ln ρ0(b)]− S(ρi) + S(ρi)−
∑
b
p(b)S(ρf(b))
= −
∑
b
p(b)tr[ρf(b) ln ρ0(b)]− S(ρi) + S(ρ′)−
∑
b
p(b)S(ρ′(b))
= −
∑
b
p(b)tr[ρf(b) ln ρ0(b)]− S(ρi) + IQC,
(217)
which implies Eq. (215). 
Example 6.1 We apply the setup of Example 5.1 to the above theorem. Let Hi and
Hf(b) be the initial and final Hamiltonians, where the final one can depend on outcome
b. We assume that the initial state is the canonical distribution ρi = e
β(Fi−Hi) with
Fi := −β−1 ln tr[e−βHi ], and that the reference state is also the canonical distribution
ρ0(b) = e
β(Ff (b)−Hf (b)) with Ff(b) := −β−1 ln tr[e−βHf (b)]. We then have
−
∑
b
p(b)tr[ρf(b) ln ρ0(b)]− S(ρi) = β〈W −∆F 〉, (218)
where
〈W 〉 :=
∑
b
p(b)tr[Hf(b)ρf(b)]− tr[Hiρi] (219)
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is the average of the work performed on the system, and
〈∆F 〉 :=
∑
b
p(b)Ff(b)− Fi (220)
is the average of the free-energy difference. Here, we assumed that the energy change
of the system during the measurement is the work. Physically, this assumption implies
that the measurement process is adiabatic. Inequality (216) then reduces to
β〈W −∆F 〉 ≥ −IQC, (221)
which is the generalization of inequality (142) to feedback-controlled processes.
Inequality (221) identifies the upper bound of the sum of the extractable work
−〈W 〉 and the free-energy gain 〈∆F 〉, which is proportional to the QC-mutual infor-
mation as β−1IQC. In the classical limit, the upper bound is given by the classical
mutual information. The equality in (221) is achieved by a classical model called the
Szilard engine [126], where IQC = ln 2, 〈W 〉 = β−1 ln 2, and 〈∆F 〉 = 0. Several models
that achieves the equality in (221) have been discussed for both classical [122,127–129]
and quantum [85] regimes. We note that inequality (221) was first obtained by Sagawa
and Ueda [84].
We note that, in a similar manner to the above example, we can apply the setup
of Example. 5.2 to Theorem 6.1, and obtain
∆S −
∑
k
βk〈Qk〉 ≥ −IQC. (222)
6.2 From the Monotonicity of the Quantum Relative En-
tropy
We next derive a generalization of the quantum Hatano-Sasa inequality (204) (The-
orem 5.5) with quantum feedback control, on the basis of the monotonicity of the
quantum relative entropy. Let ρi ∈ Q(H) be the initial state. We control the system
through external parameters without feedback. The system then evolves by a CPTP
map Em ◦ · · · ◦ E2 ◦E1, where each En (n = 1, 2, · · · , m) has a unique steady state ρss,n.
We define
σBex(1→ m) :=
m∑
n=1
(tr[ρn ln ρss,n]− tr[ρn−1 ln ρss,n]) , (223)
where ρn := En(ρn−1) and ρ0 := ρi.
We next perform a measurement on ρm with instrument {E (b)meas}b∈B, where B is the
finite set of possible outcomes. The corresponding Kraus representation is assumed
to be given by
E (b)meas(ρm) :=MbρmM †b , (224)
where Mb’s are Kraus operators. We note that
∑
b E (b)meas is trace-preserving and that∑
bM
†
bMb = I holds with the identity I ∈ L(H). The corresponding POVM {Eb}b∈B
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satisfies Eb = M
†
bMb for any b. The probability of obtaining outcome b is p(b) =
tr[Ebρm], and the post-measurement state with outcome b is ρm(b) :=MbρmM
†
b /p(b).
The QC-mutual information for this measurement is given by
IQC = S(ρm)−
∑
b
p(b)S(ρm(b)). (225)
We define σBex = 0 during the measurement. Physically, this definition implies that
the measurement process is assumed to be adiabatic, which is consistent with the
assumption of the adiabaticity in Example 6.1.
We next perform feedback control with a CPTP map E (b)N ◦ · · · ◦ E (b)m+2 ◦ E (b)m+1 that
depends on outcome b. We assume that each CPTP map E (b)n (n = m + 1, · · · , N)
has a unique steady state ρ
(b)
ss,n. We define
σBex(m+ 1→ N ; b) :=
N∑
n=m+1
(
tr[ρ(b)n ln ρ
(b)
ss,n]− tr[ρ(b)n−1 ln ρ(b)ss,n]
)
, (226)
where ρ
(b)
n := E (b)n (ρ(b)n−1) (n = m+ 1, · · · , N), and define
σBex := σ
B
ex(1→ m) +
∑
b
p(b)σBex(m+ 1→ N ; b). (227)
We note that the ensemble average of the time evolution is given by
E =
∑
b
E (b)N ◦ · · · ◦ E (b)m+1 ◦ E (b)meas ◦ Em ◦ · · · ◦ E2 ◦ E1, (228)
which is CPTP. We write ρf := E(ρi) =
∑
b p(b)ρ
(b)
N . Then, the quantum Hatano-Sasa
inequality (204) is generalized to the following theorem.
Theorem 6.2 In the above setup,∑
b
p(b)S(ρ
(b)
N )− S(ρi) ≥ −σBex − IQC. (229)
Proof. We have a set of inequalities from the monotonicity of the relative entropy:
S(ρn+1)− S(ρn) ≥ − (tr[ρn ln ρss,n]− tr[ρn−1 ln ρss,n]) (1 ≤ n ≤ m), (230)
S(ρ
(b)
n+1)− S(ρ(b)n ) ≥
(
tr[ρ(b)n ln ρ
(b)
ss,n]− tr[ρ(b)n−1 ln ρ(b)ss,n]
)
(m+ 1 ≤ n ≤ N). (231)
By combining them to Eq. (225), we obtain inequality (229). 
Inequality (229) has been obtained in this article for the first time. On the other
hand, the classical Hatano-Sasa equality and inequality have been generalized to
feedback-controlled classical systems [89, 90].
43
Example 6.2 We apply the setup in Example 5.7 to Theorem 6.2. Let Hn be the
Hamiltonian corresponding to En and Fn := −β−1 ln tr[e−βHn ] be the free energy
(1 ≤ n ≤ N). We note that Hn and Fn can depend on outcome b for n ≥ m+1, which
are denoted as Hn(b) and Fn(b). We assume that the steady states are the canonical
distributions: ρss,n = e
β(Fn−Hn) (n ≤ m) and ρ(b)ss,n = eβ(Fn(b)−Hn(b)) (n ≥ m + 1). In
this case, σBex is given by
σBex = −β
m∑
n=1
(tr[Hnρn]− tr[Hnρn−1])
− β
∑
b
p(b)
N∑
n=m+1
(tr[Hn(b)ρn(b)]− tr[Hn(b)ρn−1(b)])
=: −β〈Q〉,
(232)
where 〈Q〉 is the average of the heat absorbed by the system. Here, we assumed that
the measurement process is adiabatic such that 〈Q〉 = 0 holds during the measure-
ment, which is consistent with the definition σBex = 0 during E (b)meas. Inequality (229)
then reduces to
〈∆S〉 ≥ β〈Q〉 − IQC, (233)
where 〈∆S〉 :=∑b p(b)S(ρ(b)N )− S(ρi).
We further assume that the initial and final states are the canonical distributions
such that ρi = ρss,1 and ρ
(b)
N = ρ
(b)
ss,N . We then have
〈∆S〉 = β〈∆E −∆F 〉, (234)
where
〈∆E〉 :=
∑
b
p(b)tr[H
(b)
N ρ
(b)
N ]− tr[H1ρi] (235)
is the energy difference of the system, and 〈∆F 〉 := ∑b p(b)FN (b) − F1. Therefore,
we obtain from inequality (233) that
β〈W −∆F 〉 ≥ −IQC, (236)
where we defined 〈W 〉 := 〈∆E〉− 〈Q〉 due to the first law of thermodynamics. While
inequality (236) is mathematically not equivalent to inequality (221), their physical
meanings are the same. We note that inequality (236) still holds when ρ
(b)
N ’s are out
of equilibrium.
7 Concluding Remarks
We have discussed several second law-like inequalities on the basis of the positivity and
the monotonicity of the quantum relative entropy. In Sec. 2, we discussed the basic
concepts for quantum states and dynamics. In particular, we discussed the complete
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positivity of time evolutions, and derived the Kraus representation (20). In Sec. 3, we
introduced the von Neumann entropy and the quantum relative entropy, and discussed
their basic properties. In particular, we proved the positivity of the quantum relative
entropy. We also discussed the monotonicity, which is proved in Appendix B. In
Sec. 4, we have discussed the quantum mutual information and two related quantities.
One is the Holevo’s χ-quantity and the other is the QC-mutual information. The
two quantities characterize the accessible classical information encoded in quantum
states, through the Holevo bound (102) and its dual inequality (121). We also showed
the data processing inequalities (77) and (98), which are direct consequences of the
monotonicity of the quantum relative entropy.
Sections 5 is devoted to the derivations of the second law of thermodynamics and
its generalization. In Sec. 5.1, we discussed that the von Neumann entropy and the
thermodynamic entropy can be identified in canonical distributions. In Sec. 5.2, we
derived a general inequality (133) on the basis of the positivity. Inequality (133)
leads to a well-known expression of the second law of thermodynamics (152) (i.e.,
the Clausius inequality) as a special case, by treating the total system including
the baths as a unitary system. In Sec. 5.3, we discussed the quantum fluctuation
theorem, which leads to the second law of thermodynamics (171) that is equivalent
to inequality (133) in Sec. 5.2. In Sec. 5.4, we derived a general inequality (204) on
the basis of the monotonicity, which is regarded as a quantum version of the Hatano-
Sasa inequality. This inequality leads to the second law of thermodynamics (209)
for a special case. Our derivations are independent of the size of the system, and
therefore the obtained inequalities can be applied to small thermodynamic systems
such as quantum dots.
We now discuss the physical meanings of the results in more detail. We first
compare the two derivations of the second law, which are based on the positivity
and the monotonicity. The derivation of inequality (152) based on the positivity is
quite universal, because we have essentially made only three assumptions: (i) the
total system including the baths obeys a unitary evolution, (ii) the baths are initially
in the canonical distributions, and (iii) the system is initially not correlated to the
baths. We stress that we did not assume anything about the intermediate and the
final states of the total system. The assumptions (i) and (ii) would be physically
reasonable. The assumption (iii) can be justified if the system is initially separated
from the baths.
On the other hand, in the derivation of inequality (201) based on the monotonicity,
any bath is not explicitly included in our formulation, and therefore time evolutions
are assumed to be nonunitary. In this case, the derivation requires a strong assump-
tion that (iv) the steady state of each CPTP map En is a canonical distribution. We
stress that the assumption (iv) is not satisfied in general if we trace out the bath from
the total system satisfying (i)-(iii). Moreover, the derivation based on the monotonic-
ity implicitly requires that (v) the outside bath needs to be refreshed (i.e., needs to
be replaced by a new bath that is not correlated with the system) when the exter-
nal parameters are changed, because each En is assumed to be CPTP. On the other
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hand, the monotonicity can be applied to the cases in which the steady states are
not in thermal equilibrium, which is an advantage of the method of the monotonic-
ity. We note that the derivation based on the monotonicity can be generalized to
continuous-time systems described by quantum master equations [64, 109, 130, 131].
Going back to the assumption (iii) for the derivation based on the positivity,
it has been pointed out that if the system is initially correlated with the baths,
inequality (152) needs modifications [132–134]. For example, in the special case of
inequality (159), the free energy of the system needs to be renormalized [50]. On the
other hand, the role of the initial correlation has been discussed in terms of the origin
of the arrow of the time [135, 136].
The assumption (ii) can be criticized in terms of the foundation of statistical
mechanics. In macroscopic systems, a thermal equilibrium state does not necessar-
ily correspond to any canonical distribution from the microscopic point of view. In
fact, it has been shown that even a pure state can behave as a thermal equilibrium
state [137–147]. Therefore, the assumption (ii) is difficult to be rigorously justified
for macroscopic baths. The identification of the von Neumann entropy to the ther-
modynamic entropy fails in general, except for the cases in which a thermal equilib-
rium state corresponds to a canonical distribution. Experimentally, trapped ultracold
atoms can relax to a thermal equilibrium state even if they are well separated from
the environment. We note that the detailed investigations of the relaxation processes
of isolated quantum systems are now experimentally accessible [148].
We next briefly mention a theoretical approach to derive the second law with-
out assuming the initial canonical distribution [149–152]. Let ρ ∈ Q(H) be an
initial state. We consider a unitary evolution U from t = 0 to τ with a time-
dependent Hamiltonian H(t). We define the work performed on the system as
〈W 〉 := tr[H(τ)UρU †] − tr[H(0)ρ]. We also define the quasi-static work 〈W 〉slow :=
limτ→∞〈W 〉, where H(0) and H(τ) are fixed. Let H(0) =
∑
k Ek|ψk〉〈ψk| be the
spectrum decomposition of the initial Hamiltonian. The crucial assumption on the
initial state is that ρ is written as ρ =
∑
k p(k)|ψk〉〈ψk| with p(k)’s satisfying
p(k) ≥ p(k′) if Ek ≤ Ek′ . (237)
Then, Lenard [149] proved that
〈W 〉 ≥ 〈W 〉slow, (238)
which is regarded as an expression of the second law of thermodynamics (see also
Ref. [151]). We note that the quasi-static work can be identified to the free-energy
difference as 〈W 〉slow = ∆F .
Without assuming (237), inequality (238) is not satisfied in general. For example,
the microcanonical distribution does not satisfy assumption (237), if the entire Hilbert
space is spanned by all |ψk〉’s and is not restricted to the microcanonical energy
shell. In fact, several counterexamples against inequality (238) have been discussed in
classical systems with the microcanonical initial distribution [153–155]. We note that
46
a generalized quantum fluctuation theorem for microcanonical initial distributions
has been discussed [156].
The role of a quantum coherence in the initial state has been studied in terms
of quantum heat engines [160–166]. For example, if the initial state differs from the
canonical distribution and involves an additional quantum coherence, the second law
of thermodynamics like (238) is not necessarily satisfied.
We now reach an observation that the choice of the initial state is crucial to derive
the second law. In fact, the canonical distribution is a special state that maximizes
its von Neumann entropy among the states that have the same amount of the en-
ergy. This special initial condition is a crucial reason why we can derive the second
law even if the dynamics of the total system is reversible. It would be difficult to
rigorously justify the physical validity of the initial canonical distribution. There-
fore, the derivations of the second law in Sec. 5 are not so satisfactory to understand
the fundamental reason why the macroscopic world is irreversible in spite of the re-
versibility of the microscopic dynamics. To understand the origin of the arrow of
the time would be an interesting but quite difficult future challenge. We note that
there has been an interesting approach to this problem in terms of the “waiting-time
typicality” [157–159], which is based on unitary dynamics with an initial pure state.
Thermodynamics of information processing is also an interesting topic. While
it would be easier than the aforementioned fundamental problem, it is also closely
related to the foundation of thermodynamics and statistical mechanics. This topic
has been discussed by numerous researchers in terms of the paradox of “Maxwell’s
demon” [111–114]. The demon can be formulated as an information processing de-
vice, and has been shown to be consistent with the second law of thermodynam-
ics [113–116]. Recently, modern nonequilibrium statistical mechanics and quantum
information theory have shed new light on the theory of thermodynamics including
the demon [77–94, 111–125, 127–129].
In particular, we discussed thermodynamics of quantum feedback control in Sec. 6.
We obtained inequalities (216) and (229) as generalizations of (133) and (204), re-
spectively. The obtained inequalities lead to generalizations of the second law (221)
and (233). We note that the quantum fluctuation theorem with quantum information
processing has been discussed in Refs. [88, 90, 93].
A Short Summary of Linear Algebra
In this appendix, we briefly summarize the concepts and notations of the linear algebra
for finite-dimensional Hilbert spaces. Let H be a N -dimensional Hilbert space with
N < ∞. The inner product of |ϕ〉, |φ〉 ∈ H is written as 〈ϕ|φ〉 or (ϕ, φ). The norm
of the Hilbert space is given by ‖ϕ‖2 = 〈ϕ|ϕ〉. A linear basis {|ϕk〉}Nk=1 ⊂H is called
an orthonormal basis if it satisfies 〈ϕk|ϕl〉 = δkl with δkl the Kronecker delta.
Let L(H ,H ′) be the set of linear operators from H to another Hilbert space
H ′. In particular, we write L(H) := L(H ,H). We write 〈ϕ|X|φ〉 := (ϕ,Xφ) for
X ∈ L(H). For any X ∈ L(H ,H ′), there exists a unique operator X† ∈ L(H ′,H)
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that satisfies
(φ,Xψ) = (X†φ, ψ) (239)
for any |ψ〉 ∈ H and |φ〉 ∈ H ′. X† is called the adjoint or the Hermitian conjugate
operator of X . If X† = X holds for X ∈ L(H), X is called self-adjoint or Hermitian.
We note that any operator X ∈ L(H) can be written as X = X1 + iX2, where
X1 := (X +X
†)/2 and X2 := (X −X†)/(2i) are Hermitian.
Let H ′ be a subspace of H with dimension N ′ (≤ N). Let {|ϕk〉}N ′k=1 be an
orthonormal basis of H ′. The projection operator onto H ′ is given by
PH ′ =
N ′∑
k=1
|ϕk〉〈ϕk| ∈ L(H). (240)
In particular, any orthonormal basis satisfies
N∑
k=1
|ϕk〉〈ϕk| = I, (241)
where I is the identity operator on H . On the other hand, |ϕ〉〈ϕ| with ‖ϕ‖ = 1 is
the projection operator onto the 1-dimensional space that is spanned by |ϕ〉. Any
Hermitian operator X has the spectrum decomposition
X =
∑
k
xk|ϕk〉〈ϕk|, (242)
where xk ∈ R is an eigenvalue and |ϕk〉 is an eigenvector that constitutes an orthonor-
mal basis {|ϕk〉} ⊂ H . The support of X is the subspace of H that is spanned by
|ϕk〉’s with nonzero eigenvalues.
If 〈ϕ|X|ϕ〉 ≥ 0 holds for any |ϕ〉 ∈H , X ∈ L(H) is called positive. Any positive
operator is Hermitian, because 〈ϕ|X2|ϕ〉 should be zero for any |ϕ〉 with X2 defined
above. Any eigenvalue of a positive operator is non-negative. We write X ≥ Y if
X −Y is positive. In particular, X ≥ 0 if X is positive. If 〈ϕ|X|ϕ〉 > 0 holds for any
nonzero |ϕ〉 ∈H , X ∈ L(H) is called positive definite and is written as X > 0. Any
positive-definite operator is Hermitian with positive eigenvalues. We note that the
support of a positive-definite operator equals to H . We also note that V ∈ L(H ,H ′)
is called a contraction, if 〈ϕ|V †V |ϕ〉 ≤ 〈ϕ|ϕ〉 holds for any |ϕ〉 ∈H .
The trace of X ∈ L(H) is defined as
tr[X ] :=
∑
k
〈ϕk|X|ϕk〉, (243)
where {|ϕk〉} ⊂ H is an orthonormal basis. We note that tr[X ] is independent of
the choice of the orthonormal basis. If the spectrum decomposition of X is given by
Eq. (242), its trace is given by tr[X ] =
∑
k xk. LetX ∈ L(H ,H ′) and Y ∈ L(H ′,H).
We then have
tr[Y X ] = tr[XY ], (244)
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where the left and right traces are on H and H ′, respectively. In fact,
tr[Y X ] =
∑
kl
〈φk|Y |ψl〉〈ψl|X|φk〉 =
∑
kl
〈ψl|X|φk〉〈φk|Y |ψl〉 = tr[XY ], (245)
where {|φk〉} and {|ψk〉} are respectively orthonormal bases of H and H ′.
Let H and H ′ be Hilbert spaces with dimensions N and N ′, respectively. For any
X ∈ L(H ,H ′), there exist orthonormal bases {|ϕk〉}Nk=1 ⊂ H and {|ψk〉}N
′
k=1 ⊂ H ′
such that
X =
N ′′∑
k=1
λk|ψk〉〈ϕk|, (246)
where λk ≥ 0 (1 ≤ k ≤ N ′′) and N ′′ := min{N,N ′}. Equality (246) is called the
singular value decomposition, and λk is called a singular value of X .
We next consider the tensor product of two Hilbert spaces. Let HA and HB be
two Hilbert spaces, and HA ⊗HB be their tensor product. For simplicity, we write
|ϕA〉⊗ |ϕB〉 ∈HA⊗HB as |ϕA〉|ϕB〉. Let {|ϕk〉} and {|ψl〉} be orthonormal bases of
HA and HB, respectively. Any vector |Ψ〉 ∈HA ⊗HB can be written as
|Ψ〉 =
∑
kl
αkl|ϕk〉|ψl〉, (247)
where αkl ∈ C. By applying the singular-value decomposition to matrix (αkl), we
find that there are orthonormal bases {|ϕ′k〉} ⊂HA and {|ψ′l〉} ⊂HB such that
|Ψ〉 =
∑
k
λk|ϕ′k〉|ψ′k〉, (248)
where λk ≥ 0 is a singular value of matrix (αkl). Equality (248) is called the Schmidt
decomposition of |Ψ〉.
B Proof of the Monotonicity of the Quantum Rel-
ative Entropy
In this appendix, we prove the monotonicity (64) of the quantum relative entropy
(Theorem 3.5) in line with Petz’s proof [108]. We first prove some lemmas, in which
the key concepts are the operator monotonicity and the operator convexity [167].
Let H be a finite-dimensional Hilbert space and X ∈ L(H) be a positive-definite
operator with spectrum decomposition X =
∑
k xk|ϕk〉〈ϕk|. We can substitute X to
a function f : (0,∞)→ R as
f(X) :=
∑
k
f(xk)|ϕk〉〈ϕk|. (249)
We then introduce the following concepts.
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Definition B.1 f is called decreasing-operator monotone, if f(X) ≥ f(Y ) holds for
any positive-definite operators X, Y ∈ L(H) satisfying X ≤ Y .
Definition B.2 f is called operator convex, if f(pX+(1−p)Y ) ≤ pf(X)+(1−p)f(Y )
holds for any 0 ≤ p ≤ 1 and any positive-definite operators X, Y ∈ L(H).
In general, it is difficult to judge whether a function is operator monotone and is
operator convex. However, it is not so difficult to show that f(x) = (x+ t)−1 (t ≥ 0)
and f(x) = − ln x are both decreasing-operator monotone and operator convex.
Lemma B.1 f(x) = (x+ t)−1 (t ≥ 0) is decreasing-operator monotone.
Proof. It is obvious that X ≤ I ⇒ X−1 ≥ I with I ∈ H the identity. We then
have Y −1/2XY −1/2 ≤ I ⇒ Y 1/2X−1Y 1/2 ≥ I, and therefore X ≤ Y ⇒ X−1 ≥ Y −1.
Since X ≤ Y ⇒ X + tI ≤ Y + tI, we obtain X ≤ Y ⇒ (X + tI)−1 ≥ (Y + tI)−1. 
Lemma B.2 f(x) = (x+ t)−1 (t ≥ 0) is operator convex.
Proof. Since x−1 is convex, (pX+(1−p)I) ≤ pX−1+(1−p)I holds. We then have
(pY −1/2XY −1/2+(1−p)I) ≤ pY 1/2X−1Y 1/2+(1−p)I, and therefore (pX+(1−p)Y ) ≤
pX−1+(1−p)Y −1. By noting that (pX+(1−p)Y +tI) = (p(X+tI)+(1−p)(Y +tI)),
we obtain (pX + (1− p)Y + tI)−1 ≤ p(X + tI)−1 + (1− p)(Y + tI)−1. 
Lemma B.3 f(x) := − ln x is decreasing-operator monotone and operator convex.
Proof. It follows from that − ln x = ∫∞
0
((x+ t)−1 − (1 + t)−1) dt. 
We next show an important property of operator convex functions.
Lemma B.4 (Jensen’s operator inequality [169–171]) If f is operator convex
and limx→+0 f(x) ≤ 0,
f(V †XV ) ≤ V †f(X)V (250)
holds for any contraction V ∈ L(H ,H ′) and any positive-definite operator X ∈
L(H ′) such that V †XV is also positive definite.5
Proof. We define
X ′ :=
[
X 0
0 0
]
∈ L(H ′ ⊕H ,H ′ ⊕H),
V1 :=
[
V (I − V V †)1/2
(I − V †V )1/2 −V †
]
∈ L(H ⊕H ′,H ′ ⊕H),
V2 :=
[
V −(I − V V †)1/2
(I − V †V )1/2 V †
]
∈ L(H ⊕H ′,H ′ ⊕H),
(251)
5The definition of a contraction is given in Appendix A.
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where we used the assumption that V is a contraction to define (I − V †V )1/2 and
(I − V V †)1/2. By noting that H ⊕H ′ ≃ H ′ ⊕H and by using the singular-value
decomposition of V , it is easy to check that V1 and V2 are unitary. We have
V †1X
′V1 =
[
V †XV V †XU
UXV UXU
]
, V †2X
′V2 =
[
V †XV −V †XU
−UXV UXU
]
, (252)
where U := (I − V V †)1/2, and
V †1X
′V1 + V
†
2X
′V2
2
=
[
V †XV 0
0 UXU
]
. (253)
By using the operator convexity of f(x), we obtain
[
f(V †XV ) 0
0 f(UXU)
]
= f
(
V †1X
′V1 + V
†
2X
′V2
2
)
≤ f(V
†
1X
′V1) + f(V
†
2X
′V2)
2
=
V †1 f(X
′)V1 + V
†
2 f(X
′)V2
2
=
[
V †f(X)V + U ′f(0)U ′ 0
0 Uf(X)U + V f(0)V †
]
,
(254)
where U ′ := (I − V †V )1/2 and f(0) := limx→+0 f(x)I. From f(0) ≤ 0, we finally
obtain [
f(V †XV ) 0
0 f(UXU)
]
≤
[
V †f(X)V 0
0 Uf(X)U
]
, (255)
which implies inequality (250). 
Conversely, it is known that [170] if inequality (250) is satisfied for any contraction
V ∈ L(H ,H ′) and any positive-definite operator X ∈ L(H ′), then f is operator
convex and limx→+0 f(x) ≤ 0.
While − ln x is operator convex from Lemma B.3, inequality (250) does not hold
for f(x) = − ln x, because − ln x does not satisfy the assumption of limx→+0 f(x) ≤ 0
in Lemma B.4.
We next consider a generalization of the Schwarz inequality.
Lemma B.5 (Kadison inequality [172]) Let X ∈ H be a Hermitian operator
and E : L(H)→ L(H ′) be a unital positive map.6 Then
E(X2) ≥ E(X)2. (256)
Proof. Let X :=
∑N
k=1 xk|ϕk〉〈ϕk| be the spectrum decomposition of X , where N
is the dimension of H . We define Xk := E(|ϕk〉〈ϕk|), which satisfies Xk ≥ 0 due to
6The definition of a unital map is given in Sec. 2.2.2.
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the positivity of E and∑kXk = I due to assumption E(I) = I. Inequality (256) can
then be written as ∑
k
x2kXk ≥
(∑
k
xkXk
)2
, (257)
or equivalently, for any |ψ〉 ∈H ′,∑
k
〈ψ|x2kXk|ψ〉 ≥ 〈z|z〉, (258)
where |z〉 :=∑k xkXk|ψ〉. We introduce auxiliary system CN that has an orthonormal
basis {|ek〉}Nk=1, and define an inner product (·, ·)K in H ′ ⊗ CN such that(∑
k
|ϕk〉|ek〉,
∑
k
|ψk〉|ek〉
)
K
:=
∑
k
〈ϕk|Xk|ψk〉. (259)
By using the Schwarz inequality for the inner product (·, ·)K, we have
〈z|z〉 =
∑
k
〈z|xkXk|ψ〉
=
(∑
k
|z〉|ek〉,
∑
k
xk|ψ〉|ek〉
)
K
≤
(∑
k
|z〉|ek〉,
∑
k
|z〉|ek〉
)1/2
K
(∑
k
xk|ψ〉|ek〉,
∑
k
xk|ψ〉|ek〉
)1/2
K
=
(∑
k
〈z|Xk|z〉
)1/2(∑
k
〈ψ|xkXkxk|ψ〉
)1/2
= 〈z|z〉1/2
(∑
k
〈ψ|x2kXk|ψ〉
)1/2
,
(260)
which implies inequality (258). 
We note that we did not assume the complete positivity of E for the Kadison
inequality. The following lemma is a straightforward consequence:
Lemma B.6 (Schwarz’s operator inequality [173]) Let X ∈ L(H) be an arbi-
trary operator and E : L(H)→ L(H ′) be a unital 2-positive map. Then
E(X†X) ≥ E(X†)E(X). (261)
Proof. By applying the Kadison inequality (256) to positive map E ⊗ I2 and a
Hermitian operator
X ′ :=
[
0 X†
X 0
]
∈ L(H ⊗ C2), (262)
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we obtain (E ⊗ I2)(X ′2) ≥ ((E ⊗ I2)(X ′))2, or equivalently[ E(X†X) 0
0 E(XX†)
]
≥
[ E(X†)E(X) 0
0 E(X)E(X†)
]
, (263)
which implies inequality (261). 
We now prove the monotonicity (64) in Theorem 3.5. Let E : L(H)→ L(H ′) be
a CPTP map and ρ, σ ∈ Q(H) be states. For simplicity, we assume that ρ, σ, E(ρ),
and E(σ) are positive definite. We define L, R, and D that act on L(H) such that,
for X ∈ L(H),
L(X) := σX, R(X) := Xρ−1, D(X) := σXρ−1, (264)
where D = LR = RL. We note that L, R, and D are positive definite in terms of
the Hilbert-Schmidt inner product (43).
Let σ :=
∑
k pk|ϕk〉〈ϕk| be the spectrum decomposition. Then the eigenvectors of
L are {|ϕk〉〈ϕl|}kl and the eigenvalues are {pk}k. We then have (lnL)(X) = (ln σ)X .
Similarly, (lnR)(X) = −X(ln ρ). Therefore,
(lnD)(X) = (lnL+ lnR)(X) = (ln σ)X −X(ln ρ). (265)
By using the Hilbert-Schmidt inner product, we have
S(ρ‖σ) = 〈ρ1/2, (ln ρ)ρ1/2〉HS − 〈ρ1/2, (lnσ)ρ1/2〉HS
= 〈ρ1/2, (− lnD)(ρ1/2)〉HS.
(266)
On the other hand,
S(E(ρ)‖E(σ)) = 〈E(ρ)1/2, (− lnD′)(E(ρ)1/2)〉HS, (267)
where D′ acts on L(H ′) such that
D′(X) := E(σ)XE(ρ)−1 (X ∈ L(H ′)). (268)
By noting that
− ln x =
∫ +∞
0
[
ft(x) + (t(1 + t))
−1
]
dt, (269)
where ft(x) := (x+ t)
−1 − t−1 (0 < t < +∞), we have
S(ρ‖σ) =
∫ +∞
0
[〈ρ1/2, ft(D)(ρ1/2)〉HS + (t(1 + t))−1] dt, (270)
S(E(ρ)‖E(σ)) =
∫ +∞
0
[〈E(ρ)1/2, ft(D′)(E(ρ)1/2)〉HS + (t(1 + t))−1] dt. (271)
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Therefore, in order to to prove the monotonicity (64), it is sufficient to show that for
any 0 < t < +∞
〈ρ1/2, ft(D)(ρ1/2)〉HS ≥ 〈E(ρ)1/2, ft(D′)(E(ρ)1/2)〉HS. (272)
We next define V : L(H ′)→ L(H) such that
V(X) := E † (XE(ρ)−1/2) ρ1/2, (273)
or equivalently
V (XE(ρ)1/2) = E †(X)ρ1/2 (274)
for X ∈ L(H ′). We note that V(E(ρ)1/2) = ρ1/2 holds, because E is trace-preserving
so that E † is unital. We then have
〈ρ1/2, ft(D)ρ1/2〉HS = 〈V(E(ρ)1/2), ft(D)V(E(ρ)1/2)〉HS
= 〈E(ρ)1/2,V†ft(D)V(E(ρ)1/2)〉HS.
(275)
Therefore, our goal is to show that
〈E(ρ)1/2,V†ft(D)V(E(ρ)1/2)〉HS ≥ 〈E(ρ)1/2, ft(D′)(E(ρ)1/2)〉HS. (276)
To show inequality (276), it is sufficient to show that
V†ft(D)V ≥ ft(D′). (277)
V is a contraction in terms of the Hilbert-Schmidt inner product, because
〈E †(X)ρ1/2, E †(X)ρ1/2〉HS = tr
[
ρE †(X†)E †(X)]
≤ tr [ρE †(X†X)] = tr [E(ρ)X†X]
= 〈XE(ρ)1/2, XE(ρ)1/2〉HS,
(278)
where we used the Schwarz inequality (261) in Lemma B.6 for E † that is unital. Since
ft(x) is operator convex from Lemma B.2 and limx→+0 ft(x) = 0, we obtain
ft(V†DV) ≤ V†ft(D)V, (279)
where we used the Jensen’s operator inequality (250) in Lemma B.4.
We next show that
V†DV ≤ D′. (280)
In fact,
〈XE(ρ)1/2,V†DV(XE(ρ)1/2)〉HS
= 〈V(XE(ρ)1/2),DV(XE(ρ)1/2)〉HS
= 〈E †(X)ρ1/2,D(E †(X)ρ1/2)〉HS = tr
[
ρE †(X†)DE †(X)]
= tr
[
σE †(X)E †(X†)] ≤ tr [σE †(XX†)] = tr [E(σ)XX†]
= tr[E(ρ)1/2X†E(σ)XE(ρ)1/2E(ρ)−1]
= 〈XE(ρ)1/2,D′(XE(ρ)1/2)〉HS,
(281)
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where we again used the Schwarz inequality (261) for E †. Since ft(x) is decreasing-
operator monotone from Lemma B.1, we obtain
ft(D′) ≤ ft(V†DV). (282)
By combining inequalities (279) and (282), we finally obtain inequality (277),
which implies the monotonicity (64). We note that the assumption of the complete
positivity has been used only for the proof of the Schwarz’s operator inequality (261),
in which the assumption of the 2-positivity is in fact enough.
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