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A b s t r a c t
T h is  thesis is a s tu d y  o f p e rcep tio n -d riven  autom atic  segm entation  o f co lour im ages. 
D esp ite  im m e d ia te  p ractica l in terest fo r this task, there exist v e ry  fe w  re liab le  a lgorithm s  
su itab le fo r unsuperv ised  processing.
M o s t o f the results presented  in  th is thesis are based on m ath em atica l m orpho logy . 
T his  is a re la tiv e ly  n e w  fie ld  w h ic h  explores topological and geom etrica l properties  o f im ­
ages and  w h ic h  has p ro v e n  to  be usefu l fo r im age processing. T h e  o v e rv ie w  o f m o rp h o ­
log ica l techniques can be fo u n d  in  chapter 2.
A  b r ie f o v e rv ie w  o f segm entation  m ethods is presented in  chapter 3. O n ly  a sm all p ro ­
p o rtio n  o f the vast n u m b e r o f pub lications on the subject is re v ie w e d , n a m e ly  those th a t 
are papers d irec tly  re levan t to  the subject o f the  thesis.
T w o  n o v e l non -p aram etric  a lgorithm s have  been deve loped  b y  the a u th o r fo r process­
in g  co lour im ages. T he  firs t one is fo r processing ra n d o m ly  tex tured  im ages. I t  uses a 
b o tto m -u p  segm entation  a lg o rith m  w h ic h  takes in to  consideration  b o th  co lour and  tex­
tu re  properties  o f the im age. A n  " L U V  g rad ien t"  is in troduced  w h ic h  p ro v id es  b o th  a 
co lour s im ila rity  m easure and  a basis fo r ap p ly in g  the w atershed  transform . T h e  patches  
of w atersh ed  m osaic are m erged  according to  th e ir colour contrast u n t il a te rm in a tio n  c ri­
te r io n  is m et. This c rite rion  is based on the to p o lo gy  o f a typ ica l processed im age. T h e  
resu ltin g  a lg o rith m  does n o t requ ire  an y  a d d itio n a l in fo rm atio n , be it  variou s  thresholds, 
m a rk e r extraction  rules and  suchlike, thus b e in g  suitable fo r au tom atic  processing.
T h e  second a lg o rith m  deals w ith  n on -tex tu red  im ages and  takes in to  consideration  
the  noise th a t is p resent d u r in g  the im age acquisition. The w atersh ed  a lg o rith m  is used  
to segm ent e ither the 2- or 3 -d im ens io na l co lour h istogram  o f an im age. To co m p ly  w ith  
the  w a y  h um ans perceive colour, this segm entation  has to take p lace in  a p e rcep tu a lly  
u n ifo rm  co lour space such as the L u v  space. To avo id  oversegm entation , the w atersh ed  
a lg o rith m  has to  be ap p lied  to  a sm o othed-ou t h istogram . T h e  noise, h ow ever, is in h o -  
m ogeneous in  the L u v  space and  noise analysis fo r this space based on  exp e rim e n ta lly  
ju s tified  assum ptions is presented.
B oth  a lgorithm s have been  extensively  tested on  real data  and  w e re  fo u n d  to g ive  sta­
b le  results th a t are in  good accord w ith  h u m a n  perception.
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C h a p t e r  1
I n t r o d u c t i o n
The task of perceptually-driven automatic colour segmentation is of immediate practical 
interest. Indeed, it is often the case that the final result of automatic processing should cor­
respond to the way the human eye "processes" the image. The object of this thesis, too, is 
to develop an automatic colour segmentation technique that mimics the human perception 
of the image. These requirements, however, seem to be mutually exclusive. On the one 
hand, human perception is difficult to quantify. Moreover, it depends very much on the 
type of image being perceived. If one wishes to develop an algorithm suitable for a wide 
range of images, some kind of "tuning parameters" have to be introduced. On the other 
hand, the requirement for an unsupervised automatic algorithm calls for a non-parametric 
approach capable of dealing with different types of image.
Another problem we are dealing with is that of evaluating the result. This is a well- 
recognised problem in image segmentation, where there can be no uniform criteria of al­
gorithm performance. The answer very much depends on which particular properties of 
the image are of interest. It is usually the case that one has to balance and compromise 
one desired property against another. Although some attempts have been made to de­
velop some general evaluation criteria (see [1 ]), we remain sceptical as to the validity of 
such criteria. For example, in [1] a simple function was introduced that penalises a seg­
mentation that forms too many regions, too small regions, etc. While this approach could 
provide a rough evaluation of segmentation results, it can hardly compete with the human 
eye, even given the variation between different people's judgement. We have chosen to 
resort to human evaluation of the algorithm, though we have made no attempts to statis­
tically process different people's opinions. We consider this area to be an object of further
1
2research.
Despite the fact that our problem is somewhat vaguely defined, it often arises in prac­
tice. Unsupervised colour segmentation of granite tiles is a good example of this. Indeed, 
if our algorithm is to replace human evaluation of the tiles on the production line, it has to 
be automatic, and it has to have some criteria to reject abnormalities, although no guide­
lines are given by the processing factory other than that rejected tiles should seem faulty 
to the human eye.
Having analysed the rejected tiles, we have come to the conclusion that our segmen­
tation has to be based on the topology of the image, rather than on its colour or texture 
characteristics, which depend significantly on the type of granite. Another advantage of 
this approach is that it does not depend on the scale of the image. We therefore restrict our­
selves to the study of images with the same topology (blob-like). This restriction provides 
both the basis for the segmentation algorithm and domain of validity of the approach, 
while covering granites with different types and scales of the image.
Another example of a perception-driven approach is clustering in a perceptually uni­
form three-dimensional colour space. The difference between image segmentation and 
clustering is that in segmentation, the grouping is done in the spatial domain of the image, 
while in clustering the grouping is done in the measurement space (which is colour in our 
case). Assuming that features of the image manifest themselves as clusters in the colour 
space, we can extract the information about the image by analysing its colour histogram. 
The advantage of this method is that it does not require a priori information about the im­
age, something that makes it suitable for automatic algorithms. There is a drawback, too: 
determining the histogram in a three-dimensional array is not feasible. For example, in a 
24-bit image where each band has intensities between 0 and 25 5 the array would have to 
have 2563 ~ 107 locations. In this situation a 100 x 100 pixel image is too small a sample to 
estimate probabilities. The solution often used when dealing with multidimensional his­
tograms is to work in multiple lower order projection spaces and then reflect these clusters 
back to the full measurement space[2], which leaves a degree of ambiguity. Another pos­
sibility is hashing the multiples into an array, which makes it difficult to manipulate the 
data and affects the speed of the computation.
If, however, the measurement space is colour, and we are seeking to perform 
perception-driven clustering, we can eliminate the spatial redundancy in the data by
3choosing an appropriate colour space, where a lesser number of points is enough to ad­
equately represent human perception of colour. Indeed, when the problem is posed as 
above, there is a natural scale for the colour histogram, namely the threshold of human 
perception, i.e the minimal distance between colours which are still perceived as different 
by the human eye. It is this scale that determines the adequate resolution for perceptual 
clustering. In the RGB colour space, for example, the threshold of the human perception 
is non-uniform, and the adequate resolution is determined by the "worst" case, which 
leads to a much higher resolution than that is really required. Thus the ideal colour space 
for the problem would be the one where the threshold of human perception is uniform. 
Such ideal space has yet to be designed. Among the commonly used colour spaces the Luv 
space is the one that approximately meets our requirements, because it was designed so 
that the Euclidean distance between two points is the measure of their colour similarity 
as perceived by humans. This, of course, is only approximately true, but the Luv space is 
still the best in this respect.
Even if the colour space is ideal, the colour histogram would not be smooth due to 
the presence of the noise. The situation is complicated by the fact that even relatively low 
noise (such as a few intensity levels for a 24-bit image) could still be above the threshold of 
the human perception in some areas of the colour space and therefore be noticeable to the 
human eye. It is necessary, therefore, to smooth the colour histogram prior to perceptual 
clustering. To this end we have performed experiments to investigate the nature of the 
noise introduced by our hardware setup, and have developed an adaptive filter for the 
colour histogram.
The methods and techniques we used in developing the algorithms belong to the 
framework of mathematical morphology. It is the branch of image processing that has 
been an active field of research in recent years and provides powerful and flexible tools 
based on qualitative properties of the image.
The objective of this thesis was to develop a segmentation algorithm that is as 
parameter-free as possible and imitates the human vision system for the purpose of re­
placing it in tasks related to visual inspection.
The original contributions of this thesis are:
• Introduction of the LUV gradient as a quantitative measure of the colour change.
• Termination criterion for iterative region merging.
4• Noise modelling in the LUV colour space.
• Morphology on colour histogram.
The rest of this thesis is arranged as follows: Chapter 2 provides a survey of mopholog- 
icall tools for image processing. A  review of colour segmentation methods is to be found 
in chapter 3. Chapter 4 is concerned with perception-driven automatic segmentation of 
randomly textured colour images. Chapter 5 is about automatic histogram-based percep­
tual clustering of noisy images, and Chapter 6 contains the conclusions.
C h a p t e r  2
R e v i e w  o f  m o r p h o l o g i c a l  t o o l s
Mathematical morphology quantifies the notion of geometrical structure, or shape by in­
troducing the concept of structuring element, whose application to the image reveals and 
enhances certain structural features. Information about the object size, shape, connec­
tivity, smoothness, and orientation can be obtained by using appropriate structuring ele­
ments and morphological operators.
The method of mathematical morphology was developed mainly by G. Matheron and 
J. Serra in the 1960s. Its mathematical origins are in set theory, integral geometry, convex 
analysis and stereology. The theory of mathematical morphology was initially restricted 
to binary images. An important trend in the eighties was the extension of morphological 
operations to functions, and, therefore, to grey-tone images. The tools for grey-tone mor­
phological operations are simple functions called structuring functions, with non-linear 
operations of sup and in f used instead of addition and subtraction.
A  large number of papers on mathematical morphology over the last few years have 
followed two lines of development: the extension of now very advanced mathematical 
theory, and the exploration of its possible applications. In this review we restrict ourselves 
to the latter.
2.1 Basic m orphological operations
Mathematical morphology provides a general method of image processing, where the im­
ages being analysed are considered as sets of points and the operations come from set the­
ory. This approach is based upon logical rather than arithmetic, relations between pixels.
Mathematical morphology was first developed for the analysis of binary images, and
5
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its extension to gray-level images was a later development. Let us consider binary images 
first. A  binary image is a subset of the Euclidean plane E (or, more generally, a subset of 
the IV-dimensional Euclidean space). Let X be the object depicted in the binary image 
under study, and let B be a compact set of small size and with a simple shape (e.g. a ball
or a square). Set B is called a structuring element. Let X  ±b = {x ±b : x £ X } denote the
vector translate of X b y ± b £  E. The fundamental morphological operators are dilation © 
and erosion ©, which are defined as follows:
X  © B = UbeBX  + b = {x + b : x e X ,b e B } (2.1)
X  QB = nbeBX  - b  = {z : {B  + z )C X }. (2.2)
Operator (1) goes back to Minkowski [24] and is also called the Minkowski addition. Oper­
ator (2) is dual to (1) and was introduced by Hadwider [25] under the name of Minkowski 
subtraction. The resulting algebraic structure is known as the Minkowski algebra. Detailed 
study of it can be found in Serra [26], who employs a slightly different definition of basic 
morphological operations. Minkowski addition was defined identically to Hadwider's 
definition. Minkowski subtraction was redefined as X © B — n&<=B (X + b) = {z : 
(B +  z) C X}, which is the same as Hadwider's definition except the structuring set B 
is reflected and denoted by B = {—b : b E B}. Serra defined the dilation of X by B as 
X©J5 = [z : (B-\-z)C\X /  0} where ©means Minkowski set addition. He defined erosion 
o iX  by B as XQB = \z : (B-\-z) C X}, where ©denotes his redefined set subtraction (i.e., 
with the reflected set). Thus the two reflections cancel and the Serra definition of erosion 
turns out to be identical to the classic Minkowski set subtraction, and thus, identical to 
the definition (2). The Serra definitions have certain advantages in terms of duality prop­
erties. Most people, though, define dilation and erosion identically to Minkowski addi­
tion and subtraction, because it is somewhat simpler. Other definitions can be found, e.g. 
Dougherty[27] defines dilation as a classical Minkowski addition, but uses Serra's defini­
tions for Minkowski subtraction and erosion, which results in erosion and dilation defined 
identically to (1) and (2 ). In practice, a symmetric structuring element is usually used (i.e. 
B = B), and all these definitions coincide. We illustrate erosion and dilation in Fig.2.1.
Fig.2.1 shows that erosion shrinks set X, whereas dilation expands X. Clearly, the 
shape and size of the structuring element determines the nature and degree of these trans­
formations.
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structuring element
Figure 2.1: Erosion and dilation by a symmetric structuring element with the origin in its 
centre
The above set operators can be extended to gray-level (i.e. non-binary) images, rep­
resented by real-valued functions in various ways. Heijmans and Ronse [28] use the rep­
resentation of a gray-level image by a function f  : E -A Q, where E  is the Euclidean or 
discrete space and Q is a set of gray-levels. Given two functions / and g they define the 
addition / ©g and subtraction fQ g as follows: (a)the graph of / ©g is obtained by associ­
ating to each point (x, f(x)) a translate of the graph of g, and taking the upper envelope of 
this set of translates; (b) the graph of fQg is obtained by associating to each point (y, f{y)), 
a translate of the graph of g (defined by g(x) = -g (-x)), and taking the lower envelop of 
this set of translates. In other words,
(/ ©g)0c) = sup(/(z - h) +g(h))- (2.3)
heE
(/ © 9){x) = mf ( f { x  + h)~ g#i)). (2.4)
These two operations are illustrated in Fig.2.2.
In practice, the structuring function g will have finite values on a compact support S 
and will be equal to -oo outside S. It is obvious that the operation / -a f  Qg, the dilation
by g, and / —> / © <7, the erosion by g, are invariant under translation on the space E  and
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erosion
Figure 2.2: Erosion and dilation of a function by another function. The thin dotted lines 
in the middle panels represent the shifting of the peak of function g(x) (or —tf(— a;)) as it 
slides across function / (x). The continuous lines in the bottom panels represent the results 
of dilation and erosion with the dashed lines representing the old profile of the function.
on the set Q of gray-levels.
Another extension of morphological operators to gray-level images can be found 
in Serra[26], who uses the representation of a ^ -dimensional function f(x) (x is a d- 
dimensional vector) by the collection of its threshold sets defined by
Ta{f) = {x : f(x) > a}, -oo < a < oo, (2.5)
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The threshold sets have two important properties: they are linearly ordered since a < b => 
Ta{ f ) Q Tb(f), and can reconstruct the function f  uniquely since
V®, f(x) = maxja : x E Ta(/)}. (2.6)
Dilating all threshold sets of / by the same compact set B (i.e. a flat structuring function) 
yields the sets Ta(f) © B, which are the threshold sets of a new function / 0  B, called the 
dilation of / by B. This new function can be computed either from (2.6) as (/ © B)(x) = 
max{a : x E Ta © B} or, from the equivalent direct formula:
(/ © B){x) = max { f (x  -  y)}. (2.7)y&B
Similarly, eroding all threshold sets of / by the same set B and superimposing all output 
sets via (6) yields a new function, the erosion of / by B, which can also be computed by 
the equivalent formula:
(/ 0  B)(x) = min{ f (x + y)}. (2.8)yEB
This approach, though less general than (3) and (4), can be very useful in various applica­
tions, because it allows for gray-level images to be decomposed into multiple binary im­
ages. These images are processed in parallel, and the results are combined to produce the 
desired gray-level result (see, for example, [29],[30]). Also, in practice using a flat struc­
turing function can be an advantage, because it preserves "vertical walls" of the gray-level 
function.
A  geometric interpretation of gray-level morphological operations is obtained by con­
sidering the so-called umbras[31]. An umbra is a subset U of E x Q satisfying
V(s < t), ( x , t )  £ U <=> (x, s) £ U. (2.9)
The umbra U(f) of a function / is defined as
U(f) = {(x,t) : t < f{x)}- (2.10)
i.e. the umbra is the set of points below the surface represented by f(x). Then (3) and 
(4) in terms of umbras mean that / © g and / © g are the upper envelops of U(f) © U(g) 
and U{f) © U{g), respectively, where the latter © and © are the original Minkowski set 
operations.
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Wilson[32] extended the current concept of mathematical morphology to a matrix 
morphology formalism. He defines a matrix of images to be an array where each com­
ponent is a separate image with a matrix indexing. A  matrix of structuring elements is 
an array of separate structuring elements with a matrix indexing. Dilation or erosion of a 
matrix of images by a matrix of structuring elements consists of a number of dilations or 
erosions of various image components with structuring element components. The rules 
of matrix operations will tell which image components are transformed by which struc­
turing element components and how the results are combined into a new array. The oper­
ations of matrix morphology are believed to be very useful for completely describing the 
underlying structure of many applications. It is shown that most of the formal proper­
ties of scalar morphology have a valid counterpart in the matrix formalism, which, to our 
understanding is quite natural, for this approach involves re-formalising existent theory, 
rather than introducing new concepts.
Mathematical morphology is generalised further, towards complete lattices, that 
is, partially ordered sets in which each family of elements admits upper and lower 
bounds[33]. Here is a short list of complete lattices which are constantly used in math­
ematical morphology:
• The set V of all the subsets of an arbitrary set E (in particular, E may be the Eu­
clidean plane R2, or the digital ones Z2 and Z3) is a complete lattice. The ordering 
relation is the inclusion, the sup and the inf are given by the union and the intersec­
tion respectively.
• When dealing with numerical functions /, the following three classes of functions 
generate three lattices for the inequality ordering < and the usual numerical sup and 
inf:
(a). — oo < / < +oo
(b). 0 < f  < +oo
(c). 0 < / < 1
• In E x Q the class of umbrae constitutes a lattice for the basic set operations.
Morphological operators on complete lattices can be used for a mathematically co­
herent treatment of morphological operations on gray-level images. Moreover, it can be
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shown[34] that when applying morphological operations to digital images, the problem 
of gray-level overflow can be dealt with in a proper way only with respect to the complete 
lattice structure of the set of gray-level functions. A  detailed review on this approach can 
be found in[35]. In this section, however, we discuss applications of mathematical mor­
phology, rather than its mathematical consistency. So we restrict ourselves to the study 
of those properties of morphological operations which can be useful in practical applica­
tions. Let us briefly consider them. (The proofs can be found in[36]).
Duality
The dilation and erosion transformations are similar, in that what one does to the image 
foreground, the other does to the background. This can be formalised as a duality rela­
tionship:
X  © B = (Xc G B)c, (2.11)
where X c is the complement of X.
Translation Invariance 
We can take any point inside or outside the structuring element as the origin. The result 
of the two basic morphological operations will be the same modulo a shift:
(X + b) © B = [X © B) + b (2.12)
[X + b )e B  = {X e B )  + b (2.13)
Chain Rule
If an image X is to be dilated by a structuring element D that itself can be expressed as 
the dilation of B by C, then X © D can be computed as
X  © D = X  © (B © C) = [X © B) © C. (2.14)
The form (X © B) © C represents a considerable saving in the number of operations to be 
performed when X is an image and (B © C) is the structuring element. The savings come 
about because a brute force dilation by (B © C) may take as many as N 2 operations while 
first dilating X by B and then dilating the result by G would take as few as 2N operations,
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where N is the number of elements in B and C. The corresponding formula for erosion 
is given by
x  © d  = x  © {b  0  c) = [ x  © b ) e  a (2.15)
This important property was used in [38] to generate a family of structuring elements in 
order to study multiscale shape description.
Decomposition of the Structuring Element
These equations are significant. They enable a further decomposition of a structuring el­
ement into a union of structuring elements. We have seen previously that the decompo­
sition of a structuring element into the dilation of elemental structuring elements leads to 
a chain rule. Here we see that decomposing a structuring element into the union of ele­
mental structuring elements leads to a different method of evaluating the dilation.
We have formulated the above properties in terms of binary morphology for the sake 
of simplicity. The same properties hold for gray-level morphology. Indeed, it can be 
shown[36] that gray-level morphology can be expressed in terms of binary morphology 
by means of the so-called umbra homotopism theorem. It provides a mathematical foun­
dation for the intuitive geometrical interpretation that dilating or eroding the umbra of / 
by the umbra of g yields the umbra of dilation or erosion of / by g.
In practice, dilations and erosions are usually employed in pairs, either erosion of an 
image followed by dilation, which gives the opening[37]
I ® ( 5 U C )  = ( I ® B ) U ( I ® C )  
A  © (B U C) = (X © B) n {X © C)
(2.16)
(2.17)
X o B  = {XQ B)@ B (2.18)
or image dilation followed by erosion, which gives the closing[37]
X9B = {XQB)eB. (2.19)
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In either case, the result of dilations and erosions applied iteratively is the elimination of 
specific image details smaller than the structuring element without a global geometric dis­
tortion of unsuppressed features. For example, opening the image with a disc structuring 
element smoothes the contours, breaks narrow isthmuses, and eliminates small islands 
and sharp peaks or capes. Closing an image with a disc structuring element smoothes the 
contours, fuses narrow breaks and long thin gulfs, eliminates small holes, and fills gaps 
on the contours.
Openings and closings, like erosions and dilations are dual transformations. The com­
plement of the closing of X by B is the opening of X c by B:
( X * B )C = (XcoB). (2.20)
There is a simple geometrical interpretation of the opening operation. The opening of 
X by B is the union of all translates of B that are contained in X. By duality of opening 
and closing, it is immediate that the closing of X by B is the complement of the union of 
all translations of B that are contained in X c. Equivalently, a point belongs to the closing 
X • B if and only if all the translates By of B containing x have common elements with 
X. Opening and closing are illustrated in Fig.2.3.
For gray-level morphology the duality reads to:
/ *9 = -((-/) °ff) (2.21)
There is also a geometric interpretation to the gray-level opening and closing in the 
same manner that there is a geometric meaning to the binary morphological opening and 
closing. To obtain the opening of / by a paraboloid structuring function, for example, take 
the paraboloid and slide it under all the surface of / pushing it hard up against the surface. 
The paraboloid may not be able to touch every point of /. For example, if / has a spike 
narrower than the paraboloid, the top of the paraboloid may only reach as far as the mouth 
of the spike. The opening is the surface of the highest points reached by any part of the 
paraboloid as it slides under all the surface of /. To close / with a paraboloid structuring 
function, we take the reflection of the paraboloid (that is, g(x) = g(—x)), turn it upside 
down, and slide it all over the top of the surface of /. The closing is the surface of all the 
lowest points reached by the sliding paraboloid.
Note that opening and closing are idempotent transformations, that is, their reappli­
cation has no further effect. Their practical importance is that shapes can be naturally de-
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structuring element
Figure 2.3: opening and dosing
scribed in terms of what structuring element they can be opened or closed with while re­
maining the same.
2.2 Watershed and m orphological reconstruction
Having introduced the basic morphological operations we are now in a position to de­
scribe some of the most widely used morphological tools.
2.2.1 Watershed method
Watershed is a very powerful tool for image segmentation. Before describing the method, 
let us consider a ID segmentation problem as shown in Fig.2.4.
This function has two minima, m\ and m 2, with mi being deeper but equally pro­
nounced. The naive approach to segmentation would be to threshold the image. Depend­
ing on the level of discrimination, either mi is isolated and m 2 is part of the background, 
which is not desirable, or both are isolated, but then m 2 is likely to occupy a much smaller 
area than mi. Given that the border of either minimum is quite well-defined by the inten­
sity profile to be approximately of the same size, such an outcome may not be considered
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Figure 2.4: Two minima to illustrate a segmentation problem
satisfactory. We are therefore in need of a method whose definition of feature borders does 
not depend directly on the characteristic intensity of the feature as in the case of thresh­
olding. The watershed method is exactly such.
The idea of watershed is drawn from a topographic analogy. Imagine a complex re­
lief comprising mountain chains, valleys, etc. The objective is to find the characteristic re­
gions of all depressions. If the area were being gradually flooded, then at different stages 
of the process different features would be revealed and if the flooding of such features was 
promptly arrested then their existence would have no effect on the identification of sub­
sequent ones, in particular, the shape of a depression would not depend on the shape of 
any other depression. This gives the general idea of the use of dams for flood contention
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Figure 2.5: Catchment basins and watershed lines (see [43])
in the method. The procedure is as follows.
(a). Pre-selection of the minima. The process begins with marking up the seeds, i.e. 
the points at which the flooding will begin. In terms of "topography" the relief is 
"pierced" at those points and then gradually "immersed" in water. The seeds do 
not have to coincide with any of the minima on the relief, in fact they need not be 
single points, but may be areas of arbitrary topology. Each of the seeds has a unique 
identifier (ID), which will be used for identifying the regions that will be grown out 
of it (see a chapter on marker selection in [45]).
(b). Fragmenting. As the relief goes deeper into the water, the regions surrounding the 
seeds become flooded. Eventually two or more such regions expand to a point at 
which they will come into contact unless the waters are separated. This is the mo­
ment that a dam is raised. In the watershed method, the dams are all infinitely tall 
and are arbitrary complex sets of pixels depending on the line of contact. This is a 
very informal definition though, since in the situation of discrete altitude of the re­
lief laid out on a discrete grid, there is no way of gradually bringing the flooding 
water up to the point of contact. However, this helps to visualise the procedure (see 
Fig.2.5).
2.2. WATERSHED AND MORPHOLOGICAL RECONSTRUCTION 17
Technically, for every pixel with an identifier, the neighbouring pixels are checked on be­
ing "under water", and if any of them are, they receive the same identifier, provided that 
they have not been identified with a different flood area already. Note that the relation 
of neighbourhood on pixels is in fact what replaces the gradual flooding in the continu­
ous case: the "waters" are stopped when they are about to flood neighbouring pixels. It 
should be said, however, that this relation is completely arbitrary and if stated differently 
will result in a different watershed configuration. For the purposes of our study we shall 
assume the 4-connectivity of the grid hereafter.
It is evident from the description above that eventually the whole image will be parti­
tioned into nonintersecting areas, called catchment basins, bordered by the watershed lines, 
and the outer border of the image. The number of catchment basins can not be different 
from the number of seeds since no further identifiers are created in the course of flood­
ing. This poses the problem of finding the optimal seeds, as using just any singularity of 
the relief as a seed leads to a considerable over-fragmentation of the image, while too few 
seeds may result in the absorption of some important small details by larger areas.
It should be stressed that the above discussion by no means exhausts the matter. There 
are algorithms that result in very precise watershed lines (see for example [52], [60]), as 
well as variations of the method that are suitable for parallel implementation (see [47]).
The watershed transform applied to the image itself still does not produce the desired 
contours of the features; it rather partitions the image into the areas associated with each 
seed. This is due to the fact that the method described above treats the minima and max­
ima of the relief differently, namely the minima are isolated whereas the maxima are ig­
nored. In order to make the procedure equally sensitive to both kinds of extremum, it is 
useful to apply the method to the modulus of the intensity gradient rather than the inten­
sity itself. This way both the minima and maxima become minima of the new function 
which reaches its maxima at the points of the highest intensity gradient. A  well in the 
image intensity becomes a crater (see Fig.2.4(b)) in the modulus gradient representation 
and so does a peak; the process of flooding will stop at the crater's border, which should 
highlight the real shape of the extremum as the eye catches it.
H ow is the modulus of the gradient computed? There is generally no need to use 
any high-order approximation for spatial derivatives since the original is usually contam­
inated with high-frequency noise which is going to be amplified by the differentiation
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anyway (this is, apparently, one of the weaknesses of the method). However, since the 
features we seek to extract are naturally masked by plenty of small details there is a limit 
to the precision with which the notion of gradient is defined. In our experiments we used 
the simplest approximation:
which proved to be sufficient for our purposes.
Interestingly, the finding of the minima has nothing to do with the gradient approxi­
mation above. A  minimum can not be defined as a zero of the gradient, since firstly, that 
may occur at a saddle point or maximum, and secondly, plateaus of intensity sweeping 
significant areas are not uncommon, for which it is impossible to determine the local min­
imum from a small neighbourhood anyway. (In the continuous analogy, one would have 
to check spatial derivatives up to a very high order in order to tell a true minimum from 
an intricate saddle configuration.) Incidentally, the definition of regional minimum of a 
function / is as follows[43]:
Definition 1. Consider the set of all points (ic, f (x)) as a topographic surface S. For 
any two points si and s2 of this surface S, a path between -them is any sequence 
{s^ of points of S, with S{ adjacent to s,;+i. A  nonascending path is a path where
Vs/xi, f(x i)),s j(x j, f(x j)) i > j  <4 f(x i) < f(x j). (2.23)
This path is made of the concatenation of horizontal portions and strictly descending 
ones.
A  point s e S belongs to a minimum iff there exists no nonascending path starting 
from s(®, f{x)) and joining any point s '(x f (x ') ) of S such that f(x') < f(x).
One would ask if the numerical procedure required to satisfy the above definition is 
computationally viable. In fact mathematical morphology provides a clever way of find­
ing minima without embarking on an exhaustive search.
2.2.2 Morphological Reconstruction
The procedure used to extract the extrema of a function is called the geodesic reconstruc­
tion [58]. To illustrate it, consider two functions / and g and assume that g < f  (i.e., for 
every pixel p, g(p) < f(p)) (see Fig.2.6).
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Figure 2.6: Reconstruction of function / from function g.
The function g can be considered as a "wrap-up film" which packs the function / con­
sidered as a "parcel". The wrap-up film is of a type which contracts when heated. This 
contraction, however, occurs only in the horizontal direction, never in the vertical direc­
tion. The resulting surface is called the reconstruction R/(g) of /, where / is called the 
mask image and g is the marker.
More precisely, denote by B the elementary sphere of the grid being used. For exam­
ple, B is a hexagon in 6-connectivity, 5-pixel square in 4-connectivity or 9-pixel square in 
8-connectivity. The reconstruction of / by g is obtained by iterating the following opera­
tion until stability is reached:
gk+l(x,y) = min (/(®,y), gk(x,y) © r) ,
where k is the iteration index, and © stands for dilation.
In the binary case, reconstructing / from g allows us to extract those connected com­
ponents of binary image / which contain at least one pixel of g [43]. This extends to the 
gray-level case in terms of peaks: as illustrated by Fig.2.6, only the peaks of / that are 
marked by g are preserved throughout reconstruction.
The reconstruction is increasing: / 1  < / 2  => Rf\{g) < Rf2(g)- The reconstruction 
is always below the original function, hence it is antiextensive. Furthermore, the result 
remains unchanged if the reconstruction is repeated: the transformation is idempotent. It 
follows that the reconstruction is in fact an algebraic opening [51]. The dual reconstruction 
is a closing.
Among various applications of this useful transformation, extraction of local extrema 
is of interest for us now. To find the maxima of an image 7, it suffices to reconstruct I  
from 7 — 1 . One gets the desired maxima by algebraic difference between I and the re­
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constructed function. To extract the minima one can reverse the image or use the dual 
reconstruction of I  from 7 + 1.
It should be stressed that the described procedure could be used more generally. For 
example, reconstruction of I  from I  -  70 results in extraction of extrema that are "deeper" 
than Iq, ignoring "shallow" extrema.
2.2.3 Waterfall
Although reconstruction allows the extraction of deeper extrema, it is not always the case 
that the significant features correspond to the locally deepest extrema. As it happens, the 
local extrema are usually caused by noise, resulting in spikes of random amplitude over 
a signal (see Fig.2.7). In this situation the watershed transform would produce as many 
catchment basins as there are minima, resulting in oversegmentation. It is desirable there­
fore to suppress the insignificant minima.
The technique used for this purpose is known as waterfall (see [55], [56]). It consider­
ably reduces oversegmentation without compromising the generality of the approach.
Consider a positive, bounded function / (0 < / < m), as in Fig.2.7. It is easy to no­
tice that while the minima M\, M2 and M 3 are significant and are likely to correspond to 
features in the image, the rest of the local minima are less significant and are likely to be 
caused by noise. In order to suppress the irrelevant minima, let us first perform the wa­
tershed on the original image with all the local minima being considered. Fig.2.7 shows 
the positions of the watershed dams found. Let W(/) be the loci of the watershed dams. 
Consider the following function:
g(x) — f(x) iff x € W(/) and g(x) = ra iff x £ Wc( f),
where m is the upper bound of /.
Function g is obviously greater than /. Let us now perform the closing by dual recon­
struction of / from g. It is easy to see that the minima of the resulting image correspond 
to the significant minima of the original image (see Fig.2.7).
This method is called waterfall because if we flood the catchment basin associated 
with a given minimum, "an overflow occurs when the lowest saddle point separating this 
catchment basin from an adjacent catchment basin is reached. This new catchment basin, 
then, is flooded and overflows either towards the preceding catchment basin or towards
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Figure 2.7: Detection of significant minima (see [56]).
a new one. In the former case, the first minimum is a significant minimum. In the latter 
case, the first minimum is not significant"[56].
If we suppress the irrelevant minima using this method, we could use the significant 
minima as markers for the watershed. The result is by far less oversegmented than the 
result of the original watershed algorithm.
2.2.4 Dynamics
A  somewhat similar approach for extraction of significant minima could be found in [57], 
where the notion of dynamics is introduced. The dynamics of a minimum is equal to the 
height we must climb before reaching any point in the function at a strictly lower altitude 
than the minimum (see Fig.2.8). Consider, for example, minimum M  in Fig.2.8. The only 
minimum with a lower altitutude is that to the left of M. The difference in altitude be­
tween M  and the highest point of the path connecting M  with the lower minimum gives 
the dynamics of M.
The purpose of considering dynamics is that minima with low value of dynamics are 
likely to be insignificant ones.
The shortcoming of this approach is that a threshold is needed to extract the minima 
with high dynamics. Moreover, Fig.2.8 illustrates the case when threshold in dynamics 
does not produce satisfactory results at all. The reason is that in the widest valley, a few 
minima have the same altitude which is also the lowest altitude of the valley. A  path that 
links each of these minima to a catchment basin of lower altitude should reach out of the
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wide valley. All these minima will then receive a dynamics of at least equal to the valley 
depth, and the wide valley is marked with more than one minimum. It is acknowledged in 
[57] that the authors can not "propose a trivial definition which preserves the general idea 
of the dynamics and solves this problem". The waterfall algorithm, on the other hand, 
marks the wide valley correctly. This is because the waterfalls are related to the relative 
heights of the watershed lines, while the dynamics is controlled by the relative altitudes 
of the minima. It should be noted also, that for the gradient image the discussed situation 
is very likely to appear, because most of the minima of the gradient are at level zero.
We could not help noticing, however, that in the literature the threshold in dynamics 
is more widely used than waterfalls. In our opinion the waterfall is preferable, and we 
used it, rather than dynamics.
C h a p t e r  3
R e v i e w  o f  c o l o u r  s e g m e n t a t i o n  
m e t h o d s
Segmentation is usually defined as a process of dividing an image into non-overlapping 
homogeneous regions. This definition implies that the notion of homogeneity is given. 
Clear-cut homogeneous regions do not, however, occur in practice often. If the image 
under study is other than a very simple one, the correct formulation of the segmentation 
problem is to a large degree based on the definition of a homogeneous region being con­
sistent. Clearly, this depends on the scale on which we view the image. Regions that seem 
to be homogeneous may appear heterogeneous when the scale is reduced. It is therefore 
very difficult to define what a good segmentation is. It is a generally accepted fact that 
a segmentation algorithm is as good as the results it gives for a given task. Since in this 
thesis we are concerned with imitating the human colour vision system by means of non- 
parametric algorithms, we shall give a brief overview of colour segmentation methods 
with our aim in mind. The overview that follows is by no means exhaustive. A  compre­
hensive survey of the subject could be found in [2 ].
Colour segmentation schemes could be broadly classified to be histogram-based, 
neighbourhood-based, physically-based, or any combination of those.
3.1 Physically-based segmentation schemes
Physically-based segmentation techniques use an optical reflection model to analyse the 
colour image. To deal with the effects of shading and highlights, a Dichromatic Reflection 
Model is proposed in [3]. This model assumes that pigments are distributed randomly in
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the material body and that they are completely embedded in the medium. The surface 
then exhibits a single spectrum of body reflection and a single spectrum of surface reflec­
tion. The model also restricts the illumination conditions of the scene, allowing only one 
light source and no ambient light or interreflection between objects.
This model is used to guide colour recognition within the image. The resulting algo­
rithm automatically segments colour images into object areas, ignoring colour changes 
along highlights and at internal object edges, where the shading changes abruptly. A  sim­
ilar algorithm is used in [4] for colour image segmentation. From an input colour image 
the algorithm determines the number of materials in the scene and labels each pixel ac­
cording to the corresponding material. This segmentation is useful for many visual tasks 
including 3d inspection and 3d object recognition. However, a common drawback of this 
approach is its dependence upon the underlying assumption about the physics of the im­
age formation process. In particular, all surfaces of the scene should be illuminated by 
a single source or by some combination of several sources each of which generates light 
having the same spectral power distribution. For many real scenes this assumption can 
not be made. There are scenes that contain surfaces that are illuminated by the light that 
has been reflected onto them by other surfaces. It is unlikely that this light will have the 
same spectral power distribution as the primary illumination source. At the other end of 
the image acquisition process, the sensor response is assumed to be linear with respect 
to the sensor plane irradiance. For many real sensors this is not the case. These limita­
tions mean that the approach can be applied to segment scenes taken within a controlled 
environment only. Within its limitations, however, the physical approach promises good 
accord with the human vision system, owing to the fact that the shading and highlights 
are accounted for. This is, however, quite a long way from working on real-life scenes 
other than those in a carefully-arranged setup.
3.2 Histogram-based segmentation schemes
The histogram-based, or clustering, approach to colour segmentation assumes that homo­
geneous regions of the image correspond to clusters in the colour space. As long as this 
assumption holds, this approach is very suitable for automatic processing, because no a 
priori information about the image is required. Image segmentation is accomplished by 
mapping the clusters back onto the image domain where the connected components con­
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stitute the image segments.
A  comprehensive discussion on the clustering methodology could be found in [10], 
where it is argued that although there exist numerous clustering methods, a theoretical 
comparison between them is not feasible, because it is almost impossible to model clus­
tering algorithms mathematically so that the models may be compared. Various attempts 
have been made to create an axiomatic basis for clustering analysis as a means of rating 
clustering methods. Such an approach has been suggested in [6 ], but the result is that the 
best clustering method is a standard K-means algorithm. The axioms automatically bias 
the result towards a certain procedure.
As there is no theory of segmentation, there is no theory of clustering. Clustering tech­
niques are basically ad hoc and are determined by the clustering criteria themselves.
Clustering of a single band image is straightforward: the valleys in the histogram 
are determined and the clusters are declared to be the interval of values between val­
leys. Clustering in multidimensional space, however, is more difficult than that. It is pro­
posed in [7] to threshold the multidimensional histogram to select all N-tuples situated on 
the most prominent modes. These measurement-space-connected sets form cluster cores. 
Each cluster is defined as the set of all N-tuples closest to the core.
An alternative possibility [8 ] is to locate peaks in the multidimensional measurement 
space and apply region-growing around them, constantly descending from each peak. 
The region-growing then includes all successive neighbouring N-tuples whose probabil­
ity is no higher than the N-tuple from which it is growing. Adjacent mountains meet in 
their common valleys.
To find the most prominent and stable peaks in the histogram, Witkin [9] proposes a 
method, called Scale Space Filter (SSF).
Although the colour histogram is but a particular case of a multidimensional his­
togram, dealing with three-dimensional values is still computationally expensive. This is 
the reason why in practice either hashing is used or the analysis is done in multiple lower 
order projection spaces with the resulting clusters being reflected back into the full colour 
space.
In this thesis we argue that by using perceptually uniform colour space the computa­
tional complexity of the histogram analysis could be significantly reduced.
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3.3 Neighbourhood-based segmentation schemes
The neighbourhood-based approach uses local, rather than global information about the 
image. A  large number of iterative top-down and bottom-up schemes have been pro­
posed based on this approach. In particular, it is very popular with segmentation based 
on morphological algorithms. Having experimented much with this approach, we no­
tice, that it usually produces a near perfect segmentation at some stage of the iterations, 
but it is very difficult to automatically extract this good segmentation, that is to de­
vise a termination criterion for the algorithm. Yet in the papers dealing with the itera­
tive neighbourhood-based segmentation the emphasis seems to be on the segmentation 
method rather than on when the iterations should stop. For example, an attractive seg­
mentation procedure has been proposed in [5]. The image is represented by means of a 
weighted graph, constructed so as to reflect the specification of the colour space employed 
as well as important relationships between image elements. A  spanning tree of the graph 
is obtained by iteratively minimising a specific image distortion measure. This tree struc­
ture describes a hierarchy of partitions on the image plane. The algorithm uses the notion 
of colour distance to decide whether to merge two adjacent regions. Regions can be pro­
gressively merged until the desired level of image detail has been achieved. This appears 
to be a major disadvantage of the method as its quality crucially depends on the number of 
iterations, which therefore must be established reliably. This issue ought to be addressed 
if the procedure is to be used in automatic processing.
A  number of segmentation algorithms combine the above approaches for colour im­
age segmentation. Among those, a method proposed in [13] uses both neighbourhood 
and colour histogram information for colour scene analysis. Although the aim, strictly 
speaking, was not segmentation, but detection of all uniformly coloured or heavily tex- 
tured object areas in the image, the algorithm was aimed at imitating the human visual 
system. The (L, a, b) coordinate system was used for the colour histogram. The most 
prominent peaks of the histogram were extracted, and a region growing technique was 
applied to the remaining part of the image to analyse it for texture regions. The method 
is reported to have been able to detect all the uniformly coloured and heavily textured ar­
eas even in noisy images. Although the results of this algorithm correspond to the human 
perception of the image, it requires a set of parameters to determine a similarity threshold. 
This makes the algorithm not suitable for automatic processing.
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A  totally automatic and non-parametric, clustering algorithm, which uses spatial do­
main cluster validation was proposed in [14]. Image segmentation was performed by 
clustering features extracted from small local areas of the image. Segmentation of tex- 
tured, colour and grey-level images were considered too. The clustering method used 
was that developed in [15]. The aim was to automatically find the optimal cell size for 
the feature histogram. Colour image segmentation was but one of the possible applica­
tions of the technique, with the features being the (RGB) colour coordinates. To be able 
to detect subtle colour changes as the human eye does, this approach needs refining. We 
agree that the cell size plays a major role in the success of the algorithm. It is our con­
tention, however, that if we are to emulate the human perception, it is impossible to find 
a cell size in the RGB space, because the former perceptually varies over the latter. This 
issue is addressed in the thesis by choosing the cell size according to human perception, 
and in the appropriate colour coordinate system.
A  similar method that combines clustering and region merging for colour image seg­
mentation is presented in [16]. Here the clustering is based on the histogram analysis, and 
the resulting regions are then merged on the basis of a criterion that takes into account 
both spatial proximity and colour. Again, the interesting part is this merging criterion. 
The approach used was to find a good similarity function [17] and to threshold it. Since 
in our task we would like to avoid thresholding, we have developed the merging criterion 
that is based on the topology of the image, as discussed in chapter 4.
3.4 Texture recognition
To conclude this overview, we consider the subject of colour texture recognition. This 
could be considered as a segmentation problem too. This particular task is, however, 
fraught with difficulties. Namely, the question of the scale is of particular concern here. 
In a typical non-texture image it is usually clear what the object of segmentation should 
be (at least for the human observer). This is not the case with texture images, for even a 
human observer segments the image differently depending on the scale of the image. In 
this respect textures exhibit fractal properties. There are several texture recognition algo­
rithms based on the fractal behaviour of textures (see [18], [19]). Having experimented 
with the fractal approach ourselves, we have abandoned it. The reason being that while 
it gives very good results in some cases, it fails unpredictably in others. It is our belief that
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one of the most important properties of an algorithm is its predictability, that is it should 
be clear for which cases the algorithm will work, and for which it may fail.
The weak point of the texture recognition methods based on the fractal properties of 
textures is that by the very nature of the assumption made, the problem has no character­
istic length, that is the image looks the same on every scale. It could be argued however, 
that there can exist two images that look different to the human observer yet exhibit the 
same fractal properties (fractal dimension).
An alternative approach of calculating the size distribution of texture primitives has 
been reported to give encouraging results [20]. This is particularly well-suited to mor­
phological algorithms, since mathematical morphology has been initially designed for the 
study of size and shape. It is indeed the morphological filtering process known as gran­
ulometries, that is often used to process randomly textured images [21], [2 2 ]. Granulome­
tries filter the image by structuring elements of ever-increasing size, the result being a 
distribution whose statistics carry information regarding the shape and size of particles 
within the image.
Some other commonly used approaches are based on image autocorrelation, power 
spectrum, co-occurrence matrices, and Markov random fields [23]. Very few texture 
recognition algorithms, however, make use of chromatic properties of texture [11]. Yet 
colour is very important for the human vision system, and the model we use to describe 
the texture has to include colour if it is to imitate the human perception of the image.
To represent the colour aspect of texture images, a color codebook approach has been 
proposed in [1 2 ], which is based on a special procedure of aggregating colours using 
their incidence in the image and some measure of "importance". The result of aggrega­
tion is a set of characteristic colours that represent cluster centres in colour space. We 
have observed, however, that the texture images we are dealing with (granites) do not 
form distinct clusters in colour space at all. It is for this reason that we have adopted a 
neighbourhood-based approach, with the colour information considered only locally.
C h a p t e r  4
P e r c e p t i o n - d r i v e n  a u t o m a t i c  
s e g m e n t a t i o n  o f  r a n d o m l y  t e x t u r e d  
c o l o u r  i m a g e s
4.1 Introduction
Colour image processing has been an active field of research during the last few years (see, 
for example [61] and references therein). However, little research has been done in the area 
of processing colour textured images, especially for the case of randomly textured colour 
images, such as granites. In this section we address the problem of automatic segmenta­
tion of such images. Our goal is to segment a typical granite image in such a way that 
it mimics human perception of the image. Although this task is not well-defined due to 
the very notion of human perception being somewhat vague, it often arises in practice. 
For example, the granite tiles are accepted or rejected by the manufacturer according to 
human perception. In this case the segmentation algorithm has to extract those features 
from the granite sample that are perceived as salient by human eye.
Tins task is complicated by an overwhelmingly large number of details that are present 
in a typical granite image. It is immediately noticeable though, that not all of these de­
tails are perceived as significant by the human eye. On the one hand, if one tries to fil­
ter out insignificant features by applying size-based filters such as opening or closing[26], 
or their combinations, then small but significant features in terms of colour saliency may 
be removed. For example, a small-sized greenish discoloration would be quite noticeable 
against red background but would be masked completely by similar-colour surroundings.
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On the other hand, a method based only on the colour would not work well either, since 
spatial characteristics of coloured features are quite significant for the overall perception 
of the image.
The chromato-structural approach proposed in [62] gives much better results, but this 
method assumes that colours found in granite images form distinct clusters in the colour 
space, which is not always the case. The colour difference between the features is often 
small, just sufficient for the human eye to single out the feature or make it stand out a little 
more strongly. The problem is, therefore, one of identifying features that appear distinct 
to the human eye, but which do not manifest themselves as well-defined clusters in any 
of the colour spaces.
The segmentation task this problem presents is far from being easy. Indeed, the con­
ventional morphological segmentation technique is the watershed transform[39]. Ho w ­
ever, watershed is intrinsically a gray-level transformation, with its applicability depend­
ing on the existence of an order relation on pixel values. Dealing with colour images, one 
can try to use a general region-growing algorithm[40] instead of the watershed one. Then 
only a similarity measure between a given point and its neighbours is required, rather 
than a total order relation. This approach was used in [41]. The results are satisfactory, 
but there is a drawback too: the procedure requires a set of markers, which makes it un­
suitable for automatic segmentation. This problem was dealt with in [42] where an aux­
iliary mask was derived from all three colour bands to be used in the flat-zone merging 
procedure. Here again the hierarchy of flat zones was required, which made it necessary 
to choose one colour band arbitrarily. This approach would not be applicable to our case, 
because we are dealing with very subtle colour shades, and the results could be biased 
were any colour band to be treated differently.
We have come, however, to a conclusion that there exists a way of dealing with this 
problem. It has always been assumed that it is some kind of value of a pixel that we should 
represent numerically for the watershed segmentation, whereas this need not be the case. 
In fact, the watershed method is routinely applied to the modulus of intensity gradient 
rather than the intensity itself. Modulus of the gradient is a measure of distance between 
neighbouring pixels in the sense of their intensity and is a scalar function of the coordi­
nates. The idea is to use an appropriate colour distance between neighbouring pixels for 
the same purpose (i.e. watershed segmentation), subject to the accurate quantification of
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the perceived difference between two colours of different intensity, which requires a com­
mon metric in the whole colour space. Such a metric exists. It is the Euclidean metric in 
the LUV colour space.
This approach produces good results not only for granite images it has been meant to 
work with, but for a wide range of colour images as well, even when a significant amount 
of noise is present.
In this chapter we describe our experience of adapting the watershed transform to the 
"LUV gradient" of images with small colour saliency as well as developing appropriate 
techniques for the perceptually acceptable automatic segmentation of textured colour im­
ages. For this purpose we have used an iterative segmentation procedure. While iterative 
hierarchical schemes are well-known and thoroughly researched (see, for example, a good 
survey in [45]), it is generally accepted that such schemes are as good as the termination 
criterion they are based upon, and therefore not suitable for non-supervised segmentation 
unless this matter is addressed. To this end we have introduced a termination criterion 
which is based on topology of the image rather than any intensity or contrast thresholds. 
The results of applying our algorithm to a wide range of granite images are very encour­
aging.
4.2 The procedure
The process of flooding was implemented as follows. A  data structure was used, called 
ordered queue, whereby pixels are scheduled for processing. Initially, this is a pack of 
n first-in-first-out (FIFO) buffers, n being the number of levels of intensity in the image. 
A  linear ordering is established on the buffers with buffer 0 being the most senior and 
buffer n — 1 the most junior one in the pack. FIFO elements are scheduled for processing 
beginning with the most senior buffer elements. The head element (pixel) from a FIFO 
buffer is taken only if all FIFOs junior to the buffer are empty.
The process of flooding begins with enqueuing all seeds (with their IDs) to the buffers 
corresponding to the seed value. As seeds, we used all minima of the relief, which we had 
found using the method described above. At every iteration, the head of the most senior 
nonempty FIFO is retrieved. As well as any other FIFO cell, it contains co-ordinates of a 
pixel, its ID and value (which, in our case, is a value of the intensity gradient). The rest of 
the iteration is as follows:
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(a). The neighbouring pixels of the p. hedave retrieved (based on the co-ordinates sup­
plied by the cell).
(b). Those neighbours currently having no ID are given the ID of the cell, which is noted 
on the image, and are immediately enqueued according to their value.
(c). The ones that have some ID (no matter same or different) are ignored.
(d). The current cell is removed from the buffer.
Since every iteration removes a cell from the ordered queue as well as possibly putting 
some more elements on the queue, the following theorem should be proved.
Theorem (termination) The process described, above terminates with every pixel having re­
ceived an ID and the queue being empty.
This is essentially the correctness proof and as such it breaks down into two subproofs, 
termination proper and weak correctness. For termination there is little to be proven since 
we easily find the decreasing numerical parameter of iterations. Indeed, observe that as 
soon as a pixel has left the ordered queue, it has a nonempty ID. According to the algo­
rithm, no such pixel can be enqueued. On the other hand, at every iteration one pixel does 
leave the queue. Therefore the number of pixels to come to the queue can be bounded 
above by M —k, where M  is the number of pixels in the image and k is the iteration counter. 
In fact, the number is even smaller since it does not account for the initial placement of the 
seeds. This means that in a maximum of M  iterations, no further cell can appear at the 
output end of a FIFO buffer as there would be no space in the image to note the ID (and 
obviously no pixel can be overwritten since pixels with ID do not come to the queue).
The weak correctness is somewhat less evident. Indeed having emptied the queue and 
leaving some of the pixels without ID is an outcome which can not be excluded straight 
away. However, a proof by contradiction is quite straightforward. Assume there exists a 
pixel that have received no ID and the process has terminated. This can mean only one 
thing, namely that all its neighbours have no ID either. Indeed, if any one of them has 
an ID, it must have been through the ordered queue, and therefore must have caused the 
fetch of the given one as its neighbour which would have resulted in assigning the same 
ID to the given pixel (provided that the relation of neighbourhood is symmetric, which it 
is), but evidently that has not happened. The same applies to the neighbours of the neigh­
bours, they too have to be without ID. Since we only consider continuous images, i.e. such
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that allow any two pixels to be connected by a chain of neighbouring pixels belonging to 
the image, we can continue considering neighbours and concluding that they are with­
out ID until we exhaust the image. However, the seeds are pixels of the image (or sets of 
pixels as the case may be) and they do have an ID. The contradiction proves the theorem.
0
The theorem just proven does not by itself identify the procedure with the watershed 
method, and therefore can not be taken as a full correctness proof. The outstanding issues 
are:
(a). Does the above procedure mark up the image according to the watershed method?
(b). Is the distribution of IDs over the image uniquely defined by the watershed method?
Consider the first issue first. The informal statement of the method in terms of "flood­
ing" and "watershed" can be replaced by the following rigorous definition.
Definition 2. For any image with some symmetric neighbourhood relation between 
pixels such that the image is continuous in terms of this relation, and a set of all k of its 
minima, referred to as "seeds", the watershed mark-up scheme is the list of pairs (p, n), 
where p is a pixel of the image (all pixels must appear exactly once on the list) and 1 < <
k is an integer marker, provided that if the marker for pixel x is equal to m, there exists a 
nonascending path between x and seed number m;
Theorem 2. The watershed procedure marks up the relief in such a way that the list 
of all pixels with their marks is a watershed mark-up scheme.
Proof. First prove the following Lemma
Lemma 1 The watershed procedure marks only those neighbours of a pixel taken from 
the queue that have a greater or equal value than the value of the pixel itself.
Proof. Let us prove that by contradiction. Call the pixel taken out of the queue 
Assume that we have found a neighbour x\ of xq that has a lesser value than xq and that 
x\ is yet unmarked. If all the neighbours of x\ have a greater value than that of x\, then 
x\ is a minimum, according to Definition 1. However, x\ can not be a minimum, since the 
procedure never attempts to mark pixels twice, and all the minima are marked at the start. 
We conclude that x\ has a neighbouring pixel x2 which has yet a lesser or equal value. 
Note that for the purposes of this proof, pixels of equal value are not important since we 
can identify all equal-value neighbours of any order with the pixel itself. Accordingly,
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assume the value of ® 2 is strictly less than that of x\. If ® 2 has an ID then x\ must have 
been enqueued, since the procedure is currently processing pixel xo whose value is greater 
than that of both x\ and ® 2 and no work is begun on a higher FIFO before a lower one has 
been dealt with. However, for the same reason, x\ must have been given an ID, in order 
to empty the FIFO it was put into. We conclude that, because x\ has no ID by assumption, 
X2 must be still unmarked.
Note that ® 2 is to as x\ to xq, since the relations of having a lesser value and be­
ing a neighbour are the same between members of both pairs. By repeating the argu­
ment infinitely we find that there exists an infinite chain of pixels xq,xi,x2,.. . such that 
val(xo) > val(xi) > val(x2)  On the other hand, the range of values for pixels is lim­
ited. The contradiction proves the lemma. 0
N o w  the proof of the theorem seems straightforward. Let us introduce a generation 
number while marking up a pixel. All the minima have generation number 0. Every time 
we mark a pixel, it receives the generation number by one greater than that of the neigh­
bour that caused the marking. When the procedure terminates, for every pixel there exists 
a nonascending path to the corresponding minimum. In order to find the path, we follow 
the neighbouring pixels in the reverse order of generation number. According to Lemma 
1 , every next pixel in the chain must have a value less than or equal to the current one (so 
it is a proper path). The path will terminate at the minimum since it has the generation 
number 0 .<C>
Consider now the second issue, namely whether the distribution of IDs over the im­
age is uniquely defined by the watershed method. It is clear that there is an ambiguity 
with respect of the position of the watershed lines on the plateaus. Indeed, consider two 
minima embedded in a large plateau. It is unclear where the border between them should 
be drawn. However, it is desirable to put the border exactly "half-way between" the two 
minima since that reflects equal significance of these in topographical terms. There are im­
plementations of the watershed that draw borders very accurately (see [52]). However, in 
most real-life applications, and certainly in the granite images we are dealing with, this 
issue hardly ever arises. Indeed, in order to have large plateaus, image acquisition would 
have to be perfect, for the result changes dramatically whenever the value of just one pixel 
is altered due to noise. Having said that, if a plateau occurs nevertheless, the use of a 
queue as a sorting mechanism provides for an even split between neighbouring catch-
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merit basins.
4.3 L U V  gradient
The watershed method is meaningful only for gray-level analysis. It is based on the exis­
tence of a linear order relation on the data being processed. Since such a relation does not 
exist in colour space, the watershed transform is not applicable immediately[53].
Rather than trying to introduce an order relation into a colour space, we propose to 
use a transformation that is analogous to the gradient transform in the gray-level case. 
To this end, we consider the transformation that maps each pixel onto the distance to its 
furtherest neighbour. By distance we mean Euclidean distance in the LUV space, and the 
neighbouring relation is given by the connectivity on the grid. The proposed transforma­
tion assigns the rate of "colour variance" for each pixel, because LUV space is designed 
so that Euclidean distance quantifies colour similarity between two given points. It is this 
particular property of the LUV space that facilitates its use for colour gradient computa­
tion. Indeed, consider two sets of colours in Fig.4.1. Although the two (a) and the two (b) 
samples are the same RGB-distance apart, the perceived difference between the (b) sam­
ples is much greater them that between the (a) ones. However, if we were to calculate the 
colour gradient in the RGB space, both (a) samples and (b) samples would give the same 
value for the colour gradient, providing that samples (a) happen to be neighbouring pix­
els, and so happen to be samples (b).
Note, that there are two issues not to be confused:
(a). The choice of the colour space
(b). The choice of the metric in a colour space
While the first one is very important for the adequate calculation of the colour gradi­
ent, the second one is merely a way we define distance between colours. We have used 
the Euclidean distance as a metric because the LUV space was designed with this metric 
in view. There are other possibilities too. For example, if one wants to exclude the change 
of illumination from consideration, then
max(grad(U), grad(V))
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(a)
(b)
Figure 4.1: The AGB-coordinates of the (a) samples are (246,255,155) and (255,255,132). 
For the samples (b) the coordinates are (25,20,0) and (0,20,0). Although the (a) samples and 
the (b) ones are the same Euclidean AGB-distance apart, the perceived colour difference 
is much greater for the (b) samples.
perhaps would serve the purpose. On the other hand, for the samples in Fig.4.1 it is dif­
ficult to imagine any metric in the RGB space that would bring the RGB-gradient close to 
human perception of the colour change.
One might argue, that regardless of the colour space used, the change in colour is usu­
ally accompanied by the illumination change, which makes gray-level gradient sufficient, 
especially when the image is expected to be oversegmented with a view to reduce overseg­
mentation at a later stage. Fig.4.2 illustrates the "LUV gradient" in comparison with the 
gradient of the gray-level version of the image. One can see that the LUV gradient offers 
a much better starting point for segmentation than the gray-level gradient does, which is
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Figure 4.2: (a) original image; (b) LUV-gradient; (c) gradient of the gray-level version of 
the image
not too surprising as it is essential to take colour characteristics of the image into account 
as soon as possible.
4.4 Chromatic evaluation of borders.
We have found that the watershed transformation performed on the "LUV gradient" of 
the colour image identifies distinct features very well. Moreover, what is usually believed 
to be a disadvantage of the watershed transformation, namely its tendency to significantly 
over-segment the image, turns out to be an advantage in our case. Indeed, the standard
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way of avoiding oversegmentation is to use some additional information to define some 
meaningful set of markers, thus excluding some of the local minima from consideration. 
This approach is not applicable in our case, because our aim is to develop an algorithm 
that does not rely on any additional information and which works well on images within 
a wide range of texture and colour characteristics typical of granite images. We therefore 
make sure that all the features are extracted, however insignificant. It is only then that we 
suppress the irrelevant minima of the LUV-gradient using the waterfall method. If we 
use the significant minima as markers for the watershed, the result is by far less overseg­
mented than the original watershed (see Fig.4.3). This approach is somewhat similar to 
using a threshold in dynamics [57]. We, however, tend to think that waterfall have some 
advantages over threshold in dynamics. In our particular case, the drawback of dynamics 
is that a threshold is needed to extract the minima with high dynamics, which contradicts 
the automatic nature of the algorithm.
The segmentation produced so far is not good enough to be considered final, because 
the image is still oversegmented. Indeed, the boundaries produced so far do not have 
the same significance. Those that are inside regions with a high degree of uniformity are 
less significant. We need to suppress insignificant borders similarly to what the human 
eye does. It is our assumption that the human eye compares borders between the neigh­
bouring regions according to the colour difference of their associated regions, rather than 
colours themselves. Our aim is therefore to find a colour space, where the colour differ­
ence would represent the human perception.
We have tried RGB, HSV and LUV systems, with the colour difference being either the 
Euclidean distance or the maximum of the three component differences. We have found 
that the most successful combinations are HSV with the colour difference being the max­
imum of the three component differences, and LUV with the colour difference being the 
Euclidean distance. In the discussion that follows we use the latter.
Before removing the "weak" borders, we assign a vector to every catchment basin of 
the initial watershed whose components are the average L, U, and V  over the catchment 
basin. Note, that the transformation from RGB to LUV space is not linear, thus the noise 
distribution is nonuniform over LUV space, with noise being amplified near the origin of 
the axes. For this reason we require that the noise from the physical device (be it the cam­
era or other means of recording the image) is less than the natural fluctuations of the scene.
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(b) (c)
Figure 4.3: (a) original image; (b)watershed with all minima; (c)watershed with significant 
minima
In our case that means that the noise could be neglected compared with the deviation in 
L, U  and V.
We have tried the median, as well as mean, as the representation of a catchment basin, 
but we found that the former gives somewhat less satisfactory results. This leads us to 
believe that human vision "averages" the colour of a near-uniform fragment of an image. 
Consequently the mean value of colour has been used thereafter.
By now, the image has been transformed into a patchwork of pieces of constant colour,
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(a )
Figure 4.4: Patchwork image after the watershed has been performed.
which, in fact, form larger regions identifiable by the human eye. The contrast between 
spots of colour inside such a region is not very high, whereas the borders between regions 
separate more contrasting colours. In order to reduce this oversegmentation a hierarchi­
cal segmentation[43] procedure is usually applied. It starts at the minimal transition and 
proceeds in a way resembling the watershed transform of a graph. The vertices of the 
graph correspond to the boundaries and the edges of the graph connect the vertices re­
lated to the same catchment basin. Having tried this method, we have rejected it, the rea­
son being that hierarchical segmentation takes into consideration only relative contrasts 
between the borders while totally disregarding the absolute value of the border contrast. 
This is illustrated by Fig.4.4. Both Fig.4.4(a) and Fig.4.4(b) depict the patchwork image 
after the watershed is performed.
For both cases, the sequence of relative contrasts between the borders are exactly the 
same, namely (in ascending order)
• the border between regions 1 and 2
• the border between regions 3 and 4; and between 3 and 5
• the border between regions 1 and 3
• the border between regions 2 and 3
It is clear that the desired segmentation for case (a) (see the figure) would be to segment 
region 3 and consider all other regions as the background, while for case (b) it would be to
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segment regions 3,4 and 5 as a single region and regions 1 and 2 as the background. The 
watershed on the graph, however, would not distinguish between the two cases. More­
over, in the configuration in question, the border between regions 3 and 4 is a local min­
imum, that is no border related to the regions 3 or 4 is greater. With this being the case, 
this border would be the first one to go in the neighbourhood, were the watershed on the 
graph to be performed. However, Fig.4.4(a) shows the removal of this border would be 
inappropriate.
Taking the points made above into consideration, we have chosen the following 
method of reducing oversegmentation (similar method has been proposed in [49]):
(a). Every border is assigned the LUV distance between the two patches it is separating.
(b). We sort the borders in increasing order.
(c). We merge two regions separated by the least contrast border.
(d). We repeat step $ until the termination criterion is satisfied.
This procedure, being rather straightforward, is somewhat more computationally ex­
pensive than watershed on a graph, but we found that it gives much better results. H o w ­
ever, no matter what form of hierarchical segmentation is used, the issue of terminating 
the iterations at some point remains, depending on the desirable degree of segmentation.
So far, we have managed to keep our algorithm free of the need of any additional in­
formation, be it various thresholds, marker extraction rules and suchlike. We would like 
to keep it that way, that is to introduce a termination criterion that relies entirely on the in­
formation contained within the image. This is not an easy task however, due to the nature 
of the granite images we are dealing with. It is pointless to base the termination criterion 
we are seeking on colour or contrast characteristics of the image, because these character­
istics vary significantly within the range of colours and contrasts present.
4.5 Term ination criterion.
We have approached the question of terminating the algorithm from a different point of 
view. Indeed, the topology of the finally segmented granite image should remain the same 
regardless of its colour or texture characteristics, that is we are aiming to segment the im­
age into separate blobs on a singly-connected background. Consider the image as a simple
4.5. TERMINATION CRITERION. 42
(a) (b)
Figure 4.5: A  segmented image and its corresponding adjacency graph representation.
(a)One extra edge remains; (b)The graph is a tree.
undirected graph with its nodes corresponding to the patches of constant colour and its 
edges corresponding to the boundaries between patches [48]. Every time we merge two 
regions the graph is modified by merging two nodes into a new one, with its neighbours 
being the neighbours of the original two, and the redundant edges removed. The node 
with the maximum degree (i.e. maximum number of edges) corresponds to the back­
ground. This is illustrated by Fig.4.5.
It seems appropriate now to iterate this procedure until the graph becomes a tree. 
Indeed, the resulting segmentation would be exactly what we seek. Consider however 
what happens when two salient blobs are close to each other, so that they have a common 
boundary (see Fig.4.6).
If a termination criterion were to be the graph becoming a tree, the procedure would 
iterate until only the strongest of the blobs survives. This is obviously not what we intend
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Figure 4.6: An example illustrating a case when the graph can become a tree only after 
one of the touching blobs goes. For this to happen, the rest of the blobs have to go first, 
because the borders of the touching blobs are the strongest in the image.
to achieve since the two blobs in question may be the strongest features in the image. In 
such a case, the rest of the blobs would be removed regardless of their saliency.
For this reason, we have to take care of the situation where two blobs have a common 
boundary: the algorithm has to terminate before the graph degenerates to a tree, and so 
a few "extra" edges should be left in place. The question is how many additional edges 
need be left or, in other words, how many blobs are likely to touch each other given the 
size of the image, the number of blobs, and their size distribution.
In order to establish the likely rate of intersection for a set of blobs on a plane, we 
should assume certain statistical properties of the blob centre locations. Let g(x,s) de­
note the probability to find x blobs centred within a shape of area s. Furthermore, let the 
symbol o(s) represent any function such that lim[o(s)/s] = 0; for example, s2 = o(s). Ours—>0
assumptions are the following:
(a). <;(1 , s) = Os + o(s), where 0 is a positive constant and s > 0.
00
(b). £  g{x,s) = o(s).
x=2
(c). The numbers of blobs centred in nonoverlapping areas are statistically independent.
Assumptions 1) and 3) state that the probability of finding a blob centred within a 
small shape of area s is independent of the number of blobs centred within other nonover­
lapping areas and is approximately proportional to the shape area s. The meaning of 2) is
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that the probability of finding centres of two or more blobs within the same small shape is 
practically equal to zero. It could be shown [63] that the above postulates ensure a Poisson 
process with the distribution
, N (9s)xe~0s g{x,s)— —  , x —1 ,2 ,3,... (4*1)
where 9 is the density of a Poisson process. The condition for the above distribution to be 
applicable is
9s «  1 (4.2)
Let us model the blobs as being "roundish" with their radius being a random variable 
r distributed according to some probability density f(r). We are interested in the case of 
small total area of blobs (compared to the total image area S) so that intersection of more 
than two blobs is statistically unlikely (assumption 2)). The sum of radii of two blobs p 
is distributed according to the convolution of the probability density function of the blob 
size with itself:
p
W{p) = J  f ( r ) f(p  -  r )d r. (4.3)
0
N o w  we are in a position to define the probability of two blobs to intersect. Let us fix 
the centre of blob 1. The two blobs intersect if:
(a). The sum of their radii falls within the interval from p to p + A  p. The probability of 
this to happen is W (p)Ap.
(b). The centre of blob 2 falls within the disk of radius p from the centre of blob 1. The 
probability of this to happen is <7(1 , icp2).
Multiplying the corresponding probabilities and summing over all possible values of p, 
we obtain:
oo oo p
J  9(1, np2)W(p)dp = J  J  9np2e~07rp2 f(r ) f(p  -  r)dr dp. (4.4)
0 0 0
The density of the Poisson process is 9 = N/S, where N is the number of blobs and S is the 
total area of the image. The upper limit in the outer integral is set to oo since the blobs are
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very unlikely to have sizes commensurate with that of the image and so the inner integral 
falls off very quickly as p increases, which makes it possible to neglect both the boundary 
effects on the function g and the finite area of integration. The above formula should be 
multiplied by y  to get the number of expected intersections as opposed to the probability 
of an intersection to occur, and we have finally the number of intersections I  as follows:
OO p
I  = Y 07r /  J  P2e~07rp2f ( r )f(p -  r )drdp. (4.5)
o o
Let us estimate the above number. Consider first the case of the blob distribution being 
single-sized, i.e. /(r) being a ^-function set at some ro- Then W(p) is also a ^-function, but 
it is set at the point 2tq. The number of intersections according to (5) should be
_ 2ttN2 2 . 4NwrjLI  = — ^-rgexp( yB-) . (4.6)
In order to quantify the influence of the finite width of the blob size distribution func­
tion, neglected in the previous case, we can change the order of integration and substitute 
p — r = y to obtain:
i  =  E  2 o
o o  o o  o o  oo
07T Jdr Jdp p2e~0irp2 f(r)f(p -  r) = Jdr f(r) Jdy (y +  r) 2 e_07r(y+r)2 f  (y).(4.7)
Note, that for f(r) =  5(r — ro) we arrive at the same result as (6). Let us now estimate (7) 
for the finite width of the distribution. For 9 ^ - 0 we have from (7) in the first order in 0:
oo  oo
I  = y 6>7T J  dr f(r)  J dy (y + r)2f(y) = N9rr(r2 + ( r )2), (4.8)
0 0
where the overline denotes average. To obtain higher order terms we should expand 
e-8n(y+r)2 ab0ut the point 9 = 0. This, however, would involve higher moments of the 
distribution. Instead, we estimate (7) as follows (see Appendix for details):
NI = —  6br(y + r)2e 07r(y+r)2 — JSf9n(r2 + (r)2)e 2M J,2+(r)2) (4 9)
(we have substituted (y + r)2 from (8)). Note, that for S rf 0 (r)2 = r2 = and we again 
arrive at the same result as (6), while for 9 rf 0 we arrive at (8) in the first order in 9.
The approximation (9) is valid if (see Appendix)
7r0(2ro)2 (J ^ j <  1. (4.10)
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For the small ratio J the approximation (9) is better than the straightforward expansion 
of (7) in 6, because the condition for such expansion to be valid would be nOrl -C 1. This 
condition is stronger than (1 0), because it does not take into consideration the fact that 
5/ro is small.
Note, that if the Poisson distribution is applicable at all, condition (2 ) holds. Substi­
tuting there s for nr2 we find that
ttOtq 1 . (4.11)
It follows then, that even for not-so-small values of our approximation is still valid, 
because condition (1 1) would see it through.
Since during the computation the list of blobs' areas s was maintained, we express (9) 
in terms of s, rather than r:
I  -  N e (s +  ( V s f ) e-20(s+( ^  ) . (4.12)
Both s and could be easily obtained from the list of blobs' areas. It is interesting
that we have arrived at this result without making any assumptions on the exact type of 
the distribution /(r). All information on the type of this distribution is contained in its 
moments.
Note, that the only place where the assumption about blobs' roundness was explicitly 
used is formula (3), the rest of the discussion could be re-formulated in terms of blob area, 
rather than its radius. Thus, if the blobs could be described by their "characteristic linear 
size" r so that (3) holds, the rest of the derivation is valid. Indeed, we have found that in 
practice (13) gives a good estimate for the number of blob intersections.
According to the above estimate, segmentation should stop when the number of re­
dundant edges in the graph of the segmented image (corresponding to loops, like edge 7-8 
in Fig.4.5a) is roughly equal to the expected number of intersections of blobs, as predicted 
by the statistical analysis above. On the early stages of iteration the image is severely 
oversegmented, and thus the background is not recognisable as the node with the high­
est number of neighbours. This does not invalidate the method because the number of 
intersections is so high, that it does not matter which node is taken to be the background, 
because the termination criterion is not going to be met anyway.
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4.6 Experim ental results.
The method described has been extensively tested on images of granite textures provided 
by a processing factory. The process was entirely automatic with the termination crite­
rion as derived before. Fig.4.7 shows the typical segmentation sequence based on the de­
scribed algorithm. We notice that as the method proceeds more and more boundaries are 
removed and larger areas are created. The removed boundaries, however, are those which 
perceptually seem less significant, with the most salient features preserved in the end as 
expected. Fig.4.8 displays some more segmentation results using our method on five other 
granite images.
These images were chosen to be of different granite types as well as of different scale. 
We note that in each case the algorithm stops when the most salient features in each image 
have been isolated. It is important that the resulting segmentation corresponds to human 
perception of the image. Indeed, the possible application of the algorithm is the defect 
identification. An abnormally large blob could constitute a defect, or a blob of an un­
expected colour. There are more subtle defects too, such as the one shown in Fig.4.8(e), 
where the grain size is non-uniform over the image.
4.7 Sum m ary
In this chapter we have addressed the problem of colour segmentation in randomly tex- 
tured images. A  bottom-up segmentation algorithm has been proposed based on both 
colour and texture properties of the image. The nature of the images under study did not 
allow any size-based preprocessing, the reason being that no small feature could be elimi­
nated without considering its colour contrast relatively to its neighbourhood. Due to this 
constraint it would be impossible to use for example flat-zone approach [59], which re­
lies upon initial filtering. Another fact that limits out use of traditional approaches is that 
the final segmentation sought was that based on the topology of the image rather than its 
intensity (or derivatives thereof, such as gradient, contrast, etc.).
The other problem was one of introducing the order relation in the colour space to be 
used with any segmentation algorithm based on a hierarchical queue (such as traditional 
watershed, flat-zone, or any other region-growing algorithm). We have successfully used 
the "LUV gradient" to introduce such a hierarchy.
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The introduction of this concept was very crucial to the development of the algorithm. 
A  lot of colour processing schemes start from the gray level image and introduce the 
colour component later on in the process. Indeed, initially we experimented with such 
an approach where the minima used for the watershed algorithm were computed from 
the gray image[54]. It turned out that the results obtained were not particularly satisfac­
tory. One can be convinced of that by looking again at Fig. 4.2. In the gray image (4.2c) 
there is no contrast between the upper leg of the doll and the background and yet, as is 
obvious from the colour version of the same image, the upper leg of the doll is very distin­
guishable. It is dear that any algorithm, no matter how sophisticated, when it starts from 
Fig. 4.2c will never be able to recover the lost information. So it seems that it is impera­
tive for the colour information to be introduced in the process as early as possible. It can 
be seen that the watershed algorithm applied to the LUV gradient image we introduced 
(Fig.4.2b) will be able to preserve all relevant boundaries.
Further, the termination criterion we have derived seems to work very well for the 
particular type of images we were interested in, although it is obviously only appropriate 
for blob-like images.
Finally, we may say that the algorithm is suitable for the automatic processing of gran­
ite or any other blob-lilce image, because it can be fully automatic and it does not require 
any fine timing of parameters.
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Figure 4.8: Segmentation results
C h a p t e r  5
H i s t o g r a m - b a s e d  p e r c e p t u a l  
s e g m e n t a t i o n
5.1 Introduction
In the previous chapter we have described an automatic segmentation algorithm that 
works well in a situation where the image does not form distinct clusters in any of the 
colour spaces. This situation, although typical for granite images, is not very common for 
arbitrary colour images. In this chapter we shall describe another approach to perceptual 
colour segmentation, namely, a histogram-based one.
In this approach we perform segmentation on the colour histogram of the image, 
rather than on the image itself. The assumption is that features in the image manifest 
themselves as clusters in the colour space. This approach is widely used both for gray- 
level and multidimensional segmentation [64], [65], [14]. These algorithms, however, tend 
to look at colour as a straightforward three-band extension of one or two-dimensional sig­
nals. Colour, however, cannot be treated in the same way as any multidimensional signal, 
if we were to model the human perception of colour. An important parameter for human 
perception is the threshold of human perception of the colour difference, which is the min­
imal colour difference that is still noticeable to the human eye. In order to quantify this 
parameter, the Luv colour space is used, in which the Euclidean distance between two 
points is approximately proportional to the perceptual difference between the two colours 
represented by these points.
In order to model the human perception, the colour histogram has to be smoothed out 
in such a way that the peaks that are closer to each other than this threshold merge: we do
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not distinguish two colour clusters if the distance between them in the Luv space is less 
than what the human eye can perceive. Below we shall refer to this type of smoothing of 
the colour histogram as perceptual coarsening.
There is another advantage of the Luv space over other colour spaces: the resolution 
gain. Indeed, both filtering and clustering applied to a 3D histogram are likely to be com­
putationally expensive. While in the Luv space we can uniformly choose a resolution suf­
ficient to adequately represent human perception of colour, the same task in the RGB re­
quires a much higher resolution which makes the algorithm computationally infeasible.
Using the Luv colour space has, however, a drawback arising from the noise intro­
duced by the image acquisition. We shall show that for the hardware setup used in our 
experiments this noise is homogeneous in the RGB space. This is likely to be the case for 
a wide range of hardware too. Indeed, RGB is the physical space used by the hardware 
(camera, grabber, etc.). The fact that the signal could have been converted to and from 
YUV or XYZ colour space by the hardware, does not change our assumption of noise 
homogeneity, since the transformation from the RGB to both these spaces is linear.
This is not at all the case with the transformation from the RGB to the Luv space, 
which is highly nonlinear. Nonlinearity makes it difficult to devise a filter appropriate for 
smoothing the colour histogram in the Luv space. Indeed, two points representing the 
same colour slightly altered by the noise, could be either close to each other or far apart in 
the Luv space depending on the colour they represent. The difference could be significant 
if the L'U'u-distance between them is greater than the threshold of human perception. This 
brings us to the conclusion that the size and shape of the kernel of a noise filter appropriate 
for Luv space should depend on the position in the colour space.
In this chapter we present an algorithm for colour segmentation that imitates human 
perception. To this end, an adaptive filter is used that effectively removes noise from a 
3D colour histogram in the Luv colour space, with subsequent perceptual coarsening. A  
colour clustering method based on the morphological watershed transform is then ap­
plied to the colour histogram. The segmentation results are presented for a variety of 
colour images.
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5.2 Noise in  a colour space
In this section we shall discuss the properties of the noise in a colour space. To this end 
two major assumptions are made:
• The noise is homogeneous in the RGB space.
• The noise distribution is Gaussian in the RGB space with the three colour coordi­
nates being statistically independent.
Both these assumptions have been experimentally verified. However before discussing 
the experimental results, we shall consider some analytical properties of the noise distri­
bution as well as the exact type of the filter suitable for our purposes.
5.2.1 The choice of the colour space
In section 3 we shall justify the assumption that the noise distribution is Gaussian and 
homogeneous in the RGB space and uncorrelated between the three channels. It might 
appear then that the RGB coordinate system is the most convenient one to use for colour 
clustering. There are however two issues that complicate this approach: RGB space is 
not perceptually uniform and the signals we are dealing with are discrete. Non percep­
tual uniformity of the RGB space means that the distance between two points in the 
RGB space does not correspond to the perceived difference of the corresponding colours. 
Fig.4.1 demonstrates this point with an example. Although the two (a) and the two (b) 
samples are the same A G  R-distance apart, the perceived difference between the (b) sam­
ples is much greater than that between the (a) ones. On the other hand, if the perceived 
difference between colours is fixed, the RGB-distance between them depends on their po­
sition in the colour space. Therefore if we want to distinguish between the colours that are 
a given perceived difference apart, the resolution we require is determined by the "worst" 
case (the points that are the closest to each other in RGB for a given perceived difference 
between them), and we are bound to have resolution that is higher then that required in 
the rest of the colour space. For example, if we keep the resolution in RGB high enough 
to distinguish between the (b) samples in Fig.4.1, we will inevitably end up with a reso­
lution that is unnecessarily high for the (a) samples. As humans can perceive as different
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two colours which may be even less than one gray-level value apart in certain regions of 
the RGB space (for a 24-bit image) the whole of RGB space should be described with such 
a resolution if we were to preserve the maximum colour discrimination. Thus, one would 
have to deal with arrays of size 2563 at least.
For this reason instead of RGB we use the Luv colour space, where the Euclidean dis­
tance between two points could be considered as a measure of the perceived colour sim­
ilarity between them. The transformation from RGB to Luv space is given by [6 6]:
r _ f 116(Y/Y0)1/3 ~ 16, ifY/Y0 > 0.008856 
I 903.3Y/Y0) if Y/Y0 < 0.008856
u = 13L(- 4A - U q!)A  + 15Y + 3Z 
QY
v = 13 L(------------- vq/),X + 15Y + 3Y o;’
(5.1)
where
A  \ ( 0.607 0.174 0 . 2 0 0 \ ( R  \
Y 0.299 0.587 0.114 G
z )  ^ 0 . 0 0 0 0.066 1.116 \  B J
(5.2)
U q /
VqI
4 An
A 0 + 15Y0 + 3Z0 
9Y0
Ao +  15Yo +  3Ao’
and (A0, Yo, Zq) is the reference white. Here L and Y  components are linked to the lumi­
nosity, while u, v and A, Z are chromatic components.
Next we have to ask how densely the Luv space has to be sampled so that the dis­
cretization error is less than the perceptual colour resolution. Experiments have shown, 
that the threshold of human perception corresponds to an Luv-distance of approximately 
3.5[67]. It follows from (1) that the range of each of the Luv components is:
0 < L < 100
-132 < u <  221 
-139 < -y < 122.
Thus the maximum necessary resolution is
100 132 + 221 139 + 122 on im ~ x ------- x -------- = 29 x 101 x 75.
3.5 3.5 3.5
(5.3)
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A  sufficient resolution in RGB should be such that if the Luv-distance between any two 
points is more than 3.5, these points are different colours in RGB. It follows from (7) that 
the "worst" case for us are dark points, where a small deviation in RGB leads to a sig­
nificant deviation in Luv. We shall not, however, consider very dark points, because the 
human eye cannot distinguish between colours when the luminosity is very low. For a 
24-bit image, for example, a colour with RGB darker than r =(0,15,0) can not be assumed 
to be identifiably green. Here are some of the points from the RGB-neighbourhood of r 
with the corresponding Luw-distances between them and f:
ri = (0,17,0), with p{fi — r) = 3.9
r2 = (1,15,0), with p(r2 -  r) =3.5
r3 = (0,15,1), with p(r8 -  r) = 3.8,
where p() denotes the Eucledian distance of the two colours in the Luv space. It should be 
clear now that the 24-bit image gives a resolution just high enough to distinguish between 
these colours. Thus the RGB space has to be represented by an array 76 times larger than 
the array the Luv space has to be represented by. Naturally we may not always have an 
image with very dark points, but it is generally true that the resolution has to be excessive 
for the brighter points of the colour space in order to be adequate for the darker ones.
Thus, by doing all the calculations in the Luv rather than the RGB space, we relax the 
memory requirements and gain in computation speed. However, there is a price to pay for 
that. Since the transformation from RGB to Luv is non-linear, we can no longer assume 
the noise to be Gaussian and homogeneous. Nevertheless, under certain conditions we 
can consider the transformation to be "locally linear", i.e. the probability density function 
of the noise may be assumed locally to be Gaussian with standard deviation that depends 
on the position itself.
5.2.2 Linearising the RGB-to-Luv noise transformation
Let us consider the one-dimensional case first. The probability density function of a ran­
dom variable x is assumed to be Gaussian:
Art) = - ^ - ( - * 0 ) * / +  (5.4)
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If we introduce a new random variable
s = s(x) (5.5)
its probability density function will be as follows:
f,(a) = — L.!Le-Ms)-*o)V'y (5 .6 )
y/ir<Tx as
where x = x(s) is the inverse function of (5). Expanding (6) in the vicinity of so = s(xo) 
and denoting §|a=s0 as x< we fin(d:
■ r f ””  { r f * *  - - •>) + ? ( ■ - » )  + -.} ■ (S'?)
The small parameter in this expansion is
^j(s - s0) <  1, (5.8)x'
while the leading term of the expansion is a Gaussian with standard deviation that de­
pends on so:
= r s p n -  (5-9)j ds lS— so |
The second term in (7) gives a correction to as, while the third term is responsible for the 
shift of the mean value of the distribution. We can neglect both effects if (8) holds. To
estimate how closely (8) holds, we note that we are only interested in values of (s - s0)
such that
|(s - s0)| < 7 <rs, where 7  ~ 1 ,
because larger values are suppressed by the Gaussian. Taking this into consideration, (8) 
may be re-written as:
1 «  1, (5.10)x'
or, equivalently, in terms of o^1:
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Figure 5.1: The transformation is linear within the scope of distribution f(x)
The meaning of (11) is that the derivative of the transformation sty) changes little within 
the range crx of the distribution f(x). In other words, the transformation should be "lo­
cally linear " (see Fig.5.1) for the distribution to be Gaussian with standard deviation given 
by(9).
For the three-dimensional case, a similar condition should hold in order for the Gaus­
sian approximation to be valid, but instead of s' and s" a combination of the partial deriva­
tives of functions L, u and v with respect to A, G and B occurs. To find an upper bound for 
the left-hand side of the condition that corresponds to (1 1) in our particular case, we shall 
consider the "strongest nonlinearity" in (1), that is the dependency L(Y) (see appendix A  
for details):
~ %  «  to (5-12)
R K
where aR is the standard deviation of the distribution in A, and L'R denotes ||?. Similar 
conditions should hold for G and B. Relation (12) shows that almost always we are well 
within the validity range of the Gaussian approximation. Indeed, in practice an is usu­
ally between one and three levels for a 24-bit image. It is also true that in practice we are 
not interested in points with a luminosity of less than 10 levels. Taking these two circum­
stances into consideration we note that (18) holds very well. Moreover, even in the RGB 
space, when we say that a distribution is Gaussian, we indirectly assume that the con­
dition (Tr /R <C 1 is satisfied, simply because the value of A  is bounded both from below 
and above. Thus even in RGB the distribution is Gaussian only when the argument is not
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too close to the boundaries of the domain of the distribution. We conclude that a Gaussian 
distribution in RGB can be approximated by a Gaussian function in Luv with satisfactory 
accuracy, with the covariance matrix in the Luv space being position dependent.
5.2.3 The covariance matrix in Luv
When we say, that the distribution of noise is Gaussian in Luv we mean that it is an expo­
nential of a quadratic form of q — (L, u, v):
x exp{-(rf«orfCrfg0)(?-go)}
J exp\-q£±C 1{qo)qo\dqo
Luv x J
where the covariance matrix C(gb) is no longer diagonal, as was the case in the RGB 
space. Moreover, it is no longer constant, but depends on the position of the distribution 
mean go.
To define fully this distribution, we have to define the covariance matrix C(go):
C(gb) =
(L-I ) 2 ( L  — L ) ( u  — u ) ( L — L ) ( v  — v ) N
rf ! 31 IT 1 u ) ( u  — u ) 2 (u — u ) ( v  — v )
1
IrfIrf v) (u — u)(v — v) (v — v)2 y
(5.14)
where overline denotes the average, and go = (L, u} v).
, , fcjt&r
WeshtitPpkwr experimentally that not only R, G and B are statistically independent, 
but also that the standard deviations of the distribution in all bands are approximately 
equal to each other. Let us call this constant cr (see section 3). For L, therefore, we find:
OO OO OO „  „  c
—  1 e r r  v ( R - R n )2 + ( G - G n )2 + ( B - B n )2
L =   - / / / L(R,G,B)e dRdGdB,
v87r3cr3 J J J—oo —oo —oo
with similar formulae holding for u, v, as well as for L — L,u — u and v — v. To calculate 
these integrals we shall use the following formula (see Appendix B for the details):
OO OO OO o  i)  n
1 r r r (R-Rnr+(G-Gnr+(B-g0)w  =
—oo —oo —oo
g{Ro,Go,B0)( l + f s R R + J s a + lm  1^^^), (5.15)
" 9
where gPR stands for the second derivative with respect to R, with similar meaning for 
guGG and gBB. All derivatives are computed at the point (Ao, Go, A 0). This formula gives
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the first correction in a2 and it holds for:
g2 9rr + 9gg±9bb 
2 9
The proof that this condition is valid is very similar to that given for (12). 
For an element of the covariance matrix we have
(ip — ip) (if — ip) = (pip — (pip — (pip + ipip — (pip — (pip, (5.16)
where <p and ip denote one of {L, u, -y}.
Substituting g — (pip in (15) we have
9r =
9 r r  —  T r r J1 +  2(/?/N ' r  +  T^Pr r  
°~2 $ W k R  +  T o g  +  V b b ) +  ^(t 'r V r  +  V g ^ G  +  V'b ^'b ) +  v W r r  +  $ G G  +  ^ B b )
2 ip i/j
and
(pip =  (pip 1 +
while for (pip we have
PJ (Pip ( l  +
in the first order in a2. 
Thus
°~2 ^(t 'rr +  v'gg +  Vbb) +  vWrr ±&GG +  ^bb)
2 (pip
((p -  (p)(lp Ip) — O" ((pR^R + <Pg$B + (5.17)
and we have for C:
C = ex'1
(  ( T r ) 2 +  (£ 'g ) 2 +  (L'B)2 L'ru'r  +  L'qu'q +  L'bu'b L'rv'r  +  L'gv'g +  L'bv'b ^
LrU'r +  L'gu'g +  L'bu'b (u'R)2 +  (u'G)2 +  (u'B)2 u'Rv'R +  u'gu'q + u'Bv'B
V L'rv'r +  l 'gv'g +  l 'bv'b u'rv'r +  u'Gu'G +  u'Bv'B (vlR)2 +  (i/G)2 +  (v'B)2
(5.18)
This covariance matrix is different for different parts of the colour space and thus leads 
to an adaptive filter appropriate for the noise reduction in the 3D colour histogram in the 
Luv space before any clustering takes place.
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5.2.4 Colour histogram smoothing
Once we have estimated the probability density function of the noise, we must use it to 
improve the colour histogram of the image. Noise, however, is a stochastic process, and 
it is not possible to reverse its effect, unless we assume a certain prior model for the sig­
nal we are trying to recover. For example, in image restoration, noise can be removed by 
the method of simulated annealing, provided that a priori model for the signal has been 
adopted. In our case, no such prior model is available, as our signal is the colour his­
togram of the image, with unknown number of clusters and unknown cluster profiles. 
Even in the simplest of cases, when the noise is additive and uniform, it is well known 
that the histogram of a grey image is convolved with the histogram of the noise field. No 
deconvolution can be attempted as that would be equivalent to subtracting two random 
fields, which is known to double the noise power. Instead, people try to smooth the his­
togram, ie to ignore the high frequency structure it has which is due to the effect of noise 
and the discrete nature of the signal. In other words, we disregard the high frequency 
structure in the signal as carrying no useful information. In our case, we can view each 
histogram value as a measurement which carries with it a certain degree of uncertainty. 
That is, each measurement we are having, could have arisen with varied degrees of prob­
ability from a whole range of possible true measurements. As we cannot possibly know 
from which of these measurements exactly it arose, all we can do is to replace this mea­
surement (which can be thought of as a delta function in the absence of any noise) by the 
finite width Gaussian. The width of this Gaussian is measurement dependent. Our his­
togram then looks like a whole lot of shifted and overlapping Gaussians and to cope with 
the uncertainty they manifest, we must integrate them out. In other words, we must con­
volve the histogram with this variable width Gaussian:
n
where S' is the noisy histogram, and / is the probability density function (13).
5.3 Experim ental results for the noise d istribution
In the previous section we assumed that the noise introduced by the hardware was ho­
mogeneous in the RGB colour space. This assumption appears to be justified by the fact
(5.19)
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that the error is introduced mainly by the sensors that record the signal in  the red, green 
and blue channels separately. Another possible source of error is the sampling, which 
again occurs either in  the three R G B  channels, or their linear combination, such as X Y  Z  
or Y U V .
In order to test this assumption, as well as find quantitative characteristics of the noise 
distribution (such as the standard deviation, for example) we have performed some ex­
periments on the hardware setup that we use for image acquisition.
For this purpose a simple image of coloured sheets of paper was grabbed under three 
different camera appertures (see Fig.5.2). The aim was to find the covariance matrix of 
the noise distribution in the R G B  space. The diagonal matrix elements would give us the 
standard deviation, whereas the off-diagonal elements would give the measure of statis­
tical independence of the R , G , B  colour channels. To this end seven pixels have been 
chosen from the image, each corresponding to a sheet of paper of a different colour. The 
image was grabbed 200 times, and the three colour values were stored for each chosen 
pixel. The resulting colour dusters are shown in Fig.5.3, where the clusters' projections 
onto the R G , G B  and R B  planes are displayed. The three clusters in each graph corre­
spond to the same colour under the three different camera apperture settings.
Note that of the two assumptions made at the beginning of section 2 the homogeneity 
of the noise distribution is fundamental (we assume the covariance matrix to be constant), 
whereas statistical independence of the R G B  colour coordinates leads to a diagonal co- 
variance matrix. Fig.5.3 shows that the colour clusters are nearly uniform  in  size over the 
whole visible spectrum, which supports our assumption of the homogeneity of the noise 
distribution. There are however, a number of problems as well, namely
(a). There are clusters which correspond to saturated sensors and appear as lines rather 
than blobs in Fig.5.3 c, d, e and f.
(b). The main axes of the clusters do not coincide w ith the R G B  axes, which m ight ap­
pear to suggest large off-diagonal elements of the covariance matrix.
Let us consider these two problems in  turn.
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Figure 5.2: A simple image of coloured sheets of paper grabbed under three different cam­
era appertures.
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Figure 5.3: 2D scatter plots to show the the colour clusters in R G B  space for coloured 
sheets of paper in  Fig.5.2. In each graph we have three clusters, one for each setting of the 
camera apperture: (a)background, (b)light blue, (c)orange, (d)pink, (e)greenish, (f)yellow, 
(g)deep blue
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5.3.1 Sensor saturation
This is another side of the problem we discussed in section 2.2, namely that the distribu­
tion ceases to be Gaussian near the boundaries of its domain. Only now we are concerned 
w ith  the upper, rather than the lower, bound. Indeed, it follows from Fig.5.3 that for a 24- 
b it image, when either R , G , or B  equals 255, the distribution becomes a ^-function, thus 
we cannot model it by a Gaussian w ith  a finite width.
Recall however, that after filtering out the noise we do perceptual coarsening of the 
colour histogram. That is, we do not distinguish between colours that are closer together 
than the threshold of the human perception in L u v . In other words, if, for a given point 
in  the colour space, the maximum eigenvalue of the covariance matrix is smaller than the 
threshold of human perception, filtering is unnecessary at this point, since the human eye 
w ill not be able to perceive the difference between the filtered and unfiltered signals any­
way. Fig.5.4 shows the maximum eigenvalue of the covariance matrix if  either of the three 
colour channels is saturated. It could be seen that the maximum eigenvalue does not ex­
ceed 3.5, which we have assumed to be the threshold of human perception. We therefore 
conclude that if  at least one channel is saturated, the luminosity becomes high enough for 
the noise not to be noticeable against the signal, thus making the exact noise distribution 
irrelevant for such points in  the colour space.
5.3.2 Statistical independence of the R G B  colour coordinates
The other problem worth considering is that the main axes of the clusters in  Fig.5.3 do not 
coincide w ith  R , G , and B . This seems to contradict our assumption of their statistical in ­
dependence. Note however, that clusters in Fig.5.3 are elongated in the direction that they 
are shifted because of the camera apperture change. This might indicate that the illum ina­
tion during the experiment was not constant. Indeed, since the variation of colour due to 
the noise is only a few levels for a 24-bit image, the illum ination should be kept constant 
up to a much higher precision, which calls for a special experimental setup.
We can, however, exclude the illum ination from consideration by projecting the data 
onto the plane that is perpendicular to the Y-coordinate (recall that the Y-coordinate cor-
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Figure 5.4: Maximum eigenvalues of the covariance matrix for (a)(255,G/B); (b)(R,G,255); 
(c)(R,255,B).
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responds to the luminosity). Thus we need to find the transformation B
/
M (  R  \
=  B G
V T  ) \ B  )
from R G B  to the new orthonormal coordinate system Y S T  which preserves the norm of 
the vector (this last condition ensures that the cluster size in R G B  equals that in  Y S T ) .  
Thus we have the following system of equation for the matrix elements of B:
r Efc h k h k  =  0;
Efc h k h k  — 0;
Efc h k h k  =  0;
i Efc ^Ifc = Efc ^ifc —
(5.20)
where the first three equations are conditions for the orthogonality of the new system and 
the last two are the normalisations for S  and T  (note, that we have not included the nor­
malisation for Y  because we project onto the plane that is perpendicular to Y ) . Thus we 
have five equations for six variables (nine matrix elements B  minus three coefficients for 
Y  which are known from (2)). The remaining degree of freedom is, of course, rotation of 
the S T  plane around the Y  axes. Finally we have from (20):
S  =  0.1277? + 0.127G -  0.987B 
T =  0.8857? -  0.426G + 0.055B (5.21)
By construction, the clusters in  S T  plane are independent of illum ination. I f  we are able 
to recover the parameters of the RGR-distribution from its projection onto the S T  plane, 
we have excluded the illum ination from consideration.
If the covariance matrix in R G B  space is known to be diagonal, the information con­
tained in the S T  projection is sufficient to recover all the information we need: we have 
three independent matrix elements of the covariance matrix on the S T  plane, from which 
we can compute the three unknown standard deviations o r , cfq and a s -  Since the trans­
formation from R G B  to Y S T  is linear, the task should present no problem. It should be 
stressed however, that in the general case, when the covariance matrix is not diagonal, 
the S T  projection contains less information than the fu ll covariance matrix, thus the S T  
projection can not be used to describe the distribution.
The S T  projection for our particular case is shown in Fig.5.5. One can easily notice 
that the clusters shown there are almost round. This fact simplifies matters considerably, 
because it leads us to believe that the eigenvalues of the covariance matrix are equal, thus
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Figure 5.5: ST-projection of the colour clusters for images in Fig.5.2. (a)darkest image; 
(b)medium image; (c)brightest image (only unsaturated clusters shown); (d)all clusters.
the matrix not only is diagonal, but it  degenerates into a unity matrix (up to a coefficient), 
which leaves only one parameter to be found, namely the standard deviation that is the 
same for all directions in the colour space. Indeed, the fact that the projection onto the
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Table 1
N ° s s (JTT a  s t
1 2.6 1.9 0.9
2 2.8 2.4 1.2
3 2.6 2.1 0.8
4 3.0 2.2 1.0
5 3.1 2.3 1.2
6 3.1 2.0 1.2
7 2.5 2.0 0.9
8 2.2 2.1 0.6
Standard deviations of the noise distribution. Standard deviations are measured in 
gray-levels for the 0-255 range (24-bit image). Only clusters darker than a certain
threshold are considered.
S T  plane is round implies that either the R G B  covariance matrix is degenerate or that Y  
is the direction of one of its eigenvectors. The latter is unlikely since the noise process is 
considered independent from the illumination. Therefore we conclude that C is indeed 
degenerate. Naturally this does not hold exactly What we are looking to find in the exper­
imental results is that the diagonal matrix elements of the covariance matrix in  S T  plane 
are approximately equal, and that the off-diagonal matrix element is much smaller than 
the diagonal ones.
In Table 1 we have presented the standard deviations for some of the clusters in Fig.5.5. 
These standard deviations were calculated as O ij =  (where C' is the projection
of the covariance matrix onto S T  plane) for those clusters whose luminosity is below 0.5 
(out of 0.0-1.0 range). The reason why we consider only relatively dark clusters is similar 
to the one given for the case of sensor saturation, namely that for the brighter clusters 
the signal/noise ratio becomes high enough for the human eye not to be able to detect 
the noise. This does not mean that the size of the clusters changes dramatically w ith  the 
change of luminosity for our hardware setup: one can see that the clusters in  Fig.5.5 are 
all of approximately equal size. If, however, this happens not to be the case, it is sufficient 
that the size of the clusters stays constant only for darker colours, rather than w ith in  the 
whole range of colours. The threshold value for luminosity in such a case would depend 
on the desired degree of perceptual coarsening.
We approximate the data in  Table 1 by assuming that ass — &TT — a  and neglecting
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a  s t - Note that the purpose of this experiment was not to find the parameters of the dis­
tribution experimentally. Rather, it was to verify the consistency of the approach, while 
cr was chosen to be such that it  w ill give satisfactory segmentation results. It was found 
that our procedure worked well when we set a =  2.2, which is consistent w ith  the data 
presented in Table 1. Having said that, it is still legitimate to question the valid ity of the 
approximation. One can see that a s s  is not exactly equal to g t t , and that both of them 
are not exactly constant w ith in the range of colours. The question is whether the preci­
sion w ith  which we know a  is going to take us out of the range of acceptability of the 
final result. This question can not be answered w ithout a quantitative measure of the per­
formance of the algorithm, which in  turn depends on a particular application of the al­
gorithm. In particular, Fig.5.6 displays the final result of segmentation for a  — 2.2 and 
cr =  2.7 (this segmentation was obtained using only chromatic information, thus it does 
not distinguish between colours that differ only in luminosity, such as black and white, 
for example. See section 5 for details).
These segmentations are marginally different, the one corresponding to a larger a  un­
derstandably gives a coarser segmentation w ith  a smaller number of clusters. We are not 
in  a position to tell which of the two is better, because this would depend on what the 
resulting segmentation is needed for. The same goes for the question of whether the dis­
tribution is adequately described w ith  a single a  or we should accept g r , g q  and g b  to be 
different. The answer here again depends on whether the final result is w ith in the accept­
ability range. W ithin the framework of this study and for the particular hardware setup 
used we can conclude that the approximation we use gives good segmentation results. 
Should the need for better precision arise in a particular application, the algorithm can 
easily be developed further.
To conclude this discussion, let us notice that the mathematical model used could be 
reasonably expected to be applicable not only to the particular setup used in our experi­
ments, but to a wider range of hardware. Indeed, one can expect the output of the three 
colour channels to be statistically independent because they record spectral reflectances 
in three colour channels separately. The non-diagonal matrix element is introduced due 
to a transformation of a sampling error from R G B  to Y U V  or X Y Z .  This could be ex­
pected to be small as well. Therefore, if  no information is available about the hardware 
used to obtain the image under study, one can reasonably apply the proposed mathemat­
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ical model w ith  <r obtained by tria l and error, such that it gives satisfactory segmentation 
results. Alternatively, a small piece of image w ith a constant colour could be sampled to 
determine cr locally.
5.3.3 Perceptual coarsening
To summarise the previous sections, prior to clustering we need to "smooth out" the 
colour histogram in  order to get rid  of the noise. This is achieved by applying filter as 
described in  section 5.2.4. In addition to this, another step is required before clustering 
could take place. Namely, the colour histogram needs to be "coarsened" to correspond to 
human perception. In other words we do not want to distinguish between clusters that 
the human eye is not able to recognise as different, even though they m ight be separated 
by the algorithm. One way to ensure this is to choose the resolution of the L u v  colour 
space to be low enough. This effectively results in the colour histogram being smoothed 
over a rectangular w indow whose w idth corresponds to the threshold of the human per­
ception. This is not quite what we want because our aim is to consider all points in  colour 
space whose distance from the given point is smaller than the threshold of human per­
ception, that is we need a sphere rather than a rectangle. Thus we use the L u v  resolution 
somewhat higher than the threshold of human perception and smooth out the colour his­
togram w ith in a spherical window.
As far as the exact size p of this spherical window is concerned, it  depends on the appli­
cation it is used for. Fig.5.6 illustrates this point. In particular, segmentation (d) obtained 
using a larger window is coarser and has fewer clusters than that obtained using a smaller 
w indow (b). In both cases, however, the size of the window roughly corresponds to the 
threshold of human perception.
Although perceptual coarsening based on a spherical window gives much better re­
sults than that based on a rectangular window (see Fig.5.7), the former is more computa­
tionally expensive, because it requires a higher resolution. Recall that the computational 
complexity of the algorithm is N 2 (where N  is the number of points required to represent 
the colour space). Therefore, while for complex images the spherical w indow is preferred, 
there are simpler images, for which the rectangular window still gives satisfactory seg­
mentation results w ith  a significant computational gain (see Fig.5.7). As an illustration 
that both noise filtering and perceptual coarsening are essential for good segmentation,
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we present Fig.5.8, which shows the output w ith either of these important stages being 
omitted. One can observe that the quality of the results is very poor.
5.4 Clustering
After the colour histogram has been filtered to remove the noise and coarsened to repre­
sent the human perception of colour, we are in a position to perform clustering. We are 
aiming at automatic clustering, where all information should be extracted from the image 
itself. We are therefore restricted in our choice of the clustering technique. In particular, 
the number of clusters is not known in advance, and we can not use algorithms that rely on 
this information being available. Moreover, since we attempt to cluster "according to hu­
man perception", we do not have an exact measure of the algorithm performance, because 
the notion of human perception is somewhat vague. This consideration calls for a certain 
"degree of freedom" for the algorithm to be able to adjust to a particular application or a 
particular type of images being processed. Thus we have to allow for some parameters to 
be "tuned" to need. On the other hand, the requirement for automatic processing dictates 
the algorithm to be as parameter free as possible. Thus some kind of compromise should 
be reached between these mutually exclusive requirements.
Let us consider our task w ith  that circumstance in mind. We already have two pa­
rameters: the standard deviation of the noise distribution and the size of the w indow for 
perceptual coarsening. The former is likely to stay constant for the hardware setup used. 
The latter reflects the desired degree of coarseness in the segmentation and is likely to be 
constant for a particular application. Thus while there are some restrictions on the gen­
erality of the algorithm there is still a significant degree of freedom. To maintain this we 
need a parameter-free clustering technique. In this instance our task is made somewhat 
easier by the fact that the feature on which the clustering is based is colour
Indeed, one of the well-recognised problems of clustering is that of decomposing the 
complex distribution into unimodal ones [68]. Fig.5.9 illustrates this. If the bimodal distri­
bution F  is decomposed along the dotted line in Fig.5.9, this results in  cluster A  including 
the ta il of distribution B and not including the tail of distribution A. This is obviously an 
incorrect decomposition, which may lead to a significant error were the moments of the 
distribution to be evaluated. Let us see now what this situation corresponds to when we 
are performing clustering in the L u v  space. If the distance d  between clusters is smaller
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than the threshold of human perception, the human eye does not recognise the two clus­
ters as having different colours, and neither does the algorithm after the perceptual coars­
ening is performed. In this case we are not facing the problem of decomposition because 
the two clusters should be perceived as one. If d  is greater than the threshold of human 
perception, so should be the characteristic w idth II of a cluster, in  order for the overlap­
ping of clusters to be significant. But this means that our unimodal clusters consist of 
colours that look distinctly different for the human eye. This indicates that the problem is 
poorly defined in the first place, that is that the colour information alone is not sufficient to 
perform segmentation. We can still attempt to do clustering in this situation, but no mean­
ingful evaluation of the distribution could be expected (for example, we cannot speak of 
the "representative colour" of a cluster, since it contains a few distinctive colours).
Since we are not concerned w ith  decomposition of the distribution, the "valley- 
seeking" algorithm of clustering is sufficient in  our case, where the clustering is done ac­
cording to the position of the valleys of the colour histogram. For this purpose we have 
used the watershed transform, which is known to find the valleys very well. The resulting 
clustering algorithm was found to be very robust.
5.5 Segmentation
Having defined the clustering algorithm, we are now in a position to concentrate on the 
segmentation we are trying to achieve, h i this chapter we are addressing two different 
segmentation procedures, the first being chromatically-based, and the second taking into 
consideration both chromaticity and intensity of the image. In both of them we use the 
watershed algorithm to segment the co lour h istogram  of the image. We shall discuss now 
both approaches in more detail.
5.5.1 Chromaticity-based segmentation
The need for this type of segmentation arises when we are presented w ith  a problem of 
segmenting the image according to colour information alone, ignoring the intensity. A 
good example of such a task would be segmentation of the image in Fig.5.7, where the 
creases of the fabric and the shadows due to illum ination changes across the scene should 
not prevent us from segmenting out the region in  question as having uniform  colour. Hav­
ing adopted this approach we should not expect to be able to distinguish between points
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in  colour space that differ only in intensity.
It might appear that for chromaticity-based segmentation we should consider only a 
two-dimensional colour histogram, summing up votes for all intensities occurring at each 
point of the chromaticity plane (which is the u v  plane in the case of L u v  colour space). This 
is not the case, however, due to the fact that noise "mixes up" colour coordinates, that is 
each point in  colour space contributes into several points on the chromaticity plane, rather 
than solely into its projection onto the chromaticity plane. The noise filtering we propose 
is essentially three-dimensional, and summation over intensity should be done only after 
such filtering has been performed. The situation is different for the operation of percep­
tual coarsening which is commutative w ith  the operation of summation over intensity and 
could therefore be performed in chromaticity plane rather than in the three-dimensional 
colour space.
Thus the algorithm for chromaticity-based segmentation is as follows:
• Calculate the colour histogram of the image.
• Filter it  for noise reduction.
• Project it onto the chromaticity plane by summing over the intensity coordinate.
• Perform perceptual coarsening.
• Perform clustering using the watershed algorithm in 2D.
Segmentation results using this algorithm are shown in the second rows of Figs.5.10-
5.14.
5.5.2 Segmentation based on both intensity and chromaticity
A very different type of segmentation occurs when we are facing the problem of segment­
ing the image "as seen", that is when it is necessary to recognise as different those colours 
that differ in  their luminance value. In this case we have the ability to distinguish between 
black and white, but we lose the tolerance to shades and creases.
Now we have to do clustering on the three-dimensional colour histogram, and the al­
gorithm is as follows:
• Calculate the colour histogram of the image
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• Filter it for noise reduction.
• Perform perceptual coarsening
• Perform clustering using the watershed algorithm in the 3D L u v  space.
The results of applying this algorithm are shown in the fourth rows of Figs.5.10-5.14. Pseu­
docolours are used to indicate different clusters.
To give the reader an idea of the algorithm performance, colour values for each pixel 
were replaced by those of the cluster the pixel belongs to. The colour values of the clus­
ter were calculated as its mean L ,  u , and v. Segmentation results w ith  these replacement 
colours are shown in  the third rows of Figs.5.10-5.14. Note that this colour substitution 
was done to visualise the result rather than for any further use of the image. If such use is 
intended (for compression purpose, for example) the ways to represent the cluster should 
be researched, which is beyond the scope of this thesis.
5.6 S u m m a r y
A new algorithm is proposed for segmentation of colour images, which takes into account 
the noise that is inevitably present during the image acquisition. It is shown that such 
noise affects human perception of the image due to the nonlinear nature of the human 
perception. This leads to a situation when even a low absolute value of the noise is no­
ticeable to the human eye in certain areas of the colour space.
The L u v  colour space was used for perceptual coarsening of the colour histogram, as 
w ell as for the resolution gain it can offer compared to the R G B  space.
The clustering method was based on the morphological watershed transform per­
formed on the 3D colour histogram.
We have developed two variations of the algorithm: 2D-clustering for the chromaticity- 
based segmentation and 3D-clustering for chromaticity and intensity based segmentation. 
Both variations of the algorithm were tested on a set of 51 colour images. Since it is not 
feasible to present the whole set of results, we have chosen a subset of images suitable 
to demonstrate strengths and weaknesses of both approaches. The results for this subset 
are shown in  Figs.5.10-5.14, where the original images are shown in the first row, results of 
2D-clustering in the second row, third and fourth rows are for 3D~clustering results shown 
in replacement colours and pseudocolours respectively.
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We have already mentioned earlier in  this thesis that it is very d ifficu lt to evaluate the 
performance of a perception-driven algorithm, because the problem itself cannot be for­
mally posed. This is especially true when the algorithm in question is an automatic one. 
W ithin this lim itation, however, one has to look for the following properties:
(a). The results of the segmentation should be consistent w ith the human perception of 
the image.
(b). The results should be stable and predictable for a wide variety of images.
As far as the 2D-clustering is concerned, these requirements are satisfied. Indeed, this al­
gorithm has its limitations, namely that it does not distinguish between colours that differ 
only in  luminance value, but w ithin its range of applicability the results are very stable 
and seem to correspond to the human perception of the image well. It is predictable too, 
because we know in advance which homogeneous regions of the image are not going to 
be recognised: those void of colour. It is also important that the algorithm does mark as 
having the same colour those regions that do have the same colour in  reality. For example, 
colour objects in  the second rows of Figs.5.10-5.14 are shown to have the same colour as 
appropriate patch in  colour calibration charts next to them, as well as obviously recognis­
ing the same colour in  the image (such as face and hands of the doll in  Fig.5.11, and its hat 
and dress).
The situation is less clear w ith  the 3D-clustering algorithm. Although some colourless 
features are recognised now, the results are less stable. In  particular, the background is of­
ten split into two clusters, which reflects the change of illum ination visible in the original 
image. Colour calibration charts are also marked consistently worse than by the previous 
algorithm. This is due to the fact that the patches of the colour calibration charts are very 
small, which results in a small statistical sample for the filter. Since the 3D histogram is 
more sparse than the 2D one, the problem is more pronounced in the 3D case.
We can see that there is obviously some trade-off between the ability to recognise 
colourless features and the tolerance to the illum ination change. Having said that, the re­
sults in  replacement colours (third rows in Figs.5.10-5.14) represent original images faith­
fu lly  enough, and the algorithm might be suitable for compression, for example, or any 
other application that seeks to drastically reduce the number of colours in  the image.
Both variations of the algorithm are highly suitable for automatic colour segmenta­
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tion. Indeed, there are only two parameters involved: the w idth of the noise distribution 
and the size of the window for perceptual coarsening. The former describes the hardware 
setup, while the latter reflects the desired degree of coarseness in  the segmentation. When 
a combination of these two parameters is found that results in a good segmentation, the 
algorithm performs well for a wide range of images acquired using the same hardware.
Finally, our whole approach was based on the use of the L u v  space. There is no reason 
why the L a b  space, which is also approximately perceptually uniform, should not be used 
instead. The only difference w ith  what has been presented here would be in the transfor­
mation formulae used.
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(a) (b)
(c) (d)
Figure 5.6: (a)original image; (b)segmentation obtained with the standard deviation of 
the noise distribution <7=2.2 and the size of the window for perceptual coarsening p=2.0 
(36 clusters); (c)segmentation for a=2.2, p=2.5 (29 clusters); (d)segmentation for <7=2.7, 
p=2.0 (27 clusters). The scale of parameters corresponds to a 24-bit image (256 gray-levels). 
Note, that the colours used in panels (b), (c) and (d) are pseudocolours signifying only the 
segmented regions.
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(e) (£)
Figure 5.7: Experimentation with the perceptual coarsening: (a),(b): original images,
(c),(d):segmentation results using spherical window, (e),(f)segmentation results using 
rectangular window. (No physical significance should be attached to the colours in the 
segmented images, other than labels).
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(a) (b)
Figure 5.8: (a)Segmentation with perceptual coarsening omitted (82
clusters); (b)Segmentation with noise filtering omitted (93 clusters). These results should 
be compared with those in figure 5.6.
d
Figure 5.9: Decomposition of a bimodal distribution.
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Figure 5.10: Segmentation results: first row - original images, second row - 2D clustering,
third row - 3D clustering in replacement colours, fourth row - 3D clustering in pseudo­
colours.
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Figure 5.11: Segmentation results: first row - original images, second row - 2D clustering,
third row - 3D clustering in replacement colours, fourth row - 3D clustering in pseudo­
colours.
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Figure 5.12: Segmentation results: first row - original images, second row - 2D clustering,
third row - 3D clustering in replacement colours, fourth row - 3D clustering in pseudo­
colours.
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Figure 5.13: Segmentation results: first row - original images, second row - 2D clustering,
third row - 3D clustering in replacement colours, fourth row - 3D clustering in pseudo­
colours.
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Figure 5.14: Segmentation results: first row - original images, second row - 2D clustering,
third row - 3D clustering in replacement colours, fourth row - 3D clustering in pseudo-
colours.
C h a p t e r  6
C o n c lu s io n s
In  this thesis we have addressed the problem of perception-driven automatic segmen­
tation of colour images. Two new algorithms have been developed, the first one being 
neighbourhood-based, and the second one being histogram-based.
The neighbourhood-based approach suits well the case of granite images. A  bottom- 
up segmentation algorithm has been proposed based on both colour and texture prop­
erties of the image. The nature of the images under study did not allow any size-based 
preprocessing, the reason being that no small feature could be eliminated w ithout consid­
ering its colour contrast relatively to its neighbourhood. Due to this constraint it  would 
be impossible to use, for example, the flat-zone approach [59], which relies upon in itia l 
filtering. Another fact that lim its out use of traditional approaches is that the final seg­
mentation sought was that based on the topology of the image rather than its intensity 
(or derivatives thereof, such as gradient, contrast, etc.).
The other problem was one of introducing the order relation in  the colour space to be 
used w ith  any segmentation algorithm based on a hierarchical queue (such as traditional 
watershed, flat-zone, or any other region-growing algorithm). We have successfully used 
the "LUV gradient" to introduce such a hierarchy.
The introduction of this concept was very crucial to the development of the algorithm. 
A  lo t of colour processing schemes start from the gray level image and introduce the 
colour component later on in the process. Indeed, in itia lly we experimented w ith  such 
an approach where the minima used for the watershed algorithm were computed from 
the gray image [54]. It turned out that the results obtained were not particularly satisfac­
tory. One can be convinced of that by looking again at Fig. 4.2. In the gray image (4.2c)
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there is no contrast between the upper leg of the doll and the background and yet, as is 
obvious from the colour version of the same image (Fig.5.11), the upper leg of the doll is 
very distinguishable. It is clear that any algorithm, no matter how sophisticated, when it 
starts from Fig. 4.2c w ill never be able to recover the lost information. So it seems that it 
is imperative for the colour information to be introduced in the process as early as pos­
sible. It can be seen that the watershed algorithm applied to the LUV gradient image we 
introduced (Fig.4.2b) w ill be able to preserve all relevant boundaries.
Further, we have derived the termination criterion which seems to work very well for 
the particular type of images we were interested in. This criterion is based on the topol­
ogy of the typical processed image. The resulting algorithm does not require any addi­
tional information, be it various thresholds, marker extraction rules and suchlike, thus 
being suitable for the automatic processing of randomly textured colour images.
Another proposed algorithm is histogram-based and takes into account the noise that 
is inevitably present during the image acquisition. It is shown that such noise affects hu­
man perception of the image due to the nonlinear nature of the human perception. This 
leads to a situation when even a low absolute value of the noise is noticeable to the human 
eye in certain areas of the colour space. To deal w ith  this problem a new adaptive filte r 
was proposed for smoothing the colour histogram in the L u v  space prior to clustering.
The L u v  colour space was used for perceptual coarsening of the colour histogram, as 
well as for the resolution gain it can offer compared to the R G B  space.
Experiments have been performed to investigate the nature of the noise introduced by 
the hardware.
The clustering method was based on the morphological watershed transform per­
formed on the 3D colour histogram. Depending on the kind of segmentation sought, two 
variants of the procedure were developed: a chromaticity-based one and one that takes 
both intensity and chromaticity into consideration. The first one is appropriate if the seg­
mentation has to extract objects from the scene regardless of shades, creases of fabric, etc. 
The second one is applied when the image is taken under constant illum ination, such as 
the images of granite tiles, for example. The results of applying both variations of the al­
gorithm are very encouraging.
The algorithm is highly suitable for automatic colour segmentation. Indeed, there are 
only two parameters involved: the w idth of the noise distribution and the size of the w in­
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dow for perceptual coarsening. The former describes the hardware setup, while the lat­
ter reflects the desired degree of coarseness in the segmentation. When a combination of 
these two parameters is found that results in a good segmentation, the algorithm performs 
w ell for a wide range of images acquired using the same hardware. To illustrate this we 
present segmentation results obtained w ith these parameters set constant in Figs.5.10 -
5.14.
Despite the fact that both the neighbourhood-based approach and the histogram- 
based one produced very satisfactory results for their corresponding types of images, we 
are aware of some shortcomings. In particular, the neighbourhood-based approach does 
not recognise the same colour in  the different parts of the image. The weak point of the 
histogram-based algorithm could be illustrated as follows: take the image under study 
and "m ix up " all its pixels. The algorithm w ill still produce clustering, but there w ill be 
no features in  the image that correspond to the clusters. Both these shortcomings could be 
overcome by taking into consideration both neighbourhood-based and histogram-based 
information.
The emphasise in our work was on perceptual compatibility w ith  the human vision 
and on non-parametric approach. While there are segmentation algorithms that combine 
both neighbourhood and histogram properties of the image , to make such an algorithm 
parameter-free and perception-driven would be a challenge for the future.
C h a p t e r  7
A p p e n d ix
7.1 A
We shall estimate the value of
oo oo
I  =  z ( x ,y ) e ~ eA x ,y) =  J  J  d x  dy  z ( x ,y )e ~ ez(x 'y') f ( x ) f ( y ) ,  (7.1)
0 0
assuming that 9 is small. We can re-write the above as follows:
,2/)/0 r i/ ( y ) j ( e r ° zM ^  . (7.2)
Suppose that 5 is the w idth of the distribution f ,  and ro the point where /  is centred. For
small 9, the averaged function is a very flat exponential, as shown in Fig.7.1 for z (x ,  y ) =  
(x  +  y ) 2. Expanding around 0 =  0 we obtain:
Q— 8z(x,y) —  i _  Qz (x,y) +  1 92z2(x,y ) +  ... =  1 — 9z(x,y) +  ^ 9 2z2 +  ^ 0 2A 2 +  ..., (7.3)
Zi Zi &
where
A2 =  i 2 _ j 2 (7.4)
is the w idth of the distribution of the random variable z = z ( x ,y ) .  Taking into considera­
tion that substituting z k for z k in  the series above w ill introduce errors that are of higher 
order in  0A, we obtain:
=  e~ 6z + ~92A 2 + o(02A 2). (7.5)
/ oo oo
Sdxdv^ x \0 0
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Figure 7.1:
Differentiating the above with respect to 6, and substituting in (14), w e  have:
I  =  ze~e* — OA2 +  o{6A2).
Thus
O A2
z (x ,y )e -0z(x>y') «  z(x,y)e ez(x'V\ if — —  1.
z
(7.6)
(7.7)
For z (x, y) =  7r(a; +  y)2 w e  have z =  7r(® +  y)2 »  7r(2r0)2 and A  «  -k(25)2 [?], and (19) 
becomes
n(x +  y)2e~9Hx+y)2 & tc(x +  y)2e~e7r(x+v^ , if n6(2ro)2 ^ <  1. (7.8)
7.2 B
Taking into consideration that VR =  L y Yr and L RR =  (Yr ) 2L y y w e  have:
r//
l r r
Li <7r R
V' T"R  Y Y
L'y O r fyiYh)
°~R
R '
Here the derivatives of L were calculated from (1) and the fact that Y  ~  0.3R w a s  used.
7.3 C
W e  shall express the expected value
oo oo oo
E {g (R ,G ,B )}  =  J  J  J  g (R ,G ,B )f (R ,G ,B )d R d G d B  (7.9)
—oo —oo —oo
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of the random variable g (R , G , B )  in  terms of the standard deviation of the distribution 
/(A , G, B ) ,  assuming that the function f ( R , G, B )  is even. As we know, /  (A, G, B ) takes 
significant values near its maximum (Ao, Go, Ao) and inside a volume of linear size of the 
order of its standard deviation cr. If inside this region g (A, G, B )  is slowly varying, we can 
expand it about point (Ao, Go, Ao) and replace it in  the right hand side of (23) by this series 
approximation:
g (R , G ,B )  »  g (R 0, Go,-Bo) +  J |  (R-  «o) +  |§ (G  -  G0) +  J | ( B  -  B 0) +
1 I d<29 /r. n)2 , d29 tri ^<2 , 5V n  D ^
+ 2 ( m {R~ Ro) + dG2{G~ Go) + a w {B~ Bo)) +
- R ° W  - G °)+ a M b (*  ~ R ^ B  ~ + w k {B - B °)(G ~ G “>+ -
Next we substitute g (R , G, B )  in  the integral of equation (23). Note that all the deriva­
tives of g that appear in  the expansion take constant values, as they are calculated at point 
(Ao, Go, B o ), that /(A , G, B )  is even w ith respect to each of its arguments and that the 
range of integration over each of the variables is symmetric. This means that all integrals 
involving odd powers w ill vanish. Therefore we have in the first non-vanishing order in 
a:
‘ W M ,  - (‘ + - (7.10)
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