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EDGE FLUCTUATIONS OF LIMIT SHAPES
KURT JOHANSSON
Abstract. In random tiling and dimer models we can get various limit shapes which gives
the boundaries between different types of phases. The shape fluctuations at these boundaries
give rise to universal limit laws, in particular the Airy process. We survey some models which
can be analyzed in detail based on the fact that they are determinantal point processes with
correlation kernels that can be computed. We also discuss which type of limit laws that can be
obtained.
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2 KURT JOHANSSON
1. Introduction
This paper surveys various results on edge fluctuations of limit shapes. By this we mean
that we have a microscopic stochastic model that in some macroscopic limit has a non-random
limit shape with some interfaces or boundaries between different regions. Such a boundary is
what we will call an edge. At an intermediate scale the corresponding random interface has
fluctuations, and we can obtain stochastic processes or limit laws by considering appropriate
scaling limits. Whereas the macroscopic limit shape is non-universal, i.e. depends on the details
of the model, the edge fluctuations are often given by universal limit laws that occur in many
different contexts. Microscopic limits, like Gibbs measures, are also less universal since they also
depend more on the details of the model. The simplest example of this universality phenomenon
is a random walk. Let X1, X2, . . . be a sequence of independent identically distributed random
variables with finite variance, and let SN = X1 + · · · + XN be the sum of the first N of them.
We can think of SN as the position of an interface. Then, we have the law of large numbers
which says that SN/N → c = E[X1] almost surely as N → ∞. This is the macroscopic limit,
the limit shape, and it is non-universal since it depends on E[X1] and hence on the exact
distribution of X1. The intermediate level scaling limit is the central limit theorem, which says
that (SN − Nc)/σ
√
N → N(0, 1) in distribution as N → ∞, where σ2 is the variance of X1.
Here, the limit is always a standard Gaussian irrespective of the exact distribution of X1. This
is the classical example of a universal scaling limit.
In this paper we will consider edge fluctuations in two-dimensional random tiling models or
dimer models on bipartite graphs which have interesting edge scaling limits. The same type
of scaling limits also occur in random matrix theory, in local random growth models, directed
random polymers and in interacting particle systems. We will not discuss these other very
interesting models but only give references to some survey papers, see section 4.6. Let us give
some examples in the form of pictures of the type of random tiling models we will be looking at.
In figure 1 we see that a random domino tiling of a shape called the Aztec diamond splits into
regions with different tiling structure. There is a disordered tiling region in the center, called the
liquid region, surrounded by a non-random or frozen region, called a solid region. The interface
or edge, is the boundary between these two regions, and it is this boundary that is our main
interest. A similar phenomenon, but with three different types of regions and two boundary
curves, is seen in figure 2. In this case, around the center of the picture, we encounter a third
type of tiling structure and we call it a gas region.
In the limit, see figure 3, the boundary converges to a non-random limit curve, the arctic
curve. Before the limit we have fluctuations around this limit curve which we can study by
taking appropriate scaling limits. Further examples of random tilings can be seen in figures 4
and 5, and we can ask if we get the same scaling limits in all the different models? The fact that
we get these boundaries between different types of regions depends sensitively on the shape of
the boundary. A random domino tiling of a rectangle will look disordered everywhere and we
can see no boundary between different types of regions.
The main questions we will address are
(1) How can we find useful formulas to evaluate the edge scaling limits at least in some
models as those seen in the pictures?
(2) Which natural scaling limits can we get? Can we compute them and understand their
properties?
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Figure 1. The left figure is a uniform sample of a tiling of an Aztec diamond.
The right figure is a sampling where vertical dominos (yellow and green) have
weight a = 1/2 and horizontal dominos (blue and red) have weight =1. The
model and the four colours are explained in section 3.2.
A third, and very important question, is that about universality. Can we prove that the same
universal scaling limits occur in broader classes of models? We will not say much about this
question.
The basic structure that makes it possible to answer the first question are determinantal
point processes. In sections 2-5 we will develop much of the machinery that is needed. The
second question will be discussed in section 6 where we will go through many of the relevant
scaling limits, and indicate how they can be obtained in various models using the techniques
from sections 2-5. In section 7 we will discuss a more complicated model, the two-periodic Aztec
diamond, see figure 2, which is still determinantal but that cannot be handled by the methods
of sections 2-5. Also, in this model, as can be seen in the figure, the inner boundary between
the liquid and gas phases does not have a clear local microscopic definition.
1.0.1. Some notation. Throughout the paper γr will be the positively oriented circle of radius
r around the origin in the complex plane. The indicator function will be denoted by I and i
always denotes the imaginary unit. If x = (x1, . . . , xn), the size n Vandermonde determinant is
denoted by
∆n(x) = det(x
j−1
i )1≤i,j≤n.
Some basic facts about partitions and Schur polynomials are summarized in the Appendix.
Acknowledgments. I thank Erik Duse for several pictures. Many thanks to Sunil Chhita for
many pictures and helpful comments.
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Figure 2. Two different drawings of a simulation of a domino tiling of the
two-periodic Aztec diamond of size 200 with a = 0.5. The top figure contains
eight different colors, highlighting the solid and liquid phases. The bottom figure
contains eight different gray-scale colors to accentuate the gas phase.
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Figure 3. The arctic curves or limit shapes of the boundaries between different
types of tiling regions. To the left for the uniform tiling of an Aztec diamond,
and to the right for the two-periodic Aztec diamond.
Ex mples of integrable st chastic systems
Random tilings/dimer models (two-dimensional interfaces)
Figure 4. A uniform random rhombus or lozenge tiling of a regular hexagon.
(Picture by L. Petrov)
2. Determinantal point processes
This section gives an overview of determinantal point processes, and discusses an important
way to obtain such processes via probability measures defined by products of determinants.
2.1. Definition and basic properties. We will be rather brief in our presentation of deter-
minantal point processes and refer to [15], [48], or [72] for more details. Let X be a complete,
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Figure 5. A simulation of a random tiling of the double Aztec diamond.
separable metric space. By N (X) we denote the space of all boundedly finite counting measures
ξ on X, i.e. ξ is a Borel measure on X such that ξ(B) ∈ {0, 1, 2, . . . } for all Borel sets B in
X, and ξ(B) < ∞ for all bounded Borel sets B. We say that ξ is simple if ξ({x}) ≤ 1 for all
x ∈ X. Typical examples of X are Rd, Zd, finite sets, and subsets or products of such spaces. We
assume that X has a reference measure λ; for example in R, we can take Lebesge measure and
in a discrete space the standard counting measure. Define a σ-algebra on N (X) by taking the
smallest σ-algebra for which the map A → ξ(A) is measurable for all ξ ∈ N (X) and all Borel
sets A in X.
A point process on X is a probability measure P on N (X). Let E denote the corresponding
expectation. The point process ξ is simple if P(ξ simple) = 1. If ξ ∈ N (X) and B is bounded,
we can write
ξ|B =
ξ(B)∑
i=1
δxi ,
for some xi ∈ X, 1 ≤ i ≤ ξ(B), which can coincide if we have points of multiplicity greater than
one. We often think of the xi’s as the position of particles and simply call xi a particle, and talk
about a particle process. Notice that there is no ordering of the points or particles. If φ : X→ C
is a bounded function with support in a bounded set B, we write
∏
i
(1− φ(xi)) =
ξ(B)∏
i=1
(1− φ(xi)).
(The left side is = 1 if ξ(B) = 0.)
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Definition 2.1. Let ξ be a point process on X and let ρn : X
n → C, n ≥ 1, be a sequence of
measurable functions. We say that ξ has correlation functions ρn, if
(2.1) E
[∏
i
(1− φ(xi))
]
=
∞∑
n=0
(−1)n
n!
ˆ
Xn
n∏
j=1
φ(xj)ρn(x1, . . . , xn) d
nλ(x),
for all bounded functions φ on X with bounded support, and the sum in the right side is conver-
gent. The term n = 0 in the right side of (2.1) is = 1.
It is not hard to see that if X is a discrete space and λ is counting measure, then
ρn(x1, . . . , xn) = P[there are particles atx1, . . . , xn].
If instead X = R and λ is Lebesgue measure, then we can think of the correlation function as
ρn(x1, . . . , xn) = lim
∆xi→0
P[one particle in each [xi, , xi + ∆xi], 1 ≤ i ≤ n]
∆x1 . . .∆xn
.
Thus, in the continuous case ρn(x1, . . . , xn) is the density of n-tuples of points in the process,
and it is not a probability density. If ξ has correlation functions ρn, n ≥ 1, then it is uniquely
determined by them.
We can now define what is meant by a determinantal point process.
Definition 2.2. Let ξ be a point process on a complete, separable metric space X, with reference
measure λ, all of whose correlation functions ρn exist. Furthermore, let K : X × X → C be
a measurable function. We say that ξ is a determinantal point process on X with correlation
kernel K if
(2.2) ρn(x1, . . . , xn) = det(K(xi, xj))1≤i,j≤n
for all x1, . . . , xn ∈ X, n ≥ 1.
A determinantal point process is a simple point process. Note that the correlation kernel
K(x, y) is not unique. If c : X→ C is measurable and 6= 0, then the conjugated kernel
(2.3)
c(x)
c(y)
K(x, y)
is also a correlation kernel. By combining (2.1) and (2.2) we see that for a determinantal point
process,
(2.4) E
[∏
i
(1− φ(xi))
]
=
∞∑
n=0
(−1)n
n!
ˆ
Xn
n∏
j=1
φ(xj) det(K(xi, xj))1≤i,j≤n dnλ(x).
We often think of K(x, y) as the kernel of an integral operator K : L2(X, λ)→ L2(X, λ),
(Kf)(x) =
ˆ
X
K(x, y)f(y) dλ(y),
provided that this operator is well-defined. If φ has support in B, we can write (2.4) as
(2.5) E
[∏
i
(1− φ(xi))
]
=
∞∑
n=0
(−1)n
n!
ˆ
Xn
det(φ(xi)K(xi, xj)IB(xj))1≤i,j≤n dnλ(x).
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If φKIB is the kernel of a trace class operator on L2(X, λ), such that trφKIB =
´
X(φKIB)(x, x) dλ(x),
the right side of (2.5) is the Fredholm expansion of a Fredholm determinant, and we obtain
(2.6) E
[∏
i
(1− φ(xi))
]
= det(I − φKIB)L2(X,λ) = det(I − φK)L2(B,λ).
If ψ : X → C is bounded and has bounded support, we can investigate the point process ξ
through the linear statistic ∑
i
ψ(xi) =
ˆ
X
ψ(t) dξ(t).
The study of this linear statistic connects well with the formulas above since its Laplace trans-
form
(2.7) E
[
e
∑
i ψ(xi)
]
= E
[∏
i
(1− φ(xi))
]
,
where φ = 1 − eψ. We could, for example, take ψ(x) = −tI(x) in order to study the number
of points in a bounded set B. Other quantities that fit the above framework are hole or gap
probabilities. If B is a bounded, measurable set, the taking φ = −IB, we obtain
(2.8) P[no particle inB] = det(I −K)L2(B,λ).
Let X be a finite set, with reference measure the counting measure, and ξ a determinantal
point process on X,
ξ =
∑
i
δxi .
We can then construct a new point process, the dual point process ξ∗ on X, by letting
ξ∗ =
∑
i
δx′i ,
where {x′i} = X \ {xi}. Then ξ∗ is also a determinantal point process with kernel I −K, since
P[ξ∗ has particles at y1, . . . yn] = P[ξ has no particles at y1, . . . yn](2.9)
= det(I −K)L2({y1,...,yn},λ) = det(δij −K(yi, yj))1≤i,j≤n.
2.2. Measures defined by products of determinants. An important way to get a determi-
nantal point process is via measures defined by products of determinants which can be thought
of as determinantal transition functions. These types of measures occur naturally in connection
with non-intersecting paths and in random matrix theory. We will meet several examples be-
low. Let L < R be two given integers, and let X be a complete, separable metric space with
a Borel measure µ, and let XL and XR be given sets. For L < r < R, we let Xr = X. Also,
let pr,r+1 : Xr × Xr+1 → C, L ≤ r < R, be a sequence of measurable functions that we call
transition functions. Fix (xL1 , . . . , x
L
M ) ∈ XML and (xR1 , . . . , XRM ) ∈ XMR , for a given M ≥ 1, and
consider the measure on (XM )R−L−1 with density
(2.10) qL,R,M (x) =
1
(M !)R−L−1ZL,R,M
R−1∏
r=L
det(pr,r+1(x
r
j , x
r+1
k ))1≤j,k≤M ,
with respect to dµ(x) =
∏R−1
r=L+1 d
Mµ(xr), where x = (xL+1, . . . , xR−1), xr = (xr1, . . . , xrM ) ∈
XM . We assume that all the determinants are ≥ 0, and choose the normalization constant,
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the partition function, ZL,R,M > 0, so that (2.10) becomes a probability measure. Let X =
{L + 1, . . . , R − 1} × X with reference measure λ = ν ⊗ µ, where ν is counting measure on
{L + 1, . . . , R − 1}. We can map xrj to (r, xrj) and in this way x is mapped to a point in X. In
this way we get a point process on X.
If L ≤ r < s ≤ R, x ∈ Xr and y ∈ Xs, we define
(2.11) pr,s(x, y) =
ˆ
Xs−r−1
pr,r+1(x, t1) . . . ps−1,s(ts−r−1, y) ds−r−1µ(t),
and if r ≥ s, then pr,s = 0. Furthermore, we define the matrix
(2.12) A = (pL,R(x
L
j , x
R
k ))1≤j,k≤M .
It follows from the Cauchy-Binet or Andrieff identity (8.8) that detA = ZL,R,M > 0, so A is
invertible and we can define
(2.13) K˜L,R,M (r, u; s, v) =
M∑
i,j=1
pr,R(u, x
R
j )(A
−1)jipL,s(xLi , v),
where (r, u), (s, v) ∈ X. Set
(2.14) KL,R,M (r, u; s, v) = −pr,s(u, v) + K˜L,R,M (r, u; s, v).
We then have the following theorem.
Theorem 2.3. The point process on X defined above is a determinantal point process with
correlation kernel KL,R,M given by (2.14).
For the proof see e.g [48].
Although we have a formula for the correlation kernel, it is often difficult to find a useful
formula for it since the inverse A−1 may be hard to compute. We will consider three cases where
it is possible to rewrite the formula further into a form that may be more convenient for further
analysis.
2.2.1. Using Cramer’s rule. Assume that there is a linear operator Tv, v ∈ X, acting on the
variable v, such that
pL,s(x
L
i , v) = TvpL,R(x
L
i , g(s, v)),
where g(s, v) is some function of s, v. Let A[j, s, v] be the matrix A in (2.12) with column j
replaced by pL,R(x
L
1 , g(s, v))
...
pL,R(x
L
M , g(s, v))
 .
Then, by Cramer’s rule,
(2.15) K˜(r, u; s, v) = Tv
N∑
j=1
pr,R(u, x
R
j )
detA[j, g(s, v)]
detA
.
Whether this is useful depends of course on whether we can find a good operator Tv and compute
the determinants in some good form. Recall from above that detA equals the partition function
and in many models that are of interest the partition function actually has some nice form
which indicates that this approach may be useful. The idea behind the operator Tv is that the
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determinant detA[j, s, v] should have the same form as detA so that it also can be computed.
We will give an application to interlacing particle systems in section 5.
2.2.2. Infinite Toeplitz matrix. Consider the case when X = XL = XR = Z, xLj = xRj = d − j,
1 ≤ j ≤M , and the transition functions are given by
(2.16) pr,r+1(x, y) = φˆr(y − x),
for x, y ∈ Z, and φˆr(k) is the k:th Fourier coefficient of the complex-valued function function
φr(z) on T, the unit circle in the complex plane. This situation occurs in particular for Schur
processes, see section 4.3. We assume that the functions φr, L ≤ r < R, satisfy:
Condition 1.
There is an  > 0 such that φr has a Wiener-Hopf factorization φr(z) = φ
+
r (z)φ
−
r (z), z ∈ T,
where φ+r is analytic and non-zero in |z| < 1 + , and φ−r is analytic and non-zero in |z| > 1− 
including at infinity. Also assume that we have normalized so that φ+(0) = φ−(∞) = 1
For more on Wiener-Hopf factorizations see e.g. [14].
For L ≤ r < s < R, we write
(2.17) φr,s(z) = φr(z)φr+1(z) · · ·φs−1(z).
Note that φr,s has a Wiener-Hopf factorization, φr,s = φ
+
r,s(z)φ
−
r,s(z)
(2.18) φ±r,s(z) = φ
±
r (z)φ
±
r+1(z) · · ·φ±s−1(z).
Then,
(2.19) pr,s(x, y) = Ir<sφˆr,s(y − x) = Ir<s
2pii
ˆ
γ1
zx−yφr,s(z)
dz
z
.
We see from (2.12) that
(2.20) A = (φˆL,R(j − k))1≤j,k≤M .= TM (φL,R),
is a size M Toeplitz matrix with symbol φL,R.
In some situations, as we will see in section 4, we can take the limit M → ∞ in the kernel
(2.14) and get a limiting kernel
(2.21) KL,R(r, u; s, v) = −pr,s(u, v) +
∞∑
i,j=1
φˆr,R(d− j − u)T (φL,R)−1ji φˆL,s(v + i− d),
where T (φL,R)
−1 is the infinite Toeplitz matrix with symbol φL,R,
T (φL,R) = (φˆL,R(j − k))1≤j,k<∞.
The good thing about (2.21) is that since we have the Wiener-Hopf factorization φr,s = φ
+
r,sφ
−
r,s,
the following formula holds,
(2.22) T (φL,R)
−1 = T (
1
φ+L,R
)T (
1
φ−L,R
),
see e.g. [14]. Our analyticity assumptions imply that all Fourier coefficients decay exponentially
and from this it is not so hard to see that the infinite sum in (2.21) converges. In this case we
can get a formula for the kernel that is useful for asymptotic analysis.
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Theorem 2.4. We have the following contour integral expression for the kernel (2.21),
(2.23)
KL,R(r, u; s, v) = −Ir<s
2pii
ˆ
γ1
zu−vφr,s(z)
dz
z
+
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ2
dw
zu−d
wv−d+1(w − z)
φ−r,R(z)φ
+
L,s(w)
φ−s,R(w)φ
+
L,r(z)
,
where 1−  < ρ1 < ρ2 < 1 + , where  is as in condition 1 above.
Proof. It follows from (2.19) and analyticity that we can use Cauchy’s theorem to deform the
contours and get
∞∑
i,j=1
φˆr,R(d− j − u)T (φL,R)−1ji φˆL,s(v + i− d)(2.24)
=
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ2
dwφr,R(z)φL,s(w)
zu−d−1
wv−d+1
 ∞∑
i,j=1
zjT (φL,R)
−1
ji w
−i
 .
Using (2.22) we obtain
∞∑
i,j=1
zjT (φL,R)
−1
ji w
−i =
∞∑
i,j=1
zj
( ∞∑
k=1
̂( 1
φ+L,R
)
j−k
̂( 1
φ−L,R
)
k−i
)
w−i(2.25)
=
∞∑
k=1
 ∞∑
j=1
̂( 1
φ+L,R
)
j−k
zj−k
( ∞∑
i=1
̂( 1
φ−L,R
)
j−k
wk−i
)( z
w
)k
=
z
w − z
1
φ+L,R(z)φ
−
L,R(w)
,
since |z/w| < 1, and by the fact that (̂ 1
φ+L,R
)
k
= 0 for k < 0, and
(̂
1
φ−L,R
)
k
= 0 for k > 0. Inserting
this into the right side of (2.24) and cancelling factors in the Wiener-Hopf factorization proves
the theorem. 
2.2.3. Finite Toeplitz matrix. We consider the same setting as in the previous section for the
case of an infinite Toeplitz matrix. If we cannot take the limit M → ∞ in (2.14), then we
have to deal with the inversion of a finite Toeplitz matrix. We will encounter this case below in
the context of the random tiling model called the Double Aztec diamond, see section 4.5 The
correlation kernel is then given by
(2.26) KL,R,M (r, u; s, v) = −pr,s(u, v) + K˜L,R,M (r, u; s, v),
where pr,s is given by (2.19), and
(2.27) K˜L,R,M (r, u; s, v) =
M∑
i,j=1
φˆr,R(d− j − u)TM (φL,R)−1ji φˆL,s(v + i− d).
If f : T 7→ C is a symbol we denote the size n Toeplitz determinant with symbol f by
Dn[f(ζ)] = detTn(f) = det
(
1
2pii
ˆ
γ1
ζk−jf(ζ)
dζ
ζ
)
1≤j,k≤n
.
The following proposition is the key result to rewrite (2.27) in a good way.
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Proposition 2.5. Let f ∈ L1(T) and z, w ∈ C. Then
(2.28)
n∑
i,j=1
zjTn(f)
−1
ji w
−i =
z
w
Dn−1
[
(1− ζ/w)(1− z/ζ)f(ζ)]
Dn[f(ζ)]
.
Proof. If A is a matrix and A(ij) denotes the matrix we obtain when we erase row i and column
j, then
(A−1)ji = (−1)i+j detA
(ij)
detA
.
Now,
detTn(f)
(ij) = det
(
1
2pii
ˆ
γ1
ψ
(i)
`
(1
ζ
)
ψ(j)m (ζ)f(ζ)
dζ
ζ
)
1≤`,m<n
,
where
ψ(j)m (ζ) =
{
ζm , 1 ≤ m < j
ζm+1 , j ≤ m < n.
Note that, by (8.5) and (8.4),
det
(
ψ
(j)
` (ζm)
)
1≤`,m<n
∆n−1(ζ)
= s1n−j (ζ1, . . . , ζn−1) = en−j(ζ1, . . . , ζn−1).
Using the Andrieff identity (8.8) we find
detTn(f)
(ij) =
1
(2pii)n−1(n− 1)!
ˆ
γn−11
det
(
ψ
(i)
`
( 1
ζm
))
det
(
ψ
(j)
` (ζm)
) n−1∏
m=1
f(ζm)
dζm
ζm
=
1
(2pii)n−1(n− 1)!
ˆ
γn−11
en−i
( 1
ζ1
, . . . ,
1
ζn−1
)
en−j(ζ1, . . . , ζn−1)
∣∣∆n−1(ζ)∣∣2 n−1∏
m=1
f(ζm)
dζm
ζm
.
Hence, by (8.1)
n∑
i,j=1
zj(−1)i+jTn(f)(ij)w−i
=
1
(2pii)n−1(n− 1)!
ˆ
γn−11
(
n∑
i=1
(
− 1
w
)i
en−i
( 1
ζ1
, . . . ,
1
ζn−1
))
×
 n∑
j=1
(−z)jen−j(ζ1, . . . , ζn−1)
∣∣∆n−1(ζ)∣∣2 n−1∏
m=1
f(ζm)
dζm
ζm
=
z
w
1
(2pii)n−1(n− 1)!
ˆ
γn−11
∣∣∆n−1(ζ)∣∣2 n−1∏
m=1
(z − ζm)
( 1
w
− 1
ζm
)
f(ζm)
dζm
ζm
=
z
w
Dn−1
[
(1− ζ/w)(1− z/ζ)f(ζ)].

Remark 2.6. Note that the expression in the right side of (2.28) converges to the last expression
in (2.25) as M →∞ by the strong Szego˝ limit theorem, compare (2.41).
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We want to rewrite the Toeplitz determinants in (2.28) as Fredholm determinants and for this
we will use the Geronimo-Case/Borodin-Okounkov identity which is given in the next proposi-
tion. For a proof see [20] or [10].
Proposition 2.7. Assume that g : T → C has a Wiener-Hopf factorization g = g+g−, where
g+ is analytic and non-zero in |ζ| < 1, and g− is analytic and non-zero in |ζ| > 1. Also, assume
that g+(0) = g−(∞) = 1. Set
(2.29) K(j, k) =
∞∑
`=0
(̂
g−
g+
)
j+`
(̂
g+
g−
)
−k−`
and
(2.30) G =
∞∑
j=1
j
(̂log g)
j
(̂log g)−j .
Then
(2.31) Dn
[
g(ζ)
]
= eG det(I −K)¯`2(n+1),
where ¯`2(n) = `2
({n, n+ 1, . . . }).
Before we can give a formula for the kernel (2.27) we have to intoduce some notation. Choose
the radii ρ1, ρ2, ρ3, σ1, σ2 so that
(2.32) 1−  < ρ3 < ρ1 < σ1 < σ2 < ρ2 < 1 + ,
where  is the same as that in condition 1 above. Assuming that the radii satisfy (2.32), we
define
(2.33) K0(j, k) = 1
(2pii)2
ˆ
γσ1
dω
ˆ
γσ2
dζ
ωk
ζj+1(ζ − ω)
φ+L,R(ω)φ
−
L,R(ζ)
φ−L,R(ω)φ
+
L,R(ζ)
,
and
as,v(j) =
1
(2pii)2
ˆ
γρ2
dw
ˆ
γσ2
dζ
wd−v−1
ζj+1(ζ − w)
φ+L,s(w)φ
−
L,R(ζ)
φ−s,R(w)φ
+
L,R(ζ)
(2.34)
br,u(k) =
1
(2pii)2
ˆ
γρ1
dz
ˆ
γσ1
dω
ωk
zd−u(ω − z)
φ−r,R(z)φ
+
L,R(ω)
φ+L,r(z)φ
−
L,R(ω)
.
Furthermore, we define
(2.35) ML,R(r, u; s, v) =
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ2
dw
zu−d
wv−d+1(w − z)
φ−r,R(z)φ
+
L,s(w)
φ+L,r(z)φ
−
s,R(w)
,
and
(2.36) M∗L,R(r, u; s, v) =
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ3
dw
zu−d
wv−d+1(z − w)
φ−r,R(z)φ
+
L,s(w)
φ+L,r(z)φ
−
s,R(w)
.
We can now state
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Theorem 2.8. The kernel (2.26) is given by
KL,R,M (r, u; s, v) = −Ir<s
2pii
ˆ
γ1
zu−vφr,s(z)
dz
z
+ML,R(r, u; s, v)(2.37)
−
∞∑
k=M
((I −K0)−1M as,v)(k)br,u(k).
Here the notation (I −K0)−1M means that we take the inverse on the space `2({M,M + 1, . . . }).
The correlation kernel for the dual particle system as discussed at (2.9) in section 2.1 is given
by
K∗L,R,M (r, u; s, v) = −
Is<r
2pii
ˆ
γ1
zu−v
φs,r(z)
dz
z
+M∗L,R(r, u; s, v)(2.38)
+
∞∑
k=M
((I −K0)−1M as,v)(k)br,u(k).
Proof. It follows from (2.19), (2.27) and (2.28) that
K˜L,R,M (r, u; s, v) =
1
(2pii)2
ˆ
γρ1
dz
z
ˆ
γρ2
dw
w
zu−d
wv−d
φr,R(z)φL,s(w)
 M∑
i,j=1
zjTM (φL,R)
−1
ji w
−i

(2.39)
=
1
(2pii)2
ˆ
γρ1
dz
z
ˆ
γρ2
dw
w
zu+1−d
wv+1−d
φr,R(z)φL,s(w)
DM−1
[
(1− ζ/w)(1− z/ζ)φL,R(ζ)
]
DM [φL,R(ζ)]
.
We now rewrite the Toeplitz determinant in the numerator in the right side of (2.39) using the
identity (2.31). When we have the symbol (1− ζ/w)(1− z/ζ)φL,R(ζ), the kernel (2.29) becomes
(2.40) K(z,w)(j, k) = 1
(2pii)2
ˆ
γσ1
dω
ˆ
γσ2
dζ
ωk
ζj+1(ζ − ω)
φ+L,R(ω)φ
−
L,R(ζ)
φ−L,R(ω)φ
+
L,R(ζ)
(ζ − z)(ω − w)
(ζ − w)(ω − z) .
With the same symbol we denote the quantity (2.30) by G(z, w). A computation gives
(2.41) eG(z,w) =
1
(1− z/w)φ−L,R(w)φ+L,R(z)
eG0 ,
where
G0 =
∞∑
j=1
j
( ̂log φL,R)j( ̂log φL,R)−j .
Note that G(0,∞) = G0 and that if we set z = 0, w =∞ in (2.40) we get
K(0,∞)(j, k) = K0(j − 1, k − 1).
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It follows from this, proposition 2.7, (2.40) and (2.41) that
DM−1
[
(1− ζ/w)(1− z/ζ)φL,R(ζ)
]
DM [φL,R(ζ)]
=
1
(1− z/w)φ−L,R(w)φ+L,R(z)
det
(
I −K(z,w))¯`2(M)
det
(
I −K(0,∞))¯`2(M+1)
=
1
(1− z/w)φ−L,R(w)φ+L,R(z)
det
(
I −K(z,w))¯`2(M)
det
(
I −K0
)
¯`2(M)
.
We can insert this into (2.39) and obtain
K˜L,R,M (r, u; s, v) =
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ2
dw
zu−d
wv+1−d(w − z)
φ−r,R(z)φ
+
L,s(w)
φ−L,r(z)φ
−
s,R(w)
(2.42)
×
det
(
I −K(z,w))¯`2(M)
det
(
I −K0
)
¯`2(M)
.(2.43)
We can rewrite this formula further by noticing that
1
ζ − ω
(ζ − z)(ω − w)
(ζ − w)(ω − z) =
1
ζ − ω −
(w − z)
(ζ − w)(ω − z) .
Hence, if we define
cw1 (j) =
1
2pii
ˆ
γσ2
dζ
1
ζj+1(ζ − w)
φ−L,R(ζ)
φ+L,R(ζ)
,
cz2(k) =
1
2pii
ˆ
γσ1
dω
ωk
ω − z
φ+L,R(ω)
φ−L,R(ω)
,
we see that
K(z,w)(j, k) = K0(j, k)− (w − z)cw1 (j)cz2(k).
Thus
(2.44) det
(
I −K(z,w))¯`2(M) = det (I −K0 − (w − z)cw1 ⊗ cz2)¯`2(M).
Exactly the same proof as that of lemma 2.1 in [49] gives the following formula
ˆ
γρ1
dz
ˆ
γρ2
dw
F (z)G(w)
w − z det
(
I −K0 − (w − z)cw1 ⊗ cz2
)
¯`2(M)
=
(ˆ
γρ1
dz
ˆ
γρ2
dw
F (z)G(w)
w − z − 1
)
det(
(
I −K0
)
¯`2(M)
+ det
(
I −K0 −
( ˆ
γρ2
G(w)cw1 dw
)⊗ ( ˆ
γρ1
F (z)cz2 dz
))
¯`2(M)
,(2.45)
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if F (z) and G(w) are integrable functions on their respective contours. Combining this with
(2.42) and (2.44) we arrive at the formula
K˜L,R,M (r, u; s, v) =
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ2
dw
zu−d
wv+1−d(w − z)
φ−r,R(z)φ
+
L,s(w)
φ−L,r + z)φ
−
s,R(w)
(2.46)
+
det
(
I −K0 − as,v ⊗ br,u
)
¯`2(M)
det(
(
I −K)0
)
¯`2(M)
− 1
= ML,R(r, u; s, v)−
∞∑
k=M
((I −K0)−1M as,v)(k)br,u(k).
This proves (2.37). The dual particle system has the correlation kernel
K∗L,R,M (r, u; s, v) = δr,sδu,v −KL,R,M (r, u; s, v).
Combining this with the relation
(2.47) ML,R(r, u; s, v) = −M∗L,R(r, u; s, v) + pr,s(u, v) + qs,r(u, v) + δr,sδu,v,
where
(2.48) qs,r(u, v) =
Is<r
2pii
ˆ
γ1
zu−v
φs,r(z)
dz
z
,
which follows from the residue theorem, we obtain (2.38). 
3. Dimer models on bipartite graphs
3.1. Kasteleyn’s method. Let G = (V,E) be a graph where V is the set of vertices, or points,
and E the set of edges. We assume that G is a planar, connected, bipartite graph with no cut
points. To each edge e ∈ E we associate a weight ν(e) > 0. A dimer configuration, or perfect
matching, C on G is a subset of E such that each vertex in the graph belongs to exactly one
edge in C. We denote by C the set of all dimer configurations on the graph. The weight of a
dimer configuration C is the product of the weights of the edges in C,
ν(C) =
∏
e∈C
ν(e).
The partition function is defined by
(3.1) Z =
∑
C∈C
ν(C).
We can now define a probablity measure on the set of all dimer coverings of G by
(3.2) P[C] =
ν(C)
Z
,
for each dimer cover C of G.
Since G is bipartite we have a splitting of V into two types of vertices, V = B ∪W, where
the vertices in B are called black and those in W are white. Any edge e ∈ E connects a black
vertex b ∈ B to a white vertex w ∈W, we write e = bw. Let {b1, . . . , bn} and {w1, . . . , wn} be
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some enumerations of the black and white vertices respectively. Given such an enumeration it
is clear that a dimer configuration C can be written
C = {biwσ(i) ; 1 ≤ i ≤ n},
for some permutation σ ∈ Sn. We write C = C(σ). If a permutation σ ∈ Sn does not correspond
to a dimer configuration we set C(σ) = ∅ and ν(biwσ(i)) = 0. We see that
(3.3) Z =
∑
σ∈Sn
n∏
i=1
ν(biwσ(i)),
so Z is given by a permanent. Permanents are hard to work with and determinants are much
nicer objects. Therefore, we want to introduce some signs into the sum in (3.3) so that we get
a determinant instead. A Kasteleyn sign is a function s : E → T, such that for any face in G
with edges e1, . . . , e2k in cyclic order we have the relation
(3.4)
s(e1) . . . s(e2k−1)
s(e2) . . . s(e2k)
= (−1)k+1.
If bw is not an edge in the graph then we put s(bw) = 1 by convention; the exact value is
unimportant. We assume that we have such a Kasteleyn sign. Here we will not discuss whether
such a function exists, see remark 3.4. In concrete cases this we can just define it and check the
condition (3.4). The Kasteleyn operator K : W→ B is the operator with kernel
(3.5) K(b, w) = s(bw)ν(bw).
Given an enumeration of the vertices we get the Kasteleyn matrix,
(3.6) K = (K(bi, wj))1≤i,j≤n.
The role of the Kasteleyn signs and the Kasteleyn matrix K is to turn (3.3) into a formula
involving the determinant of the matrix K instead. In fact we have the following theorem, [52].
Theorem 3.1. There is a complex number S with |S| = 1, independent of the choice of the
weights {ν(e)}e∈E, so that
(3.7) detK = SZ.
Before we prove the theorem we state and prove the following lemma on the Kasteleyn signs,
[54].
Lemma 3.2. Consider a planar, bipartite graph G with no cut points. If a cycle e1, . . . , e2k of
length 2k encloses ` points in the graph, and s(e) is a Kasteleyn sign on G, then
(3.8)
s(e1) . . . s(e2k−1)
s(e2) . . . s(e2k)
= (−1)k+`+1.
Proof. We use induction on the number of enclosed points. If ` = 0, then (3.8) is just (3.4). Take
a cycle with ` > 0 internal points. Assume that the result is true if we have a smaller number
of internal points. Since the graph is connected and has no cut points, there are two points p, q
in the cycle, and points r1, . . . , rb−1 inside, such that pr1 . . . rb−1q is a path in the graph. Hence,
we can split the given cycle e1, . . . , e2k into two cycles e1 . . . eaf1 . . . fb and ea+1 . . . e2kfb . . . f1,
where f1 = pr1, f2 = r1r2, etc., perhaps after a cyclic renumbering of the edges in the original
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cycle, which does not change (3.8). The two new cycles have a smaller number of internal points.
If a is even, then b must be even, and by the induction assumption
(3.9)
s(e1) . . . s(ea−1)s(f1) . . . s(fb−1)
s(e2) . . . s(ea)s(f2) . . . s(fb)
= (−1)(a+b)/2+`1+1,
and
(3.10)
s(ea+1) . . . s(e2k−1)s(fb) . . . s(f2)
s(ea+2) . . . s(e2k)s(fb−1) . . . s(f1)
= (−1)(2k−a+b)/2+`2+1,
where `i < `, i = 1, 2 are the number of internal points in the two new cycles. Note that
` = `1 + `2 + b− 1. Taking the product of (3.9) and (3.10) gives
s(e1) . . . s(e2k−1)
s(e2) . . . s(e2k)
= (−1)k+b+`1+`2+2 = (−1)k+`+1.
The case when a is odd is completely analogous. 
We are now ready for the
Proof of theorem 3.1. We have that
(3.11) detK =
∑
σ∈Sn
sgnσ
n∏
i=1
K(bi, wσ(i)) =
∑
σ∈Sn
sgnσ
n∏
i=1
s(biwσ(i))
n∏
i=1
ν(biwσ(i)).
Write
S(σ) = sgnσ
n∏
i=1
s(biwσ(i)).
We want to prove that S(σ1) = S(σ2) for all σ1, σ2 such that C(σ1), C(σ2) 6= ∅, since then (3.11)
gives SZ, where S is the common value of all such S(σ).
Draw the two dimer coverings corresponding to σ1 and σ2 simultaneously on the graph. This
results in a set of double edges and loops. We can change one dimer covering into another by
moving every second dimer in a loop into the next edge in the loop. By a succession of such
operations, we can change C(σ1) into C(σ2). Hence, it is enough to show that S(σ1) = S(σ2) if
C(σ1) and C(σ2) differ by just one loop. Assume that C(σ1) and C(σ2) differ by just one loop of
length 2k. Then σ1 = σ2τ , where the permutation τ equals the identity except for a k-cycle. Let
e1, . . . , e2k be the edges in the loop with e2, . . . , e2k covered in C(σ1), and e1, . . . , e2k−1 covered
in C(σ2). Then,
S(σ2)
S(σ1)
=
sgn (σ2)
sgn (σ1)
n∏
i=1
s(biwσ2(i))
s(biwσ1(i))
= sgn (τ)
s(e1) . . . s(e2k−1)
s(e2) . . . s(e2k)
= (−1)k+1(−1)k+`+1 = (−1)`,
where ` is the number of internal points in the loop. Since all points inside the loop are covered
by dimers, ` must be even and we are done. 
Consider the dimer model with the probability of a dimer covering C given by (3.2). We want
to be able to compute the probability that a given set of dimers is covered by dimers. Let
IC(e) =
{
1 if e ∈ C
0 if e /∈ C
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for all e ∈ E and C ∈ C. Then,
(3.12) Z =
∑
C∈C
∏
e∈E
ν(e)IC(e),
which we regard as a function of all the edge weights (ν(e))e∈E .
Let e1, . . . , er be a given set of edges in E and let P (e1, . . . , er) be the probability that they
are all present in a dimer cover. Then
P (e1, . . . , er) =
1
Z
∑
C∈C
r∏
i=1
IC(ei)
∏
e∈C
ν(e) =
1
Z
∑
C∈C
r∏
i=1
IC(ei)ν(ei)
∏
e∈C:e6=ei
1≤i≤r
ν(e)(3.13)
=
1
Z
r∏
i=1
ν(ei)
∂rZ
∂ν(e1) . . . ∂ν(er)
,
by (3.12). From theorem 3.1 we know that Z = S−1 detK, where S is independent of {ν(e)}e∈E ,
and thus
(3.14) P (e1, . . . , er) =
r∏
i=1
ν(ei)
1
detK
∂r
∂ν(e1) . . . ∂ν(er)
detK.
Let e = bikwjk , 1 ≤ k ≤ r, with some enumeration of the black and white vertices, and let
I = {ik}rk=1 and J = {jk}rk=1. For a matrix A = (aij)1≤i,j≤n and subsets I, J of {1, . . . , n}, we
write A(I, J) = (aij)i∈I,j∈J . Also, we write Ic = {1, . . . , n} \ I. Then
(3.15)
∂r
∂ν(e1) . . . ∂ν(er)
detK = (−1)
∑
i∈I i+
∑
j∈J j detK(Ic, Jc)
r∏
i=1
s(ei),
by the Laplace expansion, since ν(bikwjk) occurs as s(bikwjk)ν(bikwjk) precisely in row ik and
column jk. Combining (3.14) and (3.15), we obtain
P (e1, . . . , er) =
r∏
k=1
K(bik , wjk)(−1)
∑
i∈I i+
∑
j∈J j detK(I
c, Jc)
detK
=
r∏
k=1
K(bik , wjk) det
(
K−1(J, I)
)
by the formula for the minors of the inverse matrix.
Thus we have proved, [?], [53],
Theorem 3.3. In the setting defined above the probability that a given set of edges ei = biwi,
1 ≤ i ≤ r, are included in a dimer covering is given by
(3.16) P (e1, . . . , er) =
r∏
i=1
K(bi, wi) det
(
K−1(wi, bj)
)
1≤i,j≤r.
Thus, the dimers form a determinantal point process with correlation kernel
(3.17) L(ei, ej) = K(bi, wi)K−1(wi, bj),
if ei = biwi, wi ∈W, bi ∈ B.
20 KURT JOHANSSON
Figure 6. On the left we see a size 3 Aztec diamond shape. On the right we
have a domino covering of this shape rotated by 45 degrees. This is a domino
tiling of the Aztec diamond.
Figure 7. To the left we have the dimer cover corresponding to the domino
tiling in figure 6. To the right is the underlying Aztec diamond graph for the
corresponding dimer model.
Computing K−1 for large graphs is in general a very hard problem. Typically, we are interested
in computing K−1 for a growing sequence of graphs and we want to have a formula for K−1 that
is suitable for asymptotic analysis. In some special models it is possible to write a double contour
integral formula for the inverse Kasteleyn matrix. We will not give such formulas in this paper,
except for the two-periodic Aztec diamond, see (7.5). However, we will mention a few cases
where such formulas are available and give references. If we have a dimer model on a torus then
we can use Fourier analysis to compute K−1, but in this case theorem 3.1 is no longer valid since
we assumed that G is a planar graph. However, the theorem can be extended to the case of the
torus and more generally to graphs on higher genus surfaces, see [26], [54].
Remark 3.4. The Kasteleyn method was originally developed for non-bipartite graphs, [52],
[26]. The partition function is then given by the Pfaffian of an appropriately defined antisym-
metric matrix, the Kasteleyn matrix. The elements are again weights of edges with a choice of
signs. These signs are specified by choosing an orientation of the edges in the graph with certain
properties, a Kasteleyn or Pfaffian orientation, [26], [33], [52].
3.2. The Aztec diamond. The Aztec diamond shape of size n is the union of all unit lattice
squares [k, k+ 1]× [`, `+ 1] inside the region {(x, y) ; |x|+ |y| ≤ n+ 1}. This region can be tiled
by dominoes, i.e. size 1×2 or 2×1 rectangles, see figure 6. We are interested in random domino
tilings of the Aztec diamond shape and we will refer to this as the Aztec diamond (model).
It was introduced studied systematically in [37], where it was shown that there are 2n(n+1)/2
possible domino tilings of an Aztec diamond shape of size n. We can also think of this model
as a dimer model on a certain graph that we call the Aztec diamond graph, see figure 7. We
can introduce weights by giving weight 1 to horizontal dominoes, the red dominoes in figure 6,
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and weight a to the vertical dominoes, the blue dominoes in figure 6. This translates directly
into a weighting of the Aztec diamond graph in the dimer model version. We can choose a
Kasteleyn sign by putting the weight 1 on horizontal edges, those in the direction southwest to
northeast in figure 7, and weight ai on the vertical edges, those in the direction southeast to
northwest in figure 7. There is a black and white checkerboard colouring of the unit squares in
the Aztec diamond shape, which corresponds to the black and white colouring of the vertices in
the bipartite Aztec diamond graph, see the right picture in figure 7. The four colours in random
domino tilings that we see in figure 1 correspond to the vertical and horizontal dominoes and the
fact that a vertical (and horizontal) domino can cover in two different ways. A vertical domino
can have black square at the top or at the bottom.
3.3. The height function for the Aztec diamond. To each tiling of the Aztec diamond we
can associate a height function. The heights sit on the faces of the corresponding Aztec diamond
graph. If we have a size n Aztec diamond we consider the faces of the size n+ 1 Aztec diamond
graph, see figure 8. We fix (arbitrarily) the height to be 0 at the lower left face. The heights are
then fixed by the following rules for height differences between two adjacent faces. Recall that
we have a black and white colouring of the vertices. The height difference is
(1) +3 (−3) if we cross a dimer with a white vertex to the right (left),
(2) +1 (−1) if we do not cross a dimer and have a white vertex to the left (right).
Note that the height on the outer faces is fixed, independent of the particular tiling. It is not
hard to see that this definition is consistent if we go around a vertex. In fact, this definition
is a special case of a more general definition of a height function for dimer models on bipartite
graphs, see [33], [54].
In figure 9 we see the height function of a random tiling of a uniform random tiling of the Aztec
diamond. Note that the height above the frozen (solid) regions is completely flat, whereas it is
rough above the liquid region. We can imagine from the picture that if we take a macroscopic
limit we should have a limiting, non-random height function which is smooth except at the
boundary between the liquid and frozen regions. This is indeed the case and can be proved in
greater generality. This limiting function is called the limit shape and is the solution of a certain
variational problem, [27], [55],[64].
4. Non-intersecting paths
4.1. The Lindstro¨m-Gessel-Viennot theorem. We will consider probability measures asso-
ciated with non-intersecting paths in a directed graph such as that in figure 10, which is related
to the Aztec diamond.
Let G = (V,E) be a directed, acyclic graph with no multiple edges. For two vertices u and v
the set of all directed paths pi in G from u to v is denoted by Π(u, v). The set of all families of
paths (pi1, . . . , pin), where piu goes from vertex ui to vertex vi, 1 ≤ i ≤ n, is denoted by Π(u,v),
with u = (u1, . . . , un), v = (v1, . . . ,n ). We say that two directed paths intersect if they share a
common vertex. The families of paths in Π(u,v) which do not have any intersections is denoted
by Πn.i.(u,v).
A weight function w is a map w : E → C. We extend the weight function multiplicatively to
a weight function on paths by
w(pi) =
∏
e∈pi
w(e),
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Figure 8. The height function of a random tiling of an Aztec diamond.
Figure 9. The height function for a random tiling of a uniform Aztec diamond.
(Picture by B. Young)
and to a family of paths pi1, . . . , pin, by
w(pi1, . . . , pin) =
n∏
j=1
w(pij).
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Let F be a set of families of paths. Then, the weight of F is defined by
W (F ) =
∑
(pi1,...,pin)∈F
w(pi1, . . . , pin).
For any u, v ∈ V , we set
(4.1) p(u, v) = W (Π(u, v)) =
∑
pi∈Π(u,v)
w(pi).
We can think of p(u, v) as the transition weight from vertex u to vetex v.
We say that u and v are G-compatible if whenever α < α′ and β > β′ every path from uα to
vβ intersects every path from uα′ to vβ′ . Typically the graph G is a plane graph and it is easy
to check this condition.
Theorem 4.1. (Lindstro¨m-Gessel-Viennot). Let G be a directed, acyclic graph and u = (u1, . . . , un),
v = (v1, . . . ,n ) two n-tuples of verices which are G-compatible. Then,
(4.2) W (Πn.i.(u,v)) = det
(
p(ui, vj)
)
1≤i,j≤n.
For a proof see e.g. [48] or [74].
Remark 4.2. Instead of non-intersecting paths in a directed, acyclic graph we can consider
non-colliding stochastic processes. This goes back to the work of Karlin and McGregor, [51].
Under suitable assumptions it is possible to prove the analogue of theorem 4.1 in this case and
it is called the Karlin-McGregor formula. In particular we can apply this formula to study
non-colliding Brownian motions. We start independent Brownian motions Bj(t), 1 ≤ j ≤ n at
x1, . . . , xn at time t = 0, and condition them never to collide for all t > 0. This process has
the same distribution as the eigenvalue process in Hermitian Dyson Brownian motion, which is
defined as follows. Let H(t) be an n×n Hermitian matrix whose elements Hij(t), 1 ≤ i ≤ j ≤ n
are independent Brownian motions, real for i = j and complex for i < j. If we take Hij(0) = xj
and project to the eigenvalue process we get a process with the same distribution as the non-
colliding Brownian motions. In particular, if x1 = · · · = xn = 0, at each time the points are
distributed as the eigenvalues of a rescaled n × n GUE matrix, see (6.16). This indicates a
strong connection between properties of non-intersecting paths and random matrix theory. For
example, the top path is analogous to the path of the largest eigenvalue.
4.2. Non-interesecting paths and the Aztec diamond. A random domino tiling of an
Aztec diamond can be described in terms of non-intersecting paths and associated particles
which form a determinantal point process. We describe this connection and how it leads to a
formula for the correlation kernel.
4.2.1. Particle description of the Aztec diamond. When applying theorem 4.1 we often get prob-
ability measures given by products of determinants such as those discussed in section 2.2. As
an example, we will consider the Aztec diamond of size n. The directed graph that we will use
is as in figure 10.
The vertex set is V = {0, . . . , 2n} × Z, and we have directed edges from (2j, k) to (2j + 1, k),
(2j, k) to (2j + 1, k + 1), 0 ≤ j < n− 1, from (2j, k) to (2j, k − 1), 0 < j ≤ n, and from (2j, k)
to (2j − 1, k), 1 ≤ j ≤ n. We have weight a > 0 on edges from (2j, k) to (2j + 1, k + 1) and
from (2j, k) to (2j, k − 1). All other edges have weight 1. Consider non-intersecting paths from
ui = (0, x
0
i ) to vi = x
N
i , where x
0
i = x
N
i = 1− i, 1 ≤ i ≤M , where N = 2n and M ≥ n. A path
24 KURT JOHANSSON
0 1 2 3 4 5 6
x3
0
x2
0
x1
0
x3
6
x2
6
x1
6
Figure 10. The directed graph for the Aztec diamond
from ui to vi intersects the line {r}×Z at a point (r, xri ). A family of non-intersecting paths pii
from ui to vi, 1 ≤ i ≤M has the probability
P[Πn.i.(u,v)] =
1
ZN,M
w(pi1, . . . , piM ).
By theorem 4.1 the normalization constant is given by
ZN,M = det
(
p(ui, vj)
)
1≤i,j≤M .
Under this probability measure, the points (r, xri ), 1 ≤ r < N , 1 ≤ i ≤M , form a point process.
We see that there is a bijective correspondence between the non-intersecting paths and the
particle configuration. The transition functions pr,r+1(x, y) from vertices on line r to line r + 1
are given by
p2i,2i+1(x, y) = aδy−x,1 + δy−x,0(4.3)
p2i−1,2i(x, y) = a−(y−x)Iy−x≤0.
It follows from theorem 4.1 that the probability of a particular configuration of the point process
is given by
(4.4) pN,M (x) =
1
ZN,M
N−1∏
r=0
det
(
pr,r+1(x
r
j , x
r+1
k )
)
1≤j,k≤M ,
where x = (x1, . . . , xN−1), xr = (xr1, . . . , xrM ).
This model is in bijection with random tilings of the size n Aztec diamond. We will not
explain the mapping in detail but refer to figures 11 and 12. See [47] for details. The particles
describing the non-intersecting paths can be thought of as particles sitting on the dominoes in
the tiling, see the right figure in figure 12.
This gives us a particle picture of a domino tiling of the Aztec diamond. It follows from
theorem 2.3 that this particle process is a determinantal point process with correlation kernel
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Figure 11. To the left we see the non-intersecting paths describing a tiling of
the Aztec diamond. We can think of the paths as going from a blue to a red
point. These points can sit on top of each other as in the picture. To the right we
have rotated the picture by 45 degrees and separated the blue and red particles,
which leads to a new set of non-intersecting paths. If a red particle sits on top
of a blue particle the path from the red to the blue particle is a horizontal line
segment.
Figure 12. To the left the paths to the right in figure 10 have been modified by
shifting the steps between even and odd columns up by one. The first column is
column zero and the last column 2n, where n is the size of the Aztec diamond.
In the right picture we have moved the red particles half a unit to the left, and
the blue particles half a unit to the right in the left figure in 10. In this way the
particles sit on the dominos, or on the vertices in the corresponding dimer model.
given by (2.14). If we let
(4.5) φ2i(z) = az + 1, φ2i−1(z) =
1
1− a/z ,
then pr,r+1(x, y) = φˆr(y − x). In this case, all paths from (0, x0i ) to (N, xNi ) for i > n will
be frozen, the same for all possible tilings, as can be seen by examining paths going from left
26 KURT JOHANSSON
to right in fig 10. Thus, this example fits perfectly into the infinite Toeplitz case discussed in
section 2.2.2. It is straightforward to check that
(4.6) φ2r+1,2s+2(z) = φ
+
2r+1,2s+2
(z)φ−2r+1,2s+2(z),
where
(4.7) φ+2r+1,2s+2(z) = (1 + az)
s−r+2−1 , φ−2r+1,2s+2(z) =
1
(1− a/z)s−r ,
for 1, 2 ∈ {0, 1} and 2r + 1 < 2s+ 2. It follows from (2.23) that the particle process defined
above has a correlation kernel (note that L = 0, R = N = 2n),
KOneAzn (2r + 1, u; 2s+ 2, v) = −
I2r+1<2s+2
2pii
ˆ
γ1
zu−v
(1 + az)s−r+2−1
(1− a/z)s−r
dz
z
(4.8)
+
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ2
dw
zu−1
wv(w − z)
(1− a/w)n−s(1 + aw)s+2
(1− a/z)n−r(1 + az)r+1 ,
where a < ρ1 < ρ2 < 1/a. If we make the change of variables z → −1/z, w → −1/w a
computation gives the following alternative formula
(−1)u−vKOneAzn (2r + 1, u; 2s+ 2, v) = −
I2r+1<2s+2
2pii
ˆ
γ1
zv−u
(1 + az)r−s
(1− a/z)r−s+1−2
dz
z
(4.9)
+
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ3
dw
wv−1
zu(z − w)
(1 + aw)n−s(1− a/w)s+2
(1 + az)n−r(1− a/z)r+1 ,
where a < ρ3 < ρ1 < 1/a.
Remark 4.3. It is possible to write a formula for the inverse Kasteleyn matrix for the Aztec
diamond using KOneAzN . This was first done in the case a = 1 in [43]. The probability of seeing
particles at certain position in the Aztec diamond, as in figure 12, can be expressed both in
terms of KOneAzn and in terms of the inverse Kasteleyn matrix. Here one uses the fact that we
have a particle at the white vertex w if and only if the edge from w to w+(1, 1) or w+(1,−1) is
covered by a dimer. Using this, it is possible to guess the inverse Kasteleyn matrix from KOneAzn ,
see [25]. A more systematic approach is given in [24]. By associating a dimer model on so called
rail-yard graphs to the Schur process, defined below, it is also possible to compute the inverse
Kasteleyn matrix for the Aztec diamond, see [22].
Remark 4.4. The kernel (4.8) can also be expressed in terms of Krawtchouk polynomials, and
a special case gives the Krawtchouk kernel for the Krawtchouk ensemble a discrete orthogonal
polynomial ensemble with binomial weight, see [47].
4.3. The Schur process. For basic facts about partitions and Schur polynomials see the Ap-
pendix. It is not hard to see that the measure in (4.4) can be expressed in terms of Schur
polynomials. Note that we can write the transition functions in (4.3)
p2i,2i+1(x, y) = ey−x(a), p2i−1,2i(x, y) = hx−y(a).
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Thus , the measure pN,M in (4.4) becomes (N = 2n)
(4.10) pN,M (x) =
1
ZN,M
n−1∏
r=0
det
(
ex2r+1k −x2rj (a)
)
1≤j,k≤M det
(
hx2r+1k −x2r+2j (a)
)
1≤j,k≤M ,
for any M ≥ n. We can define partitions λ(r)j = x2r−1j + j − 1, µ(r)j = x2rj + j − 1. From the
nature of the paths it follows that λ(r) = (λ
(r)
1 , λ
(r)
2 , . . . ) and µ
(r) = (µ
(r)
1 , µ
(r)
2 , . . . ) are indeed
partitions such that λ
(r)
1 ≤ n, `(λ(r)) ≤ n, and the same for µ(r). Also, the non-intersection
condition gives the interlacing structure µ(r) ≺ λ(r+1) and µ(r)′ ≺ λ(r+1)′. Thus, on the sequence
of partitions satisfying
(4.11) ∅ = µ(0) ≺ λ(1)  µ(1) ≺ λ(2)  · · · ≺ λ(n)  µ(n) = ∅,
by the Jacobi-Trudi identities (8.3) and (8.4), we obtain the probability measure
(4.12) p(λ(1), µ(1), . . . , µ(n−1), λ(n)) =
1
Z
n−1∏
r=0
sλ(r+1)′/µ(r)′(a)sλ(r+1)/µ(r+1)(a).
This is a special case of the Schur process that we next define more generally.
Let ak = (ak1, . . . , a
k
m), L ≤ k < R, with 0 < akj < 1 be given together with two sequences
(4.13) ck ∈ {h, e}, dk ∈ {−1, 1}, L ≤ k < R.
Introduce the notation
Sh,1(λ, µ; a) = sµ/λ(a), Sh,−1(λ, µ; a) = sλ/µ(a),(4.14)
Se,1(λ, µ; a) = sµ′/λ′(a), Se,−1(λ, µ; a) = sλ′/µ′(a).
The Schur process, [65], [19], is the probability measure on the sequence of partitions {λ(k)}L<k<R
defined by
(4.15) p(λ(L+1), . . . , λ(R−1)) =
1
Z
R−1∏
k=L
Sck,dk(λ
(k), λ(k+1); ak),
where λ(L) = λ(R) = ∅. We can think of k in (4.15) as a ”time parameter” and this leads to
thinking of the probability measure as a process with certain transition functions. Set xkj =
λ
(k)
j − j + d, for some choice of d ∈ Z, and define
(4.16) φh,±1,a(z) =
m∏
i=1
1
1− aiz±1 , φe,±1,a(z) =
m∏
i=1
(1 + aiz
±1),
We see that
Sck,dk(λ
(k), λ(k+1); ak) = det
(
φˆck,dk,ak(x
k+1
h − xkj )
)
1≤i,j≤M ,
if M ≥ max(`(λ(k)), `(λ(k+1)), λ(k)1 , λ(k+1)1 ) for all k. Thus, the Schur process can be written
(4.17) p(λ(L+1), . . . , λ(R−1)) =
1
Z
R−1∏
k=L
det
(
φˆck,dk,ak(x
k+1
h − xkj )
)
1≤i,j≤M
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as a measure on the particle configuration xkj instead. Since we can let M → ∞ we see that
this fits into the framework of section 2.2.2 and hence we get a determinantal point process with
kernel given by (2.23) with
(4.18) φ+r,s(z) =
∏
{k ; r≤k<s,dk=+1}
φck,+1,ak(z), φ
−
r,s(z) =
∏
{k ; r≤k<s,dk=−1}
φck,−1,ak(z).
We see that the measure (4.10) that we got from the particle version of the Aztec diamond is a
special case of the Schur process with L = 0, R = 2n, ak = a ∈ R for all k, and with c2r = e,
c2r−1 = h, d2r = 1 and d2r−1 = −1.
It is an interesting and important fact for Schur processes that we can compute the partition
function, or normalization constant, Z in (4.15) as a function of the parameters in the model.
By the arguments in section (2.2.2) the partition function Z is given by a Toeplitz determinant
with symbol
f(z) =
R−1∏
k=L
φck,dk,ak(z).
This is a Toeplitz determinant with a rational symbol and there is an exact formula for it if M
is large enough, or we can let M →∞ and apply the strong Szego˝ limit theorem. In symmetric
function theory this relates to Cauchy type identities for Schur polynomials. Let
I1 = {k ; L ≤ k < R, (ck, dk) = (h, 1)}, I2 = {k ; L ≤ k < R, (ck, dk) = (e, 1)}
I3 = {k ; L ≤ k < R, (ck, dk) = (h,−1)}, I4 = {k ; L ≤ k < R, (ck, dk) = (e,−1).
A computation gives
(4.19) Z =
∏
k1∈I1
∏
k2∈I2
∏
k3∈I3
∏
k4∈I4
∏
1≤i,j≤m
(1 + ak1i a
k4
j )(1 + a
k2
i a
k3
j )
(1− ak1i ak3j )(1− ak2i ak4j )
.
Remark 4.5. The Schur measure is a special case of the Schur process that was introduced
earlier, [63]. It is a probability measure on partitions defined by
(4.20) p(λ) =
1
Z
sλ(a1, . . . , am)sλ(b1, . . . , bm),
where ai, bi ∈ (0, 1) are parameters. This fits into the Schur process framework (4.15) above by
taking L = 0, R = 2, λ(0) = λ(2) = ∅, λ(1) = λ, c0 = c1 = h, d0 = 1, d1 = −1, a0 = (a1, . . . , am)
and a1 = (b1, . . . , bm). By the general formalism (2.23) becomes the correlation kernel
(4.21) KSchur(u, v) =
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ2
dw
zu+m−1
wv+m(w − z)
m∏
i=1
(1− aiz)(w − bi)
(1− aiw)(z − bi) ,
where max(bi) < ρ1 < ρ2 < min(1/ai). This is a correlation kernel for the determinantal point
process {xj}, where xj = λj + 1− j, j ≥ 1. The normalization constant Z is
Z =
∏
1≤i,j≤m
1
1− aibj ,
by (4.19).
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Remark 4.6. The Schur measure arises also in the corner growth model, last-passage percola-
tion, and the totally asymmetric simple exclusion process (TASEP), see [48], [46], [9], [28]. A
special case gives the Meixner ensemble, a discrete orthogonal polynomial ensemble with the
negative binomial weight. The Airy process discussed in section 6.1.1 is an important limit
process in local random growth models, directed random polymers and interacting particle sys-
tems. In this context there has been many important generalizations beyond the determinantal
point process context starting with [75] on the asymmetric simple exclusion process (ASEP)
and [62] on a positive temperature directed polymer. For example, the Schur process has been
generalized to a much wider class of processes called Macdonald processes, [17], [19]. We will
not attempt to summarize this here but instead refer to the review papers [19], [21], [28], [58],
[70] and references therein. See also the books [9] and [71] for the connection to the longest
increasing subsequence problem for random permutations.
Remark 4.7. It is possible to introduce dynamics on Schur processes which leads to a picture
that also includes various interacting particle systems, see [18], [16]. This is also related to
simulations of random tiling and dimer models, see e.g. [38], [45], [69], [13].
Lozenge or rhombus tilings of certain regions, e.g. a hexagon can also be described by non-
intersecting paths, see e.g. figure 1 in [41]. These models do not seem to fit immediately into the
Schur process framework. In the next section we will consider the closely related random skew
plane partitions which are given by a Schur process. In fact this is the context in which Schur
processes were first introduced, see [65]. Random lozenge tilings of a hexagon can be described
in terms of interlacing particle systems which are given by a measure similar to Schur processes,
see section 5.
4.4. Random skew plane partitions. Let µ ⊆ 〈ab〉 be a partition that is contained in the
rectangular partition of size a× b viewed as a Young diagram. A skew plane partition is a map
pi : 〈ab〉 \ µ 3 (i, j) 7→ pii,j ∈ {0, 1, 2, . . . }
that is monotone
(4.22) pii,j ≥ pii+k,j+`
for k, ` ≥ 0. Placing pii,j cubes over the square (i, j) in 〈ab〉 \ µ gives a 3-dimensional object, a
skew 3D partition also denoted by pi. We can also think of this as a type of rhombus or lozenge
tiling, see figure 1 in [67]. Let
(4.23) |pi| =
∑
(i,j)∈〈ab〉\µ
pii,j
denote the volume of the 3D partition. For −a < k < b we define the partitions
(4.24) λ(k) = (pii,k+i)i≥1,
and also let λ(−a) = λ(b) = ∅.
Write the partition µ as µ = 〈c`11 c`22 . . . c`mm 〉, where 0 = c0 < c1 < · · · < cm and `i ≥ 1. Set
Lr = `r + · · ·+ `m, 1 ≤ r ≤ m,
and Lk+1 = 0, so that L1 = `(µ). For the partition µ we have inner corners at (Lj +1, cj−1 +1),
which occur at the inner times tj = cj−1 − Lj , 1 ≤ j ≤ m + 1. We also have outer corners at
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(Lj + 1, cj + 1), which occur at the outer times tj = cj − Lj , 1 ≤ j ≤ m. Note that
(4.25) − a = τ0 < t1 < τ1 < t2 < · · · < τm < tm+1 = b.
It follows from (4.22) and (4.24) that we have the interlacing structure
(4.26) λ(τr−1+i) ≺ λ(τr−1+i+1)
for 0 ≤ i ≤ tr − τr−1 − 1, and
(4.27) λ(tr+i)  λ(tr+i+1),
for 0 ≤ i ≤ τr − tr − 1, 1 ≤ r ≤ m+ 1. Define the two sets of increasing times I, and decreasing
times J ,
(4.28) I =
m+1⋃
r=1
{τr−1, . . . , tr − 1},
(4.29) J =
m+1⋃
r=1
{tr, . . . , τr − 1}.
Let 0 < qk < 1 be given parameters, and let λ
(k) be the sequence (4.24) coming from a skew
plane partition. We can introduce a probability measure on skew plane partitions by
(4.30) P
[{λ(k)}b−1k=−a+1] = 1Z
b−1∏
k=−a+1
q
|λ(k)|
k .
We see from (4.26) to (4.29) that we can write this probability measure as a measure on all
sequences of partitions {λ(k)}b−1k=−a+1 as
(4.31) P
[{λ(k)}b−1k=−a+1] = 1Z
(
b−1∏
k=−a+1
q
|λ(k)|
k
)∏
k∈I
Iλ(k)≺λ(k+1)
∏
k∈J
Iλ(k)λ(k+1) .
We want to fit this into a Schur process so that we can apply the general theory to get a
determinantal point process and a formula for the correlation kernel. This leads to the following
theorem,[67].
Theorem 4.8. Consider the probability measure (4.31) on sequences of partitions {λ(k)}b−1k=−a+1
and set xkj = λ
(k)
i − j + 1. If we think of xkj , j ≥ 1, −a < k < b, as positions of particles we get
a determinantal point process with correlation kernel given by
(4.32) K(r, u; s, v) =
1
(2pii)2
ˆ
γρ2
dz
ˆ
γρ2
dw
zu−1
wv(w − z)
∏r−1
k=−a(1− a+k z)
∏b−1
k=s(1− a−k /w)∏b−1
k=r(1− a−k w)
∏s−1
k=a(1− a+k /z)
,
where q−a . . . qr < ρ2 < ρ1 < q−a . . . qs−1 if r ≥ s, and ρ2 > q−a . . . qr, ρ1 < q−a . . . qs−1 and
ρ1 < ρ2 if r < s. Here
a+k = (q−a . . . qk)
−1, a−k = 0, if k ∈ I,
a+k = 0, a
−
k = q−a . . . qk, if k ∈ J.
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Proof. Let 0 < β ≤ 1 and consider the modified measure
(4.33)
1
Z(β)
(
b−1∏
k=−a+1
q
|λ(k)|
k
)∏
k∈I
β|λ
(k+1)|−|λ(k)|∏
k∈I
Iλ(k)≺λ(k+1)
∏
k∈J
Iλ(k)λ(k+1) .
Let
bk = (q−a . . . qk)−1β if k ∈ I,
bk = q−a . . . qk if k ∈ J.
Consider the Schur process
1
Z(β)
∏
k∈I
sλ(k+1)/λ(k)(bk)
∏
k∈J
sλ(k)/λ(k+1)(bk)(4.34)
=
1
Z(β)
∏
k∈I
b
|λ(k+1)|−|λ(k)|
k
∏
k∈J
b
|λ(k)|−|λ(k+1)|
k
∏
k∈I
Iλ(k)≺λ(k+1)
∏
k∈J
Iλ(k)λ(k+1) ,
where we used (8.7). Now, as is straightforward to check,
∏
k∈I
b
|λ(k+1)|−|λ(k)|
k
∏
k∈J
b
|λ(k)|−|λ(k+1)|
k =
b−1∏
k=−a+1
q
|λ(k)|
k
∏
k∈I
β|λ
(k+1)|−|λ(k)|,
(recall that |λ(−a)| = |λ(b)| = 0). Thus, (4.33) and (4.34) are identical, and it follows that we get
a determinantal point process provided β is so small that all bk are < 1. This is the reason that
we cannot take β = 1 immediately. Note, however, that the measure is an analytical function of
β for 0 < β < 1 +  with  small enough. Here we use the explicit form of Z(β) in (4.19). Hence,
if we can write the formulas approproately, we can use analyticity to take the limit β → 1. Using
the notation (4.16), we see that (4.34) can be written
1
Z(β)
∏
k∈I
det
(
φˆh,+1,bk(x
k+1
i − xkj )
)∏
k∈J
det
(
φˆh,−1,bk(x
k+1
i − xkj )
)
,
where φh,±1,bk(z) = 1/(1− bkz±1), so that
φ−h,1,bk(z) = 1, φ
+
h,1,bk
(z) =
1
1− bkz ,
φ−h,−1,bk(z) =
1
1− bk/z , φ
+
h,−1,bk(z) = 1.
The correlation kernel is given by (2.23) and we see that
φ+r,s(z) =
∏
k∈I∩[r,s−1]
1
1− bkz =
s−1∏
k=r
1
1− b+k z
,
φ−r,s(z) =
∏
k∈J∩[r,s−1]
1
1− bk/z =
s−1∏
k=r
1
1− b−k /z
,
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where b+k = bk, k ∈ I, b+k = 0, k ∈ J , and b−k = bk, k ∈ J , b−k = 0, k ∈ I. Thus, by (2.23), the
correlation kernel is given by
K(r, u; s, v) = −Ir<s
2pii
ˆ
γ1
zu−v∏s−1
k=r(1− b+k z)
∏s−1
k=r(1− b−k /z)
dz
z
(4.35)
+
1
(2pii)2
ˆ
γρ2
ˆ
γρ3
zu−1
wv(w − v)
∏r−1
k=a(1− b+k z)
∏b−1
k=s(1− b−k /w)∏s−1
k=a(1− b+k w)
∏b−1
k=r(1− b−k /z)
,
where
max
r≤k<b
(b−k ) < ρ2 < ρ3 < mina≤k<s
(1/b+k ),
i.e.
(4.36) q−a . . . qr < ρ2 < ρ3 <
1
β
q−a . . . qs−1.
For the first integral, we also require that
(4.37) q−a . . . qr < 1 <
1
β
q−a . . . qs−1
for r < s. Assume r ≤ s. Then q−a . . . qr < q−a . . . qs−1, and we can take the limit β → 1in (4.35)
and obtain the result of the theorem. If r < s, then we take q−a . . . qr < ρ1 < ρ2 < 1β q−a . . . qs−1
and we move the w-contour γρ3 in (4.35) to γρ1 , which gives
K(r, u; s, v) =
1
(2pii)2
ˆ
γρ2
dz
ˆ
γρ2
dw
zu−1
wv(w − z)
∏r−1
k=−a(1− b+k z)
∏b−1
k=s(1− b−k /w)∏b−1
k=r(1− b−k w)
∏s−1
k=a(1− b+k /z)
.
The contribution from the pole at w = z exactly cancels the single integral in the right side
of (4.35). This holds provided ρ2 > q−a . . . qr, ρ1 < q−a . . . qs−1 and ρ1 < ρ2. We can now let
β → 1 and we have proved the theorem. 
It follows from (4.23) and (4.24) that if we take qk = q ∈ (0, 1) for all k, then the probability
measure (4.30) on partitions satisfying the ordering condition becomes
P
[{λ(k)}b−1k=−a+1] = 1Z q|pi|,
which is called the qvol −measure on skew 3D partitions.
4.5. The Double Aztec diamond. Consider a random tiling of the double Aztec diamond
as shown in figure 5. The Double Aztec diamond shape is shown in figure 13. A tiling of
the Double Aztec diamond can be described by the same type of non-intersecting paths, here
called the outlier paths, as in the ordinary Aztec diamond, see figure 14. We call the associated
particles the outlier particles and they are indicated in the figure. After the same mapping as
for the standard Aztec diamond we obtain the paths in figure 15.
This system of non-intersecting paths does not fit into the Schur process framework. How-
ever, by considering the corresponding dual particle system, called the inlier particles and the
corresponding non-intersecting paths, the inlier paths, see figure 15, we get a model that we can
analyze using the results from section 2.2.3.
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Figure 13. The double Aztec shape.
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Figure 14. Paths describing a random tiling of the double Aztec diamond to-
gether with the outlier particles.
Consider again the transition functions (4.3) and the measure (4.4) with N = 2n + 1, and
M = 2m+ 1 inlier particles on each vertical line. Then, with 1, 2 ∈ {0, 1},
(4.38) p2r+1,2s+2(x, y) =
I2r+1<2s+2
2pii
ˆ
γ1
φ2r+1,2s+2(z)
dz
z
,
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Figure 15. To the left the modified outlier paths and particles in the double
Aztec diamond, and to the right the inlier paths and particles. If we superimpose
the two pictures we see that the outlier particles are dual to the inlier particles.
where φ2r+1,2s+2 is given by (4.6) and (4.7). We have initial and final points x
0
j = x
N
j = m+1−j,
1 ≤ j ≤ 2m + 1 = M . Thus, we get a kernel of the form (2.27) with L = 0, R = N = 2n + 1.
The correlation kernel for the outlier kernel is then given by formula (2.38) in theorem 2.8. Note
that the inlier particles are the particles in this theorem whereas the outlier particles are the
dual particles. From (2.33), (2.34) and (4.7) we see that
(4.39) K0(j, k) = 1
(2pii)2
ˆ
γσ1
dω
ˆ
γσ2
dζ
ωk
ζj+1(ζ − ω)
(1 + aω)n(1− a/ω)n+1
(1 + aζ)n(1− a/ζ)n+1 ,
and
a2s+2,v(j) =
1
(2pii)2
ˆ
γρ2
dw
ˆ
γσ2
dζ
wm−v
ζj+1(ζ − w)
(1 + aw)s(1− a/w)n−s+1−2
(1 + aζ)n(1− a/ζ)n+1(4.40)
br,u(k) =
1
(2pii)2
ˆ
γρ1
dz
ˆ
γσ1
dω
ωk
zm+1−u(ω − z)
(1 + aω)n(1− a/ω)n+1
(1 + az)r(1− a/z)n−r+1−1 ,
where
(4.41) a < ρ3 < ρ1 < σ1 < σ2 < ρ2 < 1/a.
Furthermore from (2.36) we obtain
(4.42)
M∗0,2n+1(2r+1, u; 2s+1, v) =
1
(2pii)2
ˆ
γρ1
dz
ˆ
γρ3
dw
zu−m−1
wv−m(z − w)
(1 + aw)s(1− a/w)n−s+1−2
(1 + az)r(1− a/z)n−r+1−1 ,
EDGE FLUCTUATIONS OF LIMIT SHAPES 35
where a < ρ3 < ρ1 < 1/a, and from (2.48),
(4.43) q2r+1,2s+2(u, v) =
I2r+1<2s+2
2pii
ˆ
γ1
(1 + az)s−r
(1− a/z)s−r+2−1 z
u−v dz
z
.
It follows from (4.9) that
− q2r+1,2s+2(u, v) +M∗0,2n+1(2r + 1, u; 2s+ 1, v)(4.44)
= (−1)u−vKOneAzn+1
(
2(n− r + 1)− 1,m+ 1− u; 2(n− s+ 1)− 2,m+ 1− v
)
Combining this with (2.27) we have established the following theorem.
Theorem 4.9. The outlier particles in the Double Aztec diamond form a determinantal point
process with correlation kernel given by
KDoubleAzn,m (2r + 1, u; 2s+ 2, v)(4.45)
= (−1)u−vKOneAzn+1
(
2(n− r + 1)− 1,m+ 1− u; 2(n− s+ 1)− 2,m+ 1− v
)
+
∞∑
k=2m+1
(
(I −K0)−12m+1a2s+2,v
)
(k)b2r+1,u(k),
where K0, a2s+2,v and b2r+1,u are given by (4.39) and (4.40), KOneAzn+1 by (4.9) or (4.8), and
(I −K0)−12m+1 is the inverse acting on the space `2({2m+ 1, 2m+ 2, . . . }).
This theorem was established in [5].
Remark 4.10. There is a dimer model corresponding to the Double Aztec diamond analogously
to the case of the Aztec diamond. It is possible to write a formula for this dimer model using
KDoubleAzn,m , see [2].
5. Interlacing particle systems
Let yr = (yr1, . . . , y
r
r) ∈ Zr, 1 ≤ r ≤ n. We say that y1, . . . , yn is a (discrete) interlacing
particle system (or a Gelfand-Tsetlin pattern) if
(5.1) yr+1i ≥ yri > yr+1i+1 ,
for 1 ≤ i < r, 1 ≤ r < n. If we think of yr as the positions of r particles on row r, where rows
go upwards, then condition (5.1) says that the particles in row r interlace those of row r + 1,
see figure 16. We will consider random uniform interlacing particle system with a fixed top row
(5.2) yn = (yn1 , . . . , y
n
n) = (x1, . . . , xn),
where x1, . . . , xn are given. All configurations y
1, . . . , yn satistying (5.1) and (5.2) are equally
probable. The lozenge tiling interpretation corresponding to figure 16 is shown in figure 17.
They are related by a simple map. In the random lozenge tiling interpretation this corresponds
to fixing lozenges in the top row and then considering uniform tilings within a region with
these lozenges fixed. In this way we can for example get a uniform random tiling of a hexagon,
compare figure 18.
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Figure 16. An example of an interlacing particle system and an associated
tiling. The unfilled circles represent the fixed particles.
Figure 17. The lozenge tiling corresponding to figure 16. The lozenges with
the unfilled circles are fixed and the rest are chosen uniformly at random.
row 1
row 2
row 3
row 4
row 5
row 6
row 7
row 8
Figure 18. Left: Equivalent interlaced particle configuration of a tiling of reg-
ular hexagon of size 4. Right: Equivalent interlaced particle configuration with
added fixed lozenges/particles. The unfilled circles represent the fixed particles,
and this choice gives a uniform lozenge tiling of the regular hexagon.
This uniform interlacing particle system is a determinantal point process with a kernel that
we can compute. We have the following theorem.
Theorem 5.1. Consider a system of interlacing particles y1, . . . , yn satisfying (5.1) and (5.2)
with x1, . . . , xn fixed, and choose such an interlacing particle configuration uniformly. The re-
sulting particle system forms a determinantal point process. Let Γu be a contour that contains
{xj ; xj ≥ u}, but no other xj, and let γ be a contour that contains Γu and {v − n+ s, v − n+
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s+ s, . . . , v}. Then a correlation kernel for the process is given by
KIntn (r, u; s, v) = −Ir<sIu≤v
(v − u+ 1)s−r−1
(s− r − 1)!(5.3)
+
(n− s)!
(n− r − 1)!
1
(2pii)2
ˆ
γ
dw
ˆ
Γu
dz
∏u−1
k=u+r−n+1(z − k)∏v
k=v+s−n(w − k)
n∏
i=1
w − xi
z − xi
1
w − z .(5.4)
Proof. To the discrete interlacing particle system we can associate a sequence of partitions by
putting
(5.5) λ
(r)
i =
{
yri − xn + i− n, for 1 ≤ i ≤ r,
0 for r < i ≤ n,
1 ≤ r ≤ n. We can think of yri = xn + n − i, r < i ≤ n, corresponding to λ(r)i = 0, as fixed
”virtual particles” that have been added. It is convenient to let λ(0) = ∅ and correspondingly
(5.6) y0i = xn + n− i, 1 ≤ i ≤ n.
Note that
(5.7) λ
(n)
i = xi − xn + i− n.
By (8.6), the interlacing condition translates into
(5.8) λ(n)  λ(n−1)  · · ·  λ(1)  λ(0) = ∅.
Using (8.7), we see that the uniform probability measure we are considering with a fixed top
row (i.e. fixed λ(n)) can be written as
(5.9)
1
Z
n−1∏
r=0
sλ(r+1)/λ(r)(1).
Since we do not both start and end with an empty partition, this is not quite a Schur measure
and we cannot apply the infinite Toeplitz matrix formalism. Since `(λ) = n, the Jacob-Trudi
identity (8.3) shows that (5.9) can be written
(5.10)
1
Z
n−1∏
r=0
det
(
h
λ
(r+1)
i −λ(r)j −i+j
(1)
)
1≤i,j≤n =
1
Z
n−1∏
r=0
det
(
pr,r+1(y
r
i , y
r+1
j )
)
1≤i,j≤n,
where
(5.11) pr,r+1(u, v) = hv−u(1).
It follows from the general formalism in section 2.2 that the interlacing particle system is a
determinantal point process with a correlation kernel given by (2.14). In order to givea more
useful expression for this kernel we will use the Cramer’s rule idea in section 2.2.1. From (5.11)
we get
(5.12) pr,s(u, v) = Ir<shv−u(1s−r).
Given a function f : Z 7→ C let ∆xf(x) = f(x+ 1)− f(x) be the finite difference operator with
respect to the variable x.
Lemma 5.2. We have that
(5.13) ∆srhr(1
N ) = hr+s(1
N−s).
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Proof. A simple computation shows that∑
r∈Z
∆rhr(1
N )zr =
∑
r∈Z
∆rhr+1(1
N−1)zr,
and repeated use gives (5.13). 
Let A be the matrix
(5.14) A =
(
p0,n(y
0
i , y
n
j )
)
1≤i,j≤n =
(
hynj −y0i (1
n)
)
1≤i,j≤n,
and let A[j, s, v] be the same matrix but with column j replaced byhv+s−n−y01 (1
n)
...
h0v+s−n−yn(1
n)
 .
By lemma 5.13,
∆n−sv hv+s−n−y0i (1
n) = hv−yi(1
s),
and the argument in section 2.2.2 using Cramer’s rule shows that the correlation kernel is given
by
(5.15) KIntn (r, u; s, v) = −Ir<shv−u(1s−r) + K˜n(r, u; s, v)
with
(5.16) K˜n(r, u; s, v) = ∆
n−s
v
n∑
j=1
hynj −u(1
n−r)
detA[j, s, v]
det a
.
Now, by (5.2), (5.6) and (8.5),
detA = det
(
hxj−i−xn−n(1
n)
)
1≤i,j≤n = limq→1
det
(
hxj−i−xn−n(1, q, . . . , q
n−1)
)
1≤i,j≤n
= lim
q→1
∏
1≤i,j≤n
(
qxj−xn − qxi−xn
)
det
(
q(i−1)(n−j)
)
1≤i,j≤n
.
It follows that
detA[j, s, v]
det a
=
n∏
i=1
i 6=j
v + s− n− xi
xj − xi ,
and from (5.16) we obtain
(5.17) K˜n(r, u; s, v) = ∆
n−s
v
n∑
j=1
hynj −u(1
n−r)
n∏
i=1
i 6=j
v + s− n− xi
xj − xi .
The formula hk(1
n) = Ik≥0(k + 1)n−1/(n− 1)! gives
(5.18) hxj−u(1
n−r) = Ixj≥u
1
(n− r − 1)!
u−1∏
k=u+r−n+1
(xj − k).
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For any function f : Z 7→ C,
(5.19) (∆n−sv f)(v + s− n) = (n− s)!
u−1∑
`=v−n+s
f(`)∏v
j=v−n+s
j 6=`
(`− j) .
Combining (5.17) to (5.19), we find
(5.20) K˜n(r, u; s, v) =
(n− s)!
(n− r − 1)!
n∑
j=1
u−1∑
`=v−n+s
Ixj≥u
∏u−1
k=u+r−n+1(xj − k)∏v
k=v−n+s
j 6=`
(`− k)
n∏
i=1
i 6=j
`− xi
xj − xi .
It follows from (5.20) and the residue theorem that
K˜n(r, u; s, v) =
(n− s)!
(n− r − 1)!
1
(2pii)2
ˆ
γ
dw
ˆ
Γu
dz
∏u−1
k=u+r−n+1(z − k)∏v
k=v+s−n(w − k)
n∏
i=1
w − xi
z − xi
1
w − z .
Also,
pr,s(u, v) = Ir<shv−u(1s−r) = Ir<sIu≤v
(v − u+ 1)s−r−1
(s− r − 1)! ,
which completes the proof of the theorem by (5.15). 
This theorem was first proved in [68] using a somewhat different approach. The proof given
here is that in [35]. A corresponding result for continuous interlacing particle systems was
studied in [60], see also [30].
Remark 5.3. As shown in figure 17 the discrete interlacing particle process can be translated
into a random tiling model. This model then corresponds to a dimer model on a hexagonal
graph, and it is possible to express the inverse Kasteleyn matrix for this dimer model using the
kernel KIntn , see [68].
6. Scaling limits
Let Kn(r1, u1; r2, u2) be a correlation kernel for some discrete model which is a determinantal
point process like the ones that have been discussed in the previous sections. Before taking a
scaling limit it is often necessary to consider a conjugate kernel
(6.1) K∗n(r1, u1; r2, u2) =
gn(r1, u1)
gn(r2, u2)
Kn(r1, u1; r2, u2),
with some non-zero function gn(r, u), compare (2.3).
There are two types of scaling limits that are natural to consider in random tiling (and related)
models.
1) Continuous scaling limits. We let
(6.2) ri = [cn+ αn
γρi], ui = [dn+ βn
δξi],
i = 1, 2, where c, d, α, β are constants, γ, δ are scaling exponents and ρi, ξi ∈ R the new variables
in the scaling limit, the scaling variables. The constants c, d determine the asymptotic point
around which we take the limit, i.e. the point we zoom in around. The scaling exponents
determine the scales in which we zoom in. Depending on the geometry of the asymptotic shape
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around the point where we zoom in, we can expect different scaling limits. The limiting kernel,
if the limit exists, is then given by
(6.3) K(ρ1, ξ1; ρ2, ξ2) = lim
n→∞K
∗
n(r1, u1; r2, u2),
with ri, ui given by (6.2).
2) Discrete/continuous scaling limits. In some geometric situations the natural scaling limit
is to keep one variable discrete and just rescale the other variable. We then get what we can
call a discrete/continuous scaling limit. We let
(6.4) ui = [dn+ βn
δξi],
and consider the limit
(6.5) K(r1, ξ1; r2, ξ2) = lim
n→∞K
∗
n(r1, u1; r2, u2),
with ui given by (6.4).
Remark 6.1. Note that a scaling limit of a determinantal point process is not necessarily a
determinantal point process. In [25], theorem 2.7, a scaling of a domino process is considered
where the limit is what is called a thickened determinantal point process in the paper. It may
be more appropriate to call it a compound determinantal point process.
We will now consider several examples of natural scaling limits that can be obtained in various
geometric situations in tiling models. We expect these limits to be universal scaling limits. They
define natural limiting point processes.
6.1. Continuous scaling limits.
6.1.1. The Airy point process and the Airy process. The typical edge scaling limit at a boundary
between a liquid and a solid phase is the extended Airy point process. The limiting kernel is the
extended Airy kernel,
(6.6) KextAi(ρ1, ξ1; ρ2, ξ2) = −φρ1,ρ2(ξ1, ξ2) + K˜extAi(ρ1, ξ1; ρ2, ξ2),
where
φρ1,ρ2(ξ1, ξ2) =
Iρ1<ρ2√
4pi(ρ2 − ρ1)
exp
(
− (ξ1 − ξ2)
2
4(ρ2 − ρ1) −
1
2
(ρ2 − ρ1)(ξ1 + ξ2) + 1
12
(ρ2 − ρ1)3
)
,
and
(6.7) K˜extAi(ρ1, ξ1; ρ2, ξ2) =
ˆ ∞
0
e−λ(ρ1−ρ2)Ai (ξ1 + λ)Ai (ξ2 + λ) dλ.
This kernel is also given by a double contour integral formula. Let C1 be the contour consisting
of lines from ∞e−pii/3 to 0 and from 0 to ∞epii/3, and let C2 be the contour consisting of lines
from ∞e−2pii/3 to 0 and from 0 to ∞e2pii/3. Then,
K˜extAi(ρ1, ξ1; ρ2, ξ2) =
e
1
3
(ρ32−ρ31)−ξ2ρ2+ξ1ρ1
(2pii)2
ˆ
C1
dz
ˆ
C2
dw
z − we
1
3
(z3−w3)−ρ1z2+ρ2w2−(ξ−ρ21)z2+(ξ2−ρ22)w.
This can be seen by inserting the integral formula for the Airy function in (6.7). A special case
of the extended Airy kernel is the Airy kernel,
(6.8) KAi (ξ1, ξ2) = KextAi(ρ1, ξ1; ρ1, ξ2) =
ˆ ∞
0
Ai (ξ1 + λ)Ai (ξ2 + λ) dλ.
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Figure 19. Boundary process in the Aztec diamond
Let τ1 < · · · < τm. The kernel KextAi is the correlation kernel for a determinantal point process
on {τ1, . . . , τm} × R. The point process on {τi} × R has a last particle with the distribution
(6.9) F2(s) = det(I −KAi )L2(s,∞),
the Tracy-Widom distribution.
The extended Airy kernel appears, for example, in an appropriate scaling limit at typical
points at the liquid-solid boundary in the Aztec diamond, i.e. at the boundary between the
disordered and the ordered regions. From lemma 3.1 in [47] we have the following result.
Theorem 6.2. Consider the correlation kernel for the Aztec diamond particle process as given
by (4.8) or (4.9). Take c = 1 + 1/
√
2, d = 1/
√
2, α = 2−1/6, β = −2−5/6, γ = 2/3 and δ = 1/3
in (6.2). Then,
(6.10)
lim
n→∞(
√
2− 1)u1−u2+r2−r1eξ1ρ1−ξ2ρ2−ρ31/3+ρ32/3KOneAzn (r1, u1; r2, u2) = KextAi(ρ1, ξ1; ρ2, ξ2).
This is proved using a saddle point argument in the contour integral formula for KOneAzn .
The exponents γ = 2/3 and δ = 1/3 are called the KPZ-scaling exponents, since they also
appear in random growth models and a basic model for this type of local random growth is the
Kardar-Parisi-Zhang stochastic partial differential equation, see remark 4.6 for references.
We can use theorem 6.2 to get a limit of the random boundary curve itself, see figure 19.
There is a stationary stochastic process τ 7→ A(τ), the Airy process, such that for any m ≥ 1
and all sj ∈ R
P
[A(τ1) ≤ s1, . . . ,A(τm) ≤ sm]
= P
[
the particles on {τj} × R are below sj , 1 ≤ j ≤ m
]
= det(I − L)L2({τ1,...,τm}×R),
where
L(τi, ξi; τj , ξj) = I(si,∞)(ξi)KextAi(τi, ξi; τj , ξj)I(si,∞)(ξi).
From (6.9) we see that the one-point distribution is the Tracy-Widom distribution. The Airy
process has continuous sample paths and locally looks like Brownian motion, see [44], [29], but it
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is not a Markov process. For uniform random tilings of the Aztec diamond we have the following
theorem,[47].
Theorem 6.3. Consider an n × n-Aztec diamond. Let Xn(t) be the boundary process as in
figure 19, where we use the coordinate system in which the Axtec diamond shape is given by the
unit integer squares in {(x, y) ; |x|+ |y| ≤ n+ 1}. Then,
(6.11)
Xn(2
−1/6n2/3τ)− n/√2
2−5/6n1/3
→ A(τ)− τ2,
as n→∞, in the sense of convergence of finite dimensional distributions.
Thus, in an appropriate scaling limit, the boundary between the liquid and the solid regions in
the Aztec diamond is described by the Airy process. This is what we expect to be the universal
edge behaviour at typical points of the liquid-solid boundary in random tiling models.
The extended Airy kernel point process and the Airy process can also be obtained as limits of
Dyson’s Brownian motion, see remark 4.2, so here we see a connection to random matrix theory.
The Tracy-Widom distribution is then the asymptotic largest eigenvalue distribution for large
Hermitian random matrices.
6.1.2. The Pearcey process. The boundary to a liquid region can have cusp points and if we
zoom in at such a point we get a new limit. The Pearcey process is expected to appear when we
have a cusp whose symmetry line is not parallel to a side of the region and where we have only
one type of tiles inside the cusp. There is also a special type of cusp points, see section 6.2.2.
Let C be the contour consisting of the straight lines from ∞epii/4 to 0, 0 to ∞e3pii/4, ∞e−3pii/4
to 0 and 0 to ∞e−pii/4. Then, the Pearcey kernel is
KPearcey(ρ1, ξ1; ρ2, ξ2) = − Iρ1<ρ2√
2(ρ2 − ρ1)
e
− (ξ1−ξ2)2
2(ρ2−ρ1)
+
1
(2pii)2
ˆ
C
dz
ˆ i∞
−i∞
dw e
1
4
(z4−w4)+ 1
2
(ρ2w2−ρ1z2)+ξ1z−ξ2w 1
w − z .(6.12)
The Pearcey particle process is a determinantal point process with kernel (6.12) on a set of lines
{τ1, . . . , τm}×R. This type of limit can be obtained for example in skew plane partitions that we
discussed above in section 4.4, see figure 2 in [67]. We will not present an actual limit theorem,
see [67]. In this case the scaling exponents are γ = 1/2 and δ = 1/4.
6.1.3. The Tacnode process. A special type of geometric situation occurs when the boundary of
the liquid region has a tacnode, i.e. we have a quadratic tangency at a point of a line from both
sides, see figure 5. If we have the same types of tiles in the openings as in figure 5, we expect a
limiting process called the tacnode process. The correlation kernel defining the tacnode process
is defined as follows. Let λ > 0 and σ ∈ R be two parameters. The parameter λ is the ratio
of the curvatures of the two asymptotic boundary curves that are tangent at the point we are
looking at, and σ is a kind of ”pressure” between the two sides of the tangent line. The value
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λ = 1 corresponds top the symmetric case. Set
Ai (s)(x) = e
2
3
s3+sxAi (s2 + x),
K
(α,β)
Ai (x, y) =
ˆ ∞
0
Ai (α)(x+ t)Ai (β)(y + t) dt,
Bλτ,ξ(x) =
ˆ ∞
0
Ai (τ)(ξ + (1 + 1/
√
λ)1/3t)Ai (x+ t) dt,
bλτ,ξ(x) = λ
1/6Ai (λ
1/3τ)(−λ1/6 + (1 +
√
λ)1/3x).
Write σ˜ = λ1/6(1 +
√
λ)2/3σ and define
Lλ,σtac (ρ1, ξ1; ρ2, ξ2) = K
(−τ1,τ2)
Ai (σ + ξ1, σ + ξ2)
+ (1 + 1/
√
λ)1/3〈Bλρ2,σ+ξ2 − bλρ2,σ+ξ2 , (I − χσ˜KAiχσ˜)−1Bλ−ρ1,σ+ξ1〉L2(σ˜,∞),
where χσ˜(x) = Ix>σ˜ is an indicator function. The tacnode kernel is then given by
Kλ,σtacnode(ρ1, ξ1; ρ2, ξ2) = −
Iρ1<ρ2√
4(ρ2 − ρ1)
e
− (ξ1−ξ2)2
4(ρ2−ρ1)
(6.13)
+ Lλ,σtac (ρ1, ξ1; ρ2, ξ2) + λ
1/6Lλ
−1,λ2/3σ
tac (λ
1/3ρ1,−λ1/6ξ1;λ1/3ρ2,−λ1/6ξ2).(6.14)
The tacnode process is again a determinantal point process on a set of lines {τ1, . . . , τm} × R.
Using the formula in theorem 4.9 this limit can be proved in the double Aztec diamond model,
[5]. We will not go into the details. The scaling exponents are the KPZ-scaling exponents in
this case.
Remark 6.4. The tacnode kernel has appeared in several different forms and it is not trivial
that they agree with each other. The tacnode process was first analysed in [32] for non-colliding
Brownian motions using a 4×4 matrix Riemann-Hilbert approach, and in [3] starting from a non-
intersecting path ensemble. The form of the limit is completely different in the two approaches.
In [49] the tacnode situation for non-colliding Brownian motions was analyzed using an approach
not based on the Riemann-Hilbert formulation, and the kernel was given essentially in the form
given above. The form given above comes from [39] who generalized [49] to the non-symmetric
situation. The double Aztec diamond was analyzed in [5] and it follows from that paper that
the form of the tacnode kernel given in [3] agrees with the one above. The agreement with the
Riemann-Hilbert form of the kernel was shown in [31].
Remark 6.5. As discussed in section 4 many of the random tiling models can be thought of as
ensembles of non-intersecting paths. If we keep the picture of random paths we should in the
limit get an infinite ensemble of non-colliding paths called a line ensemble. For the so called
Airy line ensemble, see [29]. This is the line ensemble corresponding to the extended Airy kernel
point process and it has a top path which is an Airy process.
6.2. Discrete/continuous scaling limits. In this section we consider various possible scaling
limits in random tiling models of the form (6.4). For rhombus tilings the particles are the
rhombi, whereas for domino tilings we consider the particles as defined in section 4.2.1. In all
the cases of interest for the discrete/continuous scaling limits there is an interlacing particle
structure which also survives in the limit. We will not discuss the actual scaling limits or the
necessary asymptotic analysis which in some cases is rather involved.
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Figure 20. Interlacing particles at a tangency point in the Aztec diamond. The
GUE-minor process is the limit process if we consider the interlacing particles on
succesive vertical lines in the left side of the picture. We get the same result for
the dual particle system in the right side of the picture.
6.2.1. The GUE-minor or -corner process. When the liquid region is tangent to the bound-
ary of the tiling region and we have different type of frozen tiles on the two sides, we expect
to get a scaling limit called the GUE-minor process or GUE-corner process in a suitable dis-
crete/continuous scaling limit. Consider the particle picture of the Aztec diamond and remove
one type of particles, e.g. keep just the blue particles, see figure 20. In the vicinity of the tangent
point to the boundary we then get an interlacing particle process which is determinantal. In a
scaling limit like (6.5) with δ = 1/2 in (6.4), we get an interlacing particle process on Z+ × R.
We keep the discrete structure in the direction orthogonal to the boundary and the rescaling is
done in the direction parallel to the boundary. Let r1, r2 ∈ Z+ and ξ1, ξ2 ∈ R. The correlation
kernel for the limiting determinantal point process is the GUE-minor kernel,
KGUEminor(r1, ξ1; r2, ξ2) = −Ir1>r2Iξ1≥ξ22r1−r2
(ξ1 − ξ2)r1−r2−1
(r1 − r2 − 1)!
+
2
(2pii)2
ˆ
γr
dz
ˆ
L
dw
w − z
wr2
zr1
ew
2−z2+2ξ1z−2ξ2w.(6.15)
Here L is a contour t 7→ s + it, t ∈ R, where s > r. It is also possible to express the kernel in
terms of Hermite polynomials, see [50].
The GUE-minor process also appears in random matrix theory. Consider an N × N GUE
matrix, i.e. an Hermitian matrix H = (Hij) taken randomly according to the probability
measure
(6.16)
1
ZN
e−trH
2
dH,
where dH =
∏
1≤i<j≤N d(ReHij)d(ImHij)
∏N
i=1 dHii. If we consider the eigenvalues of the prin-
cipal submatrices (Hij)1≤o,j≤n, 1 ≤ n ≤ N , they will interlace and form a determinantal point
process on {1, . . . , N} × R with correlation kernel given by (6.15). This is another case where
we see a close relation to random matrix theory. Note that this means in particular that the
single particle on the first line has Gaussian fluctuations.
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Figure 21. A random tiling of the Double Aztec diamond in a situation giving
a Discrete Tacnode.
6.2.2. The Cusp-Airy process. The boundary curve of the liquid region can have a cusp with a
symmetry line parallel to the sides of the region and such that inside the cusp there are two
types of tiles, one type on each side of the symmetry line, see figure 1 in [56].
In this case when we zoom in at the cusp and take a scaling limit like (6.5) with δ = 1/3
we get a limiting correlation kernel called the Cusp-Airy kernel defined as follows. Let LL be a
contour consisting of lines from∞e−2pii/3 to y and y to∞e2pii/3, and LR be a contour consisting
of lines from ∞e−pii/3 to x and x to ∞epii/3. Also, let 0 < ρ1 < ρ2, ρ2 < x and ρ2 < −y. For
r1, r2 ∈ Z and ξ1, ξ2 ∈ R,
KCuspAiry(r1, ξ1; r2, ξ2) = −Ir1<r2Iξ1≤ξ2
(ξ2 − ξ1)r2−r1−1
(r2 − r1 − 1)!
+
1
(2pii)2
ˆ
LL+γρ2
dz
ˆ
LR+γρ1
dw
w − z
wr1
zr2
e
1
3
(w3−z3)−ξ1w+ξ2z.(6.17)
This kernel can be established as a limit of a model of interlacing particles, or rhombus tilings,
as discussed in section 5 as was done in [34]. This type of situation was first studied in [66]
under the name cuspidal turning point in skew plane partitions but the kernel given there has
the wrong contours and no proof was given.
6.2.3. The Discrete Tacnode process. In some situations the boundary curve of the liquid region
can have a tacnode with a symmetry line parallel to a side of the tiling region and with different
types of tiles on the two sides of the symmetry line, see figure 21 for an example in the Double
Aztec diamond. Consider the Double Aztec diamond and look at in terms of the particle picture.
If we keep just one type of particles for the dominos, see figure 22, we get a two-sided interlacing
particle system with a certain relation between the size of the overlap and the number of particles
in the overlap. In the Double Aztec diamond we have an overlap of size r and r particles in the
overlap region. This means that the number of particles on each line in the two-sided interlacing
pattern varies as . . . , r + 2, r + 1, r, . . . , r, r + 1, r + 2, . . . with the number of r’s equal to r + 1,
see figure 23. We can think of this as two overlapping GUE-minor type processes.
In this case a scaling limit of the form (6.5) with δ = 1/2 can be computed using theorem 4.9
and changing to the right type of particles by using the inverse Kasteleyn matrix for the Double
Aztec diamond, see [2]. This gives a limit that we can call the Discrete Tacnode kernel. We will
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Figure 22. The particle picture corresponding to figure 21.
Figure 23. The two-sided interlacing pattern.
not give present the kernel here but refer to [2]. The formula involves a resolvent just as the
Tacnode kernel above. In the paper the kernel is called the Tacnode GUE-minor kernel since it
is an extension of the GUE-minor kernel. For a different perspective on the kernel see [8]. This
type of two-sided interlacing pattern can also be obtained in rhombus tilings, see [6]. In work
in progress, [7], this leads to a generalization of the discrete Tacnode kernel obtained in [2] to
an arbitrary relation between the size of the overlap and the number of particles on each line in
the overlap region so this gives a more general Discrete Tacnode kernel.
6.3. Hierarchy of kernels. The kernels discussed in sections 6.1 and 6.2 are not unrelated.
Some of then can be obtained by taking appropriate scaling limits of the other kernels. From
the models it is reasonable to expect that the Pearcey kernel is a limit of the Tacnode kernel
and that the Airy kernel can be obtained as a limit of the Pearcey kernel, and hence also of the
tacnode kernel. Also, for example, we should be able to get the Airy kernel as a limit of the
GUE-minor kernel. In fact, we expect a hierarchy of kernels as shown in figure 24.
The full arrows represent cases that have been proved, [1], [12] or that would be relatively
straightforward to prove, whereas the dotted arrows are not known. At the top of the hierarchy
one might expect a sufficiently general form of the Discrete Tacnode kernel. It might be in some
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Figure 24. Hierarchy of limiting correlation kernels.
sense the most general kernel that fits into this hierarchy and occurs naturally in appropriate
classes of random tiling models. There can also, depending on which class of tilings one considers
be other types of limits also, e.g. the one studied in [40].
This relates to a universality problem, to classify all possible scaling limits in suitable classes
of models, e.g. rhombus tilings of an appropriate family of simply connected polygonal regions
depending on the geometric situation. There are certainly also cases where we expect non-
universal limits like for the singular boundary cases discussed in [36]. Also, outlier particles can
lead to modifications of the kernels, see [4]. It is not completely clear which kernels should be
considered as the basic universal scaling limits in some natural sense.
7. The two-periodic Aztec diamond
7.1. Definition of the model and phases. Consider the Aztec diamond shape, or more
specifically the Aztec diamond graph, see figure 25 . We introduce dimer weights in this graph
in the following way. For a two-colouring of the faces, the edge weights around the faces with
a particular colour alternate between a and 1, where 0 < a < 1 is a parameter. We call this
a two-periodic weighting, and the corresponding dimer or random tiling model is referred to as
the two-periodic Aztec diamond. A simulation can be seen in figure 2. For the two-periodic
Aztec diamond we also have a height representation as defined in section 3.3. Simulations of
the random height function can be seen in figures 26 and 27.
To be more precise, we choose the Kasteleyn matrix as follows. The black and white vertices
in the Aztec diamond graph, figure 25, are
W = {(x1, x2) ∈ (2Z+ 1)× (2Z) ; 1 ≤ x1 ≤ 2n− 1, 0 ≤ x2 ≤ 2n},
B = {(x1, x2) ∈ (2Z)× (2Z+ 1) ; 0 ≤ x1 ≤ 2n, 1 ≤ x2 ≤ 2n− 1}.
The black and white vertices can be divided into two types. For i ∈ {0, 1}, we write
Bi = {(x1, x2) ∈ B ; x1 + x2 mod4 = 2i+ 1},
Wi = {(x1, x2) ∈W ; x1 + x2 mod4 = 2i+ 1}.
Let
(7.1) e1 = (1, 1), e2 = (−1, 1).
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Figure 25. The graph, weights and coordinate system in the two-periodic Aztec
diamond. All edges surrounding a face has the weight indicated in the face.
Figure 26. A simulation of the random height function in the two-periodic
Aztec diamond. (Picture by V. Beffara)
The Kasteleyn matrix for the two-periodic Aztec diamond of size n = 4m is defined by
(7.2) KTPa,1 (x, y) =

a(1− j) + j if y = x+ e1, x ∈ Bj
(aj + (1− j))i if y = x+ e2, x ∈ Bj
aj + (1− j) if y = x− e1, x ∈ Bj
(a(1− j) + j)i if y = x− e2, x ∈ Bj
0 if (x, y) is not an edge
,
where i2 = −1.
If we look at figure 2 we see that there seems to be three types of local structures in the
random tiling. Also, if we look at the random height function, see figures 26 and 27, we see
three types of surface structure locally. In fact, there is a classification of all the possible phases,
translation invariant Gibbs states, on the corresponding infinite graphs in this type of dimer
models. We will not go into the details, see [57]. We will call the three types of phases liquid,
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Figure 27. A simulation of the random height function in the two-periodic
Aztec diamond. (Picture by V. Beffara)
solid and gas. They can be characterized by the decay of correlations between dimers. Consider
two dimers at distance r. In a liquid phase the correlation between the dimers decay like a power
law, typically like c/r2. In a gas phase the correlation decays exponentially in r. Finally, in a
solid phase the dimers are perfectly correlated. The Gibbs states can be specified by an infinite
inverse Kasteleyn matrix, K−1gas, K−1liquid and K
−1
solid, which are given by certain double contour
integrals (or as Fourier coefficients), see (7.3). The infinite plane dimer models have a height
function with a certain average slope which characterizes it, [57]. We expect the finite inverse
Kasteleyn matrix K−1n , when rescaled around a particular point, to converge to one of these
three types of infinite inverse Kasteleyn matrices. Which limit we get should, conjecturally, be
given by the slope of the asymptotic height function at that point. This can be verified in special
cases, e.g. [42], but has not been proved more generally.
If we think of the height function, see figures 26 and 27, as some kind of crystal, we see that
we can think of the solid parts as representing perfect crystal facets, the liquid parts as a rough
crystal surface and the gas phase as representing a crystal facet with local random dislocations.
We see that in the two-periodic Aztec diamond we have two types of boundaries between
regions with different types of phases. There is a liquid-solid boundary and a liquid-gas boundary.
Looking at the pictures, we see that, just as for the standard Aztec diamond, the liquid-solid
boundary is well-defined microscopically. It is located where we see the first dimer/domino
breaking the regular pattern of the solid region. We can expect the fluctuations of this boundary
to be described, in an appropriate scaling limit, by the Airy process. If we look at the liquid-gas
boundary however, we see that it is not clear how to define the boundary microscopically, at
least if we look only locally. Hence, the question whether this boundary is also in some sense
described by the Airy process is much less clear. The two-periodic Aztec diamond is a model
where we can try to investigate this problem.
7.2. The inverse Kasteleyn matrix. Somewhat remarkably, it is possible to find a useful
formula for the inverse of the Kasteleyn matrix (7.2). Before we can present this formula we
need some notation. The size of the Aztec diamond is always divisible by 4,n = 4m, below. Let
c =
a
1 + a2
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and
c˜(u, v) = 2(1 + a2) + a(u+ u−1)(v + v−1).
The last expression is related to the so called characteristic or spectral polynomial P (z, w) of
the model, [57], via
P (z, w) = −c˜(
√
z
w
,
√
zw).
For ε1, ε2 ∈ {0, 1}, we write
h(ε1, ε2) = ε1(1− ε2) + ε2(1− ε1).
For x = (x1, x2) ∈Wε1 and y = (y1, y2) ∈ Bε2 , we set
(7.3) Kr1,r2(x, y) = −
i1+h(ε1,ε2)
(2pii)2
ˆ
γR1
du1
u1
ˆ
γR2
du2
u2
aε2u
1−h(ε1,ε2)
2 + a
1−ε1u1u
h(ε1,ε2)
2
c˜(u1, u2)u
(x1−y1+1)/2
1 u
(x2−y2+1)/2
2
,
where R1 =
√
r1/r2, R2 =
√
r1r2. If (r1, r2) = (1, 1), the formula in (7.3) gives the full plane
inverse Kasteleyn matrix for a gas phase. If P (z, w) = 0 for some (z, w) ∈ γr1 × γr2 , then we
have a liquid phase. For the relation between this formula and the formula in [57] see [23].
Write
G(w) =
1√
2c
(ω −
√
ω2 + 2c),
where the square root is defined by
√
ω2 + 2c = e
1
2
log(ω+i
√
2c)+ 1
2
log(ω−i√2c), ω ∈ C\ i[−√2c,√2c],
with the argument in the logarithms taken in (−pi/2, 3pi/2). Set
Hx1,x2(ω) =
ωn/2G (ω)
n−x1
2
G (ω−1)
n−x2
2
,
and define, for ε1, ε2 ∈ {0, 1}, x = (x1, x2) ∈Wε1 , y = (y1, y2) ∈ Bε2 , and
√
2c < p < 1,
(7.4) Bε1,ε2(a;x, y) =
i
x2−x1+y1−y2
2
(2pii)2
ˆ
γp
dω1
ω1
ˆ
γ1/p
dω2
ω2
ω22 − ω21
Hx1+1,x2(ω1)
Hy1,y2+1(ω2)
Zε1,ε2(a;ω1, ω2).
Here, Zε1,ε2 is a complicated function that depends on x, y only through ε1, ε2 and is independent
of n. See [23] for its precise definition. We can now give the formula for the inverse Kasteleyn
matrix for the two-periodic Aztec diamond.
Theorem 7.1. Consider the two-periodic Aztec diamond with Kasteleyn matrix (7.2) and n =
4m, m ≥ 1. Let x = (x1, x2) ∈Wε1 and y = (y1, y2) ∈ Bε2, ε1, ε2 ∈ {0, 1}. Then,(
KTPa,1
)−1
(x, y) = K−11,1(x, y)−
[
Bε1,ε2(a;x1, x2, y1, y2)−
i
a
(−1)ε1+ε2B1−ε1,ε2(1/a; 2n− x1, x2, 2n− y1, y2)
− i
a
(−1)ε1+2Bε1,1−ε2(1/a;x1, 2n− x2, y1, 2n− y2) + B1−ε1,1−ε2(a; 2n− x1, 2n− x2, 2n− y1, 2n− y2)
]
.
(7.5)
We will not discuss the proof of the theorem which is complicated and not very natural. The
theorem is proved in [23] based on a formula for the generating function for the inverse Kasteleyn
matrix derived in [24].
Using saddle point arguments, it is possible to derive an asymptotic formula for the inverse
Kasteleyn matrix in the vicinity of the part of the lower left to upper right diagonal that lies in
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Gas
Liquid
Solid
Figure 28. The point at the liquid-gas boundary where we study the asymptotics.
the third quadrant in the Aztec diamond graph. The analysis could be done at other points also
but would be more complicated and was not carried out in [23]. Here, we only consider points
close to the liquid-gas boundary, see figure 28. Set
c0 =
(1− 2c)2/3
(c(1 + 2c))1/3
, λ1 =
√
1− 2c
c0
, λ2 =
(1− 2c)3/2
cc20
(slight change in notation compared to [23] and [11]), and
(7.6) gε1,ε2 =

i(
√
a2+1+a)
1−a if (ε1, ε2) = (0, 0)√
a2+1+a−1√
2a(1−a) if (ε1, ε2) = (0, 1)
−
√
a2+1+a−1√
2a(1−a) if (ε1, ε2) = (1, 0)
i(
√
a2+1−1)
(1−a)a if (ε1, ε2) = (1, 1).
Zooming in around the red point in figure 28 corresponds the right scaling is
x =
[
n(1− 1
2
√
1− 2c) + αxλ1n1/3
]
e1 −
[
βxλ2n
2/3
]
e2 + u1,
y =
[
n(1− 1
2
√
1− 2c) + αyλ1n1/3
]
e1 −
[
βyλ2n
2/3
]
e2 + u2,(7.7)
where αx, αy, βx, βy ∈ R are the new rescaled variables (we have βx → −βx compared to [23])
and u1, u2 ∈ Z.
Theorem 7.2. Let x = (x1, x2) ∈Wε1 and y = (y1, y2) ∈ Bε2, ε1, ε2 ∈ {0, 1}, be given by (7.7).
Then, (
KTPa,1
)−1
(x, y) = K−11,1(x, y)− iy1−x1+1|G(i)|
1
2
(−2−x1+x2+y1−y2)eβxαx−βyαy+
2
3
(β3x−β3y)
× c0gε1,ε2K˜extAi(βx, αx + β2x;βy, αy + β2y)n−1/3(1 +O(n−1/3))(7.8)
as n→∞ uniformly for αx, αy, βx, βy, u1, u2 in a compact set, where K˜extAi is given by (6.7).
For the proof see [23].
We see from (7.8) that the main term in the asymptotics is just the infinite full plane inverse
Kasteleyn matrix for a gas phase. The term involving the extended Airy kernel appears only at a
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lower order. This can be vaguely interpreted as follows. What we see at the liquid-gas boundary
is essentially a gas phase, but there are also some long range connected structures, the connected
curves in figure 2, that have a distance of order n1/3 from each other. Thus, we cannot directly
see an Airy process at the liquid-gas boundary. This is related to the difficulty described above
of defining a precise microscopic liquid-gas boundary and separating its statistical behaviour
from the gas background.
Remark 7.3. There is an analogue of theorem 7.2 at the liquid-solid boundary. This theorem
could be used to prove a theorem similar to theorem 6.3.
Looking at figures 26 and 27. we can see that the long-range structures at the liquid-gas
boundary that should give the Airy process, or more generally the Airy line ensemble, are
related to long range correlated changes in the height function. On top of these height changes
we have short-range fluctuations in the height function which can be thought of as coming from
the ”gas phase”. We can attempt to catch the long-range effects by somehow averaging out the
short-range fluctuations. This is the idea behind the next theorem, which shows that in some
sense we do have convergence to the Airy process at the liquid-gas boundary also. We will not
be precise with all definitions. For a complete treatment see [11].
7.3. Airy point process limit theorem. Let A1, . . . , AL be disjoint closed and bounded
intervals in R. We can define discrete analogues I1, . . . , IL of A1, . . . , AL in the Aztec diamond
centered at the liquid-gas boundary. Essentially, Ij consists of points centered on edges in the
Aztec diamond graph, [
n(1− 1
2
√
1− 2c)]e1 + ke1 + (1
2
,
1
2
)
such that k/dn1/3 ∈ Aj , 1 ≤ j ≤ L, and d is an appropriate constant. Let M =
[
(log n)4
]
and
take M copies Ij,k, 1 ≤ k ≤ M , of Ij in the direction e2 separated by a distance of order
√
M ,
see figure 29. Let
∆h(Ij,k) = the height change along Ij,k.
This can be expressed as a signed sum over a-edges, i.e. dimers covering edges in Ij,k with
weight a. The height change captures the height change due to long-range structures cutting
through the interval and short range height changes close to the endpoints of the interval. Since
correlations in the gas phase decay exponentially with distance, we can hope that by averaging
∆h(Ij,k) over k only the height change due to the long-range structures visible in the figures will
survive. Motivated by this we define a random measure by
(7.9) µn(Aj) =
1
M
M∑
k=1
∆h(Ij,k),
1 ≤ j ≤ L. The Airy kernel defines a determinantal point process on R which we can think of
as a random measure denoted by µAi . We then have the following theorem.
Theorem 7.4. We have that
(µn(A1), . . . , µn(AL))→ (µAi (A1), . . . , µAi (AL))
in distribution as n→∞. Thus µn converges weakly to µAi .
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M
Ij,1
Ij,2
Ij,M
Figure 29. Copies of the discrete intervals.
The theorem can be generalized to the extended Airy kernel point process, see [11]. The proof
of the theorem 7.4 uses Laplace transforms and the cumulant method for determinantal point
processes. The proof is rather subtle since we have two length scales, the local length scale of
K−11,1 which is of order 1 and the length scale of order n1/3 of the Airy kernel, and the result
depends on subtle cancellations.
8. Appendix
We briefly summarize some facts about partitions and Schur polynomials that we use in the
paper and refer to [59] and [73] for more details.
A partition λ = (λ1, λ2, λ3, . . . ) of n is a sequence of non-negative integers such that |λ| :=
λ1 + λ2 + · · · = n, and λ1 ≥ λ2 ≥ . . . . The largest ` such that λ` > 0 is called the length
of the partition and is denoted by `(λ). The partition of zero is the empty partition and is
denoted by ∅. We can think of a partition as a Young diagram, where we have λi left-adjusted
boxes in row i, i ≥ 1. If we consider the length of the columns of the Young diagram from left
to right we get a new partition λ′, the conjugate partition. A partition can also be written as
λ = 〈1m12m23m3 . . . 〉, where mi is equal to the number of i’s in the partition. For two partitions
λ, µ, we write µ ⊆ λ if µi ≤ λi for all i ≥ 1. We call λ/µ a skew partition if µ ⊆ λ, and we can
think of it as those boxes in the Young diagram of λ that are not in the Young diagram for µ,
we get a skew Young diagram. The skew partition λ/µ is a horizontal strip if λ/µ has at most
one square in each column, i.e. 0 ≤ λ′i − µ′i ≤ 1, i ≥ 1.
Let x1, . . . , xn be variables. The k:th elementary symmetric polynomial ek(x1, . . . , xn) can be
defined via its generating function,
(8.1)
∑
k∈Z
ek(x1, . . . , xn)z
k =
n∏
i=1
(1 + xiz).
Note that ek(x1, . . . , xn) ≡ 0 if k < 0 or k > n. The k:th complete symmetric polynomial
hk(x1, . . . , xn) is defined by
(8.2)
∑
k∈Z
hk(x1, . . . , xn)z
k =
n∏
i=1
1
1− xiz ,
54 KURT JOHANSSON
and we see that hk = 0 if k < 0. For a skew partition λ/µ the skew Schur polynomial
sλ/µ(x1, . . . , xn) is given by the Jacobi-Trudi identity,
(8.3) sλ/µ(x1, . . . , xn) = det
(
hλi−µj−i+j(x1, . . . , xn)
)
1≤i,j≤M ,
for M ≥ `(λ). We also have the Jacobi-Trudi identity
(8.4) sλ′/µ′(x1, . . . , xn) = det
(
eλi−µj−i+j(x1, . . . , xn)
)
1≤i,j≤M ,
for M ≥ λ1. If µ = ∅, then sλ(x1, . . . , xn) = sλ/∅(x1, . . . , xn) is the Schur polynomial and it is
also given by a quotient of determinants
(8.5) sλ(x1, . . . , xn) =
det
(
x
λj+n−j
i
)
1≤i,j≤n
det
(
xn−ji
)
1≤i,j≤n
,
which is called the classical definition of the Schur polynomial.
We will write λ  µ if the two partitions λ and µ are interlacing, i.e.
(8.6) λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ λ3 ≥ . . . .
This means that λ/µ is a horizontal strip. It follows from (8.4) that for one variable a, we have
the identity
(8.7) sλ/µ(a) = a
|λ|−|µ|Iλµ.
A very basic and useful identity for determinantal point processes is the following formula,
the Cauchy-Binet or Andrieff identity. Let (X,µ) be some measurable space and fi : X 7→ C,
gi : X 7→ C, 1 ≤ i ≤ n, some measurable functions. Then,
(8.8)
1
n!
ˆ
Xn
det
(
fi(xj)
)
1≤i,j≤n det
(
gi(xj)
)
1≤i,j≤nd
nµ(x) = det
( ˆ
X
fi(x)gj(x) dµ(x)
)
1≤i,j≤n
provided all expressions are well-defined. This formula can also be used to prove many properties
of Schur polynomials.
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