Accurate estimation of state of charge (SOC) is greatly crucial for safely and reliably charging and discharging the lithium-ion batteries, especially for those used in electric vehicles (EVs). Currently, a lot of algorithms have been proposed to estimate the battery SOC. In this paper, we compared four filter-based algorithms, including the standard particle filter (PF), the unscented Kalman filter, the unscented Kalman-particle filter (UPF), and the extended Kalman-particle filter (EPF), in terms of the estimate accuracy and convergence rate. The federal urban driving schedule (FUDS) and the urban dynamometer driving schedule (UDDS) were applied to evaluate the performance of these estimation algorithms. Comparison results showed that compared with the UKF, the PF can improve the estimate accuracy, however, it takes much more time to correct the initial SOC error. By introducing the EKF and UKF into the particle filter, the convergence rate can be greatly improved without the decrease in estimate accuracy, and convergence rate is very close to that of the UKF.
Introduction
With the increasing issues caused by the industrial development and environmental pollution, electric vehicles (EVs) are rapidly developing. The lithium -ion battery has been widely utilized as a promising power source of EVs for its high energy and power density, no memory effect, and slow rate of self-discharge. In order to guarantee safe and reliable operation, a battery management system (BMS) is required to monitor and control the lithium-ion batteries [1] . To accurately predict the residual range of the EVs, one of the parameters directly involved in its calculation is the state of charge (SOC), which describes the remaining capacity of the battery. However, acquiring an accurate SOC value is challengeable, because the SOC is immeasurable and nonlinearly varies with many factors, such as current rate, ambient temperature, battery aging and measurement noises. Therefore, a number of methods for SOC estimation have been developed. Some methods need not to establish a battery model, so they are usually called as non-model based methods, such as the Ampere-hour integral method [2, 3] , open-circuit voltage method [4] , electrochemical impedance spectroscopy method [5] , machine learning based methods (e.g., artificial neural network [6] [7] [8] and support vector machine [9, 10] ). These methods are open-loop, so they cannot correct errors caused by inaccurate initialization of SOC, measurement noises and external disturbance. In addition, the estimation accuracy of the machine learning-based methods highly depends on the quantity of the training data. However, it is nearly impossible to collect an adequate number of training data, covering all loading scenarios of the battery.
Compared with the open-loop methods, model-based methods are more effective to online correct errors due to measurement noises and an initial SOC error. The model-based methods typically include the Kalman filter (KF) [11] , extended Kalman filter (EKF) [12] , unscented Kalman filter (UKF) [13, 14] , H infinity filter [15] , etc. Although the KF-based SOC estimation methods presented satisfying results in terms of accuracy and robustness to the measurement noises, they have some shortcomings. For example, the EKF suffers from linearization error and needs to calculate the Jacobian matrix, which may lead to instability of the filter [15] . In addition, the KF-based methods assume that the noises follow the Gaussian distribution, which is usually inconsistent with the conditions in a practical battery system. Then the particle filter (PF) was proposed. The PF has no restrictions on non-linear and non-Gaussian systems, so it has also been introduced to realize parameter and state estimation of the battery [17, 18] . The generation of the importance density function is essential to improve the performance of the particle filter. The PF can be improved by introducing the EKF and UKF to generate the importance density function. These improved particle filter algorithms were also used to estimate the state of charge of lithium-ion batteries [19, 20] .
In this paper, we compared four algorithms, including the standard particle filter (PF), the unscented Kalman filter, the unscented Kalman-Particle filter (UPF), and the extended Kalman-Particle filter (EPF) for estimating the SOC of a single cylindrical-type 18650 battery. Accuracy and convergence ability are focused in this paper.
Methodologies

The standard particle filter
Particle filter is an approximate Bayesian filtering algorithm based on Monte Carlo simulation. The main idea is to use some discrete random sampling points to approximate the probability density function of the random variables of the system, instead of the integral operation with the mean of the samples, achieving the minimum variance estimate of the state. The principle of the particle filter can be summarized as follows:
(1) Initialization: t=0
where N is the number of the particle, and X stands for the state vector of the system.
(2) For t= 1:T (a) Importance sampling
For i=1:N, recalculate the weight for each particle as
Actually, in the battery model, we give the weight equation as follows:
where Zk is the real measurement value, i k Z is the predicted measurement value, and R is the measurement noise covariance.
For i=1:N, calculate the normalized weight
Using the residual resampling, the particle set 
The extended Kalman-particle filter
Using the EKF to generate the proposal distribution density yields the extended particle filter (EPF). Since the EKF algorithm is used to calculate the mean and variance of the process based on the latest observation information Zk, it can approximate the function of the posterior filter density.
Especially, the EPF uses the EKF algorithm and the latest observed value to calculate the mean and variance of the i th particle in the (a) importance sampling stage in step (2) , and uses the mean and variance to update the particle as follows:
(a) Importance sampling stage 
 Particle update Sampling from the Gaussian proposal density distribution
The unscented Kalman-particle filter
As with the EPF algorithm, the UPF algorithm uses the unscented Kalman filter (UKF) to calculate the mean and covariance for each particle at the time of importance sampling, and then uses the mean and variance to guide the sampling to produce a Gaussian proposal distribution for each particle. The principle of UPF is summarized as follows: (1) Initialization, k=0  For i=1:N, Extract the initialization state () 0 i X from the prior distribution p(X0). 
 Sampling to update the particles ( ) ( ) ( ) ( ) ( ) 0: 1 1:
For i=1:N, recalculate the weight for each particle
Then the last two steps, (b) resampling and (c) output, are the same with that introduced in Section 2.1.
Experimental results and discussion
Experimental configuration
A test bench was developed as shown in Figure 1 . The test bench is composed of a NEWARE BTS4000 battery cycler, a host computer, and the tested lithium-ion battery. The cycler is used to load the programmed current profiles on the battery cells, as well as to collect the battery voltage and current within a range of 0~5V and -6~6A respectively. The measurement accuracy of voltage and current are both higher than 0.1%. The host computer, on which a NEWARE BTS software (version 7.5.6) and a MATLAB R2016a are installed is employed to control and monitor the cycler via Ethernet cables, as well as to store the voltage and current collected by the battery cycler. The tested lithium-ion battery is 
Results and discussion
Two typically used driving cycles, namely the UDDS (Urban Dynamometer Driving Schedule) and FUDS (Federal Urban Driving Schedule) were used to assess the performance of the SOC estimate algorithms. In this paper, we mainly focus on the convergence rate and estimate accuracy. Figure 2 and Figure 3 present the results with a real initial SOC of 95% and an incorrect initial SOC of 35% with the UDDS cycle and FUDS cycle, respectively. It is clear that compared with the UKF, the particle filter can improve the estimate accuracy, however, it takes much more time to correct the initial SOC error, meaning that it performs very slow convergence rate. By introducing the EKF and UKF into the particle filter, the convergence rate can be greatly improved without the decrease in estimate accuracy, and convergence rate is very close to that of the UKF. In addition, the EPF and UPF can reduce the SOC fluctuation. The SOC errors are summarized in Table 1 and Table 2 . It can been that both the EPF and UPF has higher precision than the UKF. It is worth mentioning that the number of particles for the particle filter was set to be 100. 
Conclusions
In this paper, four filter-based algorithms for battery SOC estimation, including the standard PF, the UKF, the UPF, and the EPF, are compared in terms of the estimate accuracy and convergence rate. Data collected from two typical driving cycles, namely the FUDS and UDDS were applied to evaluate the performance of the SOC estimation algorithms. Experimental results revealed that that compared with the UKF, the PF can improve the estimate accuracy. However, it takes much more time to correct the initial SOC error. By introducing the EKF and UKF into the particle filter, the convergence rate can be greatly improved without the decrease in estimate accuracy, and the convergence rate is very close to that of the UKF.
