Abstract-Kernel clustering algorithms have the ability to capture the non-linear structure inherent in many real world data sets and thereby, achieve better clustering performance than Euclidean distance based clustering algorithms. However, their quadratic computational complexity renders them nonscalable to large data sets. In this paper, we employ random Fourier maps, originally proposed for large scale classification, to accelerate kernel clustering. The key idea behind the use of random Fourier maps for clustering is to project the data into a low-dimensional space where the inner product of the transformed data points approximates the kernel similarity between them. An efficient linear clustering algorithm can then be applied to the points in the transformed space. We also propose an improved scheme which uses the top singular vectors of the transformed data matrix to perform clustering, and yields a better approximation of kernel clustering under appropriate conditions. Our empirical studies demonstrate that the proposed schemes can be efficiently applied to large data sets containing millions of data points, while achieving accuracy similar to that achieved by state-of-the-art kernel clustering algorithms.
I. INTRODUCTION
Clustering, a primary data mining task, has found use in a variety of applications such as web search, social network analysis, image retrieval, medical imaging, gene expression analysis, recommendation systems and market analysis [1] .
Kernel-based clustering techniques, which employ a nonlinear distance function, have the ability to find clusters of varying densities and distributions, characteristics inherent in many real data sets. They embed the data points into a high-dimensional non-linear manifold where the clusters tend to be more separable. However, these algorithms require the computation of an n × n kernel matrix, where n is the size of the data set. This renders them non-scalable to large data sets that contain more than a few tens of thousands of points. On the other hand, linear clustering algorithms based on the Euclidean distance measure are more efficient in terms of computational and memory complexity. An elegant technique for deriving the best of both worlds was proposed by Rahimi et al. in [2] .
The data is mapped into a low-dimensional randomized feature space spanned by m basis vectors (called the Fourier components) drawn from the Fourier transform of the kernel function. The inner product of the data points in this feature space approximates the kernel similarity between them. A linear learning algorithm is then applied to this data based on random Fourier features, while obtaining performance similar to that of the kernel-based learning algorithm. This technique has been successfully applied to several learning tasks including classification, regression and retrieval [3] - [5] .
In this article, we propose to take advantage of this scheme to speed-up kernel clustering algorithms. We focus on the kernel k-means algorithm [6] due to its simplicity and equivalence with most other kernel based clustering algorithms [7] . Given the vector representations of the data points based on the random Fourier features, we propose to apply the k-means algorithm [1] to find the clusters in the data. We show that, when compared to the kernel k-means algorithm, the proposed clustering algorithm achieves an approximation error of O (1/ √ m) , where m is the number of Fourier components. To the best of our knowledge, this is the first work that explores random Fourier features for kernel clustering and provides theoretical guarantees. We also propose a more effective scheme, which executes kmeans on the top singular vectors of the transformed data matrix to identify the clusters in the data set. Our analysis shows that this method achieves an approximation error of O(1/m), provided certain reasonable assumptions are satisfied. We demonstrate the accuracy and efficiency of the proposed algorithms empirically on several large data sets.
The rest of the paper is organized as follows: Section II outlines some of the related literature. We discuss the preliminaries about kernel k-means and random Fourier feature maps in Section III, and describe the proposed methods for large scale kernel clustering in Section IV. We present our empirical results in Section V and conclude in Section VI.
II. RELATED WORK
Large scale clustering has been the focus of the data mining research community for the past 20 years. A major challenge that is faced in clustering large data sets containing millions of data points is the high computational and memory complexity.
Several methods have been proposed to cluster large data sets efficiently. Some of the early methods included incremental [8] , [9] and divide-and-conquer [10] based clustering algorithms. Algorithms like BIRCH, CURE, CLARA and CLARANS [11] - [13] employed data sampling and summarization techniques to handle large data sets. Of late, distributed techniques, which split the clustering task among a large number of processors are gaining prominence [14] - [17] . Parallel implementations of conventional clustering algorithms like the k-means [1] and Canopy clustering [18] algorithms on the MapReduce framework [19] are readily available [20] . However, these approaches are limited to the Euclidean distance based similarity and cannot identify arbitrarily shaped clusters.
Kernel clustering techniques address this limitation by embedding the data points into a high-dimensional nonlinear manifold. A number of kernel-based clustering methods such as kernel k-means [6] , spectral clustering [21] , and kernel Self-Organizing Maps (SOM) [22] have been developed. While they usually achieve better performance than the Euclidean distance based clustering algorithms, they are not scalable to large data sets due to their high runtime and memory complexity. Several approximation techniques have been used to address these challenges. Efficiency of spectral clustering was improved using the Nystrom approximation and random projection [23] - [25] . In [26] , parallel eigensolvers were employed to obtain the eigenvectors of a sparse approximation of the kernel matrix and perform spectral clustering. The approximate kernel kmeans algorithm [27] employed the Nystrom approximation to reduce the complexity of kernel k-means clustering. In our study, we employ random Fourier maps to improve the efficiency of kernel clustering.
Random Fourier Maps project the data set into a low dimensional space spanned by vectors drawn from the Fourier transform of a shift-invariant kernel function. This technique was deployed in classification [2] , [3] , kernel regression [4] and data compression [5] . They allow the use of efficient linear learning algorithms to approximate kernelbased learning algorithms, with only a small reduction in accuracy.
III. BACKGROUND

Kernel k-means: Let
represent the input data set of n data points, to be clustered into C clusters. Let κ(·, ·) be the kernel function used to compute the similarity between any two data points. In our study, we assume: (i) κ(·, ·) is shift-invariant 1 , i.e. κ(x, y) = κ(x − y), and (ii) κ(x, x) = κ(0) = 1. Let H κ be the Reproducing Kernel Hilbert space (RKHS) endowed by the kernel function, and | · | Hκ represent the functional norm for H κ .
The objective of the kernel k-means problem is to minimize the clustering error, defined as the sum of the squared distance from each point to its cluster center. This can be posed as the following optimization problem:
where U is the cluster membership matrix satisfying
are the cluster centers, and H = span(κ (x 1 , ·) , . . . , κ(x n , ·)). The factor 1/n is introduced only for the purpose of normalization.
Given the cluster membership U , the cluster centers
can be expressed as
where n k is the number of data points assigned to cluster k. By substituting (2) in (1), we can express the kernel k-means problem as the following trace maximization problem: max
where the normalized kernel matrix
. To solve the problem in (3), we need to compute the n × n matrix K, which is infeasible for data sets containing millions of data points.
Random Fourier Features:
The authors of [2] propose a novel technique for finding a low dimensional mapping of any given data set, such that the dot product of the mapped data points approximates the kernel similarity between them.
Let p(w) denote the Fourier transform of the kernel function κ(x − y), i.e.
According to Bochner's theorem [29] , p(w) is a valid probability density function, provided the kernel function is continuous and positive-definite.
Let w be a d-dimensional vector sampled from p(w). The kernel function can be approximated as
where f (w, x) = (cos(w x), sin(w x)) .
We can approximate the expectation in (4) with the empirical mean over m Fourier components w 1 , . . . , w m , sampled from the distribution p(w), to obtain a low dimensional representation of the point x:
Using this mapping, the kernel matrix K can be approximated as
where
The following theorem shows that the Frobenius norm (denoted by |·| F ) of the difference between K and K decreases at the rate of O(1/ √ m) 2 . For the sake of simplicity, we present only our main results here and detail the proofs in the Appendix.
Theorem 1: For any δ ∈ (0, 1), with probability 1 − δ, we have
K is a good approximation of K provided that the number of Fourier components m is sufficiently large.
IV. KERNEL CLUSTERING USING RANDOM FOURIER FEATURES A simple and straightforward method of using random Fourier features for kernel clustering is to replace the kernel matrix K in (3) with the approximate kernel matrix K in (6), leading to the following optimization problem: max
It is clear that the problem in (8) can be solved by executing k-means [1] on the matrix H. Algorithm 1, which we call the RFF clustering algorithm, shows the procedure for clustering using the random Fourier features obtained from the RBF kernel.
In the following theorem, we bound the difference between the solutions of (3) and (8):
Theorem 2: Let U * and U * m be the optimal solutions of (3) and (8), respectively. Let
Theorem 2 indicates that the approximation error of the RFF clustering algorithm reduces as the number of random Fourier components m increases.
Despite its simplicity, RFF clustering may suffer from high computational cost. A large number of random Fourier components may be required to achieve a low approximation error, as a result of which, we need to execute k-means over a high-dimensional space, leading to high runtime complexity. To address this problem, we propose using an idea similar to that in [27] and constrain the cluster centers to lie in the subspace spanned by the top eigenvectors of the kernel matrix. Let
denote the eigenvalues and eigenvectors of the kernel matrix K, ranked in the descending order of the eigenvalues. It can be proved that when the last n − C eigenvalues {λ i } n i=C+1 of K are sufficiently small, the subspace H can be well approximated by the subspace spanned by the top C eigenvectors of K, i.e.
Hence, the kernel k-means problem in (1) can be approximated as
Hκ , (9) which can be solved by executing k-means on the top eigenvectors of K, i.e. by solving the following optimization problem: arg max
and Z represents the cluster membership matrix. This method leads to a significant reduction in computational cost when compared to the RFF clustering algorithm, as each data point is represented by a C-dimensional vector and k-means needs to be executed over a lower dimensional space. However, computing the eigenvectors of K requires the computation of the n × n kernel matrix, which is infeasible when n is large. We address this challenge by approximating the eigenvectors of K using the singular vectors of the random Fourier features, and thereby avoid computing the full kernel matrix. More specifically, we compute the top C singular values and the corresponding left singular vectors of H, denoted by {(
, where C is the number of clusters 4 , and represent the data points in D by the matrix V C = ( v 1 , . . . , v C ). We then solve the approximate optimization problem arg max
by executing k-means on the matrix V C to obtain the C clusters. This procedure, named as the SV clustering algorithm, is outlined in Algorithm 2. It has the same input and output as the RFF clustering algorithm, but differs in the final two steps.
As the dimensionality of the input to the k-means clustering step in the SV clustering algorithm is significantly (7). 3: Run the k-means algorithm on H with the number of clusters set to C and obtain the membership matrix U .
smaller than that in the RFF clustering algorithm, SV clustering is more efficient than RFF clustering, despite the overhead of computing the singular vectors. In the following theorem, we show that the SV clustering algorithm yields a better approximation of kernel clustering than the RFF clustering algorithm, provided there is a sufficiently large gap in the eigenspectrum. Theorem 3: Let Z * and Z * m be the optimal solutions of (10) and (11), and let Z * and Z * m represent their normalized versions (as in Theorem 2), respectively.
With probability 1 − δ, we have
Theorem 3 shows that, like the RFF clustering algorithm, the SV clustering algorithm's approximation error reduces as the number of Fourier components increases. We note that the assumption of the existence of a large eigengap, adopted by many earlier kernel-based algorithms which rely on the spectral embedding of the data [21] , essentially implies that most attributes of the data can be well approximated by vectors in a low-dimensional space.
Computational Complexity Sampling from the Fourier transform of the kernel function is a relatively inexpensive operation for most shift-invariant kernels. For instance, several efficient techniques have been proposed for sampling from a Gaussian distribution in the literature [31] . (m, s, l, C) n, the proposed algorithms have linear time complexity. We note that the time taken by the k-means step in the SV clustering algorithm is O(nC 2 l), as opposed to O(nmCl), the time taken by the k-means step in the RFF clustering algorithm. As seen in Theorem 2, the value of m needs to be large for the RFF clustering algorithm to achieve a low approximation error. As a consequence, m C and therefore, the SV clustering algorithm is more efficient than the RFF clustering algorithm.
The values chosen for m and s introduce a trade-off between the clustering quality and efficiency. Higher values result in better clustering quality but lesser speedup. In our implementation, we found that a reasonably good accuracy can be achieved by setting the value of m to range between 1% and 2% of n, and setting s to around 2% of n. Lower m/n ratio values work well as n increases.
V. EMPIRICAL ANALYSIS
In this section, we evaluate the proposed clustering algorithms in terms of their clustering accuracy and scalability. We compare their performance with state-of-the-art kernel clustering algorithms on four public domain data sets: MNIST, Forest Cover Type, Poker and Network Intrusion.
A. Data sets
We use four benchmark data sets to evaluate the large scale clustering performance of the proposed schemes:
• MNIST: The MNIST data set [33] We filtered out the data from classes which contain fewer than 500 data points, to form a data set with 4, 897, 988 data points from 10 classes.
B. Baseline algorithms
We compare the proposed algorithms with the kernel kmeans algorithm to demonstrate that they achieve similar clustering accuracy. We also compare their performance with the approximate kernel k-means algorithm [27] , which employs a randomly sampled subset of the data to speedup kernel k-means, and the Nystrom approximation based spectral clustering algorithm [24] , which clusters the top C eigenvectors of a low rank approximate kernel matrix obtained from a randomly sampled subset of the data, using the Nystrom approximation technique [23] . We also gauge the performance of our algorithms against that of the kmeans algorithm to show that they achieve better clustering accuracy.
C. Parameters
We use the RBF kernel for all the kernel-based algorithms on all the data sets. We set λ equal to ρd, where d is the average pairwise Euclidean distance between the data points and parameter ρ is tuned in the range [0, 1] to obtain optimal performance 5 . We vary the number of Fourier components m from 100 to 2000 for the first three data sets. On the Network Intrusion data set, the value of m is varied only 5 Note that the kernel width parameter can be set using other heuristics [21] , [37] , [38] . Parameter selection is not part of the clustering algorithms. The performance of our algorithms relative to the baseline algorithms, is not dependent on the heuristics employed to choose the kernel parameters, provided the parameters are tuned to achieve optimal performance on the given data set. upto 1000, in order to limit the memory requirement to 40 GB. For the approximate kernel k-means and spectral clustering algorithms, m represents the size of the sample drawn from the data set. The value of s, the number of rows sampled from H to compute the approximate singular vectors, is set to 2% of the total number of data points. The number of clusters C is set equal to the true number of classes in the data set.
All algorithms were implemented in MATLAB 6 and run on a 2.8 GHz processor using 40 GB RAM. All results are averaged over 10 runs of the algorithms. In each run of the proposed algorithms, we use a different set of randomly sampled Fourier components. For the baseline algorithms which use a subset of the data, we use different randomly sampled subsets in each run.
D. Experimental results
Clustering accuracy
We measure the clustering accuracy of the proposed algorithms in terms of the Normalized Mutual Information (NMI) [39] between the cluster labels and the true class labels. Let
be the membership matrices corresponding to the cluster labels assigned by the clustering algorithm, and the true class labels respectively 7 . The NMI achieved by the clustering algorithm, is defined by
where n The NMI values achieved by the algorithms on the four data sets are shown in Fig. 1 . We first observe that the accuracy of all the kernel based algorithms, including the proposed algorithms, is better than that of the k-means algorithm, demonstrating the fact that incorporating a non-linear distance function improves the clustering performance.
We also note that, although the SV clustering algorithm performs worse than the RFF clustering algorithm in terms of NMI when m is small, it yields similar performance as the RFF clustering algorithm when m ≥ 500 for all the data sets. On the MNIST data set, as the value of m increases from 100 to 2000, the average NMI achieved by the RFF clustering algorithm increases by about 15% whereas the SV clustering algorithm achieves an increase of 20%. Similar rates of increase are observed on other data sets also. This verifies our claim that the SV clustering algorithm has a faster convergence rate than the RFF clustering algorithm for kernel clustering.
On the MNIST data set, we observe that the performance of both our algorithms is similar to that of kernel k-means when m ≥ 1000. The difference in NMI of the proposed algorithms and kernel k-means reduces as the number of Fourier components increases. Comparison with kernel kmeans is not feasible on the remaining data sets due to their large size.
The proposed algorithms' performance is significantly better than that of the Nystrom approximation based spectral clustering algorithm on all data sets. On the MNIST data set, they perform slightly worse than the approximate kernel k-means algorithm, when m is small but the difference in NMI becomes negligible as m increases. On the remaining data sets, almost identical performance is achieved by our algorithms and the approximate kernel k-means algorithm, even for small values of m.
Scalability
The running time of the baseline algorithms and the proposed algorithms are recorded in Table I .
We first observe that the RFF clustering algorithm takes longer time than the SV clustering algorithm on all the data sets. Though both algorithms require the computation of the data matrix H, the time taken to perform this computation is insignificant when compared to the k-means clustering time. RFF clustering involves running k-means on a 2m-dimensional matrix, which takes longer than running kmeans on a C-dimensional matrix. Although the SV clustering algorithm includes computing the singular vectors of H, the overhead of performing SVD is small, rendering it more efficient than the RFF clustering algorithm. On the MNIST data set, the SV clustering algorithm is about 20 times faster than the RFF clustering algorithm, even when m is as small as 100. Similar speedup values are observed on the remaining data sets also. Given the fact that the SV clustering algorithm achieves similar clustering accuracy as the RFF clustering algorithm when the number of Fourier components is sufficiently large, we conclude that the SV clustering algorithm is more suitable for large scale kernel clustering than the RFF clustering algorithm. In the table, we emphasize the values of m for which the SV clustering algorithm is as accurate as the RFF clustering algorithm but more efficient.
Although both the algorithms are more efficient when compared to kernel k-means with the full kernel matrix on the MNIST data set, the SV clustering algorithm achieves a higher speedup than the RFF clustering algorithm. On an average, the SV clustering algorithm is about 30 times faster than kernel k-means.
The Nystrom approximation based spectral clustering algorithm finds the clusters by executing k-means on the top eigenvectors of a low rank approximate kernel matrix derived from a randomly sampled subset of the data set. It first obtains the eigenvectors of an m × m matrix and then extrapolates them to the top eigenvectors of the n × n kernel matrix. As the SV clustering algorithm only finds the top singular vectors of an s × m matrix, it is more efficient than the Nystrom approximation based spectral clustering algorithm in most cases. We note that the speedup on the Network Intrusion data set becomes significant only when m ≥ 500. However, as seen earlier, the SV clustering algorithm achieves a better clustering accuracy even when m is small, thereby rendering it more efficient.
The SV clustering algorithm is also faster than approximate kernel k-means on all the data sets, primarily due to the fact that unlike the approximate kernel k-means algorithm, the dimensionality of the input to the k-means step (which dominates the running time) remains constant despite the increase in m. The input dimensionality of k-means in the approximate kernel k-means algorithm increases linearly with m.
Again, as the dimensionality of each data set is greater than the number of clusters in it, the SV clustering algorithm run faster than the k-means algorithm, when m is sufficiently small.
All these results indicate that the SV clustering algorithm which uses the singular vectors of the random Fourier features to identify the clusters in the data set is an accurate and scalable approximation of kernel k-means.
VI. CONCLUSIONS
We have proposed two algorithms, the RFF clustering algorithm and the SV clustering algorithm, which use random Fourier features to obtain a good approximation of kernel clustering using an efficient linear clustering algorithm. We have analytically bound the approximation error of both these methods. We have shown that, when there is a large gap in the eigenspectrum of the kernel matrix, the SV clustering algorithm which clusters the singular vectors of the random Fourier features is a more effective and scalable approximation of kernel clustering, allowing large data sets with millions of data points to be clustered using kernelbased clustering. We have demonstrated the accuracy and scalability of our algorithms on several large data sets.
The proposed algorithms are currently applicable only to kernel functions with analytical inverse Fourier transforms. In the future, we plan to extend our work to other random feature maps and design more efficient clustering algorithms 
APPENDIX EIGENSPACE APPROXIMATION
The following theorem shows that when the last n − C eigenvalues of the kernel matrix K are sufficiently small, an approximate solution to the kernel k-means problem in (1) can be obtained by constraining the cluster centers to the subspace H a spanned by the eigenvectors of K corresponding to its top C eigenvalues {λ i } C i=1 : Theorem 4: Let E and E a represent the optimal clustering errors in (1) and (9), respectively. We have
and U * be the optimal solutions to (1) . Let c a k (·) represent the projection of c * k into the subspace H a . For any κ(x i , ·), let g i (·) and h i (·) be the projections of κ(x i , ·) into the subspace H a and into span(v C+1 , . . . , v n ), respectively. We have 
PROOFS OF THEOREMS
Proof of Theorem 1
To prove this theorem, we use the following lemma from [40] :
Lemma 1: Let H be a Hilbert space and ξ be a random variable on (Z, ρ) with values in H.
be independent random drawers of ρ. For any 0 < δ < 1, with We obtain the required result by substituting these values in (13) .
Proof of Theorem 2
We have
We complete the proof by using the result from Theorem 1 and the strong convexity property of tr(U KU ).
Proof of Theorem 3
We prove Theorem 3 by using the following two lemmas and performing analysis similar to that in the proof of Theorem 2:
Lemma 2: Given δ ∈ (0, 1), we assume (λ C − λ C+1 ) ≥ 3Δ, where Δ is defined in (12) . Then, with probability 1−δ, there exists a matrix P ∈ R (n−C)×C satisfying 
As λ C − λ C+1 ≥ 3Δ, we also have γ δ < 1 2 , allowing us to apply Lemma 3 and obtain the required result.
Lemma 4:
Under the assumptions of Lemma 2, with a probability 1 − δ, we have
where Δ is defined in (12) . Proof: Define A = P (I + P P ) −1/2 and B = I − (I + P P ) −1/2 . Let {γ i } C i=1 be the eigenvalues of P P . Using the result from Lemma 2, we have
We complete the proof by using the fact that
.
