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1. INTRODUCTT~N 
In [l] Nakao derives upper bounds for solutions of the difference- 
functional inequality 
C(1 + t)‘(u(t + 1) - 24(t)) ( g(t) - sup U’+a(s), t > 0, (A) t<s<t+1 
where C, ar, r are constant with C > 0, a > 0 and where u and g are 
nonnegative real-valued functions. These bounds are then used in the study 
of nonlinear evolution equations, including partial differential equations of 
parabolic and hyperbolic types. Nakao’s application of (A) to evolution 
equations is both interesting and significant, and motivated our own 
investigation. 
We shall derive Nakao’s results for (A) from the less restrictive inequality 
C(1 + t)‘(u(t + 1) - u(t)) < g(t) - U’+=(t + 1). 09 
The latter admits a comparison theory which is imilar to that for first-order 
differential inequalities and is of comparable simplicity. In contrast to the 
rather burdensome derivations presented in [ 11, it is seen that results follow 
from (B) with little calculation. Thus we get Nakao’s bounds, often in 
sharpened form, as well as others not considered by him. Our theory applies 
to a class of inequalities which is much more general than (B), thus leading 
to a corresponding extension of the class of evolution equations which come 
within the scope of Nakao’s methods. For this use of our results the reader is 
referred to [ 11. 
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2. THE MONOTONICITY THEOREM 
Let N denote the set of natural numbers including zero and let R ’ denote 
the set of nonnegative reals. For the sequence (u,, ): N + R and for the 
function U: R + + R we write, respectively, 
k=u,+,-u,, &d(t) = u(t + 1) - u(t). 
If f: R + x R --, IF? has the property that p > q =S f(t, p) > f(t, q) it is said 
that f(t, 1) is increasing and if -f has this property it is said that f(t, 1) is 
decreasing. In either case, the condition is required for all t E R +. 
LEMMA . Suppose (i) f(t, T ) is increasing and 
6u, < fh u,), 6~~ 2 fh u,), nEN 
or (ii)& 1) is decreasing and 
au, <f(n, un+A 6~~ >f(n, u,+J, nE N. 
Then u, < vO 3 u, < D,,, n E N. 
If the conclusion fails we can find m such that u, < v, but u,, i > u,+ i . 
In case (i) we get a contradiction, 
au, > 6v, 2 f 06 urn> 2 f (m, 4. 
Similarly, a contradiction is obtained in case (ii). 
A continuous analogue of the lemma is given by the following 
THEOREM. Let u and u be functions Rt -P R. Suppose (i) f (t, T) is 
increasing and 
W) <f(bWL W) > f (6 W), tEIR+ 
or (ii) f(r, 1) is decreasing and 
W) < f (6 u(t + 1 I), W) > f(t, a -t l>>, tEiR+. 
Then 
u(t) < u(t) for 0 ,< t < 1 => u(t) < u(t) for t E R +. 
This follows by taking u, = U(S + n), v, = u(s + n) in the lemma with 
O<s< 1. 
Let us note that the conclusion in case (ii) remains true if u satisfies, 
instead of &(t) <f(t, u(t + l)), the inequality &(t) < f(t, max,,,,,, I u(s)), 
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or, more generally, an inequality &(t) < f(t, F, u), where FI is a functional 
with the property that Fttu > ~(t + 1). This is so because, by the 
monotonicity off(t, l), the stated inequality implies &(t) <f(t,u(t + 1)). A 
similar remark applies to case (i). 
3. ESTIMATION 
Throughout the sequel U, U, g, h are functions R + --) R and 
u-(t) = ,,f:;+, u(r), u + (0 = t<fu<y+, u(r). 
/ 
The following corollary can often 6 used to get a global bound for U, 
depending on the initial value u+(O): 
COROLLARY 1. Let f and u satisfy the hypothesis (i) or (ii) of the 
Theorem and suppose further that f (t, M) < 0 for t E R +, where M is 
constant. Then u+(O)<M+u(t)<M, tE I?+. 
For proof, take u = M in the Theorem. 
In the following corollaries the Theorem is applied to the interval [T, 00) 
with T large, instead of [0, co). The initial condition is then u(t) < v(t) for 
T~ftT+l.ItissaidthatuisZocallyboundedifu+(t)<cx,fortEIRt.In 
Corollary 2 the expression vii. is to be understood as (v”)- : 
COROLLARY 2. Let u be a locally bounded solution of 
h(t) W) < g(t) - u(t + 11, tEIR+, 
where g > 0 and h > 0 for large t. Suppose v is positive for large t and 
satisfies the condition 
(h(t) + I)(v’(t) + &Y(t)) + v(t) > g(t), Ib 1. 
Then u(t) < O(v(t)) as t + a~. 
For proof let us note that for large t 
v(t + 1) = V(l) + v’(t) + iv”(r), t<r<t+l. 
If v(t + 1) is replaced by this expression both in &(t) and in its explicit 
occurrence, it is seen that 
h(t) au(t) > g(t) - v(t + 1) 
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for large 1, say for t > T. If J is a constant > 1 such that u + (7’) Q J,-(T), it 
follows from part (ii) of the Theorem that u < Jv for t > T. 
A similar result follows from part (i) of the Theorem. If 
40 W) < g(t) + 44 
and 
h(t)(v’(t) + +22!(t)) - v(t) 2 g(t), 
then we have again u(t) < O(v(t)). 
It is said that f: R + -+ R is admissible if there exist constants a, T such 
that 
f(t) > 0 and fWfW G a for s,t>T, Is-tl<l. 
We can interchange the roles of s and t and get the lower bound l/a for 
f(sYf(t)- 
The next corollary applies to the nonlinear case a > 0. 
COROLLARY 3. Let f and h be admissible functions such that 
lim s,up h(t) f ‘(t) < co + 
and let u be a locally bounded, nonnegative solution of 
h(t)&(t) Q g(t) - u(t + l)‘+=, 
where a > 0. Then 
g(t) = O(f (t) - l- I’q *u(t) = O(f(t)-““) as t-+03. 
This follows by the choice v(t) = Jf(t)p”a in part (ii) of the Theorem, 
where J is a sufficiently large positive constant. Since Bv(t) = v’(z), the 
desired inequality for v holds if 
-(J/a) h(t) f(r)-‘-“*f ‘(5) > Bf (t)-‘-‘la - J’+af (t + l)- 1-‘/e 
whenever t < t < t + 1. Here B is an upper bound for g(t) f(t)‘+““. Upon 
using the fact that f and h are admissible, we can replace the arguments t
and t + 1 by r, apart from a multiplicative constant applied to f and h, and 
the differential inequality in t so obtained is ensured by the main hypothesis 
hf’ < A < co. Increasing J further, if necessary, we also get the initial-value 
inequality v -(7’) > u+(T) needed for application of the Theorem. 
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The hypothesis u > 0 is imposed to ensure that ulfrr is well defined and 
monotone. If a is an even integer, or more generally, if u’+= is replaced by 
IUI ’ ta sgn u, this hypothesis could be dropped. 
4. EXAMPLES 
We consider the inequality 
C( 1 + t)’ &(t) < g(t) - u(t + 1)’ +a, tElR+, PI 
where g is a positive function R + --) R and where C, a and r are real 
constants with C > 0, a > 0. It is assumed further that u is locally bounded 
and that u > 0. In several of the results the inequality could be replaced by 
h(t) &4(t) < g(t) - u(t + 1)’ +n, tER+, 
where h > 0 and 
C = lim s,“p t-‘h(t) or --t C = li~~mt-‘h(t) 
according as the function v in our conclusion u = O(u) is decreasing or 
increasing. This is evident from the proofs, which are based on the Theorem 
or on Corollary 2 or 3. The specific choice h(t) = C(1 + t)’ agrees with [I]. 
The first four examples deal with the linear case. 
EXAMPLE 1. Let a = 0. If r < 1 (C, m arbitrary) or if r = 1 and 
m > -l/C, then 
g(t) = O(P) 3 u(t) = O(P). 
EXAMPLE 2. Let a = 0, r = 1 and Cm = - 1. Then 
and 
g(t) = O(P) * u(r) = O(P log t) 
g(t) = O(P-1) =s u(t) = O(P). 
EXAMPLE 3. Let (x=0, 0 < r < 1, and Cm(1 - r) > -1. Then 
g(t) = O(exp(m’-‘)) * u(t) = O(exp(mt’-‘)). 
EXAMPLE 4. Let a = r= 0. The function 4(t) =epf, where ,U = 
log(C/(C + 1)) < 0, satisfies C@(t) = -@(t + 1). Since 6 = u is a solution of 
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inequality (B) for any g > 0, a decay faster than e”’ cannot be expected. On 
the other hand, if m > log(C/(C + l)), then 
g(t) = O(emf) * u(t) = O(em’). 
These results follow by use of a comparison function 
v = P, tm log t or (t + cy, exp(mt’-‘), emr 
in the four cases, respectively. Here c is any constant satisfying 2c > 1 -m. 
Examples 1 and 3 are rather crude and can be deduced with equal ease from 
the Theorem or from Corollary 2. Example 2 is more delicate and is best 
obtained from Corollary 2, while Example 4 is still more delicate and 
requires the Theorem. 
The next examples are all nonlinear with a > 0. 
EXAMPLE 5. Leta>Oandr<l.Then 
g(t) = O((log t)-(a+‘)‘a) =P u(t) = O(logt)-I’@). 
EXAMPLE 6. Let a > 0 and Y < 1. Then 
EXAMPLE 7. Let a > 0. Then for any positive, increasing function g we 
have u(r) = O(g(t) “(’ + @). For example, 
g(t) = O(e(’ +n)mf ) a u(t) = O(emf) (m > 0). 
These results follow immediately from Corollary 3 by taking f(t) = log t 
(Example 5) f(t) = t’ -’ (Example 6) and f(t) = G(t) -a”li-n), where G >, g 
is a differentiable, increasing function (Example 7). 
Examples l-6 improve Theorem 1 of [l] in three respects: the hypothesis 
on g is weaker, the conclusion is in most cases stronger, and the analysis is 
based upon (B) rather than upon the more stringent condition (A). When the 
function g is given explicitly on R t one can get correspondingly explicit 
bounds for u, as is clear from the structure of the Theorem and from the 
proofs of Corollaries l-3. 
5. A COUNTEREXAMPLE 
We mention a flew in Nakao’s proof of Theorem 1, case (i). For 
simplicity, let a = r = C = 1, i.e., 
u:(t) + (1 + t) su(t) < g(t). (*) 
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After having obtained the (correct) bound C,/log t for large t, he states in 
(1.6) that 
for small t. The following counterexample disproves this assertion. 
Let u(t) = 0 for 0 < t < 2 and u(t) = l/t for t > 2, and let g(t) be defined 
in such a way that equality holds in (*). Then the estimate in question reads 
u(t) < g(r) = u:(t) + (1 + t) W), 
which is false since u(t) = u+(t) < l/2 and 6~ < 0 for t > 2. On the other 
hand, a constant upper bound M for u is easily found with the help of 
Corollary 1. If g(t) GM* and u+(O) < M, then u(t) < M for t > 0. 
6. CONCLUDING REMARKS 
The lemma in Section 2 can be improved as follows: 
Let #(t, p, q) be decreasing in p and strictly increasing in q. Then u, < v,, 
and 
d(n, u,, u, + 1) < $(n, vn, v,+J for n = 0, 1, L. 
implies u, < v, for all n. 
The proof is virtually unchanged. This result shows that part (i) of the 
lemma holds if p + f(t, p) is weakly increasing in p, and part (ii) holds if 
f(t, p) - p is strictly decreasing in p. The strengthened form of part (i) also 
follows from results given in [3]. An extension of part (i) and of the results 
which follow therefrom to systems can be based upon the methods of 
Agarwal [ 21. 
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