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Restricted isometry constants play an important role in compressed sensing. In the
literature, E.J. Candès has proven that δ2k <
√
2 − 1 ≈ 0.4142 is a suﬃcient condition
for the l1 minimization problem having a k-sparse solution. Later, S. Foucart and M. Lai
have improved the condition to δ2k < 0.4531 and S. Foucart has improved the bound
to δ2k < 0.4652. In 2010, T. Cai, L. Wang and G. Xu have improved the condition to
δ2k < 0.4721 for the cases such that k is a multiple of 4 or k is very large and S. Foucart
has improved the bound to δ2k < 0.4734 for large values of k. In this paper, we have
improved the suﬃcient condition to δ2k < 0.4931 for general k. Also, in some special cases,
the suﬃcient condition can be improved to δ2k < 0.6569. These new bounds have several
beneﬁts on recovering compressible signals with noise.
Crown Copyright © 2011 Published by Elsevier Inc. All rights reserved.
1. Introduction
For a signal x ∈RN , deﬁne ‖x‖0 to be the number of nonzero elements of x. Deﬁne ‖x‖1 :=∑Ni=1 |xi |. Let x be a k-sparse
signal, that is, ‖x‖0  k. Now we want to recover it from a linear measurement b = Ax, where A is a known M × N matrix
(M  N). Then we need to solve the problem
(P0) min‖x‖0, subject to Ax = b,
where A and b are known. In compressed sensing theory, a key issue is that when is the problem equivalent to the following
convex problem?
(P1) min‖x‖1, subject to Ax = b.
As proposed by Candès and Tao [4], one way to describe the equivalency is to use the restricted isometry property (RIP)
with a restricted isometry constant (RIC). We say a matrix A has a restricted isometry constant δm if δm is the smallest
constant such that
(1− δm)‖x‖22  ‖Ax‖22  (1+ δm)‖x‖22
holds for each m-sparse signal x, that is, x ∈RN and ‖x‖0 m.
It is natural to investigate the bounds on δ2k since δ2k < 1 is a necessary and suﬃcient condition for (P0) having a
unique solution [4].
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√
2− 1 ≈ 0.4142, then (P0) is equivalent to (P1). Later, S. Foucart
and M. Lai [7] have improved the condition to δ2k < 0.4531 and S. Foucart [6] has improved the bound to δ2k < 0.4652. In
2010, T. Cai, L. Wang and G. Xu [1] have improved the condition to δ2k < 0.4721 for the cases such that k is a multiple of 4
or k is very large and S. Foucart [6] has improved the bound to δ2k < 0.4734 for large values of k.
This paper extends Candès’ idea in [3]. Using a new tight inequality from Cai, Wang and Xu [2], we have improved
the suﬃcient condition to δ2k < 0.4931 for general k. Also, in some cases, the suﬃcient condition can be improved to
δ2k < 0.6569.
There are several beneﬁts for improving the bound on δ2k . First, it allows more measurement matrices to be used
in compressed sensing. Secondly, for the same matrix A, it allows k to be larger, that is, it allows recovering a sparse
signal with more nonzero elements. Furthermore, it gives better error estimation in a general problem to recover noisy
compressible signals. We regard Theorems 4.5, 4.6, 4.9 and 4.10 as the main theorems in our paper. For the remainder of
this paper, in Section 2, we shall introduce some notations and preliminary lemmas. In Section 3, we shall give our new
bounds on δ2k . In Section 4, we shall give our new error estimations on recovering compressible signals with noise.
2. Preliminaries
Suppose x is the real signal we need to recover and x∗ is the solution of the 1 minimization problem (P1). Deﬁne
h := x∗ − x. Write x = (x1, . . . , xk, xk+1, . . . , xN ) and h = (d1, . . . ,dk,dk+1, . . . ,d2k, . . . ,dN ). For simplicity, we assume that
the index of RN is already sorted by the following way (we can rearrange the index if necessary): |x1|  · · ·  |xk| and
|dk+1|  · · ·  |dN |. Moreover, similar to Candès’ notation [3], let h = h0 + h1 + · · · + h , where h0 := (d1, . . . ,dk,0, . . . ,0),
h1 := (0, . . . ,0,dk+1, . . . ,d2k,0, . . . ,0), h2 := (0, . . . ,0,d2k+1, . . . ,d3k,0, . . . ,0), . . . ,h := (0, . . . ,0,dk+1, . . . ,dN ).
From now on, we always assume that ‖h1‖1 = t∑i=1 ‖hi‖1 with some t ∈ [0,1]. Then we have ∑i=2 ‖hi‖1 = (1 −
t)
∑
i=1 ‖hi‖1. Using the above notations, we have the following simple lemmas.
Lemma 2.1.We have
∑
i=2
‖hi‖22 
t(1− t)
k
(
∑
i=1
‖hi‖1
)2
.
Proof. By the above notation and an easy inequality
N∑
i=1
d2i  max1iN |di|
N∑
i=1
|di|,
we have
∑
i=2
‖hi‖22  |d2k+1|
∑
i=2
‖hi‖1  t
k
(1− t)
(
∑
i=1
‖hi‖1
)2
. 
Lemma 2.2.We have
∑
i=2
‖hi‖2  1− 3t/4√
k
∑
i=1
‖hi‖1.
Proof. By [2, Proposition 1], we have
k1/2‖hi‖2  ‖hi‖1 + k
(|dik+1| − |dik+k|)/4, i = 2, . . . , .
Hence, we have
k1/2
∑
i=2
‖hi‖2 
∑
i=2
‖hi‖1 + k|d2k+1|/4
∑
i=2
‖hi‖1 + ‖h1‖1/4 = (1− 3t/4)
∑
i=1
‖hi‖1. 
Using the deﬁnition of δ2k , we have the following two lemmas.
Lemma 2.3.We have∥∥A(h0 + h1)∥∥22  (1− δ2k)(‖h0‖21 + ‖h1‖21)/k.
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Lemma 2.4.We have
∥∥A(h2 + · · · + h)∥∥22  t(1− t) + δ2k(1− 3t/4)2k
(
∑
i=1
‖hi‖1
)2
.
Proof. By the deﬁnition of δ2k and [3, Lemma 2.1], we have
∥∥A(h2 + · · · + h)∥∥22 =
∑
i, j=2
〈Ahi, Ah j〉
=
∑
i=2
〈Ahi, Ahi〉 + 2
∑
2i< j
〈Ahi, Ah j〉

∑
i=2
(1+ δk)‖hi‖22 + 2
∑
2i< j
δ2k‖hi‖2|h j‖2

∑
i=2
(1+ δ2k)‖hi‖22 + 2δ2k
∑
2i< j
‖hi‖2|h j‖2
=
∑
i=2
‖hi‖22 + δ2k
(
∑
i=2
‖hi‖2
)2
.
Furthermore, by Lemmas 2.1 and 2.2, we have
∥∥A(h2 + · · · + h)∥∥22 
∑
i=2
‖hi‖22 + δ2k
(
∑
i=2
‖hi‖2
)2
 t(1− t) + δ2k(1− 3t/4)
2
k
(
∑
i=1
‖hi‖1
)2
. 
3. New bounds for δ2k
Deﬁne
θk :=
√
4(1+ 5δ2k − 4δ22k)
(1− δ2k)(32− 25δ2k) (1)
and
ηk :=
√
(1+ δ2k)2
8(1− δ2k) . (2)
3.1. General case
In general situation, we have the following new estimation.
Theorem 3.1. If δ2k < 2/3, then ‖h0‖1  θk∑i=1 ‖hi‖1 with θk deﬁned by (1).
Proof. Suppose Ah = 0. Let h = h0 +h1 +h2 + · · ·+h where h0, h1, . . . ,h are deﬁned in Section 2 and follow all the same
assumptions there. Since Ah = 0, we have
A(h0 + h1) = −A(h2 + · · · + h).
Therefore, we have∥∥A(h0 + h1)∥∥2 = ∥∥A(h2 + · · · + h)∥∥2.2 2
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(1− δ2k)
(‖h0‖21 + ‖h1‖21)/k t(1− t) + δ2k(1− 3t/4)2k
(
∑
i=1
‖hi‖1
)2
.
Hence,
‖h0‖21 
1
1− δ2k
[
δ2k + (1− 3δ2k/2)t − (2− 25δ2k/16)t2
]( ∑
i=1
‖hi‖1
)2
.
We have a quadratic polynomial of t with t ∈ [0,1] in the right-hand side of the above inequality. Hence, by calculus, this
quadratic polynomial achieves its maximal value at t = 1−3δ2k/24−25δ2k/8 ∈ [0,1]. Therefore, we obtain
‖h0‖1  θk
∑
i=1
‖hi‖1. 
Based on the above theorem, by direct calculation, we have the following corollary.
Corollary 3.2. If δ2k < (77−
√
1337 )/82 ≈ 0.4931, then
‖h0‖1  θk
∑
i=1
‖hi‖1
and θk < 1 with θk deﬁned by (1).
Remark. Recovering a k-sparse signal is a special case of recovering a noisy compressible signal with  = 0 and x˜0 = x. Later
we can see from Theorem 4.5 or Theorem 4.6 that if  = 0, x˜0 = x and θk < 1, then x∗ = x. Thus the above theorem shows
that if δ2k < 0.4931, then the solution of the 1-minimization problem (P1) is the wanted k-sparse signal x.
3.2. Special case: N  4k
In the previous subsection, we have obtained a new bound for δ2k in general case. Now we will discuss under certain
constrains, if we can get much better bounds.
Theorem 3.3. If N  4k and δ2k < 1, then ‖h0‖1  ηk∑i=1 ‖hi‖1 with ηk deﬁned by (2).
Proof. We have   3 by our condition. For simplicity, we assume that  = 3. Therefore, by the deﬁnition of δ2k and
Lemma 2.1, we have
∥∥A(h2 + h3)∥∥22  (1+ δ2k)(‖h2‖22 + ‖h3‖22) (1+ δ2k)t(1− t)k
(
∑
i=1
‖hi‖1
)2
. (3)
Following the same idea as in the proof of Theorem 3.1, we have∥∥A(h0 + h1)∥∥22 = ∥∥A(h2 + h3)∥∥22.
It follows by the above two inequalities and Lemma 2.3 that
‖h0‖21 + t2
(
∑
i=1
‖hi‖1
)2
 (1+ δ2k)t(1− t)
1− δ2k
(
∑
i=1
‖hi‖1
)2
.
Hence we have
‖h0‖21 
[
(1+ δ2k)t(1− t)
1− δ2k − t
2
]( ∑
i=1
‖hi‖1
)2
= t(1+ δ2k − 2t)
1− δ2k
(
∑
i=1
‖hi‖1
)2
 (1+ δ2k)
2
8(1− δ2k)
(
∑
i=1
‖hi‖1
)2
.
Therefore we obtain
‖h0‖1  ηk
∑
i=1
‖hi‖1. 
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√
2− 5 ≈ 0.6569, then ‖h0‖1  ηk∑i=1 ‖hi‖1 and ηk < 1 with ηk deﬁned by (2).
Remark 3.5. Similar to the remark of Theorem 3.1, recovering a k-sparse signal is a special case of recovering a noisy
compressible signal with  = 0 and x˜0 = x. Thus later we can see from Theorem 4.9 or Theorem 4.10 that for the cases
N  4k, if δ2k < 0.6569, then the solution of the 1-minimization problem (P1) is the wanted k-sparse signal x.
Remark 3.6. We also want to point out that M.E. Davies and R. Gribonval [5] have given detailed counter-examples to show
that the bound of δ2k cannot exceed 1/
√
2 ≈ 0.7071, which is quite close to our bound 0.6569.
4. Recover compressible signals with noise
Corollaries 3.2 and 3.4 give new bounds on δ2k . These new bounds give better suﬃcient condition on recovering noiseless
sparse signals. Moreover, these new bounds can give better error estimations on recovering compressible signals with noise.
We assumed that x is a k-sparse signal in previous sections. Now we want to consider general cases.
Suppose x is a compressible signal, that is, x can be well approximated by x˜0, where x˜0 is a k-sparse signal that coincides
with the k-largest elements of x. Suppose the measurement b = Ax has some noise, that is, b = Ax + z, where z is some
noise. Suppose that ‖z‖2   . Now we want to solve the following problem
min‖x˜‖1, subject to ‖b − Ax˜‖2  . (4)
Suppose x is the real signal we want to recover and x∗ is the solution to the above problem. Denote h := x − x∗ . Let
h = h0 + h1 + h2 + · · · + h , where h0, h1, . . ., h are deﬁned in Section 2 and follow all the same assumptions there. First,
by the fact that ‖x+ h‖1 is minimum and Candès’ proof [3, Eq. (12)], we have the following lemma.
Lemma 4.1.We have
∑
i=1
‖hi‖1  ‖h0‖1 + 2‖x− x˜0‖1. (5)
Next, by a simple triangle inequality, we have
‖Ah‖2 =
∥∥Ax− Ax∗∥∥2  ‖Ax− b‖2 + ∥∥b − Ax∗∥∥2  2.
Now under our current condition ‖Ah‖2  2 , what can we say about ‖h0‖1?
First we have the following common lemma.
Lemma 4.2. If ‖Ah‖2  2 and δ2k < 1, then
‖h0‖22 + ‖h1‖22 
1
1− δ2k
(
2 +
∥∥∥∥∥
∑
i=2
Ahi
∥∥∥∥∥
2
)2
.
Proof. By ‖Ah‖2  2 and Ah =∑i=0 Ahi , we have
∥∥A(h0 + h1)∥∥22 =
∥∥∥∥∥Ah −
∑
i=2
Ahi
∥∥∥∥∥
2
2

(
2 +
∥∥∥∥∥
∑
i=2
Ahi
∥∥∥∥∥
2
)2
.
By the deﬁnition of δ2k , we have∥∥A(h0 + h1)∥∥22  (1− δ2k)(‖h0‖22 + ‖h1‖22).
It follows from the above two inequalities that this lemma holds. 
Next we discuss two cases.
4.1. General case
Keep in mind that if Ah = 0 and δ2k < 2/3, then by Theorem 3.1, we have
‖h0‖1  θk
∑
‖hi‖1
i=1
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Now under our current condition ‖Ah‖2  2 , we have a very similar result (6) in the following lemma.
Lemma 4.3. If ‖Ah‖2  2 and δ2k < 2/3, then
‖h0‖1  2
√
2k√
1− δ2k
+ θk
∑
i=1
‖hi‖1 (6)
with θk deﬁned by (1).
Proof. By Lemma 4.2, we have
(1− δ2k)‖h0‖22  42 + 4
∥∥∥∥∥
∑
i=2
Ahi
∥∥∥∥∥
2
+
∥∥∥∥∥
∑
i=2
Ahi
∥∥∥∥∥
2
2
− (1− δ2k)‖h1‖22. (7)
By Lemma 2.4 and direct calculation, we have
√
k
∥∥∥∥∥
∑
i=2
Ahi
∥∥∥∥∥
2

√
t(1− t) + δ2k(1− 3t/4)2
∑
i=1
‖hi‖1

√
4(1+ δ2k)
16− 9δ2k
∑
i=1
‖hi‖1
and
k
[∥∥∥∥∥
∑
i=2
Ahi
∥∥∥∥∥
2
2
− (1− δ2k)‖h1‖22
]

[
t(1− t) + δ2k(1− 3t/4)2 − (1− δ2k)t2
]( ∑
i=1
‖hi‖1
)2

4(1+ 5δ2k − 4δ22k)
32− 25δ2k
(
∑
i=1
‖hi‖1
)2
.
Thus, it follows from (7) and the above two inequalities that (6) holds, where we used the Cauchy–Schwarz inequality and
the fact that for all δ2k ∈ [0,1), we have
4(1+ δ2k)
16− 9δ2k  2 ·
4(1+ 5δ2k − 4δ22k)
32− 25δ2k . 
By Lemmas 4.1 and 4.3, we have
Lemma 4.4. If δ2k < 0.4931, then
∑
i=1
‖hi‖1  C0‖x− x˜0‖1 + C1
√
k,
where
C0 := 2
1− θk and C1 :=
2
√
2
(1− θk)
√
1− δ2k
with θk deﬁned by (1).
Theorem 4.5. If δ2k < 0.4931, then∥∥x− x∗∥∥1  C0‖x− x˜0‖1 + C1√k, (8)
where
C0 := 2(1+ θk)
1− θk and C1 :=
4
√
2
(1− θk)
√
1− δ2k
with θk deﬁned by (1).
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∥∥x− x∗∥∥1 = ‖h‖1 = ‖h0‖1 +
∑
i=1
‖hi‖1  2
√
2√
1− δ2k
√
k + (1+ θk)
∑
i=1
‖hi‖1.
Therefore, using direct simpliﬁcation, Lemma 4.4 and the above inequality imply (8). 
Theorem 4.6. If δ2k < 0.4931, then∥∥x− x∗∥∥2  C0k−1/2‖x− x˜0‖1 + C1,
where
C0 := 4
1− θk
√
2(2− δ2k)
(1− δ2k)(32− 25δ2k)
and
C1 := 2√
1− δ2k
[
1+ 4
1− θk
√
2− δ2k
(1− δ2k)(32− 25δ2k)
]
with θk deﬁned by (1).
Proof. By Lemma 4.2, we have
‖h‖22 =
(‖h0‖22 + ‖h1‖22)+
∑
i=2
‖hi‖22
 1
1− δ2k
(
2 +
∥∥∥∥∥
∑
i=2
Ahi
∥∥∥∥∥
2
)2
+
∑
i=2
‖hi‖22.
Hence,
‖h‖2  2√
1− δ2k
+
√√√√√ 1
1− δ2k
∥∥∥∥∥
∑
i=2
Ahi
∥∥∥∥∥
2
2
+
∑
i=2
‖hi‖22. (9)
Then by Lemmas 2.1 and 2.4, we have
‖h‖2  2√
1− δ2k
+ 1√
k
√
1− δ2k
√
(2− δ2k)t(1− t) + δ2k(1− 3t/4)2
∑
i=1
‖hi‖1.
By direct calculus, we have
max
0t1
(2− δ2k)t(1− t) + δ2k(1− 3t/4)2 = 8(2− δ2k)32− 25δ2k .
It follows from the above two inequalities that
‖h‖2  2√
1− δ2k
+ 1√
k
√
8(2− δ2k)
(1− δ2k)(32− 25δ2k)
∑
i=1
‖hi‖1.
Therefore, Theorem 4.6 holds by the above inequality and Lemma 4.4. 
4.2. Special case: N  4k
Since N  4k, we have  3. For simplicity, we assume that  = 3 as before. In this case, we have some error estimations
which are similar to the previous subsection. First we have the following lemma which is similar to Lemma 4.3.
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‖h0‖1  2
√
2k√
1− δ2k
+ ηk
∑
i=1
‖hi‖1 (10)
with ηk deﬁned by (2).
Proof. By (3) and direct calculation, we have
√
k
∥∥∥∥∥
3∑
i=2
Ahi
∥∥∥∥∥
2

√
(1+ δ2k)t(1− t)
∑
i=1
‖hi‖1 
√
1+ δ2k
∑
i=1
‖hi‖1/2 (1+ δ2k)
∑
i=1
‖hi‖1/2
and
k
[∥∥∥∥∥
3∑
i=2
Ahi
∥∥∥∥∥
2
2
− (1− δ2k)‖h1‖22
]

[
(1+ δ2k)t(1− t) − (1− δ2k)t2
]( ∑
i=1
‖hi‖1
)2
= t(1+ δ2k − 2t)
(
∑
i=1
‖hi‖1
)2
 (1+ δ2k)2
(
∑
i=1
‖hi‖1
)2/
8.
Thus, it follows from (7) and the above two inequalities that (10) holds. 
By Lemmas 4.1 and 4.7, we have
Lemma 4.8. If δ2k < 0.6569, then
∑
i=1
‖hi‖1  C0‖x− x˜0‖1 + C1
√
k,
where
C0 := 2
1− ηk and C1 :=
2
√
2
(1− ηk)
√
1− δ2k
with ηk deﬁned by (2).
Theorem 4.9. If δ2k < 0.6569, then∥∥x− x∗∥∥1  C0‖x− x˜0‖1 + C1√k, (11)
where
C0 := 2(1+ ηk)
1− ηk and C1 :=
4
√
2
(1− ηk)
√
1− δ2k
with ηk deﬁned by (2).
Proof. By (6), we have
∥∥x− x∗∥∥1 = ‖h‖1 = ‖h0‖1 +
∑
i=1
‖hi‖1  2
√
2√
1− δ2k
√
k + (1+ ηk)
∑
i=1
‖hi‖1.
Therefore, using direct simpliﬁcation, Lemma 4.8 and the above inequality imply (11). 
Theorem 4.10. If δ2k < 0.6569, then∥∥x− x∗∥∥2  C0k−1/2‖x− x˜0‖1 + C1,
where
C0 := 1
1− η
√
2
1− δk 2k
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C1 := 2√
1− δ2k
2− ηk
1− ηk
with ηk deﬁned by (2).
Proof. By (9), Lemmas 2.1 and 2.4, we have
‖h‖2  2√
1− δ2k
+ 1√
k
√
1− δ2k
√
(1+ δ2k)t(1− t) + (1− δ2k)t(1− t)
∑
i=1
‖hi‖1
= 2√
1− δ2k
+ 1√
k
√
1− δ2k
√
2t(1− t)
∑
i=1
‖hi‖1
 2√
1− δ2k
+ 1√
k
√
1− δ2k
1√
2
∑
i=1
‖hi‖1
 2√
1− δ2k
2− ηk
1− ηk  +
1
1− ηk
√
2
1− δ2k k
−1/2‖x− x˜0‖1. 
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