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PREFACE 
This document represents the proceedings of  the First Annual Workshop on Space Operations 
Automation and Robotics, otherwise known as SOAR '87, which was held at the NASA Johnson 
Space Center (JSC) on August 5-7, 1987. 
This workshop was jointly sponsored by the National Aeronautics and Space Administration and 
the United States Air Force. I t  was cosponsored by the University of Houston Clear Lake. SOAR '87 
helped t o  establish communications between individuals and organizations involved in  similar 
research and technology. It brought together project/program managers in  open exchange 
through presentation of technical papers and panel discussions. The objective of  SOAR '87 was to  
provide a vehicle for engineers, scientists and managers of both the Air Force and NASA t o  come 
together in a workshop environment and exchange ideas, problems/problem solutions, and 
technical information on projects of mutual interest and, perhaps most importantly, t o  build a solid 
foundation for future interaction and cooperation. The workshop consisted of technical sessions 
emphasizing AI/Expert Systems, Human Factors, Environment, Robotics and Appl icat ion 
Development and Transition. The workshop will rotate annually between NASA and an Air Force 
instal lation. 
The papers included in these proceedings were published in general as received from the authors 
with minimum modification and editing Information contained in the individual papers i s  not t o  
be construed as being officially endorsed by NASA. 
I 
MESSAGE FROM THE GENERAL CHAIR AND ASSISTANT GENERAL CHAIR 
The objective of  SOAR ‘87 is to provide a vehicle for engineers, scientists, and 
managers of both the Air Force and NASA to come together in a workshop 
environment and exchange ideas, problems/problem solutions, and technical 
information on projects of mutual interest. Papers are invited based on the joint 
Air Force/NASA database of Space Operations Automation and Robotics projects. 
Attempts have been made to combine similar Air Force and NASA projects into 
joint sessions for maximum exchange of information. We believe SOAR ‘87 offers 
the best opportunit to ensure communications between the Air Force and NASA 
my appreciation to the various Air Force and NASA organizations that have 
worked so diligently with the belief that mutual benefit can be derived by 
coordination of mutual interest. 
in an environment t K at  meets the needs of all participants. I would like to express 
Robert H. Brown 
NASA/Johnson Space Center 
SOAR ‘87 is a unique opportunity for members of the Air Force and NASA technical 
communities t o  discuss problems o f  mutual interest and, perhaps most 
importantly, to build a solid foundation for future interaction and cooperation. 
SOAR ‘87 will present two distinct facets of Automation and Robotics. Sessions 
under each will focus on the fundamental issues that must be addressed t o  
continue to advance the state-of-the-art. Additional sessions will emphasize the 
technical issues associated with the integration and transition of Automation and 
Robotics technology. Future applications that involve either or both of these 
technologies are dependent upon success in each facet. SOAR ‘87 will also feature 
sessions in Human Factors and Environment Technology. These sessions will 
contribute to the inter-disciplinary nature of the workshop. We look forward to 
your attendance and your participation in the technical program. 
Capt. Gregory E. Swietek 
HQ AFSC Andrews AFB 
. . .  
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IhlIS 
Integrated Maintenance Information System 
A Maintenance Information Delivery Concept 
Capt. Joseph C. Von Holle, Wright-Patterson AFB 
Introduction 
The Air Force Human Resources Laboratory (AFHRL), Logistics and Human Fac- 
tors Division, is dedicated to improving the supportability of Air Force systems 
and the productivity of maintenance personnel. The Combat Logistics Branch of 
AFHRL is developing the Integrated Maintenance Information System (MIS). 
The objective of MIS is to improve the capabilities of aircraft maintenance organ- 
izations by providing technicians with a single information system for intermediate 
and organizational maintenance. 
The modem maintenance environment is being increasingly inundated with addi- 
tional information systems. Examples include the Comprehensive Engine 
Management System (CEMS), the Core Automated Maintenance System (CAMS), 
and the Automated Technical Order System (ATOS). Each new "maintenance 
aid" is a maintenance hindrance because it forces technicians to learn yet another 
system. To utilize the valuable information that these new systems offer, while 
eliminating the specialization required for each, AFHRL is developing IMIS. 
IMIS will utilize a very small portable computer/display to interface with on- 
aircraft systems and ground computer systems to provide a single, integrated 
source of the information needed to perform maintenance on the line and in the 
shop. IMlS will consist of a workstation for use in the shop, a portable computer 
for flightline use, and an aircraft interface panel for interacting with aircraft sys- 
tems (Figure 1). The system will provide the technician with direct access to sev- 
L . J 
. 
Figure 1: Integrated Maintenance Information System 
1 
August 6, 1986 
eral maintenance information systems and data bases including CAhlS, the supply 
system, ATOS, and an automated training data base. MIS will process, integrate, 
and display maintenance information to the technician. The system will display 
graphic technical instructions, provide intelligent diagnostic advice, provide air- 
craft battle damage assessment aids, analyze in-flight performance and failure data, 
analyze aircraft historical data, and access and interrogate on-board built-in-test 
capabilities. It will also provide the technician with easy, efficient methods to 
receive work orders, report maintenance actions, order parts from supply, and 
complete computer-aided training lessons and simulations. The portable computer 
will make it possible to present quality information by taking advantage of the 
computer’s ability to interact with, and tailor information to, technicians with 
varying levels of expertise. 
Development is proceeding in three stages (Figure 2 ). Stage I, the Computer- 
based Maintenance Aids System (CMAS) established basic requirements for 
automated Technical Order (TO) data content, presentation formats, and basic 
delivery system hardware/software. Stage II, the Portable Computer-based 
Maintenance Aids System (PCMAS), is designed to implement the TO presenta- 
tion specified in Stage I on the flightline, demonstrate interactive diagnostics and 
aircraft battle damage repair assessment, and test the feasiblility of these concepts 
during a field test. Stage IN, Full IMIS Demonstration, will extend the concepts 
specified in Stages I and II, with an emphasis on information system integration 
throughout the maintenance complex. It will also incorporate state-of-the-art tech- 
nology to reduce size and weight, while increasing capabilities. 
r _-___ ___ . . . . . . . . . . . . . . . . . . . . .  ... ..- _ _ _ _ _ ~ _ _ _ ~  -
. . . .  . 
Figure 2: Three Stages of IMIS 
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STAGE I 
Computer-based Maintenance Aids System (CMAS) 
Due to the increasing complexity and number of modem weapon systems, the Air 
Force is faced with an ever growing number of paper-based Technical Orders 
(TOs). This has greatly increased costs and distribution problems. In addition, it  
has compounded problems with inaccurate data and lenghty correction times. To 
remedy the problem and provide improved techincal data, the Air Force is moving 
toward the digital storage and presentation of TOs. The Air Force Human 
Resources Laboratory believes the maintenance technician’s needs should be con- 
sidered first in the design of such a system. AFHRL has done extensive research 
a. develop the technology required for an automated technical data system. The 
research has included a feasibility study, studies to develop the madmachine 
interface techniques required for an effective system, and studies to determine the 
information content requirements and presentation formats. 
Two prototype systems were developed for intermediate level maintenance to test 
information presentation and madmachine interface techniques. Specific concepts 
tested were multiple levels of detail, random access to TO data, presentation of 
diagrams larger than the screen, function key utility, human interaction, and troub- 
leshooting. The field evaluations established the feasibility and desirability of an 
automated maintenance system. The evaluations also demonstrated the importance 
of reformatting the data for automated presentation. Further analysis indicated 
that each paragraph should have associated tables and graphics and should not be 
dependent on the paragraphs before it, However, paragraphs should be linked in a 
hierarchical fashion so that the data can be reproduced as a paper TO, if desired. 
The data base must be in a neutral exchange format and should not contain code 
specific to screen presentation or other hardware limitations. 
The first prototype system was tested at Offut AFB in December 1984. The 
development and evaluation of the system provided useful information with 
regards to computer size, response time, and color display. However, due to a 
number of problems, it  did not gain user acceptance and was considered unsuit- 
able for its proposed use. A second prototype was then developed based u p o n  les- 
sons learned from the first system. 
The GRID Compass Ll computer was selected to host the second prototype. The 
GRID was chosen for its small size and its powerful capabilities which made it an 
ideal candidate for a CMAS prototype. The TO information used for the field test 
applied to the RT-728A/APX-64 radio receiver-transmitter. The checkout and 
analysis section of the data was analyzed to determine any additional sections 
needed to support the checkout. These additional sections included portions of 
Theory of Operation, Illustrated Parts Breakdown, and Troubleshooting. Addi- 
tional troubleshooting routines were developed by an experienced technician. Fig- 
ure 3 provides a sample screen presentation. 
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Figure 3: Sample Automated Technical Order Screen (reduced) 
The results of the development and subsequent field test of the CMAS program 
were documented in two draft specifications. The Technical Data Content 
Specification established requirements for the content and formatting of data to be 
presented via electronic media. The Technical Data System Functional 
Specification established the system delivery functions, basic hardware/software 
capabilities, and the system performance requirements. A third specification, 
Technical Data Exchange Formats, currently being developed, will establish the 
coding techniques to establish a neutral format data base. These draft 
specifications, the first of their type, are the cornerstones for Stages II and IT1 of 
the MIS program. 
STAGE I1 
Portable Computer-based Maintenance Aids System (PCMAS) 
The X M A S  is an advanced development research prototype designed to demon- 
strate the concept of presenting automated technical data to maintenance techni- 
cians in a flightline environment. Field tests with PCMAS will examine problems 
involved in using a portable computer system in a flightline environment and 
establish requirements for a portable system for operational use. The PCMAS 
will demonstrate several concepts that are key to the successful implementation of 
IMIS. 
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In the shop, the PCMAS portable unit will be connected to peripherals to simulate 
a maintenance workstation to demonstrate exchange of information between 
ground based systems such as the Core Automated Maintenance System (CAMS), 
a base-level information management system, and the portable computer. The 
CAMS-like information will be stored on a large in-house computer system. 
Through the workstation, the technician will access information, such as the job 
location and work order, maintenance history of the aircraft, and equipment 
needed. 
One of the biggest advantages to the technician will be the use of small memory 
cartridges to replace paper TOs. While present-day technicians may need to refer- 
ence as many as ten paper-based TOs to perform a job, for example, removal and 
replacement of an F-16 engine, X M A S  users will require only two or three 
memory cartidges. The memory cartridges plug into the side of the PCMAS and 
may be swapped interactively as they are called upon by the program. 
PCMAS will demonstrate interactive diagnostics. The PCMAS device will plug 
directly into the aircraft system bus, take over as bus controller, interrogate on- 
board systems for stored fault data, and run manual and built-in-tests. Efficient 
testing procedures will be maintained through generic diagnostic software which 
insures optimal use of tests based on their run-times and fault coverage. The 
software also examines diagnostic factors such as maximum aircraft downtime and 
available supplies. 
PCMAS will provide specialized technical information to assist in Aircraft Battle 
Damage Repair (ABDR) assessment. This information will allow a single techni- 
cian to accomplish the assessment task so that specialists in each area (structural, 
electrical, and airplane general) are not required. An expert system on an ABDR 
cartridge will supply the necessary task information. The PCMAS will also have 
peel-away graphics capabilities to allow the technician to determine what is 
behind the skin of the aircraft or behind different LRUs on-board the aircraft 
without removing them. This helps the technician identify mission-critical com- 
ponents such as subsystems, wire bundles, hydraulic lines, and structures in the 
path of the projectile and suggests quick checks to determine the status of those 
components. The time savings of looking for critical components with computer 
graphics versus manually cutting into the aircraft and removing hardware is obvi- 
ous. 
PCMAS Will be used in a field test to help determine requirements for the use of 
a portable computer in the flightline environment. Hardware features such as size, 
weight, multiple power sources, power consumption, speed, screen resolution, and 
ruggedness will be evaluated. 
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STAGE III 
Full IMIS Demonstration 
The MIS concept consists of four major subsystems: 1)  the technician's portable 
computer/display; 2) an aircraft maintenance panel connected to on-board comput- 
M and sensors; 3) a maintenance workstation connected to various ground-based 
computer systems; and 4) sophisticated integration software which will combine 
information from multiple sources and present the data in a consistent way to the 
technician. 
The technician's primary interface with IMIS will be the extremely portable, bat- 
tery powered unit which is rugged enough for flightline use (Figure 4). A library 
of removable memory cartridges will store all the technical order infomation and 
diagnostic aids needed for one weapon system The memory cartridges will be 
designed for fast, easy, and accurate updating. A high resolution, flat panel 
display will clearly display data under all lighting conditions. The man-machine 
interface will be designed for ease of operation to eliminate the need for the user 
to have typing skills. The portable computer will have the processing power to 
quickly display complex graphics and provide rapid response to the technician's 
requests. Interactive troubleshooting routines and artificial intelligence-based diag- 
nostic aids will provide advice for difficult fault isolation problems. (lt is impor- 
tant to point out that the portable computer will function independently to display 
most of the information the technician needs for on-equipment maintenance. Even 
if the base-level computer systems are unavailable or the aircraft systems are mal- 
functioning, the computer will be able to display technical order information and 
diagnostic aids to the technician.) 
Figure 4: Portable Maintenance Computer Concept 
6 
August 6, 1986 
ORIGINAL PAGE IS 
POOR QUALITY 
ORIGINAL PAGE IS 
SjE POOR QUALJTX 
Figure 5: Aircraft Maintenance Panel 
The technician will be able to perform most aircraft maintenance tasks without 
climbing into the cockpit. An aircraft maintenance panel on the outside of the air- 
craft will provide the interface with onboard systems (Figure 5 ) .  The portable 
computer will be able to retrieve and analyze flight infomation, interrogate or 
control available built-in-test systems, or input test signals for diagnostics. The 
interface panel will also be used to upload or download mission 
configuratiodcapability information. 
The technician will interface with ground-based systems through a maintenance 
workstation (Figure 6) .  The desktop workstation will include a keyboard, a pnn- 
Figure 6: Maintenance Workstation 
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ter, and a computer interface. The interface will have the protocol software 
required to access the other available data systems. The portable computer will 
connect to the workstation and provide the display and processor for the worksta- 
tion. The technician will then be able to access and exchange information with 
systems like the CAMS and ATOS. 
The most beneficial feature for the technician will be the integration of informa- 
tion. Instead of dealing with several automated systems and accessing separate 
groups of information through several devices, the technician will access all infor- 
mation through one device (Figure 7). At a superficial level, the system will 
integrate information by employing standard commands and display formats. At a 
deeper level, through sophisticated software, the system will integrate information 
fnim all available sources to provide a coordinated maintenance package. 
The development of the full IMIS demonstration will proceed in four phases. 
During the first phase, a structured analysis methodology will be used to deter- 
mine an information system architecture. This architecture will define require- 
ments for users’ information needs, for interfaces, and for functional implementa- 
tion. The second phase will be the hardware and software analysis, design, and 
review. Hardware fabrication and software programming, along with system tests 
and reviews, will occur during the third phase. Finally, in the fourth phase, the 
system will be evaluated in the operational environment by Air Force maintenance 
technicians. The product of the MIS effort will be field tested and validated so 
that specifications for implementing this maintenance concept on Air Force 
weapon systems can be drafted 
Figure 7: IMlS Information Integration 
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Conclusion 
IMlS will be the culmination of a complex, thorough research and development 
project combining the skills and studies of numerous people and their projects. 
IMIS will be only the beginning for this new Air Force maintenance concept. 
IMlS will optimize the use of available manpower, enhance technical perfor- 
mance, improve training, and reduce the support equipment and documentation 
needed for deployment. It will serve as the technician’s single, integrated source 
of all the technical information required to perform modern aircraft maintenance. 
The Air Force Human Resources Laboratory believes that M S  will improve 
maintenance capability, productivity, and morale. 
Air Force Human Resources Laboratory 
Logistics and Human Factors Division 
Combat Logistics Branch 
AFHRLLRC; WPAFB, OH 45433-6503 
(5 13) 255-2606 
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ABSTRACT 
This paper describes a software system (ONAV) 
under development at NASA's Johnson Space 
Center in Houston for use in enhancing operational 
performance as well as training ground controllers in 
monitoring onboard Space Shuttle navigation 
sensors. Previous expert system development work at 
NASA Johnson has shown that mainstream expert 
system development must follow a mix of software 
and system engineering procedures to insure 
operational success and effectiveness. ONAV 
development reflects this trend toward following a 
structured and methodical approach to development. 
The ONAV system must deal with integrated con- 
ventional and expert system software, complex 
interfaces, and implementation limitations due to the 
target operational environment. An overview of the 
onboard navigation sensor monitoring function is 
presented, along with a description of guidelines 
driving the development effort, requirements that the 
system must meet, current progress, and future efforts. 
I NTRO D UCTl ON 
This paper describes a Onboard Navigation (ONAV) 
software system under development at NASA's 
Johnson Space Center (JSC) for use in enhancing 
operational performance as well as training ground 
controllers in monitoring onboard Space Shuttle 
navigation sensors. Previous expert system 
development work at NASA JSC has shown that 
mainstream expert system development must follow a 
mix of software and system engineering procedures 
to ensure operational success and effectiveness. 
ONAV expert system development reflects this trend 
toward following a structured and methodical 
approach to development. The ONAV system must 
deal with integrated conventional and expert system 
software, complex interfaces, and implementation 
limitations due to the target operational environment. 
An overview of the onboard navigation sensor 
monitoring function is presented, along with a 
description of guidelines driving the development 
effort, requirements that the system must meet, current 
progress, and future efforts. 
The Guidance and Onboard Navigation section 
(DM34) has a requirement to develop an ex- 
pert/trainer system to assist in the training of Mission 
Control Center (MCC) onboard ONAV console 
operators during periods other than integrated 
simulations. This system is expected to evolve into a 
console assistant with the potential for increasing 
operations support effectiveness. The Space Shuttle 
Orbiter ONAV system is relatively stable and mature 
with limited new design/developments anticipated. 
The ONAV expert/trainer involves numerous aspects 
of current and future MCC functional elements 
including workstations, local area network (LAN) 
interfaces, telemetry (systems) and ground (trajectory) 
data, and crew and ground procedures. This situation 
ensures that the ONAV expert/trainer system, 
providing experience with a majority of the aspects of 
anticipated MCC functions, will benefit future Space 
Transportation System (STS) and Space Station 
operations. 
ONBOARD SPACE SHUTTLE NAVIGATION 
The purpose of the ONAV system is to estimate the 
Space Shuttle Orbiter's position and velocity (called 
the state vector). This is done by computing or 
measuring vehicle acceleration and numerically 
integrating it to obtain velocity and position. At various 
times, position measurements from outside sources 
are used to improve the state vector estimate. 
During the descent phase of Space Shuttle flight 
where the vehicle comes from Earth orbit down to a 
landing site, the navigation system uses several 
position measurements to improve position estimates. 
Drag altitude is a very rough measurement which 
uses inertial measurement unit (IMU) sensed 
acceleration and an atmosphere model to estimate 
the altitude. Tactical air navigation (TACAN) mea- 
sures the slant range and magnetic bearing from a 
ground station to the Orbiter. The air data system uses 
air pressure probes to measure the static atmospheric 
pressure, and compute an altitude measurement 
called bar0 altitude. Finally, the microwave scan 
beam landing system (MSBLS) provides measure- 
ments of slant range, azimuth angles, and elevation 
angles from ground transmitter stations located near a 
runway. 
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To achieve some degree of fault tolerance, the Orbiter 
contains three redundant IMUs, three TACAN 
transceivers, four air data sensors, and three MSBLS 
transceivers. Each piece of hardware is called a line 
replaceable unit (LRU). For each of these hardware 
systems there is a redundancy management (RM) 
software program in the onboard Shuttle computers. 
The RM has the task of choosing one set of 
measurements from the available sources and 
detecting and isolating failures in the hardware. 
THE ONBOARD NAVIGATION CONSOLE 
TASK 
The job of the ONAV console monitor is to assess the 
health of the various components of the ONAV 
system, and recommend actions to improve or 
maintain navigation accuracy. In performing this task, 
at entry ONAV uses onboard navigation data 
telemetered to the MCC, and the "ground state" (an 
independent estimate of the orbiter state.) The ground 
state is computed using ground radar measurements. 
IMU monitoring is based on comparisons of IMU 
attitude and velocity data, as well as comparisons 
with ground computed values. Possible 
recommendations include deselecting or reselecting 
IMUs. TACAN monitoring is based largely on 
comparisons of LRU measurements with the ground 
and with each other. Possible recommendations 
include using or not using TACAN data, deselecting 
or reselecting a TACAN LRU, or switching to a differ- 
ent TACAN station. ONAV has very little visibility into 
the air data system, so comparison of the baro altitude 
measurements with the ground is the main monitoring 
tool. Possible recommendations include using or not 
using baro altitude data. MSBLS monitoring is based 
on comparisons of LRU measurements with the 
ground and with each other. Possible recom- 
mendations include forcing TACAN to override 
MSBLS, or powering off a MSBLS LRU. 
DEVELOPMENT GUIDELINES 
This section presents a brief description of the 
development guidelines that impact the ONAV expert 
system. 
Problem Domain 
The ONAV expert system will consist of four distinct 
components corresponding to the following four 
Shuttle mission phases: ascent, onorbit, deorbit, and 
entry. 
Knowledge Base 
Development of the rules for the ONAV system will be 
generated and documented as four separate 
knowledge bases corresponding to each mission 
phase. The expert system will incorporate the concept 
of modular design to logically partition both data and 
rules in order to promote and enhance program 
development and extensibility. The following sources 
of information will be utilized, as appropriate for ex- 
pert system knowledge base development: ONAV 
console checklists, ONAV display user's guides, and 
ONAV console personnel. 
Development Environment 
The expert system application software will be 
executable in a language available in a workstation 
environment. However, an expert system shell written 
in C called CLIPS will be used. 
Documentation 
Expert system software code: The expert 
system software will include comment text, to 
the maximum extent practical, according to 
proposed documentation standards for expert 
systems being developed at the JSC. Further, 
the comments will be enhanced through the 
use of long, descriptive variable names, labels, 
etc. 
Guidelines and system requirements: This 
document is a top level overview of the ONAV 
development effort. This information is critical 
to providing proper direction to the project. 
Availability of this information not only provides 
a means to communicate to others not involved 
in the project, but also serves as a historical 
document. For very complex and detailed 
efforts, such a document serves as the first step 
in maintaining traceability and configuration 
control of software products. 
Knowledge requirements: The target audience 
for this document is the knowledge domain 
expert. It is a reflection of "what the system 
knows" in a form as close as possible to the 
expert's language. 
Design: This document is intended for use by 
the implementers of the expert system and will 
serve as a guide for the coding effort. Contents 
will include such things as fact formats, data 
representation, rule groupings, control flow, 
execution flow, interfaces, etc. 
User's guide: The user's guide will present 
procedures for preparation, operation, 
monitoring, and recovery of the expert system. 
The user's guide will be based upon the 
design specification and is intended for the 
specific use of the users. It will include 
procedures for system operation directly in 
support of operational tasks. 
Test plan: The test plan defines the total scope 
of the testing to be performed. It identifies the 
particular levels of testing and describes the 
contributing role for ensuring the reliability and 
acceptance of the system. It identifies the 
degree of testing and the specific functions that 
are involved in the tests. The test plan is for 
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Operation Modes 
The ONAV expert system will operate in either of two 
modes. In the first mode, referred to as "closed loop," 
the system will be used with operational data. The 
operations environment will consist of integrated 
simulations. When the expert system is certified as 
accurate and reliable, it will be used in the actual 
mission environment. In the second mode, referred to 
as "open loop," the system will be used for initial level 
training and familiarization purposes using existing 
data tapes from several sources. 
Timing 
The expert system will provide outputs in a real-time 
telemetry/trajectory environment and system timing 
will be structured accordingly. Real-time data rates 
will apply to the expert system as ported to the 
workstation environment and not apply to 
development machines, if different. The expert system 
will assume data is available at approximately 2 
second intervals. 
c!qun 1 
Display Definitions 
The primary function of the display will be to depict 
recommendations from the ONAV expert system to a 
ground controller. The goal is to provide an easily 
interpreted, quick-look format that shows the current 
status of the overall system, the status of individual 
subsystems, and recommended navigation system 
actions. 
DESIGN OVERVIEW 
The overall environment in which the ONAV expert 
system will operate is illustrated in figure 1. Although 
different mission phases may have different 
functional structures, as an example, the ENTRY 
architecture for the expert system is depicted in figure 
2. This structure results from the basic nature of the 
ONAV task at the descent phase of the mission. Four 
functional components of the expert system are 
identified: 1) fact assertion, 2) monitoring, 3) analysis, 
and 4) output. In addition, two non-expert system 
components which are a part of the overall ONAV 
system called "computations" and "data preparation" 
are also shown in both figures. The computations 
component receives information from the operational 
environment of the MCC LAN and performs various 
computations such as scaling, state vector 
propagation, coordinate system transformations, etc. 
The prime purpose is to make information uniform in 
time (i.e., homogeneous), which is not necessarily the 
case with raw data from the local area network. The 
data preparation component receives information 
from either the operational environment or training 
tapes and performs three functions: (a) collects the 
information required by the expert system, (b) 
performs any additional computations required on the 
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data, and (c) filters and transforms that data into a 
form suitable for the expert system. Non-discrete 
numeric data are compared to thresholds and 
converted to "symbolic" forms whenever possible. 
The fact assertion component takes the prepared data 
and puts that required by the expert system into the 
expert system fact base and the remaining data into 
the C software environment for background 
processing and reference. The monitoring component 
generates intermediate conclusions and statuses of 
the individual subsystems ONAV observes and 
manages. The analysis component performs an 
overall assessment of the current situation taking into 
account interrelationships between subsystems. The 
output component controls the sending of notices 
and/or recommendations to the ONAV expert system 
console. 
CURRENT PROGRESS AND FUTURE PLANS 
The ENTRY ONAV prototype was completed in June 
87. A complete version of the ENTRY knowledge 
base design is currently under development. The 
ENTRY knowledge base line document was also 
completed and is waiting for final publication. The 
RENDEZVOUS ONAV is also well under way, a set of 
nominal rules are written and currently under design 
evaluation. Development work on the ascent phases 
of ONAV was initiated in July. 
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ABSTRACT 
The flight control consoles in mission 
control at NASA's Johnson Space Center 
(JSC) have evolved in sophistication to 
the level where "expert sytems" are now 
being incorporated into them as "flight 
controller assistants.'@ 
This paper describes the evolution of a 
gateway node, designed to obtain and redis- 
tribute numerous kinds of data provided by 
Mission control computers over a laser-op- 
tical network to enable rapid-prototyping 
development of the above application ex- 
pert systems. 
This automated data distribution and man- 
agement system serves as an effective buf- 
fering system for assuring the necessarily 
separate requirements of the operational 
and developmental environments. This is 
accomplished through the evolutionary en- 
hancement of the gateway's ancillary mon- 
itoring and control expert system that was 
originally designed to "watch and react" 
to system anomalies in the operational 
state, but whose role has been substan- 
tially expanded. 
BACKGROUND 
The Mission Control Center (MCC), at 
NASA/JSC has traditionally provided flight 
data via digital tape to applications sub- 
scribers outside of the center. 
called near-realtime data, the time delays 
required to prepare the tapes limited 
their use for playback and post-flight 
analysis modes. 
ly data during the flights necessitated 
the development of a local area network 
(LAN) to ship to sites remote from the MCC 
the kinds of data that had only been avail- 
able to the MCC realtime support laborator- 
ies adjacent to the MCC. 
Although 
A growing demand for time- 
A prototype laser-optical LAN was in- 
stalled to test the feasibility of pro- 
viding high-quality realtime and near-real- 
time data to remote subscribers. Known as 
the MITS LAN, its two-year test program 
has proven successful, enabling the system 
to be brought up to operational status. 
This means that remote nodes will be able 
to serve as both developmental and opera- 
tional extensions of the MCC. A rigorous 
system of configuration management has 
been designed and is in the process of 
being installed to ensure that only pro- 
perly verified and validated applications 
programs are maintained within the opera- 
tional MCC environment. 
Not surprisingly, the new concept of the 
MCC distributed LAN provided a resource 
that piqued the imaginations of Mission 
Planning and Analysis Division (MPAD) 
personnel working in the environment of 
developing expert systems for use as 
"assistants to" flight controllers. They 
came to view their node of the MITS LAN as 
a means to both develop their prototype 
programs and to eventually run them in 
actual operational states. At the same 
time the level of sophistication of the 
anticipated programs accelerated. 
Other groups within MPAD were given the 
responsibility to ensure that data emana- 
ting from the MCC-distributed LAN node to 
MPAD were timely and of sufficient relia- 
bility to ensure meaningful development of 
expert systems and other application pro- 
grams. A prototype data distribution and 
management workstation concept was devised 
in conjunction with the prototype of the 
MITS LAN. This paper describes the three 
phases of data workstation development for 
the automated data distribution and manage- 
ment (ADDAM) system and the design of an 
associated monitoring and control expert 
system, the Effective Evaluation Expert 
(EEVE), that is responsible for ensuring 
data integrity. 
15 
THE FIRST 
Figure 1 depicts the initial ADDAM work- 
station concept devised in conjunction 
with the proof-of-concept MITS LAN. Work- 
station software to accommodate one "walk- 
up" user at a time was provided on a 
HP9000 minicomputer. Through a series of 
displays, menus and entryforms, the user 
selected types of data desired and a stor- 
age medium for that data (either disk 
files or digital data tapes). 
software was provided on the HP9000 that 
serves as one of the MITS LAN nodes. The 
gateway's function was to ensure that only 
appropriate data requests were transmitted 
to the MCC and within the correct design 
frequency load limits. 
Gateway 
The idea for the addition of an expert sys- 
tem to this configuration resulted from 
certain anomalies within this earliest ver- 
sion of the MITS LAN. Frequent abrupt da- 
ta terminations and dropouts necessitated 
development of a monitoring and control 
system to assess system integrity and pro- 
vide remedial actions as required. Writ- 
ten in the programming language LISP, the 
Effective Evaluation Expert (EWE) was run 
concurrently on a Symbolics 3640 tied to 
the gateway HP9000 via a direct cable/- 
RS232 interface. In this simplest of 
expert system configurations, EEVE 
provided what could be termed Ifoperator 
emu1ation.I' Figure 2 shows "the face of 
EEVE" as manifested within the graphics 
environment available on the Symbolics 
computer. Status update windows and mouse 
activation fields were provided to enable 
observation of the performance of the 
expert system during operation. 
Although both the MITS LAN and workstation 
system prototypes proved effective, both 
necessarily were limited by the proof-of- 
concept design constraints. The prototype 
workstation system could only serve one us- 
er at a time and data could only be stored 
before usage. 
THE CURRENT P-E
The increasing sophistication of the 
user/application community during the test 
phase of the MITS LAN prototype necessi- 
tated an expansion of the working concept 
of the MCC workstation system to accommo- 
date their needs. Figure 3 shows the en- 
hanced version of the workstation system 
prototype currently under assembly. Nota- 
ble in this design are increased responsi- 
bilities and capabilities for all previous 
processors as well as the addition of new 
processors, specialized workstations, and 
improved techniques for moving data and 
information over the local MPAD LAN. 
On the workstation side of the MPAD LAN, 
multiple MCC Application workstations are 
separate from the MCC Data Management 
workstation; the latter comprising a 
Britton Lee database machine hosted by a 
HP9000. The data management workstation 
is utilized to store data types and se- 
quences for playback during specialized 
analyses or during flight simulations. 
Each application workstation can provide 
data directly to automated applications, 
particularly realtime expert systems, on a 
datastream basis, through the new Enhanced 
Development Environment Networked Node 
(EDENN) processors in conjunction with the 
expanded capabilities of the ADDAM 
gateway. 
On the gateway side of the local MPAD LAN, 
the ADDAM processors have been upgraded to 
service multiple workstations with an 
expanded list of data types and varia- 
tions. Within the automated maintenance 
monitoring and control milieu, the EEVE 
systems design role now calls for hypo- 
thesis construction and testing beyond 
mere operator emulation. In addition, the 
EEVE system will be rehosted from the 
Symbolics 3470 (in LISP), to the same 
HP9000 containing the ADDAM processors (in 
the inferencing engine/language CLIPS), 
that also serves as the node terminal to 
the MITS LAN. 
THE ADVAMCED PROTOTYPE 
Even as the current prototype is under 
construction, demands for increased per- 
formance have been requested from both the 
data provider side of the chain (the sys- 
tem herein described), and the data util- 
izer side (the application expert sys- 
tems). Consequently the plan for an even 
more advanced operational structure is now 
also in preparation. Figure 4 illustrates 
the increased complexity over the current 
prototype. 
It is important to note the addition of a 
generalized communications interface tech- 
nology among the gateway and the work- 
stations. Called the Remote Information 
Interchange Buffer (RIIB) processors, they 
intermediate among the data-oriented exec- 
utives (ADDAM and EEVE) and the networks 
utilized to transfer data and advisories. 
As such, the RIIB's serve as "session mana- 
gers" on behalf of the executives within a 
User Datagram Protocol/Internetwork Proto- 
col (UDP/IP) networking environment. Also 
planned for the RIIBIs are generalized dis- 
play terminal support functions that allow 
for the dynamic reconfiguration of termi- 
nals within the Transmission Control Pro- 
gram/Internetwork Protocol (TCP/IP) net- 
work environment. Figure 5 illustrates 
that using the accepted International Stan- 
dards organization Open systems Intercon- 
nection Protocols (IS0 OSI) network commun- 
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ications scheme, both ADDAM and EDENN com- 
prise Application Level 7, whereas the 
RIIB occupies the Session and Presentation 
Levels, 5 and 6. 
This new uniformity in communications en- 
ables EEVE to take on the added task of 
network failure response. 
EEVE can restart applications by rerouting 
the users' terminals via the network to 
the new hosting node. To accomplish this, 
EEVE accesses the Data Management worksta- 
tion database for a local configuration 
management library. 
Both the ADDAM and EEVE systems have full 
backup versions, as shown in Figure 4, 
that are fully ready to step in should the 
lfmasterfl gateway/monitor fail. When the 
backup EEVE senses that the current master 
has failed, it promotes the backup ADDAM 
to master status, reboots, and arranges 
for the switchover of data and advisories 
to any and all workstations waiting in 
abeyance. New backup versions of ADDAM 
and EEVE are then created and placed in 
readiness. 
Specialized versions of EEVE, called EEVE 
11, have been added to the workstations to 
provide the levels of interpretation of 
the flight-specific environment for the 
online application expert systems. This 
focuses EEVE's duties on the gateway to 
levels of interpretation regarding flight 
control host activities and network and 
performance configuration. 
In this mode, 
Importantly, this design embodies two par- 
allel and interdependent means of communi- 
cation as symbolized by the solid and dot- 
ted lines. The solid lines, connecting 
the realtime data and advisory processors, 
including ADDAM and EDENN, symbolize the 
autonomic neuralnet system (ms) side of 
the entire configuration. Conversely, the 
dotted lines represent a Itvirtual LAN'' 
that connects EEVE, EEVE I1 and even the 
online application expert systems and, as 
such, symbolize the central neuralnet sys- 
tem (CNS) side of the configuration. This 
design allows the CNS to perform symbolic 
processing without hindering the realtime 
response of communications interfaces. It 
also enables the various expert systems to 
converse , negotiate , and even llarguetl 
about network priorities and flight envi- 
ronment realities. 
llly EXPERT CO~RSATIOIY 
The following scenario is presented to 
illustrate the levels of interpretation 
that will exist in the symbolic discourse 
between application expert systems and 
EEVE/EEVE 11: 
The application E/S innocently asks 
about the status of its flight (fear- 
ing the worst since data is missing) 
to the local EEVE I1 system. EEVE I1 
discovers that there are holes in its 
fact database and makes further in- 
quiries to EEVE at the gateway. 
The application system would begin 
with a message to the EEVE I1 on the 
local workstation: 
FROM: Application E/S: USER43 
- TO : EEVE I1 @ MCC 
workstation: FM8 
(mm rnQiT-SrrnS) 
(R4juEmDR SBSICN USER43) 
EDENN automatically adds the session 
identifier, USER43, as the inquiry is 
forwarded to EEVE 11. 
EEVE I1 consults its database, 
(DATA-aIRIMEE' USER43 NRl') 
(DA!l'A-R&Ul" USER43 !TU 
(CYCLTC-STREAMS 
(-- 
(HIGH-SPEEPMISC) ) 
( A ! l T l T V D E + T ~  
LmZ!v*rn+rn) ) ) 
(DA!l'A-mIRIMEE' USER43 CAS) 
(FLJGH!FLLUN USER43 FL.lW 71-B) 
and concludes that it needs to consult 
EEVE at the gateway about the status 
of the Near Realtime Telemetry (NRT), 
trajectory (TRJ) , and Calibrated 
Ancillary Telemetry System (CAS) data 
streams for flight 71-B. 
Thus EEVE I1 sends the following 
message to EEVE: 
FROM: EEVE I1 @ MCC 
Workstation: FM8 
TO : EEVE @ MCC Gateway 
DA!l'A-ST!REAM-m!S F7iIG-D 
71-8 MU') 
(QYEW DAil'A-2ZREAM-STrnS M B I T  
71-B nV) 
(QYERY DA!l'A-2ZREAM-ST'S FZTBIT 
71-B CAS) 
(-R WFXSi'!!ICXV IW8) 
The last fact is added by ADDAM as the 
message is forwarded to EEVE. 
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Correspondingly, EEVE consults its 
database at the gateway, 
(DATA-STREAM NRl' FZSQIT 71-B 
STAlV.5 ACTIVE AT 17:08) 
(DATA-STREAM TRJ FLIQIT 71-B 
S T m S  U" AT 17:05) 
(DATA-STREAM CAS FLIQIT 71-B 
STA!lUS P m l N G  AT 17:07) 
(CtXl'INGBJCY F" 71-B TRJ 
DRESR2VSE AT 17105) 
( C t X l ' m C Y  FLIW 71-B TRJ 
m l X F W A l ? N l N G  AT 
16:58) 
( C t X l ' m C Y  FZIBIT 71-B CAS 
REsTAKFR@JlEzwA!r 
17:07) 
and would have to shrug its allegor- 
ical shoulders if it were not for the 
sudden entry of a new fact and the ex- 
piration of a timer (all sensed by 
ADDAM) -- 
(CtXl'l" FIX" 71-B CAS 
REsTAKF-AT 
17:lO). 
After a few simple rules fire EEVE 
then has the following facts with 
which to resolve the question: 
(RE93LV!l'ION FLIQIT 71-B CAS 
R E s T A w T - a x F ~ A T  
17:lO) 
(mLV!l'ION FILQil' 71-B TRJ 
c T a m a v l N ! r m A T  
17:lO) 
(DATA--SIIREAM CAS FLIW 71-B 
STms IN-REsTm AT 
17:lO) 
(DATA--SIIREAM !l!W FLIGHT 71-B 
STms (mm -95) 
AT 17:lO). 
The rule operating for the pending sta- 
tus on the CAS data stream is clear 
enough. However, the assumed check- 
point rule is obviously one of inter- 
pretation -- guessing -- on the part 
of EEVE. Thus EEVE asserts that the 
flight control host system supporting 
the trajectory data stream must be in 
the grips of a checkpoint procedure. 
EEVE further notes that it does not 
know this with certainty, but rather 
that it feels reasonably sure ( . 95 )  
that this must be the case since a 
checkpoint warning was received some 
12 minutes previously. 
It is not implied that EEVE is imple- 
mented using fuzzy logic. EEVE simply 
provides a confidence level for its de- 
ductions that may or may not be used 
by an EEVE I1 or application expert 
system when making further decisions. 
At any rate, EEVE returns what it 
knows about flight 71-B to the FM8 
workstation: 
FROM : EEVE @ MCC Gateway 
TO : EEVE I1 @ MCC 
Workstation: FM8 
(RESKNSE+KJ WORlCSTATI~ "48 AT 
17:lO) 
(DATA--SIIREAM-STAlVS F Z T W  71-8 
h?ET ACTIVE AT 17:08) 
(DATA--SIIREAM-STATUS FLIQIT 71-B 
CAS IN--' AT 17:lO) 
(DATA--SIIREAM-STAlVS l?lJGWl' 71-B 
TR7 ( c T a m a v r n  .95) AT 
17~10) 
The EEVE I1 at FM8 now has enough in- 
formation to respond to USER43: 
FROM: EEVE I1 @ MCC 
TO : USER43 @ MCC 
Workstation: FM8 
Workstation: FM8 
(RESRXVSE+KJ SESSION USER43 AT 
17:lO) 
(FLTQi'l'-STAlVS l?UQIT 71-B 
ACTIVE AT 17:lO) 
While the application system received 
an answer to its question, it turns 
out that USER43 is sophisticated 
enough to ask even more detailed ques- 
tions: 
FROM: USER43 @ MCC 
Workstation: FM8 
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To 
TO : EEVE If @ MCC 
Workstation: FM8 
(@I= D A T A - m - S T A l U S  TRT) 
(QYERY DATA-E-STAlUS 
(HIGH-SPEED-MIX 
LTCmEm*m NRT)) 
(REQTBKIR SESSICN USER43). 
which EEVE I1 can directly respond: 
FROM: EEVE I1 @ MCC 
TO : USER43 @ MCC 
Workstation: FM8 
Workstation: FM8 
( R E S ~ S E + K I  SESSION USKR43) 
(DATA-SFREB-STA!KTS MQIT 71-B TRT 
(G%TCK&VDTELl .95) AT 1 7 : l O )  
(DATA-!lYPE-ST!S MQIT 71-B 
( (HIGH-SPEE&MISC CYCZIC 
ILUZELl AT 17:lO) 
( V E l V E ~ * A R L E  Ci?-DEKWD 
ILUZELl AT 1 7 : l O )  
(NKl' Ci?-DI"D ACTIVE AT 
17:08) ) ) ! ! 
IN CONCLUSION 
It is evident from the foregoing dialogues 
that much work has yet to be done to reach 
the level of sophistication implied by the 
symbolic information transfer that is tak- 
ing place among the expert systems. It 
will be no small challenge to build the 
domains of interpretation required of the 
expanded EEVE and the new EEVE 11's. Much 
proof-of-concept testing has yet to be in- 
spired and embraced. Even before the ba- 
ses for interaction are established among 
EEVE and the EEVE 11's over the Wirtual 
LAN,@* the servicing interfaces must be 
worked out between an EEVE I1 and the ap- 
plication expert systems that reside on 
its workstation. This, in itself, is a 
substantial undertaking because of the 
amount of time required to meet with the 
application expert system designers in or- 
der to understand their special needs and 
requirements. One such project, currently 
under way, has resulted in the requirement 
for a time synchronization processor to be 
added to an EDENN system. 
Optimistically, once the central neuralnet 
is in place in even rudimentary form, thus 
linking all of the service and application 
expert systems together, the symbolic-or- 
iented design will enable a continuous and 
evolutionary growth in capability as time 
and resources permit. 
ABBREVIATIONS, ACRO"8 AND TERHS USED IN 
THIS PAPER 
ADDAM - 
ANS - 
ATT - 
CAS - 
CM - 
CNS - 
COTS - 
DB - 
DM - 
EDENN - 
EEVE - 
E/S, ES- 
HP9000 - 
IP 
IPS 
IS0 
JSC 
LAN 
LLA 
MCC 
MITS 
MNV 
MOC 
MOD 
MPAD 
MS D 
NASA 
NRT 
os I 
RIIB 
TACAN 
TCP/IP - 
TRJ - 
UDP - 
VAT - 
XNS - 
Automated Data Distribution and 
Management system 
Autonomic Neuralnet System 
Attitude Table data 
Calibrated Ancillary System 
Configuration Management 
Central Neuralnet System 
Commercial Off-The-Shelf 
Database 
Data Manager 
Enhanced Development Environment 
Networked Node 
Effective Evaluation Expert 
Expert System 
Hewlett Packard minicomputer 
Internetwork Protocol 
Instrument Pointing System 
International Standards Orqani- 
zation 
Johnson Space Center 
Local Area Network 
Link Level Access 
Mission Control Center 
MOD-IPS-TACAN System (LAN) 
Maneuver table data 
Mission Operations Center 
Mission Operations Directorate 
Mission Planning and Analysis 
Division 
Mission Support Directorate 
National Aeronautics and Space 
Administration 
Near Realtime Telemetry data 
Open Systems Interconnection 
Protocols 
Remote Information Interchange 
Buffer 
Tactical Air Control and Naviga- 
tion system 
Transmission Control Program / 
Internetwork Protocol 
Tra j ectory data 
User Datagram Protocol 
Vector Administration Table data 
Xerox Network System 
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ABSTRACT 
A fielded expert system automates equipment 
fault isolation and recommends corrective 
maintenance action for Air Force jet engines. The 
knowledge based diagnostics tool was developed as 
an expert system interface to the Comprehensive 
Engine Management System, Increment IV (CEMS 
IV), the standard Air Force base level maintenance 
decision support system. XMANTM, the Expert 
Maintenance Tool, automates procedures for 
troubleshooting equipment faults, provides a facility 
for interactive user training, and fits within a 
diagnostics information feedback loop to improve the 
troubleshooting and equipment maintenance 
processes. The application of expert diagnostics to 
the Air Force A-1OA aircraft TF-34 engine equipped 
with the Turbine Engine Monitor System (TEMS) is 
presented. 
INTRODUCTION 
XMAN is a knowledge-based software tool 
designed for advanced diagnostics support of 
complex aeromechanical equipment. Developed as 
an expert user interface to a large, historical 
maintenance database, XMAN automates procedures 
for troubleshooting equipment faults. The expert 
maintenance tool has been field tested and is 
operationally supporting flightline maintenance 
diagnostics for the Air Force A-1OA weapon system. 
XMAN represents a significant step forward in 
the evolution of maintenance information and 
integrated diagnostics systems. A means of 
improving the diagnostics process is provided 
through visibility into troubleshooting performed at the 
equipment level and feedback of information to the 
equipment manager. Interactive user training is 
provided in addition to the automation of the 
maintenance diagnostics function. The user remains 
a key factor in the equipment diagnostics process. 
Training and user acceptance of the expert system 
are facilitated by keeping the technician in the 
troubleshooting loop, while providing explicit 
diagnostics guidance and allowing ready access to 
data pertinent to the specific equipment fault. 
Presented is a summary of troubleshooting 
performed by XMAN during its evaluation period and 
initial operations at eight Air Force A-lOA bases. The 
specific application addressed is that of the TF-34 jet 
engine equipped with the Turbine Engine Monitor 
System (TEMS). Under Air Force contract, XMAN is 
the expert system interface to the Comprehensive 
Engine Management System Increment IV (CEMS 
IV), Engine Diagnostics and Trending (ED & T). This 
interface is discussed and a typical troubleshooting 
session presented. Design concepts underlying the 
expert system architecture are highlighted. The 
potential for expansion of XMAN to other 
aeromechanical equipment is addressed. 
EVOLUTION OF XMAN AS AN AUTOMATED 
DIAGNOSTICS TOOL 
The origins of XMAN date back to the early 
stages of the CEMS IV program (see Figure 1). 
CEMS IV is the standard Air Force jet engine 
management system for maintenance decision 
support. Systems Control Technology, Inc. (SCT) 
developed CEMS IV under Air Force contract to 
support the information intensive processes 
associated with On-Condition Maintenance (OCM). 
CEMS IV fuses data from a number of disparate DoD 
maintenance information systems including CAMS 
(Core Automated Maintenance System) and engine 
specific automated monitoring systems. 
I I  
- 8  
&- P 
Figure 1 XMAN Development can be 
Traced Back to the Early Days of 
MlMS and CEMS IV. 
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CEMS IV is an outgrowth of SCT's 
Maintenance Information Management System 
(MIMSTM). CEMS IV integrates data acquisition and 
processing functions to trend engine performance, 
display graphical diagnostics data products, and flag 
engine malfunctions (see Figure 2). Data are 
displayed to the flightline and intermediate 
maintenance technicians in a format which is easily 
usable and readily accessible. Only those data that 
pertain to that individual's work requirements are 
displayed. The prototype CEMS IV was evaluated in 
an operational environment at Barksdale Air Force 
Base, Louisiana (917th TFG, AFRES) for three and 
one-half years before Air Force direction was given to 
expand the system implementation. [l] 
. frnN . TR2JBEyDoIwo RULES . lMmlE"cEpRocEwn€ 
PRDLPNC. 
u..p. Q 
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PLp DATA WOR(ST*TDI 
Figure 2 CEMS IV Integrates a Number of 
D i s p a r a t e  M a i n t e n a n c e  
Information Functlons. 
I 
YICRO-COYPUTER 
CEMS IV is currently undergoing expansion to 
twenty-one Air Force A-1OA bases worldwide. Engine 
maintenance decision support for other aircraft types 
(e.g., F-16, B-1 B, KC-1 35R, C-17) may be provided for 
up to sixty bases at Air Force option. Demonstrations 
of CEMS IV support have already been performed for 
the F100-220 engine (F-15 and F-16 aircraft) and the 
F108 engine (KC-135R aircraft). The CEMS IV 
software is approximately eighty percent generic, 
allowing flexibility in specific type-model-series (TMS) 
engine applications . 
From the early stages of operational 
evaluation, it was evident that an expert system would 
enhance the CEMS IV man-machine diagnostics 
interface. SCT began the development of an expert 
system in early 1984. Under internal research and 
development funding, SCT produced an expert 
system kernel which serves as the XMAN software 
control system. 
The software engineering principles guiding 
the development of MlMS (Le., generic, table driven 
software, independent of specific hardware or 
equipment applications) also led to the development 
of a generalized expert system kernel. Tailoring is 
carried out through a process of knowledge 
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engineering for the specific TMS engine or equipment 
amtication. XMAN is written in LISP and is resident 
. lEW DATA AN0 
MSCREPANCIES 
. ULINEWNCE ACTKWS 
. OL MMYSIS DATA 
on'a microcomputer (PC compatible) operating under 
MS-DOS. 
As a software refinement under SCT's CEMS 
IV contract with San Antonio Air Logistics Center (SA- 
ALC), XMAN's knowledge base has been tailored to 
troubleshoot and diagnose engine malfunctions on 
the TF-34 engine. The troubleshooting knowledge 
base is based upon the technical order (T.O.) logic 
trees developed by the engine manufacturer for 
analyzing engine malfunctions using CEMS IV. Thus, 
for the A-lOMF-34 application, XMAN serves as a 
T.O. prompting system as well as an expert 
troubleshooting tool. 
TYPICAL APPLICATION 
The diagnostics procedures associated with 
interpreting CEMS IV data products, troubleshooting 
engine alal'ms, and recommending corrective 
maintenance action are automated by XMAN. The 
expert diagnostics function is a menu option on the 
CEMS IV workstation (see Figure 3). 
I FLIGHT LINE 1 
CEMS IV I UIN,;&kn I 
Figure 3 XMAN Resides on the Same 
Microcomputer as the CEMS I V  
Workstation. 
XMAN troubleshoots engine discrepancies 
which are generated by both the on-aircraft engine 
monitoring system (TEMS) and CEMS IV. The 
discrepancies generated by TEMS are engine events 
(e.g., core overspeed, turbine temperature 
exceedance). TEMS-generated discrepancies are 
passed down to CEMS IV and stored in the host 
database. CEMS IV generates engine discrepancies 
based upon abnormal performance, wearmetal trends 
and parameter limit exceedances not flagged by the 
TEMS. 
The CEMS IV host is a Motorola 68020, 
System V Unixm-based super minicomputer. The 
expert system, resident on the standard Air Force 
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The CEMS IV host is a Motorola 68020, 
System V Unixm-based super minicomputer. The 
expert system, resident on the standard Air Force 
microcomputer, accesses the CEMS IV database via 
a direct RS-232 link or a leased line modem. XMAN 
extracts facts from the CEMS database. These facts 
are transferred from the host system to the 
microcomputer and stored in a troubleshooting fact 
file. Troubleshooting facts and technician inputs are 
used by XMAN to diagnose engine discrepancies. 
Throughout the troubleshooting session, the 
technician may access the CEMS IV database directly 
and recall pertinent diagnostics data. The XMAN 
control system links the engine discrepancies present 
to the appropriate troubleshooting rule file (i.e., 
knowledge base). When troubleshooting is 
completed, XMAN prompts the user with corrective 
maintenance procedures. [2] 
Troubleshootina a Risina Wearmetal 
A typical equipment discrepancy summary 
produced by XMAN upon analysis of the CEMS IV 
database is shown in Figure 4. Shown in this 
summary are the following: 
a. a reference number for each discrepancy; 
b. the equipment serial number (ESN); 
c. the aircraft location; 
d. the equipment discrepancy; and 
e. the date of the discrepancy. 
In this example, an engine alarm generated by 
a rising oil wearmetal trend is analyzed. CEMS IV 
has forecast that the iron concentration in engine 
GE205293 is due to exceed the allowable limit. 
E Q u I P n E N T D I s c R E P A N c Y s u n n A R Y 
REF ESH L O C R Y I O N  DISCREPANCY D A T E  
1 8E285812 fi770211-1 NFTR FORCf iSTD IELOY LIHll (CEHS) 87JUN0I 
2 GE285137 R 7 5 0 2 6 2 - 1  L E V E L  1 T E H S ~ N F  V I E S  - LEV 1 8 7 l A Y 2 9  
3 GE285233 R758388-2 FE FORCRSTD R B O V E  LlNIT ( C E H S )  87NRY29 
4 GE265317 R 7 6 0 5 5 8 - 1  LEVEL 1 T E i l S : S L O Y  S T A R T  871AY22 
5 GE286512 R 7 5 G 2 6 4 - 2  FFGT ( F F G  , T N D )  R B O Y E  L IR  (CEHS) 87JUNfl1 
---------- - _ _ _ _ _ _ _ _  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  I------ 
Please  s e l e c t  a REF number ) 
Figure 4 The Equipment  Discrepancy 
Summary Indicates Alarms Which 
Require Troubleshooting. 
The technician init iates the XMAN 
troubleshooting session by entering the equipment 
discrepancy reference number (in this case, 3). Once 
selected, XMAN activates the appropriate fact file and 
decision tree (i.e., rule file) corresponding to this 
engine problem. 
An XMAN troubleshooting display is shown in 
Figure 5. In the middle window of this display, XMAN 
asserts facts derived from the CEMS IV database. 
Troubleshooting questions are posed along with 
answers automatically derived from the CEMS IV 
historical database and the user's affirmation or 
rejection. 
RZSERIIOHS: 
1, Is it possible that FE D R T R  S C A T T E R  caused the alarm ? XHRW: NO 
USER: I(B 
2 .  Y a s  iainttnancc,(for example ,  an oil change) done prior 
lo this alari and i s  thc FE concentration RETURNING t o  
the level found BEfORE the MIHTENRHtE ? 
XIIAN: NO 
USER: 
3, Are C O R E  V I B R R T I O H  ltvelr IHCRERSIHG in any of the XIIRH: YES 
channels? USER: E 
Porescope the enrioe romprtssor and hirh pressure turbine 
Figure 5 The Technic ian In teracts  w i th  
XMAN T h r o u g h  t h e  E x p e r t  
Troubleshooter Display. 
In this example, the XMAN fact generator has 
asserted that erratic data did not cause the alarm. 
Following the XMAN assertion, the technician is 
asked to accept or reject this automated analysis of 
CEMS IV data. Since the technician in this example 
is relatively new to automated engine diagnostics, he 
asks for help in interpreting data scatter. The user 
presses <HELP> on his keyboard. XMAN responds 
with the graphical display shown in Figure 6. 
Typically, several levels of HELP complexity are 
available to the maintenance technician. The 
complexity ranges from high-level descriptions to 
graphical displays highlighted by inverse video and 
pointing arrows. By pressing the <RETURN> key, the 
user cycles through the high-level to low-level HELP 
displays. 
In Figure 6, a typical wearmetal pattern is 
displayed, and the text explains what to look for in 
distinguishing real data trends from erratic data. The 
technician presses a special function key to exit from 
the HELP utility and resume XMAN troubleshooting. 
Fresh with new insight into data scatter, the 
user presses the <HOME> key to access the actual 
CEMS IV data. The <HOME> key is dedicated to 
spawning CEMS IV from the LISP environment. In 
this instance, the rising trend is clearly distinguished 
from data scatter (see Figure 7). 
After returning to the troublesnooting session, 
the user concurs that iron data scatter did not trigger 
the alarm. XMAN proceeds with the next assertion, 
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i.e., that corrective maintenance has not had a 
positive effect on the iron trend. Again, the technician 
may ask for help in interpreting the data before 
responding to this question (HELP), and he may 
analyze the CEMS IV data directly (HOME). In this 
case, no significant maintenance action (e.g., an oil 
change) was performed on this engine recently. 
................................................ ............... 
S u d d m  changes in uearirtal roncentratrs art rare and i a y  b r  dur t o  
trrrtir data,  
In t h e  rxaiplt display shoun, the d a t a  has not reiained steady for 
18 T S O  hours and has brrn erratic. The alrri t h e n  v a s  p r o b a b l y  crusid 
b y  d a h  scatttr, 
I 
Figure 6 The XMAN Help Facility Guides 
the Technician Through the 
Diagnostics Process. 
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Figure 7 The User May View Pertinent 
Diagnostics Data by Pressing the 
<HOME> Key. 
Next, XMAN asserts that core vibration levels 
are rising on the engine. Examination of the data 
indicates that front frame and exhaust frame vibration 
readings at core frequency are increasing slightly 
(see Figure 8). Based upon the analysis to this point, 
XMAN recommends that the technician schedule the 
engine for a borescope inspection. The user is 
instructed to return to XMAN upon completion of this 
task. 
HI- 
Figure 8 Core Frequency Vibration Levels 
Show Slightly Rising Trends in 
the Example. 
After completion of the borescope inspection, 
the XMAN troubleshooting session is resumed, this 
time in the automatic processing mode. XMAN 
automatically scans down to the last assertion 
previously processed. The user is asked if the 
borescope revealed significant turbine or compressor 
damage, and the response in this case is negative. 
Figure 9 shows the recommended XMAN action for 
this engine discrepancy. The engine is to be placed 
on the CEMS IV WATCH list in order to keep the 
engine under surveillance. The WATCH list 
maintains a record of engines which require special 
attention or follow-up service. CEMS IV advises the 
user when a review or action is due. In order to 
facilitate access to the WATCH list, XMAN issues the 
CEMS IV WATCH command line when the user 
presses the <HOME> key. Further analysis is 
necessary if the wearmetal reading continues on its 
trend or is correlated with serious vibration increases. 
RSSERTIOHS: 
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USER: llI[ 
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Chinit thr status o f  t h e  rlrrr to OLD, 
)Press PETURH to continue, 
Figure 9 X M A N  R e c o m m e n d s  a 
Maintenance or Follow-Up Action 
Upon Completion. 
At several points in the scenario described, the 
user may have responded "PASS" rather than 
entering a yes or no response. This response is 
programmatically equivalent to acceptance of the 
XMAN assertion. However, the audit trail or journal of 
the troubleshooting activity shows that the user 
entered an "I Don't Know" response. 
OPERATIONAL EVALUATION 
An audit trail of all engine troubleshooting 
performed allows visibility into actual discrepancies 
processed in the field. At each base, XMAN tracks all 
engine alarms analyzed locally including user 
responses and recommended maintenance actions. 
The entire XMAN session may be recreated using the 
troubleshooting results which are captured in an 
archived fact file. This archived file includes the 
engine discrepancy, time, date, and user stamps, 
facts generated, and user responses. 
Archived engine fact files are received from the 
bases periodically. Results are assimilated from all 
bases in a central analysis location, and 
troubleshooting effectiveness summaries are 
produced. Although not yet formally implemented, 
this detailed usage information may be analyzed by 
the equipment manager (e.g., repair depot engine 
managers) to evaluate diagnostics procedure 
effectiveness on their fielded weapon systems. In 
addition to high-level summaries of recommended 
actions versus equipment alarms, lower level detail of 
user interaction with the expert system and CEMS IV 
are clearly traceable. 
For the first time, the equipment manager has 
actual field level troubleshooting information 
available to allow improvement in maintenance 
diagnostics technical orders. Further closure of the 
maintenance diagnostics loop is possible through 
correlation of XMAN recommended actions with 
actual maintenance performed (i.e., AFT0 349 
information available through the CEMS IVKAMS 
(Core Automated Maintenance System) interface. 
This correlation is currently under investigation. 
Troub leshoot ina Summa ry 
XMAN was installed at Barksdale Air Force 
Base, Louisiana, for user evaluation and operational 
testing in October 1986. A six-month evaluation 
period preceded the release of XMAN to seven other 
Air Force bases. These bases included Davis 
Monthan AFB, Myrtle Beach AFB, England AFB, 
Glenn L. Martin Airport (Maryland Air National 
Guard), Nellis AFB, Sacramento Air Logistics Center, 
and San Antonio Air Logistics Center. XMAN was 
released for operational use in late April 1987. The 
evaluation results presented focus on the user 
evaluation operations at Barksdale AFB. 
During eight months of use at the 917th TFQ, 
XMAN aided processing of over 700 engine 
discrepancies. A summary of the most frequently 
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occurring CEMS IV and TEMS alarms is shown in 
Figure 10. The three most frequently processed 
CEMS IV alarms include: 
a. Fan speed trim margin forecasted below 
limit; 
b. A below limit trend in corrected fan 
speed versus corrected temperature; 
and 
Chromium forecasted over limit (an oil 
wearmetal abnormality). 
Note that a large percentage of the alarms diagnosed 
did not require immediate maintenance attention. 
XMAN recommended alarm deletion in these 
instances. This insight into alarms inappropriately 
generated allows for the possibility of fine tuning of 
the CEMS and TEMS software to reduce this 
undesired characteristic. Other recommended 
actions based upon XMAN analysis of CEMS IV 
generated alarms focused on the scheduling of 
engine water washes (a problem typical of the A- 
10/TF-34 due to gun gas ingestion) and engine 
placement on the CEMS IV surveillance list (WATCH). 
The most frequently analyzed TEMS engine 
discrepancies included shifts in the interstage turbine 
temperature and core flameout. Recommended 
actions concentrated on checkout of the monitoring 
system rather than actual engine repair. The results 
analyzed are indicative of the overall excellent health 
of the TF-34 engines at Barksdale which have been 
supported by TEMS and CEMS IV for over five years. 
c. 
Figure 10 The XMAN Audit Trail Allows 
I n s i g h t  i n t o  A c t u a l  
Troubleshooting Performed in the 
Field. 
CONCLUSIONS 
Integrated diagnostics, performance reliability, 
and equipment maintainability are taking on 
increasingly crucial roles in Department of Defense 
weapon system support strategies. New methods for 
providing critical maintenance and logistics 
information in a timely manner and with limited user 
interaction are essential. Computer programs which 
embody forms of human expert problem solving 
abilities offer significant supportability benefits in an 
era of increasing equipment sophistication and 
decreasing service personnel availability. 
XMAN offers enhanced diagnostics and 
interactive training in a commercially available 
software package. As the services gear equipment 
diagnostics programs toward portable maintenance 
aids (e.g., IMlS (Integrated Maintenance Information 
System)), XMAN offers a proven operational 
maintenance diagnostics troubleshooting capability. 
As an integrated diagnostics tool, this expert system 
allows insight into actual troubleshooting performed, 
evaluation of results, and the feedback loop to 
improve diagnostics procedures. 
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Abstract 
The generation of a set of tools for the software lifecycle is a recur- 
ring theme in the software engineering literature. The development of 
such tools and their integration into a software development environ- 
ment is a difficult task a t  best because of the magnitude (number of 
variables) and the complexity (combinatorics) of the software lifecycle 
process. An initial development of a global approach was initiated at  
AFIT in 1982 as the Software Development Workbench (SDW). Also 
other restricted environments have evolved emphasizing Ada and d i 5  
tributed processing. Continuing efforts focus on tool development, 
tool integration, human interfacing (graphics; SADT, DFD, structure 
charts, ...), data  dictionaries, and testing algorithms. Current efforts 
are emphasizing natural language interfaces, expert system software 
development associates and distributed environments with Ada as 
the target language. The current implementation of the SDW is on 
a VAX-11/780 under VMS. Also, a simplified version of the SDW 
has been hosted on personal computers. Other software development 
tools are hosted under UNIX and are being networked through en- 
gineering work stations. This paper discusses the various aspects of 
AFIT’s development of software engineering environments. 
Introduction 
A software development environment is an integrated set of auto- 
mated and interactive software development tools that aid the soft- 
ware engineer in the development of quality software products. The 
specific software products which are associated with the software life 
cycle include requirements definitions; design specifications; source 
and executable program codes; test plans, procedures, and results; as 
well as other associated documentation such as guides and manuals 
of operation and maintenance of the software. By definition, software 
only exists in its documentation! Thus, extensive records must be 
generated, maintained, and managed to properly fulfill the software 
engineering objectives. A well planned and implemented software 
develapment environment can effectively assist in the generation of 
reliable and maintainable computer software. 
The typical software development environment includes both hard- 
ware and software tools to aid the software engineer in the production 
of programs. Software development environments may consist of a 
minimal set of tools, such as an editor, a compiler, and a link/loader, 
that  support only the actual coding of software. However, the most 
effective environments are those with an extensive set of powerful in- 
teractive and integrated tools that support state-of-the-art method- 
ologies for dealing with software from its very conception through its 
eventual termination. A specific software development environment 
consists of a process methodology along with given hardware and sys- 
tem software, manual procedures and support personnel. The process 
methodology usually involves a specific set of operations (steps) along 
with conceptual tools to support these steps within the software life- 
cycle phases mentioned previously. 
Gary B. Lamont 
Department of Electrical and Computer Engineering 
School of Engineering 
Air Force Institute of Technology 
Wright-Patterson AFB, Dayton, Ohio, 45433 
The concept of an integrated software development environment 
can be realized in two distinct levels. The first level deals with the 
access and usage mechanisms for the interactive tools, while the sec- 
ond level concerns the preservation of software development data and 
the relationships between the products of the different software life 
cycle stages. The first level requires that all of the component tools 
be resident under one operating system and be accessible through a 
common user interface. The second level dictates the need to store de- 
velopment data (requirements specifications, designs, code, test plans 
and procedures, manuals, etc.) in an integrated data  base that pre- 
serves the relationships between the products of the different life cy- 
cle stages. This integration of tools and techniques at both levels is a 
major objective of any software engineering environment development 
effort. 
The major objectives are to provide a production software devel- 
opment environment for students and faculty and to generate a soft- 
ware engineering research testbed. Initially the SDW provided the 
overall architecture for a “complete” capability. Itecently, efforts are 
focusing on a distributed version of the SDW concept called System 
690 in support of the software engineering laboratory course, EENG 
690. 
Development Lifecycle Model 
The definition of the software lifecycle as supported and used by the 
various environments consists of the standard six phases; require- 
ments definition, preliminary design, detailed design, implementation 
(coding), integration and operation and maintenance. This general 
methodology is reflected in DOD Standard 2167 [l]. Documentation 
must be provided within each phase to  support reviews (static) and 
testing (dynamic) of results associated with each activity. This ca- 
pability can be provided through the use of a data dictionary and 
associated data base management system. Software system correc- 
tions and enhancements should flow through all previous phases for 
“proper” documentation. 
Note that validation and testing is not a distinct stage in this 
lifecycle, but rather an activity that  is performed along the entire 
lifecycle. This activity involves the testing of the products of each 
stage for internal consistency and completeness with the products 
of the previous stages. Furthermore, the products of each stage are 
validated against the user’s perception of the requirements. 
The Software Development Workbench(SDW) and the distributed 
environment, System 690, are developed using this software life cycle 
definition with the primary objective of providing integrated and au- 
tomated support. Discussion of each environment follows the stages of 
its initial lifecycle. The objectives and accomplishments of each stage 
of the lifecycle development are presented. The requirements defini- 
tion and preliminary design stages deal with a system as it should ex- 
ist in its ultimate form, whereas the detailed design, implementation, 
integration, and operation stages emphasize a prototype environment 
with a menu driven interface and initial tool set. 
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SDW Requirements and Design 
The first stages of the SDW development effort [2] emphasized the 
requirements definition and preliminary design of the ultimate SDW 
implementation. Due to  the extensive scope of this task, the target 
was set a t  a fairly high level specification with the individual subsys- 
tems specified in greater detail with the use of recursive applications 
of the software life cycle. 
The results of this task are a set of five primary objectives of 
the SDW, thirteen specific concerns for its development [3], a func- 
tional model and associated evaluation criteria, a hardware/software 
configuration model, and a structure model that identifies all generic 
component tool types. 
Of the five objectives of the SDW, the reduction of software errors 
is the first (41. This is to be achieved by supporting and enforcing the 
use of accepted software engineering principles, as well as by using 
the computer to  augment different testing procedures. 
The SDW must also be responsive to change. Realizing that soft- 
ware is a dynamic entity, the SDW must be able to support changing 
requirements for its operation. 
The rapid assessment of design alternatives is also quite impor- 
tant. The use of simulation models and prototyping is selected more 
and more to assess design operations as well as to aid in determining 
the end user’s true needs. 
The SDW must also be capable of providing interactive and au- 
tomated documentation support. This support must emphasize the 
recording, and maintenance of all software development associated 
data. 
Finally, the SDW must provide mechanisms to  assist the software 
manager in planning and tracking software development efforts. 
The thirteen specific concerns also required to be addressed by the 
SDW development effort are: integration, traceability, user-friendliness, 
testability, pie-fabricated programming, support for the entire soft- 
ware lifecycle, flexibility, consistency and completeness, explicitness 
and understandability, documentation support, updateability, lan- 
guage independence, and early prototyping. The first five of these 
concerns are of special significance to the SDW effort. Integration is 
to be realized in terms of both accessing component tools and storing 
of the development data. Traceability must also be preserved between 
the products of the different stages of the development effort. User- 
friendliness is also a very significant concern. The SDW must utilize 
the latest concepts of ergonomics in the design of its human inter- 
face. This interface should be easily understandable with a simple 
logical structure, well laid out display, and a simple command input 
mechanism. Prefabricated programming, or the incorporation of ex- 
isting software can improve development productivity. Flexibility is 
required at  both the environment and tool level to allow users to op- 
erate in a mode comfortable to their knowledge and experience levels. 
That  is, the operation of the SDW must allow the user to tailor the 
type of prompting, feedback, and structure [5]. 
A functional model of the software development process using 
SADT (Structured Analysis and Design Technique) diagrams [SI was 
developed in order to define the SDW process and to select those 
aspects of the process that could be automated. Furthermore, a set 
of evaluation criteria is established with which to judge the effective- 
ness of the environment in satisfying its requirements. However, for 
reasons of brevity, these topics are not discussed further. 
The configuration model of the SDW shown in Figure 1 illustrates 
the basic hardware/software configuration for the environment. The 
SDW Executive is the primary interface and controller of the com- 
ponent tools. The SDW tool set is broken down into three tool cat- 
egories; cognitive tools, that extend the powers of understanding for 
the software developer; notational tools, that assist in the produc- 
tion and maintenance of associated documentation; and augmentive 
tools, that use the powers of the computer to  perform much of the 
tedious testing and updating activities involved with software devel- 
opment. The project data bases are the integrated data storage areas 
with one allocated to  each development effort. Finally, the Pre-Fab 
Software Description and Product Data Bases hold the functional 
descriptions and program codes of existing software modules. This 
structure provides for easy retrieving and incorporation of modules 
into development designs and implementations. 
I 
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Figure 1: SDW Configuration Model. 
32 
The structure model of Figure 2 illustrates the generic tool types 
that  are to be incorporated into the SDW. Those tool types annotated 
with a single asterisk are included in the initial implementation of the 
SDW, while those with two asterisks are scheduled for the second level 
of implementation. Those with three asterisks are to be included 
as they are developed or become available. Thus, the frameworks 
for the initial and eventual realizations of the SDW are established. 
With this background, a detailed design and implementation can be 
realized that includes the selection of existing tools as components 
and complete development of 0tht.r components. 
Current Implementation of the SDW 
The detailed design, implementation, and integration stages of the 
SDW development effort focus on the accomplishment of an initial 
version of the environment. This initial version is composed of soft- 
ware development tools that  support the pre-implementation activ- 
ities of software development as well a8 provide the common capa- 
bilities found in most implementation oriented development environ- 
ments such as editing, linking, and debugging. 
The discussion of this initial version of the SDW is limited to two 
topics: the selection of an initial tool set v d  the complete develop- 
ment of the SDW Executive (SDWE) component that provides the 
common access and control mechanisms required to satisfy the first 
level of the integration criteria. 
The tools selected for inclusion into the initial implementation of 
the SDW are taken, for the most part, from one of two sources. Those 
tools that specifically support the requirements specification and de- 
sign activities were given by the Integrated Computer-Aided Man- 
ufacturing Division of the Air Force’s Material Laboratory, Wright- 
Patterson Air Force Base. The tools used to provide the rest of the 
development support are the standard vendor supplied tools normally 
found on the target computer (the Digital Equipment corporation’s 
VAX-11/780 under the VMS operating system). 
Four distinct tools are selected to support the first two phases 
of software development. They are the AUTOIDEF [7], that sup- 
ports the Integrated Computer-Aided Manufacturing (ICAM) Def- 
inition Techniques (IDEF) [8], the SYSFLOW graphics editor [9], 
and the Extended Requirements Engineering and Validation System 
(EREVS) [lo]. 
The AUTOIDEF tools support and aid in the production and 
maintenance of three types of IDEF models. IDEF-0 models are 
used to provide a functional modelling capability which describes the 
flow of data  through functional processes. IDEF-1 models provide 
an informational modelling technique that  describes both the corn- 
ponents of a data  entity and the relationships between data entities. 
Finally, IDEF-2 models are used for dynamic modelling to simulate 
transaction flows through network-like systems. The AUTOIDEF 
tool greatly simplifies the productioq and maintenance of all three 
types of models because of its flexible graphics drawing and modifi- 
cation capabilities. 
The SYSFLOW graphics editor is an easy to  use and flexible tool. 
The tools provide a basic set of graphical constructs and character 
fonts, together with the capability for the user to define his own con- 
structs, to provide a very flexible capability to produce and maintain a 
great variety of graphical/textual documentation. This system can be 
employed in generating data flow diagrams defining detailed require- 
ments or it can be used to define structure diagrams as generated by 
transform analysis or transaction analysis [ll] of the requirements in 
a data flow or SADT format. 
The ICAM Decision Support System (IDSS) provides for the graph- 
ical and textual input of IDEF-2 dynamics models. The results of ex- 
ecuting these simulation runs are analytical reports on the simulated 
system’s performance. The provisions for graphical input of models 
and automatic translation into an executable format make the tool a 
truly state-of-the-art facility. 
The Extended Requirements Engineering and Validation System 
(EREVS) was originally developed by TRW, Inc. for the Army’s Bal- 
listic Missile Advanced Technology Center. EREVS provides sophisti- 
cated facilities for specifying system requirements for concurrent and 
real time systems, checking those requirements for consistency and 
completeness, illustrating the requirements with a graphical technique 
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Figure 2: SDW Structure Model. 
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called R-nets, and then simulating the timing feasibility of the stated 
requirements. Although specifically designed for concurrent and real 
time software systems, EREVS is an effective aid in developing well 
stated and feasible requirements for all types of software systems. 
In addition to these tools, the SDW uses the standard VMS avail- 
able tools to perform the required compiler, linker, editor, debug- 
ger, comparator, and text processing functions. Moreover, DEC’s 
Program Development Tools consisting c f programming tools and 
project management tools can easily be integrated into the SDW. 
The programming tools include the language-sensitive editor (syntax- 
directed), the source code analyzer, the symbolic debugger, and the 
performance and coverage analyzer (PCA). The project management 
tools include the code management system(CMS), the module man- 
agement system(MMS), the test manager and the common data dic- 
tionary(CDD). Other DEC software products supporting software 
development include their data-base management systems (DBMS, 
Rdb/VMS, Datatrive), forms management system(FMS), and the ap- 
plication control and management system(ACMS). 
With this set of components established, the SDW Executive is 
developed with common interfaces to specific tools. The SDWE is a 
menu and command driven interface to all of the SDW component 
tools but also provides access to  all of the facilities provided by the 
VMS operating system. 
In order to structure the accessing of the SDW component tools, 
these tools are assembled into groups by related functions. The top 
level menu of the SDW allows for the selection of any of these func- 
tional groups. Once a functional group is specified, all of the member 
tools of that group can be accessed through a new menu. 
At any level in the hierarchy formed by these menus, any of the 
standard VAX DCL commands may be executed. Furthermore, mul- 
tiple levels of the menu hierarchy may be traversed at  any time by 
simply entering the appropriate command string on a single command 
line. 
On-line help facilities are provided for all levels of the hierarchy. 
These help facilities provide either general help on the environment, 
specific help information on any of the currently accessible commands, 
and access to the VMS standard help facility. Additionally, utility 
functions are provided to enable/disable the automatic displaying of 
current menus, to  change the type of terminal in use, and to alter the 
manner in which the development data is stored. 
Specific SDW component tools may either by accessed through 
the menu structure and command or by using special commands to 
execute the tool directly, thus increasing the flexibility of the envi- 
ronment. 
provided by this implementation by 
establishing isolated data  storage areas for each supported develop 
ment effort. However, these data storage areas do not at present 
provide for the full integration of the data that is defined by the 
preservation of the relationships between the different development 
products. 
The SDW Executive was also designed to be easily modifiable. 
Thus, new tools may be easily incorporated into the environment. 
Furthermore, a full set of documentation is provided on the SDWE. 
This documentation includes a user manual, an installation guide, and 
a maintenance guide that is to be used to modify and tune the envi- 
ronment for specific applications. The SDW is currently installed on 
the AFIT research VAX-11/780. Users have found the environment 
to be very easy to  learn and use. 
Development data  storage 
Expert Systems and Software Engineering 
The integration of artificial intelligence concepts into software engi- 
neering environments currently focuses on expert systems. Specific 
expert subsystems must be developed for each phase of the software 
lifecycle to assist in design development and selection, structural for- 
mulation, algorithm determination, structured programming imple- 
mentation (object-oriented, abstract data types, control structure), 
module and system testing and maintenance. An initial effort t e  
wards defining an associated environment resulted in a modification 
of the SDW executive using OPS5 for expert system inclusion [12]. 
Also, this initial-design focused on the analysis and diagnosis of mod- 
ules in terms of coupling and cohesion standards. 
Another aspect of AI integration into software engineering envi- 
ronments was the development of a natural language interface [13]. 
This activity generated a natural language interface called “COIN” 
which uses Lisp and the Flavors package. This initial effort empha- 
sized the interface to the data dictionary (DD) package mentioned 
previously since the perspective user would have a considerable dia- 
log with the DD in defining detailed entries and preforming queries. 
Additional efforts involve the use and analysis of transformational 
systems that can encompass knowledge-based capabilities for software 
production. Example efforts include the Knowledge-based Software 
Assistant (KBSA) and REFINE, a wide spectrum language for the 
development phases of the software lifecycle. Incorporation of wide- 
spectrum languages into a software environment may be feasible and 
economical which could be part of environment enhancements. 
SDW Enhancements 
The first enhancement is to extend and refine the SDW tool set to  
provide a full array of capabilities to support the entire software life 
cycle. This tool set must also be refined so that only those tools that  
are truly effective and useful remain part of the environment. Also, 
a user should be able to specify that only a certain sequence of tools 
be used in a given project and the SDW would provide only that  
environment, such as for Ada real-time applications. 
The Pre-Fab Software Description and Product Data Bases must 
be completely developed and populated to support the prefabricated 
programming concept. After the establishment of a fairly static tool 
set, a schema for the Project Data Bases can be developed. These 
data bases will hold all of the development data for the products of 
each software development effort aa well as the relationships between 
the different products of each effort. An initial project in this regard 
generated a prototype data dictionary [14] for the SDW using the 
DBMS Ingress. This effort was further enhanced with the System 
690 project under the UNIX operating system. 
The scope of the support provided by the SDW is also to be ex- 
panded to  aid the software development manager in planning and 
tracking the development effort. Responses to queries on the Project 
Data Bases will provide the software development manager with near 
real time feedback on the status of the development effort. 
The current implementation of the SDW is quite flexible and an 
easy to  use aid for the development of quality software products. 
This initial implementation provides extensive support for the pre- 
implementation stages of software development. The environment 
effectively increases the cognitive and notational powers of the soft- 
ware developer. 
The ultimate implementation of the environment will support the 
entire software development life cycle. Much of the tedious consis- 
tency and completeness testing of software will be automated in this 
environment. Furthermore, provisions will be included to store and 
maintain all development data  in a fashion that preserves traceability 
between the products of the different life cycle stages. Such an envi- 
ronment would be a significant breakthrough in the production and 
maintenance of quality software systems. 
Distributed SE Environment 
Using some of the SDW concepts, a distributed software develop 
ment environment called SYSTEM 690 is being developed to support 
classroom and research programming projects as well as research into 
environment issues. SYSTEM 690 addresses the same objectives of 
the SDW but in a distributed environment. The computer environ- 
ment used by SYSTEM 690 is both heterogeneous and quite extensive. 
Most of the software development is done on a network of VAXes and 
Sun workstations running Unix and interconnected by aTCP/IP  Eth- 
ernet, and on a series of DEC VAXes and MicroVAXes interconnected 
by DECNET. The two networks are interconnected by a gateway. All 
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of these systems are also accessible via a Gandalf RS-232 switch that 
is connected to a variety of terminals and PCs in offices and labs, 
and through dial-up lines to  any number of home computers. Soft- 
ware development is performed on these computers under a variety of 
operating systems using Ada, C,  Pascal, Lisp, Prolog, Fortran, and 
assembly language. 
In SYSTEM 690, specific emphasis is placed on performance mon- 
itoring and analysis to provide needed data in such areas as tool per- 
formance, tool usage, user acceptance, and the nature of the workload, 
both in terms of the size of data and frequency of use of the tools. 
Methodology 
In order to put a production software system in operation and to de- 
velop tools to support that system, the methodology selected was that 
mentioned in the SDW discussion, namely the use of DOD Standard 
2167 and the ICAM program structure. Again, this methodology 
was selected with the goal of supporting the automation of the son- 
ware development process, and is centered around the comprehentive 
data dictionary system that documents all aspects of the lifecycle 
as discussed previously. Each phase of the lifecycle requires it3 own 
data dictionary entities, an action entity and a data entity. Figure 3 
shows an example of the information contained in these entries for 
the design phase. A central concept is that the data dictionary pro- 
vides the complete definition of the entire development. In each of 
the three major phases, however, some form of graphical representa- 
tion provides a more human understandable means of generating and 
viewing the data dictionary information. Thus the IDEF model was 
Example Da ta  Dictionary Entry for Process 
NAME: Process Message 
PROJECT:  NETOS-IS0 
TYPE: PROCESS 
NUhlBER: 4.0.1 
DESCRIPTION: Procenses a NETOS message. 
INPUT DATA: msmtr 
INPUT FLAGS: NIde 
OIJTPUT DATA: Nolle 
OU'I'PUT FLAGS: error2 
ALIAS: PROC-MSG 
COMMENT: Used in earlier deaian. ~~~~~ ~~ ~ 
CALLING I'ItOCESSES: Process Gessoges and Data  
PROCESSES CALLED: Decompose Message 
Process Network 4 Messages 
Determine Channel Number 
Build Queue Buffer for Qty = 1 
P u t  Buffer in Queue 
Level 4 Cleanup 
Decompose message. 
If network message 
else 
AbGORITHM: 
Process Network 4 Messages 
Determine chnnnel number 
Build queue buffer 
Put buffer in Queue 
Cleanup Level 4. 
IlEFERENCE TYPE: SADT 
REFERENCE TYPE: Text. 
11EFERENCE: PROCESS SPOOLER MESSAGE 
REFERENCE: Smith's Algorithm's, pp. 23-24. 
VERSION: 1.1 
VERSION CHANGES: Added "Level 4 Cleanup" 
A U T H O R  T. C. Hartrum 
DATE: 11/25/a5 
chosen as developed under the ICAM program. Figure 4 shows a typ- 
ical analysis diagram. The underlying abstract data is stored as two 
types of data dictionary entries: one for each acfivity (each box on 
the diagrams) and one for each data elemenf (each arrow on the dia- 
grams). Information relating to  the graphical layout of the structured 
analysis diagram is not considered part of the requirements analysis 
information, and is not included in the data dictionary. 
For the design phase, the primary graphical representation is a 
structure chart. This is also documented by two types of data dic- 
tionary entries: one for each process (each box on the diagram) and 
one for each parameter, as shown in Figure 3. 
The design process used with SYSTEM 690 uses transform anal- 
ysis and transaction analysis to evolve the requirements specification 
'into a modular design. Detailed design is accomplished by using PDL 
in the algorithm section of the process data dictionary entry. Cur- 
rently this is a free form psuedo-code, but in the future will be an 
Ada based PDL. Note that an Ada software engineering environment 
called ARCADE is being developed with the SDW and SYSTEM 690 
efforts. 
Similar to the SDW, the primary graphical representation in the 
implementation phase is the structure chart, representing the struc- 
tural relationship between the actual code modules and showing the 
actual passed variables. This is also documented by two types of data 
dictionary entries: one for each module (each actual code module, sub- 
routine, or function) and one for each passed variable. Of course, in 
this phase there is another representation of the eKort, that of the 
code itself. The implementation process used is top-down coding, 
with integrated testing. 
Example Da ta  Dictionary Entry for Parameter 
NAME: mess-parts 
PROJECT: NETOS-IS0 
TYPE: PARAMETER ~~~ ~ 
DESCRIPTION: Decomposed message parameters. 
DATA TYPE: Composite, C atructure . 
MIN VALUE: None 
MAX VALUE: None 
RANGE O F  VALUES: None 
VALUES: None 
PART OF: None 
COMPOSITION SRC 
DST 
SPN 
DPN 
USE 
QTY 
BufTer 
ALIAS: Message Pa r t s  
WHERE USED: Decompose Message to Validate Parts.  
COMMENT: Part of earlier design 
ALIAS: messy-parts 
WIIERE USED: P M S ~  from Dump Da ta  to Flush Buffer. 
COMMENT: Part  of existing library. 
REFERENCE: MSG-PARTS . ~~ ~~ ~ 
REFERENCE TYPE: SADT 
VERSION: 1.2 
VERSION CHANGES: Component USE added 
DATE: 11/05/85 
AUTHOR T. C. Hartrum 
CALLING PROCESS: Process Message 
PROCESS CALLED: Decompose Message(parts-list) 
DIRECTION: u p  
1/0 PARAMETER NAME: parts-list 
CALLING PROCESS: Process Message 
PROCESS CALLED: Process Network 4 hlessnges 
DIRECTION: down 
110 PARAMETER NAME: par ts  
PROCESS CALLED: Build Queue Buffer for QTY = 1 
DIRECTION: down 
I /  0 PARAMETER NAME: params 
CALLING PROCESS: Process Measage 
Figure 3: Design Phase Data Dictionary Example. 
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Figure 4: Example Structured Analysis Drawing. 
SYSTEM 690 Approach 
When considering an integrated environment, one can view integra- 
tion from several perspectives. As shown in Figure 5, this includes in- 
tegration of tools a t  the user-tool interface, integration between tools 
within any lifecycle phase, and integration across the entire lifecycle. 
User level integration includes both consistency in interacting with 
the operating system (e.g. invoking tools via a menu) and consistency 
with interactive tool interfacing. This involves operating system spe- 
cific issues a8 well as keyboard and display compatibility problems. 
It is planned to  integrate the SDW environment with SYSTEM 690 
to  provide this level of integration, but this has not been done yet 
since in a heterogeneous environment a different version is required 
for each system. 
Integration between tools is basically a question of compatibility 
of data, the ability of one tool to use the data generated by another 
tool. Compatibility itself can be viewed at  a number of levels. In 
its most abstract form, compatibility of information is of concern. 
This is the biggest bar to integrating commercial tools from different 
vendors. Tools that use the same logical information may not have 
file format compatibility (a problem which frequently occurs when 
trying to integrate documentation from different word processors). 
Finally, two tools may not even have physical data format compati- 
bility. Floppy disks written on one workstation may not be readable 
on a different one. 
The tool-tetool interface problem is being attacked at  several 
levels. Compatibility of information is being controlled through the 
use of the data dictionary. File format problems are being handled 
through the use of a centralized database. The data dictionary defini- 
tions described earlier are decomposed into a set of third normal form 
relations which are maintained using the Ingres database management 
system. A data manager translates between the database and the file 
formats of specific tools. In order to minimize the amount of trans- 
lation needed, a standard file format is used for all tools developed 
in-house. 
Physical file format difficulties are avoided by using networking for 
all file transfers. This is available to any P C  or workstation with a se- 
rial port using standard communication protocols, as well as between 
workstations and minicomputers via the Ethernet. 
Integration over the lifecycle requires appropriate tools that are 
compatible with data used in two or more phases, and additional 
mapping data which relates items in the two phases. Currently there 
are no multi-phase tools in SYSTEM 690. It is anticipated that  any 
such tools will be developed in-house, so that the mapping problem 
can be handled locally. 
SYSTEM 690 Tools 
Several classes of tools are in use or being developed for SYSTEM 
690 which evolved in part from the SDW and other commercial tools. 
They include generic tools applied to the software engineering area, 
specialized graphical editors that allow creation or modification of 
data in a more graphical problem-oriented format, static analyzers 
that check various aspects of an existing design, and computer aided 
design (CAD) tools, including expert system and other AI techniques, 
that greatly assist the analyst or designer. 
A number of old and new tools available for computers can be 
used to support the software development cycle. Some of the most 
useful are conventional text editors. Classically used for writing code 
and documentation, their big advantage is the universal availabil- 
ity and compatibility of text editors on all systems from micros to 
mainframes. By defining all standard file formats to. contain only 
ASCII characters, a great amount of compatibility can be achieved 
in a heterogeneous environment. More sophisticated word processors 
are sometimes used to develop user's manuals, reports, and other 
such documentation. Here compatibility is maintained by defining a 
standard format (e.g. troff or 'QX). 
In terms of direct support for the SYSTEM 690 methodology, 
several tools have been developed to support data dictionary main- 
tenance across all phases of the lifecycle. Although graphical tools 
to manipulate the data dictionary are being developed, they will be 
restricted to the more powerful graphics workstations. Therefore, we 
have developed a fill-in-the-blank forms editor for data dictionary en- 
tries that runs on a full range of computers [15]. The tool uses its 
own abbreviated ASCII files to store the data. Other data dictionary 
support tools include translators to convert between different file for- 
mats and the relational DBMS, and utilities for printing or viewing 
entries in the standard human-readable format [16]. 
To support the requirements analysis phase, an interactive struc- 
tured analysis diagram editor is being developed on a SUN 3 work- 
station [17]. This tool makes it easy for an analyst to create and 
maintain such a diagram, while simultaneously updating the corre- 
sponding data dictionary entries. Similarly, an interactive stcucture 
chart editor is being developed to support the design and implemen- 
tation phases. 
Having all of the lifecycle data stored using a standard database 
manager makes it easy to develop static analyzers, tools that can ex- 
amine the existing data dictionary information for consistency within 
a lifecycle phase and between phases. For the implementation phase 
there is also a style checker to analyze source code for adherence to  
local standards. 
True computer-aided design tools are under development that will 
provide more than the ability to easily enter or examine design data. 
Several extensions are planned to the structured analysis diagram ed- 
itor. These include the automatic placement of symbols and routing 
of lines, and software to help the analyst do the functional decompc- 
sition. An initial effort along these lines is a program that  examines 
the data dictionary, and with interactive input from the designer an- 
alyzes the coupling and cohesion in a decomposition [12]. Similar 
extensions are planned to the structure chart editor. A planned ex- 
tension to  bridge the gap between the requirements analysis stage 
and the design stage will display a structured analysis diagram in 
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Figure 5:  Types of Integration. 
one window, and use transform and transaction analysis, along with 
expert systems techniques, to help the designer map directly into a 
structured design. 
data  on the software engineering process. Tools are instrumented to 
collect usage and performance data to allow analysis of usage pat- 
terns [18] [15] [16]. The start and stop times of not only each tool, 
but of specific tool subfunctions, are recorded and stored in the In- 
gres database. A standard form for measuring user satisfaction with 
a given tool has been developed (191. Standard statistical analysis 
packages are then used to  analyze the data. A study is underway to 
determine what metrics are most needed to support the aA1dysis of 
relative productivity for different software development methodolo- 
gies. 
Testbed Considerations 
A second objective of SYSTEM 690 is to provide a software engineer- 
ing testbed to allow research into software engineering methodologies, 
The primary emphasis to date has been to develop ways of collecting 
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Experiences and Plans 
The first attempt at providing computer support was to create data 
dictionary entries in human-readable format using standard text ed- 
itors and to store them in a common directory on a central VAX. 
Although this facilitated compatibility among the systems, the form 
of the files made it difficult to analyze or control data content with 
software tools. 
The next version was a complete move t o  a centralized system. 
The data dictionary database was implemented under Ingres and an 
interactive editor was developed to run on the VAX that  directly 
interfaced with the database. Although the database greatly simpli- 
fied and encouraged the development of static analyzers and other 
tools, the load on the VAX from other applications slowed the editor 
response time to the point that users became frustrated. This ex- 
perience with user dissatisfaction with response times made it clear 
that  even P C  level workstations are preferable for interactive tools. 
The development of the formbased  editor for the PC has been well 
accepted. 
Most of our user experience has been in the design phase. The cor- 
responding data  dictionary hss evolved with use and experience. We 
found several cases, mostly in the area of passed parameters, where 
what had been adequate for human understanding lacked the needed 
precision for machine readability. This required some augmentation 
of normal design techniques with rules of constraint to  force a consis- 
tent and non-ambiguous design. 
Finally, system reliability has turned out to be a critical issue. 
Although work can still be done when some components of the sys- 
tem are down, it is also true that there are more things that can 
.go wrong. The communications network has been our biggest prob- 
the ability to use “uucp” or ”kermit” over RS-232 backup links has 
proved essential. Critical items, such as laser printers and formatting 
software should be available on more than one machine. 
The real future of the software engineering environment is in the 
use of graphic workstations coupled with AI techniques to create tools 
that truly aid the designer across all stages of the lifecycle. This 
requires a combination of interactive tools on heterogeneous work- 
stations to provide a responsive user interface coupled with larger 
machines for more computationally intensive AI routines. Research 
issues include the determination of where AI can be applied in the 
. design process and development of the corresponding expert knowl- 
edge, along with the development of techniques for integrating the 
heterogeneous environment in a manner transparent to the user. 
The other primary research thrust planned is to  utilize the in- 
strhmentation of the software engineering testbed to evaluate differ- 
ent software development methodologies, including rapid prototyp- 
‘ing and object oriented design. In addition, investigation of tools 
and methodologies are needed for several specialized software devel- 
opment environments. These include VHDL, database design, AI 
systems, and parallel processing. Also being considered is the possi- 
ble inclusion of other Computer-Aided Software Engineering (CASE) 
tools into the environments where source code is available. Exam- 
ples include CASE packages from Textronix and McDonnell Douglas, 
DEASEL: an Expert System for Software Engineering (NASA) and 
the Software Engineering Testbed (Boeing/ Carnegie Group). 
lem. Although the primary network is the 10 megabyte/sec Ethernet, 
References 
Department of Defense. Defense Sysfem Software Develop- 
ment Military Standard DODSTD-2167, Department of De- 
fense, Washington, D.C. 20301, June 1985. 
Steven M. Hadfield. An Inferaciive and Aufomafed Software De- 
velopmenf Envimnmeni. Master’s thesis, Air Force Institute of 
Technology, Wright-Patterson AFB, OH, December 1982. AD- 
A210 920. 
L. Osterwell. Software environment research: directions for the 
next five years. COMPUTER, 14(4):35-43, April 1981. 
Robert L. Glass. Persistent software errors. IEEE Trans. on 
Softwan Engineering, SE7(2), March 1981. 
A. Wasserman. Automated development environments. COM- 
PUTER, 14(4):7-10, April 1981. 
Douglas T .  Ross. Structured analysis (sa): a language for com- 
municating ideas. IEEE Zhnsacfions on Software Engineering, 
SE3(1):16-34, January 1977. 
An Introduction io SADT: Struciund Analysis and Design Tech- 
nique. Softech, Inc., Waltham, Mass., 1976. 
Some&, Inc. Iniegraied Compuier-Aided Manufacturing 
(ICA M) Function Modeling Manual (IDEFO). User’s Man- 
ual UM 110231100, Materials Laboratory, Air Force Wright 
Aeronautical Laboratories, Air Force Systems Command, 
Wright-Patterson AFB, OH, June 1981. 
Kevin b e .  Developmeni of Iniemciive Compufer Gmphics 
Softwan Sysfem and Graphics Took. Master’s thesis, Air Force 
Institute of Technology, Wright-Patterson AFB, OH, December 
1982. 
R. Balzer, N. Goldman, and D. Wile. On the transactional im- 
plementation approach to programming. In Proceedings, 2nd 
Internafional Conf. on Soflwan Engr., Long Beach, CA., 1976. 
Meilir Page-Jones. The Practical Guide io Structured Sysfems 
Design. Yourdan Press, New York, 1980. 
David W. Fautheree. A n  Analysis Tool in a Knowledge Based 
Software Engineering Environment. Master’s thesis, Air Force 
Institute of Technology, Wright-Patterson AFB, OH, March 
1986. ADA172 407. 
[13] Stephen A. Wolfe. A Naiural Language Processor and Iis Appli- 
cation to a Dafa Dicfionary Sysfem. Master’s thesis, Air Force 
Institute of Technology, Wright-Patterson AFB, OH, December 
1985. AD-A164 026. 
[14] Charles W. Thomas. An Auiomafed/Inferacfiue Software En- 
gineering Tool to Generaie Data Diciionaries. Master’s thesis, 
Air Force Institute of Technology, Wright-Patterson AFB, OH, 
December 1984. AD-A152 215. 
[15] Jeffrey W. Foley. Design of a Dafa Dicfionary Edifor in a Dis- 
iribufed Software Development Environment. Master’s thesis, 
Air Force Institute of Technology, Wright-Patterson AFB, OH, 
June 1986. ADAx172 406. 
(161 Charles W. Hamberger, Jr. Analysis, Definition, and Implemen- 
fafion of a Network-based Microcompufer Software Development 
Environment for fhe AFIT Digifal Engineering Laboratory. Mas- 
ter’s thesis, Air Force Institute of Technology, Wright-Patterson 
AFB, OH, March 1986. AD-A172 781. 
(171 James W.Urscheler. Design of a Requirement Analysis Design 
Tool Infegrafed with a Dafa Dicfionary in a Distribuied Software 
Development Environmeni. Master’s thesis, Air Force Institute 
of Technology, Wright-Patterson AFB, 011, December 1986. AD- 
A177 663. 
(181 Thomas C. Hartrum and Charles W. Hamberger, Jr. Develop- 
ment of a distributed data dictionary system for software devel- 
opment. In Proc. of IEEE 1986 Naf’l Aemspace and Elec. Conf., 
Vol. 3, pages 648-655, Dayton, OH, May 1986. 
[19] Thomas C. Mallary. Design of the Human-Computer Inferface 
for a Compufer Aided Design Tool for fhe Nomali-afion of Rela- 
lions. Master’s thesis, Air Force Institute of Technology, Wright- 
Patterson AFB, OH, December 1985. AD-A164 100. 
38 
N88-17212 
Simplifying the Construction of 
Domain-Specific Automatic Programming Systems: 
The NASA Automated Software Development 
Workstation Project 
Bradley P. Allen 
Peter L. Holtzman 
Inference Corporation 
5300 W. Century Blvd. 
Los Angeles, CA 90045 
Abstract 
W e  provide a n  overview of the Automated Software 
Development Workstation Project, an effort to explore 
knowledge-based approaches to  increasing software 
productivity. The project, focuses on applying the 
concept of domain-specific automatic programming 
systems (D-SAF'Ss) to application domains at NASA's 
Johnson Space Center. We describe a version of a D- 
S A P S  developed in the Phase I of the project for the 
domain of Space Station momentum management, and 
discuss how problems encountered during its 
implementation have led us to concentrate our  efforts on 
simplifying the process of building and extending such 
systems. We propose to d o  this by attacking three 
observed bottlenecks in the D-SAPS development process 
through the increased automation of the acquisition of 
programming knowledge and the use of an object- 
oriented development methodology at all stages of 
program design. We discuss how these ideas are being 
implemented in the Bauhaus, a prototype CASE 
workstation for D-SAPS development. 
1. Increasing software productivity 
through domain-specific automatic 
programming 
Software development has come under criticism as an 
increasingly serious bottleneck in  the construction of 
complex automated systems. Increasing the reuse of 
software designs and components has been viewed as an 
important way t o  address this problem, possibly 
increasing productivity by a n  order of magnitude or 
more 19). A promising approach to  achieving software 
reusability is through domain-specif ic autonzutic 
programming. 
Domain-specific automatic programming systems (D- 
SAPS) use application domain knowledge to automate 
the refinement of a program description (written in a 
high-level domain language) into compilable code 
(written in a procedural target language) [I]. D-SAF'Ss 
can be distinguished from the more traditional domain- 
independent automatic programming systems in t h a t  the 
specification of the  program is in a domain-specific 
language accessible to a n  end user, rather than a formal 
specification language (e.g. the predicate calculus with 
equality). Application generators of the type used in 
business report generation (e.g. Focus and DBASE-11) are 
examples of D-SAF'Ss in which the refinement process is 
completely automatic and implemented procedurally 
[IO]. More complex domains can be handled if the  user 
is allowed to interact with and guide the refinement 
process. Prototype knowledge-based systems that 
support user interaction and which work for practical 
application domains have been successfully developed 
(e.g. Draco [lS], @NIX [3], and KBEmacs [25]). 
2. The Automated Software Development 
Workstation Project 
Since the fall of 1985, Inference Corporation has been 
involved in an effort, sponsored by NASA's Lyndon 
B. Johnson Space Center, to explore the applicability of 
domain-specific automatic programming to  NASA 
software development efforts. Phase I of t h r  project 
focused on the development of a D-SAPS for the domain 
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' o f  Space Station momentum management [IS]. During the  D-SAPS development process tha t  lead to these 
Phase I, A prototype D - S M S  was constrUCtetJ, observations. 
comprised of: 
3. Addressing the bottlenecks in D-SAPS 
0 a components catalog of FORTRAN 
subroutines used in the construction of Space 
Station orbital simulations; 
a design catalog of programs implemented 
using the system; 
a interactive graphical design system using a 
dataflow specification language for design 
editing and components composition; 
code generators for component interfaces, 
numerical subroutines and main programs; 
and 
a rule-based expert that: 
o proposed refinements for 
unimplemented modules in the dataflow 
specification; 
o flagged inconsistencies at manually- 
specified component interfaces; and 
o suggested possible workarounds to 
development 
W e  have focused on three bottlenecks in  the  D-SAPS 
development process that  were observed during the 
development of the Phase I system: 
0 developing a domain language; 
0 describing design refinements and constraints; 
and 
describing the generation of target language 
code from a sufficiently detailed program 
description. 
We plan to reduce the effort spent on each of these tasks 
by: 
0 automating the programming knowledge 
acquisition process; and 
using an object-oriented development 
methodology at all stages of the program 
design process. 
We are currently implementing a knowledge-based D- 
S A P S  development workstation, called the Bauhaus, t h a t  
'I patch 
system conversion routines). 
inconsistencies (e.g . coordinate 
The system was implemented by hand, to serve as a 
model for the implementation of similar D-SAPS for 
other NASA domains. The functionality and 
performance of the prototype was adequate to  
demonstrate the applicability of the D-SAPS approach 
to  software development a t  NASA JSC. However, 
reflecting on our experience in building this system led 
lis to be i n  accord with other D-SAPS developers i n  
noting that  : 
0 "domain analysis and design is very hard" 
[16]; and 
0 "domain-specific systems can be quite useful 
within their range of application, but  the 
range is often quite narrow" [2]. 
We feel that, these two issues must be addressed if D- 
S A P S s  are to play a significant role in future software 
development environments. Therefore, in Phase I1 of the 
project, we are attempting to  address the bottlenecks in 
will embody these two approaches. We now describe how 
the design of the Bauhaus addresses the perceived 
bottlenecks. 
3.1. Automating the programming knowledge 
acquisition process 
By structuring the design process so tha t  the  types of 
knowledge required are made explicit, the  knowledge 
acquisition process can be made simpler [14], and the 
resulting knowledge base easier to maintain [20]. To this 
end we are using a problem solving architecture based 
tha t  of the RIME [24] and SOAR [12] systems, 
implemented using the ART expert system building tool 
[ I l l .  This architecture allows us to organize design 
knowledge into a hierarchy of problem spaces, 
representing program design tasks. Each problem space 
consists of a set of operators for performing the task 
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represented by the space. In the Bauhaus, a problem 
space is associated with each program description that 
the system has in its knowledge base; the task 
represented by the problem space is that of refining the 
program description until i t  is sufficiently detailed to 
allow a code generator to translate i t  into code in the 
target language. The design process in the Bauhaus 
occurs in the following way: 
Select the initial design problem: the 
user copies and edits an initial program 
description from the set of program 
descriptions in the knowledge base using a 
structure editor, making i t  the cw9.ent 
description. The initial problem space is 
that  associated with refining this description. 
Propose operators: the Bauhaus 
determines what operators are applicable to 
the current description. 
Choose an operator: the Bauhaus chooses 
an operator from the proposed set using 
operator preferences and constraints 
associated with the problem space, and 
implemented as ART production rules. User 
interaction is requested when the system 
reaches an impasse, where either no operator 
is known to apply, the system is unable to 
derive a preference for a specific operator, or 
the system’s preferences are inconsistent [12]. 
This interaction takes one of two forms: 
0 the user chooses a proposed operator 
for the system to apply; or 
0 the user edits the current program 
description, in which case we return to 
step 2. 
4. Apply the chosen operator: the Bauhaus 
applies the chosen operator to the current 
description. The operator may: 
0 select a new problem space, 
0 recurse into a problem subspace, 
0 refine the current description, 
0 signal that  the task for the problem 
space is complete, or 
0 sigiial that  the task cannot be siiccessful 
coni p I e t e d . 
We then return to step 2. 
The design process terminates when the top-level task of 
refining the initial program description is successfully 
completed. This occurs when the description is detailed 
enough to allow the generation of target language code 
to  occur. Given this problem s0lvii.g architecture, we 
now discuss the knowledge acquisition mechanisms used 
to obtain the descriptions, operators, operators 
preferences and constraints used in the design process. 
3.1.1. Acquiring descriptions 
Our representation of domain objects and operations 
uses a description language, implemented in ART 
schemata, that  is similar to KRYPTON 1171. New 
descriptions of domain objects and operations are 
created from existing descriptions using the copy&edit 
technique espoused by Lenat in the CYC system, 
[13] and are placed in the appropriate location in a 
subsumption hierarchy through an automatic classifier 
This use of description copy&edit together with 
automatic classification reduces the effort required to 
extend the domain language used to describe systems, by 
fostering reuse of existing domain languages in the 
creation of new domain languages. Using a subsumption 
hierarchy of descriptions as the organizing framework for 
the representation of objects and operations supports 
user access for copy&edit actions through a retrieval-by- 
reformulation browser similar in design to ARGON [IS]. 
Retrieval-by-reforinidation will permit a naive user of 
the Bauhaus to find a description needed for a 
[8]. 
copycedit action inore easily than using a tradition 
query mechanism [‘33]. 
3.1.2. Acquiring operators, operator preferences, 
and constraints 
M h n  the user perform a manual edit of a description 
in response to ail impasse, the Bauhaus will create an 
operalor whose condition is the current description and 
whose action is the manual editing action. Operator 
preferences are acquired by recording the conditions 
under which a user makes a selection from a set of 
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operators during an impasse where n o  operator is 
preferred. Constraints are acquired when a user 
manually rejects the application of a n  operator, causing 
the Bauhaus to backtrack to the previous problem 
solving state. This type of knowledge acquisition 
through the observation of manual programming steps 
taken by the user can be characterized as a l e a r n i n g  
a p p r e n t i c e  approach [15]. In this respect, the  Bauhaus is 
similar to the VEXED VLSI design system [22]. 
3.2. Using an object-oriented development 
methodology 
By using object-oriented design (OOD) [SI, we can 
decrease t h e  level of effort required to implement a code 
generator tha t  takes a sufficiently detailed program 
description and produces compilable target language 
code. This is due to  the natural correspondence between 
the  world and its model in an object-oriented framework 
In the Bauhaus, the world is the set of target 
language software components and code templates and 
the model is the set of descriptions of objects and 
sequences of operations in a n  application program. 
Ada's language level support of abstract da ta  types and 
the existence of commercially supported reusable 
software component libraries constructed using OOD 
principles [6] make it our first choice as a target 
language in the Bauhaus system. The mapping between 
thc description of a n  program and its realization in Ada  
code and the generation of the main subprogram in 
which the  program objects are scoped is straightforward. 
We believe t h a t  the  Bauhaus could easily be extended to 
support other languages with similar OOD features as 
target languages (e.g. Smalltalk, Objective-C, or ART). 
[7]. 
4. System status and limitations 
Implementation of the Bauhaus is currently underway 
using ART running on a Symbolics Lisp machine under 
the Genera 7.1 environment. Support for Ada 
compilation and library management is provided by the  
Symbolics Ada programming environment. AS of July 
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1987, ART-based representations for descriptions, 
operators, operator preferences and constraints have 
been designed, the problem solving architecture and 
basic knowledge acquisition algorithms have been 
designed and implemented, and the  target language 
reusable components library has been selected. The  user 
interface is currently under construction, and the 
domain analysis for the demonstration domain, orbital 
flight simulation, is underway. We plan to demonstrate 
the use of the Bauhaus in  the construction of a D-SAPS 
for this domain in the first quarter of 1988. 
In the current design of the Bauhaus, there are a 
number of issues relevant to D-SAF'Ss that  we do not 
address: 
Lifecycle issues: the Bauhaus is only useful 
as a programming-in-t he-small environment, 
and ignores programming-in-the-large issues 
(e.g. version control). These would have to be 
addressed in a production-quality system. 
Persistent object bases: the Bauhaus has 
no provision for saving session s ta te  in a 
more sophisticated manner than simply 
saving changes out  to a text file. W e  are 
looking to work on object-oriented databases 
to provide an answer here [4]. 
Automated algorithm synthesis: the  
Bauhaus will always reach a n  impasse if a 
programming task requires algorithm design. 
However, the  architecture should be 
extensible to encompass this kind of problem 
solving (e.g., see the work by Steier on the 
Cypress-Soar and Designer-Soar algorithm 
design systems 121)). 
5. Conclusion 
There is evidence tha t  domain-specific automatic 
programming is a viable approach to increasing software 
productivity. To make this approach a practical one, 
the task of building and extending D-SAPS must be 
made simpler. As described above, we plan to 
accomplish this by improving the knowledge acquisition 
and software engineering methodologies used in 
constructing D-SAPS. Our ultimate goal is a production- 
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quality system that could be described ils an 
"application generator generator"; i.e., a knowledge- 
based environment for the construction of special- 
purpose systems for the generation of applications 
software by end-users. Such a system could be available 
to systems analysts and designers i n  a DP/MIS 
organization for use when an applications programming 
task occurs frequently enough to merit the creation of a 
D-SAPS. 
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ABSTRACT 
In 1983, Rome Air Development Center (RADC) published "Report on a 
Knowledge-Based Software Assistant" [Green, et a1 831. This document brought 
together key ideas on how artificial intelligence (AI) could be used in the 
software development process. Since then RADC has embarked on the first of 
three contract iterations to develop both a Knowledge-Based Software Assistant 
(KBSA) and the enabling supporting technologies which are necessary. KBSA is a 
formalized computer-assisted paradigm for the development, evolution, and 
long-term maintenance of computer software. KBSA captures the history of system 
evolution. It provides a corporate memory of: how parts interact, what 
assumptions were made and why, the rationale behind choices, how requirements 
are satisfied, and explanation of the development process. KBSA accomplishes 
this through a collection of integrated dedicated facets. Their areas of 
expertise are: project management, requirements, specifications, 
implementation, performance, testing, and documentation. 
RADC is currently in the midst of the first iteration. Facets which are now 
under contract include: Requirements Assistant with Sanders Associates, 
Specifications Assistant with Information Sciences Institute (IS11 at USC, 
Performance Assistant and Project Management Assistant with Kestrel Institute, 
and the KBSA Framework with Honeywell. This paper will first describe where the 
KBSA program is now, four years after the initial report; secondly, describe 
what RADC expects at the end of the first contract iteration; and finally, 
characterize what the second and third contract iterations will look like. 
INTRODUCTION 
In 1983 Rome Air Development Center (RADC) published "Report on a 
Knowledge-Based Software Assistant" [3]. This document brought together key 
ideas on how artificial intelligence (AI) could be used in the software 
development process. Since then RADC has embarked on the first of three 
contract iterations to develop both a Knowledge-Based Software Assistant (KBSA) 
and the enabling supporting technologies. This paper will describe: 1) History 
leading up to KBSA, 2) What is KBSA, 3) Development strategy and current status 
of KBSA, and 4) Concluding remarks. 
HI STORY 
The KBSA research program is a natural progression of research and development 
undertaken by RADC in its continuing pursuit of a solution to the well known 
"software life cycle problem". This application of AI technology to the problem 
of software development was a predictable outgrowth of RADC's longstanding 
commitment to research and development directed at enhancing productivity. From 
the early 1970's when RADC was championing the cause of "modern" high level 
languages and "structured" implementation methodologies, a less publicized but 
important track of research was being addressed on a smaller scale for the 
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development of greater formalism and abstraction for the objects and activities 
belonging to the .technology of software development. The publicity given to the 
AI community in the late 1970's and early 1980's due to successes in building 
workable expert systems and the announcement of the Fifth Generation Computer 
Program of Japan, resulted in the emphasis of AI technology within RADC's 
research program. This in turn led to the examination of the possibility of 
applying the technology that worked so well in areas such as geological analysis 
and locomotive maintenance to the problems of software development and 
maintenance. This atmosphere, when coupled with the growing compilation of 
results from earlier research, encouraged the selection of software development 
as an application to drive and demonstrate AI technology research developments. 
The particular paradigm selected and eventually identified as the KBSA was the 
result of careful consideration of the state of technology as demonstrated by 
prior work, and the goals and practical requirements of a system to support 
software development. 
Throughout the 1 9 7 0 ' ~ ~  concurrent with the major RADC projects in 
language/compiler systems and programming methodologies, efforts were undertaken 
which explored formalisms with which to better describe the objects and 
algorithms comprising software. It was recognized that there were many flaws 
with the existing manner in which programs were created and the languages in 
which they were expressed. A few of the outstanding problems that were 
addressed during this time included: programs could be syntactically correct 
without providing the desired solution or being logically correct; and, even 
with "better" high level languages, programs were incomprehensible, even to the 
author with the passing of time. Each of these problems and the research 
efforts addressing them had a part in exposing the members of the Command and 
Control Software Technology Division to the work being performed in the world of 
AI, and while simultaneously providing necessary support for some of the 
important AI research ideas of the time. 
The problem of logical correctness of programs was attacked in many ways. 
However, the two that are important to the KBSA (even though not receiving 
widespread adoption in the world of software engineering) are formal proofs of 
correctness and formal specification languages. In late 1974 an initial effort 
was undertaken to explore the applicability of formal verification methods to 
existing programming languages. This process of "verifying" a program's 
correctness consists of establishing by mathematical proof that whenever a 
program is executed with specified input data and execution environment the 
execution will terminate and upon termination the values of program variables 
will meet output specifications. The foundations of formal program verification 
are identical with those of a significant body of the work in automatic 
programming. As might be expected, many of the same individuals are involved in 
both areas of research. The need for formal specification languages was 
emphasized by the difficulty of verification of programs in existing computer 
languages. In 1976, research was initiated to develop a "language" that could 
be used to provide formal descriptions of programs. The specification languages 
resulting from this research were found to be unwieldy for extensive use by 
humans and as is the case with formal program verification technology are not 
known to have achieved widespread use. However, formal specifications are 
particularly important to the KBSA because they provide the formalism needed to 
enable reasoning about programs. Additionally, these particular research 
efforts caused RADC to become involved in a progression of efforts addressing 
automatic programming which continue today. 
The need for a more natural and abstract method of expressing a problem solution 
to a computer led to the exploration of the concept of a Very High Level 
Language (VHLL). The goal of this research was to provide a language system 
combining the capabilities of conventional languages with those of logic 
programming systems enabling the user to program not only computational 
processes in the conventional sense, but also "reasoning" processes. From this 
research at Syracuse has emerged an evolving family of languages which exhibit 
many of the characteristics that will be needed in the Wide Spectrum Language 
(WSL) of the KBSA. This research was facilitated by the early theoretical work 
of Robinson [14] which has provided much of the foundation for logic 
programming. Through this work at Syracuse University, which began in the mid 
1970's, RADC has been cognizant qf the potential for a software development 
paradigm unlike that existing for conventional programming languages. 
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The arrival of practical diagnostic systems based on A I  technology in the late 
1970's led to a project to investigate the possibility of creating a 
knowledge-based system that would diagnose software systems and assist in their 
maintenance. The conclusion of this investigation was that this type of 
diagnostic expert system would be impossible for software because of the 
inadequacy of the knowledge about software in general and any software system in 
particular. This initial negative result, along with the dim prospect for 
immediate relief from automatic programming caused a serious consideration of 
the alternatives. The alternative perceived to have the greatest promise was 
that of a knowledge-based system that did not provide total automation of the 
software synthesis process, but did maintain a total record of all decisions and 
activities which occurred in the creation of a software system. This system 
would possess the expertise to automatically perform many of the tedious tasks 
of program development, but would be guided in the application of 
transformations by the human user. Communications among members of a 
development organization would also be enhanced by the monitoring and reporting 
capabilities provided by the knowledge-based system. These are the concepts 
that were further developed and described in the 1983 report considered to be 
the "defining document" of the KBSA. 
WHAT IS KBSA? 
The KESA approach is a departure from the existing software engineering paradigm 
in that it attempts to formalize all activities as well as products of the 
software life cycle. It is a formalized computer-assisted paradigm for the 
development, evolution, and long-term maintenance of computer software. KBSA 
captures the history of system evolution. It provides a corporate memory of: 
how parts interact, what assumptions were made and why, the rationale behind 
choices, how requirements are satisfied, and explanation of the development 
process. KBSA accomplishes this through a collection of integrated dedicated 
facets and an underlying common framework. 
KBSA has four main distinguishing features. First, the specification is 
incremental, executable, and formal. Incremental means that the specifier may 
gradually add more detail to the specification and is not forced to initially 
describe the system in complete detail. Executable means that the specification 
is "runnable" like a prototype. This allows the specifier to validate the 
specification against user intent by actually showing him/her the "running" 
specification. Finally, formal means that the specification is expressed in a 
language with precise semantics, avoiding the ambiguity of natural language. 
Second, the implementation is formal, that is, all decisions made during the 
implementation are captured and justified. Typically, implementation will be 
done via correctness preserving transformations, thus guaranteeing by default a 
verified implementation. 
Third, project management policies will be formally stated and enforced by KBSA. 
That is, project policy will define the relationship between various software 
development objects (eg. requirements, specifications, code, test cases, bug 
reports, etc.) and then be enforced by KBSA throughout the software development 
process. 
Fourth, and finally, maintenance will be done at the requirements and 
specification level, rather than via patches to the code. That is, since 
maintenance activities are normally a result of new or better defined user 
requirements, it makes sense to reflect this in the requirement/specification. 
In order to build a KBSA, the authors of the initial report point to the need 
for specific supporting technologies. These supporting technologies fall into 
four main categories: a wide spectrum language, general inferential systems, 
domain specific inferential systems, and system integration. 
A wide spectrum language (WSL) is a single language which provides the user with 
the ability to capture the formal semantics of the system under development 
regardless of the level of detail (or the step in the development cycle). A 
wide spectrum language is both a language and an environment. It must provide 
uniform expressibility, regardless of what is being described (ie. 
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requirements, specifications, code, test cases, project management policy, etc). 
Not only must a WSL be able to express these objects, it must do so in a way 
which is consistent at all levels, both syntactically and semantically. 
A general inferential system is a system which supports reasoning. In 
particular, we are concerned with the overall efficiency of this reasoning, how 
to capture such things as logic in inference rules and data structures, the 
quality of explanation generated by the system, and the ability to apply this 
inferencing power to specific domains. 
Domain specific inferential systems extend general inferential systems to 
include aspects unique to software development. This topic focuses on the 
knowledge representation of software development objects and inference rules 
and, in particular, how they can be formally represented and used for further 
reasoning. 
System integration deals with the inherent competition between facets and how a 
technology base can be put together such that all phases in the software 
development process are supported sufficiently. 
DEVELOPMENT STRATEGY AND CURRENT STATUS OF KBSA 
When the KBSA report first came out, it was clear that the supporting 
technologies were not adequately developed. To address this shortfall a KBSA 
was to be developed in three iterations. The first iteration was aimed at 
designing the individual facets and seeing where the supporting technologies 
could be pulled along. Additionally, there was a desire for an advancement of 
the understanding of the software development process, particularly within this 
new RBSA development paradigm. In line with this concept, work began on a 
Framework (FW) and five (5) facets: Project Management Assistant (PMA) , 
Requirements Assistant (RA), Specification Assistant (SA), Performance Assistant 
(PA), and Development Assistant (DA) [DA will not begin until FY 881. Though 
boundaries between facets may appear in the first iteration, they will blur in 
the second iteration and disappear completely in the third iteration. 
First Iteration 
The results of this have been twofold. First, each facet has pulled at the 
supporting technologies such that they have advanced the state of these 
technologies. Universal solutions were not sought, rather solutions unique for 
each facet have been found. Secondly, each facet developer has made progress in 
formalizing their particular life cycle phase. This formalization has focused 
both on the products of individual phases (eg. requjrements, specification, and 
code), but more importantly on the process of how these products came about. In 
this section the basic approach and milestones of each contractor will be 
described. Included in this description will be the formalization of the 
particular life cycle phase and the impact on supporting technologies. 
Work on the definition of a PMA formalism and construction of a prototype began 
in 1984 [9]. Kestrel Institute was the developer. The life cycle goals of PMA 
were to provide knowledge-based help to users and managers in project 
communication, coordination, and task management. 
The capabilities of PMA fall into three categories: project definition, project 
monitoring, and user interface. Project definition consists of structuring the 
project into individual tasks and then scheduling and assigning these tasks. 
Once the project has been decomposed into manageable tasks, it must be 
monitored. This monitoring is in the form of cost and schedule constraints. 
Also included in monitoring is the enforcement of specific management policies 
(eg.DoD-Std-2167, rapid prototyping, KBSA, etc.). In addition, PMA provides a 
good user interface for project monitoring and project definition. This 
interaction is in the form of direct queries/updates, Pert Charts, and Gantt 
Charts. 
The above capabilities were important, but would be expected of any project 
management tool. What sets PMA apart from its predecessors is the 
expressibility and flexibility of the PMA architecture. Not only does PMA 
handle user defined tasks, but it also understands their products and the 
implicit relationships between them (eg. components, tasks, requirements, 
specification, source code, test cases, test results, and milestones). Also 
present in PMA are objects unique to programming-in-the-large (ie. versions, 
configurations, derivations, releases, and people). 
From a technical perspective, the advances made in PMA include: the 
formalization of the software development objects enumerated above, the 
development of a powerful time calculus for representing temporal relationships 
between software development objects [lo], and a mechanism for directly 
expressing and enforcing project policies. 
The work on the Requirements Assistant [ 2 ,  151 began in 1985 by Sanders 
Associates. The main task of RA was to deal with the informal nature of the 
requirements process. Sanders' intention was to allow the user to enter 
requirements in any desired order or desired level of detail. It would be the 
responsibility of RA to: 1) do the necessary bookkeeping to allow user 
manipulation of requirements and 2 )  maintain consistency among requirements as 
they become known. 
RA capabilities include: support for multiple viewpoints (eg. data flow, 
control flow, state transition, and functional flow diagrams), management and 
smart editing tools to organize the requirements, and the ability to support 
free form annotations to requirements. In addition to this, RA's underlying 
knowledge representation, Structured Object and Constraint Language Environment 
(SOCLE), enables RA to identify contradictions and generate explanations. 
The main technical thrust has been on how to handle informality when trying to 
build an underlying representation of the requirements. This is done by 
supporting incomplete graphical descriptions at the user interface level, but 
maintaining a consistent, though not necessarily complete, internal 
representation. This is done via SOCLE that provides a truth maintenance system 
which supports default reasoning, dependency tracing, and local propagation of 
constraints. RA provides application specific automatic classification which is 
used to identify missing requirements by comparing the current requirements 
against "typical requirements" of a generic system (already represented within 
RA's knowledge base). This comparison is then used to generate questions of the 
specifier to either be sure something vital has not been left out or to gather a 
justification for the difference. 
The main goal of the Specification Assistant [l, 81 is to develop a formal 
specification of the system under development and then to validate it against 
user intent. The development of the formal specification must be supported in 
an incremental fashion, modeling the way developers typically construct 
specifications. The validation must be done by exposing the specification to 
the user at the earliest opportunity and continued throughout the construction 
process. The effort to develop a KBSA Specification Assistant began in 1985. 
This work is being done at the University of Southern California- Information 
Sciences Institute (ISI). 
SA capabilities include: an incremental specification language which is 
executable and a natural language paraphraser which will translate a given 
specification into English. These capabilities have been built on top of ISI's 
Wide Spectrum Language AP5, and the development environment CLF. SA can 
currently handle specifications of a couple pages. 
The main technical issues concern: 1) identification of specification 
statements as requirements or goals and the transformation of these from a high 
level specification into a low level specification and 2 )  extracting and 
assembling system views (ie. reusing specifications and parts of 
specifications). 
The distinction that IS1 makes between requirements and goals is that 
requirements are inviolable constraints, while goals describe general behavior 
which may have exceptional cases not currently covered by the goal. With this 
distinction in mind SA provides high level editing commands to further transform 
the specification into a low level specification. Requirements are transformed 
in a correctness preserving manner to maintain satisfaction of the requirements. 
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Goals, on the other hand, may be "compromised" in order to handle exceptional 
cases. That is, after a transformation, the meaning of a goal specification may 
change. 
Extracting and assembling system views deals with building up a specification 
from smaller specifications (ie. reuse of other previously defined 
specifications) as opposed to the top down refinement presented in the previous 
paragraph. aid 
in combining specifications which share common terms. 
The Performance Assistant [ 4 ,  5 ,  61 work began at Kestrel Institute in 1985 and 
is expected to run until 1990. Long term goals for a performance facet are to 
guide software performance decisions at many levels in the software development 
cycle, from requirements specifications in very high level programs to low level 
code. The approach is to combine heuristic, symbolic, and statistical 
approaches which will provide capabilities for: symbolic evaluation, data 
structure analysis and advice, and algorithm design analysis and advice. This 
effort is focusing on data structure selection, performance annotations of a 
specification, analysis and propagation of performance information, and control 
structure performance analysis. 
Technical issues that have been addressed thus far are data structure selection 
(DSS) using symbolic and heuristic techniques and the development of PERFORMO, a 
functional specification language with set theoretic data types. PERFORMO is 
similar to VAL [12], developed at MIT, and SISAL [13], developed at Lawrence 
Livermore Laboratory. PERFORMO is intended primarily for DSS work, but is 
sufficiently expressive to be a good initial specification language for the next 
two research issues: subroutine decomposition and control flow optimization. 
The basic strategy employed in DSS is to supply refinement decisions when they 
are needed by the implementation generator (ideally this would be the DA). When 
a refinement decision is needed, PA determines the relevant program properties 
necessary to make a satisfactory selection. The relevant properties would vary 
on where in the implementation the generator is. Properties refer to how a 
specific variable will be used and some characteristics of it. These properties 
could include: whether the variable is random access, ordered, enumerated, 
dynamic, and/or possibly empty. Based on these properties, specific 
implementation decisions can be made. 
Development Assistant is the most recent facet undertaken, although contract 
work has not yet begun. RADC will award the DA contract in early FY 88. The 
basic thrust of this effort will be to derive an implementation from a completed 
specification, automating (via automatic transformation) where possible and 
capturing user supplied design decisions when needed. 
The Framework 17, 111 was considered to be necessary to bring a global 
perspective to KBSA. Initial work on the FW began at Honeywell Systems and 
Research Center in early 1986. The goal of the Framework is twofold: 1) to 
develop an integrated KBSA demonstration and 2 )  to propose the specification of 
a KBSA framework through which all facets must interact and communicate. The 
purpose of the former is to provide a concept definition that would be 
intuitively obvious to the most casual observer. The purpose of the latter is 
to facilitate a tightly coupled interaction between facets. The framework will 
provide a common reference for each facet developer allowing the sharing of 
information. Interacting with the framework will be a requirement for all 
second iteration contracts. The result in the future will be a more tightly 
integrated KBSA. 
The main technical issues are 1) define minimum functionality which the 
framework must provide to all facets, 2) define a common interface to the 
framework, 3) extend the framework to a distributed environment, 4 )  support 
programming-in-the-large concepts like configuration control, and 5 )  provide a 
consistent user interface. 
The overall results of the first iteration will be a KBSA concept demonstration 
consisting of mostly loosely coupled facets with the exception of PMA and the 
framework which will be tightly coupled. Each facet will exist on separate 
machines and communicate via the framework. The framework will be responsible 
SA can combine disjoint specifications, but tools are needed to 
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for maintaining traceability between software development objects and keeping 
facets updated. Establishing the ,initial traceability !eg. the relationship 
between requirements objects and specification objects) is the responsibility of 
the involved facets. 
In the past, each facet developer has had their own problem domain in which to 
work. In general these domains have been small or toy-like. For the KBSA 
demonstration the problem domain will be the air traffic control problem (ATC). 
This has the advantage of being a substantial problem with a variety of 
real world issues (ie. real time requirements, data base management, user 
interaction, interaction with the outside world, and changing or not well 
defined requirements). The intention of the demonstration is not to solve the 
ATC problem, but rather to have the ATC requirements be a driver for KBSA. The 
demonstration will most likely focus on some portion of the overall ATC problem. 
domain 
Second And Third Iterations 
The second iteration of KBSA will begin at the completion of the framework 
effort. All facets in the second iteration will interact with the framework and 
thus each other. This will be done by either building individual facets in 
Honeywell's framework, or more likely, individual facet developers will extend 
their own frameworks (eg. REFINE, AP5, SOCLE, etc) to adhere to the framework 
specification. Both are acceptable from a RADC perspective. Prospective 
developers must convince an RADC that either 1) they will use the Honeywell 
framework or 2 )  that their framework does or will soon adhere to the standard. 
There will be a mechanism to allow for some deviations from the framework 
specification. This is important since at the beginning of the second iteration 
the framework described in the specification may not be sufficiently powerful to 
implement all facets or some specific feature of the framework may preclude 
functionality necessary for a particular facet. For the third iteration there 
will be no exceptions. 
During the second iteration, work will continue on individual life cycle phases, 
while also focusing on the interaction between facets and the framework. 
For the framework contract, work will address raising the functional level of 
the framework. The goal is for individual facets to be concerned only with 
activities unique to their respective facets, while the framework will be 
responsible for all generic tasks (eg. knowledge representation, knowledge base 
maintenance, communication between facets, policy enforcement, and general 
inferencing capabilities). 
CONCLUSION 
In conclusion, there has been progress over the last four years. The question 
now is, how close are we to a workable KBSA? The answer is greatly dependent 
upon the framework specification which will come out of this first iteration. 
If it is sufficiently powerful, we could have a workable KBSA at the end of the 
second iteration. On the other hand, if most second iteration contractors have 
to make generic extensions to the framework, we can not expect a workable KBSA 
until the third iteration. 
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ABSTRACT 
An autonomous intelligent training system 
which integrates expert system technology 
with trainingheaching methodologies is d e -  
scribed. The system was designed for use by 
Mission Control Center (MCC) Flight Dynamics 
Officers (FDOs) training to perform payload-as- 
sist module (PAM) deploys from the orbiter. 
The system (termed PD/ICAT for Payload-as- 
sist module Deploys/Intelligent C o m p u t e r -  
Aided Training system) is composed of five 
distinct components: a user interface, a domain  
expert, a training session manager, a trainee 
model, and a training scenario generator. A 
user interface has been developed which per- 
mits the trainee to access data in the same 
format as it is presented on console displays in 
the MCC. The interface also permits the 
trainee to take actions in much the same man- 
ner as a FDO in the MCC and provides the 
trainee with information on the current train- 
ing environment and with on-line help (if 
permitted by the training session manager). 
The domain expert (DeplEx for Deploy Expert) 
contains the rules and procedural knowledge 
needed by a FDO to carry out a PAM deploy .  
DeplEx also contains "mal-rules" which permit 
the identification and diagnosis of common er- 
rors made by the trainee. The training session 
manager (TSM) examines the actions of t h e  
trainee and compares them with the actions of 
DeplEx in order to determine appropriate re- 
sponses. A unique feature of the TSM is its 
ability to grant the trainee the freedom to fol- 
low any valid path between two stages of the 
deploy process. A trainee model is developed 
for each individual using the system. The 
model includes a history of the trainee's inter- 
actions with the training system and providqs 
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evaluative data on the trainee's current skill 
level. Following each trainee action, evalua- 
tive assertions are made by the TSM and used 
to update the trainee model. A training sce -  
nario generator designs appropriate t ra in ing  
exercises for each trainee based on the trainee 
model and the training goals. PD/ICAT is cur- 
rently being tested by both experienced and 
novice FDOs in order to refine the system and 
determine its efficacy as a training tool. Ulti- 
mately, this project will provide a vehicle for 
developing a general architecture for intelli- 
gent training systems together with a software 
environment for creating such systems. 
INTRODUCTION 
The Mission Operations Directorate (MOD) at 
NASA/Johnson Space Center is responsible for 
the ground control of all space shuttle opera- 
tions. Those operations which involve alter- 
ations in the shuttle's orbit characteristics are 
guided by a FDO who sits at a console in the 
"front room" of the MCC. Currently, the train- 
ing of the FDOs (called "fidos") in flight opera- 
tions is carried out principally through the 
study of flight rules, training manuals, and 
"on-the-job training" (OJT) in integrated sim- 
ulations. From two to four years is normally 
required for a trainee FDO to be certified for 
many of the tasks for which he is responsible 
during shuttle missions. OJT is highly labor 
intensive and presupposes the availability of 
experienced personnel with both the time and 
ability to train novices. As the number of ex- 
perienced FDOs has been reduced through re- 
tirement, transfer (especially of Air Force per- 
sonnel), and promotion and as the preparation 
for and actual control of missions o c c u p i e s  
most of the MCC's available schedule, OJT has 
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become increasingly difficult to deliver to 
novice FDOs. As a supplement to the existing 
modes of training, the Orbit Design Section 
(ODS) of the MOD has requested that the Arti- 
ficial Intelligence Section (AIS) of the Mission 
Support Directorate assist in developing an 
autonomous intelligent computer-aided train- 
ing system. After extensive consultation with 
ODS personnel, a particular task was chosen to 
serve as a proof of concept: the deployment of 
a PAM satellite from the shuttle. This task is 
complex, mission-critical and requires skills 
used by the experienced FDO in performing 
many of the other operations which are his re- 
sponsibility. 
The training system is designed to aid novice 
FDOs in acquiring the experience necessary to 
carry out a PAM deploy in an integrated sim- 
ulation. It is intended to permit extensive 
practice with both nominal deploy exercises 
and others containing typical problems. After 
successfully completing training exercises 
which contain the most difficult problems, to- 
gether with realistic time constraints and dis- 
tractions, the trainee should be able to suc- 
cessfully complete an integrated simulation of 
a PAM deploy without aid from an experi- 
enced FDO. The philosophy of the PD/ICAT 
system is to emulate, to the extent possible, 
the behavior of an experienced FDO devoting 
his full time and attention to the training of a 
novice--proposing challenging training sce- 
narios, monitoring and evaluating the actions 
of the trainee, providing meaningful comments 
in response to trainee errors, responding to 
trainee requests for information and hints (if 
appropriate), and remembering the strengths 
and weaknesses displayed by the trainee so 
that appropriate future exercises can be de- 
signed. 
BACKGROUND 
Since the 1970s  a number of academic and 
industrial researchers have explored the ap- 
plication of artificial intelligence concepts to 
the task of teaching a variety of subjects (e.&, 
geometry, computer programming, medical 
diagnosis, and electronic troubleshooting). A 
body of literature is now extant on student 
models and teachinghutoring methodologies 
adapted to intelligent tutoring systems in the 
academic environment ' .  The earliest pub- 
lished reports which suggested the applica- 
tions of artificial intelligence concepts to 
teaching tasks appeared in the early 1970's.2.3 
Hartley and Sleeman3 actually proposed an ar- 
chitecture for an intelligent tutoring system. 
However, it is interesting to note that, in the 
fourteen years which have passed since the 
appearance of the Hartley and Sleeman pro- 
posal, no agreement has been reached among 
researchers on a general architecture for in- 
telligent tutoring systems4. Nonetheless, a 
study of the literature on intelligent tutoring 
systems is an essential starting point for the 
development of the elements of an intelligent 
training system. 
Among the more notable intelligent tutoring 
systems reported to date are SOPHIES, 
P R O U S T 6  and the LISP Tutor7. The first of 
these systems, SOPHIE, was developed in re- 
sponse to a U.S. Air Force interest in a com- 
puter-based training course in electronic trou- 
bleshooting. SOPHIE contains three major 
components: an electronics expert with a gen- 
eral knowledge of electronic circuits, together 
with detailed knowledge about a particular 
type of circuit (in SOPHIE this was an IP-28 
regulated power supply); a coach which ex- 
amines student inputs and decides if it is ap- 
propriate to stop the student and offer advice; 
and a troubleshooting expert that uses the 
electronics expert to determine which possible 
measurements are most useful in a particular 
context. Three versions of SOPHIE were pro- 
duced and used for a time but none was ever 
viewed as a "finished" product. One of the 
major lacks of the SOPHIE systems was a user 
model. It is interesting to note that the devel- 
opment of a natural language interface for SO- 
PHIE represented a large portion of the total 
task. 
PROUST and the LISP Tutor are two well- 
known intelligent tutoring systems that have 
left the laboratory and found wider applica- 
tions. PROUST (and its offspring, Micro- 
PROUST) serves as a "debugger" for finding 
nonsyntactical errors in Pascal programs 
written by student programmers. The devel- 
opers of PROUST claim that it is capable of 
finding all of the bugs in at least seventy per- 
cent of the "moderately complex" program- 
ming assignments that its examines. PROUST 
contains an expert Pascal programmer that can 
write "good" programs for the assignments 
given to students. Bugs are found by matching 
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the expert's program with that of the student; 
mismatches are identified as "bugs" in the stu- 
dent program. This ability is contained.in the 
PROUST "bug rule" component. After finding a 
bug, PROUST provides an English-language de- 
scription of the bug to the student, enabling 
the student to  correct his error. The system 
cannot handle student programs that depart 
radically from the programming "style" of the 
expert. The LISP Tutor is currently used to 
teach the introductory Lisp course offered at 
Carnegie-Mellon University. This system is 
based on the ACT (historically, Adaptive Con-  
trol of Thought) theory and consists of four el- 
ements: a structured editor which serves as 
an interface to the :ystem for students, an ex- 
pert Lisp programmer that provides an "ideal" 
solution to a programming problem, a bug cat- 
alog that contains errors made by novice pro- 
grammers, and a tutoring component that pro- 
vides both immediate feedback and guidance 
to the student. Evaluations of the LISP Tutor 
show that it can achieve results similar to 
those obtained by human tutors. One of its 
primary features is its enforcement of what its 
authors regard as a "good" programming style. 
TRAINING VERSUS TUTORING 
The PD/ICAT system was developed with a 
clear understanding that training is not the 
same as teaching or tutoringg. The NASA 
training environment differs in many ways 
from an academic teaching environment. 
These differences are important in the design 
of an architecture for an intelligent training 
system: 
a. Assigned tasks are often mission- 
critical, placing the responsibility for 
lives and property in the hands of 
those who have been trained. 
b. Personnel already have significant 
academic and practical experience to 
bring to bear on their assigned task. 
c. Trainees make use of a wide variety 
of training techniques, ranging from 
the study of comprehensive training 
manuals to simulations to actual on- 
the-job training under the supervi- 
sion of more experienced personnel. 
d. Many of the tasks offer considerable 
freedom in the exact manner in which 
they may be accomplished. 
FDO trainees are well aware of the importance 
of their job and the probable consequences of 
failure. While students are often motivated by 
the fear of receiving a low grade, FDO trainees 
know that human lives, a billion dollar shuttle, 
and a $loo+ million satellite depend on their 
skill in performing assigned tasks. This means 
that trainees are highly motivated, but it also 
imposes on the trainer the responsibility for 
the accuracy of the training content (Le., veri- 
fication of the domain expertise encoded in the 
system) and the ability of the trainer to cor- 
rectly evaluate trainee actions. PD/ICAT is 
intended, not to impart basic knowledge of 
mathematics and physics, but to aid the 
trainee in developing skills for which he al- 
ready has the basic or "theoretical" knowledge. 
In short, this training system is designed to 
help a trainee put into practice that which he 
already intellectually understands. The sys- 
tem must take into account the type of train- 
ing that both precedes and follows--building 
on the knowledge gained from training manu- 
als and rule books while preparing the trainee 
for and complementing the on-the-job training 
which will follow. Perhaps most critical of all, 
trainees must be allowed to carry out an as- 
signed task by any valid means. Such flexibil- 
ity is essential so that trainees are able to re- 
tain and even hone an independence of 
thought and develop confidence in their ability 
to respond to problems, even problems which 
they have never encountered and which their 
trainers never anticipated. 
SYSTEM DESIGN 
The PD/ICAT system is modular and consists 
of five basic components: 
1. A user interface that permits the 
trainee to access the same informa- 
tion available to him in the MCC and 
serves as a means for the trainee to 
assert actions and communicate with 
the intelligent training system 
2. A domain expert (DeplEx) which can 
carry out the deployment process 
using the same information that is 
available to the trainee and which 
also contains a list of "mal-rules'' 
(explicitly identified errors  that 
novice trainees commonly make). 
3. A training session manager TSM) 
which examines the assertions made 
55 
by the DeplEx (of both correct and in- 
correct actions in a particular context) 
and by the trainee. Evaluative asser- 
tions are made following each trainee 
action. In addition, guidance can be 
provided to the trainee if appropriate 
for his skill level. 
4. A trainee model which contains a 
history of the individual trainee's in- 
teractions with the system together 
with summary evaluative data. 
5 .  A training scenario generator that de- 
signs increasingly-complex training 
exercises based on the current skill 
level contained in the trainee's model 
and on any weaknesses or deficien- 
cies that the trainee has exhibited in 
previous interactions. 
Figure 1 contains a schematic diagram of the 
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FIGURE 1 - PDACAT ARCHITECTURE 
PD/ICAT system. Note that provision is made 
for the user to interact with the system in two 
distinct ways and that a supervisor may also 
query the system for evaluative data on each 
trainee. The blackboard serves as a common 
"factbase" for all five system components. 
With the exception of the trainee model, each 
component makes assertions to the black- 
board, and the rule-based components look to 
the blackboard for facts against which to pat- 
tern match the left-hand sides of their rules. 
User Interface 
The primary factor influencing the interface 
design was fidelity to the task environment. 
To avoid negative training, it was deemed es- 
sential that the functionality and, to the extent 
possible, the actual appearance of the training 
environment duplicate that in which the task 
is performed. Figure 2 contains a view of the 
typical display seen by a trainee on a 
Symbolics 3600 series LISP machine. The 
upper right corner of the display contains 
menus that allow the trainee to make requests 
of other flight controllers, respond to requests 
from other controllers, call up displays, obtain 
information about the current or previous step 
in the deploy process, request help from the 
training system, and return to a previous step 
in the process. This menu has as many as 
three levels depending on the nature of the 
action taken by the trainee. Some actions are 
completely menu driven while others require 
the input of one or more "arguments". All ac- 
tions taken by the trainee through these 
menus and the arguments that they may re- 
quire become assertions to the blackboard. All 
requests directed to the trainee and all mes- 
sages sent to the trainee in response to his re- 
quests or actions appear in a window in the 
upper left corner of the screen. These two 
portions of the screen serve to functionally 
represent the voice loop interactions that 
characterize the current FDO task environ- 
ment. Any displays requested by the trainee 
appear in the lower portion of the screen, 
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overlapped, if more than one is requested. 
Clicking the mouse on any exposed portion of a 
background display will bring it to the fore- 
ground. The displays replicate those seen by a 
FDO on console in the MCC. During develop- 
ment nominal data was supplied to these dis- 
plays (from a dedicated ep  hemeri s-g en era t i n g 
program or from "dummy" data sets) so that 
negative training would not occur. Experi- 
enced FDOs using PD/ICAT have expressed 
satisfaction with the user interface. 
DeplEx 
The Deploy Expert is a "traditional" expert 
system in that it contains if-then rules which 
access data describing the deploy environment 
and is capable of executing the PAM deploy 
process and arriving at the correct "answers". 
In addition to "knowing" the right way to con- 
duct the PAM deploy, DeplEx also contains 
knowledge of the typical errors that are made 
by novice FDOs. In this way, PDDCAT can not 
only detect an erroneous action made by a 
trainee, but also, through these so-called "mal- 
rules", it can diagnose the nature of the error 
and provide an error message to the trainee 
specifically designed to inform the t ra inee  
about the exact error made and correct the 
misconception or lack of knowledge which led 
to the commission of that error. Another of 
the interesting features of the PDDCAT system 
is its continual awareness of the environment 
(the external constraints dictated by the 
training exercise) and the context of the exer- 
cise. Rather than having DeplEx generate a 
complete and correct solution to the deploy- 
ment problem, only those actions which are 
germane to the current context are asserted. 
In this way the expert "adapts" to alternate, 
but correct, paths that the trainee m i g h t  
choose to follow. Figure 3 shows schematically 
how DeplEx operates. This strategy was 
adopted because the human experts that 
perform PAM deploys recognize that m a n  y 
steps in the deploy process may be  
accomplished by two or more equally val id  
sequences of actions. To grant freedom of 
choice to the FDO trainee and to encourage in- 
dependence on his part, the experts felt that it 
was essential to build this type of flexibility 
into the PD/ICAT system. 
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Training Session Manager 
The training session manager is dedicated 
principally to error-handling. Its rules com- 
pare the assertions of DeplEx with those of the 
trainee to detect errors. Subsequently, DeplEx 
asserts facts that allow the TSM to write ap- 
propriate error messages to the trainee 
through the user interface. In addition, TSM is 
sensitive to the skill level of the trainee as 
represented by the trainee model. As a result, 
the detail and "tone" of error messages is cho- 
sen to match the current trainee. For example, 
an error made by a first time user of the 
training system may require a verbose expla- 
nation so that the system can be certain the 
trainee will have all of the knowledge and 
concepts needed to proceed. On the other 
hand, an experienced trainee may have mo- 
mentarily forgotten a particular procedure or 
may have "lost his place". In this latter case a 
terse error message would be adequate to al- 
low the trainee to resume the exercise. The 
TSM also encodes all trainee actions, both cor- 
rect and incorrect, and passes them to the 
trainee model. 
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Trainee Model 
Successful intelligent tutors incorporate stu- 
dent models to aid in error diagnosis and to 
guide the student's progress through the tu- 
tor's curriculumg. The trainee model in the 
PD/ICAT system stores assertions made by the 
TSM as a result of trainee actions. Thus, at its 
most fundamental level, the trainee model 
contains, for the current session, a complete 
record of the correct and incorrect actions 
taken by the trainee. At the conclusion of 
each training session, the mode! updates a 
training summary which contains information 
about the trainee's progress such as a skill 
level designator, number of sessions com- 
pleted, number of errors made (by error type 
and session), and the time taken to complete 
sessions. After completing a session, the 
trainee can obtain a report of that session 
which contains a comprehensive list of correct 
and incorrect actions together with an evalua- 
tive commentary. A supervisor can access 
each trainee's model to obtain this same report 
or to obtain summary data, at a higher level, 
on the trainee's progress. Finally, the training 
scenario generator uses the trainee model to 
produce new training exercises. 
Training Scenario Generator 
The training scenario generator relies upon a 
database of task "problems" to structure 
unique exercises for a trainee each time he 
interacts with the system. The initial exercises 
provided to a new trainee are based on vari- 
ants of a purely nominal PAM deploy with no 
time constraints, distractions or "problems". 
Once the trainee has demonstrated an accept- 
able level of competence with the nominal de- 
ploy, the generator draws upon its database to 
insert selected problems into the training en- 
vironment (e+, a propellant leak which ren- 
ders the thrusters used for the nominal sepa- 
ration maneuver inoperable and requires the 
FDO to utilize a more complicated process for 
computing the maneuver). In addition, time 
constraints are "tightened" as the trainee gains 
more experience and distractions, in the form 
of requests for information from other MCC 
personnel, are presented at  "inconvenient" 
points during the task. The generator also ex- 
amines the trainee model for particular types 
of errors committed by the trainee in previous 
(and the current) sessions. The trainee is then 
given the opportunity to demonstrate that he 
will not make that error again. Ultimately, the 
trainee is presented with exercises which e m -  
body the most difficult problems together wi th  
time constraints and distractions comparable 
to those encountered during integrated simu- 
lations or actual missions. 
SYSTEM INTEGRATION 
The PD/ICAT system is currently operational 
on a Symbolics 3600 series Lisp machine. The 
user interface and trainee model are written 
in common Lisp while the rules of DeplEx, 
TSM, and the training scenario generator are 
written in ART 3.0. The system will ultimately 
be delivered to MOD in a Unix workstation 
environment. To accomplish this delivery, the 
ART rules were written to facilitate translation 
in to  CLIPSlO and the Lisp code will be 
converted into C. It is uncertain, until t h e  
exact delivery environment is specified, how 
well the user interface can be ported. 
CONCLUSIONS 
The PDDCAT system has, so far, proven to be 
a potentially valuable addition to the training 
tools available for training Flight Dynamics Of- 
ficers in shuttle ground control. The authors 
are convinced that the basic structure of 
PDDCAT can be extended to form a general 
architecture for intelligent training systems 
for training flight controllers and crew m e m -  
bers in the performance of complex, mission- 
critical tasks. It may ultimately be effective i n  
training personnel for a wide variety of tasks 
in governmental, academic, and industrial set- 
tings. 
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ABSTRACT 
Expert perfonances on authentic technical 
problems such a s  e?ectronic f a u l t  i so la t ion  are 
being captured i n  real time" to  provide the 
basis f o r  a new generation of Air Force training 
systems. Experts (and novices) i n  dozens of 
maintenance jobs i n  e lec t ronic  and 
electro-mechanical domains a re  being studied 
w i t h  a hybrid knowledge engineering-cogni tive 
task analysis methodology. A primary goal i s  t o  
es tab l i sh  what humans rea l ly  need to  know and 
how they use their knowledge when they problem 
solve i n  complex workcenters t ha t  a re  saturated 
w i t h  ''smart" machines. The cornerstone of the 
method i s  an expert problem solving dyad. One 
expert poses a problem and simulates equipment 
responses to  a second expert who attempts t o  
i so l a t e  the f a u l t  conceived by the f i r s t  
expert. 
fashion s i tua t e s  skill i n  the actual problem 
context and t h u s  highlights the conditional ized 
character of expert knowledge. 
cont ras t  t o  representation techniques tha t  y ie ld  
decontextual ized (and perhaps nonessenti a1 1 
declarative knowledge through interrogation of a 
s ing le  expert. A se r i e s  of i n t e l l i gen t  tutoring 
systems--or i n t e l l i g e n t  maintenance 
simul ators-is b e i n g  devel oped based on expert 
and novice problem solving data o f  t h i s  type. 
The t ra in ing  systems rest on the same 
problem-based cornerstone. A graded se r i e s  of 
au t  hen t i c t roub 1 es hoo t i ng prob 1 ems pro vi  des the 
curriculum, and adaptive instructional 
treatments fos t e r  ac t ive  learning i n  trainees 
who engage i n  extensive f a u l t  i so la t ion  practice 
and t h u s  i n  conditionalizing what they know. A 
proof of concept training study involving human 
tutoring was conducted as a precursor to the 
computer t u to r s  t o  assess this integrated,  
problem-based approach to  task analysis and 
instruction. S t a t i s t i ca l  l y  s ign i f icant  
improvements i n  apprentice technicians '  
troubleshooting efficiency were achieved a f t e r  
approximately six hours of training. 
Engineering expert knowledge i n  this 
T h i s  i s  i n  
INTRODUCTION 
Both m i  1 i t a ry  and i ndus t r i  a1 work envi ronments 
have grown s teadi ly  i n  complexity i n  recent 
decades as technologies, par t icu lar ly  
electronics related,  have advanced a t  staggering 
rates.  
contexts where in te rac t ing  w i t h  complex machines 
i s  the rule. And y e t ,  the nature of i n t e l l i gen t  
performance i n  such machine in te rac t ions  i s  not 
well understood. In addition, be l i e f s  t h a t  
cogni ti ve demands on humans have diminished w i  t h  
the pro l i fe ra t ion  of so-called smart machines 
have diverted a t ten t ion  away from the human 
capab i l i t i e s  t h a t  are important f o r  a high-tech 
workforce. Yet, i t  now seems c l e a r  t h a t  f o r  the 
foreseeable future,  machine diagnostic 
capab i l i t i e s  have de f in i t e  limits. These limits 
i n  turn place a p remium on the human expertise 
tha t  is needed to  pick up where the machines 
leave of f .  For example, the h i t  r a t e  f o r  some 
b u i l t - i n  diagnostics f o r  the B1B i s  only 65 
percent. 
maintenance ai  d i  ng machines (many havi ng expert  
system fea tu res ) ,  the r a t i o  of maintenance hours 
t o  f lying hours fo r  the F-15 a i r c r a f t  is  50:l 
(Atkinson & Hiatt ,  1985). In more general t e n s  
i t  has been estimated t h a t  a s  much as 90 percent 
of the l i fe -cyc le  cos t  of a defense hardware 
system i s  the cos t  of maintaining i t .  
A large-scale research program is  underway a t  
the Air Force Human Resources Laboratory i n  
d i r ec t  response t o  this problem. The goals a re  
to  develop methods f o r  representing human 
expertise on complex technical tasks so t ha t  
t r a i n i n g  systems capable of meeting the demands 
of high-tech workcenters can be realized. 
THE ENGINEERING OF CONDITIONALIZED KNOWLEDGE 
Today's workers find themselves i n  
Even w i t h  today's widely used 
The knowledge engineering approach in the A i  r 
Force Basic Job S k i l l s  (BJS) Research Program 
involves "real-time" problem solving, mu1 t i p l e  
stages and types of knowl edge engi neeri ng 
inquiry, and a number of formats f o r  knowledge 
representation. 
from knowl edge engi neeri ng work i n medical 
diagnosis t o  represent the mental events of 
troubleshooting a s  conditional i zed knowl edge 
(Clancey, 1985). In this framework, actions of 
the problem solver a re  recorded as d iscre te  
operations o r  procedures, e.g. , tracing 
A framework has been adapted 
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schematics or  measuring voltage. 
reasons or  precursors f o r  the actions a re  
expressed as the goals o r  i n t en t s  of the problem 
solver,  and the in te rpre ta t ions  of outcomes 
result ing from the actions are recorded a s  
well. 
the equipment parts t ha t  are affected by the 
outcomes and actions a re  generated by the 
technician t o  i l l u s t r a t e  the se r i e s  of steps. 
Sequences of mental events such as these a re  
called PARI s t ruc tures  (Precursor [ to  Action] - 
- Action - Result - Interpretation).  An example 
of PARI dTta fo r  a s i n g l e  action node i s  shown 
i n  Table I. 
Notice i n  this PARI example t h a t  the Action 
element is  a familiar troubleshooting procedure, 
namely, taking a voltage measurement w i t h  a 
mu1 timeter. The representational formalism of 
the PARI framework does more than reveal t ha t  a 
technician needs to  know how to  take a voltage 
measurement, however. What i s  a l so  captured are 
the conditions tha t  surround such a measurement 
operation, including the reasons behind the 
action (.. ."to see i f  the signal i s  good up t o  
t e s t  package cable") and the in te rpre ta t ion  of 
an expected voltage level (. . . " t e l l s  me.. . tha t  
par t  of stimulus path [upstream] is  good"). 
e f f ec t ,  the v i ta l  s t r a t eg ic  processes of 
troubleshooting a re  made e x p l i c i t  w i t h  t h i s  
representation scheme. The plan t h a t  roduced 
the measurement operation becomes k n o h  
technician's plan i s  t o  constrain the problem 
space by eliminating e i t h e r  the stimulus o r  
measurement (return) portion of the signal 
path. I t  i s  precisely this k i n d  of s t r a t eg ic  
s k i l l  t ha t  too often goes "untaught" i n  
e lec t ronics  t ra in ing ,  i n  much the same way tha t  
s t r a t eg ic  knowledge is  frequently ignored i n  the 
teaching of mathematics (Greeno, 1978). 
problem solving performances a re  captured i n  
real time, i t  becomes possible t o  engineer 
s t r a t eg ic  knowledge f o r  i n p u t  t o  instructional 
systems along w i t h  the more standard declarative 
knowledge. In t h i s  manner a s k i l l  such as 
taking a voltage reading i s  represented i n  terms 
of i ts  t i e s  t o  the conditions of use, just as i t  
occurs i n  real world expert performances. 
Representing skill components i n  this form 
of fers  considerable power t o  ins t ruc t ion ,  given 
tha t  conditional ized knowl edge i s  a recognized 
hallmark of expertise. Conversely, novices 
often display fragmented, unprincipled behavior 
t ha t  suggests weakness i n  the procedural i z i  ng 
( o r  conditionalizing) of t h e i r  s k i l l  
components. In the present example, novices may 
know how to  use a multimeter t o  take a voltage 
reading b u t  often do not produce tha t  action 
under the appropriate conditions. 
they often have d i f f i cu l ty  in te rpre t ing  the 
results of the action. 
KNOWLEDGE ENGINEERING RESULTS 
Approximately 15 technical experts and 200 
less-than-expert technicians i n  four re la ted  AF 
electronics special t i e s  have participated t o  
date i n  knowledge engineering studies s imi la r  t o  
those described above as par t  of the Basic Job 
In addition, 
Finally, block diagram-like sketches of 
In 
When 
If produced, 
62 
Ski l l s  Research Program. On the bas is  of these 
studies,  a meaningful superstructure f o r  
organizing troubleshooting performance data has 
been developed. 
components, one of which i s  s t r a t eg ic  knowledge 
as previewed above. The three in te rac t ing  
components a re  (1 )  system knowledge o r  the 
equipment device models experts use i n  problem 
solving (e.g. , system knowledge regarding the 
stimulus o r  measurement functional i ties of the 
equipment) ; ( 2 )  troubleshooting procedures o r  
operations performed on the system; and ( 3 )  
s t r a t eg ic  knowledge, which includes ( a )  
s t r a t eg ic  decision fac tors  t h a t  involve f a u l t  
p robabi l i t i es  and efficiency estimates and ( b )  a 
top-level plan o r  strategy t h a t  i s  responsible 
f o r  the orchestration of skill components i n  
task execution. The orchestration occurs a s  the 
Strategy component, which s i ts  on top of the 
Procedures and System Knowledge components, 
deploys pieces of knowledge and procedural 
subroutines a s  needed and a s  driven by the 
decision fac tors  (Figure 1 ) .  
The System Knowledge component of the 
architecture deserves special a t ten t ion  f o r  
several reasons. First, i t  provides the 
dominant organizing principle f o r  this cognitive 
sk i l l s  architecture.  I t  i s  t h e  foundation t o  
which the companion Procedures component i n  
Figure 1 i s  attached. According t o  this view, a 
measurement o r  swapping operation is  attached t o  
a device model representation, since m o s e  
of the operation i s  viewed as  adjusting the 
technician's present model of the  device w i t h  
new knowledge of fau l ty  components. 
"attachment" i s  par t  of the conditionalized 
character of expert knowl edge. 
a1 so feeds the s t r a t eg ic  decision fac tors  t h a t  
under1 i e  the Strategy component, since these 
fac tors  involve system f a u l t  p robabi l i t i es  and 
efficiency estimates associated w i t h  operations 
on the system, e.g., i t  i s  judged time e f f i c i e n t  
by experts t o  r u n  s e l f  diagnostics on some 
pieces of equipment b u t  not others. Finally,  
System Knowledge influences the goal s t ruc ture  
of the Strategy component i n  the sense tha t  
cer ta in  areas of the equipment a re  targeted 
before others (again due t o  f a u l t  p robabi l i t i es  
and efficiency considerations). 
The second reason why System Knowledge merits 
special a t ten t ion  here i s  because the curriculum 
content fo r  the i n t e l l i g e n t  t u t o r  described i n  
the next section i s  d i rec t ly  influenced by the 
d i f fe ren t  system perspectives of expert  
troubleshooters. In the course of the knowledge 
engineering studies conducted t o  date i n  the BJS 
project,  i t  has become c l ea r  t ha t  experts '  
decision making during troubleshooting i s  
pa r t i a l ly  driven by system schemas. The schemas 
represent a s e t  of system-related questions tha t  
experts en ter ta in  a t  various stages i n  the f a u l t  
i so la t ion  process (Collins,  1987). They include 
the following: 
- I s  the system f a i l  a g l i t ch ,  an in te rmi t ten t  
f a i l ,  o r  a hard f a i l ?  
-In which la rge  functional area of the 
equipment--i.e. , Line Replaceable U n i t  ( L R U ) ,  
I t  cons is t s  of three 
T h i s  
System Know1 edge 
Test Package, o r  Test Stat ion-- is the f a u l t  
located? 
- I s  the problem a power-related f a i l ?  
- I s  the problem a st imulus o r  measurement 
problem? 
- I s  the problem a signal o r  data f low problem? 
-Do the symptoms ind i ca te  the f a u l t  i s  i n  a 
device o r  i n  the connections between devices? 
These questions can be viewed as the major 
parses the expert makes o f  the f a u l t  i s o l a t i o n  
space i n  which he/she works. 
parses have provided the framework f o r  the 
troubleshooting problems t h a t  comprise the 
i ns t ruc t i ona l  content f o r  the avionics 
i n t e l l i g e n t  t u t o r  t o  be described next. 
A SIMULATED MAINTENANCE WORK ENVIRONMENT 
Three o f  these 
An i n t e l l  i gen t  maintenance prac t ice  environment 
f o r  F15 in tegra ted  avionics technicians has been 
devel oped by researchers a t  the Universi ty of 
P i t t sburgh 's  Learning R&D Center i n  
co l labora t ion  w i th  AF technical experts 
(Lesgold, 1987). The t u t o r  i s  based on resu l t s  
from cogn i t i ve  analyses o f  expert and novice AF 
technicians us i  ng the knowl edge engi neeri ng 
methods referenced above. The analyses have 
provided three general types o f  i npu t  t o  the 
i n t e l l i g e n t  t u t o r i n g  system: de ta i led  
character izat ions o f  expert performance which 
are the ta rge ts  f o r  i n s t r u c t i o n  (expressed i n  
terms o f  the cogn i t i ve  s k i l l s  a rch i tec tu re  of 
Figure 1) ;  a framework f o r  the design o f  the 
troubleshooting c u r r i c u l  um based on three parses 
experts make o f  the problem space i n  t h i s  
domain; and guidel ines f o r  the i ns t ruc t i ona l  
treatment based on expert-novice di f ferences as 
wel l  as on present impediments t o  apprenticeship 
1 earni  ng i n  the workpl ace. 
Expert Parses 
Two cent ra l  system schemas t h a t  experts ac t i va te  
as they navigate and parse problem spaces i n  
t h i s  domain have provided the design framework 
for  the maintenance t u t o r ' s  problem set. 
schemas represent two system perspectives 
experts'  invoke, depending upon the condi t ions 
o f  the problem. The f i r s t  concerns the major 
funct ional  i t i e s  o f  the equipment, namely, 
st imulus and measurement functions. Recall t h a t  
i n  the example reported i n  Table I the expert  
both explains h i s  ac t ion  and in te rp re ts  the 
system's response t o  the ac t ion  i n  terms of the 
st imulus po r t i on  o f  the equipment. More 
spec i f i ca l l y ,  the procedure (ac t ion)  used al lows 
him/her t o  achieve the goal o f  ve r i f y i ng  t h a t  a 
major funct ional  area o f  the equipment i s  
operating properly. 
The st imul us-measurement funct ional  i t i e s  o f  t h i s  
equipment are i l l u s t r a t e d  i n  Figure 2. 
an abstracted character izat ion o f  the system's 
s ignal  path. As shown, the signal o r ig ina tes  i n  
the st imulus drawer o f  an avionics t e s t  stat ion,  
t rave ls  through the s ta t i on ' s  switching drawer 
(S/C) which performs signal switching functions, 
and through an i n te r face  t e s t  package t o  an 
a i r c r a f t  l i n e  replaceable u n i t  (LRU) which i s  
These 
This i s  
being tested f o r  a malfunction. 
through the i n te r face  package t o  a measurement 
source i n  the t e s t  stat ion.  
Problems i n  the t u t o r  curr iculum represent 
f a u l t s  a t  varying l eve l s  o f  d i f f i c u l t y  i n  the 
stimulus and measurement rou t i ng  o f  the 
equipment. Trainees w i l l  have modeled f o r  them 
how an expert uses t h i s  perspective t o  i s o l a t e  
various fau l ts .  They w i l l  then have extensive 
opportuni t ies t o  sol ve probl ems--wi t h  the 
assistance o f  a h in t -g iv ing  coach--so t h a t  
system f u n c t i o n a l i t y  knowledge i s  t i e d  t o  
problem so lv ing  condit ions. This k ind  o f  
learn ing  environment i s  i n  cont ras t  t o  
i ns t ruc t i on  where system knowledge would be 
taught as dec la ra t i ve  fac ts  detached f r o m  the 
condi t ions o f  use, o r  where measurement 
procedures would be taught i n  i s o l a t i o n  f r o m  the 
system and the f a u l t  i s o l a t i o n  context. 
Results o f  our knowledge engineering work p lus  
input  from the dominant theory o f  s k i l l  
acqu is i t ion  i n  psychology today (Anderson, 1982) 
have shaped t h i s  i ns t ruc t i ona l  approach. F i r s t ,  
our resu l t s  have ind ica ted  t h a t  a p r i nc ipa l  form 
of the condi t ional  i zed  knowl edge o f  experts i n  
t h i s  domain i s  the coupl ing o f  conceptual system 
knowledge (e.g., the st imul us-measurement 
f u n c t i o n a l i t y )  w i t h  procedural and s t ra teg i c  
components. This r e s u l t s  i n  experts '  
inves t iga t ing  t h e i r  equipment w i t h  spec i f i c  
i n ten ts  and pa r t i cu la r i zed  procedures. I n  other 
words t h e i r  system knowledge i s  no t  detached and 
i n e r t ,  bu t  ra the r  i s  t i g h t l y  interwoven w i t h  
problem so lv ing  act ions t h a t  are produced by 
s t ra teg ic  plans i n  response t o  c e r t a i n  
malfunction condit ions. 
Force t h i s  form o f  condi t ional  i zed  knowledge 
resu l t s  only a f t e r  many years of experience, as 
would be predicted by Anderson's theory. 
p r i nc ipa l  goal o f  the BJS maintenance t u t o r  i s  
t o  speed up t h a t  condi t ional  i z i n g  process. 
The second system perspective o r  schema used t o  
shape the t u t o r ' s  problem se t  i s  signal f low vs 
data flow. 
thus represent f a u l t s )  i n  terns o f  these two 
in te r re la ted  system propert ies. I n  short,  t h i s  
schema involves knowledge t h a t  both an 
e lec t ron ic  signal and ins t ruc t i ons  (cont ro l  
data) t o  the equipment f o r  handling the signal 
move through the system. 
respect t o  e i t h e r  property. 
f low and cont ro l  data f low problems are 
incorporated i n  the t u t o r  a t  varying l eve l s  o f  
d i  f f i cul ty. 
F ina l l y ,  a t h i r d  schema, namely, the macro l eve l  
funct ional  representation o f  the equipment (LRU 
vs Test Package vs Test S ta t ion)  has guided 
problem development. This schema i s  i n t e g r a l l y  
t i e d  t o  experts '  s t ra teg i c  planning knowledge i n  
the sense t h a t  they t yp i ca l  l y  plan t h e i r  moves 
through the problem space so t h a t  they system- 
a t i c a l l y  r u l e  ou t  the LRU before moving t h e i r  
focus t o  e i t h e r  the Test Package o r  Test Sta- 
t ion .  Trainees w i l l  make decisions w i t h i n  the 
t u t o r  environment t o  pursue e i t h e r  an LRU Plan, 
a Test Package Plan, o r  a Test S ta t ion  Plan. 
It returns 
Presently, i n  the A i r  
A 
Experts a lso  view the equipment (and 
Faul ts can occur w i th  
Accordingly, signal 
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I n  s m a r y ,  the development o f  the A i r  Force 
avionics t u t o r  i l l u s t r a t e s  t h a t  knowledge 
engineering can usefu l l y  feed ins t ruc t i ona l  
desi n as wel l  as provide the more standard type 
Further, dynamic, problem-based knowledge 
engineering allows f o r  the representation o f  
condi t ional ized knowledge so t h a t  the most 
c r i t i c a l  stage o f  s k i l l  acqu is i t i on  can be 
targeted by ins t ruc t ion .  That i s  the stage a t  
which knowledge becomes t i e d  t o  condi t ions o f  
use. The avionics maintenance t u t o r i n g  system 
based on t h i s  approach w i l l  be discussed i n  mom 
de ta i l  i n  the next section. 
+- o input, i.e., the expert knowledge base. 
An A I  Ins t ruc t iona l  Application. 
The BJS tu to r i ng  system t h a t  has resu l ted  f r o m  
the expert dyad approach t o  knowledge 
engineering i s  an i n te res t i ng  A I  app l i ca t ion  i n  
the sense tha t  i t  embodies minimal ly deep 
in te l l igence.  It avoids complete qua l i t a t i ve  
physics o f  the w o m r o n m e n t  as wel l  as a 
complete computer representation o f  expert ise 
(Lesgold, 1987). I n  short,  there i s  ne i the r  a 
f u l l y  a r t i c u l a t e  expert nor a runnable equipment 
simulation. La ter  t u to rs  i n  the BJS ser ies w i l l  
have these features; however, t h i s  i n i t i a l  
system i s  o f  special i n t e r e s t  i n  i t s  own r i gh t .  
I t s  development i s  much less  resource in tens ive  
than t h a t  o f  deep in te l l i gence  tu to rs ,  and i t  
has received an enthusiast ic reception f r o m  
technical experts a t  the three operational s i t e s  
where i t  w i l l  soon be tested. I f  the evaluation 
resu l t s  reveal troubleshooting performance gains 
i n  accordance w i t h  the pred ic t ions  o f  f i e l d  
personnel , t h i  s form o f  i n t e l l  i gent t u t o r i  ng 
system represents a qu i te  feas ib le  prototype 
t h a t  can imnediately general ize t o  other 
troubleshooting domains. 
A r igorous evaluat ion study w i l l  accompany the 
in te rvent ion  i n  order t o  formal ly assess i t s  
effect iveness. A con t ro l l ed  experiment w i l l  
permit the determination o f  how much on-the-job 
experience i s  replaced by the 30 t o  50 hours of 
t u t o r  ins t ruc t ion .  I n  addi t ion,  performance o f  
ind iv idua l  technicians and the shop-level 
p roduc t i v i t y  o f  the three F15 workcenters w i l l  
be tracked long i tud ina l l y  t o  ascertain the 
long-term impact o f  the ins t ruc t ion .  
As a precursor t o  t h i s  ser ies o f  BJS i n t e l l i g e n t  
t u t o r i n g  systems, a t r a i n i n g  study invo lv ing  a 
human t u t o r  (versus a computer coach) was 
conducted i n  a re la ted  F15 in tegra ted  avionics 
domain. 
basing i n s t r u c t i o n  on representations of 
condi t ional  i zed  expert knowledge. The treatment 
involved the posing o f  authent ic troubleshooting 
problems s im i la r  t o  those generated i n  a BJS 
knowledge engineering study as described above. 
The expert-1 i ke s k i l l s  targeted f o r  enhancement 
were p a r t i c u l a r  i ns tan t i a t i ons  o f  the cogn i t i ve  
s k i l l s  archi tecture (Figure 1). The system 
knowledge o f  i n t e r e s t  was the abstracted signal 
path shown i n  Figure 2, p lus several layers  o f  
elaborated system knowledge. The procedures of 
i n t e r e s t  were three methods f o r  inves t iga t ing  
the equipment t h a t  ranged from rudimentary t o  
One goal was t o  t e s t  the concept o f  
advanced : 
(1 1 swapping equipment components 
(2) using sel f -d iagnost ics t o  t e s t  system 
i n t e g r i t y  
(3 )  measuring device and c i r c u i t  f unc t i ona l i t y .  
Increasingly complex system and s t ra teg ic  
knowledge are associated w i t h  increasingly 
sophist icated methods. 
During three t o  f i v e  hours of i nd i v idua l  
i n s t r u c t i o n  over a per iod o f  three days, seven 
technicians were tutored. 
troubleshooting scenario and then probed 
regarding what they would do t o  i s o l a t e  the 
f a u l t  (Actions), w h y  they would take the 
pa r t i cu la r  ac t ion  (Precursors 1, and what the 
outcome (Resul t )  o f  the ac t ion  meant t o  them 
( In te rpre ta t ion) .  I n  e f fec t ,  technicians were 
ins t ruc ted  t o  generate P A R I  records (see Table 
1 )  inc lud ing  the associated device model 
sketches. The human t u t o r  gave feedback t o  
t h e i r  s ta ted  Precursors, Actions, and 
In te rpre ta t ions  i n  the form o f  h i n t s  intended t o  
move them toward more exper t - l i ke  performances. 
To evaluate t h e i r  learning, they were given both 
an end-of - t r a i  n i  ng probl em-based t e s t  as we1 1 as 
a delayed pos t tes t  a f te r  the weekend. The tes ts  
were authentic troubleshooting scenarios 
belonging t o  the same class and d i f f i c u l t y  o f  
problems on which they had been tutored. 
progress was scored both i n  terms o f  the 
suff ic ienc o f  t h e i r  operations--that i s ,  dw e t  e r  t ey s u f f i c i e n t l y  invest igated a l l  
suspect pieces o f  the equipment--and the 
e f f i c i e n c  o f  t h e i r  moves--that i s ,  whether they =fT--f e i c i e n t y conserved time and equipment 
resources. 
Results showed s t a t i s t i c a l l y  s i g n i f i c a n t  
improvements i n  both areas, w i th  p a r t i c u l a r l y  
dramatic gains i n  eff iciency. Mean scores are 
p l o t t e d  i n  Figure 3. The group’s Suff ic iency i n  
examining a l l  suspect parts of the equipment 
improved from a pre tes t  mean value o f  84 
(range = 60 t o  95) t o  a pos t tes t  mean o f  100. 
The dalayed pos t tes t  mean was a1 so 100, 
i nd i ca t i ng  the improvement was retained over the 
weekend. 
i s o l a t i o n  improved over twofold. The mean 
pre tes t  value was 37 (range = 24 t o  52) ;  the 
i n i t i a l  pos t tes t  mean was 92 (range = 81 t o  
100); and the delayed pos t tes t  mean was 93 
(range = 81 t o  97). 
Pedagogically, t h i s  human t u t o r  t r a i n i n g  study 
was based on the same ins t ruc t i ona l  p r i nc ip les  
t h a t  underpin the computer-based avionics 
tu to r .  Technicians were af forded extensive 
prac t ice  i n  fau l t - i so la t i on ;  they were required 
t o  a r t i c u l a t e  and focus on t h e i r  reasons and 
t h e i r  i n te rp re ta t i ons  o f  various troubleshooting 
moves; they were aided by a human t u t o r  who, 
p r i n c i p a l l y  through Socratic dialogue, 
challenged them t o  r e f l e c t  on what they d i d  i n  
terms o f  expert  standards o f  thoroughness and 
e f f i c iency .  The technicians l a t e r  a t t r i b u t e d  
the gains they made t o  the opportuni t ies they 
They were presented a 
Their  
The group’s E f f i c iency  i n  f a u l t  
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had t o  p rac t ice  f a u l t  i s o l a t i o n  procedures 
i ntensi vely and t o  sol ve problems 
independently. 
r e f l e c t i n g  on t h e i r  act ions and reasons was 
he lp fu l  and tha t  they p r o f i t t e d  from the h in t s  
and consistent feedback. This successful study 
i s  viewed as empir ical support f o r  the 
ef fect iveness o f  s k i l l  acqu is i t ion  treatments 
t h a t  focus on the cond i t iona l i z ing  o f  knowledge 
i n  i n t e l l i g e n t  learn ing  environments. External 
support i n  the form o f  the PARI records and the 
human t u t o r ' s  feedback appeared t o  play a 
central  r o l e  i n  learning. F ina l l y ,  the 
i ns t ruc t i on  was rea l i zab le  because o f  the 
knowledge engineering i npu t  t h a t  revealed the 
processes by which experts condi t ional  i z e  what 
they know. 
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I Table 1 : P A R I  DATA 
I Precursor: Want t o  see i f  the st imulus s ignal  i s  good up t o  t e s t  package cable 
Action: Measure s ignal  a t  514-28 w i t h  mu1 t imeter  
Result: 28 v o l t s  
In terpretat ion:  This i s  expected reading; t h i s  t e l l s  me t h a t  the st imulus 
i s  g e t t i n g  from the t e s t  s t a t i o n  through the cable, so t h a t  
p a r t  o f  the st imulus path i s  good 
TEST i ITA 
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I 
I STATION I 
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I 
I 
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INTELLIGENT TUTORING SYSTEMS AS TOOLS FOR 
INVESTIGATING INDIVIDUAL DIFFERENCES IN LEARNING 
Valerie J. Shute 
AFHRLIMOE 
Brooks AFB, TX 
INTRODUCTION 
The purpose of the Learning Abilities Measurement 
Program (LAMP) is to conduct basic research on 
the nature of human learning and performance. 
The ultimate goal of this research is to build 
an improved model-based selection and classifica- 
tion system for the United States Air Force. 
During the first few years of the program, and 
continuing through to the present, researchers 
are developing innovative approaches to ability 
testing (Kyllonen & Christal, in press). In 
conjunction with this framework, new kinds of 
computerized ability tests have been developed 
(Fairbank, Tirre 6 Anderson, 1987; Tirre & 
Rancourt, 1986; Woltz, 1986; Woltz, 1987). 
LAMP examines individual differences in learning 
abilities, seeking answers to the following 
questions: 
1 .  Why do some people learn more and better 
than others? 
2. Are there basic cognitive processes 
applicable across tasks and domains that 
are predictive of successful performance, 
or are the behaviors in question more 
involved (e.g., complex problem solving 
behaviors) ? 
3 .  Which of these processes or learning 
abilities are domain specific and which 
generalize across subject areas? 
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We have used some simple learning tasks to 
determine the elementary cognitive processes 
involved in learning abilities such as: Infor- 
mation processing speed, prior knowledge, and 
working memory capacity (size and activation 
level). To test the extent of differential 
learning abilities based on these rudimentary 
processes, we need to examine learning in pro- 
gress in complex environments, like intelligent 
tutoring systems (ITS'S), which reflect 'real 
world' performance rather than artificial labor- 
atory tasks (like paired associate or rule learn- 
ing) which often do not generalize to the real 
world. There are basically two categories of 
related activities in this research program. 
First, we are concerned with individual differ- 
ences in learners' knowledge and skills. In this 
regard, our aim is to identify more efficient 
and precise methods of individual assessment. 
Second, we are interested in validating models 
of ability organization by (a) estimating indi- 
vidual skill and knowledge levels, (b) estimating 
individual proficiency levels on various learn- 
ing tasks, and (c) relating the two sets of 
INTELLIGENT TUTORING SYSTEMS AS RESEARCH TOOLS 
We are using intelligent tutoring systems as 
estimates using exploratory and confirmatory 
mathematical modeling techniques such as regres- 
sion analysis and factor analysis. 
We have contracted to have three complex, long- 
term learning tasks (i.e., ITS'S) developed. The 
three tutors teach electronics trouble-shooting, 
flight engineering, and Pascal programming. 
These ITS'S, each requiring about seven days for 
completion of the curricula, are, for the most 
part, based on instruction and test modules from 
operational Air Force training courses. We are 
using another ITS for basic research that has a 
more discovery-oriented learning approach invol- 
ving principles of microeconomics. In addition 
to encompassing economic concepts, "Smithtown" 
(Shute & Glaser, in press) assists the learner in 
becoming more methodical and 'scientific' in 
their pursuit of knowledge obtainable from the 
system. 
formance in all of the ITS courses serve as 
intermediate criteria against which measures of 
knowledge and skill acquisition will be evaluated. 
The success of LAMP will ultimately not depend 
on whether we can predict who is more adept at 
acquiring simple facts and rules from the short- 
term tasks, but on whether we can predict who 
will acquire more permanent and complex sets of 
skills characteristic of effective operational 
job performance. Thus, our main concern is with 
validating models of cognitive skills against 
performance in complex learning environments. 
Learning parameters estimated from per- 
experimental vehicles to determine the set of 
predictor variables effective in predicting 
understanding and learning in complex environ- 
ments. In any intelligent tutoring system, the 
learner interacts with a computer program to 
acquire new information and exercise newly ac- 
quired skills. 
the student in an adaptive fashion by taking into 
account both the structure of the concepts from 
a subject domain (i.e., the curriculum) and the 
individual learner's current knowledge and under- 
standing of that subject domain (i.e., the stu- 
dent model). 
trace of the individual's learning performance, 
states of knowledge, and rate of progress 
through the curriculum. 
The program presents problems to 
Such programs can provide a rich 
With each ITS, analyzed separately, we begin our 
research by delineating a large set of knowledge 
and performance indicators for a given tutor, 
and then relate these behaviors back to the in- 
dividual cognitive processes as well as to objec- 
tive measures of learning (see Shute, Glaser & 
Raghavan, 1987). To illustrate, the Pascal pro- 
gramming tutor has general purpose data analysis 
tools which let us specify exactly which per- 
formance or knowledge indicators we want output 
from the extensive student history list. 
action or sequence of actions can be specifi.ed 
as an 'event'. For example, we can set up any 
event where A, B, C, and D are particular 
act ions : 
El; (The student does A & B then (C or D)), or 
E2: (The student does A 5 B & (not C)). 
The system computes how many times this sequence 
Any 
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occurred, the errors in performance on this 
event, the number of intervening events be'tween 
subsequent occurrences of this event, and so on. 
We can specify very simple actions as events 
(e.g., The student does A) to more complex series 
of actions to see how the student progresses 
over time . 
Thus, the ITS research can serve as an ideal 
source of intermediate learning criteria against 
which conventional and experimental aptitude 
tests can be validated. For instance, we can 
determine whether processing speed or working 
memory capacity is more important in ascertain- 
ining who will be successful in learning Pascal 
programming, or perhaps it is determined more 
from higher level "planning" types of behaviors 
(Anderson, 1987). 
Intelligent tutoring systems provide us with 
controlled, rich environments to investigate 
individual differences in the acquisition of 
knowledge and skills. In addition, they provide 
us with comprehensive traces of all student 
actions involved in the learning of a given 
subject matter. 
real world type environments, allowing us to 
abstract so much more information about learning 
than is possible from static paper and pencil 
tests. 
The tutors consist of complex, 
One important consideration in using ITS'S is 
that some computer learning environments are 
clearly not suitable for all types of subject 
populations (e.g., discovery worlds). To illus- 
trate, two groups of subjects have been run on 
Smithtown, the intelligent discovery world envi- 
ronment mentioned earlier that embraces the laws 
of supply and demand in a hypothetical marketplace 
(Shute, et al., 1987). Variables such as the 
population or weather can be manipulated, the 
results noted, and principles and laws induced 
from the findings. University students were, for 
the most part, very positive.about it, and said 
things like, "What a fun game... I learned a lot 
about economics". On the other hand, basic Air 
Force recruits (N= 5 3 0 )  were mostly bewildered 
by the environments, typically complaining that, 
"I've been lost the whole time!" and constantly 
asking, "What should I be doing?" This is not 
surprising given the different structures and em- 
phases of the two settings (i.e., academic vs. 
military contexts). Given this finding, it 
would be a relatively easy adjustment to make 
the environment more structured for those in- 
dividuals requiring more of a framework for 
learning. 
FUTURE DIRECTIONS 
The tutors will allow us to predict various 
properties of the acquisition process for dif- 
ferent Air Force related knowledge and skills 
from measures developed within the LAMP project. 
In addition, the measurements of the course of 
acquisition and its variability across indivi- 
duals can be used to shape and confirm extensions 
to current theories of knowledge and skill 
acquisition as well as to document the critical 
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individual differences that arise during this 
process. 
Three types of learning progress indices will be 
used to measure different aspects of the course 
of learning. 
individual's rate, quality and durability of 
learning. Specifically, the three measures are: 
performance criteria (e.g., the number of times 
tutor advice was required), categories of acqui- 
sition trajectories (e.g., change in performance 
speed as a function of practice) and process 
measures (e.g.. plans that a subject develops 
for solving a problem). 
These include measurements of an 
Currently, we are contracting to have intelli- 
gent tutoring systems developed on PC AT-compa- 
tible machines (mini-tutors). These systems 
will consist of job skills extracted from the 
larger tutors such as: declarative knowledge 
acquisition of electrical circuits, procedural 
knowledge of graph interpretation, and so on. 
These mini-tutors, lasting only 1-3.5 hours 
instead of 7 days, will allow us to refine 
hypotheses and measures with the mini-tutors 
criteria before actually testing them out on 
a large scale. We will be able to more pre- 
cisely analyze the learning of specific pro- 
ductions underlying complex skills. These 
systems will also be considerably more cost 
effective than the larger tutors in terms of 
subject hours and hardware costs. 
processes using experimental learning tasks is 
just one aspect of the LAMP effort. Another, and 
more exciting feature, is the mechanism we are 
concurrently using to extend our findings from 
the simpler, often contrived environments to 
more complex, real world types of environments 
via intelligent tutoring systems. Thus, the 
LAMP program and its use of ITS's as experimental 
testbeds represents an innovative twist on an 
old stream of research: investigating individual 
differences in learning as it relates to success- 
ful on-the-job learning and performance. 
ITS's, as intermediate criteria, will enable us 
to assess the same kind of learning as occurs in 
real world tasks, but in controlled environments 
with rich traces of the active, ongoing learning 
processes. 
and pencil tests historically (as well as cur- 
rently) used by the Air Force to assess learning 
and abilities. These tests only provide post 
hoc, static measures or depictions of learning, 
with many unanswered questions regarding the 
route to that end. The ITS's let us look at a 
range of individual differences in learning from 
simple cognitive processes such as information 
processing speed (and its various components, 
such as encoding, comparing, choosing, retrie- 
ving, attention shifting and memory searchlng) 
to more complex problem solving processes such 
as means ends analysis and hypothesis generation 
and testing. 
Our 
This can be contrasted to the paper 
SUMMARY 
Assessing individual differences in cognitive 
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AN INTELLIGENT TUTOR FOR TEE SPACE DOMAIN 
Dt. Kathleen Sw@ger* 
Harry Loveland 
North Texas State University 
Computer Sciencw Department 
Box 13886 
Denton, Texas 76203 
ABSTRACT 
This paper describes an intelligent tutor- 
ing system for the space domain. The system 
was developed on a Xerox 1108 using LOOPS 
and provides an environment for discovering 
principles of ground tracks as a direct function 
of the orbital elements. This paper also looks 
at some of the more practical design and 
implementation issues associated with the 
development of intelligent tutoring systems. 
It attempts to offer some solutions to the 
problems and some suggestions for future 
research. 
INTRODUCTION 
The Intelligent Tutor for Ground Tracks (nick- 
named OM) is designed to teach students how to 
"deduce" a satellite's orbital elements by looking at a 
graphic display of a satellite's ground track. In order to 
help the student understand these relationships, the 
system was given a special interface that allows student 
to freely investigate dflerent options and "discover' 
relationships between various parameters. If, however, 
the student does not "discover" these principles and 
concepts, then OM intervenes and directs the student 
toward specific goals. 
One of the basic missions for space operations per- 
sonnel is the continuous monitoring of the exoatmos- 
pheric arena through ground and space surveillance. 
For example, NORAD, through its Space Defense 
Center, maintains a worldwide network that senses, 
tracks, and analyzes the characteristics of orbiting sys- 
tems. In order to monitor and plan for satellite mis- 
sions, space operations crews must be able to read and 
understand ground tracks. Ground tracks are two- 
dimensional displays that show the portion of the earth 
that a satellite covers in one orbit. The ground track is 
a direct function of the orbital elements, so proper 
understanding of these functions and their effect on the 
shape of the ground track is critical for anyone 
interested in satellite operations. 
One way to teach students how to deduce orbital 
elements from a satellite's ground track is to present 
the various formulas that are used to compute the orbi- 
tal elements and then show students how to apply 
these formulas to situation-specific tracks [Bates et al., 
1971; Astronautics, 19851 In contrast to this approach, 
'Thk ruearch w u  ~upported, in put ,  with a grant from the 06- of Scientific 
h r m h  which w m  emductal J the Air P o w  Human R m u ~  Labontow 
(AFHRL),San Antoni0,T.x~. 
we discovered that experts store ground tracks as 
graphical representations, indexed by feature and 
shape. Based on previous experience, experts learn 
how to detect any features such as size, number of 
loops, drection, etc., and then use this information to 
"estimate" the orbital elements. In order to duplicate 
this process, we decided to build a qualitative model of 
how the expert predicts orbital elements, given specific 
sham descriptors, and then use this model as a basis 
for teaching students the effects of different orbital 
parameters on the shape of the ground track. 
STUDENT/COMPUTEE INTERACTION 
As previously mentioned, the microworld for the 
Ground Track problem offers a number of online tools 
that permit students to discover relationships between 
orbital parameters and ground tracks. This environ- 
ment consists of an elaborate ground track display (Fig- 
ure 1) and a number of interactive tools designed to 
encourage systematic behaviors for investigating ground 
track related problems. The student initiates a 
discovery activity by changing one or more orbital 
parameters or changing the injection parameters. This 
task is accomplished by positioning the cursor over the 
individual parameters and pressing the left m o m  but- 
ton to increase the value or the middle button to 
decrease the value. The injection p i n t  is changed by 
positioning the cursor over a particular point on the 
map and pressing the left mouse button, which 
automatically sets both the longitude and latitude. A 
student can observe the results of these changes by 
selecting 'Generate Ground Trace' from the main 
menu. After investigating the effects of changing dif- 
ferent parameter values for different ground tracks, the 
student can advance to the Prediction window where 
he can make a hypothesis regarding the particular 
shape of a ground track. 
In the Prediction portion of the program, the sys- 
tem displays a list of words that describe various 
features about ground tracks such as shape, size, and 
symmetry Figure 2). From this list of descriptors, the 
the words that 'best' describe the 
current ground track under discussion. The student 
then tests his prediction by selecting this option from 
the menu and comparing the inputs to the Expert's 
conclusions. The student can then interrogate the 
Expert System by placing the cursor over any of the 
descriptors and pressing the left mouse button. A 
'why" pop-up menu appears on the screen which 
enables a student to receive an explanation of the 
Expert's reason for the correct descriptor. A student 
may also interrogate his own selections by placing the 
student seects I 
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cursor over his 'input'selection and pressing the right 
button. In this instance, a 'why not' pop-up menu 
appears and displays the reasons why a particular 
descriptor was an inappropriate selection. The student 
can continue in this manner until he understands the 
various relationship between the shape of a ground 
track and the different orbital parameters. 
After making several successful predictions, the 
student enters an Orbit Prediction environment which 
is designed to check the student's predictive powers by 
asking him to perform a task in the reverse order of the 
one described above. The student is shown a specific 
type of ground track and asked to enter actual orbital 
dexriptors of the ground track. If the student is suc- 
cessful, then he can continue to explore different types 
of ground tracks. If the student is unsuccessful, then 
he receives information about why his answers are 
incorrect. 
TOOL DESCRIPTION 
There are three major online tools that can be 
used by the student to gather information and to 
understand concepts and principles about ground 
tracks. These tools are a) a History tool that allows the 
students to overlay previously generated ground tracks 
and note relationships between parameters b) an Orbit 
window that displays a two-dimensional representation 
of the orbit (Figure 1); and c) a Defmition/Example 
tool which displays factual information about ditferent 
orbital parameters (Figure 1) and orbital descriptors. 
The History tool is specifically designed to help 
students recognize relevant patterns between and 
among previously generated ground tracks. As the stu- 
dent generates various ground tracks, the system col- 
lects and stores each transaction. The student can 
retrieve any of this data by selecting the History option 
from the main menu. A list of the past twenty ground 
tracks appears on the screen from which the student 
can select one or more related ground tracks. The sys- 
tem then overlays the selected ground tracks onto a 
single map. Again, the student observes the results of 
this exercise. 
For any given set of orbital parameters, the stu- 
dent can obtain a two-dimensional display which shows 
the position of the satellite in relationship to the earth. 
The student selects the option labelled Orbit window 
and gains immediate acceas to this particular display. 
The Orbit window is especially useful for demonstrating 
the relationship between the ground track and the 
actual orbit and for illustrating the effect of perigee on 
elliptical orbits. 
The Definition/Example tool provides the student 
with the factual knowledge about the domain. A stu- 
dent can obtain definitions and examples for orbital 
parameters and the shape descriptors by simply placing 
the cursor over the keyword in question and pressing 
the right mouse button. A pop-up menu appears on 
the screen from which the student can select defini- 
tions, examples or explanations. The explanations for 
the orbital parameters are generated according to the 
context that they appear. 
Thus by using the available tools, a student can 
obtain facts about the orbital world (through the 
Defmition/Example tool), see relationships between dif- 
ferent ground tracks (through the History window), 
and understand certain principles about satellite opera- 
A student has the 
at any time during 
tions (through the Orbit 
option of using any of 
the computer/student interaction. If, however, the stu- 
dent is not making sufficient progress, the system inter- 
rupts and directs the student to use a specific tool to 
achieve an objective. 
DESIGN OF TEE SYSTEM 
Overview 
Although the system is composed of five logical 
units (an Expert system, a Curriculum, a State 
Module. a Student Model, and a Coach), the Tutor is 
actually implemented as a series of LOOPS classes and 
objects. Thus, the Tutor's logical units do not neces- 
sarily correspond to specific programming segments. 
The Expert, for example, is implemented as a series of 
Shape Objects* which contain both the rules and 
inference procedures used to deduce shape descriptors 
from a set of orbital parameters. These Shape Objects 
also contain the major concepts associated with the 
ground track curriculum (the Curriculum The State 
Module contains a list of appropriate L haviors for 
exploring the microworld. There is also a series of 
methods** used to evaluate the student's answer, 
analyze student errors, and update counters. The Stu- 
dent Model resides within the Expert Objects in the 
form of counters and threshold values which reflect the 
student's current state of knowledge of both ground 
tracks and effective tool use. Finally, there are a series 
of Coaching methods that tell the system when to 
intervene. The system makes its decision based on 
information regarding the student's current state of 
knowledge. A more detailed description of each logical 
unit is presented below. 
The Expert 
This module contains the rules and procedures 
used to deduce shape descriptors p.g., closed-body, 
symmetrical, vertical; compressed, ean-right, hinge- 
symmetry, with loops) from a set of orbital parameters 
(eccentricity, period, semi-major axis, argument of 
periapsis, inclination). The Expert is invoked only 
when the student is making a shape or orbit prediction. 
The general problem solving strategy employed by the 
Expert is to determine a shape descriptor by examining 
a specific orbital element. If this fails, then the system 
looks at another shape descriptor and attempts to find 
its value, or looks at a combination of two or more orbi- 
tal elements to see if the system can deduce a shape 
descriptor. For example, the Expert determines the 
symmetry shape goal by asking whether this is a circu- 
lar orbit. If the orbit is classified as a circular orbit, 
then its eccentricity must be equal to zero. If the orbit 
is elliptical then its eccentricity is not equal to zero and 
the Expert must look at the orientation descriptor, 
which in turn must look at the argument of periapsis. 
In this manner, the Expert Module can determine a set 
of shape descriptors for a given set of orbital parame- 
ters (and vice versa). During the process of deducing 
shape descriptors, the Expert also determines the 
optimal 'procedure' for deriving the shape descriptors. 
Thus both declarative and procedural knowledge is 
available to the rest of the tutor. 
*Objects is a trademark for data types in the LOOPS 
programming environment, Xerox, Corp. 
**Methods is a trademark for procedures in the LOOPS 
programming environment, Xerox, Corp. 
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At the implementation level, the Expert shape 
descriptors are organized as classes and subclasses 
(Figure 3). The Expert operates by calling a "metal- 
rule" that sends a message to all the objects to test the 
rules associated with each of the objects and return the 
values from the rules that are true. Along with the 
Expert's If... then rules, each object contains the defini- 
tion, explanation templates, examples, special counters 
indicating the number of times the student predicts the 
shape descriptors correctly and incorrectly, tutoring 
strategies, conflict resolution strategies, and special 
buggy rules. This particular data proved to be a very 
effective way of organizing the knowledge. 
Another function of the Expert is to deduce 
parameter descriptors (such as a Circular, Synchronous 
orbit) at the same time that the system is deducing the 
shape descriptors. These parameter descriptors are 
used to determine the essential skills that are necessary 
to understand a given ground track. Since the rules for 
determining the Curriculum are used by the Expert 
rules, we now describe the organization of the Curricu- 
lum. 
The Curriculum 
Along with knowledge about shape descriptors for 
ground tracks, a student must also understand how 
this information relates to specific orbit types. For 
example, an orbit which has a semi- major axis equal to 
42,250 kilometers is said to be in a synchronous orbit. 
This term applies to all ground tracks that have a 
semi-major axis equal to 42,250 kilometers, regardless of 
the numbers that might appear for the other orbital 
parameters. Thus it is important that students recog- 
nize the relationship between the specific domain 
knowledge and the qualitative model produced by the 
Expert. Therefore the S stem organizes this knowledge 
in the Orbit Objects (Figure 4) which contain the 
specific content that is used to categorize different orbit 
types. The knowledge stored in the Orbit Objects is 
then used (and deduced) by the Expert. For example, 
the Expert System determines whether an orbit is cir- 
cular or elliptical as it deduces the symmetry goal. The 
knowledge about shapes and orbit types are an integral 
part of the Expert. 
This particular organization also provides a very 
powerful tool for relating the content areas and for 
determining various levels of difficulty. For example, 
the rules that determine the shape descriptors assoei- 
ated with circular orbits tend to have fewer constraints 
attached to them, and also tend to be fired first, and, 
as a result, tend to be easier for the student to learn. 
The hierarchy of orbit types as represented in the 
Orbit Objects shows both the order that the knowledge 
should be learned and the relationships between the 
knowledge. This information can be used by to recom- 
mend easier problems whenever the student becomes 
confused. 
The State Module 
The State Module contains a list of goals and 
subgoals which presumably indicate acceptable pro- 
cedures for exploring the microworld. As the student 
proceeds through each of the states, the tutor records 
his/her actions. The authors have hypothesized that a 
student indicates appropriate experimental behaviors if 
explores a microworld by generating ground traces. 
The student then moves on to "making predictions," 
followed by testing and validating tests, and then gen- 
eralizing these principles. Each one of these states, in 
turn, has separate subgoals which may or may not be 
met. The Tutor uses the State Module in two ways. 
First, if the student is performing poorly, then the 
Tutor checks to see if the student has proceeded 
through each state in an appropriate manner. Second, 
the system uses the State Module to reflect different 
"instructional" strategies. For example, if the student 
is conducting experiments (as defined as "making pred- 
ictions") then the system gives a higher status to using 
tools correctly. If the student is "testing,"then OM 
will switch its strategy and try rules that check for skill 
deficiencies. 
The Student Model 
The Student Model in embedded within the 
Expert and Orbit shape Objects as a series of counters 
that reflect the student's current understanding of both 
the domain knowledge and investigative behaviors. 
Whenever the student tests a prediction, OM records a 
list of the rules that the student understands. The 
Student Model maintains a series of counters for each 
rule indicating the number of times a rule is used 
appropriately, inappropriately, or ignored (a "missed- 
opportunity" as defined in Carr and Goldstein, 1977). 
If the missed*pportunity counter exceeds the used- 
appropriate counter, then the Coach recommends 
intervention. 
The system also records the number of times that 
an online tool is invoked. In addition to this counter, 
an effectiveness measure is maintained for the History 
tool, the Orbit window, and the Defmition/Example 
tool. If the student demonstrates inefficient behavior 
as indicated by one of the effectiveness measures, then 
the system intervenes and offers advice. 
The Coaching Strategy 
OM also maintains a series of rules and procedures 
that direct the teaching portion of the Tutor. The 
Ground Track Microworld is designed for two major 
purposes: 1) to teach students about the relationships 
between/among orbital elements and ground tracks, 
and 2) to teach students how to use systematic 
behaviors to investigate this domain. Thus, the system 
intervenes when either one of these conditions is not 
satisfied. The system monitors the student's actions 
and determines when the student needs advice. Inter- 
vention occurs only when the student is making errone- 
ous predictions for either the Shape or Orbit descrip- 
tors. 
The general or high-level teaching Straten is as 
follows: 
If the student has made No errors 
and if the student is completing 
curriculum materials efficiently 
then record progreee 
n the student has made No errors 
and if the student is NOT completing 
then recommend an easier curriculum 
the curriculum materib 
efficiently 
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If student has made error 
then 
a) Check ruleset for 
satisfaction of preconditions 
b) Check ruleset for 
Correct Tool Use 
c) Check ruleset for 
Skill remediations 
The author made the general assumption that 
when the student is in the Prediction Mode, then the 
system should help students discover the objectives by 
having them use the tools correctly. If this fails, then 
the system should address individual skill errors. This 
strategy is reversed whenever the student enters the 
Orbit Prediction Testing State. 
The system's overall intervention strategy is to 
check whether the student has completed the necessary 
preconditions (as determined by the values stored in 
the State Module). If the student has satisfied all the 
preconditions for an exercise, then OM checks the 
measures for effective inquiry skills. The list of effec- 
tive inquiry skills as originally defined in Shute and 
Glasser [1987] include skills such as: Systematic experi- 
mental behaviors such as making Predictions, asking for 
Definitions and Examples or accessing the Orbit win- 
dow. 
Every time a student enters a prediction for Shape 
descriptors or Orbital parameters, the system evaluates 
the student counters and determines if intervention is 
required. If the student's effectiveness measures are 
low, then the Coaching methods propose possible 
remediation and offer assistance. In the event that the 
student fails to attain a level of proficiency after receiv- 
ing instruction on effective tool use, then the system 
addresses the student's domain knowledge inadequa- 
cies. 
At the present time, OM uses the information 
stored in both the Tool Objects and the Expert Objects 
to advise the student concerning errors. Initially, the 
system suggests that the student use one of the avail- 
able tools to correct his errors. If the student continues 
to have difficulty, then the system may display the 
definitions, examples or explicitly state the relation- 
ships between various parameters. 
Whenever you design and implement a computer 
system, especially an AI system, you always discover 
some interesting things about the problem that you 
wish to share with colleagues and friends. This particu- 
lar project proved NOT to be the exception to this 
rule. As the Tutor took shape, and as we better under- 
stood the domain, we learned several things that will be 
helpful as we develop the NEXT tutor. What follows is 
a discussion of some of these ideas. 
Don't be afraid to admit that you are ignorant. 
Unfortunately, most people tend to believe that 
they are all- knowing or, at the very least, too proud to 
admit that they are not all-knowing. This can be a real 
problem if your job is to design an expert system. One 
of the reasons that you need to perform knowledge eli- 
citation is that someone or something has more infor- 
mation (and procedures) than anyone else. Thus, you 
must perform the painful task of questioning the 
Expert in order to "discover" the knowledge and pro- 
cedures that are necessary to perform the task. This 
requires that the Knowledge Engineer admit ignorance, 
ask stupid questions, and generally try to become 
student-like. This is a humbling experience and a diff- 
cult one at best. 
It is better to be a software engineer than a 
hacker...even in AI environments. 
There is a basic myth among people that the 
words 'AI programmer" and "Hacker-are synonomous. 
Despite such myths, we learned that it was absolutely 
necessary to use "good" programming practices 
throughout the development of the Tutor. Thus, the 
Expert System was changed five times in pursuit of just 
the "right-data structure. At each stage, we looked at 
the code and asked if it could be easily maintained, 
documented and understood. The final system fulfills 
all of these requirements. 
Experts do not always make good teachers. 
We initially assumed that if our expert knew how 
to solve the problem, then she would also know how to 
teach people how to solve problems. This is not neces- 
sarily true. One of the most important qualities of a 
good teacher is that they are able to reduce most com- 
plex problems to a series of very simple, clear pro- 
cedures. Most good teachers have mastered the art of 
explaining even the most complex of ideas. They have 
also mastered the art of knowing what to say when stu- 
dents make mistakes. In short, a good teacher can 
make sense and order out of chaos. This particular 
quality is not always present in most experts. They 
may have performed a task or job because it "feels 
right", or "looks right." Also, they don't always know 
what to say to a student when they get the problem 
wrong. When this occurs, it is necessary to go find a 
teacher who can tell you how to teach. 
Computer programmers, not educators, develop intelli- 
gent tutors. 
There is a recurring theme in computer education 
literature that the teacher should be able to sit down 
at the computer and develop lessons, create interesting 
curriculum, and program a computer to interact with 
the student. This is what sold most people on the idea 
of Authoring Systems for Computer Based Education. 
It has also been proposed for the creation of Intelligent 
Tutoring Systems. It is a worthy dream. Yet, the real- 
ity of the situation is that programmers, not educators, 
develop courseware. This is true for traditional 
intelligent computer systems. Hopefully, this will 
change at some future time. At the moment, we are 
stuck with the fact that programmers, not educators, 
develop curriculum. 
SUMMARY AND FUTURE DIRECTION 
The current ground track microworld uses a quali- 
tative model to teach the basic concepts of orbital 
mechanics. This microworld provides the student with 
a discovery environment which allows him to explore 
relationships between orbital parameters and ground 
tracks. The microworld also has intelligence. It knows 
about the domain, about how to estimate orbital 
parameters from a ground track, and about how to use 
the inquiry tools effectively to achieve goals. As a 
result, if the student fails to make satisfactory progress 
toward the stated goals, then the system intervenes 
and offers appropriate assistance. This type of intelli- 
gent simulation provides a more active and adaptive 
environment for reinforcing training skills. 
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The initial prototype is now complete and has 
been formatively evaluated by members of the NORAD 
crew and instructors at the Space School. The authors 
performed further tests during the Spring Semester of 
'87 with students from the Space School at Lowry Air 
Force Base to determine if the Tutor is more effective 
than traditional classroom experience. This data will 
also be used to improve the diagnostic portion of the 
tutor. 
Several areas of research are currently being inves- 
tigated. Because one of the primary purposes for 
developing this Tutor was to create a vehicle for testing 
hypotheses for training effectiveness, we want to inves- 
tigate specific questions dealing with this area such as: 
What happens in an instructional environment when 
you vary the order of the State Module? (Is it better 
to state a hypothesis and then conduct experiments?) 
What happens in the instructional environment when 
you vary the order of remediation? (Tool use versus 
Skill Diagnosis?) Finally, how can the information we 
obtain from these studies be made a dynamic part of 
the system so that it can adapt to individual student's 
needs? These and other issues will be explored in the 
coming months and should contribute to our under- 
standing of how to build more effective training sys- 
tems. 
ACHNO WLEDGEMENTS 
The authors would also like to thank the instruc- 
tors and students at the Unified Space Training School 
(UST) for their assistance with this project. 
REFERENCES 
Astronautics 332. USAF Academy, Colorado, 1985. 
Bates, Roger, Mueller, Donald and White, E. Funda- 
mentals of Astrodynamics. Dover Publications, 
New York, 1971. 
Carr, B., Goldstein, Ira. Overlays: a theory of model- 
ling for Computer Aided Instruction. MIT AI 
Memo 406 Memo 40,1977. 
Shute, Valerie, and Glasser, Robert. An Intelligent 
Tutoring System for Exploring Principles of 
Economics. In Press. 
F igure  1: Generate  Trace Window 
81 
Figure 2: Trace Prediction 
P 
LargeLobeNorth 
LargeLobeSouth 
F Lineonly Nosymmetry 
Figure 3: Shape Objects 
82 
/l Circular I AscNode -.-- 
*/- 
Eccentricity <-_I- /-- AlmostCircular 
--- VeryEccentric Eccentric --- 
' Retrograde 
DescendingNorth 
DescendingSouth 
,/ HighAltitude - VeryHighAltitude 
/--- SemiSynchronous 
I VeryLow Altitude 
LowAltitude --- 
NotSynchronous 
I 1 1 1 1  I r - - - - m r  1 I I r - v ~  11.1 1 1 I I I h  
Figure  4 :  O r b i t  Ob jec t s  
83 
N88-17218 
NEURAL NETWORK BASED ARCHITECTURES FOR 
AEROSPACE APPLICATIONS 
Richard Ricart, 2Lt 
System Avionics Division 
Avionics Laboratory 
Air Force Systems Command 
United States Air Force 
Wright-Patterson Air Force Base, Ohio 
ABSTRACT 
The recent fervor and reemergence of research in 
neural networks has its reasons. The most important are 
the ability of these systems to store vast numbers of 
complex patterns, the ability to recall these patterns in 
0(1) time (Le., speed of pattern retrieval is independent 
of number of stored patterns), and the ability to recall 
these stored patterns using fuzzy or incomplete cues. 
In this paper, a brief history of the field will be 
reviewed and some simple concepts will be described. 
In addition, some neural network based avionics re- 
search and development programs will be reviewed. 
The concluding remarks will stress the need for the 
United States Air Force (USAF) and the National 
Aeronautics and Space Administration (NASA) to as- 
sume a leadership role in supporting this technology. 
INTRODUCTION 
The System Evaluation Branch of the Avionics 
Laboratory at Wright-Patterson Air Force Base is cur- 
rently working under a charter to transfer learning re- 
search to exploratory development of intelligent 
electronic combat systems. Neural networks have been 
identified by this group as having great potential for 
solving a variety of difficult problems encountered in 
military avionics. 
The purpose of this paper is to show the need for new 
approaches in developing intelligent systems for the 
USAF. It can be argued that this need also applies to 
NASA and the aerospace industry in general. The ar- 
gument for why neural networks have the potential for 
satisfying this need will be given by introducing some 
important properties of neural networks. A brief his- 
torical perspective of the field and the current trends in 
the technology will also be provided. In addition, a 
brief description of the research and development 
programs being conducted and planned by the Software 
Development Group will be given. 
NEED FOR NEW APPROACHES IN THE AIR FORCE 
TO DEVELOPING INTELLIGENT SYSTEMS 
The environments in which our military aircraft and 
weapons systems must operate in have become increas- 
ingly complex and hostile with the advancement of 
technology. Survival will depend on developing 
autonomous, flexible avionics systems that can adapt 
and learn from a highly dynamic and hostile 
environment. However, this is a tremendous challenge 
due to the complexity of these systems and their 
environments. The usual problem domains encountered 
in electronic combat systems, for example, can be 
characterized as follows: A usually small number of 
resources must be managed and allocated to satisfy mul- 
tiple constraints and optimization criteria. These sys- 
tems are capable of multiple responses under multiple 
threat and/or target environments. Changes to the en- 
vironment usually occur very rapidly and sometimes 
unexpectedly. These systems must process a tremendous 
amount of information under conditions of novelty, 
deception, incomplete data, and noise. A further crucial 
requirement is that these processes must be accomplish- 
able in real-time. 
Artificial Intelligence (AI) is one approach to develop- 
ing "intelligent" systems, but current AI technology has 
many limitations. The problem domains under which 
most AI technology has been developed are very dif- 
ferent than the problem domains of many military and 
aerospace applications. The problem domains most ex- 
pert systems have dealt with have been quite narrow, 
ideal, and free of noise. Most importantly, processing 
time has not been a critical factor. AI and other tradi- 
tional problem solving techniques have had difficulty 
dealing with many areas such as machine vision, 
automatic target recognition, situation assessment, and 
resource planning and control, to name a few. The real- 
time constraints have been one of the factors contribut- 
ing to the difficulty in developing AI based solutions to 
the problems mentioned above. 
O'Reilly & Cromarty (1985) have formally defined real- 
time system performance as the requirement that a 
system's response to environmental stimuli occur in 
provably finite time (Le., O(1) time response). The 
authors show that current AI and traditional problem 
solving approaches cannot prove this time response and 
go on to say: 
"...our analysis indicates that there is no reason to 
expect conventional system design approaches 
from either school to yield effective, provable 
real- time performance." 
They further propose that parallelism is one way of 
achieving this performance. 
This analysis is consistent with the general acceptance 
in the AI community for the need of parallelism in 
their problem solving approaches. 
There has been considerable work in recent years in 
parallel processing, but developments in hardware have 
far outstripped the programmers ability to effectively 
use these systems. We are having problems developing 
parallel algorithms. This problem is exemplified by the 
title of a recent paper, Programming for parallelism: 
The state of the art of parallel programming and what a 
sorry state that art i s  in (Karp, 1987). 
Because of the limitations and slow progress in current 
AI research and development, especially as it relates to 
real-world military and aerospace operations, there has 
been a growing need to re-evaluate research strategies. 
One alternative approach which has a strong potential 
for satisfying the Air Force's need for intelligent 
systems, is neural networks. 
NEURAL NETWORK SYSTEMS THEIR 
PROPERITIES 
Neural networks have properties which seem to offer 
solutions to many of the difficult problems encountered 
in machine learning, vision, speech, pattern recognition, 
and real-time resource planning and control. These 
properties are all interrelated, making it difficult iden- 
tify the most important one. The remainder of this sec- 
tion will concentrate on explaining these properties. 
Most neural networks are modeled after or resemble 
some of the structure and function of biolqgical brains 
and nerve cells (neurons), thus their name. 
tems are composed of interconnected processing ele- 
ments (PES) or "neurons" which process information in 
parallel. The PES have multiple inputs (from the output 
of other neurons or from external stimuli) and a single 
output. This output may in turn branch out to yet other 
PES or the outside world. Neural networks are in- 
herently parallel processing systems. 
An important class of neural networks have the ability 
to learn and adapt in response to environmental 
changes. In these neural networks, the PE's have self 
adjusting weights associated with their input channels 
(Le., the conductance of the interconnections change 
with experience). This self adjusting of network 
parameters is the basis of learning in neural networks 
and is one of the most important characteristics of these 
systems. 
One very useful way of interpreting the dynamics of a 
neural network is as an energy field undergoing changes 
over time. One can think of this energy field as a flat 
sheet (it is actually a multidimensional surface). As the 
network interacts with its environment, wells or basins 
These sys- 
are created or formed on this flat sheet over time. If 
the job of the network is to identify or categorize sig- 
nals of some kind, these wells represent the learned 
categories. The input stimuli can be thought of as 
marbles. As new marbles (input stimuli) fall onto this 
contoured sheet (energy field), the marbles will roll into 
the closest basin. Marbles that fall into a particular 
well are similar to the marbles that created the well to 
begin with. This brings us to the next set of related 
properties of neural networks. These systems are 
capable of associating arbitrary input states with the 
nearest energy basin (identification, category, or 
response). In addition, these systems decide what the 
appropriate features of the input states are in order to 
make the classifications or responses. Therefore, neural 
networks can act as associative memories, nearest 
neighbor pattern classifiers, and feature detectors 
(Kohonen, 1984; Kosko, 1986 and 1987a). 
A very important result in neural network research, the 
Cohen/Grossberg Theorem (Cohen & Grossberg 1983). 
was popularized in a similar finding by Hopfield (1982 
and 1984). This theorem states that the energy of a 
class of neural networks, called Crossbar Associative 
Networks (CANs), converges to a finite set of equi- 
librium points. The energy of the system is defined as a 
global Liapunov function and the equilibrium points 
are the local minima of that function. Not only is con- 
vergence guaranteed, but the time required to converge 
to those equilibrium points does not depend on the 
number of those points. In other words, CANs respond 
in ql) time. This is a characteristic of every neural 
network. 
Just as in conventional AI programs, knowledge repre- 
sentation is of utmost importance in neural networks. 
But knowledge is distributed throuaout a massively in- 
terconnected processor architecture. For example, a 
certain neural network might have the concept of an 
airplane represented in its network. That concept will 
be distributed among many PES and each PE will con- 
tain small pieces of information about other concepts; 
maybe tank, helicopter, jeep, etc. Due to the networks 
ability to utilize distributed knowledge representations 
which are supported by massive numbers of parallel 
elements, these networks are fault tolerant. Neural 
networks have been shown to exhibit graceful degrada- 
tion of performance as more PES become inoperative 
(Anderson, 1983). One can understand why this occurs 
from the example of the airplane above. If one or two 
elements which contain information about that airplane 
are damaged, the remainder of the network may contain 
enough of the concept "airplane" to use that information 
effectively in some type of process. If any piece of 
hardware or software in conventional computers be- 
comes corrupted, there will be system failure. 
*Although there is still considerable disagreement 
among psychologists on the principles of information 
processing of the brain, and many neurological func- 
tions and cellular mechanisms have not been resolved, 
mathematical models of certain structures and functions 
of the brain have been developed with characteristics 
similar to known neurological functions. 
*Many networks have been developed in which 
knowledge was not distributed. Each PE represented 
one and only one concept. In these experiments other 
properties and capabilities of neural networks were 
being examined which did not require distributed 
representations. 
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One final, very important characteristic which is sure to 
have a considerable impact on the aerospace industry, is 
that these systems process information without the use 
of computer programs. What is required is the 
specification and development of an architecture of in- 
terconnected PES for a given problem. Each PE of the 
neural network is governed by a system of 
mathematical equations which can be implemented 
directly in electronic circuitry. After an architecture is 
defined, the neural network is then put through a train- 
ing or learning stage. It is in this stage that the system 
learns the appropriate 1/0 mappings with either the 
help of a "teacher" or "critic", or on its OWIJ if enough a 
priori information is built into the system. 
other systems can learn continuously as they interact 
with their environments. 
Still 
Before leaving this section, a brief, high level descrip- 
tion of the mathematical equations governing a neural 
network will be given. The typical PE is governed by 
usually two or three differential equations (or dif- 
ference equations when dealing in discrete time). One 
equation determines the activity or state of the PE, 
another determines the change in conductances (or the 
final values of the conductances after the network 
settles to a stable state) of the PE's input channels, and 
the third equation determines the output of the PE. 
When the PES are governed by two equations, the ac- 
tivity of the PE is usually incorporated into the output 
equation. The activity equations are usually some func- 
tion of the sum of the weighted inputs. The output 
equations are usually a nonlinear function of the ac- 
tivity (either sigmoid or linear threshold). And the 
change in input conductances are usually some function 
of the inputs, output, and the conductances themselves. 
These dynamical equations come in a variety of forms 
which have either evolved or have been added over the 
years to give us a large and rich repertoire today. This 
variety reflects the diverse and interdisciplinary back- 
ground of the researchers in the field: neuroscience, 
psychology, physics, mathematics, engineering, and 
computer science. 
A number of important attributes of neural networks 
have been discussed. It must be emphasized, however, 
that the engineering process of developing architectures, 
especially for real world problems, is still in its infancy. 
Convergence theorems for many classes of important 
neural networks have not been found. Fortunately, we 
do have enough empirical data to suggest that conver- 
gence proofs to some of these systems may be found. 
Other problems include strict limits on the amount of 
data storage imposed on a neural network of given size 
and the ability of associative memories to create 
spurious energy minima (Kosko 1987a). The important 
point to stress is that neural networks offer a tremen- 
dous potential for solving many difficult problems 
which solutions have not been previously, or acceptably 
found. But before this potential is realized, much work 
needs to be done. 
*More detailed discussions on the different classes 
of learning and how these are accomplished in neural 
networks are discussed in Duda & Hart (1973). Barto & 
Sutton (1981), and Barto (1985). 
HISTORY AND CURRENT TRENDS 
In this section, a brief history and the current trends in 
neural network research will be introduced in order to 
give a general feel for the field. For a comprehensive 
review see Levine (1983). Barto (1984) also presents a 
more in depth review than the one found here. Prob- 
ably the best introduction to neural networks is 
provided by Rumelhart, et a1 (1986). This work also in- 
cludes research more appealing to those with AI and 
cognitive science backgrounds. 
The early concepts of processing information by a net- 
work of simple linear threshold elements were intro- 
duced by McCulloch and Pitts (1943). They developed 
very simple linear threshold processing elements with 
boolean output which were interconnected via positive 
and negative input lines. Their results generated much 
excitement for they showed any logical function could 
be performed by some configuration of such networks. 
The next major milestone was achieved by Hebb (1949) 
when he postulated a mechanism for long term memory. 
This mechanism required a structural change to the 
neuron: 
"When the axon of cell A is near enough to 
excite a cell B and repeatedly or persist- 
ently takes part in firing it, some growth 
process or metabolic change takes place in 
one or both cells such that A's efficiency, 
as one of the cells firing B, is increased 
(Hebb, 1949, p. 64)" 
This hypothesis was later interpreted mathematically as 
wi = xiy 
dt  
where wi is the weight associated with the ith input to 
the neuron, x i  is the ith input signal from another 
neuron, and y is the output of the neuron in question. 
This rule has had a tremendous impact on neural net- 
work research for it has been used in one form or 
another in virtually every learning neural network 
conceived. 
It wasn't until the late 50s and early 60s that neural 
networks were developed along the lines in which we 
are familiar with today. McCulloch and Pitts' ideas of 
interconnected linear threshold elements and Hebb's 
ideas of long term memory were integrated into very 
useful devices. Two such systems deserve special 
attention: The Perceptron, developed by Rosenblatt 
(1962) and the Adaline (for adaptive logic element), 
developed by Widrow (1962). Both of these systems 
were similar in that they were based on a single adap- 
tive layer of neurons and on an error correcting 
mechanism. The difference between the desired 
response and the actual response was fed back to the 
adaptive layer through a series of training trials until 
the network converged to a solution in provable finite 
time. 
Unfortunately for Rosenblatt and for neural network 
research for the next 20 years or so, Rosenblatt made 
claims which seemed unfounded to several of his 
contemporaries. This led to Minsky and Papert's (1969) 
critical response to the Perceptron (see Rumelhart, et  al, 
1986, pp. 151-159). Minsky and Papert showed a number 
of limitations of single layered adaptive networks and 
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also raised the issue of the credit assignment problem in 
multilayered networks of error correcting elements. 
The credit assignment problem arises as a result of the 
inability of cells within the interior layers of the net- 
work to know what fraction of the total error they are 
responsible for. These problems have been solved in a 
variety of ways since then (Parker, 1982 and 1985, and 
Rumelhart, et  al, 1985). but in those days they raised 
alarming questions. 
Minsky and Papert's book was devastating to Rosenblatt 
and neural network research. The book was a sign to 
many that research should be directed towards symbolic 
processing and heuristics. This approach is what we 
know as AI today. The push for this approach was also 
being heavily influenced by the growing field of cogni- 
tive psychology (for a historical view from this perspec- 
tive see Gardner, 1985). At this same time, behaviorist 
psychology was in decline. This also helped sway re- 
search funds away from neural networks since the 
issues involved in neural networks were highly reminis- 
cent of the issues the behaviorists were grappling with: 
stimulus/response chains, reinforcement, and behavior 
based on microstructural concepts. 
Widrow, on the other hand, was extremely successful 
applying his Adaline and Madaline (for many Adalines) 
to signal processing. His adaptive signal processing 
techniques have been applied to system modeling (Le., 
imitating system behavior), inverse system modeling, 
adaptive control systems, adaptive interference 
canceling, and to adaptive antenna arrays (Widrow, 
1985). It is also interesting to point out Widrow's 
achievements in the 60s. His Knobby Adaline (a 
hardware implementation of his adjustable threshold 
element, Widrow 1962) was able to recognize patterns 
regardless of noise (IO%), rotation (90 degrees), left and 
right translation, and size (25%). The Avionics 
LabQratory, at  Wright-Patterson Air Force Base owns a 
film of a pole balancing experiment performed by 
Widrow. A small cart with a pole attached to the top of 
the cart by a pivot was placed on a short track. The 
Madaline was able to keep the pole balanced by control- 
ling the cart's movement after a series of training trials. 
In that same film, Widrow's students are shown training 
a Madaline to translate spoken words in three languages 
to type written English. One may wonder whether the 
neural network "nuclear winter" that ensued would have 
taken place if these results would have been marketed 
as vigorously as the limitations to the technology at the 
time. 
Although neural network modeling fell from grace after 
Minsky and Papert's book, very important work con- 
tinued throughout the 70s. Fukushima (1975) and von 
der Marlsburg (1973) developed systems based on the 
visual structures of biological brains. Kohonen (1972) 
and Wilshaw, et  al (1970 and 1971) were early pioneers 
in the area of associative memories. Amari, et  al (1974 
and 1977) made an important contribution through his 
research in associative memories and their relation to 
thermodynamics. Klopf (1972 and 1979) introduces the 
concept of the neuron as a goal oriented or goal seeking 
agent (heterostat). Rescorla and Wagner (1972) 
developed a model which exhibited a variety animal 
learning phenomena. 
*The USAF supported Widrow's research as well as 
other neural network research in those early days. 
The most prolific contributor to this field has been 
Stephen Grossberg, of the Center for Adaptive Studies, 
at  Boston University. Grossberg has addressed all the 
main issues in neural networks from 1967 (Grossberg, 
1967) to date in approximately 130 papers and 4 books. 
He has approached his research with rigorous mathe- 
matics and has proved some of the most important 
theorems in the field. He has investigated and written 
about memory, animal learning behavior, cognition, 
speech, language, vision, and motor control. He's col- 
lected his most important work in three volumes 
(Grossberg, 1982, 1987a, and 1987b). 
John Hopfield of Caltech and Bell Labs is, perhaps, the 
one most responsible for reigniting the field. In two ar- 
ticles (Hopfield, 1982 and 1984). Hopfield, expanding 
on previous work on crossbar associative networks 
(CANs), made connections between CANs and king spin 
glass models of ferromagnetism. Hopfield's papers 
made a strong impact on the physics and optics com- 
munity in a series of conference presentation. Hopfield 
and Tank (1985) further publicized the information 
processing capabilities of neural networks by develop- 
ing a CAN system which had the ability to find near 
optimum solutions to a traveling salesman problem. In 
other words, they developed an O(1) time approximate 
solution to a NP-hard problem using neural networks 
(see Hecht-Nielsen, 1986 for this discussion). Interest in 
the field has mushroomed in academia, the Department 
of Defense, and throughout the aerospace industry since 
Hopfield's 1982 paper. 
Today, theoretical work continues at a fast pace from 
many of the original pioneers mentioned above and 
from scores of others entering this exciting field. Over 
200 papers were presented in 16 sessions at the Institute 
of Electrical and Electronics Engineers (IEEE) spon- 
sored First Annual International Conference on Neural 
Networks in San Diego, California, between the 21st 
and 24th of June, 1987. Nearly 2,000 people were at- 
tracted to this event. The 80s have also brought much 
needed work in the hardware implementation of neural 
networks. In the past, almost all work was simulated on 
general purpose computers. Experiments could run for 
days in those early years. Special purpose processors are 
coming to market today which can significantly in- 
crease processing speed. For many applications, these 
are sufficient for real-time processing. For more dif- 
ficult problems such as vision or target recognition, 
much larger networks will be required. If these net- 
works are to be flown in spacecraft and aircraft, they'll 
have to be implemented in silicon, optics, or a combina- 
tion of both. Fortunately, work is well under way ad- 
dressing this need. The following is only a small sam- 
pling of optical and electronic neural network research 
Cruz-Young & Tam, 1985; Dunning, et  al, 1986; Graf & 
deVegvar, 1987a and 1987b; Fisher, et al, 1986; Psaltis 
and Abu-Mostafa, 1985; Psaltis and Farhat, 1985; 
Sivilotti, 1985; and Soffer, 1986. 
SYSTEM EVALUATION BRANCH'S (AAAF) R&D EF- 
FORTS 
Basic research in neural networks has matured to a 
point suitable for translation into exploratory 
development. AAAF's efforts are aimed at advancing 
neural network research in both the signal processing 
and cognitive processing areas for avionics applications. 
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The ultimate goal is to merge both areas of research and 
develop the technology for providing intelligent 
avionics sensor systems for the USAF. We are specifi- 
cally addressing the avionics domain from the level of 
sensors and emitters in electronic combat applications. 
This research is part of a long term program, intelligent 
Avionics, which is in general addressing the issue of 
making avionics adaptive. Both contracted and in- 
house efforts will be conducted under this program. 
Two contracts are currently being managed in the 
neural network area. The first is the Adaptive Network 
Cognitive Processor (ANCP), a one year effort which was 
awarded to TRW in San Diego, California. The purpose 
of this program is to develop a prototype system which 
builds an inner model of its environment in the form of 
cognitive maps and uses this model for reasoning, 
planning, or problem solving. The exact problem 
domain is a high level situation assessment and response 
system for pilot aiding. This is a "proof of concept" 
program. A TRW Mark 111 neurocomputer is being used 
for neural network design and simulation and will be 
delivered as part of the prototype. 
The second program, the Adaptive Network Sensor 
Processor, will apply neural network 
associative memory and pattern recognition technology 
to a military radar warning system for providing 
identification, categorization, and classification of pre- 
viously experienced and novel radar signals in a noisy 
and corruptive environment. A comparison between 
this new approach to radar signal identification and 
conventional means of signal processing will be ac- 
complished before system delivery. There are two con- 
tractors working on this program: Booz-Allen & 
Hamilton, Inc. from Arlington, Virginia and Texas In- 
struments from Dallas, Texas. A Hecht-Nielsen 
Neurocomputer Company (HNC) ANZA neurocomputer 
will also be used by Booz-Allen & Hamilton. Texas In- 
struments will be using their array processor board, the 
Odyssey, in conjunction with their Explorer work sta- 
tion for developing and simulating the neural network 
and environment. 
Follow-on efforts for both of these programs are being 
planned. The Adaptive Network Avionics Resource 
Manager (ANARM) will apply what is learned in ANCP 
to a specific electronic combat system. The Adaptive 
Network Radar Signal Processor will integrate ANSP 
with a response module to provide closed loop learning. 
Hardware implementation issues will also be 
investigated. These programs are scheduled to start in 
fiscal year 1988 and fiscal year 1989 respectively. 
In-house research is also being conducted under a 
program entitled Real-time Adaptive Avionics. As part of 
this effort, a neural network design tool was developed 
and implemented on an LMI (now Giga Mos) Lambda 
LISP Machine. The Artificial Neural Design Environment 
(ANDE) has been used to investigate the application of 
Klopfs (1986) Drive-Reinforcement Neuronal Model to 
a simulated avionics control problem. The ultimate goal 
of this research is to transfer a neural network architec- 
ture to electronic combat groups which can perform 
real-time, adaptive resource management and control. 
Support for this research is being pursued from the Air 
Force Office of Scientific Research (AFOSR). 
CONCLUSION 
The United States Air Force and the National 
Aeronautics and Space Administration should assume a 
leadership role in advancing neural network research 
and development efforts because of the tremendous 
potential for providing adaptive, fault-tolerant 
aerospace systems. We have available to us a viable 
technological alternative which offers potential solu- 
tions to such complex problems as data fusion, machine 
vision, automatic target recognition, resource planning 
and control, and adaptive system control. The impor- 
tant characteristics of neural network, which are sum- 
marized below, must be exploited and used in innova- 
tive ways in order for this potential to be realized. 
Neural networks are parallel processing systems that can 
respond in O(1) time. These systems can learn and 
adapt to their environment and are fault tolerant to 
damage. And finally, neural networks can process in- 
formation without the need of computer programs. The 
foreseen software explosion and crisis could be 
diminished or alleviated. 
Neural network technology will not supplant current 
computer science and software development where these 
are more appropriate. Rather, hybrid systems are envi- 
sioned with each technology performing what it does 
best. New developments in neural network technology, 
however, have the potential to revolutionize and greatly 
enhance intelligent information processing for our 
country's defense and space science. It is also clear that 
the USAF and NASA should steer t4e research efforts 
in this area in order that neural network technology 
develops in a manner suited to aerospace requirements. 
The System Evaluation Branch of the Avionics 
Laboratory at Wright-Patterson Air Force Base is com- 
mitted to develop and exploit this "new" technology for 
developing intelligent avionics systems. 
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DEVELOPMENT AND EXPERIMENTATION OF AN 
EYE/BRmRASK TESTBED 
Nora Hanington, Ph.D., Analytics, Willow Grove, PA 
James Villameal, NASNJSC, Houston, TX 
An SBIR (Small Business Innovative Research) 
Phase I was awarded to Analytics to investigate the 
feasibility of an innovative concept that uses an operator's 
brain waves as a control mechanism for computer systems. 
The Phase I reported that the present brain wave recording 
technology is incapable of using these signals for direct data 
transmission. But the development of such technologies as 
super conductive materials at near room temperature and 
biomagnetism is advancing rapidly. A direct application 
from conventional MEG or EEG sensing systems could 
determine an operator's state of awareness. 
The principal objective of Phase I1 is to develop a 
laboratory testbed that will provide a unique capability to 
elicit, control, record, and analyze the relationship of 
operator task loading, operator eye movement, and operator 
brain wave data in a computer system environment. The 
ramifications of an integrated eyebrain monitor to the man 
and machine interface are staggering. The success of such a 
system would benefit users of space and defense, 
paraplegics, and the monitoring of boring screens (FAA, 
nuclear plants, Air Defense, etc.) 
INTRODUCTION 
A variety of man-machine interface concepts have 
been developed in recent years in an attempt to: (1) increase 
the flow of relevant information between the system and the 
operator, and (2) alleviate the need for complex programmer- 
oriented input protocols. These concepts have concentrated 
on the presentation, selection, or display aspects of the 
interface. Another component of innovative interface design 
is control mechanisms for computer systems. Development 
of advanced hardware and software systems for mission 
planning and control is desirable to enhance the human 
operator's job performance, especially during periods of 
high workload. 
MErHODoLoGY 
The Phase I research was an investigation of the 
feasibility of using brain waves as a control input to a 
computer system. Currently, there are a number of devices, 
such as the mouse and the touch screen, that allow for more 
direct and intuitive control than do conventional keyboards. 
Use of these devices requires only simple software for 
managing hardware communication protocols, but the 
approach to controlling a system via brain waves requires 
more sophisticated software for the interpretation of 
encephalographic data. Although, in the absence of pilot 
studies, it is premature to assume that brain wave sensing is 
capable of conveying complex instructions to a computer, it 
seems plausible that brain waves are capable of conveying 
coarse information. 
In order to establish the feasibility of the concept of 
using brain wave sensing for computer control several 
research questions were addresses. A review of several 
technologies was undertaken in order to evaluate the relative 
merits of each technology to the application. 
Another issue considered in the Phase I research was 
the current status of hardware necessary for measuring brain 
waves. The field of neuromagnetometry is advancing 
rapidly, but is still in its early stages of development. It was 
clear that if conclusions were based on existing 
instrumentation and methods of data analysis the results of 
the Phase I feasibility study would have been that the control 
of systems through brain wave signals was not very 
practical. Therefore, the scope of the Phase I research was 
expanded to include an evaluation of anticipated future 
developments in instrumentation. 
The approach to the Phase I feasibility study 
involved several research techniques. Initially, an extensive 
literature search was conducted to determine the state-of-the- 
art in the application of MEG technology. The literature 
review revealed that MEG had advantages over the 
conventional EEG, however the scope of the MEG was 
limited. 
Electroencephalography (EEG) 
In the domain of the spontaneous EEG only a very 
limited band of EEG activity could be of possible use. 
Alpha activity is of large amplitude and it is strongly 
associated with activity of the visual cortex in the relaxed, 
wakeful but visually inattentive individual. In principle, the 
modulation of alpha by changes in the level of visual 
attention could be used for control of computers. However, 
this would be a very primitive level of control, as the 
changes in level of alpha activity are quite slow as compared 
to the speed with which a person can type instructions at a 
computer keyboard. To date, studies of the effects of 
changes in level of attention have been based on very simple 
experimental paradigms. The results of these studies do not 
provide conclusive evidence regarding the variables that 
affect the alpha wave form. Therefore, alpha and its 
modulation should be studied further using procedures that 
provide a much greater degree of experimental control over 
the amount and type of mental work being done by the 
subject. 
Magnetoencephalography (MEG) 
Magnetic recording techniques offer several 
advantages for monitoring specific neural activity in the brain 
with regard to computer control. However, some of the 
problems associated with the EEG are also present in MEG. 
Specifically, alpha activity is indeed the strongest MEG 
spontaneous signal, it is not certain precisely how it is 
affected by states of attention, as well as intentions, even 
when these states are under very good experimental control. 
Clearly the problem resides in the cognitive processes of the 
human operator, and not within the recording techniques. 
For example, subjects given a vigilance task in which they 
simply monitor an oscilloscopic display are required to make 
decisions based upon changes in the visual information. The 
relative frequencies with which such decisions must be 
made, the difficulty in making the "correct" decision, the 
properties of the display itself (e.g., spatial frequency 
content, flicker or temporal frequency, moving or static 
targets), and the duration of an experimental session are all 
factors that could affect MEG output. 
E y e B d a s k  Monitor Concept 
A system for monitoring operator task activity can 
now be built around the manual connol operations necessary 
to perform various task procedures. This is possible 
because a computer can easily be made aware of these 
events. A certain degree of task-level ambiguity is inherent 
in such operations but most of these could be resolved with a 
fair degree of certainty by reference to fixed task-domain 
knowledge. However, a more severe criticism can be 
leveled against such a system on the grounds that its results 
are of too coarse a grain. Decisive action is usually taken 
after a considerable period of "silent" mental activity -- 
analytical tasks performed by an operator are not likely to be 
identifiable in the sequence of manual control operations. 
Unfortunately it is just such tasks which are of critical 
importance to decision aiding and intelligent problem solving 
systems. Analytics believes that a system which records and 
correlates human ocular and brain wave activity can bridge 
the gap between isolated manual control operations. 
The examination of ocular activity can clarify what is 
going on during discrete control events. Eye data is 
ambiguous when used to identify an ongoing task: scanning 
out a straight line could as easily mean that the operator was 
tracking a moving object, estimating a path, or even briefly 
glancing from one point to another. Since the effect of 
visual attention and vigilance on brain wave activity is 
extremely robust, it is expected that components within 
specific wave bands can be used to disambiguate ocular 
behavior vis-a-vis operator performance of analytical tasks. 
This is not to say that brain wave data will not itself prove 
ambiguous, for it will undoubtedly do so. The entire task 
identification problem is characterized by the need to resolve 
potential ambiguities and conflicts in and between all the 
various levels and types of available information -- eye 
position, brain wave readings, manual events and fixed 
domain knowledge. 
In order to handle mutual disambiguation, an actual 
system must be capable of passing information both 
upwards and downwards between levels to achieve a "best 
fit" between the low-level information and the high-level task 
hypotheses. This type of processing has been applied 
successfully in the domain of speech recognition (for 
example, in the HEARSAY system), where low-level 
phoneme and word recognition is permitted to interact with 
higher-level notions of syntax and semantics. Errors and 
ambiguities in word recognition can be corrected by 
determining what "makes sense" in the context. This kind of 
approach is generally termed "hypothesize-and-test", since 
there are several independent knowledge sources and the 
interpretation of each can be evaluated against the 
interpretation of the other. Also termed "iterative guess- 
building", the reinterpretation ceases when some 
predetermined level of confidence has been attained for the 
interpretation system as a whole. For the eyebraidtask 
monitor it is expected that eye data, brain wave data, manual 
control data, and knowledge of the mission task domain (a 
task syntax) can be fused to build a continually updated task 
history which can be extended as needed for purposes of 
.prediction. In the context of this application, the feasibility 
of using brain wave information to contribute to computer 
system conml appears highly plausible. 
The successful application of brain wave data to 
intelligent systems revolves around a thorough 
understanding of the complex linkage of task structure, 
operator eye-movement, brain wave response, and task 
syntax. The definition of that linkage at a level sufficiently 
specific to provide the basis for distributed intelligence 
system algorithms requires that a testbed be developed that 
focuses specifically on the issue of eyebraidtask linkage 
(Figure 1). 
Analytics. under contract to NASA, has pioneered 
development of the application of eye-sensing technology to 
computer control and has successfully integrated an 
eydvoice controlled interface into a complex tasklscenario 
generator. This unique system, called OASIS, has been 
refined and demonstrated as a working prototype. OASIS 
will provide a baseline system that will be further refined 
with the addition of brain sensing capability into a functional 
prototype testbed that will focus directly on the issue of 
eye/brain/task linkage. 
TECHNICAL FEASIBILITY OF COMPUTER CONTROL 
In almost every field where computer hardware is 
employed, operator work stations are characterized by 
growing complexity and continuously increasing data flow. 
In general, two major issues are of prime concern: 1) the 
increased operator workload and 2) the reduced habitability 
which typically results when older control technologies are 
extended to support increased functionality. 
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Workload problems are believed to be responsible 
for operator errors in critical tasks and more generally for 
reductions in operator effectiveness or productivity. A 
competent workstation design attempts to reduce workload 
by efficiently organizing the entire suite of operator tasks. 
More recently, system developers have begun to focus on 
the possibility of creating additional channels for 
operatorlmachine communication and of redistributing 
workload amss  the resulting range of control options. This 
is of special interest when a continuous control task such as 
steering must be integrated with a variety of other 
operations. Offloading to new control channels os also of 
interest in the context of special environmental conditions 
such as high G forces where normal operator functioning 
may be highly restricted. The development of commercially 
available voice systems is the most obvious result of this 
approach to the issue of operator workload, although other 
technologies such as control by head position are already in 
use. Voice interaction has been of particular interest to 
developers in the aerospace industry where hands-busy and 
eyes-busy operation are common and where workload 
redistribution is an attractive solution. 
Humans and machines are rapidly becoming 
components in distributed intelligence systems where tasks 
are performed cooperatively. When tasks are complex, the 
passive role of "ready servant" requires that operator needs 
be anticipated, much as the nurse attending a surgeon must 
know what is likely to be requested before the request is 
made. As the computer begins to take on a more active role, 
the need for machine knowledge of operator activity and 
intentions becomes essential. Now the machine may need to 
query the operator regarding his actions or plans, as well as 
spontaneously criticize or offer alternative solutions. 
Ideally, a smart system would know when intervention was 
appropriate. By analogy to the situation of human 
cooperation, it is obvious that in all but the most critical 
situations the appropriateness of intervention is dependent on 
an understanding of what the operator is doing or is about to 
do. 
In order to cooperatively solve a problem, humans 
depend on shared knowledge regarding the problem domain 
and available courses of action. Techniques are already 
available for providing machines with this type of 
intelligence. However, humans also depend on observation 
of their partners, frequently utilizing subtle cues to assess the 
significance of more easily recognized actions. For 
example, facial expressions and posture are usually taken as 
indicators of a person's relative satisfaction with the results 
attained by specific goal directed activity. Efficient human 
cooperation requires just this kind of inference in order to 
continuously adjust individual strategies as a problem 
develops over time. Unfortunately, the cues used by 
humans themselves are by no means completely understood 
and many, such as facial expressions, would require major 
research efforts before the sensing equipment itself could be 
developed. In order to provide a machine with the inference 
capabilities required for efficient cooperation, all available 
resources will have to be focused on machine understanding 
of operator behavior. This will require a dedicated, focused 
laboratory facility such as the EBT testbed. 
specific to provide the basis for distributed intelligence 
system algorithms requires that a testbed be developed that 
focuses specifically on the issue of eyebraidtask linkage. 
NEXT STEPS 
The Phase I1 effort will concern itself with the 
development of a prototype EyeBrainask (EBT) testbed, 
and through applied research and development, the 
refinement and optimization of the system. The principal 
objective of the proposed Phase I1 effort is to develop a 
laboratory testbed that will provide a unique capability to 
elicit, control, record, and analyze the relationship of 
operator task loading, operator eye movement, and operator 
brain wave data in a computer system environment. 
Additionally, the testbed will have the capability to serve as 
the vehicle for demonstrating computer control using brain 
waves at a future time. 
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ABSTRACT 
VERAC conducted a survey of Artificial Neural Systems in support of NASA's (Johnson Space Center) Automatic Perception for Mission Planning and Flight Control Research 
Program. Several of the worlds leading researchers contributed papers containing their most recent results on Artificial Neural Systems. These papers were broken into 
categories and descriptive accounts of the results make up a large part of this report. Also included is material on sources of information on Artificial Neural Systems such as 
books, technical reports, software tools, etc. This paper is an abriged version of the report to  NASA. 
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1.0 INTRODUCTION 
Artificial Neural Systems (ANS'sl have captured the interest of many computer scientists, robotic engineers, mathematicians, and neurophysiologists as a result of pro- 
gress made in solving problems which have eluded solution by conventional computer approaches. The aim of this study was to establish a database for NASA which contains 
the recent results of researchers in this rapidly growing and dynamic field. Since the field is so dynamic and the time to publish current research is often protracted, it was 
decided to broadcast an appeal for contributions of recent papersfreports or preprints to help form NASA's database and this survey. The hsponse was overwhelming both 
from the standpoint of quantity and quality. So much so that the initial plan to perform a survey approaching the standards set by Daniel Levine [LEVINE] was soon 
abandoned and it was decided to: 
1) Describe the papers as they appeared to us, 
2) Not evaluate the papers or try to provide an integrated point of when different authors covered related ANS subject matter. 
No effort was made to ascertain the accuracy of data or the validity of mathematics from any of the papers and, many of the papers were submitted as preliminary 
versions. The topics were broken down into the following areas: 
11 ANS theory, 2) Computation and optimization, 31 Memory, 4) learning, 5) Pattern recognition, 61 Speech, 71 Vision, 81 Knowledge processing, 91 Roboticsfcontrol, which 
reflects the format of the International Conference on Neural Networks. 
works seems to be gaining the edge in terms of general acceptance and preference. Perhaps, it is not too late to introduce yet another word to  encompass the same meaning 
associated with the above terms and even a little more. The word "Netrology" seems to be one which includes neural networks and possible expansions which supersede 
neural networks as they are commonly understood. It would encompass, for example, units which are not neuron-like in their behavior but which, nevertheless, exhibit 
interesting or useful properties. It seems that a key component belonging to networks falling under the concept of netrology should be that a network be able to learn; thereby 
circumventing the ordinarily difficult problem of programming on ensemble of parallel processors. 
11 
2) 
31 
The phrase, Artificial Neural Systems, was selected for this study over: connectionist models, parallel distributed processing, and neutral networks, although neural net. 
Based on reviewing the papers submitted in support of this study. the following issues are considered to be of importance to future progress in netrology: 
A rigorous definition of "structure" or "regularity" which is often attributed to networks which discover features. Psychophysical measurements and fractal concepts 
(such as fractal dimension1 will probably be necessary to define net "structure" rigorously. 
The construction of netrological experiments and concepts which help to  define ANS situational awareness, task management, and planning. 
A rigorous definition of similarity corresponding to the efforts made in numerical taxonomy and classical pattern recognition so that net recall of "distorted" images. tax- 
onomy and classical pattern recognition so that net recall of "distorted' images, etc. really corresponds to the goals of an application. Nets may have to be more or less 
discriminating per application. 
41 The integration of sensory data from sensors of the same or different types le.&, nets with three eyes and four ears) and a priori data concerning the environment and 
constraints. 
5) Endowing nets with desirable human-like traits wuch as artificial modesty, humor, perseverance, honesty, etc. This will be of importance in merging net-workers with 
human workers in real world industrial, academic and military applications (user friendlinessfcongeniality is the goal here). 
61 Establishing bounds of net autonomy. Asimov's robotic laws are anthropocentric. Future neural networks may look more kindly at us Early designers if we make an effort 
to ensure their autonomy and provide the means for gratifying their creative instincts. 
71 Training humans to be tolerant and accepting of net solutions to problems. Ohm was ridiculed for 30 years, and everyone knows about Galileo, so this issue is not as 
farfetched as it may seem. 
8) Establishing a taxonomy of computational devices which shows which problem domains are best suited for systolic arrays, neural networks, symbolic processors, signal 
processors and conventional processors. 
91 Establishing neural net design rules which facilitate configuring a neural net per problem application. 
10) Establishing ANS figures of merit so the value of a particular learning rule or net design can be meaningfully estimated. 
Considering issues 4 through 7 is certainly fun - now back to more immediate concerns. This ANS review contains an overview of the small but rapidly growing number 
of commercial ANS products, public-domain research tools, and some ANS books and educational materials. [LIPPMANN] contains one of the best short introductions as well as 
a penetrating analysis of ANS's as they are today, and, undoubtedly, the proceedings of the 1987 International Conference on Neural Networks will represent the state-of- 
the-art for ANS's when it is published. 
2.0 GENERAL SOURCES OF INFORMATION ON ANS's 
Since the recent re-birth of interest in ANS's, there has been a virtual flood of papers in engineering as well as scientific journals. So many technical papers on ANS's 
currently exist that are scattered among journals such as Biological Cybernetics. Behavioral end Brain Sciences, Psychological Review, and the Journal of the 
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National Academy of Sciences, that retrieving the papers alone is a time consuming and tediously difficult problem. Once a given paper is retrieved, it is then a mapr task 
to decipher the often new definitions, notation and technical style. For an engineer whose sde interest is to understand the potential of an ANS to sdve a problem in pattern 
recognition or image understanding, the neurophysiological as well as the psychophysical flavor of many of the often-cited articles poses a major obstacle. The small number of 
books that exist for the most part are collections of papers submitted to technical journals or conferences. ANS courses are given at a few universities and thare is a video 
tape of Or. Robert Hecht-Nielwn's weak-long course on ANS's. Training sessions are available both at TRW and HNC with the purchase of TRWs Mark-Ill Neurocomputer 
and HNC's ANZA Neurocomputer, respectively. 
In view of the widely scattered and varied information on ANS's. this section will be devoted to describing that information on ANS's which is of a general, educational 
nature. The remaining sections are reserved for presenting the results of the survey based on the papers, reports and discussions generously provided by researchers throughout 
the world. 
2.1 A I S  Books 
The books listed below are available for purchase and in many university libraries. There are, as yet, no textbooks on ANS's although the books: "Self-Organization and 
Associative Memory", by T. Kohonan. and "Parallel Oistributed Processing", Volumes 1 and 2. by Rumelhart, McClelland and the POP Research Group are semblances of 
textbooks. 
2.1.1 Perallal Oistributed Processing (Volumes 1 and 2). (MIT Press, 19861 
These volumes are the best introductory books to the field, the members of the POP research group at the Institute for Cognitive Science at the University of California 
at San Oiego. under the leadership of James McClellend and Oevid Rumelhart. combined their talents to write (in various combinations of authors] both tutorial and 
research-oriented chapters on "Parallel Oistributed Processing". 
learning, information processing in dynamical systems (Harmony Theory), Boltzmann machines, and back propagation are covered with many excellent examples. 
The history of ANS's is traced in a fair amount of detail and a wide range of related topics are covered. Basic mechanisms such as feature discovery by competitive 
2.1.2 Self-Organizetion and Associative Memory (T. Kohonan. Springer-Verlag, 1984) 
This book was written before the days of back propagation and is mainly concerned with linear transformations. Even with these restrictions, it is a good source on 
adaptive filters, optimal associative mappings, and self-organizing feature maps. There is a good discussion of, with examples of topology preserving mappings but in general, 
many of the applications and alternative approaches in ANS's are not considered. The book complements the "Parallel Distributed Processing'' book as a result of the extra 
attention to mathematical rigor and its linear systems perspective. 
2.1.3 Parallel Models of Associative Memory IG.0. Hinton, J.A. Anderson, lawranca Erlbaum Associates, 19811 
This book contains a collection of papers by well-known researchers in ANS such as T. Sejnowrki. S. Fahlman, G. Hinton. etc. Topics covered are: models of infor- 
mation processing in the brain, a connectionist model of visual memory, holography, distributed associative memory, representing implicit knowledge, implementing semantic net- 
works in hardware, and many other topics. 
2.1.4 Neural Natworks for Computing (G.S. Danker. Editor, American Institute of Physics, 1986) 
This book contains 64 short papers by leading ANS researchers. The papers encompass applications, mathematical theory, implementations, and biological modeling. A 
paper by Lapedes and Farme presented an interesting method for circumventing the limitations of a Hopfield Network. Another paper by Personnaz. et al. introduces a simple 
modificationto Hebbian learning to give a more biologically plausible selectionist learning scheme. 
2.1.5 Brain Theory: Procaedings of the First Trierte Meeting on Brain Theory, 1984 (G. Palm, A. Aertsen, Editors, Springer-Verlagl 
"Brain Theory" contains papers by researchers primarily concerned with the workings of the brain itself and, secondarily, with methods for defining and exploiting infor- 
2.1.6 Competition and Cooperation i n  Neural Nets (S. Amari, M. Arbib. Editors, Springer-Verlag, 19821 
The proceedings of a 1982 conference on neural nets are presented in this book. leading neural net theoreticians and brain theorists such as S. Grossberg. M. Arbib. 
2.1.7 The Adaptive Brain (Staphen Grossberg, Editor, North Holland, 1987) 
Professor Grossberg and members of the Center for Adaptive Systems at Boston Universith (which Grossberg leads] wrote the papers for this highly theoretical book. 
mation processing principles obtained along the way to understanding brain operations. 
A. Pdl ioniu.  T. Kohonen. S. Ameri presented papers at the conference. 
Chapters of the book cover: psychophysiological theory of reinforcement, drive motivation, and attention, psychophysiological and pharmacological correlates of a developmental 
cognitive and motivational theory, conditioning and attention, memory consolidation, a neural theory of circadian rhythms, and other topics. 
2.2 Reports 
2.2.1 How the Brain Works: The Next Generation of Scientific Revolution (by David Hestanes. Third Workshop on Maximum Entropy and Bayesian Methods in 
Applied Statistics, University of Wyoming, Aug 1-4, 1983) 
Professor Hestenes, a mathematician from Arizona State University, was persuaded by a former student (now Or. Robert Hecht-Nielsen of HNC, Inc.) to spend some 
time and hard work getting familiar with the work of Stephen Grossberg. Hestens came away from his efforts as a firm believer in Grossberg's approaches and outlined the 
basis for his beliefs in a tutorial report dedicated exclusively to Grossberg's work. 
2.2.2 Neural Network Models of learning and Adaptation (J.S. Danker, AT&T Bdl Laboratories, N.J.) 
This Bell Labs technical report provides a good overview of neural network basics. Hopfield's ideas are clearly presented as are discussions of simple Hebbian learning, 
AOALINE, Geometric and Pseudo-Inverse rules, and the practical effects of clipping. The report ends with an interesting presentation of open questions in neural network 
theory. 
2.2.3 Performenca l i m i t s  of Optical, Electro-Optical, and Electronic Neurocomputers ("Optical and Hybrid Computing", SPIE, Vol. 634, 19861 
Hecht-Nielsen did an excellent job of summarizing neural network theory and implementations up to 1986. He covered ANS modeling philosophy, technology organization, 
theory, neurocomputers and their performance limits, the CohenfGrossberg Adaptive Resonance Network Learning Theorem, Hopfield's and Kohonen's theories and their implica. 
tions for implementation issues. 
2.2.4 Neural Population Modeling end Psychology: A Review (0. levine, Mathematical Biosciences, 6 6  19831 
Professor Levine's excellent review if highly recommended for anyone interested in neural networks including those with either theoretical or applications oriented interest. 
This well written review addresses all of the major neural assembly models from 1938 to 1983. The works of Grossberg, Barto. Sutton, Klopf, Anderson, Uttlay, yon der 
Melsburg, and others are presented in a tutorial fashion and the significance of the respective models in relation to neurophysiological and psychological data is addressed in 
detail. 
2.2.5 Stochastic Intarated Genetic Hillslimbing (0. Ackley, March 1987, CMU-CS-87-107, Carnegie-Mallon University1 
David Ackley's PhO dissertation contains a new method for performing function optimization in high dimensional binary vector spaces. The method can be compactly 
implemented in a neural network architecture and provides an effective network training rule which combined genetic search algorithms properties with hillclimbing algorithm 
properties. 
2.2.6 A Survey of Artif icial Neural Systems (P. Simpson, Unisys, San Oiegol 
Patrick Simpson of Unisys reported the results of a survey of ANS's in [SIMPSON. absl. This survey, completed in early 1987, discusses some of the well known neural 
models and contains computer codes for different learning rules (Hebbian, Hopfield, Boltzmannl and recall rules. Many of the ANS's such as the SejnowskifRosenberg NETtalk, 
are described. A brief history of ANS's is also included. 
2.2.7 Efficient Algorithms w i th  Neural Network Behavior IS. Omohundro. April 1987) Report No. UIUCOCS-R-87-133, Department of Computer Science, 
University of Illinois at Urbana-Champaign] 
Although this report is not concerned with ANS's per se. it does discuss alternatives to ANS approaches and, in so doing, sheds light on the capabilities and properties 
of ANS's. Using hierarchical data structures well known in computer science (arrays, hashing, tries, trees, adaptive grids) Omohundro was able to show very significant 
implementation advantages in solving problems where ANS's are now being applied. In explaining why his data structure based approach is in many cases much more efficient 
than corresponding ANS approaches, Omohundro claims: 
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2.3 
ANS's must evaluate each neuron's activity and consider the effect of each weight each time an input is made, while the "algorithm approach" only looks at stored 
values along a path of logarithm depth. 
ANS learning requires that all weights be updated with each input, but data structures only modify parameters where regions are relevant in determining the output on 
the given input. 
Other Sources of General A I S  Information 
The following media provide additional sources of ANS information: 
2.3.1 Neuron Digest 
Subscribers to ARPANET can avail themselves of neural network information on upcoming lectures, publications, conferences, abstracts, government research grants, opin. 
2.3.2 A Video Tepa on Artif icial Neural System Design 
A video tape of Or. Robert Hecht-Nielwn's 5 d a y  course on ANS design is available through HNC, Inc. or the University of California at San Diego through the Univer. 
ions and needs. The Neuron Digest is distributed each month and is a great way to keep informed about this rapidly growing field. 
sity Extension. The course is an excellent way to get introduced to the state-of-the-art of ANS's by one of the field's leading experts and educators. The full spectrum of 
ANS's from deep theoretical issues (Grossberg, et al.) to practical ANS implementations are covered. 
2.3.3 HNC, Inc. Month-Long Courw on ANS's 
A hands-on course in ANS is included in the purchase price of an HNC Neurocomputer (the ANZA). The course emphasizes the practical aspects of applying ANS 
methods to problems in sensor processing, knowledge processing, control, optimization, data base management and statistical analysis. The course is aimed at enabling students 
to become productive ANS experts in a short period of time. 
2.3.4 TRW Mark-Il l  Neurocomputer Training 
TRWs ANS Center, headed by Michael Myers, provides a one-week training with the purchase of a TAW Mark-Ill Neurocomputer. The very powerful machine with a 
staff experienced at solving problems (much beyond the text-book variety of most applications of ANS's) provides an effective way for ANS's users to augment their skills. 
3.0 IMPLEMENTATIONS OF ARTIFICIAL NEURAL SYSTEMS 
market. There also exist activities in many businesses aimed at developing hardware and software available commercially and under development by members of the commercial 
sector. 
3.1 
The resurgence of interest in ANS's and critical evaluations of their potential have resulted in new commercial enterprises whose charters are to bring ANS products to 
Currently Available Commercial ANS Products 
The following companies sell ANS products and may be contacted directly to obtain literature containing ANS product descriptions. 
3.1.1 HNC (Hecht-Nielwn Neurocomputer Corporation) 
HNC is a San Diego based company founded by Robert Hecht-Nielwn and Todd Gutehow who developed the Mark series Neurocomputers while at TRW. HNC's main 
products are the ANZA Neurocomputer and the ANZA basic "Netware" (neurocomputer software) package. A month-long course is offered and course participants are expected 
to have a basic knowledge of college level mathematics, and problems of interest to them will be addressed in the course. 
The Netware packages are loaded into the neurocomputer (in combinations of one or more), and their constants and parameters tuned and selected by the user to fit the 
application problem at band. , 
3.1.2 Nestor, Incorporated 
Nestor is a publicly traded ANS company which currently sells two products developed by nobel laureat, L w n  Cooper, and Brown University physics professor, Charles 
Elhum. The company is located in Providence, Rhode Island. ANS methods used in current Nestor products are also being considered for postal sorting, robotic mission 
systems, fingerprint and voice identification, speech and speaker identification, medical diagnostic systems, check processing and encoding and credit card 
identificationlvalidation. 
3.1.3 Neurel t rh.  Incorporated 
Or. John Voevodsky founded Neurotech, Incorporated and sells a software product called "PLATOIARISTOTLE". The software package is a neural-based expert system 
3.1.4 Texes Instruments 
Andrew Perry and Richard Wiggins of Texas Instruments developed a digital signal processor for accelerating neural network simulations [DENKERI. Using Tl's Ddyssey 
3.1.5 TRW 
TRW sells a neurocomputer called the Mark-Ill and provides a one-week on-site (San Diego, CAI course in the purchase price. TRW researchers Michael Myers and 
for the IBM PC-AT and COMPAO 2861386 personal computers. 
boards, they developed a system which was forty times faster than the VAX 8600 for ANS applications. 
Bob Kuczawski ere defining the state-of-the-art in epplications of ANS methods to signal processing, spatial temporal pattern learning, classification of time varying 
spectrograms, and image analysis. 
3.1.6 SAIC's E-1 Neurocomputer 
SAlC announced a Neurocomputer, called the "E-1". which is expected to be available in October of 1987. The machine was developed by a SAID research team head. 
ed by Or. James Solinsky, a renown computer vision researcher. the C-1 software includes shells for most well known learning rules. 
3.2 Currently Available Public Domain A I S  Products 
At the present time software ANS simulation packages can be obtained without charpe from Brown University and the University of Rochester for use by ANS 
researchers. 
3.2.1 The Brown University ANS Simulation 
Professor James A. Anderson of Brown University released an ANS simulator basad on his "Brain State in a Box" neural network model. The software was developed 
3.2.2 The University of Rochester Simulation 
The University of Rochester reported on two ANS software packages. One is intended to be executed in a BEN Butterfly Multi-Processor [FANTY] and another can be 
ANS's and Components Being Developed but Not Currently Aveileble 
Several high technology companies and laboratories are sponsoring internal research and development programs aimed at producing commercial ANS's or ANS components. 
3.3.1 AT&T Bell Laboratories 
Bell labs has a neural network working group with H. Gref, 1. Jeckel, J. Denker. et al. as members. This group has successfully implemented 54 neurons and 54 input 
over the last 12 years and continues to be a useful t o d  for ANS experimentation. 
executed on either a VAX minicomputer (with UNIX) or the Sun Microcomputer. 
3.3 
The following subsections given an overview of such activities for some of the companies initiating product oriented research programs. 
channels with 3000 synapses (interconnects) connecting the input channel with each neuron. Standard CMOS was used in the implementation. Design work for a 256 neuron- 
chip and 512 neoron-chip has been completed. In addition, an associative memory with an analog processor and digital 110 was reported. Details of the chip designs are given 
in [GRAF, JACKEL, et al.). 
Joshua Alspector and Robert Allen of Bell Communications Research described a VLSl implementation of a modified Boltzmann Machine in [ALSPECTORI. Their paper 
contains a short review of Pitts formed neuron, ADALINE, Hopfield's model, the Boltzmann Machine and back-propagation. 
3.3.2 IBM 
Under Dr. Claude Cruz's leadership, IBM's Palo Alto Research facility has developed a "Network Emulation Processor (NEP) with an IBM PCIXT host computer and p r o  
fessional graphics adapter yields a workstation to interactively design, debug, and analyze networks. 
3.3.3 California Institute of Technology and the University of Pennsylvania 
P. Mueller of the University of Pennsylvania and J. Lazzaro of the California Institute of Technology have assembled an ANS of 400 analog neurons for analyzing and 
recognizing acoustical patterns (including speech) [MUELLER]. Up to 100,000 interconnects can be made and synaptic gains and time constants are determined by plugging in 
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resistors and capacitors. The system currently performs adequately for well articulated phonemes and diphones. New energy consonants present problems but it is expected 
that different codmg schemes and better understanding of the invariant clues for speech perception will lead to improvements. 
3.3.4 Hughes Research Laboratories IMsllu, CAI 
Researchers 6. Dunning, E. Maron, Y. Owenchko. and E. Soffer at Hughes Research Laboratories have developed and tested an all optical nonlinear associative 
memory using a hologram in an optical cavity formed by phase conjugate mirrors ISOFFER]. They were able to store multiple superimposed images and reconstruct a complete 
image, inputting only a portion of the stored image. 
3.3.5 UCSD A d o g  B n L  Propagation System 
Stan Tomlinson, a graduate student at UCSD, discovered a method for increasing the speed of a back propagation ANS. Tomlinson defined a "continuous time back 
3.3.6 Oregon Graduate Research Center 
Dan Hammerstrom and his colleagues at the Oregon Graduate Research Center are in the process of designing a water-scale integrated silicon system that implements 
propagation A N S  where the forward pass, backward pass, and weight modifications are performed simultaneously. 
a variety of ANS's IHAMMERSTROM]. In their investigations of implementations of the back propagation learning rule, their simulations show that nodes can compute 
asychronwsly and that the rule is robust enough to accommodate incomplate information on each learning cycle. 
3.4 A I S  Properties 
resub m IBABCOCKI. Babmck and Westervelt reviewed the Hopfield ANS model and then expanded it by adding an inertial term to the rate equations. 
determined sufficient conditions for the existence and asymptotic stability of any ANS's equilibrium. The conditions take the form of a set of piecewise linear inequality 
constraints solveable by a feedforward binary network or other methods such as Fourier Elimination. 
K.L. Babcock and R.M. Westervelt of Harvard University investigated the stability and dynamics of electronic neural networks with added inertia and reported their 
A. Gwz. V. Protopopercu. and J. Barnden of the Oak Ridge National Laboratory Studies the stability, storage capacity and design of nonlinear results in [GUEZ]. They 
4.0 ANS MODELS AND APPLICATIONS 
OespAe essentially continuous research and development since the introduction of computers in the late 1940-s. the connection between brain processing and computer 
processing is still undergoing theoretical development. No attempt is made at forming a complete integrated view of the large amount of material of the different ANS topics 
covered in the papers and reports from the survey participants. Time restrictions of the study prevent undertaking the very important tasks of interpreting, evaluating, and in- 
tegrating the many excellent and undoubtedly important contributions by ANS researchers. These crucial tasks remain to be done in the future. 
It is difficult to make a clear distinction between brain theory and ANS (neural network or connectionist) theory since ANS researchers typically proceed by abstracting 
the essence of a theory aimed at explaining results obtained from neurophysiological or psycho-physical experiments and then derive a method for designing processors lelec- 
ironic or optical) which can obtain the same or nearly the same experimental results. [FRISBY] contains an excellent and well illustrated discussion of Poggio's and Marr's a p  
poaches at modeling steroptics, and his book serves to indicate the basic practice of going from pure brain theoretic modeling to computer based ANS models. It is generally 
accepted that no completely satisfactory brain theory exists although some models, such as von der Malsburg's model of the visual cortex, exhibit behavior that experiments 
confirm. In spite of sometimes incomplete theories, ANS researchers often attempt to develop real world applications of any plausible theories in areas such as vision, speech 
recognition, etc. Many of the current ANS theories basing their roots in brain research are rich enough in information theoretic content to have, so to speak, lives of their own. 
The current successful ANS model seems to be one reflecting human-like information processing capabilities, implementable in some computational device which provides 
reasonable results in close to real-time. The present conventional AI impasse reached by attempts at computer vision and artificial intelligence so ably described in ILERNERI 
and (DREYFUS] leaves no other alternative than the ANS based approaches presented in the papers described below. [von der Malsburgl Contains many modern brain models. 
4.1 Brain Theory Appliwble t o  ANS's 
The question of how much brain theory is enough to enable the design of processors which can produce acceptable human (or animal)-like processing is very difficult to 
answer. It is also very difficult to ascertain the level of detail required of a model: is it sufficient to characterize the average behavior of assemblies of neurons as in much of 
Grossberg's work or are individual calls behavior required? How to choose between and extract the "essential" properties of Grossberg's, Freeman's, Edelmans's and Reeke's 
models, for example is not at all clear. Recent ANSlcomputer theory history compels modern computer scientists and robotic engineers to achieve at least some familiarity with 
the different brain theories represented in this subsection. 
4.1.1 Nonlinear Dynamics with Chaotic Solutions (Laboratory Measurements and Models) 
Walter Frwman, Christine Skarda. and Bi l l  Baird developed models of the formulation and recognition of patterns in the rabbits olfactory bulb. Baird gave an 
excellent overview of neural modeling which relates the well known ANS models to results from laboratory measurements IBAIRD]. Baird simplified Freeman's ANS model of the 
rabbit's olfactory bulb while capturing the essence of the pattern formationlrecognition behavior. A key definition for Baird's work is "pattern formation": the emergence of 
macroscopic order from microscopic disorder. Freeman, Skarda, and Baird define dynamical systems which have chaotic behavior (fractal solutions) for ground states as opposed 
to fixed point attractors. as in Simulated annealing or the Hopfield model. It is speculated that such ground state behavior is essential for real-time continuous perception. 
Freeman argues, very congently, that neural dynamic system destabilization provides the best description of the essentials of neural functioning, and Baird finds that the 
mechanism of competing instabilities (nonlinear mode selection) is implicit in dynemical associative memories and provides the key ingredient in pattern recognition. While admit. 
ting that their neural dynamical models have many similarities with well known connectionist models, they point out significant dissimilarities essential for recognition and 
discrimination. Freeman and Baird's models are unique in that they possess dense local feedback between neuron assemblies. Such feedback is necessary to generate chaotic 
and limit cycle system ground states. 
Gail Carpenter and Stephen Groctberg developed a neural network model for mammalian circadian rhythms [CARPENTER] which can have chaotic solutions for some 
system parameter ranges. Their model explains many phenomena in mammal behavior such as the rde of eye closure during sleep and the stability of the circadian period. 
4.1.2 Brain Models of Knowledge, Conditioning, Perception. and learning Processing 
Stephen Grossberg and Ennio Mingolla in their paper [GROSSBERG, MlNGOLLAl show how computer simulations can be used to guide the development of neural 
models of visual perception. They use cooperationlcompetition mathematical models to simulate textual segmentation and perceptual grouping as well as boundary completion. 
Daniel Levine. the brain theorist who authored the very extensive and well written neural modeling review [LEVINE] also recently contributed two papers to brain 
theory. In "A Neural Network Model of Temporal Order Effects in Classical Conditioning", Levine demonstrated in a computer simulation that one of Grossberg's neural net- 
works can reproduce the experimental findings that the strength of a conditioned response is an inverted U-function of the time interval between conditional and unconditioned 
stimuli. The network also can reproduce blocking of a neutral stimulus by another stimulus that has been previously conditioned. Levine also traces the history of conditioning 
models in this paper and reviews Grossberg's theoriis ILEVINE, 19861. 
A very novel model of cortical organization was invented and investigated by Gordon Show and colleagues [SHAWI at the University of California at Irvine. Their model 
was motivated by V.B. Mountcastle's organizational principle for neocortical function and ME. Fisher's model of spinglass systems. Their network is composed of intercon- 
nected "trions", units which have three possible states (-1, 0, + 1) which represent firing below background, at background, and above background respectively. Trions repre. 
sent a localized group of neurons and symmetrical interaction between trions exhibit behavior where hundreds of thousands of quasi-stable periodic firing patterns exist and any 
can be selected out and enhanced, with only small changes in interaction strengths, by using a Hebbian-type of algorithm. 
part of the interest associated with the paper resulted from the peer commentary following the paper (members in the Veer group included Grossberg, Hopfield, Edelman). In the 
paper Ballard presented his local representation model and value unit concept. He included methods for perceiving shape and motion by exploiting his model. 
real world problems, also performed theoretical and experimental work on the nervous system of the Limax maximum (A terrestrial molluskl. In [HOPFIELO] a description is given 
of behavioral and neurophysiological attributes of Limax learning. A model which also includes a memory network is related to experimental data and predictions are made. 
George Hoffmann presented some very novel ANS concepts in a paper which explored analysis between the brain and the immune system [HOFFMANN]. His model 
invdved a neuron with hysteresis which eliminated the need for learning with modifiable synapses. The Hoffmann ANS learns through interacting with the environment and 
being driven to regions in phase-space. The system has 2N attractors for N neurons. 
Dana Ballard presented his local representation ideas for modeling the cerebral cortex in a stimulating paper in the Behavioral and Brain Sciences [BALLARDI. A large 
John Hopfield, whose famous ANS for solving the traveling salesman problem, generated a great amount of interest and enthusiasm for, once again, applying ANS's to 
In their paper "Selective Neural Networks and Their Implications for Recognition Automation" IREEKE], George Rwke and Gerald Edelman observed that the models of 
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McCulloch and Pitts, Marr, Hopfield, Hinton and Anderson, and McClelland and Rumelhart all deal with the mechanisms for acquiring and processing information, but not with 
the ways that the categories of information and the mechanisms to process them come to exist. As a consequence, Reeke and Edelman devised a model which exploits basic 
biological principles (Darwin's principles of natural selection) to explain the discovery of perceptual categories, the representation of categories without pre-arranged codes, the 
manipulation of retrieval keys, and the selection of actions on the basis of imperfect and inconsistent information without a program. 
tional representations of McCulloch, Pitts, Kohonen, Hinton and Anderson are expressed in extrinsic, orthogonal systems of coordinates and represented coordinates in Euclidean 
vector space. He finds that new important insights into the control nervous system are gained by describing the central nervous system in terms of intrinsic coordinates using 
tensor analysis. 
Order: A parallel Distributed Processing Approach" [JORDAN]. ANS trajectories (attractors) follow desired paths as a result of learning with constraints which generate the 
required serial order. His report contains an ANS tutorial section, an approach to the coarticulationtion problem in speech, and examples from various simulations. 
cribed a map retrieval mechanism based on an ANS and illustrated mapping tasks such as recognition of previously visited locations, path finding using landmarks, and finding a 
path between two locations that do not share landmarks. He also points out similarities between ANS features associated with map representation, and known features of the 
hippocampus. 
James McClelland and David Rumelhart presented a very thorough exposition of the distributed models of memory and learning and compared their model to  other 
well known models from cognitive science (MCCLELLANDI. They point out that their distributed model is capable of storing many different patterns, determining the central 
tendency of a number of different patterns, create perceptual categories without using labels, and capturing the structure inherent in a set of patterns with or without 
prototype characterization. 
concepts such as the Hopfield, Hinton, and Sejnowski, and Smolensky models and pointed out that such approaches are most relevant for problem domains lacking significant 
structure and questioned the utility of such approaches in highly structured cognitive domains (such as compiling or parsing). He also discussed the relevance of automation 
theory and control theory to ANS formalization. 
In a paper entitled "On Applying Associative Networks", submitted to the IEEE First Annual Conference on Neural Networks, A.D. Fisher treated approaches to for. 
mulating basic organizational principles for mapping problems onto associative processors. He addressed goal directed learning and structures for knowledge representation, and 
configuring a simulation environment for evaluating and developing the organizational principles. 
4.2 ComputationlDptimizetin 
some interesting papers appeared which view ANS's from complexity theory, computational, and mathematical perspectives and which strive to characterize ANS's in more 
classical systms theoretic manner. This subsection describes these types of papers from various contributors to the survey. 
Ian Parberry and Gearo Schnitger, of the University of Pennsylvania, investigated the relationship between boltzmann Machines and conventional computers 
[PARBERRY]. They concentrated on determining the computing power of Boltzmann machines which are resource bounded. They measured machine running time and hardware 
requirements as functions of problem size. They found that: 
1) 
2) 
3) 
These properties make the machines equivalent to a combinatorial circuit and the resulting machine will have its running time increased by a constant multiple and its hardware 
requirement increased by a polynomial. 
Terence Smith, Dmar Egecioglu. and John Moody analyzed computational complexity issues in ANS's such as the generalize feed-forward networks, perceptrons. and 
Hopfield devices [EGECIOGLUI. For each ANS type they describe programming the ANS, functions computable by the ANS, complexity issues, and the architecture. They point 
out the need for the expansion of traditional computer science to include dynamical systems and statistical mechanics. 
Pierre Baldi of UCSD (formerly of the California Institute of Technology) established an upper bound for generalized Hopfield type models. That is, models with energy 
functions or Hamiltonians of degree d: 
A. Pellinisz and R. Linas wrote many papers on the last ten years where "Tensor Network Theory" is  introduced IPELLIONISZI. Pellionisz asserts that the conven- 
Michael Jordan continued the tradition of excellence in ANS research associated with the UCSD Institute for Cognitive Sciences with the publication of his paper 'Serial 
David Zipser, also from UCSD's Institute for Cognitive Science, authored two reports dealing with problems of the representation of spatial entities IZIPSERI. He des- 
Jerome Feldman of the University of Rochester performed a theoretical analysis of the behavior of connectionist mode, in IFELDMANI. He analyzed ANS's using energy 
The computational generality of ANS's and the ability of ANS's to solve some interesting optimization problems are now widely known [DENKERI. In the last few years 
The connection graph can be made to the acyclic (no feedback loops) 
Random behavior can be removed from the machine 
All synapse weights can be made equal to one. 
N 
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Based on counting arguments they established a storage capacity upper bound of DINd-l) for ANS's with dynamics which minimize H(xl. Baldi points out that these higher 
order systems have local updating rules as in the quadratic (Hopfield) case and they recur very naturally in optimizing problems [BALDII. 
John Hopfield. of the California Institute of Technology. and David Tank. of AT&T Bell Laboratories, introduced a new conceptual framework and a minimization princi. 
ple which provide increased understanding of computation in neural circuits IHOPFIELDI. They derive a model abstracted from knowledge of biological neurons and discuss how 
their model dispenses with many known properties of neurons while still capturing those aspects necessary for performing computations essential to organism adaptations and 
survival. The classical model of the neural dynamics is taken as a point of departure and Hopfield and Tank show that the assumption of interconnect Iweight) symmetry is not 
overly restrictive and that many functions such as edge detection, stereoptics, and motion detection can be cast as optimization problems and solutions result from the con- 
vergence of symmetric dynamic neural systems. 
Morris Hirsch. a mathematician from the University of California, investigated convergence in neural nets [HIRSCHI. He discussed the Liapunov functions discovered by 
Cohen and Grossberg and the connection to Hopfield's results. He was able to remove some restrictions on the state equations lneuronic equations) that show that important 
convergence properties still hold. 
method, called a Cauchy machine, is derived from the Boltzmann machine by using the Cauchyllorentzian probability density function in place of the Gaussian probability density 
function. It is shown that the "cooling" schedule varies inversely with the time versus the inverse logarithm of time for conventional simulated annealing. 
4.3 Memory i n  ANS's 
work on ANS memory and is broken into theory, applications, and implementation categories. 
Harold Szu, of the Naval Research Laboratory, presented a method for speeding up the conventional simulating annealing algorithm [SZUI. Szu's non-convex optimization 
A large body of ANS research is devoted solely to the modeling of human or biological memory (see [LEVINE] for a review). This section presents descriptions of recent 
4.3.1 ANS Memory Theory 
Despite the extensive amount of research, there is still no complete and universally accepted theory of human or biological memory. However, as in other categories of 
ANS modeling, many useful models of memory have been identified in the pursuit of devising an accurate theory of biological memory. The work on the theory of memory 
immediately below is representative of modern theoretical advances in ANS memory theory. 
David Rumelhart and Donald Norman of the UCSD Institute for Cognitive Science are important contributors to the development of parallel distributed ANS's and they 
also did important work in Artificial Intelligence. They published an ICs report on memory, "Representation in Memory," which gives an excellent overview on AI approaches in 
the theory of human memory. Though ANS's are not addressed in this report, it is, nevertheless, recommended for gaining insights into the issues concerning the representation 
of knowledge. They discuss spreading activation in semantic networks and discuss the ideas of Fahlman and Anderson. 
Stephen Grossberg and Gregory Stone devised models of the effects of attention switching and temporal-order information in short term memory. In their paper, 
"Neural Dynamics of Attention Switching and Temporal-Order Information in Short-Term Memory" [GROSSBERG, STONE], they argue that attention-switching influences initial 
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storage of items in short term memory. but competitive interactions among representations in short term memory control the subsequent dynamics of temporal-order information 
as new items are processed. 
Teuvo Kohonen summarized his current views on the theory of memory in a paper titled, "Self Organization, Memorization, and Associative Recall of Sensory Informa- 
tion by Brain-like Adaptive Networks" [KOHONENI. Kohonen asserts that the two main functions of memory are: 11 to act as mechanisms which collect sensory information 
and transform it into various internal models or representations, and 2) to interrelate the signal processes in these representations and store them as collective state changes of 
the neural network. 
distributed memory model and the concept of using a neuron as an address decoder for accessing memory. Kanerva's memory model overcomes limitations in the Hopfield 
memory model such as dependence of storage capacity or the number of neurons (.14N. N = # of neurons), the inability to store temporal sequences, symmetric intercon- 
nects, and a new limited ability to store correlated inputs. 
The dissertation includes background material on related ideas by Marr and Kohonen and includes mathematical estimates of convergence rates and memory capacity. 
Kanerva further elaborated upon his memory model in a paper, "Parallel Structures in Human and Computer Memory," and discussed the application of his ideas to the "frame" 
problem of Artificial Intelligence and showed that the part of the problem concerned with manipulating vast quantities of data about the real world can be handled with his 
spare distributed memory concepts. 
Memory and Hopfield-Type Neural Network Models". IKEELERI. In this very well written and mathematically rigorous paper, Keller developed a mathematical framework for 
comparing the two patterns. Keeler extended Kanerva's sparse distributed memory model and showed that Hopfield's model was a special case of this extension. Keeler showed 
that Kanerva's model corresponds to a three layer network with the middle layer consisting of many more neurons and that Kanerva's formulation allows context to aid in the 
retirevel of stored information. 
Alan lapeder and Robert Farber, of the Theoretical Division of 10s Alamos National Laboratory, reported on a new method for designing a content addressable memory 
which is free of major limitations associated with the Hopfield content addressable memory [LAPEOES]. Their method consists of dividing a network into two groups of neurons. 
One group, called the Master net function. basically has a Hopfield optimization network while the other group, called the Slave net can have asymmetric connections. Advan 
tages associated with this masterlslave formulation are: 11 two bases of attraction may be merged together, 21 weighting of certain components of a fixed point so that it 
attracts more strongly lsculping a basis of attraction), and 31 biologically plausible division of neurons into excitatory and inhibitory sub-groups. 
cite several advantages in their method over the Hopfield content addressable memory: It as mmetric weights, 21 their method is guaranteed to recognize stored patterns, 3) 
20% perturbations in learned weights and thresholds effected performance by less than 1%. and 6) robustness in degradation of weights, learning rates, and stored pattern cue 
hamming distance. 
Demetri Psaltis and Cheol Hoon Perk of the California Institute of Technology, designed an associative memory with a quadratic disriminant function [PSALTIS). Their 
neural net memory can be shown to have a capacity proportional to  N2 where N is the number of bits in a storage sector. The square law nonlinearity is conducive to  an op. 
tical implementation. The added capacity can be combined with the shift invariant property of an optical correlator to yield a shift invariant associative memory. 
Santorh Venkatosh and Demetri Poaltis of the California Institute of Technollgy, discovered an associative memory which uses the spectrum of a linear operator 
[VENKATOSH]. They showed that their method has a capacity which is linear in the dimension of the state space while that of the outer-product method has a capacity 
asymtote of 11/14 log nl. Their method requires full connectivity and, consequently, is more suitable for an optical implementation. The larger storage capacity of the "spectral" 
method is paid for with increased pre-processing cost. 
In 1984, Pentti Kanerva published his PHO thesis entitled "Self-Propagating Search A Unified Theory of Memory" [KANERVAI. His dissertation introduces the sparsely 
James Keeler of UCSD compared Kanerva's model with Hopfield's model in a Research Institute for Cognitive Science Paper: "Comparison between Sparsely Distributed 
Tarig Samad and Paul Herper of Honeywell used back-propagation in linear array of fully connected units to construct a content addressable memory ISAMAOI. They 
close to perfect recall if a retrieval cue is not very far from any stored memory, 41 up to 2 li patterns can be stored IN = number of neurons and bits in the patterns), 5) 
4.3.2 Applications of AMS Memory 
An interesting application of an ANS memory was devised by Michael M o m  of the Institute of Cognitive Science as UCSO [MOZERI. Mozer's ANS performed inductive 
The inferred relationship helped the system overcome incompleteness and imprecision in request for information as well as in the database. The ANS used neuronic equa. 
information retrieval. The ANS retrieval system takes dynamic use of the internal structure of test databases to  infer relationships among items in the database. 
tions from McClelland and Rumelhart's interactive activation model of word perception. The model handles queries in a document retrieval application by activating a set of 
descriptor units and seeing which document units become active as a result. 
4.3.3 Implementations 
Shift Invariant Optical Associative Memory implementations were analyzed by 0. Psaltis, J. Hong, and S. Venkatesh in [PSALTIS]. They found that without special 
encoding techniques associative memories with linear interconnections did not retrieve shifted images well. Two systems, one with a square law interconnection and the other 
with a novel encoding scheme, were found to be shift invariant and to achieve the performance of the outer product method. 
Arthur Fisher, Robert Fukuda, and John lee discussed the implementation of parallel processing architectures consisting of multiple optical adaptive associative 
modules [FISHER]. The modules adaptively learn and store a series of associations in the form of electronic charge distributions in an optical control device termed a micro- 
channel spatial light modulator. The optical adaptive associative modules have a gated learning capability, where adaptivity is easily switched on or off. The associative modules 
have an accumulative learning capability where even one exposure to an associated pair of vectors produces a weak association and subsequent exposures improves to  the 
optimum pseudo-inverse solution. 
4.4 learning 
I t  is well known that progress in Artificial Neural Systems came to an abrupt halt shortly after the publication of the Minsky and Papert treatise; "Perceptrons." The 
ability to program a multilayered network proved to  be a very stubborn problem until the work of Kohonen, Rumelhart. Parker, Hopfield, Barto, and Sutton showed how such 
nets could be programmed. This section describes the recent results in ANS learning. 
In this monumental PhO dissertation, David Ackley describes a multi-dimensional space search strategy which combines hill climbing methods and search methods based 
on genetic algorithms [ACKLEV]. Ackley's method called "Stochastic Iterated Genetic Hillclimbing". has a coarse-to-fine search strategy as in the case for simulated annealing 
and genetic algorithms but the convergence process is reversible. That is, in the implementation it is possible to  diverge the search after it has converged and recover coarse- 
grained information about the space that was suppressed during convergence. Successful optimization typically has a series of convergeldiverge cycles. 
Ronald Williams. formerly of the Institute for Cognitive Science at UCSO and currently with Northeastern University. investigated a class of algorithms designed to 
allow the self-organization of feature mappings in ANS's [WILLIAMS]. Williams introduces a measure termed "faithfulness" which is intended to measure how well an input 
pattern can be constructed from knowledge of an output pattern. The algorithm he devised for feature detection maximizes the faithfulness measure. Williams defines an 
algorithm called "Symmetric-error correction" and he proves that if a system is completely linear and symmetric of rank R greater than m, the number of output units, then 
when the algorithm converges the resulting weight vectors are of unit length, orthogonal, and span the space spanned by n eigenvectors having the largest eigenvalues. 
Andrew Barto of the University of Massachusetts, discusses an ANS based on the concepts introduced by Harry Klopf [BARTOI. Barto's ANS is called A R - ~  
(associative reward-penalty) and has a learning rule which adjusts weights according to four types of information: 11 presynaptic signals, 21 postsynaptic signals, 31 a reinforce- 
ment signal from the environment that reflects the consequences of a neuron's activity, and 4) a signal that indicates what a neuron usually does for a given stimulas pattern. 
Barto shows how the A R - ~  ANS solves the "exclusive or" problem as well as other non-trivial problems. He also includes a very informative comparison of "associative 
reinforcement learning" (to which AR-P corresponds), supervised and unsupervised learning and points out subtle distinctions between these basic learning types. He argues, for 
example, that unsupervised learning is more accurately regarded as supervised learning with a fixed built in teacher. Theoretical convergence and comparative analyses of AR-P 
are also included in the report. 
Gail Carpenter and Stephen Grossberg collaborated on paper on associative learning, adaptive pattern recognition. and cooperative-competitive decision making by 
neural networks [CARPENTER]. The paper contains a discussion of the "univeral theorem" (proved elsewherel which show how arbitrarily many cells computing arbitrary 
transfer functions can interact asynchronously through complex nonlinear feedback and experience no learning bias resulting from cross-talk of their feedback signals - a result 
called "absolute stability". There are also discussions of feature discovery, category learning. adaptive pattern recognition, and Adaptive Resonance Theory (ART). ART is  an 
ANS which self-organizes its recognition code and the environment can also modulate the learning process and, as a result, carry out a teaching role. 
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Harry Klopf discussed drive reinforcement learning in a paper for the IEEE First Annual International Conference in Neural Networks (June 19871 [KLOPFI. Klopf's learn. 
ing model uses signal levels and changes in signal levels in such a way to yield an unsupervised learning which predicts classical conditioning phenomena such as delay and 
track conditioning, stimulus duration and amplitude effects, second-order conditioning, extinction as well as other phenomena. In his model, sequentiality replaces simultaneity 
and is an extension of the Sutton-Barto model (19811. 
a discussion of the Boltzmann machine algorithm and the encoder problem for the task of communicating information between components of a parallel network. An extensive 
simulation was conducted which assessed the effect of temperature on learning rate, and a comparison between the Boltzmann Machine Hamiltonian and the Sherrington- 
Kirkpatrick Spin-glass Hamiltonian. 
D.G. Bounds, of the Royal Signals and Radar Establishment, performed an analysis of Boltzmann Machines and reported the results in [EOUNOSI. Bound's paper contains 
W.S. Stornetta and B.A. Huberman of the Xerox Palo Alto Research Center presented an analysis of the back-propagation algorithm in ISTORNETTA, ICCN.871. They 
capitalized on the fact that i f  an input is zero there will be no modification to the weights extending out from that unit and, consequently, only half of the weights from the 
input to the hidden unit layer will be changed. The back-propagation algorithm was modified so that the dynamic range of all units was 1-112, 1121 rather than 10,ll. The input 
and output patterns consists of series of -112's and 112's and the squashing function is given by: 
-112 lexpl- wi,O, + biasil + 11-1 
Bar t  Kosko. of VERAC Corporation, devised a new learning method associated with Bidirectional Associated Memory (BAMI and described its ANS properties in IKOSKOI. 
and the rest of the conventional back-propagation algorithm remains unchanged. 
This very well written and informative paper contains a review of classical associative memory theory and a tutorial section on BAM. An earlier proof by Kosko that energy 
matrix is bivalently bidirectionally stable is reviewed and BAM correlation encoding is discussed. 
Continuous BAM's. introduced in Kosko's earlier work. are reviewed and a proof that every matrix is continuously bidirectionally stable is given. BAM learning, the main 
interest of the paper, is achieved by programming the BAM connection matrix to adapt according to a generalized Hebbian learning law where adaptive resonance occurs, that 
is. neurons and interconnections quickly reach equilibrium. The connection weight learning law is called the Signal Hebb law and is given by: 
m- = m + Sia lSlb~)  
11 II I I 
A,. B = activation I 
Si  I = sigmoid function 
Adaptive BAM's are characterized as to their classification properties and it is shown that they converge to  local energy minima. In addition, the capabilities of the 
Kosko extended adaptive BAM's to competitive adaptive BAM's by including lateral-inhibitory interactions IKOSKOI. When field inhibitory connections are taken to  be 
Variations on the Grossberg adaptive resonance model were explored by R.W. Ryan and C.L. Winter, of Science Applications International Corporation and reported in 
adaptive BAM are compared and contrasted to Grossberg's Adaptive Resonance Theory (ART1 ANS. 
symmetric, stability can be shown, although i t  was found that in practice, non-symmetric within field connections exhibit stability in many cases. 
the Proceedings of the ICNN 119871. Ryan and Winter found that the adaptive resonance model may activate a coded recognition node whose top-down pattern bears little 
resemblance to the corresponding input pattern and there is no guarantee that the adaptive resonance circuit IARCl will reset and, hence, the ARC will be recoded by the input 
pattern unless the set of weights is prevented from changing. 
4.5 Pattern Recognition 
IBAIRDI. Baird simplified Freeman's model by neglecting synaptic delay and did not perform a full simulation of the rabbits olfactory system but achieved universality as a 
result. His mathematical analysis explains how an oscillating system can pattern recognize. Baird conducted experiments with an array of 64 electrodes which yielded EEG pat- 
terns which showed the emergence of order from disorder and indicated that specific EEG patterns are correlated with specific recognition responses. A theory which combines 
the mathematical description of the emergence of order by instability with the mathematics of associative memory is required to  model learning and memory in neural networks. 
Robert Hecht-Nielsen, of HNC, showed how banks of matched filters can be used as pattern classifiers for complex spatiotemporal pattern environments such as 
speech, sonar, radar, and communication [HECHT-NIELSENL He defiend an ANS, called a "simple avalanche matched filter bank" which closely approximates the theoretical 
classifier to be introduced. He defined a "nearest" match filter, discussed its error rate, and observed that such classifiers can only carry out the first "local in time" stage of 
pattern recognition and that context must be expoited to achieve high performance pattern recognition. 
Paul Gorman, of Bendix Aerospace and Terrence Sejnowski, of John Hopkins University. collaborated on a paper which discussed the application of back-propagation 
to classify sonar targets IGORMANI. The signal representation used for input to the network was selected as the result of experiments with human listeners. A short term 
Fourier transform using 60 frequency samples per temporal slice was generated for each signal. By starting at the onset of the signal and increasing the position of the time 
slice, approximately a linear FMfchirp, essentially formed the diagonal of a 60 x 60 timelfrequency matrix. Normalized values from the matrix served as input to the matrix. 
Results from experiments indicated that the network is able to discover target classification features from examples of sonar signals with performance comparable to human 
experts. 
Results on applying back-propagation to handwritten numerical recognition and spoken numeral recognition were reported by D.J. Burr of Bell Communications Research 
[BURR]. Burr gave tutorial explanations of related geometric hyperplane analysis and back-propagation learning in addition to  thorough treatments of recognition of handwritten 
and spoken numerals. For the handwritten numerals a two-stage process of normalization followed by feature extraction was used. It was found necessary to subtract a cons- 
tant representing signal level from all feature vectors. Removing the D.C. component in this was dramatically increased the learning rate of the network. The neural networks 
were configured with up to 64 hidden units, but i t  was found that a maximum recognition score around 98% occurred with 6 and 14 hidden units for the written and spoken 
recognition tasks respectively. Burr's results compared favorably to nearest neighbor pattern recognition applied to the same problem. 
[KAWAMOTO]. The BSB extension allows the ANS to shift between hyperspace box corners in a way corresponding to  multistable perception. After explaining the analytical 
properties of their new ANS, Kawamoto and Anderson showed how their ANS qualitatively agrees with published psycho-physical results on multi-stable perception regarding 
bias, adaptation, hysteresis, and dynamics. Most of the results discussed concern visual ambiguities but speculations concerning lexical ambiguity resolution are presented also. 
4.6 ANS's Applied t o  Vision 
Maureen Gremillion, Arnold Mandell  and Bryan Travis reported on their design and implementation of a neural net model of the mammalian visual system in 
[TRAVIS]. These researchers from Los Alamos National Laboratory modeled a scaled down version of primary visual cortex, the lateral geniculate nucleus, and a 45,000 neuron 
retina. Research types are embedded in two-dimensional layers and differentiated cell types are distributed in space. Several different retina models from the visua! modeling 
literature were tested. 
[FUKUSHIMAI. The Neocognitron consists of alternating layers of feature-extracting neurons and neurons which are fed outputs from feature-extracting neurons and fire only i f  
one input is active. Inhibitory cells exist to suppress irrelevant features. The Neocognition is capable of supervised or unsupervised learning and can recognize shifted or 
deformed variations of a pattern. Excessive distortion results in windowed recognition response. A Neocognition with selective attention is currently being investigated by 
Fukushima. 
Ronald Williams, of Northeastern University, investigated the ability of self-organizing networks to infer spatial relations [WILLIAMS]. Williams was motivated by the 
dipole pattern neural network experiments conducted by Rumelhart and Zipser where, without a priori knowledge of the spatial layout of the input, an ANS learned apsects of 
input spatial structure. He mathematically formalized the notion that i f  two  patterns are strongly correlated then they must be nearer in some metric than if their values are 
weakly correlated. The concept of a spatial relationship or pattern element is formalized in terms of a distance metric on pairs of elements and the notion of an environment 
with spatial structure is formalized as a random field over a metric space. 
B i l l  Baird of the Department of Biophysics at the University of California, reported the results of an analyses of pattern recognition in the olfactory bulb of the rabbit 
Alan Kawemoto and James Anderson extended Anderson's Brain State-in-a-Box (BSBI model to define a new ANS which models multistable perception 
Kunihiko Fukushima. of NHK Science and Technical Research Laboratories in Japan, discussed a multilayered hierarchical ANS called the "Neocognitron". in 
103 
Richard Golden, of Brown University, developed an ANS which models the process of visual perception of a letter in the context of a word. Interconnections between 
neurons represent any spatially or sequentially redundant and transgraphemic information in displays of letter strings. Golden's model uses Anderson's BSB model and 
enhancements derived from commonly accepted principles of information processing in the central neurons system. In Golden's model, a word is represented as a pattern of 
neural activity over a set of position-specific feature neurons. 
Image restoration involves removing degradations from images arising from blur from optical aberrations, atmospheric turbulence, motion, defraction, and noise. The 
application of ANS methods to image restoration is currently being investigated by V.T. Zhou, R. Chellapa and B.K. Jenkins of the University of Southern California [ZHOUI. 
They designed an ANS containing redundant neurons to restore gray level images degraded by shift invariant blur function and noise. 
Ralph Linrker, of the IBM Thomas J. Watson Research Center, addressed the origin and organization of spatial-opponent and orientation-selective neurons in ANS's 
based on biologically plausible roles for development [LINSKER]. Linsker treats the emerging of network structures from spontaneous electrical activity and simple biologically 
based rules for synaptic modification. 
Ralph Siegel, currently of Rockerfeller University and formerly of the Salk Institute. analyzed the abilities of Rhesus monkeys and human subjects to detect the change 
in three-dimensional structure of cylinder using only motion cues [SIEGELI. Siegel implemented a three layer ANS with 100 neurons in the input layer homologous to the 
neurons in the middle temporal area of the brain. Each input neuron was tuned for a given velocity at a retinotopic location and corrected to  all ten units in the middle layer. 
The middle ten units were connected to  only one neuron in the output layer which indicated structure as constructural motion. 
J.M. Oyster, W. Broadwall  and F. Vicuna of the IBM 10s Angeles Scientific Center, investigated the application of associative metworks to robot vision in [OYSTER]. 
The approach taken to robotic vision by these IBM researchers was to show how the well known methods for robotic vision, such as image acquisition, segmentation, object 
recognition. etc., can be implemented in an associative network. They rigorously convert a discrete convolution to an associative network and then argue that the standard 
low-level edge-detection operators, such as the Roberts, Sobel, and Laplacian and Gaussian operators can be implemented as ANS's. 
functions of early vision such as computing depth from two stereoscopic images, reconstructing and smoothing images from sparsely reconstruction can be formulated in terms 
of minimizing a quadratic energy function and, subsequently. show how quadratic variational principles fail to detect image discontinuities. An energy function containing cubic 
terms is defined which is shown to handle discontinuities. 
C. Cottrell, P. Munro and 0. Zipser applied back-propagation to compressing images ICOTTRELLI. Current 11987) image compression techniques are briefly treated as 
in back-propagation. Image compression is considered to  be a type of encoder problem in that an identity mapping over some set of inputs must be performed An ANS is 
forced to perform the mapping of a narrow channel of the network and thereby causes an efficient encoding. Two noteworthy facts are: 1) the network developed a compact 
representation of its environment, 2) although the algorithms were developed as supervised learning schemes, the problem really involves learning without a teacher since the 
input and output are identical, i.e.. the ANS self-organizes to encode the environment. Most of their image compression results were obtained with a three layer network: 6 4  
inputs, 16 hidden units and E4 outputs. 
Stephen Crossberg developed a theory of vision which offers an explanation of the coherent synthesis of three-dimensional form, color, and brightness percepts 
[GROSSBERGI. The theory identifies several uncertainty principles that limit the extraction of visual information. Particular modules are resolves by hierarchical parallel interac. 
tions between many processing stages. Grossberg asserts that when a neural processing stage removes one type of uncertainty from any input pattern i t  often generates a 
new type of uncertainty which is passed to the next processing stage. That is, information is not progressively reduced in a succession of neural processing stages. Based on 
results of monocular boundary segmentation and feature filling-in and the interaction between these processes, Grossberg suggests that the commonly accepted hypothesis of 
independent modules in visual perception is wrong and misleading. 
Harold Szu and Richard Massner derived multiple-channel novelty filters of associative memory from a retina ANS point-spread function [SZU]. They present a novelty 
filter as a remainder operator and mathematically drive the multiple-channel model from associative memory formulation. Their ANS is shown to be scale and rotation invariant 
and simulation results are cited. They also point out a new relationship between adaptive novelty filtering and adaptive associative memory. 
multiple words appearing simultaneously on an artificial retina. The ANS is called "BLIRNET" since it builds location-independent representations of multiple words. BLIRNET is 
a multilayered hierarchical network which learns via back-propagation. 
4.7 ANS's for  Speech and language 
Bryan Travis, of the Los Alamos National Laboratory, described a layered ANS model of sensory cortex in [TRAVIS]. The goal of Travis' research program was to con. 
struct a model of the human sensory system which reflects what is known structurally and physiologically at several levels from the ear to the midbrain nuclei to  the cortex. 
Travis made simplifications in scale to accommodate current computer technology constraints but claimed that his model contained the following desirable features: 1) more 
structure (based on neurophysiological data) than previous models, 2) inputs based on biological data, 3) emphasizes dynamics, and 4) provides a means of testing theories 
about sensory perception. 
such sequence recognition problems, Tank and Hopfield expanded the Hopfield ANS's Energy function to include time dependence. In the case of a time-dependent energy func 
tion, a convergent computation can occur if the problem's data produce a channel on the space-time surface which guides the circuit trajectory to  a position corresponding to 
a correct solution. A key concept for applying a time-dependent Hopfield model is the using of a set of delay filters as a sequence detector. An energy function is defined 
which, when presented with a known sequence builds a deep pit on the space-time energy surface with a wide valley leading to it. 
San Diego [ELMAN]. Using back-propagation, Elman and Zipser taught an ANS. a series of speech recognition tasks, and after examining the resulting ANS internal representa- 
tions found that the representations often corresponded to known speech representational units such as: diphones, context-sentence allophones, phonemes, syllables, and 
morphemes. 
pression methods using Lenglish (a form of artificial speech) based on text from a childrens' book [MEYERSI. They report that the development of a self-organization ANS 
which concurrently performs dimension reduction, pattern recognition, and new pattern learning. Pre-processing consisted of a linear shift invariant KCM transform and using 
such a stabilized high dimensional vector time series the ANS learns hierarchical features and their correlations. 
Tariq Samad of Honeywell, Incorporated, described an application of back propagation to determine the correct set of features corresponding to words in an input 
sentence [SAMAD]. Samad states that human cognitive functions such as the acquisition of concepts, tolerance of error and noisy input, graceful degradation have eluded s o b  
tions in traditional computer approaches but can be solved as side-effects with ANS's. He reviewed previous related work on parsing, case-role assignment, and word-sense 
disambiguation and related his ANS to recent work by McClelland and Kawamoto. 
1) 
2) 
3) 
system is capable of phonemic recognition using an ANS in the form of a phonotopic map. The map consists of a two-dimensional array of processing units which constitute 
matched filters to different phonemes, Each unit is tuned to a particular acoustical spectrum and the spectral templates of the units have a distribution which corresponds to 
the optimal clustering of the various phonemes. Word recognition is performed by comparison of phonemic transcriptions with reference transcriptions stored in a dictionary. 
M. Cohen and S. Crossberg, of the Center for Adaptive Systems at Boston University, presented a computational theory explaining how an observer parses a speech 
stream into context-sensitive language representations in [COHEN, absl. Cohen and Grossberg's theory stress the real time dynamical interactions that control the development 
of languages as well as learning and memory. Pioperties of the performance of language result from an analysis of the system constraints governing stable language learning. 
The process whereby internal language representations encode a speech stream in a context-sensitive fashion are analyzed. Cohen and Grossberg also show how organizational 
principles, important for visual processing, can be applied to language processing and, thus, a similar model can be used for spatial processing as well as temporal processing. 
Christof Koch, Jose Marroquin and Alan Vuille demonstrated how Hopfield ANS models can be generalized to solve nonconvex energy functionals corresponding to 
Michael Mozer of the Institute for Cognitive Science at UCSO, investigated early parallel processing in reading IMOZER) and developed an ANS capable of recognizing 
D.W. Tank and J. Hopfield developed an analog ANS capable of solving a general pattern recognition problem for time-dependent input signals [TANK]. In order to solve 
An analysis of the hidden structure of speech was performed by Jef f rey Elman and David Zipser of the Institute of Cognitive Science at the University of California at 
Michael Meyers, Robert Kuczewski and Wil l iam Crawford of TRW's AI Center in San Diego, ran experiments to investigate ANS self-organization and temporal corn. 
The ANS outputs, an association of features with input words where the ANS learned concepts such as "proper noun", "animate-common-noun", and "inanimate- 
common-noun". 
The ANS outputs were as in 1) concepts such as "plural" and "read". the grammar was also extended preferred associations. 
More connections were made with central (in a window) words than off-center words to enable preferred associations. 
K. Torkkola. H. Ritt inen and T. Kohonen reported on the results of a microprocessor-based word recognizer for a large vocabulary (1000 words) in [TORKKOLA]. Their 
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Stephen Grossberg and Gregory Stone presented models of the neural dynamics of word recognition and recall in [GROSSBERGI. A major goal of this paper was to 
synthesize the many experiments and models of human language processing and to show that learning rules and information rules are intimately connected. Grossberg and Stone 
maintain that to understand word recognition and recall data, i t  is necessary to analyze the computational units that subserve speech and language and it is also necessary to 
consider how computational units acquire behavioral memory by reacting to behavioral inputs and generating behavioral outputs. Furthermore, they assert that explanations of 
hidden processing assumptions that go into a model along with tests of their plausibility and ability to  arise through self-organization are required. Models such as the Logogen 
model, verification model, and the Posner and Snyder model are reviewed using concepts such as automatic activation, limited capacity, attention, serial search, and interactive 
activation. 
4.9 Knowledge Processing 
The following two issues were considered by Shastri to be crucial to making progress in knowledge representation: 
1) 
21 
Lokendra Shastri, currently of the University of Pennsylvania, investigated evidential reasoning in ANS's for his PhO thesis at the University of Rochester ISHASTRI]. 
The necessity of identifying and formalizing inference structures that are appropriate for dealing with incompleteness and uncertainty. An agent cannot maintain complete 
knowledgte about any but the most trivial environments, and therefore, he must be capable of reasoning with incomplete and uncertain information. 
The importance of computational tractability. An agent must act in real-time. Human agents take a few hundred milliseconds to  perform a broad range of intelligent 
tasks, and we should expect agents endowed with artificial intelligence to perform similar tasks in comparable time. 
Shastri regards these two issues to be intimately related and stressed that computational tractability is not solely concerned with efficiency, optimizing programs, or 
faster machines. The main issue, he believes, is to  establish the existence of a computational account of how an ANS may draw valid conclusions within time constraints 
which a given environment allows. Shastri contends that the full power of parallelism can be exploited only i f  it is taken, as an essential premise used to  guide searches for 
interesting problem solutions in the space of possible knowledge representation frameworks, as opposed to finding serial solutions and subsequent parallel implementations. 
Barnden addresses many of the issues raised in an NSF sponsored 1986 workshop on ANS's (MCCLELLANO, J., FELOMAN, J., BOWER, G., and MCOERMOTT, 0.. "Report of a 
Workshop on Connectionism Instigated by NSF, 19861. In particular, an opinion expressed at the workshop that "Connectionism has not yet shown its adequacy for dealing 
with complex - perhaps deeply nested-representations and connectionist problems concerning crosstalk, explosive proliferation, binding and control, are addressed by Barnden in 
his exposition of his architecture. Barnden's architecture is based on two-dimensional arrays called "configuration matrices" which contain positioned occurrence of basic 
symbols. 
(BSBl ANS are nearly identical to those used by Hopfield for continuous valued systems. Information handling capabilities were characterized as follows: 11 Poor handling of 
precise data, 21 Inefficient use of memory in a traditional serial computer, 31 Several parameters must be tuned, and 41 Outputs may be distorted (or incorrect). 
knowledge databases. 
(BSBI model is similar to a gradient descent algorithm and how the behavior of many ANS's can be viewed in a probabilistic framework. They further showed that Hebbian 
learning and autoassociative Widro-Hoff learning can be considered to be ways of estimating the form of an associated probability density function of the form: 
where " A  = a weight matrix and the pdf can adequately represent any arbitrary pdf of binary-valued stimulus vectors that may occur n the model's environment. 
the paper. 
paper contains a review of models of human decision making under risk. Utility theory and prospect theory are discussed and model deficiencies are pointed out. Prospect 
theory. for example, does not account for non-rational decision theory such as preference reversal where in a binary choice situation an individual prefers an alternative which 
has been judged to be worth less than the nonpreferred alternative. A new theory of decision making under risk, called affective balance theory, is described which is an 
application of previous Grossberg theories of how cognitive and emotional processes interact. The previous theory was used to model perception, attention, motivation, learning, 
and memory. Affective balance theory is based on psychophsyiological mechanisms and processes derived from analyzing relevant data. 
Data Ballard of the University of Rochester, investigated a completely parallel connectionist inference mechanism based on energy minimization [BALLARO]. Ballard used 
a relaxation algorithm to produce inferences in first order logic derived from a very large knowledge base. He showed that for first order predicate calculus formulas and 
inferences rules a proof producer [resolution) can be uniquely expressed as a neural network with a very simple form. The implementation of first order logic constraints yield 
two  coupled networks, namely, a clause network that represents clause syntax and a binding network representing relationships between terms in different clauses. 
Michael Cohen and Stephen Crossberg of the Center for Adaptive Systems at Boston University, discussed a network with very extensive capabilities in hypothesis 
formation, anticipation, and prediction [COHEN]. The network is called a "masking field" and is a multiple scale, self-similar, cooperative-competitive feedback network with 
automatic gain control. Cohen and Grossberg discuss context sensitive grouping in recognition processes, cognitive rules arising from network interactions, and how a masking 
field possesses predictive anticipatory or priming capabilities. Their analytic arguments contain several references to  simulation results obtained in their research on masking 
fields. 
Claude Cruz. Wil l iam Hanson and Jason Tom of the IBM Palo Alto Scientific Center, described the research activities in knowledge processing in ICRUZ, absl. They 
introduced a conceptual scheme for representing knowledge and for performing inferences called "Knowledge Representation Networks" [KRNI. The network consists of a set of 
knowledge entities (KE'sl having varying states of activity. It is postulated that only three basic KE's are required to produce more complex KE's, namely: 11 features, 21 rela. 
tionships between features, and 31 operations. A KRN inference results from a change in state of a KE which leads to a change in state of another KE. A KRN contains five 
mechanisms which results in knowledge processing: 1) Implication: a forward-chaining evidential reasoning mechanism; 21 Context: the KRN's current state affects subsequent 
sensory processing; 31 Goal-decomposition: a forward chaining mechanism reducing the operations to sets of coordinated sub-operations; 4) Goal-biasing: a mechanism 
which enables events to trigger operations in a production-rule-like manner; and 5) Expectations: a mechanism which enables operations to be executed in a closed loop posi. 
tion using knowledge of events expected to occur as the operation is executed. 
4.10 RoboticslControl 
Stephen Grossberg presented an analysis of adaptive sensory-motor control in [GROSSBERG]. The analysis considered the developmental and learning problems that an 
ANS (also real brain system) must solve to enable accurate performance in a dynamic real-world environment. The main emphasis of Grossberg's sensory-motor control analysis 
was on visually guided motor behavior and his results are considered to be relevant to issues such as localization, orienting, sensorimotor interfacing, and the design of motor 
pattern generating circuitry. Grossberg illustrates general organizational principles and mechanisms through analyzing the mammalian saccadic eye movement system. The issue 
of infinite regress, where changes in serial subsystems can interact to undo changes in other subsystems, was addressed by introducing attentionally mediated intussting 
sensory cues. 
Geoffrey Hinton of Carnegie-Mellon University and Paul Smolensky of the Institute for Cognitive Science at the University of California at San Oiego, analyzed mass- 
spring model of motor control using a neural-network [HINTON]. ANS methods which can solve the problems of finding necessary torques and generating internal represents. 
tions of desired trajectories for reaching movements of arm and body are identified. Hinton and smolensky comparatively analyzed many conventional methods of robotic control 
and found, for example, that desired final robot configurations via using length-tension characteristics to set end points is ineffective control. They also discussed Raibert's 
massive memory control table approach and the Luh-Walker-Paul sequential control algorithm. 
John Earnden of Indiana University, devised an abstract computational architecture that can embody complex data structures and associated manipulations [BARNOENI. 
James A. Anderson of Brown University described cognitive capabilities such as concept formation, inference, and guessing associated with the "Brain-State-in-a-Box" 
Anderson contends that the above information processing deficiencies are the cost that must be paid for the advantages obtained from ANS's, like BSB when applied to 
James Anderson, Richard Golden and Gregory Murphy discussed an ANS with a Hebbian learning rule in [ANDERSON]. They showed that the Brain-State-in-a-Box 
PIXI = k expl-lxT Ax112I 
Concepts in distributed representations, implications of error correction for concept formation, retrieval, redundancy. and disambiguation by context were also discussed in 
Stephen Crossberg, of Boston University and Wil l iam Cutowski, of Merrimack College, analyzed the neural dynamics of decision making under risk [GROSSBERG]. This 
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DESIGN OF A NEURAL NETWORK SIMULATOR 
ON A TRANSPUTER ARRAY 
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Abstract 
A high-performance simulator is being built 
to support research with neural networks. All 
of our previous simulators have been special 
purpose and would only work with one or two 
types of neural networks. The primary design 
goal of this simulator is versatility; it should 
be able to simulate all known types of neural 
networks. Secondary goals, in order of 
importance, are high speed, large capacity, and 
ease of use. A brief summary of neural 
networks is presented herein which 
concentrates on the design constraints 
imposed. Major design issues are discussed 
together with analysis methods and the chosen 
solutions. 
Although the system will be capable of 
running on most transputer architectures, it 
currently is being implemented on a 40- 
transputer system connected in a toroidal 
architecture. Predictions show a performance 
level nearly equivalent to that of a highly 
optimized simulator running on the SX-2 
supercomputer. 
Introduction 
There are several ways to simulate large 
neural networks. Computationally speaking, 
some of the fastest are via optical computers 
and neural net integrated circuits (hardwired 
VLSI). However, both methods have some basic 
problems that make them unsuitable for our 
research in neural networks. Optical 
computers and hardwired VLSl are still under 
development, and it will be a few years before 
they will be commercially available. Even if 
they were available today, they would be 
generally unsuitable for our work because 
they are very difficult (usually impossible) to 
reconfigure programmably. A non-hardwired 
VLSl neural network chip does not exist today 
but probably will exist within a year or two. If 
done correctly, this would be ideal for our 
simulations. But the state of the art in 
reconfigurable simulators are supercomputers 
and parallel processors. We have a very fast 
simulator running on the SX-2 supercomputer 
(200 times faster than our VAX 11/780 
simulator), but supercomputer CPU time is 
For the purposes of our research, 
several parallel processors were investigated 
including the Connection Machine, the BBN 
Butterfly, and the Ncube and Intel Hypercubes. 
The best performance for our needs was 
exhibited by the INMOS Transputer System. 
Our previous neural network simulators 
have been specific to one particular type of 
algorithm and consequently would not work for 
other types of networks. With this simulator 
our primary goal is to be able to implement all 
types of networks. This wil l  be more 
complicated but is deemed well worth the 
effort. When we are finished, it should be 
possible to implement a different kind of 
network in less than a day. The performance 
reduction will be less than 10 percent for this 
general-purpose capability. 
yfzy costly. 
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Example networks 
To have examples to work with, let us consider 
two very typical neural networks. The first is 
a three-layer feedforward network (fig. 1) 
that is to be trained with the generalized delta 
learning algor i thm (also ca l led  back 
propagation). Rumelhart et. a1.[5] describe this 
algorithm in detail. We will assume that every 
node in one layer is connected to every node in 
its adjacent layer. The network will be trained 
with a number of I10 pairs which are an 
encoding of the associations to be learned. 
The sequence of events to the algorithm can be 
described as follows. First, an input vector is 
placed into the input nodes. The weight values 
of the connections between the input layer and 
hidden layer are then multiplied by the output 
value of the corresponding input nodes and the 
result is propagated forward to the hidden 
layer. These products are collected and 
summed at each node of the hidden layer. Once 
all the nodes in the hidden layer have output 
values, this process is repeated to propagate 
signals from the hidden layer to the output 
layer. When the output layer values are 
computed, an error can be calculated by 
comparing the output vector with the desired 
output value of the I/O pair. 
I n p u t  1 
Hidden Layer  
.e 
v 
Figure 1. - Feedforward network. 
Layer 
With this error computed, the weights at each 
connection between the hidden and the output 
layer can be  adjusted. Next, the error values 
are backpropagated from the output layer to 
the hidden layer. Finally, each weight can be 
adjusted for the connections between the input 
and hidden layers. 
This entire sequence is repeated for 
each successive I/O pair. Note that this 
algorithm has a sequence of events to it. Other 
neural net algorithms do not; instead, every 
node  a n d  connect ion  updates  i t se l f  
con t i n u o us I y [ 2,4]. be 
viewed as a sequence of length one. 
Such a I g o r i t h m s can 
n 
Figure 2. - Hopfield net. 
The second network to be considered is 
the Hopfield network[l] shown in figure 2. it is 
an auto-associative memory in which every 
node is equivalent; i. e., they are all used as 
inputs and outputs. Every node is connected to 
every other node but is not connected to itself. 
The connect ions are bidirect ional  and 
symmetric which means that the weight on the 
connection from node i to node j is the same as 
the weight from node j to node i. 
Other neural networks impose different 
constraints. For example, the connection 
scheme may be totally random, or it may be 
that every ninth node should be connected. The 
equations used are very often different. The 
order of sequencing forward propagation, back 
propagation, weight adjusting, loading inputs, 
etc., also may be dif ferent. Stochastic 
networks update their values probabilistically. 
Yet some generalizations can be made for 
almost all types of networks and these are 
what we have used as the basis of our 
simulator design. 
The f irst generalization is that all 
network computations are local computations. 
In other words, the computations only involve 
a node and the nodes to which it is connected. 
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This is a generally accepted principal in the 
literature and some authors even use it in the 
definition of a neural network. 
The second generalization is that all 
neural computations can be performed by 
applying functions to the state variables of a 
node and its neighbors. While this is a trivial 
restatement of Turing equivalence, the 
emphasis here is that this can be done in a 
computationally efficient manner. 
The third generalization is that any 
computation performed by a node on its input 
signals can be decomposed into parallel 
computations that reduce multiple incoming 
signals to a single signal. This single signal is 
then sent to a node to be combined with single 
signals sent from the other paral lel 
computations. This allows a node computation 
to be broken apart, and the partial results 
forwarded to the node which computes the 
final result. For example, a computation that 
is common to almost all networks is the dot 
product which is a sum of products. This can 
be decomposed into multiple sums of products 
whose results are forwarded and summed. 
Memory Utilization 
For maximum memory efficiency, the target 
design should have one memory cell of the 
minimum possible size for each state variable 
which the network must keep. These state 
variables consist of the values kept for the 
connections and nodes. For a connection in the 
two networks above, one memory cell per 
connection is needed since the only 
information associated with a connection is 
its weight. If the connectivity is like that of 
the above two networks (where everything in 
one layer in connected to everything in another 
layer), the connection information can be 
implicit. At the other extreme, where the 
connectivity is totally random, a additional 
pointer between nodes would have to be kept 
for each connection. 
For nodes, a network like the Hopfield 
network only has to keep one variable: its 
output value. The size of this output value, 
however, can vary. Some networks work with 
8-bit or 16-bit integers while others use 
floating point numbers. Other kinds of 
networks require additional state variables at 
the nodes and connections. Almost all 
networks include added representations to 
ease debugging tasks. Because of these 
differences in size, we have allowed the user 
to specify node variables and their types by 
defining structures in the C language to hold 
the state variable information. This allows all 
the flexibility of C (ie. integers, floats, 
doubles, bytes, bit fields, etc.). 
CPU Utilization 
Since previous simulations have shown that a 
neural net simulator spends almost all of its 
time processing connections (typically, there 
are many more connections than there are 
nodes), an examination of execution speed 
must focus on the calculations done for each 
connection. The operation common to almost 
all neural nets is some function of the dot 
product. This is 
oj = f (  c W -  0. ) I / /  
where Oi is the output of the ith node, Oj is 
the output of the j t h  node, W j j  is the 
connecting weight, and f is some function 
applied to the dot product (note that the time 
spent executing the function f would be 
relatively small in any sizable network since 
there would be few nodes compared to the 
number of connections). Notice that the above 
computation can be thought of as a loop of 
multiply-accumulate operations. For each 
operation the computer must calculate two 
addresses, fetch the two referenced variables, 
multiply them together, and add that product 
to a local register. If  the addresses were 
sequential, calculating a new address could be 
done by incrementing a register. Otherwise, a 
randomly connected network would require 
that the computer fetch a pointer which would 
be used as the address of O j .  
Without the extra pointer, we could 
imagine that the weight, W i i ,  and Oj could be 
fetched in paral lel from two separate 
memories and pushed into a pipeline where 
they would be multiplied and summed. Using 
today's electron ic components, memory 
fetching would be the bottleneck with memory 
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access times of 100 nanoseconds (ns) per 
fetch. Thus the execution rate of the 
fetch-multiply-store loop above would be on 
the order of 100 ns. If the weight and the 
output could not be fetched in parallel, the 
loop would take 200 ns. As a result the best 
can be hoped for, even with a custom made 
VLSl chip, is about 200 ns per cycle through 
the loop. Of course, this can be done in parallel 
with multiple chips. Said another way, this is 
5 million connections per second per memory 
bank. Since economic and time constraints 
precluded the design of a VLSl chip, the best 
commercially available hardware was sought. 
Transputer Architecture 
A transputer[3] is a 32-bit, 10 million- 
instruction-per-second (MIPS), single-chip 
microcomputer manufactured by INMOS, Great 
Britain's leading semiconductor manufacturer. 
Transputers are designed to be components in 
large parallel processing systems and have 
hardware multitasking for sub-microsecond 
task switching times. Each transputer has four 
10-Megabit per second, full duplex serial links. 
We purchased the INMOS transputer system 
ITEM 4000, a 40 transputer parallel processor 
with capabilities of 400 MIPS, 50 MFLOPS, and 
10 Mbytes total local memory (256K per 
processor). An additional transputer plugs into 
an IBM personal computer (PC) advanced 
terminal (AT) with 2 Mbytes of memory. This 
transputer uses the PC AT as its I/O 
subsystem. Yet another transputer controls a 
512x51 2x8 graphics board. The development 
system has both the C language and OCCAM, the 
parallel processing language of the transputer. 
Decomposition of the Matrix 
There are several ways to divide the nodes and 
connections of the network among the 
processors. One scheme is to copy the node 
variables to all processors. This makes 
allocation simpler, but it can use a lot of 
memory. We have chosen to decompose the 
connection matrix (fig. 3) into partitions that 
require only a subset of node variables. 
H 
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Figure 3. - Connection matrix. 
The connection matrix is formed by having one 
row and one column for each node in the 
network. Assume that each row of the matrix 
represents a "from" node (the source of a 
connecting link) and each column a "to" node. 
For every connection, a mark is placed at the 
intersection of its from and to nodes. Figure 3 
shows this for a three-layer feedforward 
network where all of the input nodes are 
connected to all of the hidden nodes and all of 
the hidden nodes are connected to all of the 
output nodes. The nodes and connections are 
then allocated to processors by sectioning the 
covered areas of this matrix into the same 
number of regions as processors. A processor 
associated with a region must have access to 
both the from nodes represented by the rows 
of its region and to the to nodes represented 
by the columns. When a node is unidirectionally 
transmitting a signal from one node to 
another, the state variables of the from node 
are not the same as the state variables of the 
to node (in a typical case, the from node must 
have a variable for its output value but the to 
node must have an accumulator for its dot 
product). Therefore, the state variables are 
separated into "exported values" and "partial 
results," and only the necessary variables are 
kept in a processor. Thus the memory 
allocation for copies of node variables 
required by a processor when receiving a 
region is equal to the height of the region (in 
number of nodes) times the number of bytes 
for the from node "exported" state variables 
plus the width of the region times the number 
of bytes for the to node "partial result" state 
variables. Let us assume that the number of 
bytes for from nodes is F, the number for to 
nodes is T, the number of nodes in the network 
is N and the number of processors we have is 
p . Let US next assume the matrix is fully 
covered, and that we have Some number of 
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processors that is a perfect square. If we 
leave enough space for every node in a 
processor the number of bytes allocated is ( N F  
+ NT ) P  . However, by partitioning the matrix, 
the number of bytes allocated is (NF + NT )P  
/dP  (again, assuming square regions). This is 
a factor of dP savings. When the allocations 
are contiguous groups of nodes, node variable 
structures can be stored in an array with 
minimal overhead both in access time and 
memory. Other schemes would necessitate 
pointer or hash table overhead. 
Load Balancing 
A basic problem with most parallel processing 
schemes is balancing the load evenly so that 
all processors can be working most of the 
time. If one processor is slower than the rest, 
all of the other processors have to wait for it 
to finish before they can all synchronize and 
continue. Since the time of execution is 
proportional to the number of connections that 
a processor must process, our matrix 
decomposition scheme solves this if equal 
areas can be assigned to the processors. If the 
matrix is fully covered, this is easy. But when 
it is covered with many irregularly sized 
areas, it is more difficult. We are developing a 
heuristic method for doing this which we refer 
to as our load balancing algorithm. Because 
processes may be sequenced, as in the 
generalized delta algorithm, it is necessary to 
have a separate matrix for each asynchronous 
phase group of connections. An asynchronous 
phase group is defined as a set of connections 
where all processing can be done in parallel. In 
the generalized delta rule described above, 
there are two phase groups: input to hidden and 
hidden to output. The user specifies the phase 
when he defines the group. 
Mapping Macros 
To get a system up and running in a reasonable 
amount of time, the user is required to modify 
a few sections of program and recompile the 
source to create a network with his 
specifications. This code modification method 
offers total flexibility. The user specifies the 
network by calling functions. He also must 
specify the structures to hold the state 
variables of nodes and connections. To specify 
the equations to be applied, a "map- 
connections" macro is provided which expands 
to the actual code that goes in each of the 
slave processors. This macro handles all of the 
addressing and hands the user pointers to the 
connection variables and to its two adjacent 
node variables. The code that he provides can 
do whatever he wants to the state variables. It 
can propagate a signal forward, backward, or 
both ways. It could initialize the weights. It 
could save the weights to a file or recover 
them. A similar "map-nodes" macro is also 
provided. The macros create functions that are 
called with an argument of the node group or 
connection group to which the user wants the 
function applied. This macro approach expands 
to code that is 90 percent as run-time- 
efficient as can be handcoded. To execute the 
sequencing of the generalized delta rule the 
user would call a predefined function that 
loads the inputs. The user would then 
broadcast a message to all processors that 
would invoke his macro-defined function with 
an argument of the input to hidden connection 
group. This function executes in parallel in all 
of the slave processors. It first checks to be 
sure it has connections from the input to 
hidden connection group; if not it just 
responds "done" to the master. The user then 
broadcasts to invoke his function that was 
defined with "map nodes" to process the 
hidden nodes. The same is done from the hidden 
nodes to output nodes. Backpropagating is very 
Similar but the user invokes dif ferent 
functions. He probably would name this routine 
"t r a i n-o n e-i n p u t-o ut  p u t-p a i r " it 
inside a loop to do all of his training. 
Likewise, the user might define a function 
called "output-of" that takes an input vector 
as argument, propagates it through the 
network, and returns an output vector. I f  the 
user used symbolic constants in his functions, 
he would only have to change constants such 
a s  N u m b e r - o f - i n p u t - n o d e s ,  
N u m b e r - o f - h i d d e n - n o d e s  a n d  
Number-of-output-nodes to change their 
sizes. Even architectural changes can be made 
with small changes in the program (such as 
connecting all input nodes to all output nodes 
as well). Although this approach allows the 
total flexibility that many users want, others 
and cal I 
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wil l  d is l ike t inkering with the code. 
Ultimately, a much friendlier user interface 
will be provided as well. We are considering 
both a language and menu-driven graphics for 
specification of the network. 
Program Structure 
The system architecture we are using is 
master-slave. The master transputer in the 
IBM PC acts as an interpreter of the commands 
from the user interface. In turn, the master 
issues commands to the slaves whose sole 
task is to interpret commands from the 
master. The slaves merely look the command 
up in a table (index an array) and execute the 
function associated with that command (whose 
pointer is stored in the table). The argument to 
the function is a pointer to the buffer that 
holds the remainder of the command message 
which contains the arguments to the function. 
Synchronization 
Synchronization of the master and slave 
processes is accomplished by having the 
slaves respond to every command. When the 
master gets as many responses as there are 
processors, he can continue. 
Communication 
Since processors are only connected in a point 
to point fashion, a message between two 
non-adjacent processors must be relayed by 
intermediate processors. Our communications 
process inside each processor continually 
waits for a message to come in from any of 
the four input ports and, when one comes in, it 
reads the address in the message and looks in 
a table (indexes an array) to determine the 
appropriate output channel for retransmitting 
the message (a channel is a logical port; it 
may be a physical port or a location in 
m e m o r y [ 3 ] ) .  Buffering is used in each 
processor to avoid deadlock and to smooth 
irregularities in transmission rates. 
Even though it reduces the total amount 
of communication required, the method of 
decomposing the matrix means that some 
nodes are split across processors and that the 
partial results accumulated at several of the 
processors must be shipped to a central 
location (for this node) to be combined. This 
location is called the home processor of the 
node. Each processor is home for a roughly 
equal number of nodes that are in the same 
asynchronous processing phase. When a 
map-nodes function is called, it is applied in 
the home processor of the node with the 
variables which it contains. These are 
referred to as the static variables of the node. 
Since they do not have multiple copies, the 
static variables use little memory. 
So the bulk of the communications 
results from processors sending partial 
results to the home nodes and from home nodes 
exporting these processed values to several 
processors. Analyzing the time this will take 
is very difficult, but there are two potentially 
l imiting factors that we can analyze 
individually: the limit set by the serial links 
and the limit set by the CPU cycles required to 
buffer and relay messages. Surprisingly, the 
CPU time is the limiting factor. The analysis 
is as follows. 
The number of processors that ship a 
message home and that the home node ships to 
can be seen by examining the sections of the 
connection matrix after the areas have been 
carved out. Let us assume that a fully covered 
matrix has been evenly partitioned into 5 rows 
by 8 columns and that each of the 40 
processors gets 1 partition. From a home node 
processor's point of view, five processors 
must ship their partial results to the home 
node processor and this processor must 
combine these results and ship this new output 
value to eight processors (let us assume the 
home processor is not one of these). This 
means that there are 14 messages shipped for 
every node. It can be determined by 
enumeration that the average distance 
between processors in our array (fig. 4) is 3.5 
l inks. 
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second. When this is distributed over the 40 
Drocessors. each one must do 416.300 S1 aves 
Graphics Transput 
Figure 4. - Processor configuration 
Each of these 14 messages must travel over 
3.5 links, yielding 3.5 (5 + 8) = 46 
transmissions per node. If each message is 12 
bytes (96 bits) long, this is 96 * 46 = 4416 
bits transmitted per node. Since each serial 
link is 10 million bits per second and there are 
80 full duplex serial links in our network, 
there are 2 80 * 10million = 1600 million 
transmitted bits per second possible (This 
assumes that every bit slot is being used, 
which is not likely; but if adequate buffering 
is available and the CPU retransmit speed is 
sufficiently fast, this is almost the case (> 50 
percent of this)). Dividing this by 4416 bits 
gives 362,318 nodes that could transmit each 
second. This means that the serial-link is 
limited to about 362,000 nodes per second. 
This could become the limiting factor in 
networks with large numbers of nodes and few 
connections per node; but, typically, there will 
only be a few thousand nodes in a network so 
other things will probably limit throughput 
before the serial links do. 
To examine the CPU speed requirement, 
remember that there are 46 transmissions per 
node. For each of these, a processor must 
receive the message, buffer it, determine the 
port to which it should be sent, and then 
retransmit it. The transputer direct memory 
access (DMA) hardware handles the receiving 
and transmitting concurrently. All the CPU 
must do is copy the received message to a 
buffer, determine where to send it, and later 
copy it from the buffer. There are 46 
transmissions per node, and a serial-link- 
limited rate of 362,000 nodes per second is 46 
362,000 = 16,652,000 transmissions per 
transmissions or one transmission every 2.4 
microseconds (ps). Yet summing instruction 
execution times shows that the transputer 
will actually take about 10 ps to retransmit 
for a rate of 81,600 nodes per second. This is 
about four times slower than the serial link 
rate. So the speed of processing networks on 
this system is still CPU limited. 
It takes about 2 ps to fetch operands 
and do a multiply accumulate on our 20 MHZ 
transputer. This is what must be done at each 
connection when propagating forward. Forty 
t ransputers can  process 20 mi l l ion 
connections per second. The time to propagate 
an input forward to get an output from a 
feedforward network can be estimated by 
(number-of-connections / 20 million) + 
(number-of-nodes / 81,600) since these two 
terms represent 90 percent of the processing 
in typical networks. 
The 2 ps required for each fetch- 
multiply-accumulate loop is about 10 times 
slower than what would be possible with a 
handcrafted VLSl chip but is significantly 
f a s t e r  t h a n  m o s t  o t h e r  3 2 - b i t  
microprocessors. This, along with the 
capability of packing several transputers in a 
very small space, makes a transputer array a 
very cost effective solution to neural network 
simulation with off the shelf components. 
Conclusion 
We have discussed the constraints imposed by 
neural networks on simulation. We have shown 
what is achievable in terms of memory 
efficiency and simulation speeds and have 
compared our design to this. We have discussed 
a technique for partitioning a neural network 
to minimize memory waste on a parallel 
machine. The program structure also was 
discussed. The communication network was 
analyzed to determine what the costs of 
communication are. The resulting design gives 
us a neural network simulator that has a 
performance level nearly equivalent to the 
highly optimized simulator we have running on 
the SX-2 supercomputer for a cost equivalent 
to 2 days of CPU time on that supercomputer. 
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Abst tact 
The need for both robust and unambiguous 
electronic designs is a direct require- 
ment of the astonishing growth in design 
and manufacturing capability during re- 
cent years [1,2], In order to manage the 
plethora of designs, and have the design 
data both interchangeable and inter- 
operable, the Very High Speed Integrated 
Circuits (VHSIC) program is developing 
two major standards for the electronic 
design community. The VHSIC Hardware 
Description Language (VHDL) is designed 
to be the lingua franca for transmission 
of design data between designers and 
their environments. The Engineering 
Information System (EIS) is designed to 
ease the integration of data between di- 
verse design automation systems. This 
paper describes the rational for the 
necessity of these two standards and how 
they provide a synergistic expressive 
capability across the macrocosm of de- 
sign environments. 
The Rational 
The VHSIC Program has propelled forward 
the design density of electronic systems 
to a point where current computer aided 
design tools, design representations, 
and the corresponding data management 
systems begin to limit the designers’ 
ability to design throughout the con- 
tinuum of system levels to physical 
levels. In order to provide mechanisms 
for designers in the next decade, the 
VHSIC program has several design automa- 
tion efforts under-way in its Technical 
Insertion and System Level Design tool 
subprograms. The dual focus of these 
subprograms is use of VHDL as the nota- 
tion for design/description and the EIS 
for integration of design data. Initia- 
tion of the the VHDL proqram was moti- 
vated by the diversity of design nota- 
tions that failed to encompass the broad 
range of descriptive capability required 
for advanced system documentation, and 
by the need of the DoD to provide a 
standard descriptive notation for s y s -  
tems that have life-spans upward of fif- 
teen years. The VHSIC Hardware Descri- 
ption Language provides an economical 
method to decrease the system design 
time and cost of government re-procured 
ICs. Design costs for ICs are now in 
the range of $ 2  to $5 million and devel- 
opment costs must be reduced to meet fu- 
ture needs. Maintaining and upgrading 
electronic systems in inventory demands 
specific, current, and rigorous descrip- 
tions. As English can be vague, and 
fraught with idiomatic contextual refer- 
ences, the automation of design and de- 
sign verification demands a technology 
independent, rigorous notation as is 
VHDL. 
The EIS is envisioned to provide effic- 
iency for the design process and to ease 
the insertion of VHSIC technology into 
electronic defense systems. To this end 
the development of an integrated design, 
documentation, and life-cycle mainten- 
ance system for complex electronic sys- 
tems must support initial specification 
design data capture to fabrication and 
testing data in one continuum. An EIS 
system is not, and would not, be avail- 
able from the commercial sector due to 
the high cost of development for a 
“turn-key“ system being beyond most bus- 
inesses. Therefore design automation 
tool users are forced to integrate an 
assortment of design tools from other 
vendors and those that are developed 
internally. The unique, proprietary, 
and internal design representations of 
each vendors’ design automation tool 
complicates the integration task dras- 
tically. Integration has been a sever 
problem [ 3 , 4 ]  while integration is known 
to be beneficial [5,6]; thus the EIS has 
as its main goal the reduction of the 
present difficulties involved with in- 
tgration of different vendors’ design 
tools by developing a set of inter-oper- 
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ability standards and then demonstrating 
them. The VHDL in total is to be used 
in the EIS system as the design documen- 
tation formalism required of complex 
electronic systems. 
VHDL - -  The Lingua Franca 
A standard hardware description language 
benefits all industries that depend on 
electronics. By its use the problem of 
a second source can be greatly reduced. 
But how is this accomplished? What 
makes the VHDL such a beneficial nota- 
tion for electronic design? From the 
inception of a standard hardware desc- 
ription language [7] the focus of the 
language was to allow a hierarchical 
continuum of design notation from the 
system to gate level. A discussion of 
the language hierarchy must begin at its 
basic building block, the design entity; 
and then progress through its other fea- 
tures to show the capability of the lan- 
guage for electronic design and the the 
transfer of that design from designer to 
designer. 
The design entity is the principal 
hardware abstraction in V H D L .  A design 
entity provides the separation of 
interface and function to allow a 
hierarchical design decomposition. The 
crux of the design entity is the 
interface which allows the entity to be 
combined with other components. The 
interface is the abstraction's "pin-out" 
that describes the data paths and other 
factors that need to be known by 
component users. The secondary part to 
a design entity is its body which 
describes the organization and/or 
operation of a component. As an 
abstraction, the entity interface may 
possess mu1 t iple bodies, each 
representing a different implementation 
o r  emphasizing a different view of 
design. A design entity models 
electronics of any intricacy. Examples 
would be a logic gate, a flip-flop, a 
control unit, or a computer system. In 
fact, the range is only limited by the 
imagination of the designer as design 
entities can be used to describe any 
physical object having a bounded 
identity . 
The design entity interface contains in- 
formation that is common to the bodies 
that use the entity interface. This in- 
formation includes data that is visible 
and is not visible externally. Of the 
visible data there are two types ports 
and generics. The non-visible informa- 
tion may define types, constants, and 
attributes that are used by the alter- 
nate bodies of the entity. Inclusive of 
the object information, the interface 
can contain assertions that specify 
operating properties and operational 
circumstances of the entity. Operating 
properties specify desired timing or fu- 
nctional relationships demonstrated by 
the entity. Operating circumstances 
specify external conditions that must be 
stated in order for the entity to cor- 
rectly model its component. 
To define communication channels among 
design entities and the outside world, 
the port data describes the mode and 
type of that information. To pass data 
that is not part of an entity's port 
interface, but is important to the oper- 
ating circumstances, the design entity 
interface may have generics. For examp- 
le, a generic value would be passed to 
the entity to specify a particular tech- 
nology that the design entity is repre- 
senting. Generics may represent instan- 
tiations of preconditions for execution. 
Given the interface of a design entity, 
the designer provides a body that will 
describe the function of the entity. In 
V H D L  there are two major divisions of 
entity bodies; the architectural body 
that expresses the data transformations 
that occur within the entity and the 
configuration body that controls the 
choice of design entities that are used 
to model sub-components and the distri- 
bution of signal definitions. 
In an architectural body the description 
styles that designers use roughly fall 
into three categories: structural, data- 
-flow, and behavioral. As is implied, 
structural description is approximately 
equivalent to the schematic connection 
of electronic components. The data-flow 
description method consists of register 
transfer level data transforms. The be- 
havioral method of description allows 
the designer to specify transforms in 
wholly algorithmic terms. Any given 
architectural body may use these three 
general forms of description inter- 
changeably. 
With the capability of developing a li- 
brary of similar component designs, it 
is desirable to make use of existing en- 
tities even if names o r  ports are not 
exactly what are required, but a subset 
interface will suffice. Additionally, a 
design series can have multiple config- 
urations, each using slightly different 
design entities to implement the given 
component's behavior. The configuration 
body, which contains the configuraton 
specification, provides the ability to 
respecify the default association rules 
so that an architectural body's compo- 
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nents may be bound to corresponding but 
not identical design entities. The 
architectural bodies must preceed the 
configuration bodies which use them. In 
this way a confisuration body can add or 
modify the enity configuration post-de- 
sign without altering its basic archi- 
tecture. 
With the basic structural elements of 
the VHDL identified, the data of such a 
block structured language must follow in 
rigor, and scope. The VHDL is a strong- 
ly typed language based on the syntax 
and semantics of Ada. With this being 
known, the VHDL supports descriptions of 
objects from the typical bit values of 
'0' and '1' to higher levels of abstrac- 
tion such as "integer, 'I "message pack- 
et," and "instruction." With the range 
of data that can be described, VHDL 
avoids the pit-fall of predefining data 
types available to the designer. This 
gives the designer the ability to com- 
pletely describe new data types as they 
are needed. The set of types available 
to the designer include predefined types 
such as BIT, BOOLEAN, REAL, INTEGER, 
CHARACTER, and TIME. Additionally all 
scalar and composite types are allowed. 
These types would include enumeration 
types, physical types (allowing expres- 
sion of measurement defined in a base 
unit), records, and multidimensional 
arrays. VHDL has the ability to create 
functions and procedures and place these 
in packages to enable the designer to 
encapsulate algorithmic behavior. 
The two most salient features of VHDL 
for future application to artificial 
intelligence are the ability to create 
and attach attributes to objects and 
have liturgical assertions that have 
global scope for a design entity. As 
new technologies emerge for design and 
construction of electronic circuits, 
VHDL provides an attribute mechanism 
that allows designers to associate extra 
information with descriptions of 
components or parts of components. A s  
attributes can be referenced in VHDL 
this allows entities and data-objects to 
have LISP-like atom properties. This 
capability is useful in intelligent 
silicon compilation [8,9,10]. In order 
to produce designs that are both eff- 
icient, and more importantly correct, 
the VHDL has the assertion ability req- 
uired in many verification systems [Ill. 
Assertion statements check static or 
dynamic conditions that are either 
checked prior to simulation or during 
simulation as signal values change. 
Assertions may occur at any point in a 
VHDL description and are user control- 
lable in order to report the condition 
of the entity. 
EIS - -  The Pax Romana 
In 1984 the disparity due to the diver- 
sity of design formats and languages 
prompted outcries from industry where 
the future was seen as, 
"A nightmare of incompatible 
formats and a babel of diff- 
erent languages."[ 121 
The rhetorical question would be, "Has 
it gotten any better since 1984?" From 
the surveys of design systems available 
in the trade press, the answer is no; 
elthough efforts by IC designers and 
fabricators have produced draft inter- 
zhange formats (e.g. EDIF). In order to 
couple the large amount of distributed 
database designs many individual trans- 
lators have been written. Such one-on- 
one translation does not provide the in- 
tegration necessary for automated design 
and fabrication. without data integra- 
tion, no amount of automation will over- 
come the data interchange problem. 
A series of workshops were held to form 
a base-line for what would constitute 
the requirements for an EIS. More than 
150 people representing near as many 
organizations attended the workshops. 
The result was the creation of the 
Requirements f o r  Engineering Informat- 
ion Systems [13]. Five key areas for an 
EIS were identified by the participants. 
An EIS must support: 
- the reuse of design information 
from all forms of input, 
an information repository and 
data caputre designed for a multi- 
base, heterogeneous environment, 
an interface to its information 
model such that it economically 
supports integration of existing CAE 
software, - a system that is not monolithic 
in use so that installations may 
tailor the system for current and 
future needs, and - the efficiency to support the 
above functionality in its opera- 
tion. 
The architecture of the EIS is rooted in 
its information model; which when used, 
provides a Pax Romana (enforced peace) 
on the conflict of data representation 
and data usage. This Information Model 
is the focus of the EIS effort that will 
allow the identified key area to be 
achieved. The requirements are that, 
"The EIS must provide a model 
of the classes of engineering 
information that are needed to 
accurately describe the sem- 
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antics of the information in 
the engineering environment in 
which the EIS operates. The 
EIS Engineering Information 
Model (EIM) need not be used to 
actually represent engineering 
data; this is the purpose of 
the common exchange format. 
Rather, it must provide a def- 
inition of all information 
classes and modeling rules 
needed as the basis for formu- 
lating a conceptual framework 
for information exhange."[l4] 
It is this semantic description of engi- 
neering information that provides the 
knowledge-based technology that disting- 
uishes the EIS effort from other data- 
dictionary based, multi-view databases. 
It is the goal of the EIM to have the 
specification o f  semantics in a precise 
and understandable form. The informa- 
tion classes and prescribed modeling 
rules will ensure that the allowable 
combinations of the data can be modeled 
in exactly one way; the are no redundant 
EIM models of the same data within the 
s y s  tem. 
A goal of the EIS is to develop an 
accepted Common Exchange Format (CEF) in 
order to promote the exchange of data 
between design systems, repositories and 
organizations. From the experience 
gained in the development of the VHDL, 
the important factor in data exchange is 
the information model. Once the model 
is developed, the development of the ex- 
change format is one of representation 
notation design. The Object-Oriented 
Data Language will be used in the EIS 
for defining the syntax for manipulating 
objects maintaiced within an EIS. The 
PROBE Data Model, an object-oriented ex- 
tension of DAPLEZC, developed by Computer 
Corporation of America. DAPLEX is a 
semantic data model and query language 
that will provide the necessary features 
for an object-oriented information mod- 
el; such as 
the concept of an entity or ob- 
ject that has existence independent 
of its properties or relationships, - support for relationships between 
objects and for set-valued proper- 
ties, and - types and generalization hier- 
archies with inheritance. 
For access to repositories through the 
EIS the Object-Oriented Data Language 
will be used as the CEF between EIS 
installations. In addition, data ex- 
change adapters will be used to trans- 
port design data via VHDL and EDIF. A l -  
ternate exchange formats, such a s  a sub- 
stantial portion of SQL will be used f o r  
non-EIS installations as the program de- 
velops thus allowing an interface to 
foreign information models. 
The Object Manager of the EIS is the 
r e s po n s i b 1 e " age n t " f o r ma na g i n g ob j e c t s 
and functions. It registers new ob- 
jects, deletes objects that are unneed- 
ed, locates and retrieves objects, and 
provides access to objects. The Object 
Manager provides services for resolving 
object references in bindings with 
application to 1) persistent and 
temporary objects (data and events), 2 )  
stored and derived objects (database and 
computed), and 3 )  passive and active ob- 
jects (data and processes). Implementa- 
tion of the Object Manager is based on 
the design and facilities of the ENCORE 
system by Brown University. 
With the EIS Information Model key-stone 
set within the EIS, the representation 
of data is best controlled through 
rule-processing and control-point 
activation of data management functions. 
The Short-term requirements for 
rule-based processing of EIM data are 
that, 
"Rule processing must be sup- 
ported by programs that imple- 
ment all required management 
and control and other rule- 
based capabilities. There must 
be an interface specification 
f o r  every situation in which 
rule processing is necessary 
that allows proqrams to invoke 
appropriate rule processing 
programs and pass parameters to 
them. Rule processing may be 
implemented via object programs 
in the short term.. . . "  "The 
EIS must be able to invoke the 
rule processing services in a 
heterogeneous, distributed en- 
vironment. The services must 
fulfill tool availability req- 
uirements.. . " [  151 
In the extended short-term requirements, 
the general rule-based system which 
allowed object programs to have static 
knowledge-bases is modified S O  that, 
"A 1 1 c apa b i 1 i t i e s 
required by the EIS must be 
provided by a rule processor, 
which can be invoked through 
programs that use the speci- 
fied" [note: CAIS] "standard 
interfaces. The rule processor 
must support the execution of 
rules specified by a rule spec- 
r u 1 e - ba sed 
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ification language. The EIS 
must support facilities for 
adding, deleting, and modifying 
rules. The rule specification 
language must support the con- 
cept of system supplied variab- 
les.. . "  "and must support eval- 
uation of expressions, condi- 
tion testing and the triggering 
of actions. The rule speci- 
fication language must allow 
for the specification of ac- 
tions, including sending mess- 
ages, changing global and ob- 
ject-related management and 
control information, and invok- 
ing programs. The rule speci- 
fication language must support 
the concept of variables and 
parameters. The rule specifi- 
cation language must permit use 
of any type of object as a var- 
iable o r  parameter and must al- 
low for the specification of 
parameterized queries contain- 
ing update operations against 
EIS-managed data. The EIS, in 
combination with the rule pro- 
cessor, must be able to support 
the concept of parameterized 
messages and programs, and must 
be able to supply the parameter 
instantiations automatically." 
[ 1 6 1  
Thus the EIS Information Model is based 
on processing information using a multi- 
rule knowledge base in a multi-base en- 
vironment. From this foundation the ex- 
change of information among diverse en- 
vironments is no longer a matter of for- 
mat, but is one of semantics. 
Summary 
This paper has covered the descriptive 
capability and control mechanisms of 
the VHDL and the Information Model 
structure of the EIS. It is the purpose 
of both of these standards efforts to 
promote the interchange of electronic 
design data through the semantic content 
of the data rather than in its physical- 
/logical format. It is the intent that 
both of these "tools," a language and an 
environment,will be platforms from which 
knowledge based electronics design may 
continue forward. Internal to the VHDL 
there exist the necessary control struc- 
tures and proof mechanisms for the lan- 
guage to be the input to a formal proof 
of correctness system as done by Dr. 
Luckham at Stanford University. As has 
been described above, the EIS Informa- 
tion Model is to be based on known know- 
ledge-base requirements and techniques. 
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Abstract 
A m a j o r i t y  o f  t h e  c u r r e n t  e x p e r t  
s y s t e m s  Eocus on t h e  s y m b o l i c - o r i e n t e d  
l o g i c  and i n E e r e n c e  mechanisms oE 
a r t i f i c i a l  i n t e l l i g e n c e  ( A I ) .  Common r u l e -  
b a s e d  s y s  teins employ  emp i r i c a l  
a s s o c i a t i o n s  and  a r e  n o t  w e l l  s u i t e d  t o  
d e a l  w i t h  p rob lems  o f t e n  a r i s i n g  i n  
e n g i n e e r i n g .  T h i s  p a p e r  d e s c r i b e s  a 
p r o t o t y p e  e x p e r t  s y s t e m  which  combines  
b o t h  s y m b o l i c  and  n u m e r i c  comput ing .  The 
e x p e r t  s y s t e m ' s  c o n f i g u r a t i o n  i s  d e s c r i b e d  
and i t s  a p p l i c a t i o n  t o  a s p a c e  c r a f t  
a t t i t u d e  c o n t r o l  p rob lem i s  p r e s e n t e d .  
Introduction 
C u r r e n t  NASA p l a n n i n g  t o  d e v e l o p  a 
low e a r t h - o r b i t  Space  S t a t i o n  p o s e s  a 
u n i q u e  o p p o r t u n i t y  f o r  t h e  deve lopmen t  o f  
a n  e x p e r t  s y s t e m  f o r  c o u p l i n g  s y m b o l i c  
p r o c e s s i n g  and n u m e r i c a l  c o m p u t a t i o n s .  
Computer s i r n u l a t i o r i s  are  u s e d  
e x t e n s i v e l y  by  NASA t o  v e r i f y  s y s t e m  
d e s i g n .  T h e s e  s i m u l a t  ioris a r e  d e v e l o p e d  by  
h i g h l y  s k i l l e d  s i m u l a t i o n  s p e c i a l i s t s  and 
t h e  c o m p l e x i t y  o f  t h e s e  s i m u l a t i o n s  
r e q u i r e  t h a t  t h e  s p e c i a l i s t  b e  i n v o l v e d  i n  
t h e  o p e r a t i o n a l  p h a s e  as w e l l  a s  i n  
d e v e l o p m e n t .  T h i s  r e s u l t s  i n  a p o o r  
u t i l i z a t i o n  o f  p e r s o n n e l .  An e x p e r t  s y s t e m  
c o u p l i n g  s y m b o l i c  p r o c e s s i n g  and n u m e r i c a l  
c o m p u t a t i o n s  may s o l v e  t h i s  problem by  
p e r m i t t i n g  d e t a i l e d  e x p e r i m e n t s  and 
s t u d i e s  t o  b e  p e r f o r m e d  w i t h o u t  t h e  
i n v e s t i g a t o r ' s  need  t o  h a v e  a d e t a i l e d  
knowledge  o f  t h e  model i m p l e m e n t a t i o n .  
Development  o f  t h e  S p a c e  S t a t i o n  w i l l  
a l s o  r e q u i r e  c l o s e  c o o r d i n a t i o n  among 
s y s  tein d e s i g n e r s  from NASA, t h e  a e r o s p a c e  
i n d u s t r y  and  o t h e r  p a r t i c i p a n t s .  An 
i n t e l l i g e n t  s y s t e m  w i t h  enough knowledge  
of s y s t e m  d e s i g n  may b e  a b l e  t o  a s s i s t  i n  
t h i s  c o o r d i n a t i o n .  Such  a s y s t e m  c o u l d  
i n t e r a c t  w i t h  e a c h  s y s t e m  d e s i g n e r  i n  a n  
i n t e l l i g e n t  way, a l l o w i n g  f o r  t h e  
e x p l o r a t i o n  o f  a l t e r n a t i v e  d e s i g n s ,  
p o i n t i n g  o u t  p o t e n t i a l  p r o b l e m s ,  c a t c h i n g  
f o r g o t t e n  d e t a i l s ,  e t c .  (De J o n g  ( 1 9 8 3 ) ) .  
T h i s  s y s t e m  c o u l d  a l s o  i n f o r m  t h e  o t h e r  
members o f  t h e  d e s i g n  team o f  c r i t i c a l  
d e c i s i o n s  made. 
Most c u r r e n t  e x p e r t  s y s t e m s  f o c u s  on 
s y m b o l i c  r e a s o n i n g  and  i n f e r e n c e  
mechanisms and  t r a d i t i o n a l l y  h a v e  n o t  b e e n  
c o n c e r n e d  w i t h  t h e  n u m e r i c a l  p r o c e s s e s  
t r e q u e n t l y  u s e d  on e n g i n e e r i n g  p rob lems  
( e . g . ,  t h e  s i m u l a t i o n  o f  dynamic  s y s t e m s )  
(Kawamura ( 1  9 8 5 a ) ) .  However,  t h e  
i n t e l l i g e n t  u s e  o f  t h e s e  n u m e r i c a l  me thods  
i n v o l v e s  t h e  k i n d s  of  e x p e r t i s e  w i t h  which  
A I  h a s  d e a l t ,  and wh ich  is  f r e q u e n t l y  i n  
s h o r t  s u p p l y .  
R e c o g n i z i n g  s u c h  a n e e d ,  NASA's 
George  C. M a r s h a l l  S p a c e  F l i g h t  C e n t e r  
awarded  a c o n t r a c t  t o  t h e  V a n d e c b i l t  
U n i v e r s i t y  C e n t e r  f o r  I n t e l l i g e n t  S y s t e m s  
t o  d e v e l o p  a n  e x p e r t  s y s t e m  t o  run  a c l a s s  
of  s p a c e c r a f t  s i m u l a t i o n  p rograms .  T h i s  
c o n t r a c t  had t h e  E o l l o w i n g  l o n g - r a n g e  
o b j  e c t  i v e s  : 
1 . )  To c r e a t e  an e x p e r t  s y s t e m  t h a t  
can  a s s i s t  t h e  u s e r  i n  r u n n i n g  a v a r i e t y  
o f  s i m u l a t i o n  p rograms  employed i n  t h e  
d e v e l o p m e n t  o f  t h e  Space  S t a t i o n .  
2 . )  To c rea te  a n  e x p e r t  s y s t e m  t h a t  
u n d e r s t a n d s  t h e  u s a g e  o f  a NASA-supplied 
s i m u l a t i o n  and t h a t  c a n  a s s i s t  t h e  u s e r  i n  
t h e  o p e r a t i o n  o f  v a r i o u s  f e a t u r e s  o f  t h i s  
s i m u l a t i o n .  
A s  a n  i n i t i a l  s t e p  toward  d e v e l o p m e n t  
of  s u c h  a n  i n t e l l i g e n t  s y s t e m ,  a n  e x p e r t  
s y s t e m  c a l l e d  NESS (NASA E x p e r t  S i m u l a t i o n  
Sys  tern) was d e v e l o p e d ,  which  u n d e r s t a n d s  
t h e  u s a g e  o f  a c l a s s  o f  s p a c e c r a f t  
a t t i t u d e  c o n t r o l  s i m u l a t i o n  s o f t w a r e  and  
c a n  a s s i s t  t h e  u s e r  i n  r u n n i n g  t h e  
s o f t w a r e .  NESS w a s  b u i l d  u s i n g  a 
k n o w l e d g e - e n g i n e e r i n g  t o o l  c a l l e d  G E N I E  
(GENeric I n f e r e n c e  E n g i n e )  ( S a n d e l l  
( 1  9 8 4 ) ) ,  d e v e l o p e d  a t  Vanderb  i l  t 
U n i v e r s i t y .  The s i m u l a t i o n  s o f t w a r e  
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r e p r e s e n t s  a s i m p l i f i e d  model o f  a t y p i c a l  
s p a c e c r a f t .  I t  h a s  many o f  t h e  same 
f u n c t i o n s  which a p p e a r  i n  t h e  s i m u l a t i o n  
s o f t w a r e  o f  an a c t u a l  s p a c e c r a f t .  The 
pu rpose  o f  t h e  g e n e r i c  s i m u l a t i o n  model i s  
t o  s e r v e  as a t e s t - b e d  s i m u l a t i o n  d u r i n g  
t h e  development  o f  NESS. S i n c e  i t  was 
developed a t  V a n d e r b i l t ,  t h e  g e n e r i c  
s i m u l a t i o n  model i s  w e l l  u n d e r s t o o d  and is 
e a s i l y  mod i f i ed .  I ts  u s e  made t h e  
u n d e r s t a n d i n g  of  how t o  i n t e r f a c e  e x p e r t  
sys t ems  t o  s i m u l a t i o n  programs much easier  
t h a n  i f  a n  a c t u a l  s i m u l a t i o n  program had 
been used .  
COUPLED EXPERT SYSTEM 
Design P r i n c i p l e  
One o f  t h e  inajor d e s i g n  d e c i s i o n s  o f  
t h i s  p r o j e c t  w a s  t o  m a i n t a i n  a c l e a r  
s e p a r a t i o n  between t h e  g e n e r i c  s i m u l a t i o n  
model ,  which performs t h e  numeric  
c o m p u t a t i o n s ,  and t h e  e x p e r t  s y s t e m ,  which 
p e r f o m s  symbolic  p r o c e s s i n g .  T h i s  
p a r a l l e l s  t h e  s i t u a t i o n  i n  which a human 
e x p e r t  s e t s  o u t  t o  perform a n u m e r i c a l  
s i m u l a t i o n  e x p e r i m e n t .  The human e x p e r t ,  
u s i n g  h i s  o r  h e r  knowledge o f  t h e  sys t em 
t o  be modeled and t h e  c h a r a c t e r i s t i c s  o f  
t h e  s i m u l a t i o n  s o f t w a r e ,  makes d e c i s i o n s  
abou t  how t o  run  t h e  expe r imen t .  These 
d e c i s i o n s  a r e  t h e n  f r e q u e n t l y  implemented 
by  c r e a t i n g  an i n p u t  f i l e  t o  be  r e a d  by 
t h e  g e n e r a l  pu rpose  s i m u l a t i o n  s o f t w a r e .  
T h i s  f i l e  c o n t a i n s  p a r a m e t e r s  d e s c r i b i n g  
t h e  s i m u l a t i o n  model and s w i t c h e s  which 
inform t h e  program o f  t h e  o p t i o n s  s e l e c t e d  
by t h e  u s e r .  The u s e r  t hen  i s s u e s  a 
command t o  t h e  o p e r a t i n g  system t o  run t h e  
s i m u l a t i o n  program. I f  i t  r u n s  w i t h o u t  
e r r o r ,  t h e  u s e r  t h e n  examines t h e  o u t p u t  
f i l e s  and i n t e r p r e t s  t h e  r e s u l t s .  
Fo l lowing  t h i s  a p p r o a c h ,  t h e  e x p e r t  
sys t em (NESS) w a s  d e s i g n e d  a s  a s o f t w a r e  
sys t em s e p a r a t e  from t h e  g e n e r i c  
s i m u l a t i o n  model.  F i g u r e  1 shows t h e  
i n t e r a c t i o n  o f  t h e s e  two sys t ems  
s c h e m a t i c a l l y .  Each sys t em was w r i t t e n  i n  
t h e  l anguage  most n a t u r a l  t o  i t .  The 
g e n e r i c  s i m u l a t i o n  model was w r i t t e n  i n  
FORTRAN f o l l o w i n g  y e a r s  o f  t r a d i t i o n a l  
e n g i n e e r i n g  p r a c t i c e ,  and NESS was b u i l d  
u s i n g  a g e n e r a l  i n f e r e n c e  e n g i n e  (GENIE) 
w r i t t e n  i n  FRANZ LISP, f o l l o w i n g  c u r r e n t  
A I  p r a c t i c e .  
The knowledge-base o f  NESS c o n t a i n s  
t h r e e  t y p e s  of knowledge : g e n e r a l  
knowledge abou t  s p a c e c r a f t  a t t i t u d e  
c o n t r o l  s i m u l a t i o n  expe r imen t s  ; s p e c i f i c  
knowledge o f  t h e  i n p u t  p a r a m e t e r s  and 
t h e i r  f o r m a t s  r e q u i r e d  by t h e  g e n e r i c  
s i m u l a t i o n  program; and se l f -knowledge  
which i s  used t o  p r e v e n t  f o o l i s h  b e h a v i o r ,  
such  a s  a t t e m p t i n g  t o  examine r e s u l t s  
b e f o r e  a s i m u l a t i o n  r u n  h a s  been e x e c u t e d .  
The u s e r - i n t e r a c t i o n  s c e n a r i o  i s  
e n v i s i o n e d  as f o l l o w s .  The u s e r s  i nvokes  
NESS which q u e r i e s  him o r  h e r  abou t  t h e  
system t o  b e  modeled and t h e  expe r imen t  t o  
be  performed.  T h i s  i n t e r a c t i o n  s h o u l d  
avo id  r e q u i r i n g  t h e  u s e r  t o  s p e c i f y  a l l  
t h e  l o w - l e v e l  p a r a m e t e r s .  R a t h e r ,  i t  
shou ld  c o n c e n t r a t e  on t h e  inajor  
e n g i n e e r i n g  d e c i s i o n s  r e q u i r e d  t o  g e t  an 
answer t o  your  q u e s t i o n s .  The s e t t i n g  o f  
t h e  l o w - l e v e l  p a r a m e t e r s  s h o u l d  be  
i n f e r r e d  and performed by NESS, u s i n g  i t s  
knowledge. A f t e r  g a i n i n g  s u f f i c i e n t  
i n f o r m a t i o n  t o  s p e c i f y  a comple t e  
e x p e r i m e n t ,  NESS r u n s  t h e  S i m u l a t i o n  and 
checks  f o r  run - t ime  e r r o r  messages from 
t h e  o p e r a t i n g  system. 
NESS s h o u l d  then  examines t h e  o u t p u t  
f i l e s  c r e a t e d  by t h e  s i m u l a t i o n  model and 
i n t e r p r e t  them f o r  t h e  u s e r  i n  l i g h t  o f  
h i s  o r  h e r  ma jo r  q u e s t i o n s .  T h i s  i n v o l v e s  
e x h i b i t i n g  p l o t s  o f  model r e s p o n s e s  and 
comments on t h e  s t a b i l i t y  o f  t h e  proposed 
system d e s i g n .  
Sys tem A r c h i t e c t u r e  
NESS was des igned  u s i n g  f r a m e s ,  
agendas ,  menu-inputs  and r u l e - b a s e s ,  a l l  
o f  which a r  f a c i l i t i e s  p r o v i d e d  by G E N I E .  
Frames a r e  one o f  t h e  b a s i c  d a t a  
s t r u c t u r e s  c u r r e n t l y  used i n  A I .  Agendas 
p r o v i d e  t h e  c o n t r o l  i n f o r m a t i o n  n e c e s s a r y  
f o r  runn ing  an e x p e r t  system. A menu-input 
s t a g e  i s  used t o  g a t h e r  i n f o r m a t i o n  from 
t h e  u s e r .  Ru le -bases  c o n t a i n i n g  i n d i v i d u a l  
r u l e s  s t o r e  knowledge o b t a i n e d  from a 
domain e x p e r t .  The a r c h i t e c t u r e  o f  NESS i s  
i l l u s t r a t e d  i n  F i g u r e  2 .  
A s  can  b e  s e e n  from F i g u r e  2 ,  NESS 
c o n s i s t s  o f  f i v e  s p e c i f i c  f u n c t i o n a l  
modules c o n t r o l l e d  by  a t o p - l e v e l  Manager. 
The Model I n s t a n t i a t o r  o b t a i n s  i n i t i a l  
p a r a m e t e r  v a l u e s  from t h e  u s e r ,  t h e  
S i m u l a t i o n  Execu to r  r u n s  t h e  s i m u l a t i o n  
model ,  t h e  L i b r a r i a n  s t o r e s  and r e t r i e v e s  
pa rame te r  v a l u e s  from d i s k  f i l e s ,  t h e  
Parameter E d i t o r  a l l o w s  t h e  u s e r  t o  e d i t  
p a r a m e t e r  v a l u e s ,  and t h e  Graph ics  module 
d i s p l a y s  t h e  s i m u l a t i o n  r e s u l t s .  The top -  
Level  Manager c o n t r o l s  t h e  f i r i n g  o f  e a c h  
o f  t h e  f i v e  modules by means o f  a fo rward -  
c h a i n e d  r u l e - b a s e .  T h i s  a r c h i t e c t u r e  a l o n g  
w i t h  t h e  r u l e - b a s e  c o n t r o l  r e s u l t s  i n  a 
modu la r ,  f l e x i b l e  and expandab le  e x p e r t  
s y s  t e i n .  
System Implemen ta t ion  
FRANZ LISP p r o v i d e s  a number o f  ways 
i n  which a LISP p r o c e s s  s u c h  a s  NESS can  
e f f e c t  o p e r a t i n g  system c a l l s .  These c a l l s  
a l l o w  NESS t o  do t h i n g s  l i k e  w r i t e  a d i s k  
f i l e  c o n t a i n i n g  t h e  p a r a m e t e r s  t h a t  t h e  
s i m u l a t i o n  program n e e d s ,  c a u s e  i t s  
e x e c u t i o n  and read t h e  o u t p u t  f i l e s  i t  
creates  ( a s  i l l u s t r a t e d  i n  F i g u r e  1 ) .  
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ORIGINAL PAGE IS 
OF POOR QUALITY 
The most  s t r a i g h t f o r w a r d  u t i l i z a t i o n  
o f  a s y s t e m  c a l l  i s  s i m p l y  t o  i n c l u d e  a 
F R A N Z  L I S P  f u n c t i ~ i n  " e x e c "  ( F o d e r a r o  
( 1 9 8 3 ) )  t o  c a u s e  t h e  e x e c u t i o n  o f  a 
s t a n d a r d  U N I X  commands, d i r e c t l y  i n  a r u l e  
c l a u s e .  Fii r e x a m p l e ,  
o u t p u t - d i s p  lay- rb- ru le6  c h e c k s  t h e  
p r e c o n d i t i o n  t h a t  i n s u r e s  t h a t  t h e  
s i m u l a t i o n  program h a s  r im ( s e l f  
knowledge )  and  t h d t  t h e  u s e r  wan t s  t o  see 
a p l o t  o f  t h e t a ,  w h i c h  t h e  s i m u l a t i o n  
program would h a v e  d e p o s i t e d  i n  a d i s k  
f i l e  c a l l e d  'I t h e  t a O p l  t . s t p  ." The ' t h e n  ' 
s i d e  o f  t h e  r u l e  l o o k s  ,is f o l l o w s :  
( $ t h e n  ( e x e c  c a t  t h e t a 0 p l t . s t p ) ) .  
T h i s  c a u s e s  t h e  U N I X  " c a t "  command t o  
e x e c u t e ,  wh ich  s i m p l y  c o p i e s  t h e  named 
f i l e  ( t h e t a O p l t . s t p )  t o  t h e  u s e r ' s  
t e r m i n a l .  
A s l i g h t l y  inore i n v o l v e d  method i s  t o  
w r i t e  a demon ( i . e . ,  a s p e c i a l  p u r p o s e  
L I S P  f u n c t i o n )  t o  perforin some s p e c i f i c  
o p e r a t i o n  wh ich  may i n v o l v e  o n e  o r  more  
c a l l s  t o  U N I X  s y s t e ' n '  € u n c t i o n s .  Fo r  
e x a m p l e ,  a tJ emon named 
"se  t u p - i n i  t-Val-in s i m u l a .  i n p "  c a l l s  t h e  
s y s t e m  f u n c t i o n  " f i l e o p e n , "  " c l o s e , "  and 
" c p r i n t f  ," which  pe r fo r ins  fnt-indtted f i l e  
w r i t e  o p e r a t i o n s .  T h i s  demon i s  c a l l e d  by 
run-rb-rul e 1 . 
T h i s  r u l e  a l s o  c a l l s  t h e  demon 
"start-sim," which  u s e s  t h e  F R A N Z  L I S P  
f u n c t i o n  " p r o c e s s "  t o  f o r k  a c h i l d  
p r o c e s s ,  which  i 4  t h e  a c t u a l  e x e c u t i o n  o f  
t h e  s i m u l a t i o n .  
C u r r e n t l y  NESS and t h e  g e n e r i c  
s i m u l a t i o n  model  r e s i d e  on a VAX 1 1 / 7 8 5  
r u n n i n g  u n d e r  t h e  V M S / E U N L C E  o p e r a t i n g  
s y s  t e m .  
GENERIC SIMULATION MODEL 
S p a c e c r a f t  A t t i t u d e  C o n t r o l  Problem 
The € u n c t i o n  o f  a s p a c e c r a f t  a t t i t u d e  
c o n t r o l  s y s t e m  i s  t o  maneuver  a s p a c e  
v e h i c l e  i n t o  a c e r t a i n  o r i e n t a t i o n  d e f i n e d  
by  a r e f e r e n c e  v e c t o r ,  and  t o  m a i n t a i n  
t h a t  o r i e n t a t i o n  o v e r  a n  e x t e n d e d  p e r i o d  
o f  time. A s  a n  example  o f  a t t i t u d e  
c o n t r o l ,  c o n s i d e r  t h e  p o i n t i n g  c o n t r o l  
s y s  t e i n  € o r  t h e  S p a c e  T e l e s c o p e  ( D o u g h e r t y  
( 1 9 8 2 ) ) .  The c o n t r o l  s y s t e m  mus t  maneuver  
t h e  t e l e s c o p e  t h r o u g h  a 9 0  d e g r e e  a r c  i n  
l ess  t h a n  20 m i n u t e s ,  and  t h e n  m a i n t a i n  a 
s t a b l e  l i n e - o f - s i t e  t o  w i t h i n  0 .007  a rc -  
s e c o n d s  f o r  24  h o u r s .  T h u s ,  t h e  c o n t r o l  
s y s t e m  m u s t  b e  d e s i g n e d  to  maneuver  
t h r o u g h  a l a r g e  c h a n g e  i n  d i r e c t i o n  and  
t h e n  t r a c k  t h e  v e h i c l e s ' s  p o s i t i o n  a b o u t  a 
c o n s t a n t  d i r e c t i o n .  The v e h i c l e ' s  dynamics  
c o u l d  b e  r e p r e s e n t e d  by  n o n l i n e a r  
d i E f e r e n t i a 1  e q u a t i o n  d u r i n g  t h e  
maneuver ing  mode; i n  t h e  t r a c k i n g  mode, 
t h e  e q u a t i o n  c o u l d  h e  l i n e a r i z e d  a b o u t  t h e  
d e s i r e d  o p e r a t i n g  p o i n t .  I n  t h e  i n i t i a l  
p h a s e  o f  o u r  p r o j e c t ,  o n l y  t h e  s i m u l a t i o n  
o f  t h e  v e h i c l e  and c o n t r o l  s y s t e m  d u r i n g  
t h e  t r a c k i n g  mode was c o n s  i d e r e d .  
The commanded i n p u t s  t o  t h e  c o n t r o l  
s y s t e m  would g e n e r a l l y  b e  a n g u l a r  
p o s i t i o n .  Both a n g u l a r  p o s i t i o n  and 
a n g u l a r  r a t e  would b e  measu red  by  s t a r  
t r a c k e r s  and r a t e  gy ros . ,  and t h e s e  
measu remen t s  would b e  a v a i l a b l e  t o  t h e  
c o n t r o l  s y s t e m .  The t o r q u e  r e q u i r e d  t o  
a c c o m p l i s h  t h e  maneuver s  would be p r o v i d e d  
by a s e t  o f  c o n t r o L  moment g y r o s  (CMGs) .  
G e n e r a l l y ,  r e d u n d a n c y  i n  s e n s o r s  and 
a c t u a t o r s  c o u l d  h e  a d e s i g n  f e a t u r e  o f  t h e  
c o n t r o l  s y s t e m .  For  e x a m p l e ,  f o u r  s e n s o r s  
c o u l d  b e  p o s i t i o n e d  t o  m e a s u r e  t h e  
v a r i a b l e  i n  t h r e e - d i m e n s i o n a l  s p a c e  s u c h  
t h a t  a n y  t h r e e  o f  t h e  s e n s o r s  would 
p r o v i d e  l i n e a r l y  i n d e p e n d e n t  measu remen t .  
With t h i s  t y p e  o f  c o n f i g u r a t i o n ,  a l l  f o u r  
s e n s o r s  c o u l d  b e  used  and  c o n s i s t e n c y  
c h e c k s  made on t h e  m e a s u r e m e n t s .  I f  a n y  
o n e  s e n s o r  f a i l e d ,  t h e  r e m a i n i n g  t h r e e  
c o u l d  p r o v i d e  c o m p l e t e  c o v e r a g e  o f  t h e  
d e s i r e d  v a r i a b l e .  F i g u r e  3.  i s  a 
s i m p l i f i e d  i l l u s t r a t i o n  o f  t h e  p o i n t i n g  
c o n t r o l  s y s t e m  f o r  t h e  S p a c e  T e l e s c o p e .  
The c o n t r o l l e r ,  r e a c t i o n  whee l  a s s e m b l i e s ,  
and r a t e  and  p o s i t i o n  s e n s o r s  m e n t i o n e d  
a b o v e  c a n  e a s i l y  b e  i d e n t i f i e d  i n  t h e  
f i g u r e .  The F i n e  Gu idance  S e n s o r  b l o c k  i s  
u s e d  i n  d i f f e r e n t  ways f o r  t h e  d i f f e r e n t  
modes o f  s e a r c h i n g  f o r  a new t a r g e t ,  
c o u r s e  t r a c k i n g  oE t h e  t a r g e t ,  and f i n a l l y  
m a i n t a i n i n g  a n  a t t i t u d e  l o c k e d  o n t o  t h e  
t a r g e t .  
One f a c t o r  wh ich  makes t h e  c o n t r o l  o f  
a s p a c e  v e h i c l e  more i n v o l v e d  t h a n  t h e  
t r a d i t i o n a l  p o s i t i o n  c o n t r o l  p rob lem i s  
t h e  need  t o  u s e  s e v e r a l  c o o r d i n a t e  f r a m e s  
i n  d e f i n i n g  t h e  v e h i c l e s ' s  Loca t ion  a n d  
o r i e n t a t i o n .  I t  i s  common p r a c t i c e  f o r  t h e  
v e h i c l e s ' s  a t t i t u d e  to  b e  s p e c i f i e d  by  a 
s e r i e s  o f  t r a n s f o r m a t i o n s  f rom a n  i n e r t i a l  
f r a m e  t o  f r a m e s  t h a t  a r e  g e o c e n t r i c ,  
d e f i n e d  i n  t h e  o r b i t a l  p l a n e ,  and  
d e p e n d e n t  on  o r b i t a l  s h a p e .  I n  a d d i t i o n ,  
t h e  v e h i c l e ' s  o r i e n t a t i o n  i s  d e f i n e d  
r e l a t i v e  t o  a l o c a l  v e r t i c a l  f r a m e  d e f i n e d  
a t  t h e  v e h i c l e ' s  c e n t e r  o f  mass and  
o r i e n t e d  w i t h  r e s p e c t  t o  t h e  o r b i t  n o r m a l  
and  l o c a l  v e r t i c a l  d i r e c t i o n s .  O t h e r  
r e f e r e n c e  frames a re  d e f i n e d  f i x e d  wj t h i n  
t h e  v e h i c l e  a t  t h e  l o c a t i o n  o f  s e n s o r s ,  
a c t u a t o r s  and b e n d i n g  modes ; t h e s e  
i n t e r n a l  f rames r e l a t e  s e n s o r  d a t a ,  
g e n e r a l i z e d  f o r c e s ,  and b e n d i n g  
d e f o r m a t  i o n s ,  r e s p e c t i v e l y ,  t o  t h e  
v e h i c l e ' s  dynamic  e q u a t i o n s .  
T r a n s f o r m a t i o n s  are  p o s s i b l e  b e t w e e n  
t h o s e  v a r i o u s  c o o r d i n a t e  f r a m e s  ( R r a d y  
(1982)  and  P a u l  ( 1 9 8 1 ) ) .  A m a t r i x  c a n  b e  
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def ined  which can m u l t i p l y  a v e c t o r  i n  one 
coord ina te  frame t o  conve r t  i t  i n t o  t h e  
equ iva len t  vec to r  i n  a second coord ina te  
frame. Transformation m a t r i c e s  can be 
clef ined i n  terms of  r o l l - p i  tch-yaw a n g l e s  
between t h e  coord ina te  frames o r  i n  terms 
app l i ed  t o  s p a c e c r a f t  a t t i t u d e  c o n t r o l  
problems through t h e  concept  of  
Quaternions ( I ckes  ( 1  970)  and Grubin 
( 1 9 7 0 ) ) .  A Quaternion i s  a fou r  parameter  
system composed of  a v e c t o r  about  which 
t h e  r o t a t i o n  is t o  be made and a scalar  
which is  a measure of  t h e  a n g l e  of  
r o t a t i o n .  
Model Overview 
The g e n e r i c  s imula t ion  model shown i n  
F igure  4 r e p r e s e n t s  t h e  s i m u l a t i o n  of t he  
s p a c e c r a f t  and c o n t r o l  system dur ing  the  
t r a c k i n g  mode. 
A s imple  s p a c e c r a f t  a t t i t u d e  c o n t r o l  
system would have a minimum number o f  
t h r e e  ( 3 )  coord ina te  Erames. These 
coord ina te  frames would r e p r e s e n t  t h e  
i n e r t i a l  c o o r d i n a t e  sys tem,  t h e  a c t u a l  
v e h i c l e  o r i e n t a t i o n ,  and  the  t a r g e t  
r e f e r e n c e  d i r e c t i o n .  Zero p o s i t i o n  e r r o r  
i s  achieved when the  r e f e r e n c e  and v e h i c l e  
c o o r d i n a t e  €rames a r e  i d e n t i c a l  t o  each 
o t h e r .  These t h r e e  frames a r e  used i n  t h e  
g e n e r i c  s i m u l a t i o n  f o r  t h i s  r e sea rch  
p r o j e c t .  The f u n c t i o n  of  t he  a t t i t u d e  
c o n t r o l  s p a c e c r a f t  u n t i l  i t s  c o o r d i n a t e  
frame becomes i d e n t i c a l  t o  t h e  reverence  
c o o r d i n a t e  frame, and then  t o  m a i n t a i n  
t h a t  o r i e n t a t i o n  u n t i l  new r e f e r e n c e  
d i r e c t i o n  commands a r e  g iven .  The 
d i f f e r e n c e s  between a c t u a l  and commanded 
angular  p o s i t i o n s  and a c t u a l  and commanded 
angu la r  r a t e s  would be used by t h e  c o n t r o l  
system as the  e r r o r  s i g n a l s  used t o  
compute command s i g n a l s  f o r  t h e  a c t u a t o r s .  
These s i g n a l s  would command torque  from 
t h e  a c t u a t o r s  a b o u t , a n  a x i s  de f ined  by t h e  
Quaternion Transformat ion  t o  f o r c e  the  
e r r o r s  t o  zero .  This  amounts t o  
de te rmining  the  t r ans fo rma t ion  m a t r i x  
between t h e  c u r r e n t  v e h i c l e  o r i e n t a t i o n  
and t h a t  of  t h e  r e f e r e n c e  v e c t o r ,  and 
de termining  t h e  c o n t r o l  s i g n a l s  necessa ry  
t o  p h y s i c a l l y  implement t h a t  
t r ans fo rma t ion  ma t r ix .  
Implementat ion S t a t u s  
C u r r e n t l y  we a r e  running NESS w i t h  a 
s i m p l i f i e d  s i m u l a t i o n  model,  i . e . ,  t h e r e  
a r e  no bending modes, t h e  i n e r t i a  ma t r ix  
i s  d i a g o n a l ,  a n d  t h e  c o n t r o l l e r  i s  of  t h e  
P I D  ( p r o p o r t i o n a l - i n t e g r a l - d i f f e r e n t i a l )  
type.  The inpu t  command i s  angu la r  
a t t i t u d e .  Runge-Kutta a n d  l i n e a r  m u l t i s t e p  
i n t e g r a t i o n  a lgo r i thms  are  a v a i l a b l e  f o r  
performing the  numerical  i n t e g r a t i o n  of 
the  equa t ions  of  motion. The s i m p l i f i e d  
model (P ro to type  I )  is shown i n  F igure  5 .  
SAMPLE SESSION WITH NESS 
The primary knowledge i n  NESS i s  
concerned wi th  g a t h e r i n g  i n p u t  d a t a  f o r  
t he  s i rnulacion experiment .  NESS asks  t h e  
u s e r  t o  p rov ide  i n i t i a l  v a l u e s  of  some 
parameters  and o b t a i n s  o t h e r  by a sk ing  
q u e s t i o n s  from which i t  can i n f e r  them. 
This  i s  done i n  a s y s t e m a t i c  manner as 
fo l lows  : 
a )  NESS g a t h e r s  a l l  t h e  d a t a  r e q u i r e d  t o  
d e f i n e  the  s y s  t e m  t o  be s imula t ed .  
This  i nc ludes  g e t t i n g  v a l u e s  f o r  t h e  
i n e r t i a l  and c o n t r o l l e r  m a t r i c e s ,  
i n i t i a l i z i n g  the  Quaternion module 
and s e l e c t i n g  a method o f  
i n t e g r a t i o n .  
b) NESS asks  f o r  t he  type of  response  t o  
be ob ta ined  from t h e  system. A cho ice  
of  STEP o r  FREQUENCY response  i s  
o f f e r e d .  
c )  NESS then  completes  t h e  s e t  o f  
parameters  r equ i r ed  t o  run t h e  
s i m u l a t i o n  experiment .  
CONCLUSIONS AND FURTHER WORK 
This  paper  has  i l l u s t r a t e d  an e x p e r t  
system t h a t  can ass is t  t h e  u s e r  i n  running 
a c l a s s  o f  s p a c e c r a f t  a t t i t u d e  c o n t r o l  
s i m u l a t i o n s .  Although t h e  knowledge-base 
a n d  the  s imulat  ion model a r e  r e l a t i v e l y  
s imple  and l i m i t e d ,  w e  have demonstrated 
the  coup l ing  of symbolic  p rocess ing  and 
numer ica l  computat ion.  That w a s  t h e  
purpose o f  Phase I of  t h i s  r e s e a r c h  
(Kawamura (1 985b)) .  
I n  the  subsequent  phase ,  t h e  
c a p a b i l i t i e s  o f  bo th  t h e  s i m u l a t i o n  model 
and the  e x p e r t  system w i l l  be extended.  
The s i m u l a t i o n  model w i l l  be  extended t o  
inc lude  a c t u a t o r  and s t e e r i n g  d i s t r i b u t i o n  
equat ions .  Bending modes a r e  be ing  added 
i n  t he  body dynamic equa t ions  s i n c e  t h e y  
r ep resen ted  a s i g n i f i c a n t  concern t o  t h e  
c o n t r o l  system des igne r .  The e x p e r t  system 
i s  be ing  extended t o  a s s i s t  t h e  u s e r  i n  
running a wide v a r i e t y  o f  s i m u l a t i o n  
models. I t  w i l l  i n t e r p r e t  t h e  o u t p u t  d a t a  
to  de te rmine  system c h a r a c t e r i s t i c s  such 
as pe rcen t  ove r shoo t ,  s e t t l i n g  t ime ,  g a i n  
margin and phase margin.  Ness w i l l  a l s o  be 
extended t o  recommend a s u i t a b l e  s e r i e s  
compensator t o  be added t o  the  s imula t ion  
model t h a t  i s  r equ i r ed  t o  achieve  t h e  
d e s i r e d  f requency  O K  t i m e  response  e . g . ,  
ach ieve  a s p e c i f i e d  overshoot  or  phase and 
g a i n  margins .  
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r e s u l t s  oE Phase T I  are documented i n  t h e  
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36285, C e n t e r  f o r  I n t e l l i g e n t  Sys t ems ,  
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USER INTERFACE DEVICES FOR M I S S I O N  CONTROL 
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ABSTRACT 
The Mission Cont ro l  Center  (MCC) 
a t  Johnson Space Center  (JSC) i n  
Houston, Texas i s  being upgraded wi th  
new technology e n g i n e e r i n g l s c i e n t i f i c  
works t a t ions .  These works t a t ions  
w i l l  r e p l a c e  the e x i s t i n g  consoles  
and w i l l  emulate  the p resen t  hardware 
inpu t  and d i s p l a y  media. The works- 
t a t i o n s  w i l l  be us ing  new and d i f -  
f e r e n t  i n p u t  dev ices  f o r  the f l i g h t  
c o n t r o l l e r  t o  i n t e r a c t  wi th  the 
works t a t ion  and mainframes. T h i s  pa- 
pe r  p r e s e n t s  the r e s u l t s  of the USER 
INTERFACE survey  conducted by t h e  
Workstat ion Pro to type  L a b  (WPL). The 
WPL o f f e r e d  the oppor tun i ty  f o r  u s e r s  
t o  do "hands-on" e v a l u a t i o n  of a 
number of u s e r  i n t e r f a c e  o p t i o n s  t ha t  
Lab  personnel  had pro to typed .  
INTRODUCTION 
The System Development 
D i v i s i o n ' s  Workstat ion Pro to type  Lab 
(WPL) demonstrated s e v e r a l  i n t e r a c -  
t i v e  computer i n p u t  dev ices  t o  space  
s h u t t l e  f l i g h t  c o n t r o l l e r s .  The i n -  
pu t  d e v i c e s  t h a t  were presented  as 
p o s s i b l e  cand ida te s  f o r  the f u t u r e  
Mission Cont ro l  Center  (MCC) i nc luded  
the fo l lowing:  
a) Touch Screen - Comprised of 
two sheets of p l a s t i c  f i l m  
p laced  over  the t e rmina l  d i s p l a y  
whose i n n e r  sides are coa ted  
wi th  a r e s i s t i v e  subs tance .  
When the sc reen  i s  touched,  an 
analog s i g n a l  corresponding t o  
t ha t  po in t  i s  genera ted  and s e n t  
t o  the a s s o c i a t e d  c o n t r o l l e r  
box. T h e  c o n t r o l  box then  con- 
v e r t s  the analog s i g n a l  t o  a d i -  
g i t a l  va lue  which i s  used by t h e  
hos t  works ta t ion  t o  determine 
which po in t  on t h e  s c r e e n  was 
touched . 
b) Mouse - Used t o  c o n t r o l  the  
t e rmina l  s c r e e n ' s  c u r s o r  
The o p t i c a l  mouse i s  moved over  
a s p e c i a l  tablet  t o  i n i t i a t e  
movement. The mechanical mouse 
i s  similar t o  an "upide-down" 
track b a l l  and i s  moved on a 
smooth s u r f a c e  t o  i n i t i a t e  cur -  
sor movement. Once t h e  c u r s o r  
has been moved t o  the desired 
sc reen  p o s i t i o n ,  a bu t ton  o r  a 
series of bu t ton  would be 
pressed  t o  i n i t i a t e  a p a r t i c u l a r  
func t ion .  
c)  J o y s t i c k  - Used t o  c o n t r o l  
the  t e r m i n a l  s c r e e n ' s  c u r s o r .  
The cu r so r  i s  moved i n  t he  same 
d i r e c t i o n  as the j o y s t i c k  l e v e r .  
Once the cu r so r  i s  p laced  on t h e  
desired sc reen  p o s i t i o n ,  a but -  
t o n  o r  a series of b u t t o n s  would 
be pressed  t o  i n i t i a t e  a p a r t i c -  
u l a r  func t ion .  
d )  KeyboardlKey P a d  - U s e s  the  
s t anda rd  keyboard and s p e c i a l  
.keypads t o  manipulate  a c u r s o r  
p o s i t i o n  on a s c r e e n  o r  t o  i n -  
voke a u s e r  s e l e c t i o n .  
T h i s  i n p u t  dev ice  a l s o  i n c l u d e s  
a l l  func t ion  keys ,  d i r e c t i o n a l  
arrows,  numeric keypads, e t c .  
e )  Continuous Voice Recogni t ion 
System - Accepts a speech i n p u t  
t h a t  i s  t r a n s m i t t e d  e l e c t r o n i -  
c a l l y  t o  the vo ice  r e c o g n i t i o n  
system v i a  microphone. 
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The system takes the analog 
voice  s i g n a l ,  d i g i t i z e s  the pa t -  
t e r n ,  and s t o r e s  t h i s  p a t t e r n  i n  
i t s  memory. These sets of pa t -  
t e r n s  can be s t o r e d  on small 
f loppy disks or on a h o s t  works- 
t a t i o n .  Then, each time a 
waveform i s  rece ived  be t h e  sys-  
tem, i t  performs a p a t t e r n  match 
t o  the d i g i t i z e d  “vocabulary”  
p rev ious ly  s t o r e d  i n  memory. If  
a good match i s  found the  work 
i s  said t o  be “recognized”  and 
i t s  predef ined  f u n c t i o n  i s  send 
t o  the works ta t ion  t o  execute  a 
command. The vo ice  system a l s o  
has the c a p a b i l i t y  t o  playback 
recorded messages and response 
messages from t h e  h o s t  computer. 
USER INTERFACE SURVEY 
To provide  the b e n e f i t  of 
hands-on exper ience ,  a program was 
created which guided the  u s e r s  
through a series of demonst ra t ions  
des igned  t o  show how these d e v i c e s  
could  be app l i ed  t o  p r a c t i c a l  prob- 
lems fac ing  f u t u r e  u s e r s  of the next  
gene ra t ion  MCC so f tware .  T h i s  pro- 
gram provided the u s e r  w i t h  a means 
of c a l l i n g  up v a r i o u s  d i s p l a y s  and 
s imula t ing  the i n i t i a t i o n  of Orbiter 
commands. 
Over 150 people  p a r t i c i p a t e d  i n  
the o r i g i n a l  demonst ra t ions  and each 
was asked t o  make i n p u t s  t o  a rela- 
t i o n a l  database w i t h  their  r a t i n g  on 
each dev ice  as app l i ed  t o  a s p e c i f i c  
a p p l i c a t i o n .  S ince  the  o r i g i n a l  
demo, another  400 people  have seen  
the works ta t ion  i n p u t  d e v i c e s .  In 
the  table below, r e s u l t s  from the 
o r i g i n a l  e v a l u a t i o n  i s  shown (see 
Table I ) .  Note t h a t  9 . 0  i s  the  
h ighes t  p o s s i b l e  r a t i n g  and 1 .0  is 
the lowest  p o s s i b l e  r a t i n g .  
CONCLUSIONS 
The r e s u l t s  from these 
demonstrat ions shows tha t  the  
Mouse and Keypad were the pre-  
ferred inpu t  dev ices  f o r  the 
f l i g h t  c o n t r o l l e r s .  Add i t iona l ly ,  
there was a l imited number of 
v o t e s  f o r  t h e  touch sc reen .  It 
was determined the.mouse was ve ry  
good f o r  grabbing and dragging  a n  
ob jec t  on the sc reen .  The  mouse 
w i l l  be used f o r  moving and r e s i z -  
i n g  windows and f o r  b u i l d i n g  
d i s p l a y s  wi th  a g raph ics  e d i t o r .  
The keypad sof tware  i s  a p p l i c a t i o n  
s p e c i f i c ,  bu t  wi th  compiler  li- 
braries provided by the worksta- 
t i o n  vendors ,  sof tware  w i t h  keypad 
i n p u t  can e a s i l y  be w r i t t e n .  The 
touch sc reen  inpu t  w i l l  be o f f e r e d  
only  as an  op t ion  t o  the MCC up- 
grade program. 
Command Demo Device Type Disp lay  Demo ___________-----________________________----------------- 
7.7 Touch Screen 
5.4 Mouse 
4 .7  Keypad 
Voice 
3.0 J o y s t i c k  
* 
7 . 9  
5.7 
3.3 
7 . 0  
5.5 
* Voice Input  was not  a p p l i c a b l e  f o r  the Command Demo 
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THE DESKTOP INTERFACE IN INTELLIGENT TUTORING SYSTEMS 
Stephen Baudendistel Grace Hua 
COMPUTER SCIENCES CORPORATION 
Applied Technology Division 
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The interface between an Intelligent Tutoring System 
(ITS) and the person being tutored is critical to the 
success of the learning process. If the interface to the 
ITS is confusing or non-supportive of the tutored 
domain, the effectiveness of the instruction will be 
diminished or lost entirely. Consequently, the interface 
to an ITS should be highly integrated with the domain 
to provide a robust and semantically rich learning 
environment. In building an ITS for ZetaLISP on a 
LISP Machine, a Desktop Interface was designed to 
support a programming learning environment. Using 
the bitmapped display, windows, and mouse, three 
desktops were designed to support self-study and 
tutoring of ZetaLISP. Through organization, 
well-defined boundaries, and domain support facilities, 
the desktops provide substantial flexibility and power 
for the student and facilitate learning ZetaLISP 
programming while screening the student from the 
complex LISP Machine environment. The student can 
concentrate on learning ZetaLISP programming and not 
on how to operate the interface or a LISP Machine. 
Introduction 
Artificial Intelligence techniques are now beginning to 
be applied to the area of education, in particular to the 
development of Intelligent Computer Assisted 
Instruction (ICAI). Frequently, the ICAI is in the form 
of Intelligent Tutoring Systems. Figure 1 depicts a 
typical ICAI architecture [9]. The area of the ITS most 
frequently addressed to date has been the student 
model. By contrast, the interface has been minimally 
addressed. Yet the interface is the student's contact 
with every component of the tutor. If the student 
cannot get past the interface, the quality of the student 
model or of any other component of the ITS will not 
matter. Consequently, the interface must be a high 
priority in the development of any ICAI [17]. 
r"l IllTERFRCE 
I I 
STUDEnT TEACHlnG 
KnOWLEDG 
Figure 1. A typical Intelligent Computer Assisted 
Instruction (ICAI) Architecture. 
This paper will describe the implementation of an ICAI 
interface, referred to as the Desktop Interface, for a 
ZetaLISP Intelligent Tutoring Assistant (ZITA). To date 
the ZITA student model has been only minimally 
implemented, while the emphasis has been on 
developing an interface which would support and 
encourage learning to program in ZetaLISP on a LISP 
Machine. In fact, the Desktop Interface is intended to 
provide much more than a typical user interface: it is 
to provide a Programming Learning Environment (PLE) 
[ 191. Moreover, the Desktop Interface is presented as 
an authoring vehicle for developing programming 
language tutors for languages in addition to ZetaLISP. 
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In promoting the ITS interface, we are not advocating a 
position of ignoring components of ICAI other than the 
interface or of producing a glittering interface with no 
underlying substance. Ideally, all the components 
would be highly integrated. However, up to this point, 
more attention has been devoted to the more 
glamorous components: the Student Model and the 
Domain Knowledge. We do not want the gains made in 
these latter components diminished or lost because the 
learning environment does not foster and facilitate 
learning. Unpleasant experiences with frustrating, 
difficult interfaces will not advance ICAI, but rather 
retard it. Our ideal tutoring environment is one which 
seems invisible to the student but which supports the 
intuitive operational expectations of the student 
relative to the domain being tutored. 
Background 
I In the past five years important advances in graphical 
presentation capability have made possible a new, 
powerful method of communication. Bitmapped, 
graphical windows and the mouse have resulted in 
proven techniques for reliable, high-bandwidth 
information exchange between people and computers 
[21] which more closely model human cognitive 
processes, especially with the use of metaphor and 
frames [5]. With these capabilities we can move far 
beyond the limitations imposed by static CRT screens 
with 25 lines of 80 characters. Previously such 
capabilities have required expensive, multi-MIPS 
computers. But the decreasing cost and increasing 
power of microcomputers now make such capabilities 
readily available for ICAI. Indeed, we should demand 
windows and mice, and refuse to consider systems 
limited to complicated keystroke patterns and 
displaying a few lines of text. 
Criteria for Developing Tutoring Environments 
While the tutoring environment must be designed with 
the specific domain in mind, some general criteria for 
developing tutoring environments have begun to 
emerge [24]. Environments should be intuitive, 
obvious and fun. The use of metaphor, icons, and the 
mouse should take advantage of student intelligence, 
experience and resourcefulness. Environments should 
provide high-bandwidth communication between the 
student and the tutor. Designers should be motivated 
by teaching and cognitive knowledge about how 
experts perform tasks in the subject domain. 
Environments should isolate key tools for attaining 
expertise in the domain. Environments should 
maintain fidelity with the real world (in learning 
programming, the student should be able to run both 
examples and problem solutions). Environments 
should be responsive, permissive, and consistent based 
on skills students already have rather than forcing 
them to learn new skills. Finally, all tools should be 
based on similar interface devices such as menus, 
mouse clicks, etc. 
A ZetaLISP Tutor 
We currently have a task with the Artificial 
Intelligence Section of the Mission Planning and 
Analysis Division (MPAD) of NASA's Johnson Space 
Center (JSC) to provide training in AI topics (Common 
LISP, ZetaLISP, LISP Machines, CLIPS, ART). The 
ZetaLISP tutor has been developed on an 
as-time-permits basis to complement our ZetaLISP 
class. In designing the ZetaLISP tutor, two goals were 
established, First, we wanted an effective environment 
for tutoring ZetaLISP on a LISP Machine. Secondly, we 
wanted to develop a general programming learning 
environment for computer applications languages. In 
particular, we wanted a PLE which could be duplicated 
on workstations and the upcoming, more powerful 
personal computers. 
One must make a number of assumptions when 
implementing a tutor. Ours were as follows: the 
student would be a technical professional employed by 
NASA or its contractors; the student would have the 
equivalent of 40 hours of Common LISP training and 8 
hours of hands-on training in the use of a LISP 
Machine; the tutor would supplement our classroom 
ZetaLISP training; the tutor could evolve to be used by 
persons who had completed the ZetaLISP training 
(about 45 hours) and were interested in obtaining 
more experience or were seeking examples to help in 
their current tasks. 
The coaching system of ZITA evaluates the student's 
performance through a differential modeling 
technique, comparing the student's progress to an ideal 
solution step-by-step, intervening immediately when it 
perceives the student has made a mistake [4], [IS]. At 
this stage of development, the immediate intervention 
issued by the tutor primarily points out syntactic 
errors and noise level errors made by the student 
presumably due to negligence and fatigue. Based on 
the previous assumption of the student's background, 
these errors are not considered to have resulted from 
misconceptions in learning. 
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Learning to Program and the PLE 
How could an appropriately structured environment 
facilitate the acquisition of programming skills [ 16]? 
In order to answer this question, we first investigated 
some of the aspects of learning to program. Three 
aspects of learning to program were to be supported 
by.our PLE [l]. First, the PLE was to help the student 
organize and compile problem-solving operators for 
programming. Learning to program involves 
recognizing appropriate goals and decomposing the 
goals into subgoals until goals are reached which 
correspond to code. Secondly, the PLE was to represent 
the relevant knowledge, both declarative and 
procedural, in ways which correspond to the cognitive 
representations of programmers, because one's 
representation of a problem has strong impact on one's 
problem-solving ability. Thirdly, the PLE was to act as 
an external memory device for programmers to reduce 
the impact of human memory limitations. 
Approximately 50 percent of LISP novices' time is 
spent recovering from errors of memory [ 11. By 
reducing student working memory load, the PLE will 
minimize student errors due to memory limitations. 
Good programmers are made, not born [23]. B.S. Bloom 
found that 98 percent of the students with private 
tutors performed better than the average classroom 
student. He also found that the greatest learning gains 
were for the poorest students [2]. The average college 
graduate is not prepared to perform professional 
programming tasks without additional training when 
he or she first arrives on the job in industry. Large 
sums of money are spent training and retraining 
programmers with widely varying results. We can 
improve this process greatly by developing intelligent 
tutors for learning programming which will provide 
consistent, cognitively modeled [ 121 tutoring when and 
where needed, and at significant cost savings. 
The PLE of our ZetaLISP tutor addresses the three 
aspects of learning programming described above in 
four ways: 
a) Learning by example 1201, [lo], [41; 
b) Facilitating knowledge representation; 
c) Reducing student working memory requirements; 
d) Unleashing the power of the computer on the ICAI 
interface. 
The PLE is based on learning by example. Examples 
are critical to learning and to the structure of 
knowledge and memory. Learning by example 
provides the student with early, positive experiences 
and lays down a solid foundation on which to build. 
Examples help the student organize and compile the 
use of appropriate operators for programming. 
Examples illustrate goals and subgoals appropriate to a 
particular language but which may not transfer to or 
from other languages. Techniques recalled from 
examples help reduce the number of steps to produce a 
solution in similar problems. Novices use examples to 
generalize solutions, set limits to those generalizations, 
make recipes for standard tasks, and as a basis for 
remeval and modification approach to generating 
other examples. 
Adult students only acquire effective use of 
problem-solving knowledge by practicing with a series 
of examples and problems [19]. Adults prefer learning 
by doing rather than watching because it makes the 
subject immediately useful and meaningful 1221. 
Studies by the Xerox Corporation confirm that learning 
occurs 50 percent faster with active, hands-on training 
than when the learning is passive [ 131. Adult learners 
seek a focused, applicable treatment of the subject so 
they can transfer the concept to their work. 
Generalities are acceptable only when they lead to 
specific information and ideas. Adults are highly 
motivated to apply their learning to their work and are 
willing to assume responsibility for learning. Adult 
learning uses experience as a resource. Adults feel 
rewarded when the learning enriches their experience. 
Material that provides options is more appealing to 
adults than material that locks in one approach. 
Examples reinforce and strengthen the link between 
the concept and application transfer, rewarding the 
learning experience and disposing the student toward 
further knowledge. 
The PLE facilitates programming knowledge 
representation as used by the expert. Not only is 
syntactic knowledge represented, but more 
importantly, much implicit semantic knowledge, 
acquired over many years of experience, is presented 
to the student. Techniques illustrating when, what, 
and how to extend specific knowledge in the examples 
to solve new problems (extrapolate) [ 151 must be 
taught. Human learning occurs as a search in a 
problem space [I21 and the desktop interface of the 
PLE helps constrain and focus the search. Each 
learning state and operators are well defined for each 
desktop in the PLE. Chunking is well suited to learning 
because it is a recorder of goal-based experience; it 
caches the processing of a subgoal in such a way that a 
chunk can substitute for the normal, possibly complex, 
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processing of the subgoal the next time the same or a 
similar subgoal is generated [ll]. Each exercise is a 
chunking process of storing both knowledge and links 
to appropriate, related knowledge. 
Memory load is minimized by the PLE. Each desktop of 
the PLE organizes information by chunking into easily 
recognized areas, minimizing student memory 
requirements. Each desktop is self-contained; the 
information necessary to perform required actions on 
the desktop is present in a window. Transitions from 
one desktop to another are accomplished with a simple 
mouse click on a clearly marked box. By using dkect 
manipulation techniques with the mouse and menus, 
options are clearly delineated and selected in obvious, 
foolproof ways. Examples and problems help clearly 
separate details from general principles and establish 
limitations when extending operators. Finally, each 
student can use as much or as little of the instructions 
and explanations as desired, thus both avoiding 
information overload and frustration from too little 
information. 
Students fail to learn from ICAI only when there are 
negative forces set up against learning [23] such as 
unfriendly, difficult interfaces. By unleashing the 
power of the computer in creating a seemingly 
invisible desktop tutorial interface, we provide an ideal 
programming learning environment. The format of the 
PLE defines boundaries unobtrusively while leaving 
the horizons of the domain open for the student to 
acquire the desired knowledge. Bitmapped windows, 
the mouse, and high-powered (MIPS, memory, 
windowing operating systems), low-cost, 
microprocessor-based computers have made possible 
high-bandwidth, self-evident ICAI interfaces. 
The Desktop Interface Implementation of the 
PLE 
The Desktop Interface implemented for the ZetaLISP 
PLE resembles a desk with relevant documents spread 
out neatly on it; because there are several discrete 
stages in the PLE, there is a separate desktop for each 
stage. Each desktop is divided into four or five parts 
(windows) with each part representing one document; 
if a document cannot be seen completely in its window, 
the window scrolls (using the mouse) to permit unseen 
sections to be read. People can deal with from four to 
seven chunks of data at one time [8]. The division of 
the desktop into less than seven chunks is designed to 
fit this cognitive model and thereby to limit the 
student working memory load. Desktops and windows 
are consistent in format and function. Each desktop 
must be self-contained so that the student can 
concentrate on learning the desired knowledge of the 
domain and not on operating the interface or searching 
books for additional information. All options are 
selected with the mouse. Code for examples and 
problem solutions can be executed by clicking the 
mouse on an appropriate menu item. The student can 
hardcopy the window contents for easier reading, 
making notes, or for future reference [23]. 
Four desktops comprise the Desktop Interface for this 
PLE. The first three have been implemented; the 
fourth has not been designed. The first desktop is the 
Selections Desktop (Figure 2). In the Selections 
Desktop the student selects, with the tutor's assistance 
(based on past performance), the topic of study by 
selecting an example topic with the mouse. This 
desktop also contains a LISP listener where the student 
can enter and execute LISP code if desired for any 
reason. When an example topic is agreed on between 
the tutor and the student, the student is taken to the 
second desktop, the Study Desktop (Figure 3). 
In the Study Desktop, the student is presented with 
instructions for the desktop, the code for the selected 
example topic, explanations for the topic, and a LISP 
listener. Because so much information about 
programming is conveyed only by executing programs, 
the student can execute the code for the example being 
studied by selecting a box with the mouse at the 
bottom of the LISP listener (Figure 4). When the 
student has finished studying the example, he or she 
can work problems posed by the tutor which are 
variations of the code of the example studied by 
selecting a box with the mouse at the bottom of the 
LISP listener. In this case, the student is taken to the 
third desktop, the Tutorial Desktop. As before, there 
are instructions for this desktop and the code of the 
example from the Study Desktop. 
In the Tutorial Desktop, the student clicks the mouse 
on the menu item "Show Variation Choices" and is then 
presented with a list of available problems. Once the 
student selects a problem to work, the code of the 
problem, which is a variation of the example studied, is 
loaded in a window (code which the student is to 
supply is missing, from a few lines to whole functions). 
Guidelines for working the problems appear in reverse 
video and a reverse video window appears over the 
example code window for the student to enter the 
missing code according to the guidelines (Figure 5) .  
The student enters ZetaLISP code and the tutor 
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Figure 2. The Selections Desktop of the Desktop Interface. 
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Figure 3. The Study Desktop of the Desktop Interface. 
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  the Instructions YlndW (thls uindou). 
5. To RETURN to the example Selections, cllck the nouse on the 
lndlcated box to the riaht in the Llstener uindou. 
6. To IWOUT variations o f  this exenple, sllck the nouse on the 
indicated b o l  to the right in the Listener uindou. 
7. To RUN the exanole YOU selected, click the nouse on the 
indlsated bor to the right i n  the Listener uindou. 
Uhen a selection i s  nede. a value assigned to that selection 4s 
returned as the side effect. If the nouse 1s n w e d  outside the 
uindou ulthout naklng a selection, M I L  i s  returned as the side 
effect. 
2. The code fw this example appear. in the Code Uindou at the 
lower right. There are many DWnutatlOnS OF thls uindou; border8 
SM be nadc less or  nore bold. nore itens can be added. the lebe 
can be changed, the text Can be presented in different fonts and 
so Forth. Notlsc thet nothing In  the code defines the s i z e  oF 
the window or &re it i s  to appear. The default .Ire i s  thet 
uhlch i s  large enouph to hold the Iten list and title, slvcn the 
specifled font .lies, the runbar and length o f  menu (tens; the 
deFevlt position Of .ppcu.nce 1s at the nouse CUTSOP position. 
Notice a l s o  that the uindou Contents belou the popup n e w  i s  
DrcSerud ,  IC ,  when thc popup ulndou disappears, the contents OF 
the window bclou renain intact. 
3. RCCCr to Pages 213-228 Or Volune 7, Progranning the User 
Interface for Further detslls. 
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Figure 4. Student executing code for the example being studied on the Study 
Desktop. 
attempts to diagnose bugs and offer corrective 
dialogue. When the student successfully completes the 
problem, the tutor inserts the code into the variation 
code window and the student can execute the problem 
solution (Figure 6) by clicking the mouse on the menu 
item "Run Variation with User Code". The student may 
then select another problem on the current topic or 
return to the Selections Desktop to choose another 
topic. 
The fourth desktop, the Planning and Goals Help 
Desktop, has not been implemented yet. Because 
successful programming requires knowledge of how to 
both recognize recurring operations and make goals 
and plans to perform those operations, unsuccessful 
programmers will exhibit a lack of such abilities. 
Consequently, the tutor will have to help not only with 
syntax but also with establishing programming goals 
and plans. Overcoming this inability is critical if the 
student is to learn programming [181, [141, [61,[71. 
Thus, when the student demonstrates an inability to 
form correct programming goals and plans, he or she 
will be transferred to this desktop and will be assisted 
by the tutor in devising successful goals and plans for 
the selected problem before being returned to the 
Tutorial Desktop. Once back in the Tutorial Desktop, 
the tutor will assist the student in writing code based 
on the goals and plans developed in the Planning and 
Goals Help Desktop. 
Expectations for an  ICAI PLE 
We expect the PLE to satisfy a number of sound 
cognitive principles. The actual layout of the PLE is not 
important so long as the underlying structure makes 
the semantics of the domain evident, that is, makes it 
easy to carry out actions in the domain, and to see and 
understand the results and implications of those 
actions. It must support students as they acquire an 
understanding of the complex semantic domain of 
programming, minimizing the gap between 
expectations and actions supported. Certainly it is 
specialized, highly integrated with the domain and 
semantically rich with high-bandwidth information 
transfer between interface and student. It avoids 
low-bandwidth, semantically weak interfaces which 
greatly complicate the diagnosis problem. By offering 
a good match to goals and plans of the student as they 
140 
Connand : 
Reset t ins  R R T . . .  
Knouledae base has been r e a c t .  
110 eppl1cable ruler. 
No applisablc rules. 
No applicable rules. 
Tulorlal LISP Llstener 
Figure 5. Student entering code to solve the problem posed by the ZetaLISP tutor on 
the Tutorial Desktop. 
I;; -.- Mods: LISP; Bare: 10.; Package: COMMON-LISP-USER - * -  li:; -*- Modi: LISP; Base: 10,; Package: COMMON-USF-USER -'- .............................................................................................................................................. 
(dervar .SOIOr-m.nU-...mpl.-I .. nil) I ....................................................................... (aswar -coior-menu-exampie* nil) 
(defnavor C O I O ~ - C ~ O I C O  0 
(1v:nom.nfary-m.nu) 
(:dehUIf -inif-pllsf 
; bold thkk borders 
; Iarp. beid SharaC1.n 
........................................................................ 
:borders 6 
:lonf-map '(fontl:bigmf fonfl:nl12i) 
:label '(:fop :string 'S.i.cf Color of  IISU.. :(on[ fontl:hlf2l) 
:ifem-U~i s(-slu.' -Rea- *Y.IIOW- 'Orem' 'orange'))) 
; choices in menu 
(refp 'COlOr-mPnU-.xamp1.* (tv:m&k.-windOw 'color-choice)) 
(rem" mom.ntarypopup () 
; the : c h o ~ m  m.rrage below a~tu.IIy c a ~ s e i  th. manu I o  pop-up 
........................................................................ 
T u l o r l a l  Varlatlonr Wlndow T u t o r l r l  Example Window 
tIARDCOPV IJ TOP u BOTTOM U 1 HARDCOPY U TOP IJ BOTTOM 0 
Figure 6. Student executing code for their solution to the problem posed by the 
ZetaLISP tutor. 
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learn to program, it accommodates stages of student 
conceptualization of the domain and how movement 
from one stage to another takes place. It reflects the 
task of learning programming, the information that 
must be presented, and ways in which students may 
interact with the information, that is, how good 
programmers organize knowledge and use operators. 
Serving as an external memory system, the PLE uses 
the desktop metaphor to organize, standardize, define 
boundaries, reduce memory requirements, obviate 
actionslresults, and convey a feeling of control. 
Conclusions 
We now need, and will continue to need, many 
well-trained programmers. The current method of 
training programmers is expensive, haphazard, and not 
founded on an understanding of how to learn 
programming. Over the past five years we have 
obtained much knowledge of how to learn 
programming and, at the same time, computers and 
software have advanced dramatically in capability 
while their cost has declined substantially. At this 
point we have the knowledge and tools available to 
develop an ICAI Programming Learning Environment 
and deliver uniform, semantically rich, and cognitively 
based tutors to train the necessary programmers. The 
Desktop Interface is a candidate authoring vehicle for 
such an ICAI PLE. We are continuing, as time permits, 
to develop and test the Desktop Interface and the 
Student Model in the ZetaLISP tutor. 
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ABSTRACT 
The Human Eng neering function in many projects is at best a limited support 
function. In this NAVY project the Human Engineering function is an integral 
component of t e systems design and development process. Human Engineering is a 
member of ti ? systems design organization. This ensures that people 
considerations are: 1) Identified early in the project; 2) Accounted for in the 
specifications; 3) Incorporated into the design; and 4) The tested product meets 
the needs and expectations of the people while meeting the overall systems 
requirements. The project exemplifies achievements that can be made by the 
symbiosis between systems designers, engineers, and Human Engineering. This 
approach increases Human Engineering's effectiveness and value to a project 
because it becomes an accepted, contributing team member. It is an approach to 
doing Human Engineering that should be considered for most projects. The 
functional and organizational issues that give this approach strength are 
described in the paper. 
PROJECT BACKGROUND 
The purpose of the Rapid Acquisition of 
Manufactured Parts Test and Integration Facility 
(RAMP/RTIF) project is to quickly produce quality 
replacement and spare parts for the Navy which are 
unavailable when needed. The objective is to make 
a substantial reduction in the total time required 
to produce parts to thirty working days after 
notification of award. Figure 1 shows present 
supply system responsiveness and the performance 
requirements to be accomplished in the RAMP/RTIF 
project. 
The RAMP/RTIF Manufacturing System will initially 
include manufacturing and process planning systems, 
engineering, production control, and order entr 
for the production o f  Small Mechanical Parts (SMPY 
and for the production of Printed Wiring Assemblies 
(PWA) . 
PROJECT HUMAN ENGINEERING ISSUES 
The NAVY, from the beginning of the project, has 
emphasized that people issues require significant 
and appropriate consideration in system design 
work. The RAMP/RTIF Human Engineering Program is a 
response to those concerns by integrating human 
engineering considerations into the design and 
development of the RAMP SMP/PWA workcell hardware, 
software, procedures and facilities. Special 
emphasis is being placed on human engineering 
concerns associated with the introduction of 
automation into manufacturing, administration, 
fabrication, and maintenance of the SMPs and PWAs. 
Some of these concerns include ensuring that: 
1. Task complexity is not increased by 
automation, but rather simplified and made 
more efficient. 
2. Newly created user interfaces are designed 
to be user-friendly, easy to learn, and easy 
to use. 
3. Potential safety hazards are examined and 
eliminated from the design of user 
workstations. 
4. The user population can effectively, 
efficiently and safely operate and maintain 
a1 1 equipment/software in the RAMP/RTIF 
(i.e., users can see, reach, and operate 
equipment, and can understand and easily use 
commands and menus in the software). 
5. The data and information that people must 
deal with will be appropriate for their 
tasks, in a form that will make the task 
doable within their skill level, and/or 
appropriate training is provided. 
6. The RAMP/RTIF system is being designed to 
ensure that maintenance personnel can 
effectively, efficiently, and safely perform 
maintenance functions. 
THE STRENGTH OF T H I S  PROJECT APPROACH 
The resolution to the NAVY'S request for quality 
Human Engineering has been a commitment by the 
prime contractor (South Carolina Research 
Authority) to include Human Engineering in all 
stages of the RAMP/RTIF project design and 
development. Although the individual tasks that 
the human engineer will do on the project are not 
uncommon, the manner that they are tied together, 
the organization position, and the assignment of 
responsi bi 1 i ty/accountabi 1 i ty are among the factors 
that make this Human Engineering function an 
effective system engineering team member. The 
benefits of this position are that Human 
Engineering will contribute to: 
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Figure 1 RAMP System Requirements Vs Present Average 
Supply System Responsiveness 
1. Likelihood that the WHOLE PROJECT will 
succeed because people were properly 
accounted for in the design. 
2. A practical approach to design where human 
needs are identified early and incorporated 
(integrated) into the systems requirements 
specs. 
3 .  A realistic accounting for people issues in 
terms of accomplishing a balance between 
people needs and overall system needs. 
3 .  Providing an effective symbiosis between 
people and the system that meets the 
performance, accuracy, and acceptability 
required. 
This paper i s  to show the attributes of the 
RAMP/RTIF Human Engineering function that takes 
Human Engineering out of a support function (with 
little impact on overall system design) and makes 
it a system design team member (with appropriate 
impact on system design). Each of the following 
topics contributes to making Human Engineering a 
valuable team member. They are discussed here to 
encourage other projects to place Human Engineering 
into a similar role where they can greatly improve 
their contribution to a project. 
Strength: SYSTEMS DESIGN CONCEPT 
In the RAMP/RTIF project the human engineer must be 
concerned with all the various tasks, interfaces, 
and specific involvements that people will have 
with the RAMP. This means that the human engineer 
must work with each of the following functional 
areas in order to deal adequately with the people 
issues across the project: 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Systems design, simulation, and integration 
Hardware/software/process design 
Safety/hazard analysis 
Manpower and training 
Test and evaluation 
Logistics engineering 
Operations and maintenance doctrinal 
development 
Configuration control and management 
(software/hardware) 
Program review/approval processes 
Vendor evaluation and selection 
Architectural facility design, development, 
review and approval 
Engineering change review/implementation 
processes 
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As one looks at all these views that effect design 
and development, it is obvious that there must be 
synthesis of information across the technical areas 
in order to develop a workable design and 
development solution. The synthesis of information 
across these areas means that important aspects of 
a "Systems Design" process are being used. This 
concept is being emphasized here because the human 
engineer is a RAMP/RTIF team member in this process 
which gives great value to the Human Engineering 
function. By taking a system view in RAMP/RTIF, 
the people issues are dealt with wherever people 
have to perform a task, process information, or 
will physically come into contact with equipment 
and materials. As a result of the systems design 
approach, a consistent standard of interaction with 
people can be maintained across the system so that 
people will always know what to expect and be able 
to properly interact. 
By taking a systems view in RAMP/RTIF, the people 
issues are dealt with wherever people have to 
perform a task, process information, or will 
physically come into contact with equipment and 
materials. As a result of the systems design 
approach a consistent standard of interaction with 
people can be maintained across the system so that 
people will always know what to expect and be able 
to properly interact. 
Strength: STAGES OF SYSTEM DEVELOPMENT 
The stages of system development presented below 
are not specifically identified in the same form in 
the project but the content is normally covered in 
the military system design process. The stages are 
mentioned here to clarify and emphasize the scope 
of the "System Design" work that the human engineer 
has to deal with. The human engineer will play a 
role in each of these stages throughout the 
project. Collectively the roles describe a 
methodology designed to maximize the effectiveness 
of the Human Engineering contributions to the 
project while minimizing the Human Engineering 
resources needed. 
Conceptualization -- The initial identification 
and description of the people parameters must be 
made here. 
Specification -- With the people issues 
identified in the conceptualization stage, 
conversion of those issues into integrated 
requirements will be more effective. Performance 
and acceptance test methods should be defined 
here. The tests must specify that the people who 
will be using the system will be a part of the 
test. 
Design -- Human engineering will develop specific 
solutions to meet system specifications. The 
person works with the systems, software, 
hardware, and other engineers to generate design 
solutions that appropriately take care of and 
implements a design that meets needs. 
o Development -- As the design is being implemented 
the human engineer works with the engineering to 
formulate and ensure that design solutions are 
appropriate for the people who will be involved 
with the system. Implementation solutions will 
be user tested throughout the development stage 
to evaluate effectiveness of design and aid in 
making modifications in implementation where 
necessary. 
o Test -- Participate in evaluation of the system. 
Evaluate the effects of the system on people and 
the effectiveness of people to use the system. 
Show that system performance and acceptance meets 
requirements with people using the system. 
Strength: 
Support Function, No! 
Traditionally people outside the Human Engineering 
discipline have viewed Human Engineering as a 
support function that is limited to concern for 
computer screen design, and controls and displays 
work. Human Engineering therefore has often been 
relegated to do specific, and very limited tasks 
that are considered to be within the domain of 
Human Engineering. The resulting piecemeal, out of 
context approach usually minimizes the likelihood 
that many/most of the important people issues 
across a project(i.e. uniform useability, system 
performance, acceptance) are addressed. An analogy 
would be like asking an architect to specify 
windows and doors for a building but not telling 
the architect for what type of building (critical 
information needed for the architect to determine 
the correct doors and windows to specify). The 
people who would use the building might find, for 
example, that they needed a garage door but none 
was included. 
HUMAN ENGINEERING APPROACH TO WORK 
This approach usually results, at best, in a small 
amount of improvement for people who will come into 
contact with the system, but will generally result 
in forcing a poor match between the system and the 
people who must use it (See Figure 2, the square 
peg in the round hole syndrome). Since this is not 
an effective approach to deal with people issues, 
it is not being used. 
a HE Support Function 
Ammpllshes Some 
Improvement 
/ 
Figure 2 People Forced to Fit the Design of the "System" 
(The Square peg in the round hole approach) 
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Design System From Human Engineering Perspective, 
No! 
A reverse approach to designing a system might be 
to place primary emphasis on designing it from the 
human engineering perspective. This would optimize 
the system for the people who will use it a.odior 
come into contact with it (See Figure 3 ,  Fitting 
the System to the People).. This approach might 
make the system easy to use, easy to understand, 
easy to learn, etc: but probably not meet overall 
system objectives, costs, performance, and other 
system rqhirements. Again this is due to taking a 
single, narrow, non-systems view of the project 
which decreases the likelihood of project succeed. 
Since this also is not an effective approach to 
deal with people issues, it is not being used. 
PEOPLE FITTED TO 
PEOPLE 
Figure 3 People Considerations are Prime Design 
Consideratic.:. The cl';Sern is F%ed to the People 
and Tasks (Overall system requirements may not be 
met because of lack of integration of people and 
system) 
Integrated Engineering Team Member, Yes! 
A very effective approach to integrating the system 
design with people's needs is to have Human 
Engineering play an active design team member role 
throughout the project. Through the application of 
the system design, development, and integration 
process to all Human Engineering issues, people's 
needs will be addressed and dealt with. 
This ensures that all people interfaces with the 
system (hardware, software, other people, 
documentation, the environment) will be consistent, 
complete, and effective. This approach ensures 
that a1 1 Human Engineering considerations are 
considered in context with other engineering 
discipline considerations. Thus Human Engineering 
concerns are put into the perspective of being one 
o f  many concerns to be considered in the product 
being developed. The considerations are integrated 
into the design solution so that it provides the 
best product to meet the design criteria (See 
Figure 4 ,  Integrating the System With the People). 
This integrated team design approach is being used 
successfully on the RAMP/RTIF project. 
I 
Figure 4 All Concerns Integrated Into a Total System Design 
(appropriately accounting for people issues) 
This plan set the stage for Human Engineering to be 
a equal partner in the design of the system along 
with all the other disciplines. As the A and B 
specifications are being developed Human 
Engineering has a specific Human Engineering 
Section. But more importantly Human Engineering 
will work with all functions described in the spec 
to ensure that human engineering concerns are 
addressed. This means that Human Engineering 
inputs will be incorporated into those sections and 
not identified as specifically a "Human Engineering 
Concern" which is a concept that increases the 
effectiveness of the product. 
Strength: HUMAN PERFORMANCE SYSTEM MODELING AND 
SIMULATION 
To determine or predict the effectiveness of the 
RAMP/RTIF system human interfaces and task 
requirements, Human Engineering incorporates human 
tasks, human information processing, and 
periuiiiiaace d a t a  into the system design modeling 
and simulation. Examples of specific areas to be 
accounted for are: 
1. Human information handling and processing 
requirements. 
2. Tasks that must be performed in conjunction 
with the RAMP/RTIF hardware and software. 
3 .  Manual vs automation task trade-off 
comparison for performance, quality, cost, 
and safety. 
4. Maintenance performance as related to system 
availability. 
By including this data in the system model and 
simulation, realistic system performance can be 
predicted. 
Strength : ADMINISTRATION/MANAGEMENT 
Responsi bi 1 i ty 
The Human Engineering function has primary 
organizational responsibility for the appropriate 
and timely decisions regarding integration of human 
engineering concerns throughout the RAMP/RTIF 
development, design, test, and integration process. 
Human Engineering participates in design, technical 
interchange meetings, program and critical design 
reviews, vendor evaluation and selection, and test 
and evaluation activities. The Human Engineering 
function must monitor, review, analyze, and respond 
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to human engineering related issues generated by 
all design development groups, and attend and 
participate in a1 1 significant design/development 
review processes. All Human Engineering tasks are 
scheduled to coincide with the master schedules, 
such as Preliminary, System, and Critical Design 
reviews and tasks that support those schedules. 
Assigning the Human Engineering responsibility to 
the people that have the expertise ensures that the 
people concerns are appropriately addressed and 
resolved in the systems context. 
Organizational Position is Important 
The Human Engineering function is organizationally 
a part of the Systems engineering functional 
element in the RAMP/RTIF Systems Engineering 
Organization. This relationship will optimize the 
effective integration of Human Engineering concerns 
throughout the system development, integration, and 
test process. 
Strength: DEFINE AND ALLOCATE SYSTEM FUNCTIONS 
An operator versus machine functional task 
allocation describes those characteristics of the 
system which are strictly hardware and software 
functions and those that are functions of the 
operator. This important allocation function in 
RAMP/RTIF is performed by Human Engineering in 
conjunction with design engineers throughout the 
system specification process. An example of the 
process that is used to perform this task is: 
1. 
2. 
3 .  
4 .  
5. 
Determine task requirements -- Once 
requirements have been identified for each 
task and cluster of tasks, the requirements 
are be analyzed in terms of the capabilities 
and limitations of people and/or machines 
that could perform the tasks. Humans and 
machines both have capabilities that they 
are very good at and limitations to what 
they can do. Performance, safety, 
acceptance, strength, information processing 
requirements, decision making capabi 1 ity, 
and cost of performance are some of the 
issues that can be used to determine 
approach. 
Compare people and machine capabilities and 
weaknesses with requirements -- When there 
is a significant cost or performance 
differential between the two approaches, 
further evaluation (a trade study) is 
proposed. To aid the selection process, the 
system simulation model is used to look at 
the trade-offs between manual and automated 
task approaches. 
A1 locate people and/or machine resources to 
tasks -- Based on the analysis, the 
a1 location of resources (people and/or 
machinery) to tasks are made and included in 
the B Specs. In cases where system 
functional requirements are outside the 
capabilities of the people who will use the 
system, an "expert system" AI package may be 
considered to perform the function. 
Design system to efficiently and effectively 
use these resources. 
Test against requirements. 
These operator-machine interfaces wi 1 1  be described 
as an operational baseline to identify and 
standardize the functions to be performed or 
supported by the various segments of the RAMP/RTIF 
system. This analysis also serves to specify 
critical people, procedures, equipment, faci 1 i ty, 
environmental, and software performance/interface 
requirements for system operations, maintenance, 
and control functions. The choice of functions 
that are allocated to the system hardware and 
software and those allocated to the operator are 
assessed and validated. 
HUMAN ENGINEERING PLAN DESCRIPTION 
The scope of the Human Engineering activity for the 
RAMP/RTIF project was formalized early in the 
project through the Human Engineering Program Plan 
which is a part of the System Engineering Plan. 
The Human Engineering Plan identified the approach 
to be taken by Human Engineering, the 
responsibilities, and the working relationship with 
other functions in the project. This plan 
explicitly defined the issues that have been 
defined as strengths. The table of contents for 
the plan is listed here to show the scope of the 
definition: 
o Human Engineering Program Tasks 
o Establish RAMP/RTIF Human Engineering focus 
o Drawing Approval 
o Traceability and Access to Human 
Engineering System Data 
o Define and Allocate System Functions 
o Determine Potenti a1 Operator/Maintainer 
Processing Capabilities 
o Evaluate RAMP/RTIF System-Human Effectiveness 
o Human Performance System Modeling & 
o Decision/Action Flow Diagrams 
o Timelines 
o Workload Analysis 
o Link Analysis 
o Human Information Processing Analysis 
Equipment 
Software 
Simulation 
o Support the Selection/Design of RAMP/RTIF 
o Support the Selection/Design of RAMP/RTIF 
o Perform Human Engineering Task Analysis 
o Conduct Studies, Experiments and Laboratory Tests 
o Support RAMP PWA/SMP Workcell Environment and 
RTIF Facility Design 
o Support Test and Evaluation of Human Performance 
in the RAMP/RTIF 
o Site Specific Analysis 
o Human Engineering Deliverables 
VALUE OF INTEGRATION APPROACH 
By definition all COMPONENTS of a SYSTEM have 
impact on a SYSTEM. In the RAMP it has been 
realized that people issues can have a major impact 
on the SYSTEM. The degree to which the system 
meets the physical needs, mental needs, and 
expectations of those people can determine the 
level of system performance and acceptance that is 
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achieved. An important function of the system 
such as delivering the number and quality of parts 
within the cost requirements will depend as much on 
the people that use and run the system as to the 
technological aspects of the system. Therefore it 
is important to gain the best people performance in 
the system by ensuring that design solutions 
incorporate/integrate people needs. 
CONCLUSION 
In this NAVY program the Human Engineering function 
is an integral team member that contributes value 
to the systems engineering organization. Human 
Engineering works with people issues throughout the 
design and development of the system in such areas 
as: 1) Identifying people issues early in the 
project; 2)  Accounting for those issues in the 
specification; 3) Appropriately resolved the issues 
in design; and 4) Testing the product to ensure it 
meets the needs and expectations of the people 
while meeting the overall systems requirements. 
The Human Engineering approach being taken in this 
project facilitates the symbiosis between systems 
designers, engineers, and Human Engineering. This 
approach increases Human Engineering ' s 
effectiveness and value to a project because it 
becomes an accepted, contributing team member. It 
is an approach to doing Human Engineering that 
should be considered for most projects. 
Acknowledgement -- This leading edge NAVY CIM 
contract is managed by the South Carolina Research 
Authority and design/development is being performed 
by a consortium of contractors (Battelle, Grumman, 
Ingersol, S R I  International, and A.D. Little). 
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The IDEAL (Integrated Design and 
En g in e e ri n g An a I y s i s Lan g u ag e s) mod e I i n g 
methodology has been formulated and applied 
over a five year period. It has proven to be a 
unique, integrated approach that utilizes a 
top-down, structured technique to define and 
document the system of interest; a knowledge 
engineering technique to collect and organize 
system descript ive information; a rapid 
prototyping technique to perform preliminary 
system per fo rmance analysis;  and a 
sophist icated simulat ion technique to 
per fo rm in-depth system performance 
analysis. 
The use of modeling and simulation as a tool 
within the system analysis process is 
becoming an  ever increasingly important 
capability. As part of this trend, the IDEAL 
methodology is making modeling and 
IDEAL provides these improvements in two 
ways. First, IDEAL permits the user to 
concentrate primarily on the nature of the 
system being anayzed rather than the 
simulation effort itself. Second, IDEAL 
permits more accurate models to be developed 
resulting in a better understanding and a more 
thorough anaysis of the modeled system. 
IDEAL is the unique anaysis capability it is 
because, above al l  else, i t  provides a 
communication and documentation vehicle. 
The design and analysis of any system 
(program scheduling and management; 
so f tware  and /o r  ha rdware  sys tems;  
man-machine systems; large or small  
systems) requires, to one degree or another, 
an integrated team effort. For example, the 
development of a man-machine system could 
reasonably involve hardware and software 
engineers,  human fac to rs  engineers,  
psychologists, design engineers, and program 
managers. IDEAL provides the features needed 
to integrate or blend these varied backgrounds 
into an effective working team. It is through 
this team effort that the best possible 
system is developed in the most efficient 
manner. 
IDEAL has been effectively applied to a wide 
range of system types. Examples of these 
app l i ca t i ons  a r e  a m a n - i n - t h e - l o o p  
Surface-to-Air Missile (SAM) system, data 
base development programs, sof tware 
development programs, aircraf t  radar 
systems, automated communications systems, 
and computer bus architectures. 
This paper will discuss the capabilities of 
IDEAL, the types of system insights received 
while developing an IDEAL model, and the 
types of system analysis that have been 
performed using IDEAL. 
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INTRODUCTION 
Simulation techniques are used to model or 
duplicate the behavior aspects of real-world 
or conceptual systems. These techniques are 
applicable to all phases of a systems life 
cycle. Simulation is a powerful method of 
analysis or evaluating a system without 
requiring the time and cost of building or 
modifying the actual system. The 
development of a simulation model requires a 
system description in the form of a functional 
model which is combined with timing and 
precedent relationships to form a dynamic 
computer simulation. 
Current simulation techniques are highly 
dependent upon the experience and skill of 
those applying them. However, the techniques 
do not integrate all the personal critical to 
the success of the systems analysis and 
design. The lack of personnel integration 
results in the simulation expert having to 
define the system as he understands it, to 
define the analysis goals, to solve the 
problem as he understands it, and to exercise 
the simulation and interpret the results as he 
understands them. This usually results in a 
biased and limited view that is inadequately, 
verfied, validated, and communicated. Poor 
and imcomplete problem definition and 
system description results in an incomplete 
and inaccurate performance analysis of the 
system. 
The IDEAL (Integrated Design, Engineering, 
and Analysis Languages) technique was 
developed to provide the features necessary 
to define or bound the problem, to develop a 
validated functional model of the system, to 
build a simulation model based on the 
functional model, and to communicate and 
discuss the analysis approach and results via 
the funtional model. It is through team 
efforts that the best possible system 
simulation is developed and the most 
complete system analysis performed. 
SIMULATION PROCESS 
The development of a simulation for 
analyzing a system requires a team effort. 
The larger and more complex the system is, 
the more difficult is the team effort. The 
team is normally composed of analysts, 
system experts, and project managers. The 
system analyst is the focal point for the 
entire effort. I t  is the analyst's 
responsibility to identify the purpose for the 
proposed simulation from the viewpoint of 
both the system experts and the project 
management. 
Guided by the viewpoint and agreed upon 
purpose, the analyst, working as the team's 
focal point, steps through a systematic 
approach to identify and collect the 
information necessary for a system 
description and operation scenarios, to 
develop the system simulation from the 
system description, to exercise the 
simulation in a manner controlled by the 
operational scenario, and to recommend a 
proposed solution for  satisfying the 
simulation purpose. 
This general view of the simulation process 
is illustrated in more detail by the model in 
figure 1. The simulation process, upon which 
IDEAL is based, is divided into six major 
activities. The activity uses 
the system description portion of IDEAL to 
construct a validated static system model. 
The Generate Performance Data Base activity 
uses the static system model as a guide to 
identify and collect the appropriate dynamic 
characteristics of the system. The Determine 
Simulation Ob iectives acitivty identifies the 
objectives, or goals, of building and 
exercising the simulation and establishes the 
criteria which will be used to evaluate 
system performance. The Construct Svs tem 
Simulation Model activity develops a dynamic 
model of simulation of the system. This 
activity is accomplished by translating the 
system information described in the static 
model and the dynamic characteristics into 
the simulation using the structures defined 
within the IDEAL simulation technique. This 
model defines the way in which the elements 
of the system interact to cause changes in the 
state of the system over time. The Exercise 
M o d e  I activity verifies and validates the 
dynamic model. Verification determines that 
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Figure 1. The Simulation Process 
the model executes on the computer as the 
modeler intended. Validation determines that 
the model is a reasonable representation of 
the system. The Run ExDeriments activity 
exercises the model on the computer and 
interprets the results. The results of this 
activity are either recommendations for 
additional analysis or a proposed solution to 
the problem definition. 
IDEAL is a step-wise technique in which 
each step maps into either the Describe 
System, the Generate Performance Data Base, 
or the Construct Systme Simulation Model 
activities. IDEAL uses a hierarchical, 
functional decomposition approach to 
describes the system in terms of a static 
system model. The approach provides the 
means for bounding the system of interest in 
terms of identifying what overall function the 
system is to perform, inputs to the system, 
outputs produced by the system, what 
controls and relationships are used to 
transform input into output, and what 
equipment, software, and humans are required 
to perform the transformation. Once the 
system has been bounded, the decomposition 
activity of IDEAL provides the structures 
necessary to gain a gradual, controlled 
graphic representation and understanding of 
the system (figure 2). 
MORE GENERAL 
MORE DETAILED 
Figure 2. Functional Decomposition Concept 
IDEAL uses a data base approach in which 
each function identified in the functional 
decomposition has an associated template for 
storing the dynamics data needed to provide a 
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complete operational description of that 
function. To develop the final simulation, 
IDEAL uses a network simulation approach 
which links the functions together and 
integrates dynamic data to form the 
operational representation of the system. 
The one feature which provides IDEAL with 
its power as an analysis tool is its utilization 
of a team effort. IDEAL accomplishes this 
integration through its knowledge engineering 
capability. The process of developing the 
functional model and the sytem performance 
characteristics is accomplished through an 
interviewing procedure during which the 
analyst collects information from system 
experts. The analyst then integrates the 
information and represents it in terms of the 
functional model and the system performance 
description. This integrated process helps to 
identify discrepencies among information 
sources as well as missing information about 
the system. This integrated information is 
then reviewed by the system experts in order 
to verify the analyst's understanding of the 
system, to add additional information, or to 
clarify conflicts among the experts. 
effort. The technical members of the team 
are provided the vehicle to have their 
information and analysis desires integrated 
into the simulation and to monitor and 
understand the simulation as it is being 
developed. The ultimate effects of developing 
a model using IDEAL are that the model will 
be understood and accepted by the team, will 
be a fully documented model, will be much 
easier to maintain and engance, and can be 
used as a training tool with respect to the 
operation of the system. 
IDEAL is a general purpose system 
analysis/design tool. It is applicable to any 
type of system and is beneficial even if only 
portions of the methodology are applied. 
There are natural breakpoints after the 
functional description and the Performance 
Data Base (PDB). At each breakpoint, a 
significant amount of new information will be 
available about the system. This may be 
enough information to answer the specified 
question. As more system insight is desired, 
the additional steps can be exercised or the 
current steps and be iterated. 
The methodology has been applied to a 
number of system types. Examples of these 
systems, automated message processing 
systems, data base design, manufacturing 
analysis, software design, and the integratin 
of existing simulations. 
This knowledge engineering approach is an applications have included man-machine 
in teract ive process which requi res 
communication among all members of the 
team which and causes IDEAL to be both a 
management tool and a technical tool (figure 
3). The management members of the team are 
provided the vehicle through which they can 
understand the simulation being developed as 
well as being able to plan, organize, control, 
and coordinate the resources required for the 
IDEAL 
MANAGEMENT / \ TECHNICAL 
TOOL TOOL 
DOCUMENTATON DOCUMENTATON - SYSTEMMATIZE 
DESKjN 
TWIN 
'UPROW WJINATE 
MAN-MACHINE SYSTEMS 
IDEAL has been used to develop a simulation 
of a Surface-to-Air Missile (SAM) system [l]. 
This effort required the integration of 
knowledge from three experts types. From 
the system operators, an expert system data 
base was developed by identifying tasks each 
operator performed, what information they 
used and how they used it, and how well they 
were able to perform their performance. 
From the hardware engineers, an 
understanding of the hardware capabilities 
was established. From other modeling and 
simulation experts, submodels of the same 
system were identified, evaluated, and 
assessed for integration into the IDEAL 
simulation. 
tE:z 
Figure 3. Project Integration Using IDEAL 
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This simulation was used to analyze the 
ability of the SAM crew to intercept threat 
aircraft that were operating under a variety 
of flight profiles and using a combination of 
countermeasure techniques. 
AUTOMATED MESSAGE PROCESSING 
SYSTEMS 
IDEAL has been used on a number of message 
processing systems. Two of the most in depth 
analysis were performed on the AE-9B High 
Speed Ring Bus (HSRB) Protocol [2] and the 
Central Processing Communication (CPCOM) 
system for the Precision Location and Strike 
System [3]. In both cases, the performance 
information was obtained from appropriate 
documents for the preliminary model. The 
system designers and the software developers 
were then incorporated into the IDEAL process 
to expand system understanding and perform 
model validation. 
The results of these analysis provided very 
useful. For CPCOM, it was found that major 
interface problems existed between the 
communications system and subcomponents 
that was linked to CPCOM. Also identified 
were some minor process timing problems 
that when changed caused substantial 
improvements in the processing capability. 
For the HSRB, most of the design 
parameters were verfified but one design 
parameter was determined to be less than 
optimal and significant recommendations 
were made as to the message from that would 
be best transmitted on the bus. 
DATA BASE DESIGN 
IDEAL was applied to the specification of a 
large data base design and for proving that 
the design would operate within the specified 
requirements [4]. This model was used to 
define, document, and communicate the 
original design and continue to be used to test 
additions before they are implemented. 
MANUFACTURING 
IDEAL has been applied to a variety of 
manufacturing capabilities. One model 
involved the analysis of an existing 
manufacturing facility and was aimed at 
identifying what processes were being 
accomplished, what information was common 
among the processes, what equipment and 
personnel were required to perform the 
functions, and how well each operator was 
being performed [5]. The goal of this effort 
was to develop a plan for upgrading the 
faci l i ty .  
A model was developed to analyze the 
process flow of an oil refinery. This model 
development involved the analysis of the flow 
rates, storage capabilities, and process 
monitoring requirements. The goal of the 
model was to recommend an approach for 
opt imiz ing the process moni tor ing 
capabilities of the refinery. 
SOFlWARE DESIGN 
IDEAL has been used on numerous program to 
either aid in the design of large, complex 
software systems or to analyze an existing 
system. One significant model involved the 
model ing and analysis of the software for the 
radar mode interleaving process of the B1-B 
aircraft [6].  The results of this simulation 
were used to identify a number of operational 
restrictions as well as some design errors. 
The results of the analysis were that 
problems were identified during the design 
stages and corrections were made without 
any major impact on the development 
schedule. 
CoNCLUSloNS 
IDEAL is a proven, general purpose 
methodology for modeling a wide variety of 
system types. IDEAL'S power lies in its 
capability to utilize knowledge engineering 
techniques to collect, integrate, and verify 
system information from a team of people. 
IDEAL provides the capabilities to build a 
system simulation in a top-down, structured 
manner, in a notation that communicates and 
documents the system, and in a form 
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executable on a computer. The graphical 
notation of the technique aids in the 
debugging, testing, modifications, and 
communication of the system. It allows the 
various system subfunctions to be modeled at 
different levels of detail in order to meet the 
needs of the problem statement and has the 
framework necessary to effectively integrate 
existing subsystem models. 
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COOPERATIVE ANALYSIS EXPERT SITUATION 
ASSESSMENT RESEARCH 
Michael G. McCown, 1 Lt, USAF 
Rome Air Development Center 
For the past few decades, Rome Air Development 
Center has been conducting research in the area 
termed Artificial Intelligence. When the recent 
advances in hardware technology made many Artificial 
Intelligence techniques practical, the Intelligence and 
Reconnaissance Directorate of RADC initiated an 
applications program entitled Knowledge Based 
Intelligence Systems (KBIS). The goal of the program 
is the development of a generic Intelligent Analyst 
System, an open machine with the framework for 
intelligence analysis, natural language processing, 
and man-machine interface techniques, only needing 
the specific problem domain knowledge to be 
operationally useful.1 
On the path towards such an architecture, RADC 
first implemented a number of domain specific expert 
systems. The evolutionary design of these individual 
expert systems has rapidly become more modular and 
distributed in itself (Figure 1). The next step of the 
generic design requires that the modular and 
distributed natures of these systems be carried to their 
necessary conclusion, that of loosely coupled, 
distributed, cooperating knowledge based system 
architecture. The effort to explore this step is entitled 
Cooperative Analysis Expert Situation Assessment 
Research (CAESAR). 
architecture used in the KBlS program, it is necessary 
to understand a few fundamentals of intelligence 
analysis and the intelligence community. Much day to 
day intelligence analysis is done by assessing the 
status of indicators. Indicators are sets of actions that 
an enemy would be expected to take in preparation for 
an aggressive act. An indicator list is a list of activities 
that an enemy might be expected to engage in if they 
intended to initiate hostilities. The activities are 
IogicaVplausible moves or acts based on: a) 
Operational procedures, b) Observed activities during 
past conflicts and crises, and c) Results of intelligence 
assessments of enemy strategic offensive military 
doctrine. 
The monitoring of indicators pertaining to strategic 
warning is an extremely time-critical process since this 
warning impacts the degree of readiness of our 
In order to understand the evolution of the current 
strategic offensive and defensive forces. Given the 
increasing threat from a number of sources, the task of 
providing an accurate and timely assessment of 
enemy intent is limited by the availability of qualified 
intelligence analysts and their ability to process 
increasingly large amounts of information in a crisis. 
While some tools exist to assist the intelligence 
analysis function (the World Wide Indicator 
Management System, for example), further research is 
needed to increase the accuracy and timeliness of 
strategic warning. 
Today's automated support for the intelligence 
analyst is limited primarily to Intelligence Data 
Handling Systems, which often times can be as difficult 
to use as the paper pushing methods they replace. 
Yet automated data handling support is dictated by the 
massive volumes of traffic being passed through all 
Indications and Warning Centers. In addition to the 
data flow and management problem, the analysis and 
fusion of that data is becoming increasingly complex 
and subtle as foreign technology and doctrine 
improves. Today's intelligence analyst requires 
phenomenal memory, computer skills, and analytical 
capability in order to be effective. To relieve some of 
the burden, automated support must take the role of an 
informed colleague to the analyst, extending his 
memory, performing data retrievals, and aiding him in 
analysis. In addition, this automated system must 
require little to no time and capability to learn and to 
use. The KBlS program is designed to help alleviate 
this problem. 
Recent efforts have concentrated on the automation 
of indicator assessment, particularly for space situation 
assessment.2 These have included sophisticated 
data base managers as well as single domain expert 
systems designed to maintain indicator lists. However, 
as the Intelligence Community is currently structured, 
different centers have control over different data 
sources, and each exploit these data sources in 
slightly different ways. This necessitates the sharing of 
relevant information between centers and creates two 
important problems. It is difficult to tell exactly what 
information may be relevant so it is often necessary to 
overcompensate by sending too much information, 
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and it is this overcompensation which causes such a 
data flow problem. 
It is the hypothesis of the CAESAR extension of the 
KBlS program that increases in accuracy and 
timeliness of assessments can be made by developing 
a cooperative framework for a number of single 
domain expert systems, and this may allow for a 
possible reduction in data flow over communication 
lines. The architecture will make use of a common 
information exchange language that will enable the 
domain expert systems to request and receive 
information from other KBS's on a shared 
communication network, such as AUTODIN. As a 
result, this system will provide the intelligence analyst 
with an expanded yet focused interpretation of 
strategic indicators developed via cross-domain 
synergism, as well as relieve the data distribution and 
flow problems which currently exist. 
As can be seen in Figure 1, the architecture has 
levels of components: the message processing, data 
base, and active agent. This is the architecture 
currently under implementation in the KBlS program. 
The data base level is separated from the other two 
primarily so as to allow integration of advances in the 
other two areas with existing data bases. This is 
crucial, as current knowledge based systems have 
been shown to be most successful when dealing with 
a deep, narrowly scoped domain. As such, they need 
to be incrementally added to an existing system in 
order to be operationally practical. In addition, the 
intelligence analysis process itself is often broken 
down in this same manner into subanalysis tasks so as 
to be handled by individual analysts, and the 
assessments from these subtasks are combined at a 
higher hierarchical level. This real world process then 
serves as our model for the cooperative expert system 
design. 
The active agent concept is an important one to the 
architecture. Active agent components are so called as 
it should not matter to the other two components 
(message processing and data base) whether the 
communications from that level are from a human 
being or a knowledge based (expert) system. Since 
both theoretically will request and pass similar 
information, that facet should be transparent to the 
architecture. This concept allows for multiple types of 
man-machine interfaces, from existing (dumb terminal) 
types to future sophisticated (smart terminal, intelligent 
MMI) types. Also, this allows for multiple sub-domain 
expert systems working on the same problem in a 
blackboard manner, shown to be a powerful method 
for problem solving. The key here is that these active 
agents are themselves independent, and cooperation 
takes place only at the level of using the same 
communication language.3 This communication 
language within the architecture has a highly formatted 
syntax, but is free as to content of fields. 
The message processing level is a complex and 
critical aspect to this architecture. Since a large 
number of messages are currently passed between 
ir,relligence centers in natural language, the message 
processing level requires a sophisticated natural 
12 iguage processing capability in order to make the 
other two levels effective. It is primarily at this level that 
changes will need to be made in order to have a viable 
distributed network architecture. However, changes at 
this level are strongly linked to the methods used at the 
active agent level. It is the hope of this work that the 
internal communication language currently embodied 
in the Supervisor module which handles the control 
and information transfer between the knowledge 
based systems, man-machine interfaces, and DBMS 
can serve as the baseline for the more general case. 
The general case, however, is quite broad. From raw 
data, to multiple levels of fusion and assessment, to 
hypothesis and warning generation, the types of 
information passed vary widely. In addition to specific 
information requests, broadcasting of desired goals 
and achieved states, and passing of reasoning chains, 
the general case must also include control of 
information transfer, including network protocols, multi- 
level security, communication gateways (network to 
network links), message routing, and routing header 
formats. 
Since the capacity of this internal communication 
language is crucial to the practical success of this 
architecture, it bears futher discussion. While 
numerous attempts have been made in the past to 
rigidly format messages so as to allow for automated 
data processing ease (JINTACCS, for example), these 
attempts always have met with limited success. 
Limited, in the sense that all message formats allow for 
at least one free text area to explain and present 
information which doesn't fit well in the rigid fields of 
the message type. 
This effort makes two assumptions as to the 
feasibility of its internal communication language. 
One, that the intelligence domain has a finite number 
of information sources which can be categorized into 
types (IMINT, HUMINT, SIGINT, etc.), and these types 
can be rigidly mapped into a rigid syntax grammar (or 
vector with fixed fields). Two, these vectors can be 
directly converted and matched to the range of 
knowledge representations currently employed in 
knowledge based systems. Each field in a given 
message type is itself of fixed type but free content. 
Should the content of a field not match a particular bit 
of knowledge in a KBS, the KBS can recognize that 
the content is outside its current scope and either 
initiate some learning algorithm based upon the 
known type and field, or flag the input for a knowledge 
base maintenance function. 
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The scope of the CAESAR effort is the development 
of an experimental version of a technological 
capability to perform distributed time critical event 
assessment of foreign military activity. The 
experimental version will demonstrate cooperating 
knowledge-based systems technology for indications 
and warning that performs both domain and cross- 
domain indicator analysis through bi-directional 
communications. The effort will require the design and 
implementation of experimental software for handling 
communications between separate knowledge-based 
systems. The effort will also require the development 
of a structured evaluation scheme (to include test 
procedures, evaluation criteria, etc.) to assess the 
system effectiveness of the experimental version. 
Much of the past research in cooperating expert 
systems has dealt with a tightly coupled cooperation, 
While blackboard concepts are still popular, the 
tendency has been to sacrifice true modularity for 
performance in such systems.4 5 In addition, much of the 
current literature claims that in order to be truly effective, 
KBSs must become much more tightly integrated with 
data bases, and many expert system tools are evolving 
in this direction.6 The author supports this evolution, 
and agrees that such architectures enhance 
performance and effectiveness. However, practical 
considerations have forced the evolution of a loosely 
coupled, distributed Intelligence Community, and an 
architecture which models itself on this has the greatest 
chance of simplified integration and success. The 
applicability of such an architecture, though, would 
seem to extend beyond the needs of the Intelligence 
Community to any environment where a loosely coupled 
architecture is advantageous, such as the space station. 
There is a supporting body of research supporting this 
concept as well.' 
I claiming that better performance can be achieved. 
The KBlS program has developed a number of 
successful stand alone systems which tackle real world 
problems, most notably for space situation assessment, 
launch prediction, and space object identification. The 
success of these systems and the lessons learned as to 
individual architectures have provided the baseline for 
the CAESAR effort. As it is necessary for the persons 
using these systems to share information, it is the 
obvious next step in the evolutionary development of an 
overall architecture for these systems. While success 
seems promising based upon the current research, it 
cannot be overly stressed that the real world is always 
more complex than the most ingenuous laboratory 
environment. Until enough individual systems are in 
place in operational settings to make a test of the 
CAESAR architecture valid, the success of the program 
can only be measured against other academic and 
laboratory research. This evaluation will take place in 
the 1990 time frame. 
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PERFORMANCE ANALYSIS OF PARALLEL BRANCH AND BOUND SEARCH 
WITH THE HYPERCUBE ARCHITECTURE 
Captain Richaql T. Mraz, USAF 
lMSCS/DOXC 
Johnson Space Center, Texas 77058 
ABSTRACT 
With the availability of commercial parallel computers, 
researchers are examining new classes of problems for 
benefits from parallel processing. This paper presents 
results of an investigation of the class of search intensive 
problems. The specific problem discussed in this paper is 
the 'Least-Cost' Branch and Bound search method of 
deadline job scheduling. The object-oriented design 
methodology was used to map the problem into a parallel 
solution. While the initial design was good for a prototype, 
the best performance resulted from fine-tuning the algorithm 
for a specific computer. The experiments analyze the 
computation time, the speed up over a VAX 11/785, and the 
load balance of the problem when using a loosely coupled 
multiprocessor system based on the hypercube architecture. 
INTRODUCIlON 
Within the past decade, parallel computer architectures 
have been a subject of significant research efforts. 
Integrated circuit technology, high speed communications, 
along with hardware and software designs have made 
parallel computers much easier to build and much more 
reliable (6,10,14,15). Parallel processing has also proven to 
be an effective solution to certain classes of problems. 
Probably the most notable class is array or vector problems 
that run order-of-magnitudes faster on parallel architectures 
such as the Cray. Because of the recent proliferation of 
parallel computers, researchers are investigating other 
classes of problems for potential benefits from parallel 
architectures. Search intensive problems are one such class. 
Figure 1 illustrates, research in the area of parallel computers 
has been highly successful in producing several general 
purpose hardware designs. Clearly, this list indicates the 
availability of parallel processing system hardware; 
however, the application and software support systems are 
not as prevalent. Stankovic points out that "much of the 
distributed system software research is experimental work' 
(17: 17). He further emphasizes that "work needs to be 
done in the evaluation of these systems in terms of the 
problem domains they are suited for and their performance" 
(17: 17). 
Yet, another area of interest in parallel processing is the 
mapping of a problem to a parallel solution. Probably, the 
largest problem researchers face today in parallel computer 
systems is the inability of humans to decipher the inherent 
parallelism of problems that are traditionally solved using 
sequential algorithms. Patton identified a possible cause of 
this human shortcoming when he said, "While the world 
around us works in parallel, our perception of it has been 
filtered through 300 years of sequential mathematics, 50 
years of the theory of algorithms, and 28 years of Fortran 
programming" (1 1: 34). Basically, humans have not trained 
their thought processes to accommodate the concepts of 
solving problems in parallel. Because of this, without new 
parallel computing algorithms, parallel software development 
tools, and performance measuring techniques, parallel 
computing may never be fully exploited. 
Company Product 
Alliant Computer Systems C o r p o d  on FXjSeries 
Bols Beranek, and Newman Butterfly 
Connol Data Corporation 
Cray Research Inc. 
Digital Equipment Corporation 
ELXSI (a subsidiary of Trilogy Inc .) System 6400 
Encore Computer Corporation Multimax 
ETA Systems Inc. GF-10 
Floating Point Systems Inc. 
Goodyear Aerospace Corporation MMP 
Cyber 205 Series 600 
Cray-2 and X-MP 
VAX 1 In82 a d  784 
(a spin-off of Control Data Co rporntion) 
T Series 
IBM Corporation RP3 
Intel Scientific Cornputas ipsc 
Schlumberger Ltd. FAIM-I 
Sequent Computer Systems Jnc. 
Thinkiig Machines Corporation 
Balance 21ooO 
Connection Machine 
Figure 1: U.S. Companies Offering or 
Building Parallel Processors (6:753) 
Problem 
because a large class of problems that may benefit from 
parallel processing are search intensive, this research 
investigated the actual performance of a class of search 
problems on the Intel iPSC Hypercube computer. 
Two examples of the need for this research into parallel 
search algorithms and performance evaluations are elements 
of the Strategic Defense Initiative (SDI) and the Pilot's 
Associate (PA). The SDI Organization is investigating 
defensive weapon systems and battle management systems 
for a strategic defense. While researchers for the PA 
program are investigating flight domain systems that provide 
expert advice in critical mission functions, such as aircraft 
systems monitoring, situation assessment: mission planning, 
and tactics advising (5,12:102,16). The general approach to 
solve some of the battle management and PA problms uses 
traditional operations research (OR) and artificial inrelligence 
Because of the proliferation of parallel computers and 
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(AI) programming techniques. These techniques are based 
on a systematic search of the solution space of the problem. 
Hence, this research focuses on parallel search methods. 
And without loosing generality, the specific technique is 
parallel branch and bound. For example, the SDI battle 
management system must resolve the resource allocation of 
sensor and tracking satellites to defensive weapon systems 
(16: 4-5). Answers to such a problem involves a complex 
solution space with exponential computation time to find the 
optimal solution. Researchers plan to reduce the run time 
complexity using parallel computers. The ultimate goal is to 
find the proper combination of parallel computer architecture 
and parallel algorithm such that results can be calculated in 
"real-time", where "real-time" is that time interval in which 
an answer must be delivered(l0:8). 
While a general search definition is useful during the 
parallel design phases of research, a specific problem must 
be solved for an actual performance evaluation. To this end, 
the specific class of 'hast-Cost' Branch and Bound search 
is used, where the basis of the hypercube performance 
evaluation is the Deadline Job Scheduling (DJS) problem. 
In a DJS problem, a set of jobs or tasks are defined by a 3- 
tuple (Pi,di,ti), where 
pi = Penalty for not scheduling job i 
di = Deadline by which job i must be completed 
ti = Time to run the job i 
The goal is to find the largest subset of jobs that can run by 
their deadline while minimizing the total penalty incurred. 
This search uses both a ranking function to identify 
potentially good solution paths and two bound functions to 
eliminate needless searching in parts of the solution space. 
The DJS problem is characterized by exponential time 
complexity to find the optimal subset of jobs (worse case). 
The goals of this research can now be summarized as 
follows, 
1- Explore a design methodology to map a problem into a 
parallel computer. 
Because of the difficulties of mapping a problem to a 
parallel computer, a formal design approach is needed 
to help the programmer identify the parallel activity 
within a problem. Since the development and proof of 
a new design methodology is beyond the scope of this 
research, only traditional design approaches will be 
examined. 
2- Measure the performance of parallel branch and bound 
search on a parallel computer. 
Since some researchers with search intensive 
problems, such as the SDIO and Pilot's Associate, 
have requirements for 'real-time' processing, 
experiments must be run to examine the possibilities 
for speed up. The results of a parallel branch and 
bound test can be used as a benchmark for further 
research as well. 
3- Evaluate the hypercube as a suitable architecture for 
search algorithms. 
In conjunction with the development of a good parallel 
algorithm, the speed up of a problem is also a function 
of the parallel computer architecture. Therefore, as 
Stankovic pointed out, the parallel architecture must be 
evaluated to identify their suitable problem domains. 
Parallel Processing Issues 
Two fundamental issues of parallel processing form a 
basic set of constraints for parallel problem solving. Simply 
stated, the first concept of maximum parallelism places a 
restriction on a parallel solution. This constraint may take 
several forms. First, the problem may inherently have 
limitations and dependencies that cannot be overcome. 
Second, a poor algorithm may inhibit parallel activity. 
Finally, parallel computer architectures have been targeted to 
solve specific classes of problems. 
The second parallel processing issue deals with the 
mapping of a problem into a parallel solution. For humans. 
thinking in parallel does not come naturally. Therefore, a 
design methodology is needed to describe a problem such 
that parallel activity can be identified. 
Overview of the Paper 
In the introduction, a look at the need for this research, 
the definition of the problem, and the description of two 
parallel processing issues identified fundamental concepts 
used throughout this research. In the next section, a 
description of the hypercube computer presents the parallel 
environment for this research. Then, the definition of search 
and the parallel branch and bound design is reviewed. 
Following the design, the experimental results and 
conclusions of this research complete the paper. 
HYPERCUBE ARCHITECTURE 
The parallel environment for this research is the Intel 
iPSC Hypercube computer. Initial research on the 
hypercube, known as the Cosmic Cube, was conducted by 
Professor Charles L. Seitz at the California Institute of 
Technology (8,14). The basis of the hypercube computer 
can be described by the process model of computation (14). 
Simply stated, the process model describes the interaction of 
processes using message passing instead of shared 
variables( 14:22). Using such a model, "a programmer can 
formulate problems in terins of processes and 'virtual' 
communication channels between processes" (14:23). The 
Intel iPSC hypercube used in this research adheres to the 
process model of computation in two ways. First, 
programmers define and encapsulate processes on any iPSC 
node. In fact, several processes can be placed on each iPSC 
node. Second, the iPSC operating system provides a set of 
message passing primitives for interprocess communication. 
The processor interconnection strategy that provides good 
message passing properties to support this model of 
computation is called the binary-n-cube or hypercube (see 
Figure 2) (14,15,18). As described by Wu, the binary n- 
cube is a network of 2" processors where each node has n 
neighbors (18:239). The number n also describes the 
dimension of the cube. For example, a 3-dimension cube 
has 23 nodes and each node has 3 neighbors. Node 
identification consists of a binary number of length n (see 
Figure 2). 
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Figur- 1: Three-Dimension Cube Structure, with 
. vertices labeled &om 0 to 7 in binary (1566). 
In addition to the message passing architecture, a 
programmer can configure the hypercube into several logical 
strucms, such as ring, tree, grids, torus, and bus using 
specific message passing schemes (8,14). Using these 
structures, efficient nearest neighbor communications is 
maintained and the structure of the parallel solution can be 
designed to match the structure of the problem. 
FUNDAMENTALS OF SEARCH 
Search is a basic Operations Research (OR) and Artificial 
Intelligence (AI) programming technique. Such a strategy is 
used when problems cannot be solved using direct methods 
(i.e. formulas, algorithms, etc.) (1355). Several specific 
search strategies have been developed (2,7,13). Each 
strategy varies the way the solution space of the problem is 
examined for answers. Sometimes the entire solution space 
is blindly searched for an answer. While other search 
techniques use heuristics or rules to guide through the 
solution space. The solution space for a search is typically 
represented using a tree organization (7:325). Horowitz and 
Sahni describe the search tree as follows (7:325-329). The 
root of the tree represents the initial state of the problem (see 
Figure 3). Each nonterminal node in the tree represents a 
problem state in the search. The state space of a search is 
defined as the collection of all paths from the root node to 
any node in the tree. 
I 
Figure 3: Search Tree with Node Definitions 
Even though trees are used to represent the solution space of 
a search, the tree is usually not stored explicitly in the 
computer. Because search problems have the additional 
overhead of combinatorial explosion due to the branching 
factor or the depth of the tree, only portions of the tree 
needed to solve the problem are kept in storage. For this 
research, branch and bound, the general form of a state 
space search, is used. By manipulating two functions, a 
ranking function and a bound function, branch and bound 
can be used to model 'blind' as well as intelligent search. 
While 'blind' search techniques, such as Depth-First and 
Breadth-First search, do not use knowledge of the problem 
domain to control the search process, other search methods, 
called intelligent search, try to narrow the search space, 
shorten the search time, and reduce the storage needed by 
applying knowledge of the problem domain to control the 
search. The following actions are used to meet the three 
goals of 'intelligent' search (2:59), 
1- Decide which node to expand next. 
2- Select the most promising successors when 
3- Eliminating or pruning the search tree. 
expanding a node. 
To represent a node in the branch and bound search space, a 
solution vector ( ~ 1 . ~ 2 ,  ...  xn), is used (7:323). Each Xi is 
constrained by explicit and implicit constraints. The explicit 
constraints define the range of values that each xi can be 
assigned. For example, the solution vector for a 4-Task 
Deadline Job Scheduling problem is (xi.x2,x3,x4). The 
explicit constraints for this problem are simply Xi E (0,1} , 
where 1 denotes that task i is included in the schedule and 0 
denotes that job i is not included in the schedule. For 
instance, a valid solution vector for the 4-Task problem 
would be (l,l,l,*). This vector represents the search state 
where jobs 1,2, and 3 have been scheduled and job 4 has 
not been scheduled. To help the reader in understanding the 
DJS constraints,, the following job set will be used in 
examples throughout this section (16384), 
kb pi di fi 
1 5 1  1 
2 1 0 3  2 
3 6 2 1  
4 3 1  1 
Using the definition of explicit constraints, the solution 
space of the example job set is depicted in Figure 4. The 
grey node identifies the example solution vector (l,l,l,*). 
The second set of constraints, implicit constraints, define 
relationships among the various xi's. The nodes in the 
solution space that meet both the explicit and the implicit 
constraints define j=anmswer nodes. The first implicit constraint 
for the DJS problem is called the Deadlinflotal Time 
Bound. This constraints requires a job to be scheduled such 
that the total run time for all jobs included in the schedule 
does not exceed the maximum deadline. Referring to the 
example 4-Job problem above, the solution vector (l,l,*,*) 
passes the Deadlinefl'otal Time implicit constraint because 
the maximum deadline of jobs 1 and 2 is 3 and the total run 
time of jobs 1 and 2 equals 3. However, the solution vector 
(l,l,l,*) does not pass the Deadliinenotal Time Bound 
because the maximum deadline of jobs 1,2, and 3 equals 3 
and the total run time of those same jobs equals 4. 
The second implicit constraint, CosWpper Bound, for 
the DJS problem is based on the cost of the node and a 
global upper bound. The cost function is calculated in two 
steps (16386). First, find m where, 
m=max(iIiE S,} 
Sx = the subset of jobs examined a node X 
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Figure 4: Example 4-Job Deadline Job Scheduling Solution Space 
Next, compute the cost of node X using the following 
equation, 
c'(X) = Fi 
where J = the set of jobs included in the schedule at node X. 
i <  rn 
i e J  
The cost of a node translates to the total penalty incurred of 
all jobs that have not been scheduled so far. The cost of 
each node of the example job set is shown inside the circles 
of Figure 4. For example, the cost of solution vector 
(1,0,*,*) equal 10 because, 
m = m a x ( i I i E  Sx) = 2  
J =  (1) 
i E (2.3.4) 
The second part of the Cost/Upper Bound constraint 
involves calculating the upper bound of node X using the 
following function, 
U(X)  = F. 
1 
i c J  
The value of the upper bound identifies the maximum cost 
solution node inthe subtree rooted at node X. For example, 
vector( 1,0,*,*) of the tree in Figure 4 has an upper bound of 
14 since the cost of solution node (O,l,O,O) equal 14 and 
solution node (0,1,0,0) is the highest cost node in the 
subtree. During the seach, the lowest upper bound is 
maintained as a global bound. The gobal upper bound is 
defined by the following function, 
global upper bound = min( U(x),current upper bound) 
A child of the current node being expanded is added to the 
list of 'live nodes' (nodes that will be expanded later) if the 
cost of the child is less than the global upper bound. (Note: 
the list of 'live nodes' is maintained in Least-Cost order, 
hence, the name Least-Cost Branch and Bound). 
PARALLEL DESIGN 
One goal of this research was the investigation of a 
parallel design methodology. After reviewing several 
common design strategies, the object-oriented design 
methodology was selected for the research (3,4). The basic 
concept of an object design is the decomposition of the 
problem into objects, operations, and communications 
among the objects. Because the hypercube architecture is 
defined by the process model of computation, where 
'processes' communicate using 'messages', parallel 
solutions defiied by an object design map naturally into the 
hypercube. The programmer can describe the problem as 
fine-grained objects using the object model. These objects 
can be mapped directly to hypercube processes, or for 
efficiency and reduced communications, a collection of 
objects can be implemented as a hypercube process. Figure 
5 shows the configuration of the parallel branch and bound 
search objects and the communications dependencies among 
those objects. The first process is called the Control 
Process. It is defined by the objects in the top processor box 
(see Figure 5). The meta-controller, terminate check, and 
bound check serve as global control throughout the parallel 
search. The Control Process resides in Node 0 of the 
hypercube. The remaining nodes contain the Worker 
Process. The task of each Worker Process is to find the best 
answer to a subproblem. A subproblem for a branch and 
bound search is equivalent to searching a subtree of the 
solution space for the best answer in that subtree. 
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Controller 
Figure 5:  Object Visibility Diaaam 
During the search, the Control Process monitors the 
progress of the search by creating an initial set of 
subproblems to solve, sending those subproblems to Worker 
Processes, and terminating the search. Upon receiving a 
problem, the Worker Process finds the best answer (in that 
subme). Once the entire subtree has been examined, the 
Worker Process posts a 'work request' to the Conaol 
Process and waits for additional work. The entire problem 
is finished when the Control Process does not have any 
problems to solve and all Worker Processes have posted 
'work requests'. This translates to a machine state where no 
more work is available and all workers need a problem to 
solve. 
EXPERIMENTAL RESULTS 
Three measures, Computation Time, Speed Up, and 
Load Balance, were used to categorize the performance of 
the parallel search problem on the iPSC Computer. First, 
Computation Time measures the run time of a problem. 
Because the parallel computational environment involves 
additional processes, one representation of the total 
computation time of an algorithm is defined by the following 
formula (1 :95), 
TN = Ts + Tc + Tw (1) 
where 
TN = Computation Time for N processors 
T, =StartUpTime 
Tc = Processor Computation Time 
Tw = Wind Down Time 
Start Up Time, T,, measures the time to initialize the parallel 
processor before any parallel computation begin. Start up 
may include such things as initial parsing of the job, initial 
message transfers, or down load time of the programs to the 
parallel machine itself. The second term, processor 
computation time, measures the time the computer spends 
actually solving the problem. This term is common in 
sequential processor run time analysis. The final term in 
equation 1 is wind down time. This time accounts for the 
gathering of results from the various processors in the 
computer and analyzing or tallying those final results. 
Up, compares the time to compute a solution using one 
processor and the time to compute a solution using N 
processors. It is defined as follows (14:28), 
The second measure for the performance evaluation, Speed 
S = T ~ + T N  (2) 
where 
T i  = Time to computer a result with one processor 
TN = Time to computer a result with N processors (Eqn 1) 
The speed up of a problem run in parallel is intuitively easy 
to understand. If a problem can be parsed into N sub- 
problems, with each subproblem taking 1/N of the total 
computation, then the maximum speed up of N is achieved. 
The perfect speed up, N, is highly unlikely because of the 
overhead of start up and the wind down time. 
Communications among processing elements also induce 
limitations on this measure. 
Finally, the third measure, load balance, may be helpful 
in identifying computation bottlenecks. Because of the 
nature of the design and the branch and bound problem, the 
'load' is defined to be the number of nodes expanded by a 
Worker Process. When plotted against the average load 
performed across all Worker Processes, balanced and 
unbalanced work loads can be identified. Single-Instruction- 
Multiple-Data (SIMD) problems that partition data to 
promote parallel activity tend to have regular communication 
and computation cycles. These classes of problems show 
the best performance under balanced work loads (9). Since 
parallel search is a Multiple-Instruction Multiple-Data 
(MIMD) problem, the communication and computation 
cycles cannot be guaranteed to be regular. Hence, the load 
balance measure must be evaluated along with the other 
performance measures before drawing conclusions. 
Baseline Performance 
The baseline of performance for this research is a Digital 
Equipment Corporation VAX 11/785 running the 4.2 BSD 
(Berkeley Software Distribution) UNDC operating system. 
The configurntion of the machine used for this research has 8 
Megabytes of main memory and 1800 Megabytes of disk 
storage. The sequential versions of the Deadline Job 
Scheduling problems were programmed in C Language, and 
the time information was obtained using the UNIX "times" 
function. Of the four parameters measured by the "times" 
function, this research focused on user-time. The user-time 
of a process is that time devoted to computation. The 
overhead associated with system calls, page swaps, etc. was 
not used for two reasons, (1) this research is actually 
interested in compute time of the algorithm and not operating 
system overhead; and (2) the VAX is under various system 
loads during the course of the experiments which would 
influence system time and the overall timing data. 
Parallel Performance 
First, the DJS problem was tested on the Intel iPSC 
simulator running on the VAX. While the simulator creates 
a good environment to learn how to program the iPSC, it 
does not show true parallel activity. Hence, it should not be 
used to fine-tune a problem. After porting the code from the 
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simulator to the actual IPSC, the original design was 
modified to achieve the best computation times. It should be 
noted that the object design worked well for an initial 
implementation, but the best perfoxmance results were 
attributed to fine tuning on the actual hardware. The only 
part of the parallel DJS used for fine-tuning was the iPSC 
Control Process. This process has the responsibility to 
create the initial set of problems to solve. At some point, it 
becomes beneficial to stop creating problems and to start 
handing them out to worker nodes. It should be noted the 
results of these experiments have fine-tuned to large problem 
sizes. For the parallel experiments, job sets from 4-Jobs to 
25-Jobs were tested on six cube sizes, d-1, d-2, d-3, d-4, 
and d-5, where d = dimension). The d-0 cube could not 
create a data structure large enough to solve large DJS 
problems. Timing results for all runs was calculated using 
the iPSC Clock function on each node of the hypercube. 
Since the resolution of the iPSC Node Clock function is 
1160th of a second, some of the computation times were 
unmeasurable. The data in this section has been plotted for 
comparison and to show trends. 
Before analyzing the results of the job scheduling 
experiments, a description of the test data is necessary. 
Since the deadline job scheduling solution uses least-cost 
branch and bound, them time to schedule a set of n+ l  jobs 
may take less time than scheduling n jobs. Therefore, two 
peudqequivalent classes of problems were devised such 
that the larger the job set created a more difficult problem to 
solve. Two reasons for creating @equivalent classes 
are, (1) the proof of equivalent classes of jobs is beyond the 
scope of this research; and (2) job set with these 
characteristics make the analysis a bit easier. 
As described in a previous section, each job is defined by 
a 3-tuple (pi,di,ti), where pi is the penalty incurred if the job 
is not scheduled, di is the deadline when the job must be 
finished running, and ti is the time to run job i. With this 
information, the first set of problems (see below) guarantees 
that all jobs can be scheduled. The VAX solves this problem 
in O(n) time. 
p. = 1, V i 
1 
I Deadline Job Scheduline . 
2 t s m i n ( d i )  
i =  1 i 
I 
The second pseudo-equivalent class is solved in exponential 
time by the VAX and it is described with the following 
values for the job 3-tuples, 
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First, an analysis of the O(n) job set. Parallel processing 
appears to show no reductions in the time order complexity 
of O(n) problems (see Figure 6). The best performance was 
attributed to the iPSC d-1 and the best speed up was 
approximately 0.33 over VAX. Since this search problem 
degenerates to an examination of the left-most branch of the 
search tree, the problem does not map well to a parallel 
processor. The Load Balance analysis shows this result (see 
Figure 7). Basically, this problem cannot run in parallel. 
For small problem sizes, (scheduling 15 jobs or less) only 
one processor solves the problem while for large problem 
sizes, two iPSC worker nodes are used. This problem re- 
enforces the concept of maximum parallel activity because of 
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Figure 8: Deadline Job Scheduling- Problem Set #2 
Computation Time 
concurrently, the global upper bound converges quickly to 
the best upper bound of the entire search space. Once the 
upper bound converges, the workers no longer search the 
subtrees. They only prune the remaining search space. In 
the case of the d-5 hypercube, the Control Process generates 
128 initial problems to solve. At this point the upper bound 
has all ready converged, and the search quickly ends with 
the workers just pruning the search space and never actually 
searching the subtrees. 
Load Balance - Deadline Job Scheduling 
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S J o b s  solved on an iPSC D-4 
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Figure 9: Deadline Job Scheduling- Roblem Set #2 
Load Balance of scheduliig 15-Jobs on an iPSC D-4 
CONCLUSIONS 
The main objective of this research was the performance 
evaluation of search problems on the hypercube architecture. 
First, conclusions from the other research goals. The results 
of the first goal identified the object-oriented design 
methodology as a good design approach to map a problem 
into a parallel solution. The object model worked well for 
this research. The results of the object design resulted in a 
fine grained mapping of the problem space, and the 
implementation of the design focused on collecting several 
objects into coarse grained iPSC processes. During the 
design, details of the branch and bound problem were not 
overlooked and during the implementation, inefficiencies of 
communications were reduced. Even though the initial 
design needed fine tuning to achieve the best performance, 
the implementation of the initial design created a good 
prototype. As a recommendation for future research, the 
object design methodology should be extended to other 
parallel processors such as shared memory machines or 
other hypercube architectures. As noted with this research, 
an object design worked well for the hypercube because of 
the similarity of object design and the process model of 
computation. Additional tests of object-oriented design will 
test the flexibility and suitability of the design methodology 
as a general approach to map a problem into a parallel 
architecture. 
The second goal of this research was the performance 
evaluation of search problems on a parallel processor. As 
the results show, a sequential problem solving technique, 
like search, can be mapped to a parallel processor and speed 
ups over traditional sequential machines can be achieved. In 
fact, over a narrow range, the parallel solution reduced the 
time order complexity of the problem. But, the results of the 
O(n) job set also re-enforced the concept of maximum 
parallel activity due to limitations within the problem. 
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Finally, the third goal of this research was to examine the 
suitability of the hypercube architecture to solve search 
problems. Branch and bound is a 
technique with centralized control. The parallel solution 
presented in this paper was mapped onto an extremely 
loosely coupled architecture. Even though this research 
successfully produced speed ups, the nature of the 
hypercube architecture and the nature of the problem are not 
similar. Therefore, parallel search should be examined on 
other, more tightly coupled architec-tures, such as shared 
memory machines. Yet another approach to speed up search 
problems is to design new algorithms instead of mapping 
sequential techniques to parallel processors. 
programming 
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ABSTRACT 
Distributed computing offers the poten- 
tial for improved system's performance 
for many applications. Critical to the 
realization of this performance im- 
provement is a methodology for task al- 
location which considers both the 
application requirements and the system 
architecture. This paper examines a 
conceptual framework for task allocation 
in distributed systems and discusses 
application and computing system 
parameters critical to task allocation 
decision processes. The paper addresses 
task allocation techniques which focus on 
achieving a balance in the load dis- 
tribution among the system's processors. 
That is, equalization of computing loact 
among the processing elements. Examples 
of system performance are presented for 
specific applications. Both static and 
dynamic allocation of tasks are consi- 
dered and system performance evaluated 
using different task allocation method- 
ologies. 
INTRODUCTION 
Recent advances in the development of 
microcomputer systems has irxreased 
interest in the use of distributed 
computing systems. Certain applications 
such as the Battle Management and 
Command, Control, and Communications 
(BM/C3) requirements of a' strategic 
defense system appear naturally as 
distributed computational systems.[l] In 
addition, despite the impressive speed of 
the current generation of computers, 
their architecture limits them to a 
mostly serial approach to computation, 
.and limits their usefulness for problems 
that are computational intensive and 
which may require processing speeds 
upwards of 100 million operations per 
second. Physical limits suggest that 
these traditional, serial architectures 
offer little hope of large performance 
improvements. Distributed and parallel 
processing systems offer an opportunity 
for improved system performance, 
reliability and flexibility. Critical to 
the realization of increased system 
capabilities is an effective means of 
allocating the processing tasks among the 
system's Computing resources. Without an 
effective scheme of task allocation, the 
performance of the distributed system can 
be degraded to something less than that 
of one of the system's single processors. 
This paper presents preliminary results 
of research performed to analyze the 
performance of task allocation method- 
ologies for a distributed computing 
system. For this paper, distributed 
processing is considered as a special 
case of parallel processing where the 
processing elements are loosely coupled 
and any exchange of information and 
control of the system must take place via 
an interconnection structure instead of 
by means of shared memory. However, the 
fundamental approaches used in this work 
do not preclude use with a tightly 
coupled parallel processing system. The 
appli-cation program used in this 
analysis was that of Integer Linear 
Programming (ILP). ILP is representative 
of a class of algorithms which is 
applicable to the solution of several 
problems within the BM/C3 environment of 
strategic defense. Results of this 
analysis show that dynamic task 
allocation can provide significant 
performance improvement. Also discussed 
are planned extensions to this research. 
PERFORMANCE OF DISTRIBUTED SYSTEMS 
Evaluation of alternative system 
implementation must be based a relevant 
metrics. Because increased speed of 
computation is one of the primary reasons 
for using parallel systems, the speed of 
the parallel algorithm is one of the most 
important parameters for system 
evaluation. The most frequently used 
measures of parallel and distributed 
system perforranse arp 
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speed-up and efficiency. These 
measures are defined as follows: [ 2 ]  
worst-case running time of fastest 
for the problem 
known sequential algorithm 
(1) s =  
worst-case running time of 
parallel algorithm 
worst-case running time of fastest 
for the problem 
known sequential algorithm 
E =  
,-\ 
( L J  
cost of parallel algorithm where, 
S - Speed-up 
E = Efficiency 
and the cost of parallel algorithm is 
defined to equal the product of the 
parallel running time and the number of 
processors used. 
The ratio of single processor time to 
parallel system time can be expressed 
as S = T1/TN where T1 is the 
single processor time and the computa- 
tion time using N processors, T , is 
determined by the following formupa: 
TN = TS + Max (Tc) + TW ( 3 )  
where 
TN Computation Time for N 
TS = Start-up Time 
Max (Tc) - Time required for 
processors 
last busy processor 
to complete its 
computation 
TW = Wind-Down Time. 
Start-up time measures the time that is 
required to initialize the system 
before any computations can begin. 
Wind-Down time refers to the time 
required to collect from the various 
system processors and analyzing or 
tabulating into a final product. The 
time required for the last busy 
processor to complete its computations 
includes several elements. Included is 
all of the time during which this 
wrocessor and all other processors in 
Maximum speed-up, which is the 
overriding objective for most parallel 
processing applications, occurs when 
the parallel processing time is 
minimized. The elements of the equa- 
tion for the parallel processor time 
are not independent. The algorithm, 
the architecture and their implemen- 
tations determine the specifics of the 
relationships among these parameters. 
However for applications of interest 
the predominant factor, by orders of 
magnitude, is the computation time. 
Thus, speed-up is maximized when 
Max(Tc) is minimized. 
Balanced Computational Load 
There are three rules of thumb for 
minimization of Max(T ) and, therefore, 
maximizing the perfoAance of parallel 
processing systems: [ 3 ]  
(1) Distribute the computation load 
evenly: 
( 2 )  Maximize the computation time to 
communication time ratio: 
( 3 )  Minimize communication distance. 
These rules of thumb, unfortunately, 
may conflict. For example, in order to 
maintain a balanced computational load 
additional communications overhead may 
be required. Thus Max(T ) ,  which 
includes both computation an8 required 
interprocessor communications, must be 
Just considered in its entirety. 
maintaining a balanced workload with 
out consideration of associated 
overhead and memory system costs may 
result in decreased system performance. 
This is the task allocation issue being 
addressed in this research. 
TASK ALIBCATION 
Concepts and techniques for task 
allocation or task scheduling have 
evolved from the considerable body of 
work on job-shop or assembly-line 
problems. [ 4 , 5 ]  Work in this area has 
been has been extensively documented in 
management science, operations re- 
search, and computer science and 
engineering literature. The two funda- 
mental approaches to task allocation 
are static and dynamic. Each of these 
techniques has advantages and dis- 
advantages which are a function of the 
application and the system archi- 
tecture. [6] 
the system were actually performing 
useful computations. Also included is Static Allocation 
any idle time, time required to 
communicate with other processors, and Static allocation involves the a-priori 
time required to perform overhead determination of the allocation of 
functions built into the parallel tasks. This method is the least 
complex and requires the least overhead algorithm. 
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of the system 'during its operation. In 
systems where complete knowledge of the 
computational requirements of t h e  
application tasks and the system's 
operational characteristics are knowr,, 
static allocation of task can be the 
most efficient. Minimal resources are 
required during run-time while 
maintaining high levels of efficiency. 
But, solution of the static allocation 
problem in these cases generally 
requires solution by means of an off- 
line integer programming problem or 
other computational intensive combina- 
torial algorithm. Furthermore, when 
knowledge of the system operational 
characteristic while dedicated to a 
specific application, or if the exact 
computational requirements are not 
known, static allocation is not 
generally effective. In these cases, 
all advantages of parallelism in the 
problem structure and architecture may 
be lost and the total computational 
load assigned to a small subset of the 
available processors. 
Dynamic Allocation 
Dynamic allocation of tasks is an 
attempt at maintaining the most 
efficient use of the system's 
computational resources by adapting, at 
run-time, the load distribution to the 
demands of the computational tasks. It 
involves assessing the availability of 
each processing element to accept 
additional work and reallocation of the 
total system computational load so that 
a stated performance metric is 
optimized. The process of obtaining an 
optimal result is itself a large-scale 
combinatorial optimization problem, and 
therefore dynamic allocation techniques 
are most often based on heuristic 
procedures. Moreover, the difficulty 
of the task is increased by lack of 
precise information about the 
application program's requirements and 
the computational characteristics of 
the system. These factors must, in 
general, be estimated using some method 
of heuristic or statistical technique. 
The objective of any technique of 
dynamic allocation is to optimize the 
use of the system communications, 
computation, and memory resources, but 
this requires minimization of overhead 
for execution of the allocation 
routine, which requires specific 
knowledge of the distributed system 
architecture. 
DISTRIBUTED SYSTEM ARCHITECPURE 
Evaluation of the system's performance 
require consideration of both communi- 
cations and computational dependent 
parameters specific to the system 
implementation. The performance of any 
dynamic task allocation method depends 
upon not only the application, but 
these charact.eristics of the computing 
system's architecture. 
The distributed architecture system 
used for this study was the Intel iPSC 
system.[3] This system is based on a 
hypercube topology where each node of 
the topology is a processor with its 
own memory and communications 
capability. The system operation is 
based on a process model of computation 
of 2 processors each with direct 
communications with its n neighbors. 
The number n defines the dimension of 
the cube. Figure 1 illustrates a cube 
of dimension 4 .  
hyperpbe su ported or by binary message n-cube passing. i  a network A 
Figure 1 Dimension Four Hypercube.[3] 
The iPSC can be configured with modules 
of 16, 32, 64 or 128 interconnected 
nodes. The processors which form the 
elements of the hypercube are called 
nodes. Each node is numbered by aR n- 
bit binary number between 0 and 2 -1. 
Node 0 is connected to a separate 
processor called the "cube manager" 
which provides the input and output 
link between the nodal processors and 
the outside world. 
Communications within the cube is based 
on a static routing algorithm which 
routes .messages by a minimum number of 
hops along the edges of the cube. 
Although there is support for 
communications processing on each node, 
the nodal processor, an Intel 80286 
chip, must perform some of the tasks 
associated with forwarding a message. 
Hence the pattern of communications 
within the application's implementation 
may have a significant impact on the 
overall performance. 
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The iPSC system provides support for 
software developed in 80286 assembly 
language, C, and Fortran 77. The 
algorithms developed for this paper 
were implemented in Fortran 77. This 
language was chosen because compiled 
Fortran 77 is faster than C on the 
iPSC. 
INTEGER LINEAR PROGRAMMING 
The specific problem analyzed in this 
research is a distributed computer 
algorithm for the solution of Integer 
Linear Programming problems. In matrix 
representation, Integer Linear Program- 
ming (ILP), is an optimization problem 
which consists of finding a vector x 
which maximizes (minimizes) a linear 
objective function C*z subject to a set 
of linear constraints fi*z = E, 5 2 0, 
and 2 integer. A is an m by n matrix, 
- C is a 1 by n row vector, and and z 
are n by 1 column vectors all of which 
are integer.[7] Such problems are 
frequently posed as problems with 
inequality constraints which must be 
transformed to the required format by 
adding s 1 ac kat and alsurplusla 
variables.[7] Although the problem is 
easily expressed it is extremely 
difficult to solve in practice. It has 
been shown, in fact, that ILP is NP- 
complete.[8] 
Among the techniques frequently used to 
solve the ILP is an enumerative 
technique called the branch-and- 
bound. [5] A naive approach to 
enumerative solution of an ILP involves 
the explicit examination of each 
possible integer vector to determine 
the one which results in maximization 
(minimization) of the objective 
function. However, even for relatively 
small ILP'S the number of 
possibilities, while finite, becomes 
excessively large. Consider for 
example an ILP with ten unknown 
variables each of which has an integer 
range of zero to ten. There are more 
than ten billion possible solutions to 
this problem. Explicit enumeration of 
the possible solutions quickly becomes 
overwhelming. 
The branch and bound method of solution 
of the ILP uses a combination of 
explicit and implicit enumeration to 
reduce the total number of permutations 
which must be examined. The branch and 
bound technique can best be described 
in terms of a search tree. The heisht 
of the tree is determined by the number 
of integer variables, n, in the ILP. A 
path from the root node to a leaf node 
which satisfies all problem constraints 
corresponds to a feasible integer 
solution. At a given level of the tree 
the nodes correspond to specific 
integer values for one of the problem 
variables. Figure 2 illustrates a 
search tree for a three variable ILP 
where the x has a domain of (0,1,2) 
and x2 and k, each have a domain of 
( 0 1 1 ) .  
Initially the ILP algorithm performs an 
unconstrained solution to the linear 
programming problem which results if no 
integer constraints are applied. If no 
feasible solution exists to the 
unconstrained problem, then no solution 
exists for the ILP. The value of the 
objective function for the feasible 
solution to the unconstrained problem 
represents an upper (lower) bound on 
the ILP objective function for the 
maximization (minimization) problem. 
The hranch and bound algorithm used in 
this research performs a depth first 
search of the enumeration tree 
succes:;ively constraining the integer 
variables to specific values. As each 
variable is constrained, the value of 
the objective function for the feasible 
partial solution is compared with the 
existing lower (upper) bound to 
determirir- if further search along that 
path is justified. The lower (upper) 
bound is determined by the maximum 
(minimum) objective function value for 
feasible integer solution to the ILP. 
As a new larger (smaller) bound is 
determined it replaces the existing 
lower (upper) bound. The bound defined 
by the feasible integer solutions 
determines the criteria for eliminating 
nodes from the search tree before 
extending them. Any partial solution 
which falls below (above) the feasible 
solution bound cannot represent an 
improved solution to the maximization 
(minimization) problem. 
Distributed Computation of ILP 
The ILP was implemented on the Intel 
iPSC distributed computing system in 
the following fashion: 
1. One node of the hypercube is 
designated the responsibility of 
coordinating the computation of the 
other processors in the system. This 
controller node partitions the problem 
space, assigns blocks of the partition 
to independent processing elements, 
collects intermediate results and 
shares these results with the other 
processors, and maintains the status of 
the progress of the solution. 
2. The laworkerla nodes of the 
system perform the ILP algorithm on 
assigned blocks of the problem space 
partition. These nodes inform the 
controller node of improved results, 
current status in solving the assigned 
partition, and if they are idle. 
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Figure 2 Example Enumeration (Search) Tree 
Computation performed by the worker 
nodes includes the branch-and-bound 
algorithm. These nodes send to the 
controller node the objective function 
value for each improved integer 
feasible solution. This information is 
shared with all other nodes so that 
more rapid implicit enumeration is 
possible. These nodes also provide the 
the controller node with a status 
vector which represents their progress 
in solving assigned subproblems of the 
ILP problem. 
RESULTS AND ANALYSIS 
This section presents the results of 
experiments performed using the Intel 
iPsc to compute the ILP for a group of 
problems which range in complexity from 
easy to moderately difficult. Table I 
contains the descriptions of these 
problems. All of these problems are 
stated in the form of &*z 5 e .  The 
performance of these ILP problems using 
differing configurations of the iPSC 
and differing methods of task alloca- 
tion are discussed in the following 
sections. 
Baseline Performance 
A baseline of system performance for 
the four problems is presented in Table 
11. The processor time required to 
perform a sequential version of the ILP 
computation using a VAX 11/785 and a 
single node of the iPSC are compared. 
The ratio of the VAX time to the node 
processing time is seen to remain 
relatively constant at approximately 
3.285. As can be seen for Problem 4 ,  
the time required on either system is 
excessive for most environments. These 
results are based on the depth first 
search of the enumeration tree and are 
dependent upon the speed with which the 
lower bound converges to the optimal 
solution. The longer it takes to 
converge the larger the problem space 
which must be explicitly evaluated. 
Table I11 presents the "best case" 
times for these problems using a single 
node of the iPSC. These results were 
obtained by setting the lower bound to 
the previously determined optimal value 
and allowing the search algorithm to 
perform maximal implicit enumeration. 
The results show a substantial speed-up 
for all but Problem 2 .  Problem 2 does 
not show the same improvement because 
its optimal solution is encountered 
early in a depth-first search. Hence, 
implicit enumeration quickly dominates 
the enumeration scheme even for the 
sequential implementation. 
The results obtained by this method are 
not representative of normal perfor- 
They depend upon a-priori mance . 
knowledge of the answer. These results 
are included so that the parallel 
system performance can be compared with 
the best possible sequential 
performance for the specific algorithm 
used. 
Static Partition and Allocation 
Except for those applications where 
knowledge of the problem space is 
complete enough for static partition 
and allocation to provide sufficient 
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Table I 
Integer Linear Programming Problems Used for System Evaluation 
Problem 1 Problem 2 [7:370] 
5 
Objective Function = 4x + 8x2 Objective Function = x3 + x4 + x 
+ 3,- 
3 
Variables Vari ab1 es 
xl x2 x3 
1 2 3 
1 4 1 
2 
b Xl x2 x3 x4 x5 b 
18 2 3 1 2 2 18 
6 3 2 2 1 2 15 
6 4 15 -6 0 1 0 0 0 
0 -7 0 1 0 0 
Problem 3 [7:371] 
12 Objective Function = x7 + x8 i- x9 + x + x + x 10 11 
xl x2 
9 7  
12 6 
15 5 
18 4 
-12 0 
0 -15 
0 0  
0 0  
0 0 
0 0 
x3 x4 
16 8 
6 2  
12 4 
4 18 
0 0  
0 0  
-12 0 
0 -10 
0 0 
0 0 
Variables 
x5 x6 x7 x8 
24 5 3 7 
20 8 4 6 
4 5 5 5  
28 1 6 4  
0 0 1 0  
0 0  0 1  
0 0 0 0  
0 0 0  0 
-11 0 0 0 
0 -11 0 0 
x9 - 
8 
3 
6 
2 
0 
0 
1 
0 
0 
0 
x10 xll 
4 6 
1 5 
2 1 
9 7 
0 0 
0 0 
0 0 
1 0 
0 1 
0 0 
x12 b 
5 110 
8 95 
5 80 
1 100 
0 0 
0 0 
0 0 
0 0 
0 0 
1 0 
Problem 4 [9:236] 
Objective Function = -lox1 + 7x2 - x + 12x4 - 2x5 - 8x6 
i- 3x7 + x8'- 5x9 - 3 x 1 ~  
Variables 
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 b 
-3 -12 8 1  0 0 0 0  8 -2 8 
0 1 10 0 5 
-5 -3 1 0  0 
5 3 - 1 0  0 
0 0 4 -2 0 
0 9  0 -12 7 
8 5 -2 -7 1 
performance, static techniques tend to 
be unsuccessful. System performance 
using static partition and allocation 
of the ILP problem space depends on the 
application program size and the 
created subproblem (blocks of the 
partition) granularity. 
The static algorithm partitions the 
problem space into one or more 
subproblems per processor. The sub- 
problems are allocated first-in-first- 
out (FIFO) to any idle processor until 
the subproblems created in the original 
partition are depleted. Once the list 
is empty, processors remain idle after 
completing their assigned subproblems. 
Insufficient numbers of subproblems 
quickly results in system speed which 
approaches that of a single processor. 
The larger the problem space the more 
likely static techniques will not 
substantially improve performance. 
-1 7 I 0 0 13 
0 0 -2 0 -1 -6 
0 0 2  0 1 6 
5 1 -9 2 0 8 
-6 0 2 15 3 12 
0 -5 0 10 0 16 
This occurs because prevention of 
single processor degeneration requires 
very large numbers of subproblems which 
in turn results in high communications 
to computation ratios. 
For example, even when the solution of 
Problem 4 is tuned by providing the 
optimal solution the overall solution 
time (with 31 nodes and 2000 sub- 
problems per node) is only 15 percent 
better than the single processor 
performance, and the computational load 
is distributed such that one processor 
is always busy while the other 30 
processors are busy only 4.6 percent of 
the time. 
Table IV shows the results of static 
partition and allocation for varying 
problems with the numbers o f  sub- 
problems fixed at 250 per node. Table 
V illustrates the performance of static 
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methods using a range of pa'.tition 
sizes on one of the problem sets. 
Clearly general techniques must involve 
methods other than static allocation. 
Dynamic Allocation Procedures 
The dynamic allocation procedures 
implemented in the algorithms used in 
this research incorporate several 
heuristic techniques. Maximum 
parallelism of the computation results 
if all processors initial idle time is 
minimized. Toward this end, the 
initial static partition and allocation 
is performed as specified for the 
static algorithm. Once the initial set 
of subproblems is depleted, any 
processor that becomes idle notifies 
the control node of its status. The 
control node is responsible for finding 
additional work, if it exists, and 
interrupting a busy processor so that 
the remaining work can be partitioned 
and reallocated. It is the procedures 
used to determine which processor to 
interrupt and how to partition that 
processor's work load that incorporate 
heuristics. 
The decision as to which processor to 
interrupt is based on which processor 
has been busy for the longest time. It 
is assumed that this processor has not 
been able to perform implicit 
enumerations on most of its subproblem, 
and therefore, contains many feasible 
integer solutions. Once the processor 
is interrupted, the number .of 
subproblems to form must be decided. 
To form only one subproblem is counter 
productive. The time lost to overhead 
of interrupt and partition will be 
repeated each time a processor becomes 
idle. Instead, the partition creates 
many subproblems which are used to 
create a F I F O  problem queue, as is done 
for the initial partition, therefore no 
other processors are interrupted until 
the queue is empty. The number of 
subproblems to create for each 
interrupt is bounded below by a user 
specified minimum and calculated using 
a multiplicative factor determined by 
the partial solution object function 
value and the current maximum feasible 
object function. The closer to the 
maximum the more subproblems created. 
Finally, as the solution 'is approached 
the possibility exists for thrashing to 
occur. To prevent repeated interrupts 
of processors, a minimum busy time can 
be specified by the user. 
Performance of Dynamic Task Allocation 
The results of experiments using the 
dynamic task allocation method 
described above are presented in Tables 
VI and VI1 and Figures 3 and 4 .  
The results shown in Table VI 
illustrate the performance of the 
dynamic partition and task allocation 
algorithm on the four test problems. 
The results cited are the best measured 
performance for each problem as 
determined by the algorithm parameters 
of number of initial blocks in the 
partition, minimum number of blocks in 
each partition of an interrupted 
subproblem, and the minimum busy time. 
There is a clear performance improve- 
ment over the static allocation results 
shown in Table IV. Moreover , the 
performance improvement increases as 
the problem complexity increases. 
As shown in Table VI, the speed-up for 
Problem Four exceeds linear, with 
respect to the number of processors, 
when compared to the single processor 
time without a-priori knowledge of the 
solution. With a-priori knowledge of 
the solution, the speed-up is less than 
linear but substantial. Further 
analysis of the the super-linear 
performance is in order. 
Based on the serial processing 
algorithm implemented in this study, 
super-linear speed-up is achievable. 
However, could the performance of this 
algorithm be improved so that it 
approaches the performance measured 
with a-priori knowledge as shown in the 
"best case" performance? If such an 
optimal algorithm can be determined, 
then it should be applied. 
Improvements may come from different 
search techniques or improved 
implementation techniques; however, it 
is questionable if such an algorithm 
can be developed for the general case. 
The advantage of the parallel solution 
of the ILP using a branch and bound 
algorithm is that the knowledge 
essential to rapid solution of the 
problem, the bounds, are determined 
more quickly. These results are 
broadcast to all computing elements, 
thereby accelerating their performance. 
If a sequential algorithm can be 
optimized, then each of the nodes could 
also use the algorithm. The 
performance improvement using multiple 
processors would approach linear, and 
differ only by the overhead associated 
with communications, start-up, and 
wind-down. 
Table VI1 illustrates the performance 
of the dynamic scheduling algorithm 
applied to Problem Four for varying 
numbers of nodes. The speed of 
performance improves approximately 
linearly with the number of processors. 
These results were based on the same 
number of blocks in the initial 
partitions, the same number of blocks 
in the subsequent partition of 
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subproblems, and the same minimum busy 
time . 
Figures 3 and 4 illustrate the 
criticality of the dynamic task 
allocation parameters. There exists a 
clear indication that specific values 
provide s2gnif icant performance 
improvements. Moreover, certain values 
for the parameters result in B 
significant degradation in the 
perf ormance. How the lloptimalll 
parameters are determined is the 
subject of on-going research. 
SIJMWiRY 
The results illustrate that reasonable 
Performance from a distributed 
computing system requires some method 
of dynamic task allocation. Such an 
allocation scheme must consider not 
only the application but the 
characteristic of the system architec- 
ture used for the implementation. 
Specifically the processing speed, the 
communication subsystem characteris- 
tics, and the memory requirements. 
The results of pervious experiments 
demonstrates the need for an adaptive 
algorithm to "tune1' the application 
algorithm's performance to the system 
architecture. On-going research is 
examining the development of automated 
techniques for generating the critical 
task allocation parameters. Under 
consideration are methods of stochastic 
estimation and heuristics for 
determining the best combination of 
allocation algorithm parameters. In 
addition, further work is being 
performed to improve the serial 
algorithm by consideration of different 
searck strategies. 
TABLE I1 
Serial Processing Time 
( in Seconds) 
PROBLEM INTEL VAX 11/785 
(1 NODE) 
NUllBER iPSC 
1 11.1 3.6 
2 49.8 14.8 
3 4067.3 1193.6 
4 108335.9 32052.0 
TABLE I11 
"Best Cane" Serial Processing Time 
Problem INTEL 
nurber ipsc 
1 0.795 
2 49.685 
3 750.295 
4 3222.355 
(in Seconds) 
(1 Node) 
Table IV 
Static Partition and Allocation 
(31 Nodes) 
Problem Solution Speed 
Number Time UP 
(Seconds) 
1 4.12 2.69 
2 45.81 1.09 
3 1689.31 2.41 
4 108289.00 1.00 
Table V 
Problem 3 
Static Partition and Allocation 
(31 Nodes) 
Number 
Blocks 
Per Node 
100 
200 
500 
600 
800 
1000 
1500 
2000 
Solution 
Time 
(Seconds) 
1691.6 
1699.5 
1664.3 
1736.0 
1736.1 
1691.7 
1691.6 
1689.5 
Speed 
UP 
2.4 
2.4 
2.5 
2.3 
2.3 
2.4 
2.4 
2.4 
Table VI 
Dynamic Partition and Allocation 
(31 Nodes) 
Prob . Solution 
# Time T1/TN "Best Tln/TN 
(See.) 
1 3.22 3.45 0.24 
2 13.86 3.59 3.58 
3 488.23 8.33 1.57 
4 155.09 €98.54 20.78 
Table VI1 
Problem 4 
Dynamic Partition and Allocation 
Nodes Time T1/TN "Best Tlw/TN 
Solution 
(Sec.) 
4 1233.9 87.8 2.61 
8 664.7 163.0 4.85 
16 373.7 289.9 8.62 
31 155.0 698.94 20.78 
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USER ENGI"G: A NEW LOOK AT 
SYSTEM E N G l " G  
Larry L. IlcLaughlin 
One Space Park 
m Defense systems 
Bldg. 02 Eoan 2779 
Redondo Beach, CA 90278 
"he dawn of the missile and space era gave bir th  
to System Engineering, and the evolution of human 
caqxter system has spawned a n w  concept called 
U s e r  Jhgineering. 
Because users are diverse, and their  requirements 
are always subjective, and i n i t i a l ly  vague, 
unknown o r  incmpletely defined, existing 
roethodologies are insufficient to identify user 
issues which then cause major disruptions through- 
out the requiremnts, design and d e v e l o m t  of 
the system. Human thinking and decision making 
in critical e n v i r o m t s  such as  space stations 
or  space defense arrmand and control centers 
demand new engineering approaches to tackle user 
omplexity and reduce system devel-t r i sk .  
U s e r  Engineering is a new System Engineering 
perspct ive responsible for defining and 
maintaining the user 's  view of the system. 
elements are a process to guide the project and 
mstcmer, a mlt idiscipl inary team including hard 
and sof t  sciences, rapid prototyping tools to 
build user interfaces quickly and n?odify them 
frequently a t  lm cost, and a prototyping center 
for inMlving users and designers in an i terat ive 
Way. The m a h  consideration is reducing the r i sk  
that  the end user w i l l  not o r  can not effectively 
use the system. 
It's 
The process begins with user analysis to prcduce 
cognitive and work s tyle  d e l s ,  and t ask  analysis 
to prcduce user work functions and scenarios. 
These becaw major drivers of the human corputer 
interface Ciesign wh ich  is presented and reviewed 
as an interactive prototype by users. Feedback 
is rapid and productive, and user  effectiveness 
can be roeasured and observed before the system 
is bui l t  and fielded. Requirements are derived 
via the prototype and baselined early to serve 
as an input to the architecture and software 
design. 
lNTEODLCl?IoN 
This paper detai ls  a methodology that has been 
used successfully to engineer -lex human 
cmputer systans. 
relating to haw the cpvernmnt ard corporations 
It is a "process" technolqy, 
can go about conceptualizing, defining, and 
building system. The mtivation for this new 
process is described i n  terms of problems with 
existing approaches and the pressing need for a 
dramatic change in the nature and goal for  these 
sys- 
The new prccessr called "User Engineering", is 
defined anu reb.+&. t o  the other perspectives of 
system engineering. 
terms of four primary elements: 
tools, team, and laboratory. 
where this technology has successfully been 
applied and the benefits are sunmrized. 
PR%LFPl 
User interactive systems d i f fe r  markedly from 
system the governrent and aerospace canpanies 
have bui l t  i n  the past. 
driven by critical simulation and/or data 
processing requirements, but required limited 
human interaction. 
the primary consideration is providing kncwledge 
integration and fas t  problem solving, using 
pawerful workstations amnected to information 
sources supported by decision aids (Shneiderman, 
1987). 
Fkquiren-ents for these systems are i n i t i a l ly  a t  
best subjective and are often vague, unknown, and 
incarpletely defined. 
they want un t i l  they see it, and frequentzy can 
neither describe how they do their work 
(FGism~sen, 19861, o r  ccnmunicate it to even the 
rrost able interviewers. Additionally, these 
requireroents do not met physical laws and can 
not be proven on paper in advance. 
C l a s s i c a l  approaches used successfully i n  the 
past on systems l ike  the ICBM program o r  site 
defense, depend on functional partitioning an6 
depend crucially on the s t d y  of interfaces. 
For human ocmputer systems, these f a i l  because 
of the need for synbiotic interactior. between a 
primary subsystem, the h m ,  and the computer. 
(Kinmgrad and Flores, 1986) 
The tenn "human ccknputer interactive" that is naw 
widely used to d e s c r i b  these systems, masks the 
incredible mmplexity and diff icul t ies  associated 
it is cilescrikd in  
mthdology, 
E?camples of system 
Those systems were 
With user interactive systems, 
U s e r s  do not know what 
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w i t h  trying to &ine the pmers of the h m  
brain and anputers. 
aerospace industry begm to unawer the reasons 
why effor ts  to build such system have hail so m y  
Only recently has the 
problems. 
Analysis of costs for these systems reveals that 
for every dollar spent i n  develcpent, 
approxixitely two and one half dollars are spent 
in operations and maintenance. 
develcpwnt costs, thi r ty  percent (30%) is break- 
age within the waterfall. 
these costs are pr-ily traceable to failure 
to have mnplete, clear and consistent user/system 
requirmts. F t n - e  star t l ing,  of the software 
maintenance costs, forty percent (40%) is user 
enhanmnts .  In other words, these costs are 
associated with making the system do what users 
suddenly discover they really needec? in the f i r s t  
instance. In the burst case, over one third of 
the l i f e  cycle costs for these systems could be 
msidered  wasted i f  better requirements could. 
be established early (Boehm, 1981). 
CxXTA 
The challenge for each project then beomes lxm 
to understand and provide custmizec!  support for 
diverse users, to translate this knowledge into 
user/system requirements that  achieve the best 
interface for their dialog with the system, and 
to produce the best technical design solution 
to accomplish needed system suppr t .  
system engineering goals, thus are to validate 
these requirements w i t h  users early enough to 
affect  system design, and to architect systems to 
met user needs, not force f i t  users to system 
architectures. 
APPRQACH 
Of the software 
It is now known that 
The ultimate 
Traditionally, system engineering is understood 
to have four perspectives (Figure 1.). filission 
engineering produces the operational concept for 
the system and concentrates on "who, what, why, 
where and how. " 
requirements in terms of "the system shall . .  . !' 
statemnts for contractual and testing purposes. 
Design engineering produces the physical view 
of the system, its architecture and functional 
partitioning, ard simulations of performance. 
Implerrentation engineering makes decisions about 
order of build, languages, test beds, and testing. 
To strengthen the hurnan analysis, a new 
perspective, we mined ' : U s e r  Engineering", is 
added to qlmt the others. 
for defining, validating, and maintaining the 
user view of the system. U s e r  Engineering is 
supported by rapid prototyping to identify and 
resolve issues early, and identify requirmts 
and drivers for  the architecture design. 
p ryess  is r i s k  driven, as opposed to doamra t  
driven, and thus in i t i a l ly  avoids paper 
specifications whi& are costly to produce, read, 
and understand, and which often m u n t  to Lit t le  
mre than speculation about the u t i l i t y  and 
usability of the f ina l  system. 
Requirements engineering defines 
I t  is responsible 
The 
1 
The U s e r  Engineerjng process muprises seven 
steps that  provide a framework (Figure 2.)  to 
guide the engineering tradeoffs which lead to a 
and software requiremnts. 
important phases produce analyses of the user, 
the tasks the system w i l l  supprt, and how the 
users w i l l  interface w i t h  the system t o  perfom 
work. For'purposes of description, the phasss 
are top clawn and hierarchical, but in practice 
are i terat ive,  recursive, and flexible as needed. 
Each of the phases has a specific goal and 
product, and produces prototypes fran the 
project's inception onward. The prototypes 
provide focus for continual interaction with 
users for exercising working models of the 
system which look and feel  l ike the proposed 
system. 
Specifically, the process begins with the 
definition of an operational concept, and the 
gathering of user and system data about how the 
current system ( i f  it exists) works and could 
be irf@roved. 
of interviews, observations, and Oognitive, 
workstyle and personality masures. 
analysis is  then done f m  the user pint of 
view, to complement the partitioning of internal 
system functions. 
the preparation of scenarios w i t h  users to  
ref lect  m e  canpletely how their  wd. is done. 
Candidate user interfaces are defined and the 
scenarios are prototyped to involve users hands- 
on 
can be included i n  the prototype and can operate 
an real  o r  simulated data. U s e r  and 2esigner 
t imdy feedback identifies issues and prwic?es 
the information to do effective tradeoffs and 
make clear decisions. 
As the prototype matures, it begins t o  re f lec t  
the f inal  system a t  the level of detailed design. 
It looks, feels,  and behaves l ike the real  system, 
including simulating response t h s  exactly. 
remains as a tool throughout the developwnt to 
interpret  the systan, and respond t o  the 
inevitably changing user requiremnts. Addi- 
tionally, it provides a mechanism for measuring 
the wformance of the user on the system in  
advance, and for beginning the development of 
training concepts. The user interface is base- 
lined with attendant requiranents docmentation 
a t  a User Design Review, a new review proposed 
to occur a t  o r  before the System Design Review. 
TOOLS 
Key to successful U s e r  Engineering is the ability 
to build prototypes rapidly and be able to chanqe 
them frequmtly a t  la? cost. 
support a lengthy expensive prccess no m=tter 
what reduction in  r i s k  is pranised. Frototyping 
tools must fac i l i t a te  rapid construction ( in i t i a l  
prototypes within 1 4  to 30 days), have real time 
interaction, be transportable to the user, and 
provide for user performance m i t o r i n g .  
Wferred to as "user lnterface management 
~;.lsta&"' these -1s pramte rapid screen generation 
baselined prototvpe arod subsequent set of system 
The central  and mst 
A user mdel is fonred f m  results 
Then task  
Key to the t ask  analysis is  
Software algorithms for critical functions 
It 
N o  custaner w i ? l  
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and provide mechanism to sequence the screens 
and couple t h e m  to special or library applications 
prwams. 
Additionally, the tools should. ( F i q r e  3.) allow 
U s e r  Engineers to select fran any n m  of 
terminals, input/cxltput devices, different user 
dialogues, and interchange these as  required. 
Appropriate application programs and their 
associated data bases (e.g. m p  generation and 
display, o r  image processing) inherent to user 
interactive systems are included to fac i l i t a te  
effective rodeling of systems. 
TEAM 
No single individual has the breadth of both 
"hard" and "soft" science expertise needed to 
analyze and design these ccmplex human canputer 
systems. Furthmre,  a highly experiential 
process such as th is  requires a team approach 
(Figure 4 . ) .  
is essential  t o  effective uti l ization of both 
individual and team resources. Depending on the 
problem a t  hand, disciplines including organiza- 
t ional d e v e l o m t ,  sociology, psychology, 
macroergonanics, human factors, m machine 
interface design, prototyping, anc? general system 
engineering must be represented. In addition, 
it is mandatory that the c u s m s '  end users 
and experts in the subject of the system be 
participants. 
L?EmAmm 
It is also clear that m p u t e r  centers, w i t h  
noisy equipllent and harsh Lighting, are inappro- 
priate settings for developing and gathering 
feedback about user interaction on the prototype. 
A laboratory, referred to as the "System 
Prototyping Center", wt be established as a 
special environment (Figure 5.) keyed to the 
users exprimcing of the proposed s-stem. 
has individual work areas into which proposed 
mrkstations or  consoles are brought in and which 
are decorated to res-le the mrk  place. 
wrkstations house or are connected to prototyping 
and masuremnt tools. 
contains mnitors ,  large screen projectors, video 
m r a s  and recorders, and storyboards for 
capturing and sharing ideas. 
Training in group process techniques 
It 
The 
Another area i n  the center 
AF'PLICATICPJS OF USER E N G I " G  
This technology is  being successfully applied 
both in  research t r i a l s  and on contract a t  Tfw 
for government custaners (Figure 6 . ) .  These are 
a l l  user based systems tending tmard the mst 
ccmplex end of the spectrum of cognition, tasks ,  
and MMI. 
Ongoing analysis of these applications of U s e r  
Engineering clearly iradicates that the r i sks  are 
dramatically reduced for  requirmts and design, 
and that users are mre sat isf ied throughout the 
ckvelopnent and deplaynwt of the system. 
less paper is prepared at the outset, as the 
prototype ccmnunicates the system concept quickly 
and effectively. 
meaningful, and issues are surfaced before the 
Much 
User feedback is rapid, and 
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system is bui l t  and fielded. 
Designers better understand what kind of archi- 
tectures they should use, and the resulting 
systems are easier to extend and mintain.  
prduct ivi ty  can be measured i n  advance, and 
training concepts can be explored on the proto- 
type prior to system delivery. This approach 
can nicely c c p n p l ~ t  mre formal developmt 
processes which follow the U s e r  Design Review and 
are based on the specification derived frcm the 
prototype. 
CCKWSION 
U s e r  
In sunnnry, the Iiser Engineering technology is 
the basis for a new way of developing heavily 
user interactive systems. 
Engineering, it focuses on the h m  stirnilus 
response arid the redefinition of the workplace. 
Prototyping is the key tool for rapid conceptu- 
alizing and ccmnmicating across customrs, 
developers and users. This kind of experimenting 
provides the best approach t o  defining/validating 
requirements and getting hands on experience w i t h  
the system before carmitting to large costly 
developwnts . 
The incorporation of th i s  technology into current 
practice is straightforward but requires 
modification of traciitionalmodalities. Of 
utToost importance is obtaining active partici- 
pation of end users, sawthing not always deemed 
desirable by custaners Additionally, new 
prmurement procedures are needed t o  insure these 
act ivi t ies  are conducted early. 
m t a t i o n  deliverables i n  contracts must i n i t i a l ly  
yield to delivery of prototypes, and the analysis 
surrounding their developLent and t r i a l  use. 
These kin$!? of risk reauction tecllnkues w i l l  in 
the l a c .  run not only bprove user and system 
effectiveness, but w i l l  1-r developllent costs 
as w11. 
Set within System 
Formal docu- 
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ABSTRACT 
Expert systems are a highly useful spinoff of 
the artificial intelligence research efforts. One 
major stumbling block to extended use of ex- 
pert systems is the lack of well-defined verifi- 
cation and validation (V&V) methodologies. 
Since expert systems are computer programs, 
the def ini t ions of "ver i f ica t ion"  and  
"validation" from conventional software are 
applicable. The primary difficulty with expert 
systems is the use of development methodolo- 
gies which don't support effective V&V. I f  
proper techniques are used to document re -  
quirements, V&V of rule-based expert sys- 
tems is possible, and may be easier than with 
conventional code. For NASA applications, the 
flight technique panels used in previous pro-  
grams should provide an excellent way of 
verifying the rules used in expert systems. 
There are, however, some inherent differences 
in expert systems that will affect V&V consid- 
eration s. 
INTRODUCTION 
Expert systems are one of the most important 
spin-offs from the artificial intelligence r e -  
search efforts. Expert systems have been 
around for a number of years and some appli- 
cations have proven highly successful. How- 
ever, despite their apparent utility and the 
growing number of applications being devel- 
oped, not all expert systems reach the point of 
operational use. One reason for this is the lack 
of well understood techniques for V&V of 
expert systems. 
Developers of computer software for use i n  
mission or safety critical applications have 
always relied upon extensive V&V to ensure 
that safety and/or mission goals were not 
compromised by software problems. Also, 
software developers have learned that aggres- 
sive V&V used early in the software life cycle 
can dramatically lower life cycle costs and 
improve software quality. Expert systems are 
computer programs, and without V&V they 
will not be accepted as either safe or cost-ef- 
fective solutions to problems. 
Despite the clear need for V&V, considerable 
confusion exists over how to accomplish V&V 
of an expert system. There are even those who 
question whether or not it can be done. As 
some authors have suggested (Green and 
Keyes l )  this has led to a vicious circle: V&V of 
expert systems is not done because nobody 
requires it. Nobody requires V&V of expert 
systems because nobody knows how it can be 
accomplished. Nobody knows how to do V&V 
of expert systems because nobody has done it. 
This cycle must be broken for expert system 
applications to succeed. However, we must 
first understand what we are talking about 
when we discuss validation and verification. 
DEFINING THE TERMINOLOGY 
One basic problem with V&V of expert sys- 
tems has been the lack of consistent defini- 
tions for both validation and verification. 
Partly because expert systems have their own 
terminology, there seems to be a tendency to 
consider expert systems as something more 
than "just computer programs". Since the de- 
velopment of an expert system uses new con- 
cepts such as knowledge engineers, inference 
engines, and knowledge representation, it 
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would seem plausible that the meanings of 
verification and validation may also have 
changed. However, this is not true. 
At the user level, an expert system is 'just a 
computer program' and this is the level that 
effective V&V must address. Therefore, it is 
appropriate to use the definitions for verifica- 
tion and validation that apply to conventional 
software. The following definitions come from 
the IEEE Standard Glossary of Software Engi- 
neering Terminologyz: 
Verification. The process of determining 
whether or not the products 
of a given phase of software 
development meet all the 
r equ i r emen t s  e s t a b l i s h e d  
during the previous phase. 
Validation. The process of evaluating 
software at the end of the de- 
velopment process to ensure 
compliance with sof tware 
requirements .  
B o e h m 3  suggests more informal definitions 
might be: 
Verification. "Am I building the product 
right ? " 
Validation. "Am I building the right 
product ? " 
When put in this framework, it is clear that 
expert systems should be both verifiable and 
'validatable' in the conventional sense. If one 
accepts that V&V of expert systems can be 
done, the next question is how it should be 
done. As with conventional software, the key 
to V&V lies in the development methodology. 
THE COMMON APPROACH TO DEVELOPING 
EXPERT SYSTEMS 
Most existing expert systems are based upon 
relatively new software techniques which 
were developed to describe human heuristics 
and to provide a better model of complex 
systems. In expert system terminology, these 
techniques are called knowledge representa- 
tion. Although numerous knowledge repre- 
sentation techniques are currently in use 
(rules, objects, frames, etc) they all share some 
common characteristics. One shared charac- 
teristic is the ability to provide a very h i g h  
level of abstraction. Another is  the explicit 
separation of the knowledge which describes 
how to solve problems from the data which 
describes the current state of the world. 
Each of the available representations have 
strengths and weaknesses. With the current 
state-of-the-art, it is not always obvious which  
representation is best to use in solving a 
problem. Therefore, most expert system de- 
velopment is done by rapid prototyping. The 
primary purpose of initial prototype is  t o  
demonstrate the feasibility of a particular 
knowledge representation. It is not unusual 
for entire prototypes to be discarded if the 
representation doesn't provide the proper rea- 
soning flexibility. 
Another common characteristic of expert sys- 
tem development is that relatively few re- 
quirements are initially specified. Typically, a 
rather vague, very general requirement i s  
suggested, e.g., "We want a program to do just 
what Charlie does". Development of the expert 
system starts with an interview during which 
the knowledge engineer tries to discover both 
what it is that Charlie does and how he does it. 
Often there are no requirements written down 
except the initial goal of "doing what Charlie 
does". All the remaining system requirements 
are formulated by the knowledge  engineer 
during development. Sometimes, the eventual 
users of the system are neither consulted nor 
even specified until late in the d e v e l o p m e n t  
phase. As with conventional code, failure to 
consult the intended users early in the devel- 
opment phase results in significant additional 
costs later in the program. 
So where does all this lead? The knowledge 
engineer is developing one or more prototypes 
which attempt to demonstrate the knowledge 
engineer's understanding of Charlie's exper- 
tise. However, solid requirements writ ten 
down in a clear, understandable, easy to test 
manner generally don't exist. This is why most 
expert systems are difficult to verify and vali- 
date; not because they are implicitly different 
from other computer applications, but because 
they are commonly developed in a manner 
which makes them impossible to test! 
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NEW APPROACHES TO DEVELOPMENT 
METHODOLOGIES 
From the preceding section, it should be clear 
that the problem is the use of development 
methodologies which generally do not gener- 
ate requirements which can be tested. There- 
fore, the obvious solution is to use a methodol- 
ogy which will produce written requirements 
which can be referred to throughout develop- 
ment to verify correctness of approach and 
which can be tested at the end of development 
to validate the final program. 
Unfortunately, it's not that simple. Some ex- 
pert systems can probably be developed by 
using conventional software engineering tech- 
niques to create software requirements and 
design specifications at the beginning of the 
design phase (Bochsler and Goodwid) .  How- 
ever, the type of knowledge used in other ex- 
pert systems doesn't lend itself to this ap- 
proach. It is best obtained through iterative 
refinement of a prototype which allows the 
expert to spot errors in the expert system rea- 
soning before he can clearly specify the cor- 
rect rules. 
Since it would appear that rapid prototyping 
and iterative development are a necessary 
part of expert system development, an appro- 
priate model for expert system development 
might be the spiral model suggested by 
B o e  h m 5  and modified by Stachowitz and 
Combs6 (Fig. 1). This model allows continued 
iterative development while still providing 
documented requirements. 
Another approach would be to write most of 
the requirements and specification documen- 
tation after completion of the prototyping 
phase. In essence, the prototype would form 
the basis for the requirements and would act 
as a "living spec". This allows the knowledge 
engineer to find the most appropriate knowl- 
edge representation method and gain a rea- 
sonable understanding of the problem. It also 
requires that coding stop at the end of the de- 
sign phase so the requirements can be written. 
This approach is outlinqd in figure 2 and was 
developed at a NASA workshop on Verification 
of Knowledge Based Systems at Ames Research 
Center in April, 1987. 
Figure I - Boehm's Spiral Model 
REOUIRE'AENTS, 
Figure 2 - Expert System Development Methodology 
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The approach chosen for use will probably de- 
pend on the size of the system, the complexity 
of the knowledge representation, and the 
eventual application environment. For large 
systems with many modules or functions it 
may be difficult to write all the requirements 
at the completion of a single prototyping 
phase. The spiral model would be most appro- 
priate in this case. For smaller systems which 
require few iterations, the second model may 
be more appropriate. 
MAKING THE REQUIREMENTS WORK 
Once we accept that requirements and specifi- 
cations must be written and a methodology for 
how and when to write them has been 
adopted, the actual work of verifying and 
validating the program must be done. There 
are some general issues which apply to any 
expert system and some issues that may apply 
to NASA expert systems in particular. 
Gene ra l  Issues  
Along with a requirements document a test 
plan should be written. Most of the  criteria 
used to evaluate conventional software ap- 
plies. The test plan should describe how the 
requirements and/or prototype will be 
checked for completeness, consistency, feasi- 
bility, maintainability and testability. 
Some of this work can be done automatically. 
Testing a rule language for completeness and 
consistency may actually be easier than test- 
ing conventional programs. The explicit sepa- 
ration of knowledge elements from control and 
da ta  e l emen t s  may al low relat ively 
straightforward analysis of the prototype by 
automated tools (Stachowitz and Comb&). If 
automated methods are not used, other stan- 
dard methods such as code reviews and man- 
ual examination of the rules may also be 
comparatively easy, again due to the indepen- 
dent nature of the knowledge elements. 
Feasibility of knowledge representation is 
usually fully tested in the early prototypes, 
but the feasibility of other elements of the ex- 
pert system, such as performance, user inter- 
faces, data interfaces, etc. must be verified and 
validated as well. 
Finally, the requirements must be examined to 
ensure that they are able to be tested. They 
should be specific, unambiguous and quantita- 
t ive where possible. Objective requirements 
will aid in the development of rigorous test 
cases for final validation. 
Issues Specific to  NASA Expert  Systems 
Expert systems applications for NASA pro- 
grams such as the Space Station will be able to 
use verification techniques not necessarily ap- 
plicable outside the NASA environment. These 
verification techniques are a direct derivative 
of the methods used to develop procedures, 
flight rules, and flight software for the Apollo 
and Shuttle programs. They consist of Flight 
Technique Panels which regularly review both 
the procedures for resolving a problem and 
the analysis techniques used to develop those 
procedures.  
If expertise is not readily available, the analy- 
sis efforts typically use high fidelity simula- 
tions based on system models to derive and 
evaluate control parameters. If expertise is . 
available through previous experience, the 
existing experts are reviewed by the panel 
and their knowledge placed in the  appropriate 
context. The panels consist of system users, 
independent domain experts, system devel- 
opers, and managers to ensure adequate cov- 
erage of all areas of concern. In previous pro- 
grams, the typical output of such a panel was a 
set of flight rules describing the operational 
requirements for a system. 
Sometimes these flight rules were translated 
into computer programs (typically as deckion 
trees) and embedded in the onboard or ground 
computers. An additional verification step was 
needed to guarantee that the flight rules ap- 
proved by the panel were properly coded. 
More often, computer limitations in the Space 
Shuttle caused the flight rules to remain in 
document form used directly by flight con- 
trollers and mission crews. 
For future programs, many of the flight rules 
which come from the Flight Technique Panels 
can be coded directly into expert systems. Ex- 
pert systems developed in this manner will 
have undergone extensive verification through 
the panel review. They should also prove 
easier to verify in code form because the rule 
language will allow the program to closely 
resemble the original flight rule. 
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Expert system applications outside of NASA 
could use this same "panel" approach. The dis- 
advantage of using the approach discussed 
here is the relatively high cost of development 
and the need for extensive simulation capa- 
bility to define unknown system character- 
istics. Programs of the complexity and size 
with which NASA regularly deals make this 
approach mandatory. Smaller programs may 
not be able to afford the resources or effort 
involved in verifying a system to this extent, 
but the size of the panel and the length of the 
review process can be scaled down to some- 
thing appropriate for the complexity and size 
of the application. For some applications, the 
panel approach could look very similar to in- 
dependent code review techniques. 
Exhaustive testing through simulation remains 
the most effective method available for final 
validation. However, for any system of reason- 
able complexity, exhaustive testing is both 
prohibitively expensive and time consuming. 
Space Shuttle applications typically used ex- 
tensive testing with data sets r ep resen ta t ive  
of the anticipated problems or failure modes .  
This method is not guaranteed to eliminate all 
software bugs, but it can prevent the antici-  
pa ted  problems. If used properly, representa- 
tive testing can eliminate enough problems to 
make the software acceptable for mission and 
safety critical applications. 
OTHER ISSUES FOR EXPERT SYSTEM V&V 
So far, this paper has essentially ignored the 
differences between conventional software 
and expert systems. There are differences 
between these two types of software, and 
those differences will affect V&V efforts. Some 
of the differences are discussed in the follow- 
ing. 
Verifying the Correctness of Reasoning 
l 
Verifying that an expert system solves a 
problem for the right reasons is sometimes as 
important as getting the right answer. This is 
particularly important for rule-based e x p e r t  
systems since each rule is essentially an inde- 
pendent module. In sequential programs, or- 
der of calculation is very easy to control a n d  
the possible paths through the program to a 
given solution can often be identified. 
By comparison, a rule-based expert system 
fires rules opportunisticly and the number of 
potential rule combinations which lead to a 
solution can be combinatorially high. In such a 
language, identifying all possible paths to a 
solution is very difficult. Therefore, it is im- 
portant to ensure that the expert system has 
gotten the right answer for the right reasons. 
This can be accomplished through explanations 
provided by the expert system or through 
tracing of the rule logic during execution. 
Verifying the Inference Engine 
The inference engine in a rule-based expert 
systems is a completely separate piece of code 
from the knowledge base. This portion of the 
program has rigid requirements that can be 
outlined and tested independently from the 
rest of the expert system. Often, it can be veri- 
fied once and then used for multiple expert 
systems. 
Verifying the Expert 
An issue that is often raised with expert sys- 
tems,  is how to certify the expert whose 
knowledge is used as the base of an expert 
system. For expert systems developed using 
the flight techniques panel method, the stan- 
dard review process of the panel will ensure 
correctness of the experts approach in the fi- 
nal rules. 
For expert systems developed in other man- 
ners, the question is automatically resolved as 
long as the expert system is validated. The 
entire purpose of validation is to ensure that 
the expert system meets all original re- 
quirements, including correctness of solution. 
If the expert system fails to meet these re- 
quirements, then one of three things has hap- 
pened; the knowledge engineer has incorrectly 
coded the expert's knowledge, the expert has 
incorrectly described how he arrives at a so- 
lution (or does not understand it himself), or 
the expert's method of determining the solu- 
tion is incorrect (in which case he probably 
isn't really an expert!). Any of these problems 
will be detected by the validation process and 
hopefully corrected. 
Real-Time Performance 
Expert systems which must provide guaran- 
teed performance in real-time environments 
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are another area that has been questioned. 
Most conventional programs provide perfor- 
mance "guarantees" through extensive simu- 
lation of the expected performance environ- 
ment. Expert systems can provide the same 
kind of performance "guarantees". It might be 
more appropriate to regard these "guarantees" 
as upper limits which will not be exceeded for 
any permitted inputs. 
Less often, some kinds of conventional pro- 
grams are analyzed at the machine instruction 
level to specifically determine the amount of 
time required to process a given data set. 
Achieving the same kind of capability in a 
rule-based expert system is more difficult. 
Examining a rule-language at the machine in- 
struction level would be both laborious and 
time consuming. However, as  with conven- 
tional code, it can be done for a given data set 
entered in a specific sequence. 
Complex Problems with Multiple Experts  
Although the majority of the expert systems 
currently being developed use expertise from 
a single, restricted domain, it is likely that ex- 
pert systems will be developed which combine 
the expertise of multiple experts from multi- 
ple domains. This could lead to systems which 
produce answers beyond the capability of any 
one person to evaluate. 
The panel review method already discussed 
for NASA applications is clearly the appropri- 
ate method for resolving a problem of this 
type. The review process used by the panel 
will allow inputs from any number of domain 
experts and will also establish the methods of 
validating system responses. 
Traceabi l i ty  of Requi rements  
A key part of verification is the process of 
tracing each module or functional element of a 
program back to the requirements. This pro- 
cess helps guarantee that the program will 
solve the basic problem and have the desired 
characteristics. It also prevents unnecessary 
code or features. 
However, tracing requirements after they 
have been coded in rules may be more diffi- 
cult than for conventional code. Some re- 
quirements may require multiple rule firings 
or the interaction of many elements in the 
program to achieve the desired result. Some 
rules may be general in nature and therefore 
support multiple requirements. Specifically 
identifying which rules support which re- 
quirements may be difficult. 
This problem can become even more difficult 
when hybrid representation techniques are 
used, Le. when both rules and objects are used 
to satisfy the program's requirements. Tracing 
requirements through a combination of repre- 
sentation schemes could conceivably be very 
difficult. Clearly, this is an area that needs 
some work. The complexity of this issue may 
even preclude the use of hybrid tools in criti- 
cal applications. 
Verifying the  Boundaries  of t he  Exper t  
System Domain 
A problem common to most expert systems is 
the brittleness of the system near the bound- 
aries of the problem domain. It is not difficult 
to design an expert system which recognizes 
when a problem is completely outside the 
bounds of it's domain. It is more difficult to  
develop expert systems which are able to  
handle problems which are right at  the 
boundaries of it's domain. That is, problems 
which the expert system partially recognizes, 
but does not have all the information needed 
to solve. For safety or mission critical applica- 
tions, the expert system must fail gracefully 
(e.g.. fail-safe). 
Verifying that the expert system handles such 
situations properly could be difficult. The 
boundaries of a problem domain are often 
somewhat fuzzy. Problems which fall on the 
boundaries may be best recognized during 
testing rather than identified early in develop- 
ment. V&V of an expert system must be 
carefully aimed at identifying these bound- 
aries if the experts can not readily do so. V&V 
must also ensure that the  expert system fails 
gracefully in these circumstances. 
CONCLUSIONS 
Verification and validation of expert systems 
is very important for the future success of this 
technology. Software will never be used in 
non-trivial applications unless the program 
developers can assure the users/managers 
that the software is reliable and generally free 
from error. Therefore V&V of expert systems 
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must be done. Although there are issues in- 
herent to expert systems which introduce new 
complexities to the process, verification a n  d 
validation can be done. The primary hindrance 
to effective V&V is the use of methodologies 
which do not produce traceable, testable re -  
quirements. Without requirements, V&V are 
meaningless concepts. For NASA applications, 
an extension of the flight technique panels 
used in previous programs should provide 
very high levels of verification for expert 
systems. 
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Abstract 
As control systems become more com- 
plex. in response to desires for greater 
system flexibility, performance. and re- 
liability the promise is held out that 
artificial intelligence might provide the 
means for building such systems. An 
obstacle to the use of symbolic pro- 
cessing constructs in this domain is 
the need for verification and valida- 
tion of the system. Techniques cur- 
rently in use do not seem appropri- 
ate for knowledge-based software. An 
outline of a formal approach to V&V 
for knowledge-based control systems is 
presented in this paper. 
1 Introduction 
Knowledge-based systems have been 
appIied in areas as diverse as medi- 
cal diagposis. machine tool program- 
ming. and VLSI design. Such appli- 
cations have the common characteris- 
tic that the recommendations of the 
expert systen, can be dealt with in a 
fairly relaxed manner. A doctor re- 
views the diagnosis made by an expert 
system to see if it is sensible. If there 
is some question about it. the diagno- 
sis can be ignored or the system can be 
queried as to the basis for the analysis. 
Time pressure is not severe and control 
of the situation, in particular control of 
the use of the output of the expert sys- 
tem. remains in human hands. With 
many of these systems problems with 
the implementation or design can be 
detected while the software is in use, 
be fixed, and the expert system is still 
be considered sufficiently reliable to be 
useful. 
This casual mode of operation is un- 
acceptable when the knowledge-based 
system is operating as part of au- 
tonomous or semi-autonomous units 
such as machine tool controllers, robots, 
the space station life support module, 
or an aircraft flight control system. In 
such applications it becomes essential 
to have a precise language for speci- 
fying what the knowledge-based sys- 
tem should do, and to have an effective 
procedure for insuring that a partic- 
ular implementation does meet these 
requirements. This is the goal of val- 
idation and verificatior (V%V) proce- 
dures. 
While there are no standard defi- 
nitions for verification or validation 
there is a general understanding that 
verification addresses the issue of whether 
the program specification accurately 
reflects the functions to be performed 
while validatron addresses the ques- 
tion of whether the specifications are 
correctly implemented. The ideas are 
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summarized in the phrases: 
“Is the correct program being built?’ 
- (verification) 
“Is the program built correctly?’ - 
(validation) 
Verification is often largely a man- 
ual process. Specifications are read, 
cross-referenced. and checked for con- 
sistency and completeness. The qual- 
ity of this work is heavily dependent on 
the environment available for develop- 
ing and tracking specifications and re- 
quirements. Validation, on the other 
hand. has traditionally involved a large 
amount of testing. simulation and, to a 
much lesser extent: methods based in 
formal logic for establishing properties 
of a program. 
For most knowledge-based systems, 
however. validation through testing 
and simulation is inappropriate. There 
are two dominant reasons for this. 
First. knowledge-based systems are 
usually most appropriately modeled as 
nondeterministic automata. A charac- 
teristic of nondeterministic machines is 
that identical inputs to the machine 
(in identical states) do not necessar- 
ily yield identical outputs. The ba- 
sis for verification by simulation crum- 
bles. Secondly. expert systems, a sub- 
class of knowledge-based systems, are 
not always expected to give the right 
answer: just as experts do not always 
give the right answer. Thus the no- 
tion of program correctness cannot al- 
ways be formulated in terms of input- 
output behavior. which is the assump 
tion behind testing and simulation as 
well as some formal methods. While 
neither of these properties is unique 
to knowledge-based software, they are 
much more prominant than in, for 
example, operating system software. 
Moreover. these are not characteris- 
tics often found in software which must 
meet rigorous V&V criteria. Control 
logic for aircraft control systems, for 
example, is often designed explicitly in 
terms of finite state machines. Thus it 
is much more amenable to validation 
through testing and simulation. 
In this paper a formal model is pro- 
posed for V&V for knowledge-based 
control systems. Formal means based 
in. mathematical logic. Knowledge- 
based control systems (KBCS) are con- 
trol systems in which symbolic pro- 
cessing methods aretightly coupled to 
standard control algorithms. The ap- 
proach taken is to formulate a struc- 
tural model for the KBCS. This model 
can be viewed as a representation of 
the nondeterministic automaton men- 
tioned above. A logic is then devel- 
oped for asserting and reasoning about 
properties of such structures. Speci- 
fications are interpreted as assertions 
about properties of the model. The 
role of the validation software is to 
prove these assertions. 
2 V&VforKBCS 
Within the domain of real time con- 
trol the anticipated problems of V&V 
for knowledge-based systems are com- 
pounded by the real time aspects of the 
domain. These difficulties are amelio- 
rated somewhat by restricting the do- 
main of application to systems built 
in conformity with a prescribed model 
for KBCSs. This model applies to 
a class of control systems for which 
it appears that the use of knowledge- 
based methods can contribute to sys- 
tem performance and fault tolerance. 
It seems that such domain models may 
be necessary to reduce the computa- 
tional complexity of the formal V&V 
methods to  tractable proportions. 
2.1 V&V Issues and AI 
There are a number of aspects of arti- 
ficial intelligence programs which ap- 
pear to complicate the task  of V&V. 
1. There is often a strong nondeter- 
ministic flavor to A.I. programs. 
2. Time of execution for inference al- 
gorithms can be extremely data 
dependent. 
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3. Interrupt handling is difficult and 
unreliable. There are no stan- 
dard interfaces to other compo- 
nents of the system and no well 
defined methods for resuming an 
interrupted inference process. 
4. Languages typically used for A.I. 
are usually weakly typed. . 
These are not unique characteristics 
of symbolic processing programs. It 
is the conjunction of these properties 
within A.I. programs, together with 
the conceptual complexity of the pro- 
grams, which creates difficulties when 
attempting to base V&V procedures 
upon formal logic. 
2.2 Issues Raised by Real 
Time Applications 
The phrase real time, when applied 
to computer programs, is generally 
used to invoke images of dire conse- 
quences of failure and dismally restric- 
tive time constraints on program ex- 
ecution. This view is not altogether 
untrue, but is is perhaps too imprecise. 
In the context of developing knowledge 
based control systems four aspects of 
real time performance seem to domi- 
nate design and implementation deci- 
sions. 
1. Time constraints on system per- 
formance. and thus implicitly on 
software ezecution. The software 
must be viewed in the context of 
the entire system. Constraints on 
software performance result from 
percolating system requirements 
through an architecture. Inad- 
equate software performance can 
be indicative of an inappropriate 
architecture. as well as an inade- 
quate implementation of the soft- 
ware itself. 
2. Actions have consequences and 
the penalty for not meeting re- 
quirements can be severe. These 
consequences may be economic, 
such as ruining a batch of toilet 
paper. or they may lead to injury 
or loss of life. 
3. The timing of events is deter- 
mined by the system environment, 
not by the programmer. As with 
performance requirements. these 
constraints can result from choices 
concerning the hardware and com- 
munication's architecture as well 
as the original system require- 
ments. 
4. Demands on the system may oc- 
cur in parallel rather than sequen- 
tially. Contention for resources 
will occur in patterns that the 
programmer has not anticipated. 
The real issue here is not some mythi- 
cal intrinsic sluggishness of knowledge- 
based systems. In fact performance, in 
the sense of speed of execution, is often 
adequate for embedded control appli- 
cations. The issue is adding constructs 
to the base language which enable the 
system developer to incorporate tim- 
ing and sequencing constraints, for ex- 
ample, within the KBCS without sac- 
rificing clarity and abstraction. 
3 Knowledge-Based Con- 
trol Systems 
Verification and validation of the im- 
plementation software is a standard re- 
quirement for many control systems. 
Consequently the successful incorpora- 
tion of constructs from artificial intelli- 
gence within the framework of control 
theory requires that there be a method 
for V&V of knowledge-based control 
systems. If methods based in formal 
logic are to be used as the foundation 
for V&V in this domain, it is neces- 
sary to be able to describe, in a precise 
way. what constitutes a well-formed 
knowledge-based control system. 
Traditional control theory deals with 
systems which can be described in 
termsofastatevector, (z l ( t ) ,  ..., zn( t ) )  
where the z,(t) are usually reasonable 
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real-valued functions. The time evo- 
lution of the state is governed by dif- 
ferential. difference, or integral equa- 
tions. Within this framework meth- 
ods have been developed which enable 
designers to address questions of sta- 
bility. coverage, reliability, and per- 
formance among other things. Con- 
trol systems for a wide range of de- 
vices, from toasters to airplanes, have 
been built using these theories. There 
are problems, however, which fall nat- 
urally into the category of control 
but for which these methods appear 
to be inadequate 151. Systems in 
which the state space description in- 
volves discrete, and perhaps nonnu- 
meric. variables fall into this category. 
We such systems hybrid. Hybrid sys- 
tems arise when there is mode selec- 
tion. when switches or limiters are 
used. or when extensive fault manage- 
ment techniques are required. In such 
cases the “mode switching logic”. or 
the ”fault management logic”, which 
constitutes the discrete aspect of the 
control system, is usually constructed 
in a fairly ad hoc manner. 
The theory of knowledge-based control 
systems is meant to be an extension 
of traditional control theory which will 
enable integration of symbolic process- 
ing methods with standard approaches 
to control. while retaining the abil- 
ity to rigorously address questions of 
stability, performance. and reliability. 
The model which has been developed 
is based largely upon work by Wonham 
and Ramadge IS] and will be described 
in detail in a forthcoming paper. The 
value of such a formal domain model, 
from the perspective of V d V  is that 
it enables a formal specification lan- 
guage to be built. The language is com- 
plete in the sense that it completely 
describes this family of control sys- 
tems, and s:atements in the specifica- 
tion language can be readily translated 
to assertions in a modal logic about the 
structure of the implemented KBCS. 
If the modes of a control system 
are thought of as discrete entities 
defining the domain of applicability 
of some control law for a system, 
then the core of the KBCS is the 
mode switching logic which is gener- 
ated by the mode switching supervi- 
sor. The mode switching logic (MSL) 
is a state-transition graph decsribing 
which mode transitions are enables. 
The MSL is generated by the mode 
switching supervisor (MSS), in accor- 
dance with the constraints of the con- 
trol system design. The primary sym- 
bolic processing capability of the sys- 
tem of a KBCS is resident within the 
MSS. A control system may have sev- 
eral MSS. for example at each level of 
a hierarchy 
Thus a typical requirement for a con- 
trol system is that the MSS always 
generates a finite state machine MSL. 
This is a statement in the specifica- 
tion language which becomes an asser- 
tion to be proved about the implemen- 
tation of the KBCS. Another require- 
ment might be that the MSL contain 
no infinite loops. That is, a control 
decision is always reached in every sit- 
uation. 
4 The Approach 
4.1 Overview 
The approach taken was to develop a 
model based upon modal logic which 
encompassed the control structure and 
the semantic content of the KBCS. 
Statements in the specification lan- 
guage could then be interpreted as as- 
sertions to be proved about the formal 
model. The intent is that the speci- 
fication be developed in parallel with 
the KBCS and is refined while the sys- 
tem is being built. The environment 
in which the KBCS is built is based 
upon an expert system shell. RTBA 
(for Real Time Blackboard Architec- 
ture), developed at Honeywell S k R C .  
The developer never has to deal di- 
rectly with the representation used for 
VkV purposes. 
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4.2 Representation of the 
KBCS 
The KBCS is viewed as a family of 
graphs. A given graph in the family, 
corresponds to a “run” of the KBCS. 
It is built by tying together a number 
of graphs representing the knowledge 
and inferences used, much as a truth 
maintenance system builds a depen- 
dency graph. The graphs are a form 
of predicate transition net 121. 
The “tying together” is done through 
a control graph which models the deci- 
sion points and the knowledge sources 
of the system. In RTBA, in its current 
form, control of invocation of knowl- 
edge sources and oracles is represented 
separately from the domain knowledge 
sources. The approach to VElV pre- 
sented here presumes that such a sep- 
aration can be made, although it need 
not be done as explicitly as in RTBA. 
Starting from the control graph of the 
KBCS form the path space of this 
graph consisting of all paths based at 
START. There is an infinite number 
of these paths. Let C denote the con- 
trol graph and P(C) the path space of 
C, where it is understood that ”path” 
means ”path based at START”. Each 
path can be expanded into a form of 
data flow graph representing the types 
of information and rules which are ac- 
tually active when the control proce- 
dure follows the given path. These 
data flow graphs, each of which is a 
member of P(C).  are predicate tran- 
sition nets in the sense Genrich and 
Lautenbach [23. 
A form of modal logic was developed 
for making statements about, and es- 
tablishing properties of P(C),  this very 
large family of graphs. The semantic 
content of the system is represented by 
interpreting the family of graphs as a 
Kripke model of the modal logic. 
4.3 A Logic for Reasoning 
about KBCS 
We have adapted a form of modal 
logic, called computational tree logic [I] 
to support making statements about, 
and proving properties of, this family 
of graphs. The use of modal logics as 
a basis for formal verification methods 
has been proposed by Hoare, Pratt,  
and a number of other researchers. 
This work builds upon their efforts. 
The operators in this logic are built 
to form statements about properties 
of graphs. Examples of modal oper- 
ators are: A meaning for all paths; E 
meaning for Some path; and X mean- 
ing nezttime. 
In the world of formal logic this fam- 
ily of predicate transition nets can 
be treated as a Kripke model of this 
modal logic. A Kripke model, is a 
triple (G, R, INF) where G is a set, R 
is a relation on the set, and INF is a set 
of inference rules. Intuitively G can be 
viewed as a set of possible worlds. it R 
tells which worlds are accessible from a 
given world. INF tells how true state- 
ments in a world are related to true 
statcments in worlds accessible to that 
world. In our case, an element of G is 
a path in the control graph. R is sub- 
set inclusion of paths. INF is the set of 
inference rules for the logical operators 
described above. This model-theoretic 
interpretation provides a way to deal 
explicitly with the semantic content of 
the expert system. The realization of 
the model in term of graphs means 
that many of the computations of in- 
terest become linear algebra calcula- 
tions. 
5 Other Issues 
If validation and verification are con- 
cerns when building a system, it k 
prudent to consider them when build- 
ing the environment within which the 
system will be built. For knowledge- 
based systems this means having well 
defined methods for knowledge acqui- 
sition, including tools for checking the 
consistency and completeness of infor- 
mation. There also needs to be a 
formal language for expressing spec- 
ifications, which supports refinement 
and explanation, much in the spirit of 
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Swartout’s work. Without this type 
of support formal methods have little 
chance of success in practical terms. 
It is well to keep in mind that there 
are often different levels of software 
criticality in a system. For example, 
subsystems of a flight control systems 
might be classified as; life critical, sys- 
tem critical, or mission critical. The 
level of V&V appropriate for a sub- 
system is governed in large part by 
the criticality level of that subsystem. 
A weakness of the approach to VkV 
outlined in this paper is that is does 
not incorporate a mechanism for tai- 
loring the degree of rigor of V&V pro- 
cedures to the level of criticality of a 
the knowledge-based system. 
Intertwined with method for V&V are 
questions about software safety and re- 
liability. The goal of V&V has been to 
insure that software is reliable in that 
the implementation meets the speci- 
fications and is reasonably free of er- 
rors. However techiques for achieving 
reliability and safety in software are 
sometimes at odds with the require- 
ments for testing. It can be difficult 
to test software which has been writ- 
ten to mask faults. It is possible that 
formal methods for V&V offer a solu- 
tion to this impasse. 
It is possible that V&V may actu- 
ally become easier for knowledge-based 
systems than for traditional software. 
As more capability is moved into com- 
pilers through the use of program 
transformation methods, the specifica- 
tions move closer to becoming the pro- 
gram. Much of the work of validation 
may then become a one-time effort of 
insuring the quality of the compiler. 
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ABSTRACT 
The Space Shuttle community is currently developing a 
number of knowledge-based tools, primarily expert 
systems, to  support Space Shuttle operations. This 
effort is based on the wide-spread realization of the 
potential benefits of these tools for premission flight 
planning and real-time flight support. Evolution of 
these tools into the operations environment is  just 
beginning. 
It is proposed that anticipating and responding to  the 
requirements of  the operations environment wil l  
contribute to  a rapid and smooth transition of expert 
systems from development to operations, and that the 
requirements for verification are critical t o  this 
transition. 
This paper identifies the verification requirements of 
expert systems to  be used for flight planning and 
support and compares them t o  those of existing 
procedural software used for flight planning and 
support. It then explores software engineering 
concepts and methodology that can be used to  satisfy 
these requirements, t o  aid t rans i t ion f r o m  
development to  operations and t o  support the 
operations environment during the lifetime of expert 
systems. Many of these are similar to  those used for 
procedural software. 
INTRODUCTION 
The range and diversity o f  specialties and 
subspecialties required to  support Space Shuttle 
operations develop an enormous amount of the type 
of skill recently designated "expertise". Expert systems 
to  support flight operations appear to  offer significant 
potential benefits to  flight design and dynamics, such 
as: 
0 Reducing the man ower and resources required for 
flight design and 8 ynamics. 
Reducing the dependency on highly skilled people 
to  intervene periodically in fairly standardized 
tasks, thus freein them for new development or 
nonstandard probgems. 
0 Preventing single-point failures or delays due to  
the unavailability o f  skilled "experts"; and, 
similarly, reserving the "corporate knowledge 
base" should a skilled person become unavailable. 
0 Improving the quality of certain decisions which 
require more factors than  a human can 
comfortably consider at once, but which are no 
problem for a computerized expert system. 
A number of  expert systems have been built and 
others are presently being built 50 that these benefits 
can be realized. Many more can be expected as the 
technology becomes an accepted part  o f  the 
engineer's problem-solving capability and a larger skill 
base is available for their implementation. 
Most o f  the existing systems are considered 
prototypes. However, once in  the operations 
environment, they must satisfy the demands of that 
environment. Because of their potential for affecting 
flight design decisions that have broad and sometimes 
critical implications, engineering confidence in the 
veracity of their results across their lifetime will be of 
foremost importance to  their successful acceptance 
and integration into flight operations. Therefore, 
anticipating and preparing to support verification 
durin the lifetime of the expert system should ensure 
time and the human and computer resources required 
to maintain them. 
Following is a discussion of software requirements in 
the Shuttle operations environment, what can be 
considered a verified expert system, historical 
approaches t o  aid and accomplish verification of 
conventional programs, and, last, approaches that can 
be taken during prototype development to  aid 
verification and ease integration of  expert systems 
into the operations environment. 
that t R eir potential is realized as well as reduce the 
SHUTTLE OPERATIONS SOFTWARE ENVIRONMENT 
Flight design and flight d namics software have an 
erformance 
requirements. Premission conceptual t ight  design 
may require fairly simple analytic models, whereas 
operations flight design will require extremely high 
fidelity models that run much slower than reat- 
time. Fli ht  dynamics, software must support real- 
possible performance achievable under that constraint 
overlapping set of mo d y  eling and 
time pe r? ormance and, at the same time, the best 
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i s  desired. Expert systems for f l ight design and 
dynamics must meet these same modeling and 
performance req u i rements. 
Presently, a great deal of effort is  being made to  
streamline and standardize Shuttle fli ht  desi n and 
flight products and ensuring their quality have been 
explicitly defined and documented. Techniques are 
being implemented to  track product development, to 
ensure that the defined procedures are followed and 
that approved software are used fo r  'product 
generation. Software approved fo r  product 
generation i s  being placed under configuration 
control, and changes must be formally requested, 
approved, and verified prior to  being made available 
to  the flight designers. 
When expert systems are used in the eneration of 
expert system ecision-makin capabilit will be 
embedded in the application so ware, so t at it will 
simply account for a portion of a larger system that is 
under configuration control. 
Greater use of database technology is planned to  
manage f l ight data and ensure i t s  integrity and 
commonality among products. Electronic storage and 
retrieval will pass data among the software programs 
generating the products. Expert systems will also be 
required to  access and store information in these 
data bases. 
This environment will require that expert system 
verification be one component in the verification 
process of a complex multilanguage software system 
that includes conventional languages such as Fortran 
or C, the embedded expert system shell language, and 
tne embedded database query language. 
dynamics. For example, procedures 9 s  or deve oping 
fli ht  products and in support of flight d ynamics, they 
wi P I become sub'ect to the same controls. Often the 
R 6 d 
WHAT IS A VERIFIED EXPERT SYSTEM? 
If we are to  produce "ciorrect" expert systems, we must 
produce systems that reflect "correct" 
which for practical pur oses may be considered t e 
"best" knowledge, j u  dp gement, or decision-making 
capability the expert possesses or can derive. The 
verification problem as discussed herein is to  provide 
expert s stems that reflect this knowledge and will 
Responsibility for the "correctness" of knowledge 
belongs by definition to  the expert. In flight design 
this i s  analogous t o  responsibi l i ty for  t he  
requirements for  conventional f l ight  software 
belonging to  the flight designer. For the expert 
system, the knowledge must first be correctly acquired 
from the expert, a responsibility shared by the expert 
and the "knowledge engineer" or implementer. Then 
the implementer must reflect exactly what the expert 
means b creating a rule and fact base in the expert 
systems. The implementation must match the 
specifications. 
knowledT. 
never re r lect any contrary results. 
s stem s i ell language. This sounds very familiar to  
t 6 ose who have generated conventional software 
Verification of an expert system, then, must verify the 
adequacy and accuracy of  the knowledge base 
implementation accord i ng to  specific perf or ma nce 
criteria. 
LESSON FROM THE PAST (AND PRESENT) 
Existing flight desi n and dynamics software reflect 
various design and gevelopment software engineering 
methodologies that evolved over the years the 
software was developed, i.e., the design and 
development techniques and philosophies vary widely. 
Verification is generally considered to  be one part of 
the software engineering process, but the ease with 
which i t  can be accomplished has been recognized as 
bein dependent on the techniques and methods used 
one does design and implementation affects how one 
does verification. Approaches that encourage early 
discovery of errors reduce the time, design impact, and 
computer and human resources required for  
corrections. 
Verification first occurs prior to the initial delivery of 
software and it recurs each time the software is  
modified over i ts  lifetime. For some fli ht software, 
the lifetime can be considered essentiajy unlimited 
Modifications of  flight design software, whethe; 
procedural or expert system, can be expected as 
? New flight design requirements occur. 
0 The knowledge in some area so improves that it is 
desirable for the flight design software to reflect 
these improvements. 
0 Updates are made to  the Shuttle hardware or 
software. 
a Si nificant changes in the state of  the art of  
sogware and hardware occur that offer desired 
performance 'improvements. 
It is now recognized that the cost to  maintain fli ht  
development cost. Measures taken  d u r i n g  
development to reduce cost during maintenance are 
cost effective. 
A great deal of research has been done and effort 
made to  develop techniques to  support verification of 
conventional software. These techniques can be 
placed in  t w o  categories: (1) desi n and 
implementation techniques that either re d uce the 
likelihood of errors or make them easier to  find and 
correct; and (2) software development support tools 
that detect and remove errors from the code. 
The following techniques are in the first category: 
0 Project management techniques such as top-down 
development, design and code reviews, use of  
program libraries, etc. 
9 Pro'ect design techniques, such as top down design, 
code modularization, and, more recently, 
for t a e preceding development phases. That is, how 
software dur ing i t s  l i fet ime far  exceeds t 9h e 
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information hiding, object-oriented design, entity- 
relationship modeling, data flow diagrams, etc. 
0 Languages modifications which simplify code and 
make it exier to understand and debug; e.g., 
structuec' code,strong typing. 
0 Documentation standards, both external and 
internal to the code. 
0 Coding standards which not only standardize how 
code is written but which may also outlaw code 
considered to  be error-prone. 
The following techniques are in the second category: 
0 Development of static code analyzers and dynamic 
code analyzers. With static code analyzers, the 
code is parsed, and the parsed information is stored 
in such a manner that a postprocessor can cross- 
reference information t o  detect errors. An 
example is locating variables used but not set or 
vice versa. With dynamic code analyzers, the code is 
"instrumented" with "probes". Special-purpose 
code is inserted at strategic locations to  capture 
and output data of interest as a routine executes. 
This output is then postprocessed to  provide 
information to  aid verification. For example, it is 
possible to  determine what part of the code is 
executed and what is not for al l  test cases in a test 
case library (See reference 1) 
0 Improvement of compilers to  aid error detection. 
0 Development of test case libraries that satisfy such 
criteria considered beneficial t o  verification as 
exercising as much of the code as possible and 
doing "stress testingl'to exercise numerically 
sensitive code. 
Development of an automated software development 
and maintenance support environment for use in all 
phases of  program development, from program 
design to  code generation and program verification, IS 
presently occurring and may greatly impact the 
update of existing flight software systems and the 
creation of future systems. 
VERIFICATION TECHNIQUES FOR OPERATIONAL 
EXPERT SYSTEMS 
Enter expert systems into the Space Shuttle operations 
environment. A large flight design simulation could 
conceivably have "pockets of reasoning" for decision- 
makin at various points in i t s  execution. A decision 
mightse made to  determine the type of flight t o  
simulate, the characteristics o f  the sensors to  be 
simulated, or the environmental models to be invoked. 
Another decision m igh t  be made t o  o u t p u t  
recommendations a b o u t  t h e  s imulat ion o r  
information about i t s  results that help the flight 
designer. These pes of decisions presently occur at 
occur with a man in the loop and sometimes in an of - 
line mode. Therefore, one might consider them 
already a part of the software design, and it appears 
reasonable that the desi n of  an expert system 
/defined points in 7 light design programs. They simp1 
decision-making capability B or a flight simulation can 
be accomplished by extending the conventional 
system design techniques. 
One technique that successfully attempted to do this is 
documented in references 2 and 3. The well-known 
hierarchical input process output (HIPO) technique was 
used to  develop requirements, construct the design, 
and support implementation of an expert system to 
demonstrate automated rendezvous. Verification was 
then conducted systematically because of the method 
of design and implementation. 
In the pragmatic Shuttle flight operations climate, 
where expert system design, development and 
verification is one part of the design, development, 
and verification of an existing or emerging software 
system using conventional and database query 
languages, it appears that it would be helpful t o  
identify where commonality in verification techniques 
may be applied and where uniqueness is required in 
the verification of the overall system. 
The interfaces between the symbolic reasoning (or 
expert system) "modules" and conventional modules 
or database tables or files can ident i fy type 
conversions required to  go from symbolic facts in the 
expert system module to  di ita1 data or other data 
information should be amenable t o  data f low 
dia rams, data dictionaries, or other datalinformation 
Language improvements can be found as revisions to 
expert system shells are released. Of great significance 
for flight design and support is the development of 
expert system shells that work on conventional 
hardware and al low the shell language t o  be  
embedded with conventional Ian uages. While this 
does not appear to  support veriyication directly, it 
allows simpler and more natural interfaces with the 
rest of the software system which will therefore be less 
error prone. 
A set of  preliminary experimental documentation 
standards and complementary coding standards have 
been defined (reference 4) for the Automatic 
Reasoning Roo1 (ART) developed b Inference, and a 
subset has been adapted to the Clps shell langua e 
developed at the Johnson Space Center (reference 3. 
The standards have been successfully adapted to  a 
number of expert systems being developed to  support 
flight design (references 6 and 7). 
The standards were constructed to support the later 
development of a maintenance tool. Conse uently, 
they were designed using ke ords that coula cue a 
comments. Two categories of  comments were defined: 
those to support user explanation of  the rules and 
those to  support the programmer in implementation 
and maintenance. Comments in the first category 
were intended t o  be extracted automaticall t o  
established were designed to  support an automated 
tool that could generate cross-reference information 
for rules, patterns, and variables. 
The standards are divided into three areas. First, a 
major file is defined which includes the history of the 
types in conventional modu B es and vice versa. This 
trac I C  ing techniques. 
parser to  the contents o r" the various types of 
produce documentation for the users. The stan d' ards 
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expert system and other pertinent information 
regarding supporting functions and files. All files 
should be loaded from this major file, which is the 
program driver. The second area is the declarative 
knowledge which consists o f  ART v iewpoint  
information and definitions of relations, facts, and 
lobal variables. The third area deals with procedural 51 nowledge, which consist of rules. The commenting 
template and explanations for this third area are given 
in figure 1. It has been found that the procedural 
template can be adapted to the design phase and used 
for knowledge reviews". An additional use found for 
the procedural knowledge template is training 
support. As the desi n expands from functional to  
various levels of detai?, the declarative and major file 
information can be developed as needed. 
The authors propose that a relational database 
management system could be used to  perform useful 
static analysis for error detection of rule-based expert 
systems and could be implemented independently or 
in conjunction with the proposed automation of the 
documentation and coding standards just mentioned. 
The relational theory allows semantic relations to  be 
conveniently expressed. Some of the simpler relations 
that could be expressed as relational tables are 
defined in figure 2. Table 1 lists various relationships 
that could then be determined by querying the tables. 
Some of the most aggravating problems that can occur 
during debuggin have to  do with simple typing 
errors that coul8 often be detected by locating 
occurrences of  a unique, one-time-only pattern. 
Properly constructed data base queries could isolate 
unique variable names that are likely in error. Further 
error detection possibilities exist that space does not 
permit exploring (e.g., see reference 8). 
Several other possibilities exist. It is apparent that with 
sufficient effort the tables in figure 1 could be utilized 
to  automatically construct the expert system shell 
code, which would be error free. The specific nuances 
o f  the languages in  expert system shells w i l l  
undoubtedly introduce aggravating problems in the 
implementation of  the above, but the goals seem 
achievable. 
Additionally, it is possible to express similar t pe of 
such as that captured by the system in reference 1. The 
query language could then verify interfaces across the 
two languages by queryin the applicable information 
relational information about the conventiona r code, 
in particular tables for eac 8 language. 
CONCLUSIONS 
As experts stems are integrated into the Shuttle flight 
project management and software development and 
maintenance plan that en tom passes convention a I 
procedural languages, the expert system shell 
language, and database query Ian ua es is needed so 
cost and results in the highest confidence in the 
software system over the life cycle of  the f l ight 
software. 
This goal seem achievable. Design and development 
methods and coding and documentation standards 
design an d support software packages, an integrated 
that verification can be accomplis %I? e a t  a minimum 
based on those used for procedural code have been 
applied to expert system prototypes with good results. 
Additionally, verification tools for expert systems 
similar to  those for procedural code but relying on 
database systems to simplify implementation appear 
conceptually t o  be beneficial and extendable to  
include conventional code. The latter method could 
possibly be extended to produce expert system shell 
code automatically. 
The ultimate validity of the expert system reasoning, 
however, lies with the expert. No amount of  
programmer effort can improve the judgement or 
reasoning communicated to the programmer by the 
expert. 
It is recommended that seriously developing and 
ref ining these methods as part  o f  prototype 
development will contribute greatly t o  a smooth 
transition of  expert system programs from the 
development to the Shuttle operations environment. 
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Guidelines and System Re uirements fo r  t he  A) LEFTHANDSIDETABLE 
’Onboard N a v i g a t i o n  TONAV) Console 
Expert/Trainer System, JSC-22433; Ar t i f ic ia l  RULE C ~ ~ ~ ~ ~ ~ N  CON DlTlON CLASSIFICATION 
Division, JSC, December, 1986. 
Knowledge Base Verification; Tin A. Nguyen, 
Walton A. Perkins, Thomas J. Laffey, Deanne 
Pecora; AI Magazine V.8, N.2, Summer, 1987. 
Intelligence Section, Mission Planning and Analysis NAME 
<condition-l > < (function, e.g. control,’test, <name> <condition-2 > pattern, external-function, 
etc.) > 
B) RIGHT HAND SIDE TABLE 
;;; GROUP 
;; <group-name> 
;; <narration on purpose, description of control, objective, 
assumptions, etc. 
;;; HISTORY AND RESPONSIBILITY: GENERAL 
(contains information common t o  all rules in the group) 
;; Nameof programmer(s): <name> 
;; Name of expert(+ <name> 
;; Created on: <date> 
;;; CONTROL FACTS 
; <fact> 
(those unique facts inherited from a parent group) 
(Used for cross-referencing) 
;;; PARENTS 
;; <parent group-name> 
(defrule < rule-name > 
;; If 
;; 
;; Then 
;; 
;; End 
<english sentence definition of the rule conditions> 
<english sentence definition of the rule actions> 
<actual rule body> ; simple programmer code comment 
1 ... ,,, 
I ,  
,, 
.. 
.. 
.. ,. 
#, 
I ,  
,,, 
, I  
.. 
... 
HISTORY AND RESPONSIBILITY: EXCEPTIONS AND UPDATES 
Name of programmer(S): <name> 
Name of expert(S): <name> (rule-specific exception 
Created on: <date> 
Modified by: <name> 
Modified on: <date> (rule-specific update) 
RATIONALE 
<narrative on heuristics, reasoning, rule-specific assumptions 
and limitations, etc. > 
to  general ) 
ACTION NAME SYNTAX RULE ACTION CLASSIFICATION 
<action > < (function, e.g. external function, pattern-set, pattern- <name> <action-2> retract, etc.)> 
C) RULE SALIENCE TABLE 
RULE CON DlTlON CLASS1 FlCATlON NAME 
<name > <number > 
Figure 2 - Proposed Expert System Static 
Analyzer Rule Data Base Format 
TABLE I - POSSIBLE USES OF EXPERT SYSTEM STATIC 
ANALYZER DATA BASE 
0 Reconstruct rules, including, for example all rules 
subject t o  the same condition 
0 Find patterns set on  LHS, but not used on RHS and 
vice versa 
Determine effect of new rules or rule changes on 
rule base 
- If new rule sets or retracts a pattern, other rules 
that use that pattern can be identified 
- Rule dependenciescan be identified. 
Find all rules with same salience, or ordered by 
increasing or decreasing salience 
0 Find all rules with same control pattern 
0 Find all external function calls and rules which 
made call 
0 Construct English description of rules. (Requires 
tables not shown in Figure 2.) 
Figure 1 -Template for Procedural Knowledge 
Documentation 
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Building Validation Tools For KnowledgelBased Systems 
R.A. Stachowitz, C.L. Chang, T.S. Stock and J.B. Combs 
Lockheed Missiles & Space Company, Inc. 
Lockheed Artificial Intelligence Center, OBO-06, B/30E 
2100 East St. Elmo Road 
Austin, Texas 78744 
Abstract 
The Expert Systems Validation Associate (EVA), a validation system under development at the Lockheed 
Artificial Intelligence Center for more than a year, provides a wide range of validation tools to check the 
correctness, consistency and completeness of a knowledge-based system. 
Using a declarative meta-language (hgher-order language), we want to create a generic version of EVA 
to validate applications written in arbiirary expert system shells. 
In this paper we outline the architecture and functionality of EVA. The functionality includes Structure 
Check, Logic Check, Extended Structure Check (using semantic information), Extended Logic Check, 
Semantic Check, Omission Check, Rule Refinement, Control Check, Test Case Generation, Error 
Localization, and Behavior Verification. 
.- INTRODUCTION 
The glowing reliance on knowledge-based systems (KBS's) in in- 
dustry, business and government requires the development of ap- 
propriate methods and tools to validate such systems to ensure 
their correctness, consistency and completeness. Furthermore, as 
these systems become operational, an increasing number of 
knowledge engineers will be involved in their development and 
maintenance. Hence, insuring the integrity of a particular KBS over 
its entire life cycle makes the need for automated validation even 
more crucial. 
Early attempts at validating KBS's did not progress beyond basi- 
cally "syntactic" validation [Nguyen et al. 1985, Nguyen 1987, 
Reubenstein 1985, Suwa et al. 1982). Significantly more ad- 
vanced validation tools are being built at the Lockheed AI Center 
using semantic information and meta-knowledge for KBS valida- 
tion [Stachowitz et al. 1987a, 1987bI. 
The system under development is called the Expert Systems 
Validation Associate (EVA). Our goal is to create a generic version 
of EVA whch can validate applications written in arbitrary expert 
system shells, such as ART', KEE", OPS5. and others, by map- 
ping an application written in any specific shell into internal data 
structures In a general and declarative meta-language (higher- 
order language). 
The purpose of EVA is to imp1 ve the validation process by finding 
mistakes and omissions in tKe knowledge base, by proposing 
knowledge base extensions and modifications, and by showing the 
impact of changes to the knowledge base. In other words, EVA 
addresses not only the question "Is a KBS application correct?", 
but also the question "Is the knowledge used by the expert for the 
application correct?" 
In this paper, we outline the architecture and functionality of EVA. 
The functionality includes structure check, logic check, extended 
structure check (using semantic information), extended logic 
check, semantic check, omission check, rule refinement, control 
check, test case generation, error localization, and behavior 
verification. 
EVA ARCHITECTURE 
To permit the addition of future functionality EVA is designed to be 
a metaknowledge-based system shell. All the validation modules 
(checkers) will be built on a unifying, extensible platform. The 
unifying architecture will be based upon: (a) A single user interface 
'Automated Reasoning Tool, Inference Corporation 
Knowledge Engineering Environment, IntelliCorp 
.. 
for all checkers; (b) A single meta-knowledge base for all check- 
ers; and (c) A common meta-language for specifying constraints. 
The advantages of the architecture are uniformity and extensibility. 
We intend to implement all the checkers in Quintus Prolog 
[Quintus 19851. That is, information about an application 
represented in a knowledge base, algorithms for the checkers, and 
domain knowledge will be represented by clauses in Quintus 
Prolog. Then, invoking a checker is essentially comparable to 
entering a goal (query) in Quintus Prolog. Our selection of Prolog 
is based on the following considerations: 
(1) The validation of KBS's requires extensive automatic 
theorem proving facilities such as a unification subroutine. 
Prolog has a built-in automatic resolution-based theorem 
prover. By using Prolog we can expedite the development of 
EVA. 
(2) Maintaining the meta-knowledge base requires the 
functionality of a database management system. Prolog 
provides a built-in database management system, whch makes 
it unnecessary to develop such functionality separately. 
(3) The meta-language required for representing validation 
criteria as meta-statements can be defined and implemented in 
Prolog. This malces it unnecessary to develop a separate 
abstract machine to interpret this meta-language. 
EVA FUNCTIONALITY 
The functionality of EVA, represented by means of a data flow 
diagram, is depicted in Figure 1. 
An application is written in an object shell, while validation state- 
ments for semantic and control constraints. and behavior descrip 
tions are written in a very expressive metashell (meta-language). 
The metashell will provide many higher-order constructs to support 
high-level predicates such as symmernc, nonsymmetnc, transitive, 
nontransitive, reflexive, irreflexive, mandatory, synonymous, com- 
patible, incompatible, etc. 
An analyzer uses conversion algorithms to translate the applica- 
tion and the validation statements into the format to be used by the 
EVA validation modules; each of which performs a static or 
dynamic analysis of the application. The analyzer will build a con- 
nection graph from facts and rules in the application. An arc in the 
connection graph denotes a match between a literal in the LHS 
(Left-Hand Side) of a rule and a literal in the RHS (Right-Hand 
Side) of a rule. Note that a fact is considered as a rule consisting 
of a RHS only. 
For static analysis, EVA will provide the structure checker, logic 
checker, extended structure checker, extended logic checker, 
semantics checker, omission checker, rule refiner and control 
checker. For dynamic analysis, EVA will provide the test case gen- 
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erator, error locator and behavior verifier. The validation objec- 
tives and functionality of EVA are shown in Figure 2. 
Using ART and LISP, we have implemented prototypes of thc 
structure checker, logic checker and semantic checker for ART- 
based expert systems. We have also implemented considerable 
portions of the structure checker and extended structure checker 
in Ouintus Prolog. Other modules, and more elaborate functions 
for the structure checker, logic checker and semantics checker are 
being designed and will be implemented in the future. 
We now give detailed descriptions of the EVA modules as follows: 
STRUCTURE CHECKER 
As discussed before, a knowledge base can be represented by a 
connection graph. That is, the connection graph basically shows 
the struclure of the knowledge base. The purpose of the structure 
checker is to detect any anomalies in the connection graph. For 
example, it will identify rules and facts which will never be used, 
rules which are superfluous, and rules which possibly lead to an 
infinite loop. 
Reachability 
One type of "common" error is the use of an undefined lieral in the 
LHS of a rule. This may occur in top-down and bottom-up 
specifications. In the top-down approach, the specifier starts with 
the highest modules, planning to define the lower modules after- 
wards. However, he may forget them. Therefore, they are left un- 
defined. In the bottom-up approach, the lower modules are defined 
first. However, when the specifier tries to use them, he may type 
the module names incorrectly. 
A LHS literal may be undefined because either its predicate is not 
defined or it cannot be unified with any RHS literal. In terms of the 
connection graph, a literal is undefined if it is not pointed to by any 
arc. 
Another type of related anomaly is the case where RHS literals are 
notJinked to any LHS literals. That is, they are defined but not 
used. They are called "unreachable" literals. The presence of the 
unreachable literals may indicate some anomalies, namely, omis- 
sions. This is analogous to the experience we have with repairing 
a car. We may disassemble a carburetor. However, when we put 
the parts back again, we may find some parts are left unused. 
In terms of the connection graph, a RHS literal is unreachable if 
there is no arc going from Il to another literal. 
Redundancy 
The types of redundancies the structure checker will check are 
duplications and subsumptions. The duplication and subsumption 
Checks can be done by the same algorithm because duplication is 
a special case of subsumption. 
Given two rules R1 and R2, if the LHS of R1 subsumes the LHS of 
R2, then whenever R2 can be fired R1 also can be fired. There- 
fore, any actions in the RHS of R2 which also occur in the RHS of 
R l  can be eliminated. If after the elimination no actions are left in 
the RHS of R2, then R2 can be eliminated. 
The following are examples of duplication and subsumption: 
Duplication: 
male()() A parent(X) +father(X). 
parent(Y) A male(Y) +father(Y). 
Subsumption: 
tenured()() A -staff(X) +university-member(X). 
tenured()() + university-member()(). 
Qc& 
In a knowledge base, cycles will m r  if recursive rules are used 
to define predicates. Some cycles are harmless, while others 
cause problems. EVA will identify "potentially bad" cycles. 
First, we consider the case where rules are used to define predi- 
cates [Chang 1976, 1978, 19811. A predicate is called a basic 
predicate if it is used only for representing facts. A predicate is 
called a derived predicate if it is defined in terms of basic predi- 
cates, or in terms of basic and derived predicates by a rule or a Set 
of rules. For example, the prediite "ancestor" may be defined in 
terms of the basic predicate "parent" as follows: 
parent(X,Y) -+ ancestor(X,Y). 
parent(X,Y) A ancestor(Y,Z) -+ ancestor(X,Z). 
The first rule is a terminating rule and the second rule is a recur- 
sive rule. If the terminating ple  is not given by the developer, it will 
cause the second rule to fire repeatedly, ie., result in an infinite 
loop. Therefore, if EVA finds that cycles of rules are used to 
define a derived predicate, it will try to check whether terminating 
rules are given. 
Second, we consider the case where rules are used to establish 
equivalent predicates. For example, consider the following rules: 
human()() +person(X). 
person()() +human(X). 
These two rules result in a cycle. However, the developer may 
intend to show that predicates "human" and "person' are equiv- 
alent or synonymous. In this case, he should choose one of the 
predicates as the standard predicate and delete one of the rules. 
Finally, we consider the case where a cycle (loop) is used to per- 
form a repeated task in a distributed or non-distributed environ- 
ment. In this case, cycles are allowed. 
EVA will also check if a knowledge base contains overlapped 
cycles (loops) [Chang 19781. A knowledge base with overlapped 
cycles is less modularly structured than one without any over- 
lapped cycles. Since we can always represent a knowledge base 
without using overlapped cycles, we should enforce this software 
methodology. This is analogous to structured programming where 
(since only single-entry and single-exit statements are allowed) 
loops are well structured in structured programs. 
LOGIC CHECKER 
The logic checker checks if at some particular time inconsistent or 
conflicting actions can be triggered by facts in a knowledge base. 
For example, consider the rules: 
big(X) -+expensive()(). 
bg(Y) + -expensive(\(). 
If the fact 
is in the knowledge base, then the rules will assert the inconsistent 
facts: 
big(trUCk) 
expensive(truck). - expensive(truck). 
On the other hand, consider the iules: 
new()() A bg(X) -+expensive(X). 
bmken(Y) A big(Y) + -expensive(Y). 
Depending upon what setaf facts exists at a particular time, these 
two rules may or may not assert inconsistent facts. For example, if 
we only have the fa& 
new(truck1). 
big(truck2). 
bQ(tNck1). 
brokeIl(truck2). 
then the rules will assen the facts 
expensive(truck1). 
expensive(truck2). 
which are not inconsistent. However, if we only have the facts 
new(truck1). 
big(trudci). 
broken(truck1). 
expensive(truckl). - expensive(truck1). 
then we will get inconsistent facts: 
21 1 
The question is whether such a set of facts is ever possible. If the 
developer thinks it is impossible that an object can be SimUl- 
taneOUSly new, big and broken, then the inconsistency m y  not 
arise. Otherwise, he should be warned. Note that to make sure 
that a certain set of facts is impossible, the knowledge base will be 
verified by the semantic checker to be discussed later. That is, the 
knowledge base will contain "negative" semantic constraints to be 
used by the semantic checker. For the above example, the nega- 
tive constraint is represented as 
Given a set S of rules, the bgic checker finds if there exists a set T 
of facts that may lead the rules in S to generate inconsistent facts. 
If such a set T exists, the validation system will prompt the 
developer if T is possible. If he says that T is impossible, a cor- 
responding negative constraint will be added into the knowledge 
base. 
EXTENDED STRUCTURE CHECKER 
The extended structure checker checks for reachability, redun- 
dancy and cycles caused by generalization hierarchy or 
synonymy. 
Most expert system shells support generalization hierarchy based 
upon the subclass relationship "isa". For example, if 
then "submarine" may not be undefined if "ship" is defined, and 
'ship" may not be unreachable if "submarine" is used in a LHS- 
literal of a rule. 
Similarly, generalization hierarchy can affect the redundancy and 
cycle properties of a knowledge base. For example, given the 
N l e S  
incompatible( new(X), bii(X), broken()() ). 
submarine Isa ship, 
subrnarine(X) +launch(>(). 
ship()() +launch()(). 
clearly the second rule subsumes the first one. 
Now, let us consider synonymy. An expert system may be 
developed by more than one person. Different persons may use 
diierent schemas (names or structures) for the same type of ob- 
jects. When their knowledge is merged, some standard should be 
established. EVA will provide the meta-language to map the 
schemas into a standard schema by using rules. For example, if 
"sub" and "submarine" are synonymous, and if we choose 
"submarine" to be the standard name, then the mapping rule is 
given as 
Mapping rules map a slot or a function of many slots into a stan- 
dad sbt. For example, the slots "year" and "dateof-birth" may be 
mapped into the sbt 'age". This mechanism is similar to "view" 
definitions in a relational data base. 
Once the standard schemas are established, the functionality of 
the extended structure checker for the knowledge base is essen- 
tially the same as the functionally of the structure checker for the 
knowledge base appended by the mapping rules. 
EXTENDED LOGIC CHECKER 
The purpose of the extended kgii checker is to check for incon- 
sistencies and conflicts caused by generalization hierarchy, incom- 
patibiltly, or synonymy. If the application contains rules that can 
derive contradictory conclusions from the same set of facts with 
the properties of generalization hierarchy, incompatibility, or 
synonymy, then the application is inconsistent. 
Inconsistency Under Generalization Hierarchy 
Given the metafact that submarine is a subclass of ship, rules 8 
and 9 are inconsistent. 
sub()() +submarine()(). 
Rule 8: E()() A F(X) + -ship(>(). 
Rule 9: E(Y) A F(Y) +submarine(Y). 
Inconsistency Under Incompatibility 
Given the metafact that boyand girlare incompatible, rules 10 and 
11 are inconsistent. 
Rule 10: A(X) A B(X)+boy(X). 
Rule 11 : A(Y) A B(Y) A C(Y) + girl(Y). 
Inconsistency Under Svnonymy 
Given the metafact that submarine and sub are synonymous, rules 
12 and 13 are inconsistent. 
Rule 12: E()() A F(X)+submarine(X). 
Rule 13: E(Y) A F(Y)+ -$ub(Y). 
In each of the above examples, the conditions in each of the rule 
pairs are exactly the same or one condition is a proper subset of 
another. However, the inconsistency can occur in a more general 
case. The examples below are in confllct if all of the facts A@), 
B(e), C(e), and D(e) are present in the knowledge base at the 
same tlme. 
Conflict Under Generalization Hierarchy 
Given the metafact that submarine is a subclass of ship, rules 14 
and 15 are in conflict. 
Rule 14: A(X) A B(X)+ ,ship(X). 
Rule 15: C(Y) A D(Y)+submarine(Y). 
Given the metafact that boy and girlare incompatible, rules 16 and 
17 are in conflict. 
Rule 16: A()() A B(X)+boy(X). 
Rule 17: C(Y) A D(Y) +girl(Y). 
Conflict Under Synonymy 
Given the metafact that submarine and sub are Synonymous, rules 
18 and 19 are in conflict. 
Rule 18: A(X) A B(X)+ +ub(X). 
Rule 19: C(Y) A D(Y)+submarine(Y). 
If the conditions A(X), B(X), C(X), and D(X) can be satisfied by 
future facts in the application (recognized from assertions in the 
RHS of rules), the bgic checker warns of potential cunflict. 
The extended bgic checker will use an algorithm similar to the one 
used by the m i c  checker. The extended logic checker will first 
choose a goal consisting of a complementary pair of RHS literals 
or a set of Incompatible RHS literals. It will then try to find a set of 
facts from the goal by performing unifications and substitutions on 
literals, using rules in the knowledge base as rewriting rules. 
EVA provides the meta-predicate "incompatible" for the developer 
to specify a set of incompatible literals. It has the following struc- 
ture 
where L1 ,..., Ln are literals for n equal to 1 or more. The meaning 
of this statement is that the conjunction of L1, ..An can not be true 
at any time. Incompatible statements are interpreted as "negative 
constraints.. In a knowledge base or meta-knowledge base, there 
are general and domain-specific negative constraints. The follow- 
ing are some examples of incompatibility statements: 
means that an atomic formula A and its negation are incompatible. 
Note that A may contain a firstorder or higherorder predicate. 
(2) incompatible( assert()(), retract(X) ) 
means that asserting and retracting the same fact at the same 
time are incompatible, where X is a literal. 
incompatible(L1 ,..., Ln), 
(1) incornpatile( A, -A)  
(3) incompatible( add(O,S,Vl), delete(O,S,V2), 
single-value(0,S) ) 
means that adding a value V1 to a slot S of an object 0 and delet- 
ing a value V2 from the same slot of the same object are incom- 
patible if the slot is a single-valued slot. 
(4) incompatible( modify(O,S,Vl), delete(O,S,VP), 
single-value(0,S) ) 
means that modifying the value of a slot S of an object 0 to V1 
and deleting a value V2 from the same slot of the same object are 
incompatible if the slot is a single-valued slot. 
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(5) incompatible( room(X), in(john,X), in(mary,X) ) 
means that for a particular application we have the negative con- 
straint "John and Mary can not be in the same room". 
means that an object X can not be on itself. 
SEMANTICS CHECKER 
The semantics checker has two major functions: cnecking facts in 
a knowledge base of an application written in the object shell for 
violations of the semantic constraints, and checking the semantic 
c6nstraints themselves for internal consistency and agreement 
with other metaconstraints represented in the metashell. 
We can have "positive constraints" and "negative constraints". The 
facts in the knowledge base must satisfy the former, but must not 
satisfy the latter. The constraints will be stated by using the meta- 
predicates of the meta-language. A negative constraint can be 
represented by using the meta-predicate "incompatible" as dis- 
cussed before. Some of the metapredcates (rneta-relations) for 
specifying positive constraints such as range constraints, 
minimum/maximum cardinality constraints, legal value constraints. 
value compatibility constraints, subrelations, inverses, data types, 
etc. are shown below: 
(6) incompatible( on(X,X) ) 
(1) bwer-upper(slot, class, lower, upper) 
This metarelation defines the legal range of numerical values: the 
values for the <slot> of the <class> must be between <lower> and 
cupper>. EVA discovers and flags values that exceed these 
bounds. 
EVA not only checks facts against semantic constraints, but also 
checks that the semantic constraints themseives are consistent. 
Since a "child" is a "person", the age range of "child" must fall 
within the age range of "person". Thus the following semantic 
constraints would be inconsistent. 
is-a( child, person ) 
kwer-upper( age, person, 1,110 ) 
lower-upper( age, child, 0,12 ) 
(2) Iogal-veluo(8lot, class, values) 
This metarelation defines the legal values of a slot: the values for 
the c s b b  of the <class> must be l i e d  in <values>. 
Fqr example, the folbwing semantic constraint 
legal-value( gender, student, [male,female,hermaphrodite] ) 
states that the gender of a student must be male, female, or her- 
maphrodite. EVA flags any "student" record where "gender has a 
nonlegal value. 
(3) mbn( mf(domalbl ,..., domaln-n) ) 
This metarelation defines both the number of legal arguments of a 
relation <reb and the legal data type of each argument; <domain- 
is is either a class of objects or a set of values for i-1 ,..., n. 
This kind of semantic constraint is used to permit EVA to enforce 
strong data-type checking for relations. 
For example, given the two facts 
and 
and the metafact 
relation( murderer-of(person,pemn) ) 
EVA flags as erroneous the fact 
murderer-of(chadie,snoopy). 
Another example of constraints 
relation( enmH(freshman,{mathlOl,englishlOl, ...)) ) 
relatkn( enroU(sophomore,(math201 ,mol ,...)) ) 
person(charli) 
dog(sno0PY) 
states that a freshman can only enroll in MathlOl, EnglishlOl, ... 
that a sophornore can only enroll in Math201, Art201, ..., and so 
on. 
(4) mln-max-rel(relatlon, domain, mln, max) 
This metarelation specifies the minimum and maximum number of 
tuples (records) of a relation: the number of records of <relation> 
with object in <domain> must be between <min> and <max>. 
For example, the following semantic constraint 
means that up to 5000 student enrollments are allowed in the data 
base at any one time. The enrollments are represented by 
records or tuples of the relation "enroll". 
(5) mln-maw-role(nlation, domaln, mln, maw) 
This metarelation defines that each object in <domain> must have 
at least cmin> and at most <max> objects for the relation 
<relation>. 
Thus the semantic constraint 
states that each sophomore must enroll in at least 3 and at most 4 
courses. EVA flags any sophomore who enrolls in fewer than 
three or more than four courses. 
(6) subrelatlon(relatlon1, nlatbn2) 
This metarelation defines that <relatiinl> is a subrelation of 
crelation2>. EVA checks that the number of arguments for 
crelationb is greater than or equal to the one for <relation2>, and 
that the data types of the arguments of crelatbnlr are subclasses 
of the corresponding arguments of <relation2>. 
For example, EVA determines that the semantic constraints 
min-max-rel( enroll, student, 0,5000 ) 
min-max-role( enroll, sophomore, 3,4) 
relation( killer-of (animate-obj, animate-obj) ) 
relation( murderer-of (person,thing) ) 
subrelation( murderer-of, killer-of) 
are inconsistent since the second argument "thing" of 
"muraerer-of" is not a subclass of the second argument 
"animate-obj" of "killer-of". 
EVA also checks that the inverse of <relatiinl> is a subrelation of 
the inverse of <relationb, and creates the missing inverse of a 
subrelation, if one does not exist. 
Cur meta-language will also permit the developer to define 
properties of predicates or relations, such as transitive, nom 
transitive, symmetrk, non-symmetric. reflexive, irreflexive, 
antonymous (male-female, ie., non-male implies female and vice 
versa), contrary (youngold, ie., non-young does not imply old), 
etc. 
OMISSION CHECKER 
Knowledge can be orghred around the concept of set, eg., a 
class of objects, a class of relations, a class of rules, and a set of 
values for a multi-value slot. Given a set written by the developer, 
the basic question to ask is "Is the set complete?". In other words, 
does the set contain all the necessary elements or lack some ele- 
ments? The goal of the omission checker is to answer this ques- 
tion by investigating and Mentlfying useful techniques and 
representations for defining completeness of a knowledge base. 
Some of these techniques are given as follows: 
(a) Class Taxonomy 
ll the developer creates only the classes for BOY, MAN and 
WOMAN, 
PERSON(sex:{ male,female),age:lnteger) 
>>> BOY(sex=male,ages 12) 
>>> MAN(sex=male,age > 12) 
>>> WOMAN(sex=female,age > 12) 
(where the classes are wriien in upper case, the slots in lower 
case, and the subclass relationship is denoted by >>>,) then the 
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omission checker will prompt him if there should be a class for 
persons who are female and not older than 12. 
(b) Relation Taxonomy 
Given a knowledge base as shown below, 
PERSON >>> MAN 
>>>WOMAN 
PARENT-OF(person,pern) 
V 
V 
V 
FATHER-OF(man,person) 
the omission checker will find that the taxonomy for PARENT-OF 
is incomplete because the PERSON class for the first argument of 
PARENT-OF seems to split into the MAN and WOMAN classes. 
Therefore, it will prompt the developer whether there should be 
another subrelation of PARENT-OF that holds between WOMAN 
(c) Omlsslon of Rules Or Facts 
Arguments of predicates may be associated with classes. By 
analyzing and comparing the arguments, the omission checker 
may detect that certain facts or rules for some classes are miss- 
ing. 
Consider the following knowledge base: 
and PERSON, namely, MOTHER-OF. 
PERSON>>>ADULT>>>WOMAN 
>>>MAN 
>>>CHILD >>>GIRL 
>>>BOY 
GO(passenger,from,to). 
TAKE(passenger,fligMfare). 
DEPARTMENT(department-name,floor). 
ADULT(x) A GO(x,austin.atlanta) 4 TAKE(x,f#7,150) 
CHILD(x) A GO(x,austin,atlanta) +TAKE(x,f#7,75) 
DEPARTMENT(man,P). 
DEPARTMENT(woman,l ). 
If we look at the rules defining TAKE, we know the domain for the 
first argument of TAKE is the union of ADULT and CHILD, namely, 
PERSON. However, the domain for the first argument of 
DEPARTMENT is the union of MAN and WOMAN, namely, 
ADULT. The idea of checking missing rules or facts is to find the 
minimal class that is the domain for some argument of a predicate. 
If two minimal classes are related by the subclass relationship, 
then the rule or fact set associated with the smaller minimal class 
is likely to be incomplete. For the above example, the fact Set for 
DEPARTMENT is incomplete. That is, the omission checker will 
prompt the developer on which floor the "child" department is. 
(d) Incomplete Slot Values 
There may be a set of typical objects for a slot of an object. For 
example, a room is a complex object that contains many other 
objects as parts. The mom can be represented by a schema which 
has a slot named "containing". A value of this slot is a set of other 
objects, typically such as table, chair, board, PC, etc. These typi- 
cal pa& of an object can be stored in the meta-knowledge base. 
When a specific object is created and it does not contain some of 
the typical parts, the omission checker will tell the developer. 
RULE REFINER 
A rule may be too general or too restrictive. Specific test cases will 
be chosen from the knowledge base to prompt the expert if the 
rule should apply to the test cases. Any "no" answer will indicate 
that the rule is too general, and more specific rules will be 
proposed. If he answers "yes" to all the test cases, it may indicate 
that the rule is too restrictive, and other test cases in sibling 
classes of the generalization hierarchy will be chosen. 
Consider a knowledge base given as follows: 
PERSON>>rMAN--MAN(Sam,22,USA) 
---MAN(Ted,42,USA) 
--MAN( Rayd2,France) 
>>>WOMAN---WOMAN(Sara,37,USA) 
where the schema for PERSON is 
PERSON(name,age,place-of-birth). 
If we have the following rule saying that every man can be the 
president of USA 
then the rule refiner will test the rule by presenting some instances 
of MAN and asking the developer if Sam, Ted and Ray can be the 
president of USA. The answer will be "no" for Sam and Ray, and 
'yes" for Ted. Since there are "no" answers, the rule is too 
general, so that the developer will change the rule to 
MAN(x) A rage(x,35) A place-of-birth(x,USA) 
MAN(x) 4 CAN-BE-PRESIDENT-OF-USA(x), 
4 CAN-BE-PRES1 DENT-OF-USA(X). 
Now, the rule refiner will test the modified rule by presenting an 
instance of WOMAN and ask if Sara can be the president of USA. 
The answer will be "yes". This means that the modified rule is too 
restrictive. Therefore, the rule will be changed to 
PERSON(x) A rage(x,35) A place-of-birth(x,USA) 
+ CAN-BE-PRESIDENT-OF-USA(x). 
The goal of the rule refiner is to help the developer refine his rules. 
Since this is an interactive process, a good and comprehensive 
user interface is required. 
CONTROL CHECKER 
As larger knowledge bases for complex applications are imple- 
mented, some software engineering methodology [Jacob and 
Froscher 19861 should be developed. One method is to partition a 
large knowledge base into smaller subsets of facts and rules. 
These subsets can be labeled by meaningful names such as ac- 
tivity names. Conversely, we can start with the activity names and 
then implement each activity by a set of facts and rules. 
The implicit execution model of a knowledge-based system is 
given as follows: A rule has a RHS and LHS. The rule will be fired 
if the LHS is satisfied by the knowledge base. When the rule is 
fired, the RHS tells the system to add, change or delete facts and 
objects. 
In an application, there may be "ordering" constraints (called con- 
trol constraints) among the activities. The control checker permits 
the developer to specify the control constraints, and then verify if 
rules in a knowledge base will be executed in a sequence that 
does not violate the control constraints. For example, in an office 
system, there are the activities for clearing and publishing papers. 
An ordering constraint is that a paper must be "cleared" before it is 
"published". Assume the activities are specified as follows: 
CLEARING-ACTIVIW: 
PUBLISHING-ACTIVIW: 
EVA will recognize that the control constraint is violated because 
there are no data dependencies between these two activities. That 
is, there are no RHS-literals in the first activity used in the LHS of 
the rule in the second activii. 
TEST CASE GENERATOR 
As discussed before, a knowledge base consisting of facts and 
rules can be represented by a connection graph. In the connection 
graph, there are two kinds of leaf nodes, namely, input nodes and 
output nodes. An input node is a node representing a fact that is 
connected to LHS-literals of some rules. An output node is a node 
representing a RHS-literal that is not connected to any LHS- 
literals. 
paper(X) A approved(X) +cleared(X). 
paper(>() A accepted()() +publish(X). 
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There are two ways to test the knowledge-based system. One ap- 
proach is to generate different sets of input nodes ( i  test 
cases) to exercise the system and observe data produced at the 
output nodes. The goal is to traverse each arc in the connection 
graph at least once. The input test cases must satisfy semantic 
constraints that are imposed on the system. 
The other approach is to specify requirements on data at the out- 
put nodes. Each requirement will be represented as a query. EVA 
will check that all input facts will satisfy all the queries. 
Consider an example where the speed of an engine is controlled 
by the position of a valve of a fuel system. A value of the position 
and a value of the speed are input and output data, respectively. 
We may generate different values of the position and observe the 
values of the speed. On the other hand, we can specify that the 
speed should fall within a certain range and then check if such a 
requirement can be fulfilled. 
ERROR LOCATOR 
The error locator is to locate "incorrect" rules which derive 
"incorrect" facts from input facts. For example, consider an adder 
that is specified by the following rule: 
input(1 ,N,V1) A input(S,N,VO) A adder(N) 
+ output(N, Vl+V2). 
The adder has two input ports 1 and 2. It takes values V1 and V2 
at the input ports, and produces the sum of the values at its output 
port. lf we have the following input facts for adder a 
input(1 ,a,10) 
iwt(2,aSO) 
output(a.60). 
input(l,N,Vl) A input(l,N,V2) A adder(N) 
+ output(N, Vl+V2), 
the system will produce the incorrect output 
To help the developer, the emr  kcator will present him the deduc- 
tion tree of the incorrect fact so that he can debug it. For the above 
example, the deduction tree uses only one fact, namely, 
input(l,a,lO), with the rule. This should give the developer the 
necessary hint to correct the incorrect rule. 
BEHAVIOR VERIFIER 
A system may be decomposed into many subsystems. A subsys- 
tem may be represented by a collection of facts and rules in the 
object shell. However, the subsystem must have external 
inpuVoutput interfaces to communicate with the outside world. For 
example, in the space shuttle flight software System, the naviga- 
tion controller is a subsystem that sits in a control loop, collects 
and analyzes data, and then sends control signals to the vehicle 
manipulator. 
The behavior of the subsystem is a description of relationships 
among the external inpuVwtpul interfaces and internal states of 
the subsystem. The subsystems are connected together to form 
the total system. The purpose of the behavior verifier is to prove 
that the intended behavior of the system can be derived from the 
behaviors of the subsystems and the description of their connec- 
tions. 
CONCLUSION 
This paper has described the architecture and functionality of 
EVA. It is evident that EVA provides a powerful means for 
representing knowledge about an application domain and for 
verifying that the knowledge is correct, consistent and complete. 
EVA increases the reliability of knowledge-based systems, speeds 
up their development, and assists in their continuing modification. 
The necessity for such validation tools will continue to grow as 
future knowledge-based systems play a more critical role in busi- 
ness, industry, government, and the sciences. 
the system should produce 
Now, if the adder is specified by the incorrect rule 
output(a,20). 
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1. INTRODUCTION 
The overall goal of this paper is to show that 
completeness and efficiency can be obtained 
when automating diagnostic reasoning systems by 
using a combination of two approaches; 
diagnosis from first principles and diagnosis 
from experiential knowledge. 
What we mean by diagnosis from first principles 
is reasoning about a malfunction using design 
knowledge; the design knowledge being the 
description of the system structure and 
behavior-that can be obtained from 
documentation, schematics, drawings, etc. This 
approach to diagnosing a malfunctioning system 
through the use of a deep understanding of the 
fundamental structure and behavior of the 
system and its components has the target of 
providing an expert's troubleshooting ability 
without explicitly modeling the expert (6). In 
contrast to this is the approach of diagnosis 
from experiential knowledge. Experiential 
knowledge is of course knowledge gained from 
experience; knowledge of how to troubleshoot a 
system or reason about a malfunctioning system 
using knowledge gained from a practical 
viewpoint. Earlier diagnostic systems such as 
MYCIN used this approaph; (3,7) MYCIN derived 
its capabilities by imqlementing a model of an 
expert's experienced-bqsed reasoning. In 
section 2 and 3 we disquss further the ideas of 
diagnosis from first principles and diagnosis 
from experiential knowledge. 
understanding of both system function and 
malfunction than the experiential reasoning 
approach. Both approaches have distinct 
advantages to offer for development of a 
diagnostic application and both approaches are 
sufficient for use in some situations; (3,7)(6) 
however, both approaches have disadvantages 
when implemented as the only diagnostic 
reasoning process in an automated system. These 
disadvantages prevent either approach from 
being adequate or robust enough to handle 
diagnostic reasoning needed for the highly 
complex systems being studied and developed in 
todays space programs. We expand our 
discussion of advantages and disadvantages of 
both approaches in section 4 and give examples 
showing why a combination of the two approaches 
is necessary to obtarn a complete and efficient 
automated diagnostic reasoning system in 
section 5. 
Knowledge acquisition for intelligent 
diagnostic reasoning systems is an issue that 
deserves some discussion. Although we are 
capable of automating diagnostic information, 
obtaining a 'complete set' of knowledge needed 
can be a difficult and endless process. We 
feel that a systematic approach to acquiring 
knowledge will facilitate defining the 
program's scope of competence and assist in 
guiding the knowledge acquisition process. In 
section 6 we discuss knowledge acquisition 
for an efficient diagnomtic reasoning system 
relative to our observation about a combined 
reasoning approach to diagnosis and elaborate 
on what knowledge is necessary and where the 
knowledge is likely to be found. 
The efficacy of diagnosis from experiential 
knowledge has been proved through the 
development of useful application programs 
currently being integrated into various 
operations and organizations. Applications 
that display reasoning behavior based on first 
principles, i.e. a 'deep knowledge' of the 
system, are not pervasive yet but research is 
very active in this area (2). First principle 
knowledge about the structure and behavior of 
comon system components allows the development 
of library packages of knowledge for general 
use in many applications. Additionally, it is 
thought that first principle diagnostic 
reasoning systems will provide a more complete 
2. DIAGNOSIS FROM FIRST PRINCIPLES 
A complete description of diagnosis from first 
principles would require a much deeper 
discussion than is appropriate for this paper. 
In lieu of this we present a brief discussion 
based on illustrating what we feel are the 
major concepts of the approach and their 
interrelation and definitions. 
Tersely, diagnosis from first principles is 
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reasoning solely from a description of the 
structure and behavior of the system and its 
components to explain discrepancies between 
observed and correct system behavior. By 
structure we mean a complete list of a system's 
components and the specification of their 
connectivity. 
The components in this description are all the 
elements of the system that conceivably effect 
the system's behavior. Each component 
specification should include a description of 
the generic characteristics and behavior of the 
component as well as any additional 
configuration-specific characteristics and 
behavior peculiar to the system in question 
(e.g. resistance, EPROM programming, etc.). In 
operation the diagnostic program would use such 
information to determine the qualitative state 
of both the internal component behavior as well 
as the component's external environment (e.g. 
is it receiving appropriate input, is the 
component overheated, etc.). 
Connectivity here means the specification of 
all possible connections that provide a path 
for a relevant effect or influence on a 
component. The term effect here must be taken 
in the broadest sense possible meaning not only 
physical but abstract effects such as 
instruction or information passing between 
Components. Specific types of effects that are 
used depend on the type and resolution of the 
specific model being used to represent the 
behavior of the component in question. Where 
appropriate, distinction might be made between 
intended and unintended effects on a component 
and the attendant paths. Effects, of course, 
must be observed in some sense so that the 
appropriate component behavior can be computed 
and compared with the actual behavior exhibited 
by the system. Hence a set of observables must 
be specified which are needed for this 
computation. These would include all component 
inputs and outputs as well as the value of any 
internal state variables (5). When determining 
the health of particular component the value of 
every pertinent observable may not be 
available. In such cases a measurement may be 
needed. Commonly this involves the use of a 
specific piece of instrumentation, either in 
place (e.g. BiT/BITE) or provided by the expert 
(e.g. the use of a multimeter), or by 
reconfiguring the system in some sense and then 
remeasuring specific observables. If making a 
measurement is not possible, rhe value may have 
to be derived indirectly via a computation 
involving other observables, or by a heuristic 
relat ionship. 
In addition to the above descriptive knowledge 
about a system, a general computational 
approach to diagnosis that utilizes this 
knowledge is necessary for a complete 
diagnostic program. Several of these 
computational approaches do exist (6) however 
this is still an active research area and is 
beyond the scope of this paper. 
3. DIAGNOSIS FROM EXPERIENCE 
When diagnosing a system the expert(s) have 
several conceptual tasks confronting them: 
monitoring the system observables, detecting 
malfunctioning behavior from this monitoring 
task, isolating the component(s) responsible 
for the behavior, and recovering from the 
malfunction. These tasks are usually 
approached with a specific strategy to optimize 
the task performance. The monitoring strategy 
(e.g. frequency of observation) is developed a 
priori. 
The detection and isolation tasks are performed 
with the monitored information and with 
strategies whose specifics comonly change 
depending on the type of behavior being 
observed. For any reasonable size of system the 
strategy can become so complex as to be 
arbitrary to an uninformed observer of the 
expert's performance. As mentioned in the 
discussion above various means may be needed to 
gather information about a particular state 
variable and so the development of a behavior 
specific measurement strategy is comonly 
required. Additionally, a strategy for 
recovering the system to a safe and/or 
effective behavior is also required. 
The above discussion of diagnosis from first 
principles includes many of the concepts needed 
to support these four general task areas but 
not all the considerations that are used by the 
expert in performing the diagnosis. 
Specifically missing is a discussion of those 
situation observables that are required for the 
development of the measurement and recovery 
strategies. 
These strategy development tasks very 
frequently involve reasoning about extra-system 
factors that would not necessarily be 
explicitly modeled in the structure and 
behavior of the system itself or would be 
impossible to model adequately given the 
current understanding of the system in 
question, Also, this reasoning is quite likely 
to be context dependent, highly judgmental, and 
almost certainly experientially derived. The 
reasons for this vary but some common ones are: 
cost and/or design considerations limit the 
amount of instrumentation in the system, cost 
and/or design considerations limit the amount 
of measurement access (e.g. IC packaging), 
quality of information may vary (e.g. 
instrumentation failure), context may limit 
plan for measurement (e.g. safety limitations, 
politics or other indeterministic reasoning) 
may come into play. 
4. COMPARISON OF APPROACHES 
In order to understand why a combination of 
diagnosis from first principles and diagnosis 
from experiential knowledge is needed to 
automate complete and efficient diagnostic 
reasoning systems, we begin to explore the 
advantages and disadvantages of each approach. 
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There are several advantages in basing 
reasoning on first principle knowledge. 
model developed from a description of 
structure and behavior provides a fairly 
complete and indepth description of the system 
that is to be automated. This description 
provides a deep understanding of the system 
that the expert troubleshooter will often refer 
to in order to compliment experiential 
knowledge. Since this model includes 
descriptions of all components incorporated in 
the system being modelled, there is knowledge 
about Components that can be ported across 
applications. For example, if the System we 
wish to model is a device built from digital 
logic components, each digital logic component 
that is described can be reused when modeling a 
system that requires the same component (2). 
Since we can describe every component in a 
system, irregardless of the level of detail, a 
library of component descriptions can be built 
to facilitate construction of new programs that 
describe different (but similar) systems (4). A 
system based on reasoning from first principles 
can be easier to maintain because 
modifications to the design are fairlv simple 
to implement. Structure and behavior 
specifications can be updated for each modified 
component rather than modifying the overall 
behavior of the entire system (2). 
Another advantage of reasoning from first 
principles involves reasoning about novel 
faults. Since reasoning from first principles 
is not dependent on a catalog of observed 
malfunctioning behavior, it is possible to 
reason about a fault that has not occurred 
previously (2). Reasoning about novel faults 
is something experts are equipped to handle, 
but this type of experiential knowledge is 
difficult to encode in a diagnostic reasoning 
program simply because you can't inquire about 
malfunctioning behavior the expert has not 
dealt with. 
A 
There are several areas of experiential 
knowledge that can be encoded into a program 
that assist in developing a more complete 
diagnostic reasoning system. An expert is 
often aware of connectivity and adjacency not 
explicit in first principle knowledge. The 
expert also uses common sense reasoning and has 
the ability to reason outside a closed system 
domain. For example; if a system that 
contained exposed electrical circuits exhibited 
a fault after a rainstorm, the expert would 
tend to associate a malfunction with 
information about bad weather and check exposed 
circuits before performing a systematic search 
to isolate the malfunction. An expert can also 
develop a list of ordered categories of failure 
for each observed malfunction. 
of failure we mean a list of possible search 
paths used to isolate a particular failure. I? 
order to reason about a malfunction, the expert 
uses several pieces of information (e.g. 
similarities to other malfunction behavior, 
experience from similar systems, component 
failure history, external effects, knowledge 
By categories 
about where and how to take measurement.) and 
constructs a plan or measurement strategy to 
guide the troubleshooting process. The plan 
the expert has developed is essentially an 
ordered list of categories of failure. The 
expert also has the ability to know when an 
incorrect assumption has been made (i.e. an 
incorrect path has been followed) and how to 
regress and continue the troubleshooting 
process.(2) 
Enumerating the advantages of reasoning from 
first principles and tho advantages of 
reasoning from experiential knowledge has shown 
us that both are good approaches to automating 
diagnostic reasoning systems, however, in order 
to understand why both are not completely 
adequate as stand alone approaches we will now 
examine the disadvantages of each approach. 
A program designed to reason from first 
principles will have difficulties constraining 
possible causes of failure. 
solely from first principles, the 
troubleshooting process involves a systematic 
search of all possible paths that might lead to 
the malfunctioning component. There is seldom 
enough information to indicate a reasonable 
ordering of search paths, or to constrain the 
systematic search to a reasonable subset of 
search paths. In contrast to this, the expert 
rarely begins a troubleshooting process without 
constraining and ordering the possible search 
paths, this will allow the expert to reach a 
conclusion about a fault more rapidly than a 
system based entirely on first principle 
knowledge, if the fault can be reached by one 
of the paths the expert has selected. If the 
fault lies outside of the planned search paths 
the expert will be required to consult first 
principle knowledge located in some form of 
documentation, this will then increase the time 
necessary for the to expert to diagnose a 
fault. 
Any time a program is required to reason with 
incomplete data, deficiencies occur. Many 
systems that are candidates for automation have 
incomplete, inaccurate, or unavailable 
documentation, this causes difficulties when 
attempting to reason using either first 
principles or experiential knowledge. An 
automated system reasoning from first principle 
knowledge is only as accurate as the 
documentation that'was used to build it, 
however, experiential knowledge that can be 
encoded in programs is quite often based on 
reasoning about a system where system 
documentation is incomplete. 
A program designed to reason from experiential 
knowledge is based on empirical associations 
and is usually difficult to construct. The 
process of attempting to model a person is long 
and there is often no way to know if a complete 
set of knowledge has been extracted from the 
expert. When developing a program that reasons 
from experiential knowledge, the developer 
often must choose between experts who have 
different opinions about how to solve problems 
When reasoning 
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As an example of extra-system knowledge being 
brought to bear on system diagnosis we can look 
at the actual experience of a Manned 
Maneuvering Unit pilot on the way back to the 
Shuttle during STS 41C. He observed that thr 
and different ideas about the cause of faults 
that h a m  occurred previously. 
these choices the developer will possibly limit 
the efficiency of the program. In contrast, a 
.program that reasons from first principles is 
not limited to a set of predefined solutions 
and can reason about a fault without any 
limitations on the conclusions that can be 
reached. 
When making 
Programs that reason from experiential 
knowledge are 
casea, and restricted to the domain there were 
intended for. As mentioned earlier, the 
process the expert uses to reason about a novel 
fault is not an area of reasoning that can be 
automated using todays technology. Therefore, 
reasoning strictly from experiential knowledge 
restricts the program to reasoning only about 
cases elaborated on by the expert.(2) 
5. COMBINING APPROACHES 
From the discussion so far, it should be 
obvious to the reader (as it might have been 
prior to thia reading, since we are not 
pretending to present unique or unusual ideas 
but simply our understanding of the 
requirements for a diagnostic system in the 
field) it is our view that both first principle 
and experiential reasoning are necessary for a 
robust diagnostic program operating outside the 
laboratory environment. We offer the following 
examples from the Space Program to illustrate 
the nature of this mixture of reasoning 
approaches. 
For the handling of malfunctions on the Shuttle 
a set of procedures called Malfunction 
Procedures (MALF's) are generated for the crew 
to follow after they observe some abnormal 
behavior in a system. These MALF's, which take 
the form of a decision tree, embody both the 
first principle and experiential reasoning 
discussed above. They are developed to take 
into consideration a wide variety of possible 
system failures in a variety of system contexts 
in order to plan well understood and safe 
malfunction responses. However, a complete 
specification of a11 system failures is not 
practicable (let alone possible) and where 
appropriate the crew is directed to simply 
contact Mission Control and report their 
observations. The personnel on the ground in 
turn have a more detailed set of HALF'S that 
are used as above, but also have a complete set 
of documents that represent a first principle 
understanding of the system and are frequently 
referred to during diagnosis. Additionally, 
theae personnel have a wealth of experience 
with the system in question, and the world in 
general, which they draw upon for reasoning 
that must go beyond an understanding available 
from the documentation only. 
restricted by an expert's sample 
relative size of the Shuttle was growing faster 
than appropriate for an approach at constant 
velocity. This indicated that there was a 
definite relative acceleration along the line- 
of-sight to the Shuttle. The situation occurred 
within an agreed context between the 
individuals involved in the approach, the MMU 
pilot would be the only individual imparting a 
relative velocity between the vehicles. One 
possible explanation for this, that can be 
derived from an in-depth understanding of the 
HMu's structure and behavior, is a stuck-on MMU 
thruster; a fairly serious malfunction. 
According to good training and his 
understanding of the situation context, the 
pilot then began to correct for the unintended 
acceleration by slowing the MMU and proceeded 
to inform Mission Control of his situation. At 
that time he learned that the Shuttle pilot was 
actually accelerating the Shuttle toward him. 
With this new contextual information the pilot 
then could explain his observables in terms of 
these extra-system factors. 
Given this view of the nature of a major 
portion of the reasoning needed 
comprehensive diagnostic system, how does one 
go about developing such a program. It as our 
view that the best approach would be to divide 
the needed reasoning tasks into those tasks and 
subtasks directly accomplished via the first 
principle approach and those tasks subtasks 
that are better handled by modeling the 
behavior of the expert directly. 
6. KNOWLEDGE ACQUISITION 
for a 
Dividing reasoning tasks into sections 
corresponding to the two approaches has some 
effects on the knowledge acquisition process 
that are advantageous to the program 
construction process. Combining the approaches 
permits the systematic enumeration of a large 
portion of the knowledge needed to construct a 
diagnostic reasoning program; this facilitates 
defining the program's scope, completeness and 
competence, and assists in bounding, 
controlling and guiding the knowledge 
acquisition process. In this paper we consider 
knowledge acquisition to be acquisition of all 
knowledge that will be incorpohted into a 
program; this includes knowledge from document 
sources as well as knowledge from an expert(s). 
First principle knowledge to be acquired from 
documentation, schematics, drawings, etc. can 
be stated explicitly by enumerating components, 
correct component behavior, component 
connectivity and effects, and description of 
observables. Although extracting knowledge from 
documented material is not terribly difficult, 
(especially when compared to extracting 
knowledge from a human) it is still a complex 
task and can be simplified by extracting the 
needed knowledge using a systematic method (2). 
Once the process of gathering first principle 
knowledge is completed, the task of extracting 
knowledge from the expert is reduced because 
you are not relying on the expert to provide 
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you with necessary design knowledge about 
structure and behavior. 
Unfortunately, the approach to enumerating 
knowledge required from the expert is not as 
systematic as with first principle knowledge 
gathering; however, a set of goals can be 
generated to help elicit knowledge from the 
expert. The list of goals are intended to 
guide the interaction with the expert toward 
the elicitation of strategies used to perform 
the monitoring task, detection task, isolation 
task, and recovery task (discussed in section 
3). Knowledge acquired from this effort 
includes (but is not limited to) determining 
components not deseribed in documentation, 
implied connections not explicit in 
documentation, environmental effects on 
components and component behavior, previous 
failures, failure trends, untestable 
obaervables, information about components 
inferred from measurements of other components 
(8), functional leveling (the amount of 
structural and behavior detail needed to model 
components varies with level of abstraction), 
and ordering of categories of failure 
(discussed in section 4). 
When attempting to acquire knowledge from 
experts, it should be realized that they tend 
to have a variety s models that are ussd during 
a diagnosis. Gaining insight into what model 
the expert is using and how the expert 
developed the model can reveal valuable 
information about how the expert performs a 
troubleshooting task and information about 
different levels of structural and behavioral 
detail needed to reason about a fault (4). For 
example; when diagnosing a car that won't 
start, you would rarely begin by reasoning 
about a wiring harness diagram and its 
connections to the ignition system. Rather, 
yo\) would most likely think of the wiring 
harness as a 'black boxD until there is an 
indication that the fault lies within the 
viring harness. Unfortunately, an expert's 
oelection and develo ment of models is a 
process that is not {ell understood (1) making 
the extraction of th se models a difficult and 
involved part of knoqledge acquisition. Since 
experts are rarely explicit about the models 
they use, it is advisable to construct 
scenarios the expert can reason about and 
develop the model from strategy paths the 
expert uses (8). 
Since we are combining two approaches. the 
question arises concerning how much knowledge 
from each area should be included in the 
program and when is the knowledge acquisition 
job complete? As with any project, the desire 
is to make the program as complete as possible, 
however, the underlying issue is still the 
balancing of completeness (detail of structure 
and behavior) and the need to constrain the 
search paths (categories of failure) the 
program will reason about when diagnosing a 
fault. A program that cannot respond quickly 
to a malfunction will certainly be unacceptable 
in certain domains, as such each project must 
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determine the overall requirements of the 
program before the knowladge acquisition 
process is initiated (8). 
7. CONCLUSIONS 
Completeness, efficiency and autonomy are 
requirements for future diagnostic reasoning 
systems. Methods for automating diagnostic 
reasoning systems include diagnosis from first 
principles ( i . e .  reasoning from a thorough 
description of structure and behavior) and 
diagnosis from experiential knowledge (i.8. 
reasoning from a set of examples obtained from 
experts), however, implementation of either as 
a single reasoning method fails to meet these 
requirements. The approach of combining 
reasoning from first principles and reasoning 
from experiential knowledge does address the 
requirements discussed above and can possibly 
ease some of the difficulties associated with 
knowledge acquisition by allowing developers to 
systematically enumerate a portion of the 
knowledge necessary to build tho diagnosis 
program. 
systematically facilitates defining the 
program's scope, completeness, and competence 
and assists in bounding, controlling, and 
guiding the knowledge acquisition process. 
The ability to enumerate knowledge 
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ABSTRACT 
The Space shuttle uses a complex set of 
software to guide, navigate, and control it 
through all phases of flight. Adding to the 
complexity is the fact that the software is 
"reconfiguredl' for each flight. That is, 
thousands of constants in the software are 
changed to reflect the unique properties of a 
given mission (e.g., launch weight, orbit 
inclination). In the last level of 
test, The software is "flown" through 
end-to-end nominal and abort scenarios taking 
the shuttle from liftoff to landing. The 
analysis of the results of the Level 8 
testing is experience and labor intensive. A 
set of pass/fail criteria have been defined 
for% each testcase and in parallel with the 
knowledge acquisition, tools were developed 
which allowed the automation of the knowledge 
being gathered on paper. A prototype of the 
Analysis Criteria Expert System (ACES) has 
been put into production in the verification 
of the reconfigured onboard flight software. 
The system currently uses 3 PL/I pro- 
grams, the ESE/VM program product and 
two large host systems to accomplish the 
task. The total system has approximately 
3000 rules. The knowledge acquisition has 
begun again to take the knowledge base 
beyond simple pass/fail to the ability to 
determine the source of the criteria fail- 
tires. 
I. BACKGROUND 
A. Space Shuttle Software 
Four IBM AP-1O1B flight computers host a set 
of highly critical and complex programs to 
guide, navigate and control the Space 
Shuttle through all phases of flight (see 
Figure 1). The flight software, developed by 
IBM under contract to the National 
Aeronautics and Space Administration 
(NASA), also drives a set of instruments and 
graphic displays, accepts keyboard and 
other inputs from the astronauts, and 
interfaces with various hardware sensors and 
effectors. The flight computer operating 
system ensures that all active computers 
operate simultaneously, each performing 
identical functions. A failed computer is 
detected automatically and removed from the 
set of redundant computers, h e  to the 
complexity of the avionics and data process- 
ing systems, size of the software and 
reliability requirements, independent 
verification has been employed in all phases 
of the software life-cycle to increase 
product quality. The goal is flight software 
which is "error-free." 
E. Flight Software Testing 
A software test plan provides for a 
structured process to identify and facilitate 
correction of software implementation or 
requirements errors, leading to demonstration 
that the software satisfies all design 
requirements. Testing is divided into two 
main phases: development tests, which are 
concurrent with the software development 
and performed by the software development 
organization, and verification tests, which 
are carried out by the independent test 
organization. Figure 2 describes the 
elements of the test program. 
C. Level 8 Testing 
The first seven levels of testing are 
performed on the basic set of programs whose 
software logic can support many flights. 
Thousands of constants in the software are 
changed to reflect the unique properties of a 
given mission. Level 8 testing consists of 
testing the software under simulated flight 
conditions and stresses, with the flight 
software configured for a particular shuttle 
flight. The tests are conducted through 
flight simulations exercising the onboard 
software and computers in a simulated 
flight environment provided by the Software 
Production Facility. The volume of simula- 
tion data required to adequately analyze 
the performance of the flight software 
is impressive. Each test generates over two 
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million plotted data points and 30,000 lines 
of printed output. There are 15 - 25 tests 
.-un for each shuttle mission. 
The analysis consists of evaluation of 
simulation variables at various events in the 
shuttle trajectory, analysis of flight 
sequences, and analysis of plots and 
cockpit displays. Execution and analysis 
of the suite of tests is both labor and 
skill intensive and requires up to six weeks 
for completion. 
The goal of the Analysis Criteria Expert 
System (ACES) is to automate the analysis of 
the logged data. The benefits are 
numerous and include reducing labor costs, 
improving the quality and consistency in 
interpreting the data, and reducing the total 
time currently required to manually analyze 
the simulations. 
11. KNOWLEDGE ACQUISITION AND ENGINEERING 
The knowledge acquisition and engineering 
for ACES began in early 1985 when 
"pass/fail" criteria were created for a 
subset of our verification testcases. 
That effort was later extended to include 
more criteria and more testcases. In 
parallel with the knowledge acquisition, we 
began looking into different ways to 
automate the evaluation of the criteria. 
By the Spring of 1986, we had decided on a 
method for criteria automation and completed 
the first phase of knowledge acquisi- 
tion. The knowledge base consisted of about 
250 rules for each of the 14 testcases. 
After using the criteria for about a year, 
we felt it was a good idea to take these 
criteria a step further and document how 
criteria violations were analyzed. In this 
process, we decided to reorganize the 
criteria. This reorganiztion meant duplicat- 
iilg some of the previous efforts. However, 
we felt that the expected size of the 
comprehensive criteria demanded the 
reorganization. The final set of the 
written criteria weze in a form that could be 
picked up and independently implemented into 
an expert system. This process has been 
completed for about a third of our verifica- 
tion testcases. 
111. IMPLEMENTATION 
Implementing the pass/fail criteria proved to 
be much more difficult and complex than we 
anticipated. We encountered problems 
with automated data transfer from the 
simulation to the expert system, volume of 
data, rule base creation, and results 
presentation. 
The problem of data volume turned out to 
be the biggest challenge. Each simulation 
produces over three million data points and 
30,000 lines of printed output. The 
expert system shell we were using was the 
Expert System Environment (ESE) and was the 
only internally available mainframe expert 
system software. Due to ESE'S lack of 
speed when handling large amounts of 
data, some sort of pre-processor would be 
necessary. We wrote three PL/I programs to 
handle the type of data we analyze. 
AutoProg is used to process plotted data. 
However, it cannot handle textual data such 
as the simulation chronology (the 
online) and the textual representations of 
the Shuttle's onboard displays (the DEU 
images). To handle the Online message 
criteria we produced the Online Event 
Extractor (OLEVE). This program looks at the 
online output for missing, out of order, 
and unexpected messages in the chronolo- 
gy of the simulation. Each sjmulation 
logs images of the Shuttle's displays 
and later stores them in a file for 
processing by the Display Electronics 
Unit Criteria Evaluator (DEUCE). This 
PL/I program searches for a particular DEU 
based on some criteria such as time or within 
a certain amount of time of an event. This 
program can look for text strings in a 
group of DEUs, perform math operations, and 
print DEU images and captions for use in 
testcase reports. See figure 1 illustrating 
the flow of these programs 
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The entire process is automated from 
start to finish and requires no human 
intervention other than to submit the 
simulation job. ESE/VPI can handle the 
smaller amounts of data produced by the PL/I 
programs within a reasonable timeframe. 
However, since most of our criteria reside in 
the PL/I program the ESE knowledge base 
is relatively small with about 20 rules for 
each testcase compared to more than 250 PL/I 
criteria. We are currently working on 
prototypes using other expert systems in 
the hopes of enlarging the knowledge base and 
producing an integrated expert system. 
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IV. VERIFICATION OF ACES V. CURRENT USE AND FVrURE PLANS 
The Flight Software Certification organiza- 
tion uses ACES today in their verification of 
the Shuttle onboard flight software. After 
a simulation is made, a job is submitted 
which automatically executes ACES*and puts 
the output in a dataset. Some manual 
analysis is still performed on those criteria 
which are not yet covered by ACES. 
Our main focus for the future centers 
on the expert system tools that we are 
evaluating. The expert system shell we are 
evaluating is ES PL/I, a PL/I-based 
imbeddable expert system shell. PL/I has 
proven to be faster, but all development is 
done using a standard text editor. We have 
built a prototype of our knowledge bases 
using ES PL/I. We have found it to be faster 
than ESE/VM. The main drawback has been 
documenting the rules. Rules are documented 
with ES PL/I by putting PL/I comments in 
line to the knowledge base. However, 
if the knowledge is well organized and 
catalogued, this poses no major technical 
problem. Development using ES PL/I requires 
a good understanding of PL/1 and the number 
of lines generated is similar to ES PL/I. 
In general, we have found it useful to build 
a prototype of our knowledge base in 
order to evaluate its relative merits. We 
try to scope the size of the prototype such 
that it can be completed in a two to four 
week period. On the other hand, we try to 
include a good mix of rule types such that 
we can get a good feel for the amount of time 
it takes to implement the various types of 
rules. With the prototype, we can 
analyze the relative merits of an 
expert system, provide demonstrations for 
our customer, and tailor our paper knowledge 
to meet the requirements of a particular 
expert system shell, if necessary. 
Expert systems can be used successfully 
to verify critical software. The time and 
resources required can be reduced and the 
quality of the verification can be 
maintained or improved by applying expert 
systems technology to an existing software 
verification effort. However, the transi- 
tion takes time to perform the proper 
knowledge engineering and acquisition. In 
addition, with proper planning, it is 
possible to insert expert systems technology 
into an existing production environment. 
The verification of the expert system 
was divided into two distinct parts: tool 
verification and knowledge base verifkca- 
tion. Tool verification concentrated on 
verifying AutoProg, DEUCE, and OLEVE. 
Knowledge Base verification centered on 
testing the rules supplied to the above tools 
as well as the knowledge base contained in 
the expert system. 
A standard test approach was used for the 
tool verification. All of the tools went 
through a requirements, design, and code 
review process. Prior to code review, all of 
the tools were put through a set of 
unit tests designed to exercise all of the 
capabilities of the tool. Known valid inputs 
were fed to each of the tools and the 
developer analyzed the output for expected 
results. This review process, well known on 
the onboard Shuttle project, was easily 
implemented with very few tool problems. 
The knowledge base verification is a differ- 
ent story altogether. Since the criteria 
were designed to work on any shuttle mission 
(of which there are essentially limitless 
combinations), we decided each knowledge base 
should be applied to at least three 
different shuttle flights. This was an 
arbitrary number, but we felt three different 
flights would give us good coverage over a 
range of shuttle trajectories. Wherever 
possible we had someone other than the 
developer of the knowledge base perform the 
testing. The analysts first performed manual 
analysis of the testcase using the 
written criteria as a guide. All problems 
and violations of the criteria were noted. 
The analyst then ran the expert system 
against the testcase and compared the 
results to that of the manual analysis. 
Differences were noted and probable source of 
the difference was noted, for example, 
knowledge base deficiency, knowledge base 
error, or tool error. All tool etrors 
resulted in a Discrepancy Report or Change 
Request against the tool to bring it into 
compliance. Knowledge base errors were 
returned to the knowledge base developer for 
resolution. 
As new versions of the tools become avail- 
able, they are unit tested and executed with 
a small subset of the actual rules to insure 
identical results are produced. As 
knowledge is added it is tested as a 
standalone entity before being merged with 
the existing data. In production, if a tool 
or knowledge base problem is discovered, a 
Discrepancy Report is written to document the 
problem. 
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Redondo Beach, CA 90278 
Abdanct 
We have developed a methodology for manually training autonomous control systems 
based on artificial neural systems (ANS). In applications where the rule set governing an expert’s 
decisions is difficult to formulate, ANS can be used to extract rules by associating the information 
an expert receives with the actions he takes. Properly constructed networks imitate rules of 
behavior that permits them to function autonomously when they are trained on the spanning set 
of possible situations. This training can be provided manually, either under the direct supervision 
of a system trainer, or indirectly using a background mode where the network assimilates training 
data as the expert performs his day-to-day tasks. To demonstrate these methods we have trained 
an ANS network to drive a vehicle through simulated freeway tr&c. 
Inlmducticm 
Computational systems employing fine grained parallelism are revolutionizing the way we 
approach a number of long standing problems involving pattern recognition and cognitive process- 
ing. The field spans a wide variety of computational networks, from constructs emulating neural 
functions, to more crystalline configurations that resemble systolic arrays. Several titles are used 
to describe this broad area of research, we use the term artificial neural systems (ANS). Our con- 
cern in this work is the use of ANS for manually training certain types of autonomous systems 
where the desired rules of behavior are difficult to formulate. 
Artificial neural systems consist of a number of processing elements interconnected in a 
weighted, user-specified fashion, the interconnection weights acting as memory for the system. 
Each processing element calculates an output value based on the weighted sum of itg inputs. In 
addition, the input data is correlated with the output or desired output (specified by an instructive 
agent) in a training rule that is used to adjust the interconnection weights. In this way the net. 
work learns patterns or imitates rules of behavior and decision making. 
The particular ANS architecture we use is a variation of Rummelhart et. al. [ 11 multi-layer 
perceptron employing the generalized delta rule (GDR) , Instead of a single, multi-layer struc- 
ture, our final network has a a multiple component or “block” configuration where one block’s 
output feeds into another (see Figure 3). The training methodology we have developed is not 
tied to a particular training rule or architecture and should work well with alternative networks 
like Grossberg’s adaptive resonance model[ 21. 
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The equations describing the network are [ 11: 
- S  a 
i- 0 
Transfer function: oj  =( l + c  J ) - ’ ,  Si = wji oi; 
Weight adaptation rule: Aw, =( 1- a i ) 9 i b j o i  + aiAw~nviour; 
m 
C = 1  
Error calculation: 6 j  = o j (  1- oj) 6,tukj, 
where oj is the output of processing element j ,  w5 is the interconnection weight leading from ele- 
ment  i to i, n is the number of inputs to j ,  Aw is the adjustment of w ,  9 is the training con- 
stant, a is the training “momentum,” 63 is the calculated error for element i, and m is the 
fanout of a given element. Element zero is a constant input, equal to one, so that w,o is 
equivalent to the bias threshold of element j .  The (1- a) factor in equation (2) differs from stan- 
dard GDR formulation, but  i t  is useful for keeping track of the relative magnitudes of the two 
terms. For the network’s output layer the summation in equation (3) is replaced with the 
difference between the desired and actual output value of element i. 
These networks are usually trained by presenting the system with sets of input/output data 
vectors in cyclic fashion, the entire cycle of database presentation repeated dozens of times. This 
method is effective when the training agent is a computer operating in batch mode, but  would be 
intolerable for a human instructor. There are two developments that will help real-time human 
training. The first is a more efficient incorporation of data/response patterns into a network. The 
second, which we are addressing in this paper, is a suitable environment wherein a man and ANS 
network can interact in training situation with minimum inconvenience or  boredom on the 
human’s part. The ability to systemafically train networks in this fashion is extremely useful for 
developing certain types of expert systems including automatic signal processors, autopilots, 
robots and other autonomous machines. We report a number of techniques aimed at facilitating 
this type of training, and we propose a general method for teaching these networks. 
SystemDeVelogmmt 
Our work focuses on the utility of ANS for system control. I t  began as an application of 
Barto and Sutton’s rrssociative search network[3]. Although their approach was useful in a 
number of ways, i t  fell short when we tried to use it for capturing the subtleties of human 
decision-making. In response we shifted our  emphasis from constructing goal functions for 
automatic learning, to methods for training networks using direct human instruction. An integral 
part of this is the development of suitable interfaces between humans, networks and the outside 
world or simulator. In this section we will report various approaches to these ends, and describe a 
general methodology for manually teaching ANS networks. To demonstrate these techniques we 
taught a network to drive a robot vehicle down a simulated highway in traffic. This application 
combines binary decision making and control of continuous parameters. 
Initially we investigated the use of automatic learning based on goal functions[3] for train- 
ing control systems. We trained a network-controlled vehicle to maintain acceptable following 
distances from cars  ahead of it. On a graphics workstation, a one lane circular track was con- 
structed and occupied by two vehicles: a network-controlled robot car and a pace car that varied its 
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speed at random.. Input data to the network consisted of the separation distance and the speed of 
the robot vehicle. The values of a goal function were translated into desired output for GDR 
training. Output controls consisted of three binary decision elements: 1) accelerate one increment 
of speed, 2) maintain speed, and 3) decelerate one increment of speed. A t  all times the desired 
output vector had exactly one of these three elements active. The goal function was quadratic 
with a minimum corresponding to the optimal following distance. Although i t  had no direct con- 
trol over the simulation, the goal function positively o r  negatively reinforced the system’s 
behavior. 
The network was given complete control of the robot vehicle, and the human trainer had 
no influence Lxcept the ability to start and terminate training. This proved unsatisfactory because 
the initial system behavior--governed by random interconnection weights--was very unstable. The 
robot tended to run over the car in front of it before significant training occurred. By carefully 
halting and restarting training we achieved stable system behavior. A t  first the following distance 
maintained by the robot car oscillated as if the vehicle was attached by a spring to the pace car. 
This activity gradually damped. After about one thousand training steps the vehicle maintained 
the optimal following distance and responded quickly to changes in the pace car’s speed. 
Constructing composite goal functions to promote more sophisticated abilities proved 
difficult, even ill-defined, because there were many unspecified parameters. To generate goal 
functions for these abilities would be similar to conventional programming-the type of labor we 
want to circumvent using ANS. On the other hand, humans are adept at assessing complex s i t u s  
tions and making decisions based on qualitative data, but their “goal functions” are difficult if not 
impossible to capture analytically. One attraction of ANS is that i t  c a ~  imitate behavior based on 
these elusive rules without formally specifying them. At this point we turned our  efforts to 
manual training techniques. 
The initially trained network was grafted into a larger system and augmented with addi- 
tional inputs: distance and speed information on nearby pace cars in a second traffic lane, and an 
output control signal governing lane changes. The original network’s ability to maintain a safe 
following distance was retained intact. This grafting procedure is one of two methods we studied 
for adding new abilities to gn existing system. (The second, which employs a block structure, is 
described below.) The network remained in direct control of the robot vehicle, bu t  a human 
trainer instructed i t  when and when not  to change lanes. His commands were interpreted as the 
desired output and used in the GDR training algorithm. This technique, which we call coaching, 
proved useful and the network quickly correlated its environmental inputs with the teacher’s 
instructions. The network became adept at changing lanes and weaving through tratlic. We found 
that the network took on the behavior pattern of its trainer. A conservative teacher produced a 
timid network, while’an aggressive trainer produced a network that tended to cu t  off other auto- 
mobiles and squeeze through tight openings. Despite its success, the coaching method of training 
did not solve the problem of initial network instability. 
The stability problem was solved by giving the trainer direct control over the simulation. 
The system configuration (Figure l ) ,  allows the expert to exert control or release i t  to the n e t  
work. During initial training the expert is in the driver’s seat while the network acts the role of 
apprentice. It receives sensor information, predicts system commands, and compares its 
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World (--> sensors) 
or 
Simulation 
4- Actuation 
I 
predictions against the desired output (ie. the trainer's commands). Figure 2 shows the data and 
command flow in detail. Input data is processed through different channels and presented to the 
trainer and network. Where visual and audio formats are effective for humans, the network uses 
information in vector form. This differentiation of data presentation is a limitation of the system; 
removing i t  is a task for future research. The trainer issues control commands in accordance with 
his assigned task while the network takes the trainer's actions as desired system responses and 
correlates these with the input. We refer to this procedure as master/apprentice training, network 
training proceeds invisibly in the background as the expert proceeds with his day to day work. It 
avoids the instability problem because the network is free to make errom without the adverse 
consequence of throwing the operating environment into disarray. 
Preprocessing 
for human 
data 
hlput { 
Preprocessing 
for network 
1 
h Actuation 
-+ Human +commands 
expert 
Predicted >q* 
+ Network commands 
Training 
Rlle 
Figure 1. A scheme for manually training ANS networks. Input data is received by both 
the network and trainer. The trainer issues commands that are actuated (solid command 
line), or he coaches the network in how it ought to respond (broken command line). 
Once inibal, background training is complete, the expert proceeds in a more formal 
manner to teach the network. He releases control of the command system to the network in 
order to evaluate its behavior and weaknesses. He then resumes control and works through a 
series of scenarios designed to train the network o u t  of its bad behavior. By switching back and 
forth between human and network control, the expert assesses the network's reliability and 
teaches correct responses as needed. We find master/apprentice training works well for behavior 
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involving continuous functions, like steering. On the other hand, coaching is appropriate for deci- 
sion functions, like when the car ought to pass. Our methodology employs both techniques. 
The Driving Network 
The fully developed freeway simulation consists of a two lane highway that is made of 
p ined  straight and curved segments which vary at random in length (and curvature). Several 
pace cars move at random speeds near the robot vehicle. The network is given the tasks of track- 
ing the road, negotiating curves, returning to the mad if placed far afield, maintaining safe dis- 
tances from the pace cars, and changing lanes when appropriate. Instead of a single multi-layer 
structure, the network is composed of two blocks; one controls the steering and the other regu- 
lates speed and decides when the vehicle should change lanes (Figure 3). The first block receives 
information about the position and speed of the robot vehicle relative to other cars in its vicinity. 
Its output is used to determine the automobile’s speed and whether the robot should change 
lanes. The passing signal is converted to a lane assignment based on the car’s current lane posi- 
tion. The second block receives the lane assignment and data pertinent to the position and orien- 
tation of the vehicle with respect to the road. The output is used to determine the steering angle 
of the robot car. 
Block 1 Inputs outputs 
Constant 0 
Speed 
Dist. Ahead, PL 
Dist. Ahead, OL 
Dist. Behind, OL 
Ret. Speed Ahead, PL 
Ret. Speed Ahead, OL 
Rel. Speed Behind, OL 
0 Speed 
0 Change Lanes 2 Convert lane change to lane number 
Rel. Orientation 
Steering Angle 
Figure 3. The two blocks of the driving ANS network. Heavy arrows indicate total interconnectivity 
between layers. PL designates the traffic lane presently occupied by the robot vehicle, OL refers 
to the other lane, curvature refers to the road, lane number is either 0 or 1, relative orientation and 
lateral distance refers to the robot car‘s direction and position relative to the road‘s direction and 
center line, respectively. 
The input data is displayed in pictorid and textual form to the driving instructor. He views 
the road and nearby vehicles from the perspective of the driver’s seat or overhead. The network 
receives information in the form of a vector whose elements have been scaled to unitary order, 
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O( 1). Wide ranging input parameters, like distance, are compressed using the hyperbolic tangent 
or logarithmic functions. In each block, the input layer is totally interconnected to both the o u t  
put and a hidden layer. Our scheme trains in real time, and as we discuss later, i t  trains more 
smoothly with a small modification of the training algorithm. 
Output is interpreted in two ways: as a binary decision or as a continuously varying param- 
eter. The first simply compares the sigmoid output against a threshold. The second scales the 
output to an appropriate range for ita application. For example, on the steering output element, a 
0.5 value is interpreted 85 a zero steering angle. Left and right turns of varying degrees are ini- 
tiated when this output is above o r  below 0.5, respectively. 
The network is divided into two blocks that can be trained separately. Beside being con- 
ceptually easier to understand, we find this component approach is easy to train systen)atically. 
Because each block has a restricted, well-defined set  of tasks, the trainer can concentrate 
specifically on those functions without being concerned that other aspects of the network behavior 
are deteriorating. 
We trained the system from bottom up, first teaching the network to stay on the road, 
negotiate curves, change lanes, and how to return if the vehicle strayed off the highway. Block 2, 
responsible for steering, learned these skills in a few minutes using the master/apprentice mode. 
It tended to steer more slowly than a human but  further training progressively improved its 
responsiveness. 
We experimented with different training constants and “momentum” values. Large 9 
values, about 1, caused weights to change too coarsely. 9 values an order of magnitude smaller 
worked well. We found no advantage in using momentum for this method of training, in fact, 
the system responded about three times more slowly when a =0.9 +an when the momentum 
term was dropped. Our standard training parameters were 9 =0.2, and a =O.O. 
Fwre 4. Typical behavior of a networkamtrolled vehide (dark rectangle) when trained by 
a) a conservative driver, and b) a reckless driver. Speed is indicated by the length of the a m .  
After Block 2 was trained, we gave steering control to the network and concentrated on 
teaching the network to change lanes and adjust speed. Speed control in this c s e  was a continu- 
ous variable and was best taught using master/apprentice training. On the other hand, the binary 
decision to change lanes was best taught by coaching. About ten minutes of training were needed 
to teach the network to weave through trafltic. We found that the network readily adapts the 
behavioral pattern of its trainer. A conservative trainer generated a Betwork that hardly ever 
passed, while an aggressive trainer produced a network that drove recklessly and tended to cut off 
other cars (Figure 4) .  
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Dircumiun 
One of the strengths of expert systems based on ANS is that the use of input data in the 
decision making and control process does not have to be specified. The network adapb its inter- 
nal weights to conform to input/output correlations i t  discovers. It is i m p o r k t ,  however, that 
data used by the human expert is also available to the network. The different processing of sen- 
sor data for man and network may have important consequences, key information may be 
presented to the man- but not  the machine. 
This difference in data processing is particularly worrisome for image data where human 
ability to extract detail is vastly superior to our automatic image processing capabilities. Though 
we would not  require an image processing system to understand images, i t  would have to extract 
relevant information from cluttered backgrounds. Until we have sufficiently sophisticated algo- 
rithms or networks to do this, our efforts at constructing expert systems which handle image data 
are handicapped. 
Scaling input data to the unitary order of magnitude is important for training stability. Tbis 
is evident from equations (1) and (2) .  The sigmoid transfer function ranges from 0.1 to 0.9 in 
approximately four units, that is, over an O( 1) domain. If system response must change in reac- 
tion to a large, O( n) swing of a given input parameter, the weight associated with that input will 
be trained toward an O( TI-') magnitude. On the other hand, if the same system responds to an 
input whose range is 0(1), its associated weight will also be O(1). The weight adjustment equ% 
tion does not recognize differences in weight magnitude, therefore relatively small weights will 
undergo wild magnitude adjustments and converge weakly. On the other hand, if all input param- 
eters axe of the same magnitude their associated weights will reflect this and the training constant 
can be adjusted for gentle weight convergence. Because the output of hidden units are con- 
strained between zero and one, O( 1) is a good target range for input parameters. Both the hyper- 
bolic tangent and logarithmic functions are useful for scaling wide ranging inputs. A useful form 
of the latter is 
where a>O and defines the limits of the intermediate linear section, and /3 is a scaling factor. 
This symmetric logarithmic function is continuous in its first derivative, and useful when network 
behavior should change slowly as a parameter increases without bound. On the other hand, if the 
system should approach a limiting behavior, the tanh function is appropriate. 
Weight adaptation is slso complicated by relaxing the common practice of restricting inter- 
connections to adjacent layers. Equation (3) shows that the calculated error for a hidden layer- 
given comparable weights, fanouts and output errors-will be one quarter or less than that of the 
output layer. This is caused by the slope factor, oi( 1- oi) . The difference in error magnitudes is 
not  noticeable in networks restricted to adjacent layer interconnectivity. But  when this constraint 
is released the effect of errors originating directly from an output unit has 4' times the magnitude 
and effect of an error originating from a hidden unit removed d l a y m  from the output layer. 
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Compared-to the corrections arising from the output units, those from the hidden units have little 
influence on weight adjustment, and the power of a multilayer structure is weakened. The system 
will train if we restrict connections to adjacent layers, but i t  trains slowly. To compensate for this 
effect we attenuate the error magnitudes originating from the output layer by the above factor. 
This heuristic procedure works well and facilitates smooth learning. 
Though we have made progress in real-time learning systems using GDR,  compared to 
humans-who can learn from a single data presentation-they remain relatively sluggish in learning 
and response rates. We are interested in improvements of the GDR algorithm o r  alternative 
architectures that facilitate one-shot or rapid learning. In the latter case we are considering 
HechtNielsen’s counterpropagation[4] and Grossberg and Carpenter’s adaptive resonance 
models[ 3,5]. 
The construction of automated expert systems by observation of human personnel is 
attractive because of its efficient use of the expert’s time and effort. Though the classic A I  
approach of rule base inference is applicable when such rules are clear cut and well organized, too 
often a human expert can not  put his decision making process in words or  specify the values of 
parameters that influence him. The attraction of ANS based systems is that imitations of expert 
behavior emerge as a natural consequence of their training. 
1) D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning Internal Representations by 
Error Propagdon,”  in Parallel Distributed Processing: Ezploratiom in the MurosPructure of Cogndwn, 
Vol. I, D .  E. Rumelhart and J. L. McClelland (Eds.), chap. 8, ( 1986), Bradford Books/MIT Press, 
Cam bridge 
2) S. Grossberg, Studies of Mind and Brain, (1982), Reidel, Boston 
3) A. Barto and R.  Sutton, “Landmark Learning: An Illustration of Associative Search,” Biologi- 
cal Cybemeties,42, (1981), p. 1 
4) R. HechtNielsen, “Counterpropag&on Networks,” Proceedmgs of the IEEE 1st Annual Inter- 
national Conference on Neural Networks, San Diego, June 21-24, 1987 
5) G. A. Carpenter and S. Grossberg, “A Massively Parallel Architecture for a Self-organizing 
Neural Pattern Recognition Machine,” Computer Vision, Graphics and Image Processing, 31, 
‘( 1987), p.54 
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DESIGN KNOWLEDGE CAPTURE FOR THE SPACE STATION 
K. R. Crouse 
NASA/Johnson Space Center 
Mail Code EF5, Houston, Texas 77058 
INTRODUCTION 
NASA's Space Station Program (SSP) is 
approaching its System Design Review 
milestone. NASA's SSP development 
community is preparing to begin detailed 
design; to be followed by testing, 
evaluations, and launch. The first 
elements of the Space Station are planned 
for launch in 1994. The development 
environment for generation and capture of 
design information over this extended 
period will be characterized by: 
a) Continuing engineering efforts 
resulting in many changes. 
b) Personnel phasing in and out of 
the program. 
c) Technology developments bringing 
opportunities to apply design 
information in powerful and 
hardly-imagined ways. 
The challenge of design knowledge capture 
will be to create and populate a base of 
design knowledge, to provide a sufficient 
foundation of collective technical memory 
for support of applications of the year 
2000 and beyond. NASA and The MITRE 
Corporation have identified a technical 
approach and implementation plan for the 
capture and storage of design knowledge. 
NEEDS AND BENEFITS 
The capture, storage, and availability of 
design knowledge can benefit the Space 
Station Program throughout its life 
cycle. 
Continuing Engineering and Future Designs 
The importance'of integration through a 
common database is emphasized in "team 
engineering" approaches to reducing 
product design lead time. In a team 
engineering environment, the work of an 
individual will affect many others on a 
project. As the size of the team 
D. B. Wechsler 
The MITRE Corporation 
1120 NASA Road One 
Houston, Texas 77058 
increases, cooperative interaction leads 
to productivity improvement, while 
standalone solutions reach a point of 
diminishing returns, due to the overhead 
costs of handling redundant information. 
As the team development of the Space 
Station progresses, increasingly complex 
engineering models will be exercised with 
"what-if" simulations. If root design 
values and inputs are retained, together 
with a definition of the engineering 
analysis descriptions, then the same or 
similar analysis types can be reproduced 
using different parameters. If the same 
analysis program is available, the 
original analysis can be re-created. 
Captured and retained design knowledge 
can also provide a basis for solving new 
design problems, by using design 
rationale to replay design histories of 
similar problems. If a goal in the old 
problem was met using some plan, and the 
reasons the old design worked also hold 
true in the new problem: then the plan 
can assist in determining the new 
solutions as well. 
Manufacturing 
The integration benefits of design 
knowledge capture are embodied in the 
term "CIM" (Computer-Integrated 
Manufacturing), adopted in principle by 
industrial corporations worldwide. 
The CIM concept involves intelligent 
combination and use of "... computer and 
information/communication technologies to 
effectively integrate all of: 
functions, 
functions, 
technologies, 
processes, and 
a )  the engineering/design 
b) the manufacturing planning 
c) the equipment/process 
d) the manufacturing control 
e) the management functions 
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necessary to convert raw materials, 
labor, energy, and information into a 
high quality, profitable product, within 
a reasonable amount of time." [161 
The Corporate CIM Committee,at Garrett 
Corporation has observed that the 
manufacturing organizations operating in 
1995 and beyond will be fundamentally 
different from today's typical 
manufacturing companies. CIM 
technologies will make well-defined long- 
range CIM plans essential to the 
maintenance of competitive position. 
Logistics and Field Operations 
In its introduction to the Integrated 
Design Support Project, the U. S. Air 
Force Logistics Command reports: 1141 
"In its wake, high technology 
has created massive amounts of 
technical information-- a 
mountain of paper which today 
must be managed manually.. . 
engineering technical data is 
volatile, complex, iterative, 
and addressable by a variety of 
applications. These  special 
requirements make manual data- 
handling extremely labor- and 
cost-intensive. To date, 
application has been focused on 
design and manufacturing, with 
no consideration being given to 
integrating the overall... life 
cycle process. " 
On-Board Applications 
The initial findings of NASA's Automation 
and Robotics Panel stated that: [ 3 1  
"... Shuttle operators rely 
heavily on paper backup for 
every mission. This mass of 
documents must be condensed, 
coordinated, and unified into a 
usable database if the Space 
Station is to reach its planned 
level of capability." 
When the actual behavior of a system 
fails to match its intended behavior, the 
reason for failure is more easily 
localized if a record is available of how 
the system specification was decomposed 
and implemented. However, this 
debugging cannot be conducted using the 
design definition only. The designer's 
knowledge must also be applied. 
CURRENT STATE 
Capture is the process of obtaining 
information for retention in computer- 
interpretable form. Captured information 
is organized in meaningful context for 
retention and use. The definition of 
capture does not include information held 
in manual media. Neither does it 
include data entered into storage without 
association of meaning, such as a scanned 
code, or unidentified text string. 
Additional conversion or interpretation 
of these data forms is required. 
With increased use of CAD/CAM, the 
electronic retention of design 
definitions is on the increase. But 
near-term emphasis of Computer-Aided 
Design (CAD) as a drafting tool can 
divert attention from the need to 
effectively organize design definitions. 
Chester Fleszar, an Applicon Marketing 
Product Specialist, elaborates: 1111 
"The problem is that we act as 
if we're making blueprints 
rather than parts. Once a 
company becomes involved in 
CAD/CAM, the electronic 
representation of the part 
becomes all-important, while the 
blueprint becomes obsolete. 
Translating all the information 
on the original paper drawing 
does nothing to improve 
manufacturing quality or 
efficiency ..." 
Manufacturing industry has recognized the 
benefit of integrating conventional 
CAD/CAM applications through design 
definition information in engineering and 
product databases. But for planning and 
logistics organizations, field operators, 
and customers, the design definition 
alone is inadequate. Users of this 
information must adjust to the 
information shortfall by attempting ad 
hoc to manipulate the available 
information, or by expending extra 
resources to collect the needed 
information. 
Nevertheless, efforts to capture the 
designer's knowledge are rare. For the 
NASA community, unless the knowledge of 
SSP designers and engineers is captured, 
the SSP collective technical memory 
expected to be available will diminish 
with the development team's decreasing 
accessibility over time. 
DESIGN KNOWLEDGE REPRESENTATION 
Overview 
Design knowledge encompasses not only 
what designs are, but how and why they 
satisfy the design's functional 
requirement. Design knowledge is 
represented as a linked design object 
structure. This "object-organized" 
structure is composed of design objects, 
object attributes, and declarations or 
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assertions called "designer's knowledge". 
Design Object Structures 
The principal unit of design knowledge 
organization is the design object. The 
linkage of design objects defines the 
design arrangement. Design objects are 
defined over a range of abstraction 
levels, in which each object is linked 
with its constituents. For example, a 
representation for a physical design 
object of a component assembly is 
decomposed to the constituent components. 
The components are decomposed to 
constituent features of each component. 
The features can be implemented as 
graphical elements, if the feature has a 
visual interpretation. 
The definitions and values of each 
object's attributes are contained within 
that object's structure. 
Graphics of the Design Object 
The U. S. CAD/CAM community has in 
cooperation defined a computing system- 
independent means of exchanging CAD 
graphics files. This evolutionary 
standards development, coordinated by the 
National Bureau of Standards, is called 
Initial Graphics Exchange Specification 
(IGES). [131 
IGES defines standard data structures 
called entities, for geometric and other 
graphics-based elements. A graphics 
system that supports IGES can translate 
an IGES data structure into a geometric 
pictorial. 
The IGES data structures corresponding 
with the design object's geometric 
elements are represented as attributes of 
the object. This approach allows a 
design object possessing this information 
to "draw itself", using methods including 
IGES translation by the CAD delivery 
system. 
Designer's Knowledge 
Design objects are the parent 
representations for designer's knowledge. 
Designer's knowledge attaches to its 
parent object at the highest applicable 
level of abstraction. 
Designers' knowledge includes the 
information the designers used: the 
analysis they conducted: and the 
decisions they made to develop the design 
object. Designers' knowledge defines 
what the design does, and why it does so. 
Such definition encompasses functional 
and behavioral descriptions. 
Examples of designer's knowledge include 
declarations of functional requirements 
for the design object: criteria or intent 
for selection of a particular design 
approach or solution over its 
alternatives; declarations of analysis 
results and conclusions; and assertions 
of expected behavior in normal, marginal 
or failed modes. 
BOUNDING OF DESIGN 5NOWLEDGE 
The potential size of a comprehensive SSP 
design knowledge aggregation suggests 
that approaches must be defined to avoid 
the capture of extraneous knowledge. The 
three following approaches to knowledge 
organization and bounding have been 
identified. 
Bounding of Knowledge Content 
The "perspective" parameter is a 
classification based on the use of design 
knowledge. Users' perspectives are 
defined in terms of application problems. 
However, since designers may both produce 
and use design knowledge, their analytic 
disciplines are also users' perspectives. 
Thus, a perspective could be based on 
either an intermediate configuration, 
such as a model for design analysis: or 
on a "flying" design, as in an on-board 
SSP application. 
Definitions of perspective provide for 
the subsequent retrieval of design 
knowledge, by requiring that only 
knowledge be captured for which a 
perspective can be identified. Since 
complex future applications might involve 
several disciplines, perspectives can 
also serve to clarify the boundaries of 
expert knowledge in multi-discipline 
problem-solving. 
Bounding of Knowledge Volume 
The "visibility" parameter of a design 
object is an indicator for determining 
the depth of knowledge detail to be 
captured, and for selecting the 
appropriate capture tool. 
Visibility is a combined valuation of the 
probability of failure within the design 
object, factoredzwith the results of such 
failure. Valuations of visibility cap be 
taken from reliability and redundancy 
projections. For example, if a design 
object (including its designed 
redundancies) has a high reliability and 
negligible results from failure, then 
this object will have a low visibility 
rating . 
Bounding of Capture Frequency 
The "version" parameter enables temporal 
support to be established in the design 
knowledge structure. This parameter can 
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be used to manage multiple knowledge 
versions of the same design object. 
Knowledge which affects a temporal value 
will require an accurate accounting of 
changes and their rationale. 
THE DESIGN KNOWLEDGE SYSTEM 
In the approach identified, captured 
knowledge will be stored in relational 
databases. Since applications based on 
advanced technologies such as object 
oriented programming and database 
inferencing are not yet in wide use, the 
interim step of retaining design 
knowledge in a relational database 
"object-organized" form will assure the 
availability of SSP design knowledge for 
these future application technologies. 
The facilities of the database manager 
may be used as a capture tool. 
Descriptions of additional capture tools 
follow. 
CAD and Engineering Analysis 
The integration of Computer-Aided Design 
(CAD) and Computer-Aided Engineering 
(CAE) provides a common view of the 
design, to facilitate reasoning and 
analysis about t h e  design object. 
provides for automation of the graphical 
representation process. CAE provides for 
automation of those engineering analysis 
methods used to predict the behaviqr of 
the design object. 
perspective may be defined as a knowledge 
bounding parameter. 
W/W Documentation 
Bas'ic documentation can be generated from 
within the W system. 
may be entered when the pictorials of the 
design objects are created. 
resultant information is extracted and 
loaded into the rejational database 
system. 
With integrated documentation, the 
results of the CAE analysis can be 
included with the CAD information. The 
analysis program is then easily 
identified, and the program itself can be 
referenced for future use. 
Specification Language System 
A Specification Language System (SLS) is 
a specification environment based on a 
formal notation for expressing design 
requirements in terms of function, 
structure, or behavioral description. 
The methodology of the SLS provides an 
organized approach for capturing design 
knowledge early in the development cycle, 
when insufficient system design 
definition exists to apply CAD 
approaches. The automated tool set of an 
CAD 
The CAE analysis 
Attribute values 
Then the 
SLS can provide valuable assistance in 
assuring consistency of identifiers and 
terms, and in enforcing documentation and 
project standards. 
Where well-defined relationships exist 
between the functional and physical 
definitions, certain SLS's synthesize and 
simulate physical structure from a 
functional definition. An example in 
VLSI circuitry is the VHSIC Hardware 
Description Language (VHDL). [l] 
Executable hardware description languages 
should be considered only for well- 
structured design problems with 
unambiguous physical implication,s. 
Designer's Apprentice System 
The designer's apprentice can capture 
design knowledge as a by-product of its 
interaction with the designer. A 
designer's apprentice may perform the 
following functions: 
o Suggestion of goals and 
constraints 
o Recognition of past successful 
solutions 
o Conducting and recording of 
system-designer dialogues 
o Assistance with tedious details 
While the notion of a designer's 
apprentice holds promise; presently the 
necessary organization of design 
knowledge is barely understood well 
enough to effectively apply this tool. 
The strongest candidate areas are narrow 
domains of expertise having codified 
design rationale. 
TECHNOLOGY FOR FUTURE KNOWLEDGE ACCESS 
Accommodating Knowledge Access 
Technologies 
Applications based on the following 
technologies are not in wide use. For an 
interim period, captured design knowledge 
will be arranged by object, and retained 
in relational storage. Advanced 
applications, as they are developed, will 
be supported with the captured SSP design 
knowledge, made compatible through 
economically tolerable modification. 
Object Oriented Environment 
Object-oriented technology complements 
design knowledge organization by 
characterizing systems in terms of a 
configuration. This approach centers 
descriptions around the objects that are 
pieced together, rather than centering on 
transformations of data about these 
systems. This organization is similar to 
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the linked design object structures in 
the database system. 
Object-oriented programming holds promise 
for acceptance because of claims for 
improved programmer productivity and 
easier program maintenance. More 
important from a user viewpoint, the 
program organization allows those not 
initially familiar with the program to 
rapidly and accurately understand its 
content. 
An object consists of data private to the 
object, and of a set of operations which 
can access that private data. A 
"consumer" object requests a "provider" 
object to perform one of its operations, 
by sending it a message telling it what 
to do. The provider object responds by 
choosing an appropriate method: 
executing the operation; and returning 
control to the consumer. 
Object-oriented programming systems are 
now evolving into complete development 
platforms, including both language and 
database features. Commercial products 
are beginning to emerge. 
Database-Inferencing Systems 
Bridging is needed between expert system 
knowledge bases and database management 
systems. 
A promising current approach involves 
schema translation. In comparing 
programming language commands with 
database operators and query commands, 
researchers have developed a mapping of 
schema between the two. 
Schema translation may lead to 
development of database-inferencing 
systems which share schema., These 
systems would use a common database for a 
number of knowledge-based applications. 
The inferencing procedure would be 
integrated with the database management 
capabilities. Then application 
development would consist of developing 
the appropriate goal statements, and 
confirming that the supporting 
descriptions are in the database. 
Another approach to schema translation is 
to locate the translation intelligence 
within the intelligent system development 
facility. In this approach, the 
knowledge-based application initiates a 
database query. 
FUTURE TASKS AND ISSUES 
Ove rv i ew 
The project of developing a design 
knowledge capture system involves 
substantial planning and preparation. 
A serious implementation issue is the 
coordination of timing between capture 
system installation and Space Station 
development. Until capture is 
implemented, the risk of losing 
designer's knowledge is ongoing. 
Many of the facilities for design 
knowledge will be-provided as part of 
NASA's Technical Information Management 
System (TMIS). The TMIS will be used to 
support technical management functions of 
the overall Space Station Program, 
including the design, development, and 
operation of the orbital facility. The 
TMIS user community will include all NASA 
personnel involved with the Space 
Station, all primary contractor 
personnel, and all personnel representing 
the international partners. The TMIS 
resources will be based on 
commercia1,"off-the-shelf" technology. 
Following are major nearyterm tasks for 
implementation of design knowledge 
capture, related to computing facilities. 
Relational database facility 
A "MIS-compatible relational database 
facility will be employed as the 
development contractors' design knowledge 
repository. Adequate description of this 
facility will be provided in ample time 
to allow for development contractors' 
knowledge capture planning. 
Standardization Issues 
Standardization issues will be resolved, 
which arise from the resources to be 
provided. Such issues include common 
methods for CAD data exchange. 
Following are major near-term tasks for 
implementation of design knowledge 
capture, related to knowledge 
organization. 
Schemes for Knowledge Bounding 
To support the development contractors' 
planning for capture resources and 
methods, initial, valuations of visibility 
parameters will be provided for 
identified design objects. A 
classification of engineering analysis 
perspectives will be supplied. A common 
contractor approach for implementation of 
knowledge versioning will be defined. 
Design Knowledge Content 
The design knowledge base must be defined 
and organized, before it can be 
populated. Guidelines will be 
established for common semantics and 
input definitions. Available application 
developers will assist by providing 
requirements. 
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Existing NASA databases will be evaluated 
for compatibility with, requirements for 
design knowledge content. Conforming 
portions will be integrated within a 
design knowledge context. 
An evaluation of the planned content of 
future milestone deliverables will also 
be conducted, for suitability as design 
knowledge. 
CONCLUSIONS 
The benefits of design knowledge 
availability are identifiable and 
pervas-ive. The implementation of design 
knowledge capture and storage using 
current technology increases the 
probability for success, while providing 
for a degree of access compatibility with 
future applications. The Space Station 
design definition should be expanded to 
include design knowledge. Design 
knowledge should be captured. A critical 
timing relationship exists between the 
Space Station development program, and 
the implementation of this project. 
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CONFIG: QUALITATIVE SIMULATION TOOL 
FOR ANALYZING BEHAVIOR OF ENGINEERED DEVICES 
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ABSTRACT 
To design f a i l u r e  management exper t  systems, 
engineers men ta l l y  analyze t h e  e f f e c t s  o f  
f a i l u r e s  and procedures as they propagate 
through dev ice con f igu ra t i ons .  
gener ic  dev ice mode l l i ng  t o o l  f o r  use i n  
d i s c r e t e  event  s imu la t i on ,  t o  suppor t  such 
analyses. 
dev ice c o n f i g u r a t i o n s  and q u a l i t a t i v e  
s p e c i f i c a t i o n  o f  l o c a l  ope ra t i ng  modes o f  device 
components. Computation requirements a re  
reduced by focuss ing t h e  l e v e l  o f  component 
d e s c r i p t i o n  on opera t i ng  modes and f a i l u r e  
modes, and s p e c i f y i n g  q u a l i t a t i v e  ranges of 
v a r i a b l e s  r e l a t i v e  t o  mode t r a n s i t i o n  
boundaries. A t ime-step approach i s  avoided, 
and s i m u l a t i o n  process ing occurs o n l y  when modes 
change o r  v a r i a b l e s  cross q u a l i t a t i v e  
boundaries. Device models a r e  b u i l t  
g r a p h i c a l l y ,  us ing  components from l i b r a r i e s .  
Components a r e  connected a t  p o r t s  by g raph ica l  
r e l a t i o n s  t h a t  d e f i n e  data f low.  The core o f  a 
wh Tt h s p e c i f i e s  modes o f  ope ra t i on  and 
t r a n s i t i o n s  among them. Process statements 
desc r ibe  s t a t e  t r a n s i t i o n s  and w i t h i n - s t a t e  
processing, and have t h r e e  pa r t s :  
(p recond i t i ons  f o r  e f f e c t s  execut ion)  , e f f e c t s ,  
and delays f o r  each B f f e c t .  A process language 
supports w r i t i n g  s t a  ements w i t h  severa l  
q u a l i t a t i v e  and quan t i t a t i v e  syntaxes, i n c l u d i n g  
t a b l e  lookups. 
dev ice models i n  two domains, d i g i t a l  c i r c u i t s  
and thermal systems. 
CONFIG i s  a 
CONFIG permi ts  g raph ica l  modeling of 
ponent model i s  i t s  s t a t e - t r a n s i t i o n  diagram, 
i nvoca t ions  
CONFIG has been used t o  b u i l d  
Richard A. H a r r i s  
MITRE Corporat ion 
1120 NASA Rd. 1 
Houston, TX 77058 
menta l l y  by engineers on t h e  bas i s  o f  
q u a l i t a t i v e  in format ion.  
The purpose o f  t he  CONFIG p r o j e c t  i s  t o  develop 
a gener ic  dev ice modeling t o o l  t o  suppor t  
cornonsense ana lys i s  o f  system behavior  by 
designers and operators. The t o o l  should pe rm i t  
engineers t o  g r a p h i c a l l y  model dev ice 
c o n f i g u r a t i o n  (components and connect ions)  and 
q u a l i t a t i v e l y  s p e c i f y  l o c a l  ope ra t i ng  modes o f  
components. The t o o l  should p rov ide  f o r  
i n t e g r a t i o n  o f  models f rom m u l t i p l e  domains, 
e.g., e lect rochemical / thermal  process ing and 
d i g i t a l  c i r c u i t s .  
The CONFIG p r o j e c t  approach has been t o  develop 
both a CONFIG p ro to type  and a p r o t o t y p i n g  
environment. 
has been developed t o  suppor t  r a p i d  i n fo rma l  
ana lys i s  e a r l y  i n  system design, as w e l l  as 
l a t e r  p r e c i s e  analys is .  The t o o l  permi ts  
modeling o f  component modes and processes both 
q u a l i t a t i v e l y  and q u a n t i t a t i v e l y .  The t o o l  
permi ts  g raph ica l  modeling o f  component 
con f igu ra t i ons ,  The t o o l  i s  b u i l t  on a d i s c r e t e  
event s imulator ,  and propagates d i s c r e t e  change 
events through dev ice con f igu ra t i ons .  The 
CONFIG p r o j e c t  p r o t o t y p i n g  environment prov ides 
f l e x i b l e  ob jec t -o r i en ted  modeling c a p a b i l i t i e s  
and a language c o n s t r u c t o r  t h a t  suppor ts  
experimenting w i t h  va r ious  q u a l i t a t i v e  and 
q u a n t i t a t i v e  rep resen ta t i ons  o f  dev ice 
in format ion.  
The approach t o  t h e  CONFIG t o o l  
INTRODUCTION COMPONENT LIBRARIES AND GRAPHICAL MODELING 
Designing , t e s t i n g ,  and opera t i ng  engineered 
devices requ i res  a n a l y s i s  o f  t h e  e f f e c t s  o f  
f a i l u r e s  and procedures as they propagate 
through dev ice con f igu ra t i ons .  
r e q u i r e d  i n  development o f  f a i l u r e  management 
exper t  systems, i n  f a i l u r e  modes and e f f e c t s  
ana lys i s  (FMEA), and i n  procedures development. 
I n fo rma t ion  about dev ice c o n f i g u r a t i o n  and 
opera t i ng  modes i s  used t o  p r e d i c t  e f f e c t s  o f  
l o c a l  changes i n  components on the  dev ice as a 
whole, and t o  p lan  how t o  diagnose f a i l u r e s  and 
recover  from them 111. 
t e s t i n g ,  many o f  these analyses a r e  performed 
Such ana lys i s  i s  
E a r l y  i n  design and 
The CONFIG t o o l  should be designed f o r  ease o f  
use by engineers and operators. As i n  the  work 
o f  Towne e t  a1 [2], t he  t o o l  supports t h e  
development o f  g raph ica l  1 i b r a r i e s  o f  component 
models, and permi ts  an author  t o  b u i l d  dev ice 
models g r a p h i c a l l y .  A model i s  b u i l t  by us ing  
component ob jec ts  from a l i b r a r y ,  and connecting 
them a t  p o r t s  w i t h  g raph ica l  r e l a t i o n s  t h a t  
d e f i n e  data f l o w  between components. 
a l s o  d e f i n e  classes o f  processes and t h e  process 
language f o r  t he  author. Th is  aspect of t h e  
CONFIG t o o l  uses the  S i m k i t  d i s c r e t e  event  
s imu la t i on  t o o l .  An example o f  a thermal model 
L i b r a r i e s  
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and some component models and r e l a t i o n s  from i t s  
assoc iated l i b r a r y  a re  shown i n  F igu re  1. 
COMPONENT DEFINITION 
Computation and s p e c i f i c a t i o n  requirements a re  
reduced by focuss ing t h e  l e v e l  o f  component 
d e s c r i p t i o n  on opera t i ng  modes and f a i l u r e  
modes, and s p e c i f y i n g  q u a l i t a t i v e  ranges of 
component va r iab les  r e l a t i v e  t o  mode t r a n s i t i o n  
boundaries. 
A component model can be viewed both as a 
composite o f  modes and as a composite o f  po r t s .  
The core o f  a component model i s  i t s  
s t a t e - t r a n s i t i o n  diagram, which g r a p h i c a l l y  
s p e c i f i e s  modes o f  ope ra t i on  (bo th  normal and 
f a i l e d )  and the  t r a n s i t i o n s  among them. S ta te  
t r a n s i t i o n s  and w i t h i n - s t a t e  v a r i a b l e  
t ransformat ions are s p e c i f i e d  as processes. The 
o t h e r  decomposition o f  a component model i s  i n t o  
i t s  po r t s .  Po r t s  designate component i npu ts  and 
outputs .  
propagation between components. Examples o f  
both types o f  decomposition a re  shown i n  F igure 
2. 
a decomposition o f  t he  boxed area i n  F igure 1. 
DISCRETE EVENT SIMULATION APPROACH 
Using an approach s i m i l a r  t o  Pan [SI, d i s c r e t e  
events a r e  de f i ned  a t  t he  l e v e l  o f  changes i n  
ope ra t i ng  modes. A t ime-step approach i s  
avoided, and s i m u l a t i o n  processing need occur 
o n l y  when modes change o r  v a r i a b l e s  cross 
q u a l i t a t i v e  boundaries. 
Rather than c o n s t r a i n t  propagation, d i s c r e t e  
event processes determine t h e  consequences o f  
component changes. 
t he  propagat ion o f  behavior changes among 
components. 
po r t s ,  change v a r i a b l e  values, and make s t a t e  
t r a n s i t i o n s .  
a component, which i s  t r i g g e r e d  by a change i n  
an i n p u t  va r iab le ,  l o c a l  va r iab le ,  o r  component 
s ta te .  I n  such an event, app rop r ia te  processes 
a r e  inspected, and the  e f f e c t s  o f  invoked 
processes a re  scheduled w i t h  corresponding 
delays. Updates o r i g i n a t i n g  f rom many 
components can be scheduled a t  t he  same t ime on 
t h e  d i s c r e t e  event c lock .  
PROCESSES AND PROCESS LANGUAGE CONSTRUCTOR 
There a r e  th ree  k inds o f  processes, mode 
independent processes, mode dependent processes, 
and mode t r a n s i t i o n  processes (which are 
a c t u a l l y  a1 so mode dependent processes). 
Processes c o n s i s t  o f  t h ree  p a r t s :  invocat ions 
(p recond i t i ons  f o r  e f f e c t s  execut ion)  , e f f e c t s  
(executed i f  a l l  i nvoca t ions  a re  s a t i s f i e d ) ,  and 
delays corresponding t o  each e f f e c t  (e f fec t  
completions scheduled a t  increments t o  t h e  
c u r r e n t  t ime) .  Invocat ions and e f f e c t s  a re  
de f i ned  i n  terms o f  va r iab les ,  modes, and 
processes. 
A key capab i l  y i s  a process language 
Relat ions connect p o r t s  f o r  data 
The boxed area on t h e  r i g h t  o f  t he  f i g u r e  i s  
The event s t r u c t u r e  c o n t r o l s  
Scheduled events pass data between 
The pr imary event i s  t he  update o f  
cons t ruc to r  an '6. i n t e r p r e t e r  t h a t  pe rm i t s  process 
statements t o  be w r i t t e n  w i t h  an a r r a y  o f  
q u a l i t a t i v e  and q u a n t i t a t i v e  syntaxes, i n c l u d i n g  
t a b l e  lookups. A process language i n t e r p r e t s  
statements t h a t  d e f i n e  i nvoca t ions  and e f f e c t s  
o f  processes. The language c o n s t r u c t o r  supports 
experimenting w i t h  representat ions , by 
p e r m i t t i n g  t h e  d e f i n i t i o n  o f  da ta -s t ruc tu re  
types and operators. 
Component v a r i a b l e s  can be s p e c i f i e d  
q u a n t i t a t i v e l y  o r  q u a l i t a t i v e l y ,  b u t  a small  
number of q u a l i t a t i v e  ranges i s  d e s i r a b l e  (e.g., 
abnormal-low, low, medium, high, abnormal-high). 
Continuous behavior  i s  p a r t i t i o n e d  i n t o  t rends  
and breakpoints .  The du ra t i ons  o f  t rends  can be 
represented " q u a l i t a t i v e l y "  as an approximate 
o rde r  o f  magnitude, which i s  t r a n s l a t e d  i n t o  an 
i n t e r v a l  on the  d i s c r e t e  event  c lock.  Trend 
e f fec ts  a re  represented by schedul ing a process 
f o r  t he  end o f  a trend, a t  which t ime  the  
d u r a t i o n  of t he  t rend  i s  confirmed be fo re  
execut ing t h e  e f f e c t .  
Examples o f  processes, data s t r u c t u r e s  and 
operators  f rom the  thermal l i b r a r y  a r e  shown i n  
Figures 3 and 4. 
CONCLUSION 
CONFIG has been used t o  b u i l d  dev ice models i n  
two domains, d i g i t a l  c i r c u i t s  and thermal 
systems. 
plans f o r  a d d i t i o n a l  c a p a b i l i t i e s  beyond the  
c u r r e n t  modeling c a p a b i l i t i e s .  These a d d i t i o n a l  
c a p a b i l i t i e s  w i l l  i nc lude  suppor t  f o r  a n a l y s i s  
o f  f a i l u r e  e f f e c t s ,  and support f o r  development 
o f  d i f f e r e n t i a l  d iagnos t i c  measures and t e s t s .  
An a d d i t i o n a l  goal i s  t o  suppor t  incremental 
development o f  q u a n t i t a t i v e  process s imu la t i on  
a lgor i thms.  
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A SITUATION-RESPONSE MODEL FOR 
INTELLIGENT PILOT AIDING 
Robert Schudy 
Kevin Corker 
BBN Laboratories Incorporated 
10 Moulton Street 
Cambridge. Massachusetts 02238 
ABSTRACT 
An intelligent pilot aiding system needs models of the ilot 
information rocessing to rovide the computational gasis 
for successfig cooperation &tween the pilot and the aidh 
s stem. By comblning artificial intelligence concepts w i i  
tie human information rocessing model of Rasmussen, we 
have developed an atstraction hierarchy of states of 
knowledge, processing functions, and shortcuts, which is 
useful for characterizing the information rocessing both of 
the pilot and of the aiding system. &e are usin this 
roach in the conce tual design of a real-time intefigent 
%in4 system for flig%t crews of trans ort aircraft. one 
promsing result from this work has L e n  the tentative 
identification of a paxticular class of information processing 
shortcuts, from situation characterizations to a propriate 
responses, as the most important reliable pagway for 
dealing with complex time-critical situations. Situation- 
response models can be acquired from specialists, such as 
test pilots and systems engineers, and encoded in a 
situation-res nse pilot aiding system. The aiding system 
can then u t g e  that specialized expertise to assist flight 
crews dealing with novel situations, by characterizing the 
different aspects of the situation, and the appropriate pilot 
responses, i terms of a fhite set of situation types and 
associated response procedures. There is promise that this 
ap roach to ruding will maintain the appropriate level of 
p& situational awareness, while mamtaining the peak 
cognitive workloads at levels more characteristic of 
situation recognition than of problem solving. 
1. INTRODUCTION 
The information available to the pilot of advanced 
commercial air-transport aircraft is becoming increasingly 
abstract from the hysical parameters of the amraft that are 
direct1 measurer! and monitored. This is true both for 
controrsuch as flight controls, and for system monitoring 
and failure detection mechanisms such as engine 
monitoring and diagnosis. For exam le, automatic 
dia ostic systems have begun to reason a k u t  symptoms 
anrsituations of fault and failure rather than sunply 
displaying monitored variable values. These trends, are 
changmg the character of the interface between the pilot 
and the aircraft s stems. We have concentrated on the 
structure of intelegent d o t  aiding and pilot interface 
systems that: 
1. Respond to situations such as diagnosis of 
engine failure; 
2.Inform the pilot of these situations (at an 
3.Advises the pilot of actions to be taken in 
adaptable level of detail); and 
response to the situation. 
The architecture of the interface is designed to be quite 
general in the sense that it will support interactions between 
a broad ran e of expert-systems and pilots in a number of 
types of f l i t  situations; our test cases and examples focus 
on the interaction and interface management of an engine- 
fault diagnosis system in commercial air-transports. 
One promising result from this work has been the tentative 
identification of a particular class of shortcuts, from 
situation characterizations to appropriate responses, as the 
most important reliable pathway for dealing with complex 
time-critical situations. Situation-response models can be 
acquired from specialists, such as test pilots and systems 
engineers, and encoded in a situation-response pilot aiding 
system. The aiding system can then utilize that specialized 
expertise to assist flight crews dealing with novel 
situations, by characterizing the different aspects of the 
situation, and the appropriate ilot responses, m terms of a 
fiiite set of situation types anfresponse procedures. There 
is promise that this approach to aiding will maintain the 
zppropriate level of pilot situational awareness, while 
maintaining the peak cognitive workloads at levels more 
characteristic of situation recopition than of problem 
solving. The pa r will descnbe the requirements for 
intelligent i n t e g e  management (including the 
requireFnts for an ex licit model of the ilot information 
processig functionsf and then w& outline the 
unplementation architecture designed to meet those 
requirements. 
The exam le problem being developed in this modeling 
effort is low the flight-crew and the automatic aiding 
systems together identify/classify and initiate appropriate 
response to an engine problem or failure during any portion 
of a commercial airline flight. Two interactive components 
of this problem are immedlately apparent: 
1. The engine diagnosis process (which is being 
researched at NASA-Langley Research 
Center); and 
2. The selection, communication and execution 
of appropriate responses for the identifid 
failure in the c m n t  context. 
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We will address the issues of the interface between 
diagnostic expert systems and the flight-crew, Le., the 
selection, communication and initiation of situation 
information and appropriate responses. The use of the term 
a ropriate" conve s our concem for the evaluation of the 
&?situation in wkch engine failure takes place as a 
necessary condition for response selection and advice. In 
addition to a full description of the "situation" of engine 
failure, the fact of cooperation between automatic expert 
system and human pilots necessitates careful consideration 
of the processes of human information processing and 
response selection to assure coordination in cooperation. 
2. SITUATION-RESPONSE 
BEHAVIOR 
While development of a model for the full repertoire of 
pilot infomation processing and flight control behaviors is 
a task that far exceeds our current state-of-knowledge and 
technology, we have developed a representation that we 
feel is appropriate for those behaviors associated with 
critical time-constrained situations. Our discussions with 
those responsible for pilot training, and our analysis of 
National Transportation Safety Board (NTSB) accident 
re rts both lead us to identify a particular human 
x r m a t i o n  processing paradigm as redominant and 
highly preferred for airline pilots when & l i n g  with time- 
constrmed situations. We term this class of information 
processing situation-response behavior. The basic 
assumptions of the situation-response model are: 
That pilot situation-response information 
processing involves a situation assessment step 
in which the current situation is recognized in 
terms of a fmite number of generic situation 
types; and 
*That behavior in response to the situation is 
driven by procedures previously associated 
with those situation types. 
Before elaborating the specific mechanisms for 
implementation of this model it is useful to consider the 
context from which it was derived. 
'The analysis of system through description by multi-level 
abstraction hierarchies is a well established technique 
(Alexander, 1964, Asimow, 1962). Increasing levels of 
abstraction provide reduction of physical detail and an 
increase in functional or oal oriented specification. It 
should be noted that the rehc tkn  of hysical detail as one 
moves "up" in an abstraction hierarcty is matched by an 
increase in scope and system-oriented concern for context. 
More recently, Rasmussen (1983, 1984) has pioneered the 
description of humans in man/machine s stems using the 
notion of abstraction hierarchies. &ecificall the 
functions associated with human perception tkough 
assessment and response selections and execution have 
been represented. 
Movement through the "perceive/think/act" path (and 
various shortcuts and heuristics) are presented in Figure 1, 
which was derived by expressing the abstraction hierarchy 
in mmussen ,  19841 from an artificial intelligence 
perspective. Figure 1 is based on the description of 
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rocessing in terms of an abstraction hierarchy of states of 
howled e and rocessing functions which connect those 
states of know$dge. The states of knowledge are 
organized along a horizontal dimension which corresponds 
to the extent to which the concepts are expressed in terms 
of the system inputs or in terms of the system response, and 
along a vertical abstraction dimension. Thus organized, the 
useful states form a enerally triangular shape with the 
sensors and effectors forming the lower two vertices and 
the full evaluated set of courses of action the apex. If the 
representations and processing steps in the sides of this 
tnangle are correct and complete, the the processing 
sequence from inputs to outputs, following the sides of this 
triangle, is generall complete and correct. Unfortunately, 
this path is generdy too computationally expensive to be 
performed in real time, either by natural or artificially 
mtelligent systems. Within the boundanes of the trim le 
are nFerous processing paths which shortcut the detaifed 
processm by connecting incomplete levels of analysis to 
partially kfmed responses . Example shortcuts at different 
evels of abstraction include reflexes, sensory-motor 
control, situation-response behavior, and satisficing 
[Simon, 19691. The correctness of shortcuts de nds on 
whether the response inferred on the rocessing sErtcut is 
consistent with the responses whici would have been 
inferred by the computations which are being shortcut. 
Additional information is provided in the companion paper 
A conceptual framework for intelligent real time 
information processing, in this volume. 
In general, and in the situation-response model, the 
response for a particular situation is initiated at the lowest 
level of abstraction which has sufficient scope to select and 
execute the appropriate response. The situation attributes 
used to select any one response may span a range of 
abstraction. For example, the selection of the takeoff abort 
procedure depends on many higher level attributes such as 
engine diagnoses, but it also de nds critically on the 
human information processing required to accomplish a 
particular behavior is at least as great as that re ulred to 
enerate the highest level abstractions which sAect that 
Lhavior and the most difficult inferences in selecting and 
executing that behavior. Thus, it makes sense to talk about 
the level of abstraction of a behavior as a whole. 
Rasmussen (1983) identifies three general levels of 
behavioral abstraction: 
(primitive) air speed attribute. x e kind and amount of 
"Knowledge-based behavior" in which 
judgment and decision making and operator 
models of the system process, contribute to the 
identification and accomplishment of an 
0 "Rule-basea behavior" by which the 
characteristics of situation are identified as 
klonging to a set of stored "situations" for 
which actions and responses are known, but for 
which procedures need to be tailored to the 
specific attributes of the situation, and 
0 "Skill-based behavior" in which limited 
packets, or sets of behavior are applied to 
specific stimuli in the environmental situation, 
with little or no reasoning effort applied to 
their generation or modification. The 
approximate ranges of abstraction of these 
three classes are indicated along the left 
margin of Figure 1. 
operator's goals, 
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Figure 1. Real Time Processing Abstraction Hierarchy 
The most efficient mqhod for identifying an activity to 
execute is the skill-based strategy, whch in the extreme, 
can be represented as involvin no conscious decision- 
making activity at all, and migit even be likened to an 
automatic reaction to a single stimulus. The correct and 
efficient enactment of skill-based behavior is expected to 
take -place onll after considerable training and/or 
ex nence, so at, in some sense, the cost for this 
efgiency can be thought of as having been borne at a 
previous time. 
The association of behavior with situation attributes 
directly, without going through the situation assessment 
process, is a common and useful information rocessmg 
shortcut. The establishment of such skill-base8 shortcuts 
reduces workload and reduces processing delay by 
uncouplin the situation assessment * process from the 
process ofadapting to changing situational parameters. In 
this model the activation and management of skill-based 
behavior (e.g., skill-based components of a res 
rocedure) is one of the normal functions of rule-rz:: 
khavior. The situation assessment function then assumes 
the role of enablin the execution of the skill-based 
behavior. Rule-base% res nse selection is represented as 
taking a greater amount oEime to complete, and therefore 
to tie u the cognitive resources of the pilot for a longer 
tune. &e information plied to these types of decisions, 
like that applied to skill%ased decisions, takes the form of 
a roduction system. Rule-based decisions differ from 
&-based decisions in terms of the number and level of 
abstraction of the situation attributes which select the 
behavior res nse. Rule-based decisions are considered to 
be more difgult because the enabling conditions are more 
difficult to compute. 
Knowledge-based action selection requires a full analysis 
of the situation and an assessment of goals before particular 
courses of action can be selected and evaluated. 
Knowledge-based selection typically involves symbolic 
reasoning processes such as case analysis, projective 
evaluation, and search. Mental models play a large role in 
knowledge-based response selection. 
Situatjon-response behavior is the class of rule-based 
behaviors m which there is a rapid assignment of a 
response schema to a set of stimuli that have been 
assembled (through training) into a trigger for the response. 
Situation-response behaviors are assembled and stored for 
rapid access and activation without requiring deep o~ novel 
reasonmg. The links between situation characterlzation 
and response initiation are established b processes such as 
planning, rehearsal, evaluation, trial anlerror, tr-8 and 
practice. One advantage of situation-response behavior is 
the efficiency, in terms of time and cognitive resources 
expended, with which some correct response can be 
imtiated. A second advantage is the ease with which 
correct situation-response behavioral models can be 
derived from experiments, experience, and engineering. 
The disadvantages of situation response behavior lie in the 
potential for ina propriae situation classification, and in 
the cost for deveLpment and stora e of a sufficiently large 
set of situation types and associate$ response procedures to 
adequately deal with a complex and performance-critical 
task environment. 
The focussing of our research on situation-response 
behavior is motivated by evidence that the need to resort to 
deep reasoning by aircrews in time-critical fli ht situations 
contributes to air transport accidents. Acci%ent analyses 
suggest that in-flight abstract reasoning may shift attention 
from fli ht critical tasks, and that deep reasoning under 
stress t o m  potentially incomplete information and 
incomplete abstract models can roduce results which are 
significantly and sometimes &tally inferior to those 
derivable from engineering studies, experience, and 
experiment. 
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The objective is for intelligent aidm s stems to provide 
the flight crew with anal ses o f  & situation and 
ropmte e r r t  responses for the situation, to assist the 
%t m corre y assessing and respondin to the situation. 
For example, according to this model de  behavior of a 
skilled transport pilot during takeoff may be determined 
almost entirely by his perception of the situation as a 
standard takeoff from that airport. For the ilot to 
implement behavior different than from establishecftakeoff 
proccriures depends on the pilot's recognizing that the 
situation is no longer solely, or best, descnbed as a 
standard takeoff situation. The role of the intelligent aiding 
system is identifying the critical characterizations of the 
situation, and helpmg the pilot recognize these and 
implement the appropnate responses. 
An example taken from the well-known United Airlines 
Flight 191 crash at O'Hare p"zp" in May, 1979 may serve 
to illustrate this concept. that accident, an engine 
separated from the left wing of the DC-IO at approximately 
the time of,aircraft rotation and lift off. separating, the 
engine tore off the leading edge slats, which increased the 
minimum flight speeds necessary to prevent stall. The 
dam e alsq rendered rimary and secondary slat controls, 
slat %a-ent, zinJ'std warning systems inoperative. 
The flight crew reduced aircraft s ed and climb angle, as 
r the standard company proceges  for climbout with a 
&ed engine. The loss of slat disagreement and stall 
warning indicators prevented the crew from realizing that 
by following the rescribed procedure they were inducing 
asymmetrical s t d o f  the left wing, which resulted in a roll 
which was uncontrollable at the low flight speed. 
The relevant situation types for this example are sketched 
in Figure 2. 
Before en ine separation the situation was described in 
terms of $e normal takeoff situation types. At engine 
correctly described the situation. The engine-loss%bout 
rocedures re uire flight crew attention to airspeed, 
L i n g ,  ch t - r a t e ,  thrust-compensation, and crew 
behaviors designed to compensate for the engine loss and 
bring the aircraft to a safe altitude and flight . 
However, the situation type of engine-loss-climbout diT% 
fully describe the situation. Retraction of the left wing 
outboard slats laced the flight in a critical stall-regime 
situation. In row-speed flight an such flight control 
problem is an emergency of the higlest priority, requiring 
immediate action. The procedures for such low speed 
separation the engine-loss-climbout situation also 
Example Situation Taxonomy 
n 
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Fiaure 2. Situation Types in the DC-10 Crash 
flight control emergencies are directed toward mcreasm 
air spted in order to increase control effectiveness, s t d  
mar m, and maneuverability. The appropriate response to 
rhiskgher riority aspect of the situation would have been 
to sharply &crease clunb angle to gain air speed. To quote 
the investigatory report: 
Each [of these causes: engine loss, slat retraction, 
warning loss] by itself would not have caused a 
qualiiied flight crew to lose control of its aircraft, but 
together during a critical portion of flight, they created 
a situation which afforded the flight crew an 
inadequate opportunity to recognize and prevent the 
ensuing stall of the aircraft. [NTSB Report XNTSB-A- 
AAR-79-17] 
The basic problem was that in accepting the initial engine 
loss situauonal model, and followin the established 
procedures for situations of that type, tfie flight crew did 
not recognize the other more critical aspects of the 
situation. The challenge for intelligent aiding systems is 
being helpful in such emergency situations, when the flight 
crew doesn't have any resources to spare. Ideally, the 
aiding system could have prevented the fli ht crew from 
accepting the situation as completely descrifxd by engine 
failure on climbout. It is reasonable to assume that a 
situation assessment system in the aircraft could have 
uickly detected the anomalous roll by monitoring the 
&ght control and inertial systems. An aiding system could 
have given behavioral advice, such as maintaining at least 
V2 ax speed, but such unmotivated aradoxical advice 
might confuse the flight crew. Thus Jv ice  such as "Roll 
Emergency" or "Flight Control Emergency", which implied 
both the situation and the response, would probably be 
better. Note that the effectiveness of such communication 
depends on the flight crew's having models of the 
emergency situation and associated response procedure, 
and on the effectiveness of the aiding system in stimulating 
the appropriate pilot situational awareness and response 
behavior. 
3. SITUATION-RESPONSE AIDING 
We now describe an approach to aiding the pilot in 
situation-response behaviors, including the functional 
requirements for such aiding and an approach to 
implementing a situation-response aiding system. 
3.1 Aiding System Function 
Figure 3 illustrates the parallelism between pilot situation- 
r e r n s e  information processing and an intelligent pilot 
ai mg system which is helpmg the pilot with that 
processing. The flow at the top of the figure represents the 
processing ste s which an aidmg system might o throu h 
as it follows $e situation-response pathway. &e paralfel 
flow at the bottom represents the pilot situation-response 
processing pathway. The four vertical arrows between 
these two horizontal flows represent the four main 
information flows between the pilot and aiding system. 
The figure shows how aiding systems could assist the pilot 
in assessing the situation, forrmng intentions, and executing 
those intentions. It also illustrates the flow of intentions 
from the pilot to the aiding system. The following 
paragraphs describe aiding system functional requirements 
to suppofi the various phases in the situation-response 
information processing model. 
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Situation . Situation s in the aiding system and 
pilot m&c should +?&rent for dstinguishable 
situations which uue Merent types of re nses. Thus. 
if two situationsxch are distinguishabler observable 
situation attributes have different responses, then those two 
if two 
situation tygs  BTC never h t i n  I s h ~ ~ ~ ~ ~ b n  their 
attributes, n the two s sguld be combmed, and 
behavior associated with% combined type should be 
apropriate for a situation which could be of either type. 
d a r l y ,  If two situations may or may not be 
indistinguishable, based on situation attnbutes, and those 
situations have different behaviors, then it is Usuey 
appropriate to generate an additional more general situation 
type which models the uncertainty by spannin the set of 
situation types which cannot be distinguishecf based on 
situation attributes. The behavior associated with this more 
eneral situation type should be appropriate fof the state of 
Lowledge of the situation. When more speclfic situation 
attribute knowledge is available, then one of the more 
specific types should be used. 
Pilot mental model. Effective high-level communication 
between intelligent aiding systems and the pilot requires 
com atibili between the conceptual model .implemented 
by & i n t e f i i t  aiding s stem at the ilot interface and 
the c o n q t u  model held i y  *e pilot. k a t  is, the system 
image must be compatible with the pilot mental models. 
Because effective communication about complex topics 
depends on coherent relationships between topics at 
multiple levels of abstraction, severe requirements are 
imposed on the compatibilities between the images 
presented b intelligent pilot aiding systems and the pilot's 
own mendmodels. Indeed, it may be necessary, or at 
least desirable. to base the system image on an explicit 
representation of prototype pilot mental models. 
Siruation Attributes. The human interface should provide 
sufficient information on the situation attributes, at the 
appropriate level of detail, and in the a p r o p r i e  spcture, 
so that the pilot can correctly classify e situation in terms 
of his mental situation models. Different values of 
situation attributes which are sipficant in terms of 
situation assessment and response should be clearly 
distin ishable to the pilot who is to base his situation 
moderand response on those attributes. The s stems 
should provide the situation attributes at a level ordetail 
which matches the human information processing input 
requirements. For situation-response processing t h ~ ~  level 
of detail is the level necessary to unambiguously identrfy 
the situation and to refine the attributes of that at 
the level of needed to support the resp0nse.q is 
clearly critically important that situation descri tions be 
rehned to the level of detail required to support ge correct 
pilot response. It can also be very mportant that 
supedluous detail not overload and distract the pilot. The 
system should therefore provide different levels of detail 
and different foci of detail to support changing human 
information requirements. 
Assessment aiding. The human com utational burden of 
situation assessment and situation ckssification can be 
reduced by automating some of the assessment functions. 
The processing to support this assessment involves the 
fusion of different situation attributes into more abstract 
attributes which support a simpler form of the situation 
assessment processin . For example, a pilot may be 
presented with N1, 82,  temperature, ressure and other 
engine information. He may also !e presented with 
airspeed, altitude, throttle and other information. What the 
pilot needs to know is how the engine.is 
and how it will perform in the rest of the S~%%I%! 
diagnosis system should combine this weal$ of data t o m  
the sensor systems, to produce a model of the engine status 
which can be more easily matched to situation types which 
serve as the basis for ilot action. Intelligent pilot interface 
and aiding systems slould also su rt the pilot in giving 
priority to the assessment of c r i t i cEmct s  of the situation. 
situation types should be +tinct: 
Situation-Response Aiding 
f PILOT amtm SYSTEM 
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Figure 3. Situation-Response Aiding 
Response Resolution. When different aspec€S Of the 
situation require different p r d w e s ,  then aiding systems 
can support the pilot's resolution of this behavioral 
dissonance, by constructing or identifying appro riate 
response procedures. These procedures can generag be 
derived from procedures for the different aspects o r the  
situation. For example, an aiding system may be able to 
determine that a particular reduced throttle schedule on a 
darnaged engine would provide the most favorable 
compromise between the conflicting behaviors of obtaining 
maxmum thrust and protecting agamst total engine failure. 
Knowledge-Based Reasoning. Experience with air &she% 
and other accidents indicates that pilot deep reasoning in 
dangerous situations with real-time response requirements 
has some undesirable properties. For example, successful 
- ._ 
knowledge-based rekotiing normally &quires case 
analysis, comparison with exam les, mental simulation, 
and other cognitive activities whici consume most. or a l l  of 
the human cognitive c abilities for si&icant time 
interval%- Fu.fier,knowl$ e-based reasp- under sgess 
in real-tune situations oftenfeads tFZmneous shortcuts in 
analysis. Thus automation of the howled e-based 
reasoning to support situation-response behavior ofpilots is 
hiwy desirable. It is also $ghly desirable that the aiding 
system not mpose the requmment for knowledge-based 
reasoning, either through not fully supporting operator 
situation-response behavior, or through requiring 
knowledge-based behavior to use the aiding system. 
Feedback. Humans or automatic controllers often require 
some information on the state of whatever it is they are 
effecting in order to monitor the progress of the response, 
and to rovide the feedback necessary to lement an 
control paws in the response. The nature o%e feedbacl 
can be determined using models of human performance and 
through experiment. Considerable benefit can be gained bv 
adapting the feedback to the situation, respohe, and 
control laws. Our pilot information processing model 
suggests, throu h its hierarchical structure, that both 
control and feeckack be available at multiple levels of the 
abstraction hierarchy. The particular form of the feedback 
or control should be geared to the level at which the pilot is 
interacting with the system. 
Goal Monitoring. Responses to situations, either by 
automated systems or by the pilot, usually have as the= 
focus attainment of some goal which terminates the tasks 
(or subtasks) required for that goal's achievement. If an 
nteUigent aiding system is aware of tasks focused on a 
c c u l a r  goal, and can determine when the goal state has 
n reached, then it ma be of considerable value to the 
flight crew to announce tie attainment of those goal states. 
Alternatively, a task may be one in which the goal state is 
to be maintained untd some expected event occurs. 
Intelli ent aiding systems can provide valuable assistance 
by derring the values and ranges of those goal states, 
signalling their initial attainments, monitomg for their 
main.teFce, and resporlding appropriately when the 
t e v a t i o n  event occurs. 
Context Change Monitoring. A task may become 
inappropriate because the context in which the task was 
being performed has changed sufficiently to make the task 
impossible to perform or to make the goals no longer of 
interest. The pilot information processing model provides 
two general pathways through which this can be 
discovered. One pathway follows from situation 
assessment. The second pathway follows from the 
monitoring of the ongoing task execution, when task 
execution requirements are no longer met, task 
performance ex ctations are not met, or other unexpected 
conditions are &overed. Intelligent aiding systems can 
assist in these cases by assessing the situation and 
monitoring for conflicts, and by momtoring task execution 
and a ropriately alerting the flight crew of tasks which 
must gmodified, abandoned or replaced. 
3.2 Aiding System Implementation Approach 
A computer implementation of the situation-response 
information processing model, using machine intelligence 
techniques, is illustrated in Figure 4. 
The up r three boxes hold examples of the a priori 
k n o w l z e  structures for situation attributes, situation 
types, and response procedures. The lower three boxes 
hold examples of the mntime instances of those situation 
attributes, situations, and procedures. Arcs in the figure 
illustrate the explicit relations between the representations, 
and the large arrows illustrate the runtime processing steps. 
In OUT baseline implementation approach .all six of these 
knowledge structures are re resented by frames. The 
following paragra hs descrik the representations and 
processing steps insigure 4. 
Figure 4. Overview of Situation-Response 
lmplementation 
Situation Types. Situation s are attempts to represent 
the pilot's mental models oEeneric classes of situations. 
For example, pl'eflight, cruise, and landing roll are different 
rp" ' S  types of situations in a typical fli ht. A situation represented in our computer modef as a frame in a rame 
based knowledge re resentation system. (In a frame-based 
representation, the P rames consist of sets of ordered pairs of 
slot descriptions and slot fillers. The slot descriptions 
specify the relationship of the slot f i e r  to whatever is 
being described by the frame; the slot descriptions are 
therefore often termed "relations" or "roles..") In situation 
frames the slot is filled with a descnption of the class 
y th ings  which could fi this slot in an instance of this 'yp" of situation. Situation types are sets of descriptions of 
re evant attributes of the generic situation and +e generic 
relationships between those attributes. In the situation- 
res me model each situation type may have associated 
wig i t  a desCriDtion of the behavior to be performed in that 
situation. For exam le, an engine-failedclimbout situation 
type might be descriLd by the frame: 
angina-frilrd-climbout 
SuparC climbout-aituation 
SuprrC ainglr-angina-failura-aituation 
raaponar angina-failed-climbout-procedurm 
The SuperC relations indicate that this situation is a 
specialization of both the climbout situation and the 
situation in which a single, engine has failed. If the engine- 
failed-climbout situation were described as a specializatior, 
of climbout-situation and of single-engine-failure-situafion 
all of the slots of those situations (and the Supelcs of those 
situations) would be inherited by the engine-failed- 
climbout situation. 
Situation Response Proc.edures. Associated with each 
situation type is one description of the procedure to be 
performed in situations of that type. These procedures use 
the actual values of situation attributes in much the way 
that a computer software rocedure uses the formal 
parameters. For example, $e final a proach procedure 
may key s cific actions to specific v&es of the altitude 
attribute o f i e  fmal approach situation. 
Situation Assessment. Situation assessment can be 
modelled computationally by a matchin or classification 
process in which the perceived situation3 attributes form a 
pattern, and the goal is finding all the situation types which 
can fit that pattern. Note that situation assessment does not 
attempt to resolve the ambi ities and inconsistencies due 
to the lack of information. audeed, it cannot do so reliably. 
Rather, situation assessment provides a description of the 
possible interpretations of the current situation, together 
with the assumptions underlying those interpretations. 
Perceived Situation Attributes. Perceived situation 
attributes are the attributes of the situation which are 
computed in real time from sensor data and models of the 
things perceived. This processing can be hierarchically 
structured, as sensor information is combined into 
abstractions with successively larger scope. For example, 
perceptual processing may include diagnosis of an incipient 
engine failure. 
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Situation Descriptions. The situation assessment process 
produces a situation description from an appropriate 
situation type, by replacing the attribute descriptions of the 
with their refined values, to produce an 
situation. For example, a descri tion of a single en@e 
faihue situation might be derivezfrom the sinele-engme- 
failure situation type, in part, by replacing the fadeden ine 
ID attribute of the type by the ID (e.g., left, right) ofgthe 
failed engme. 
Ideally all situations could be described m terms of 
s which accounted in detail for all of the 
attributes si uation "p" o the Situation. Such a well-fitting situation type 
would result in an equally appropriate situation description, 
and a very well focused response procedure. In some 
domains the number of different kinds of situations, and the 
number of combinations of different situation attributes, 
may be sufficiently small topermit the tailoring of situation 
types to each of the combmations of situation attributes. 
However, in complex domains, the number of different 
combinations of situation attributes recludes uni ue 
association of a situation type w i 2  each posshe 
combination of attributes. There are at least four ways to 
obtain reasonable situation descriptions without having, an 
unmanageable number of situation types: by refmmg 
attributes using perceived values, by usmg more general 
situation types, by describing the situation in terms of its 
different aspects, and by describing situations with 
subsum tion hierarchies of descriptions of different levels 
of detaif 
instance o F! the situation type tailored to the actual current 
4. Conclusions 
When the information processing pathways of a pilot or 
intelligent aiding system is laid out in an abstraction 
hierarchy stretching from inputs to actions, a particular 
subset of those pathways is found to describe the most 
important and desirable for pilots pilots others en aged in 
critical time-constrained system operation tasks. .f model 
of these situation-res nse behaviors forms a sound basis 
for pilot' training anBOfor systems which aid the pilot in 
correctly assessmg and res nding to situations. Major 
research tasks remaining inccde verifying the scope of the 
model relative to the full range of pilot aiding 
requirements, implementing a situation-response aiding 
system+ and testing with pilots in realistic real-time 
situations. 
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ABSTRACT 
Manned space operations require that the many 
automated subsystems of a space platform be con- 
trollable by a limited number of personnel. To 
minimize the interaction required of these opera- 
tors, artificial intelligence techniques may be 
applied to embed a human performance model within 
the automated, or semi-automated, systems, thereby 
allowing the derivation of operator intent. A 
similar application has previously been proposed 
in the domain of fighter piloting, where the 
demand for pilot intent derivation is primarily a 
function of limited time and high workload rather 
than limited operators. The derivation and prop- 
ogation of pilot intent is presented as it might 
be applied to the Darpa/AFWAL "Pilots Associate" 
or AAMRL "Super Cockpit" programs. 
INTRODUCTION 
Traditionally, a Human Performance Model is 
used as a design tool to predict various man- 
machine system designs. Such a model could be 
incorporated into an intelligent computer system 
for two additional applications. First, the model 
could be one element of a decision and task sup- 
port system. It could predict the operator's 
forthcoming tasks, anticipate upcoming decisions, 
and formulate any necessary decision or execution 
aids. Second, the model could sewe as a perfor- 
mance monitoring tool by analyzing the differences 
(and causes of differences) between expected and 
actual operator actions. These differences may 
indicate that: (1) modeled operator activities and 
goals were incorrect and require updating; (2) 
steps in a procedure were omitted by the operator; 
or ( 3 )  that critical information has not been pre- 
sented to the operator. This data will be fac- 
tored into the decison/execution support system, 
thus enabling the computer system to recommend or 
perform corrective actions. 
The Pilot's Associate (PA) system is a deci- 
sion and task support system which will use arti- 
ficial intelligence (AI) technology to aid 
post-1995 fighter aircraft pilots. One of the 
expert systems within PA is the PilotIVehicle 
Interface (PVI) system. This system, employing 
machine intelligence and enhanced control and 
*Portions of this document have been previously 
published (McCoy & Boys, 1987) 
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display devices, is being designed to improve the 
pilot's situation awareness. The primary goal of 
the PVI expert is to manage information flow bet- 
ween the pilot and the other PA expert systems 
(Systems Status, Mission Planning, Situation 
Assessment, Tactical Planning, and the System 
Executive) (McCoy & Boys, 1987). 
Another example of the developing need for 
an "Electronic Crewmember" is that proposed for 
the Super Cockpit (SC) program. The SC system 
will immerse fighter pilots in a visual, aural, 
and tactile world that is a combination of real- 
world and computer-generated events. Compared 
with the PA program, SC is more of a technology 
pull for these "virtual world" subsystems than 
expert system technology itself. The PA system 
would be a subsystem available to the pilot 
through the SC interface. 
Critical to the performance of both programs 
is the ability to derive and reason from Pilot 
Intent (PI?. This capacity is provided by the 
Pilot Intent subsystem of PA and the Pilot Intent 
Inference Engine of Super Cockpit (McCoy & Boys, 
1987 and Martin 1986). PI helps shift the pi- 
lot's role from operator to system manager so 
that the pilot can specify that something should 
be done, without precisely specifying how it 
should be done. Thus, PI must be able to iden- 
tify the activities in which the pilot is in- 
volved, their relative priorities and execution 
constraints, and the intent of any non-determin- 
istic pilot commands. This knowledge is then 
merged with any new tasks identified by the var- 
ious Electronic Crewmember's (EC) subsystems, 
resulting in EC's tailoring of displays and man- 
machine interactions. 
To identify pilot intent, the PI subsystem 
must assume that the pilot exhibits purposive 
behavior. By observing the behavior of the pi- 
lot, the system can derive the purpose or intent 
of the pilot while performing a particular task. 
The pilot's intent is derived from three sources: 
(1) discrete commands; (2) complex commands (re- 
quiring EC decomposition); and ( 3 )  inferred in- 
tent (derived from observing pilot behavior as a 
fFction of the current context). It will be 
shown that this derivation of purpose from behav- 
ior is a reverse application of the Human Perfor- 
mance Model (HPM) method of predicting behavior 
based on a known purpose. 
Traditionally, RpM's are used to predict 
consequences of specific situation-response mech- 
anisms. These models typically predict operator 
behavior, performance, and workload within a given 
situation. By modeling the operator's performance 
of known tasks, the consequences of assigning new 
tasks and increasing operator duties may be pre- 
dicted. These models can also predict the effect 
of relieving the pilot of specific tasks through 
automation. The projective nature of EC mandates 
these applications of HPM's, but this discussion 
extends their utility to the real-time EC system 
itself. 
The Electronic Crewmember EC system must pro- 
vide information in a timely manner and maintain 
the pilot's situation awareness. Since the situa- 
tion is dynamic the system must be capable of 
knowing the goals of the pilot and of reasoning 
about the decisions it must make, as well as 
actions it must perform, to meet those goals. One 
method of providing the system with this ability 
involves incorporating a model of the human within 
the EC system. This model would allow for pre- 
dictions of the pilot's decisions, actions, and 
information needs, thus providing the system with 
a means of not only anticipating pilot require- 
ments, but also using these predictions to sup- 
plement the pilot and improve overall system per- 
f ormance . 
The efforts put into developing the tradi- 
tional HPM can, therefore, apply to the embedded 
HPM as well, particularly if the context for this 
PI performance model is supplemented by the other 
Electronic Crewmember experts. The correspondence 
of these two models is presented in the pilot 
intent interpretation section. Once the rela- 
tionship between the HPM and PI has been estab- 
lished, the analysis procedure, applicable to the 
development of both, will be presented. This 
analysis will be shown to provide all of the 
information necessary to develop the purpose- 
behavior relationship required for both models. 
Finally, applications of the combined human per- 
formance/pilot intent model are described. 
HUMAN PERFORMANCE MODELS 
Although the title "Human Performance Model" 
implies a concentration on the human's role in a 
man-machine system, the only way to truly model 
the human's performance in a system is to include 
a model of the machine and of the environment 
that imposes demands on the human. Therefore, a 
closed-loop system model is developed, with sta- 
tistics being collected (or predicted) on the 
human's participation in the total system perfor- 
mance. Several purposes for HPM's are: (1) expla- 
nation of the system being studied; ( 2 )  analysis 
of the system being studied; ( 3 )  assessment of the 
design of a new system; and ( 4 )  prediction of per- 
formance, or operator workload, within an existing 
system. 
As an explanatory device, HPM's can be used 
to: define a system or problems within the system; 
isolate ambiguous relationships between inputs and 
outputs to the system; and enhance the analyst's 
understanding of the underlying dynamics of the 
system. The resulting networks often capture the 
functional intent of the system in a dynamic con- 
text, and can serve as input to training or 
development aids. These 'explanations' almost 
invariably exist at more than one level of ab- 
straction, hence they are applicable to a number 
of different purposes (users, trainers, funding 
sources, analysts, etc.). 
A second purpose for HPM's is as an analysis 
vehicle. When developing the model, the analyst 
is required to investigate and determine critical 
elements, components, and issues within the sys- 
tem being studied. In addition, the model can be 
used to investigate hypothetical relationships 
between various components of the system and new 
components to be added to the system. By using 
this method, much insight can be obtained about 
system characteristics without physically inter- 
fering with an operational system. 
The HPM can also be used during design to 
assess, and aid in planning, new systems. In 
this way, required or suggested changes to the 
system design can be identified early in the 
design process, thus minimizipg the risk of 
delays to the project during development. The 
advantages to life-cycle costs provided by 
'up-front' work have been well documented. 
A final application of HPM's is to predict 
the effects of proposed solutions to the problems 
being studied on the existing system (be it 
physically or hypothetically existent). By 
creating a model reflecting the proposed solution 
and then comparing the results to the simulation 
of the system containing the problem,'an analysis 
can be made of the relative improvement on per- 
formance and workload based on this solution. 
There are several critical components of the 
HPM which interact to reflect total system per- 
formance. They consist of: (1) system demands; 
(2)  cognitive situation assessment; (3 )  decision 
making or task selection; and (4) tasklprocedure 
execution. Each of these components of the model 
will be explained in detail. 
System Demands 
Demands on the system are generated from 
several sources: (1) system dynamics; system mal- 
functions; ( 2 )  environmental factors; ( 3 )  situa- 
tion contingencies; and ( 4 )  mission status. Each 
of these sources must be modeled separately. The 
first, system dynamics, represents a model of the 
machine, in this case the vehicle. This model 
represents the dynamics of the system, including 
the spatial position of the aircraft, the state 
of its various weapons, etc. When the aircraft 
takes off, one demand on the system is to retract 
the landing gear. Another demand is to raise 
flaps. These are examples of demands imposed on 
the operator by the system dynamics model. 
Another model to be developed for the system 
is the system malfunction model. This model sim- 
ulates any malfunctions, such as oil pressure 
problems, that can occur during flight and are 
important enough to be included in the system. 
In this .way, the potential malfunctions to be 
considered by the operator can be represented and 
accounted for in generating demands on the 
operator. 
The environment imposes specific demands that 
must be accounted for in the system. These demands 
can be weather related, such as wind gusts influ- 
encing the aircraft's state, or threat related, 
from either air or surface threats. In any event, 
they must be modeled as potential demands imposed 
on the system. Finally, the mission status can 
impose demands. 
Any combination of the above demands may 
impose delays in the mission, requiring extra 
activities to be performed by the pilot to com- 
pensate for these delays. These activities can 
include minor adjustments to airspeed or major 
revisions of the mission route. All of these 
demands must be maintained as inputs to the 
pilot's cognitive situation assessment. 
Cognitive Situation Assessment 
When a new demand is generated, or an exist- 
ing demand is eliminated, the situation must be 
reassessed. This assessment consists of two major 
tasks: 1) reprioritizing existing demands on the 
systeni and 2) developing a plan to eliminate one 
or more of the demands imposed on the system. 
Therefore a queue of demands exists (short-term 
memory) which must be ranked in order of impor- 
tance. The prioritization can be represented as 
an algorithm in which a relative significance is 
assigned to each demand based on the situation 
(mission segment, current threats, relative 
altitude, etc.). Another method of prioritizing 
demands is through a set of production rules. This 
method would allow for determining the demand 
priority from the situation (as above), but would 
also 'allow for inferring the situation from the 
demand priority. Because of this dual applica- 
bility, the production rule approach may be more 
suitable for the PI portion of this model. 
When the demands have been prioritized into 
their relative importance, an elimination of 
demands, or focusing on high priority demands for 
consideration, must be performed. This could be 
modeled using a heuristic process of elimination. 
When a seemingly managable subset of all demands 
has been developed, plans are then developed for 
satisfying demands. This stage of plan develop- 
ment examines the high priority demands and 
selects candidate tasks/procedures which will 
contribute to satisfying one or more demands. It 
is likely that the same task/procedure could be 
selected to meet several pending demands. Like- 
wise, one demand may likely be satisfied by 
several tasks/procedures. In any event, all can- 
didate task/procedures must be examined. This 
process is largely one of pattern matching 
(demands are matched to a plan library) and does 
not necessarily require production rules in either 
the HPM or PI subfunction functions which perform 
this task. 
Decision Making (Activity Selection) 
As mentioned, any particular demand could be 
met by alternative tasks/procedures. Alterna- 
tively, a specific task/procedure could meet many 
of the demands. Therefore, an assessment of the 
candidate tasks/procedures must be made. A list 
of candidate task/procedures that lend themselves 
to one or more of the demands must be generated. 
This list will provide the basis for selecting the 
next activity to be performed by the operator. 
A ranking of tasks/procedures must then be 
performed. This ranking must take into con- 
sideration the number of demands that will be met 
by each task/procedure, the time required to per- 
form the task/procedure, the resources required 
for performance of the task/procedure, and any 
other metrics of task desirability. This ranking 
can be performed by development of an expected 
net gain (Baron et. al., 1980) or production 
rules could be applied. Unlike the assessment 
stage, all alternatives will, most likely, not be 
investigated. 
The final step in the decision making rou- 
tine is to select the task/procedure that "best" 
meets demands or improves the situation. This 
selection criterion could be algorithmic, such as 
maximizing the expected net gain, or it could be 
heuristic. If it is heuristic, then a set of 
production rules must be determined. In addi- 
tion, production rules may include task ranking. 
After the task/procedure has been selected, the 
effect on the situation, including the passage of 
time, must be simulated. 
Task/Procedure Execution 
HPM's traditionally incorporate a simulation 
of system activities which accounts for resource 
utilization as well as for the advance of time. 
Often, this simulation can be represented in the 
form of a network of activities, each activity 
seizing resources and consuming time. In this 
way, the potential bottlenecks and time delays, 
due to resource limitations (which includes 
the operator's attention, perception, cognitive 
and motor availability) can be incorporated into 
the model. In addition to accounting for time 
delays and resource utilization, the activities 
will satisfy the designated demand. When the 
task/procedure has been completed, the cognitive 
situation assessment portion of the model must be 
invoked. 
Summary 
HPM's can be created using many different 
conventions, but if the model is to reflect the 
operator's cognitive processing, the style chosen 
must support these generic stages. The model 
must also include any variability (usually stated 
as the appropriate .statistical distribution, 
applied Monte-Carly)' associated with not only the 
situational demands, but with the human operator 
himself. Once a model is completed, it can be 
used for determining inherent faults in the 
system as well as optimizing system execution 
along any of the simulated parameters. These 
parameters include proposed system enhancements 
(improvements or new capabilities) or factors 
associated with operator performance (load level- 
ing, response time, precision, etc. ). 
PILOT INTENT INTERPRETATION 
The recognition of pilot plans and goals has 
not been a problem in the development of contem- 
porary fighter aircraft. The role of the man- 
machine interface was simple and direct: receive 
and respond to pilot commands (switch or stick 
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inputs) and occasionally provide simple alerting, 
landing, targeting, or other cues. These cues 
and other rudimentary automated systems comprise 
the entirety of contemporary avionics autonomy. 
The notion of an "Electronic Crewmember", a 
computer system which interacts with the pilot in 
a highly dynamic fashion through the incorporation 
of artificial intelligence and advanced 
input/output technologies, will change the nature 
of the man-machine interface. This change has 
been mandated by an explosion of information and 
activity in the cockpit as well as by the changing 
nature of ownship and threat capabilities. There 
is more to do and less time in which to do it. 
There is also little time for the pilot to train a 
computer system into an acceptable cognizance of 
his needs to the point where it can begin to 
assist him in his tasks. The EC must maintain the 
information flow bandwidth required for this task, 
which must be looked upon as reciprocal. 
The reciprocal nature of comamication acts 
has long been recognized, but only recently has 
the advance of computer system technology allowed 
for intelligence on both sides of the interface. 
The dynamic and independent nature of both the 
human and computer conversants requires that each 
party maintain a model of the other's behavior, as 
well as a model of the other's model of ones self! 
This is an area where psychology and sociology 
have done much research, but only recently have 
the designers of computer systems attempted to 
apply these theories to a man-machine interface 
(Baron, et. al., 1980; Wellens & McNeese, 1987; 
Martin, 1986). 
An analogy to syntax and semantics as applied 
to linguistics can be made: only certain actions 
can follow other actions (syntax) as opposed to 
knowing what actions make sense right now (seman- 
tics). An example, as applied to the piloting 
&main, is knowledge that the pilot is requesting 
a EC subfunction because he has selected the 
'Systems' mijnu on the display (syntax) as opposed 
to knowledge that he is requesting the detailed 
version of the engine status display because there 
have been indications qf engine problems of which 
the pilot would have been aware (semantic). The 
identification of inten) regardless of the detail 
at which it is determined, will allow the PVI and 
other system components not only to model the 
pilot's upcoming activity in more detail, but also 
to provide pilot assistance in increasingly 
appropriate ways. 
Of concern here are those EC functions which 
involve: the derivation of pilot goals; the iden- 
tification of active pilot tasks and procedures; 
and the transmission of these goals and activities 
to the entirety of the EC system. These tasks are 
done both explicitly, using pilot commands (or 
'expanded' commands), or implicitly, inferring 
pilot concerns and plans from the pilot's activity 
or inactivity in light of the current or antici- 
pated situation as reported by the various EC 
subfunctions. The method for this derivation of 
'unstated' intent is related to the already for- 
warded portrayal of HPM's. 
The HPM methodology portrayed a model of the 
mechanism that a human employs to: (1) examine a 
situation; (2) infer the demands generated from 
the situation; (3 )  develop plans for meeting 
c!-ds and improving the situation; (4) sel- 
ecting a desired plan; and (5)  executing the 
plan, which then feeds back to effect the situ- 
ation. As presented in Figure 1, PI subfunction 
essentially performs the reverse process. Once a 
specific behavior is observed, this model must 
infer the demands and situation that must have 
caused this specific behavior. Therefore, an 
examination of this reverse process must be made. 
I. OEOUCE SITUURTION 
2. INFER DEMANDS. 
60RLS, REOUIREMENTS 
3. INFER PURPOSE. 
PLANS. INTENTIONS 
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PROCEDURE, 
RESOURCES. T I M E  
5. OBSERUE BEHAVIOR 1 L 1. OBSERUE SINURTION 2. O m R M l N E  OEMRNOS 3. ESTABLISH PLAN 4. ESTRBLISH PROCEDURE r 5. PERFORM BEHRUIOR 
PILO: INTEWT: I N F E R  S I T U A T I O N  H U M R N  PERFORMRNCE: I N F E R  BEHAVIOR 
Figure 1. Operational Retationship of Pilot 
intent and Human Performance Models 
Behavior Observation 
As the pilot operates the aircraft, he exhi- 
bits behavior that can be observed through the 
Hands On Throttle and Stick (HOTAS) system, for 
control of airframe and specific switches; the 
touch panel, for display change input, target 
designation, etc.; miscellaneous switches, for 
control of subsystems; Helmet Mounted Sight 
(HMS),  for target designation, etc.; and the 
Voice Interactive System (VIS), for verbal inputs 
to the system. In addition to these command ac- 
tivities, other behavioral and physiological 
indices will be available to EC from the assumed 
pilot state monitoring system (used to monitor 
G-LOC, workload, etc. derivation). These indices 
includ eye movements, direction of gaze, etc. 
When behavior has been observed it can be 
assumed to be purposive unless erroneous. While 
there is a one-to-many mapping problem at this 
level of analysis, the following stages 
successively refine the estimate of the purpose 
of any observed behavior. 
TaskIProcedure Definition 
Once the input has been detected, several 
questions must be answered. First, does the 
Ibserved behavior contribute to an existing 
hypothesized) procedure with some reasonable 
confidence? If so, this helps confirm the belief 
that that procedure is being executed. This 
belief, in itself, may well be expressed in terms 
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of a probability. If the observed behavior does 
not confirm the belief, then there are two po- 
tential explanations. First, the believed pro- 
cedure (intent) is false or second, a new proce- 
dure has been initiated in addition to those 
currently active. 
If the task being initiated does not corre- 
spond to current expectations, yet does not con- 
flict with them, then the task may be either an 
isolated task or the initiation of a new procedure 
to be performed in parallel with the current pro- 
cedure. Knowledge must be gathered to distinguish 
which situation is occuring. 
Purpose Inference 
Given that a new task or procedure is in- 
ferred the purpose of the task or procedure must 
be determined. As with the HPM, a number of pur- 
poses could be met with many tasks, therefore a 
mechanism must be devised to distinguish when a 
task/procedure applies to one or another purposive 
behavior. The type of distinguishing character- 
istics necessary to determine the intention of 
the pilot would be current mission segment, other 
tasks/procedures being performed or recently com- 
pleted, current threats, etc. All of this infor- 
mation must be maintained by the system to help 
infer the purpose of the behavior and may lend 
itself to a set of production rules. PI sub- 
systems would be assisted by the expertise of the 
various other Electronic Crewmember systems in 
making this inference. 
Demand Inference 
Once intent or purpose has been inferred, the 
demands or goals being addressed (mapped) to the 
purpose can be determined. The identification of 
these goals is necessary if the system is to anti- 
cipate the information requirements of the pilot 
during execution of the procedure. In addition, 
given the purpose or goal for execution of a pro- 
cedure, steps of the procedure are identified. 
While a step may be inadvertantly skipped by the 
operator, if the step is detected by the pilot 
intent model, these steps can be performed for the 
pilot or brought to the pilot's attention depend- 
ing on the level of automation. As a final case, 
EC may have been authorized to respond autono- 
mously to the identified demand. 
If the demands and goals have been deter- 
mined, they can be used to infer the situation 
confronting the pilot. This inference can be used 
as a check in which the existing goals and demands 
can be compared with inferred ones, verifying cur- 
rent belief of the pilot's intentions. If this 
belief is confirmed, then the system proceeds to 
operate as a decision support system. If this 
belief is not supported, an investigation must 
establish a proper belief in pilot intent. 
PILOT/VEliICLE INTERFACE ANALYSIS AND DESIGN 
APPROACH 
The general methodology being followed by the 
MCAIR/TI team in the development of the PVI is 
presented in Figure 2 (McCoy, Boys, 1987). The 
"System Analysis" effort has only recently been 
completed, with current efforts being directed to 
various "System Design" activities. The W I  
analysis process consists of: Function Decompo- 
sition and Task Analysis. The W I  design process 
consists of: Task Analysis; Information Require- 
ments Analysis; Static Display Definition; and 
the Pilot Intent/Human Performance Model sections 
(i.e., Human Performance Analysis, Dynamic Time 
Line Analysis, Pilot Intent Model Development, 
Timing Requirement Analysis, and Development of 
Automation Requirements). The final step in the 
process is to use the HPM in evaluating such pro- 
cedures as: dynamic allocation of tasks; levels 
of autonomy (pilot/system operational relation- 
ship); load leveling of information; and those 
more traditional applications discussed earlier. 
The following paragraphs contain descriptions of 
each activity. It is important to remember that 
this analysis is iterative. Subsequent progress 
will be documented as necessary. 
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Figure 2. PVI Analysis and Deslgn Approach 
Analysis Process 
Function Decomposition - The top-level mission 
functions in which the EC is involved (which 
include no less than all piloting activities) 
have been identified. These functions have been 
decomposed into subfunctions necessary to meet 
mission goals of survivability and effectiveness, 
astimated in terms of function timing require- 
ments. 
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Tasks are initially classified as belonging 
to one of five categories: 1) tasks that can be 
performed only by the pilot, 2 )  tasks that can be 
performed by the pilot or a computer (the EC or 
conventional) but which the pilot does 
better, 3)  tasks that can be performed by either 
the pilot or the computer, 4) tasks which either 
can perform but which the computer does better, 
and 5)  tasks which only the computer can perform. 
It is sometimes necessary to make these assign- 
ments at the task level. 
With the continued increase in computer cap- 
abilities (especially in the AI technology area), 
these latter categories continue to grow. There- 
fore, assumptions must be made about the level of 
potential automation available in the future air- 
craft. Completion ef function decomposition leads 
directly to task analysis. 
Task Analysis - In task analysis, individual tasks 
are defined to perform the functions. These tasks 
are performed throughout the mission and can be 
separated into three groups: perceptual, cogni- 
tive, and motor. The current task list is based 
on an analysis of a traditional high performance 
fighter aircraft (F-15, F/A-18) and does not 
reflect the task analysis or task allocation pro- 
jected for an advanced combat aircraft equipped 
with the EC system. Many of the motor portions of 
tasks could be performed by various entities of 
the EC system. This leads to the next task 
required in task analysis, definition of resource 
requirements. 
Once tasks have been defined, the resources 
necessary to perform the task must be determined. 
The term "resourcestt refers to a human, a machine, 
or a combination of the two. The definition of 
resource requirements is a logical extension of 
the function classification process. As resources 
are assigned to a task, the timing of that task 
can be determined. The timing of the task may be 
different given different resources. Analyses can 
be performed to develop the tradeoffs associated 
with autwating tasks, varying degrees of 
pilot/systt :3 interaction, task allocations, etc. 
Design Process 
Task Analysis - The next set of activities occur 
simultaneously. First, a definition of events in 
representative missions must be made. An example 
of an event is detection of a threat. Given this 
event, what tasks are necessary to survive the 
threat? By answering this question, a link is 
established between demand for tasks and the tasks 
necessary to meet that demand. In addition, 
alternative tasks can be determined, leading to an 
analysis of what conditions lead to which tasks. 
As tasks are defined, situations will arise 
in which specific tasks occur sequentially. This 
sequential occurence of tasks is called a proce- 
dure. Procedures must be defined to include the 
conditions under which they will occur. Defining 
procedures allows for the summarization of tasks 
under specific conditions. These specific condi- 
tions will aid in determining the procedure being 
performed when the behavior is observed. Of 
course, variability of procedures (particularly 
when the EC system attempts to 'internalize' these 
systems for dynamic use) must also be represented. 
The variability of procedures is represented by 
alternative task orderings within a procedure. 
The final major activity to be addressed in 
the task analysis is to determine the performance 
and workload metrics to be used in analyzing 
various operating practices. There are two 
aspects to performance and workload metrics. 
First, metrics are needed to predict performance 
under different operating conditions. Second, 
metrics are used to measure performance and work- 
load during experiments and during flight. These 
metrics should be developed for each task or 
procedure. Once this activity is complete, the 
task analysis is complete for both analysis and 
design and parallel activities related to the 
Information Requirements Analysis and the 
development of the Pilot IntentlHuman Performance 
Models can begin. 
Information Requirements Analysis - When the task 
analysis has progressed sufficiently, an informa- 
tion requirements analysis must be initiated. 
Preliminary versions of this analysis were con- 
ducted for the analysis stage task analysis, but 
they must now be mapped to the emerging EC task 
analysis. In addition, this information analysis 
should be performed for each event. This infor- 
mation requirements analysis will allow the EC to 
anticipate the information needs of the pilot 
throughout the mission, thereby contributing to 
the knowledge engineering effort. A major con- 
sideration is the timing requirements for this 
information. The timing requirements must be 
discussed in conjunction with the Pilot 
Intent/Human Performance Analysis. 
Human Performance Analysis - The Human Perfor- 
mance analysis produces the HPM. The HF'M must 
have a representation of the response character- 
istics of the airframe and subsystems, including 
the Electronic Crewmember. This representation 
will dictate demand for tasks to be performed 
during the course of the simulated scenarios. 
The aircraft model need only be detailed enoug' 
to account for behavior characteristics and 
response times given a specific control input. 
The second portion of the HPM is a library 
of procedures and tasks. This library must be 
developed using the task analysis, and can be 
viewed as knowledge of the pilot's activities or 
potential activities during the mission. Alter- 
native representations of tasks may be developed 
if a task can be performed by different 
resources, human and computer. 
The final element of the HPM is the control 
system. This control system will scan the demands 
imposed by the aircraft and subsystem model, 
determine the highest priority demand and select 
the appropriate tasks or procedures to be exe- 
cuted. When the task or procedure is executed, 
it will eliminate or satisfy the appropriate task 
demand and allow the control structure to choose 
the next task, given the next highest priority 
demand. Thus the control model helps close the 
loop, representing a truly reactive system. The 
output of this model will reflect levels of the 
metrics developed in the task analysis. Examples 
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of the output would be resource utilization and 
delay time due to resource scarcity. These 
metrics will be used for all subsequent analysis. 
Pilot Intent Model Development/Evaluation - As 
described earlier. the Dilot intent model can be ~~ 
viewed as a reverse application of the HPM. The 
HPM must be developed to predict human activity 
under various circumstances throughout the mis- 
sion. When this model is validated, it will be 
capable of predicting information demand through 
its identification of required tasks and proce- 
dures. By experimenting with various pilot intent 
strategies, this model will allow an evaluation of 
the appropriate strategy to be employed in the 
Pilot/Vehicle Interface. This design stage would 
be optional if it were not for the stated overlap 
between the HPM and PI. It is not necessarily a 
requirement for the next activity to be initiated. 
Response Time Requirements Development - Once the 
human performance model has been developed, it can 
be useh to investigate the necessary response time 
of the system. Given an event, such as detection 
of a threat, and the reaction times for the pilot, 
the response time of the system can be modeled. 
Knowing what the average allowable time for detec- 
tion of a threat to its imminent impact, 
Monte-carlo studies can be performed to determine 
whether the system response time is adequate under 
all conditions. 
Identify Automation Requirements - As a conse- 
quence of the system performance parameters 
gathered from the modeling efforts, suggested 
man-machine interactions will be identified as 
optimal. While this can be seen as identifying 
automation requirements, it actually only places 
lower bounds on the automation requirements. At 
this point, it is possible to evaluate the stabil- 
ized man-machine system in terms of acceptable 
variations in system configuration, man-machine 
interface, and performance. Referring to Figure 
1, this includes an analysis of dynamic task allo- 
cation strategies, interactive modifications to 
the fixed display formats, and the tone of the 
man-machine operational relationship (level of 
autonomy, command modes, etc. 1. 
APPLICATIONS OF PILOT I"T/HUMAN PERFORMANCE 
MODEL 
Applications Outside an Operational PVI 
As was described in the discussion of HPM's, 
there are four major applications for the HPM. 
These applications include: developing response 
time requirements for the system to formulate 
information and present it to the pilot, investi- 
gating operational relationship strategies between 
the pilot and EC, investigating Dynamic Allocation 
strategies within each operational relationship, 
and developing strategies for load leveling the 
information flow to the pilot in order to prevent 
perceptual and cognitive saturation. By predict- 
ing the performance and workload of the pilot 
under various man-machine interaction strategies, 
an acceptable design can be chosen. 
Applications Within the Operational PVI 
Throughout a mission, two categories of 
pilot intent dictate the pilot's activities. The 
first includes goals that are applied continu- 
ously. These goals include mission specific 
purpose derived during mission planning, such as 
the intention to deliver ordnance. In addition, 
this category includes more general goals which 
apply to all missions, such as the intention to 
maintain a safe flight vector, to optimize the 
use of expendables, etc. The second category 
includes situation specific goals. 
There are two ways for the EC system to 
detect situation specific goals. First, there 
are overt commands to the system, such as HOTAS 
input or high-level commands such as 'fence 
check', which cues the EC to perform a sequence 
of activities. The second method, a more covert 
means of detecting intent, is performed by 
inferring intent from observed behavior. We have 
presented a method for inferring intent, and the 
current situation, from observed behavior. Once 
these intentions, overt and covert, are made 
known to the EC system, appropriate decision and 
task aids can be formulated. 
The 'associate' paradigm is the motivation 
for the EC's requirement to be cognizant of pilot 
intentions. An associate can notify, advise, 
assist, or execute activities with, or even for, 
the pilot. The degree of activity or autonomy 
with which the EC performs these various tasks 
will be the product of the system's capabilities 
as well as the pilot's momentary desires, expec- 
tations, and workload. A robust, contextual 
intent interpreter can direct the the EC system 
in executing the associate paradigm. 
An integral component of the associate para- 
digm is adaptive aiding, which is the system's 
response to changes in the mission environment, 
pilot workload, and pilot intentions. The dynamic 
allocation of tasks.to the pilot or EC, along 
with other aspects of adaptive aiding as imple- 
mented through the man-machine interface (shared 
activities, sequential behavior, etc.), will 
ensure that the EC system is always in step with 
the pilot's expectations and activities. This 
involves much more than the storage and identi- 
fication of procedures. Operator-machine inter- 
actions will be a unique product of the current 
situation and the operator's current desires. At 
its most extreme, EC's knowledge of the pilot's 
goals allows the EC to anticipate the activity 
required of it, thereby making the EC operate in 
a more proactive, rather than reactive, manner. 
The embedded HPM within PI subsystem will 
provide much of the knowledge necessary to main- 
taining the EC's awareness of the pilot's infor- 
mation requirements and task assistance expecta- 
tions. In addition, it provides a method for 
applying this knowledge toward responding to 
the pilot and satisfying his goals. Figure 3 
describes the use of the PI/HPM model to coordi- 
nate known pilot goals, pilot behavior, and 
mission/environment changes reported by the 
various Electronic Crewmember components. 
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Figure 3. Combined Pilot IntentlHuman Perfonhance 
Model Logic Flow 
The application of the model is triggered by 
two external events. The first event is observed 
operator behavior. If the observed behavior 
matches the expected behavior, then the behavior 
belief is strengthened (and therefore the system's 
model of the pilot). If the expected behavior 
does not match the observed behavior, then there 
are several possible responses to include: revi- 
sion of behavior belief; supplementation of 
pilot's errors of omission in a procedure; alert- 
ing the pilot of an error of commission (procedure 
definitely does not meet known situation); or 
infer a lack of pilot situation awareness. 
Observed behavior is also used by PI subsystem to 
infer any changes in the current situation, which, 
as shown below, also triggers subsequent process- 
ing. 
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Changes in the known situation are the 
second trigger for system activity. As changes 
in the situation are reported by the various EC 
expert systems, matching is again done, this time 
against the PI subsystem generated estimate of 
the situation derived from activity. A match 
between the estimate and reality strengthens the 
PI subsystem's belief in the estimated situation. 
A mismatch indicates a need to reconsider any 
inferred pilot task selection or system demands. 
Situation changes reported by the EC subsystems 
are also propagated through the PI/HPM subsystem 
to update expected pilot behavior. 
While 'observed behavior', and 'known system 
situation' are the only external inputs that 
cause PI subsystem activity, the changes that 
these inputs can cause, through the reasoning 
capabilities of the PI/HPM subsystems, to 
' inferred belief in situation' or 'predict human 
behavior' can also trigger the matching process. 
CONCLUSION 
The Electronic Crewmember system will apply 
new technologies to the man-machine interface of 
future fighter aircraft. Within the man-machine 
interface, a requirement has been demonstrated 
for the system to be cognizant of the pilot's 
behavior and intentions. The Pilot Intent Sub- 
system satisfies this requirement by applying a 
combined pilot intentlhuman performance model. 
This machine cognizance of the pilot provides an 
enhanced decision and task support capabilitv to 
the EC system. This creates an 'associate' 
paradigm approximating that of a human associate. 
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ABSTRACT 
Uncertainty is a penmsive feature of the 
dcxnains in which exp=rA system are designed to 
function. 
M i n g  uncertainty in exp=rA 
hchding prabability-based methcds, heuristics 
such as those inplanentea in MYCIN, methods 
based on fuzzy set theory and DEnpter shafer 
theory, and variaus ather schemes. 'Ihis paper 
Lwiews resear& designed to test unoertain 
inference methods for accuracy and r&&ness, 
in acQlrdaTlce with &amlard engineering 
practice. hkhaveconductedsareralstudiesto 
assess how well various methods perform on 
prablens -so that correct answsrs 
are known, and to find aut what underlying 
features of a ploblem cause strong or weak 
perfonnance. For each methcd SMied, we have 
identified situations in which performance is 
very good, but also situations in which 
perfornrance deteriorates dramatically. Over a 
broad range of pmblens, sane well-known 
methods do only about as well as a simple 
linear regression model, and often nuch worse 
than a s-le irdependence prabability msdel. 
cur results indicate that sane aamnercially 
available e x p e r t  system shells should be used 
w i t h  caution, because the uncertain inf- 
models that they hpllement can yield rather 
inaccurate results. 
several methods have been used for 
Uncertainty is a pervasive feature of many 
dmins in whi& artificially intelligent 
expert systems are intend& to function. 
Researchers in artificial intelligence have 
proposed a variety of approaches to uncertain 
reasoning. scpne (e.g., 1, 2, 3) have develop3 
methcds that are explicitly based on 
probability theory. 
those used in MYCIN (4, 5), FEC6pEcroR (6), and 
AJ,/X (7) , use heuristics designed to 
appm&te proaability theory. Yet other 
methcds involve adaptations of fuzzy set theory 
( 8 )  , Eapter-Shafer theory (9) , and othw 
ideas not based on probability. Unfortunately, 
there is no wide consensus concerning which 
approach is best or  even suitable for any 
particular application. 
other approaches, such as 
Ben P. w i s e  
lhayer school of Ehgineering 
Dartmouth College 
Hancnrer, NH 03755 
l3Ezzd Saneresearrhershaveattenptedtn these micas appmad-m thmugh 
analysis. 
shcrwn that the equations which d e f h  MYCIN'S 
certainty factors can be translated into 
pmbabilistic terms. A s  another -le, 
mb2r (11) has investigakd Qxdltlons lxder 
which prabability theory and Eenpkr-Shafer 
theory agree. 
Although theoretical analyses can pmide 
useful insights, they also becune emeedxq - lY 
Cmplex and their usefwness for the average 
practitianer can decrease, particularly w h m  
heuristics whi& have no particular theoretical 
justification are being considered. 
Furthermore, these analyses typically focus on 
the formal assumptiom of the various 
practice. perhaps the most important questions 
amcern how models behave when assumptions are 
not met. 
l'he present authors and various additional 
axuthors have taken a different, enpiricdl 
approach to ex2mci?ing the accuracy of uncertain 
inference mdels m a series of studies. we 
started working tly, but wentualy 
realized the aammalities in our mrk and 
kegan to collaborate. 
It should be made c l w  that we are 
the basic infemme models used by system such 
as MYCIN. We are not evaluating any particular 
implementation that uses any given msdel. In 
our general approach, answers pmvided by 
probability theory are used as a norm against 
whi& the accuracy of other uncertain inf- 
models may be measured. These studies differ 
in details, h t  al l  use the same basic research 
paradigm. First, -le inference netmrh 
are constructed so that all relevant parameters 
are known. Next, new values are assigned to 
the evidence nodes, as though additional 
information in the form of Wted estimates is 
being supplied by a user during a consultation 
session. ~nclusion node certainty values are 
calculated which reflect the new infonnation 
according to the model under consideration. 
Finally, these answers are acnnpared to resdts 
obtained from a probability-based methcd which 
provides the minimum cross-entropy solution 
(12). This approach parallels m e t h o d s  used in 
various scientific and erqineer+ disciplines, 
such as sensitivity analysis and Wonte Carlot1 
For exanple, Heckerman (10) has 
uncertaintymodels, w h i c h  are seldanmet in 
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Silnilaticms, for investl 'gating the behavior of 
cutelex systems when asunpticms are violated. 
we have oeapleted studies W h i a  evaluate the 
M Y a  model, the mPEclm mocbel, 
prcbability-hsed mDdels which contain 
simplifying asslmptiaHs (e.g., irdependence 1 
and a simple linear model. RLe objectives of 
the present paper aze to l w i e w  and surrmarize 
these studies, describe the major objectives 
and fidi.rqs of each, and discuss the overdl1 
implications of these finlings for expert 
systan- 'on and future research. 
Table I ammrarizes the shdies that w i l l  be 
reviewed. A l l  of these studies used the 
generalmethoddescribedabcwe. ~aklwer, they 
differed in certain inportant respeds as 
w e l l .  Sane focused on only a single uncertain 
inference model, while others loaked a t  several 
models similtaneously. Sane used many small, 
randcmily-created inf- nets, while others 
used huger, selected nets. Finally, sare of 
these studies derived model parameters by using 
published theoretl 'cal definitions to translate 
the nets directly, while athers %medii the 
W i s e  (15) 
==in, vaughan, 
Yadrick, Holden, 
& leapf (16) 
Y a d r i d c ,  Elerrin, 
Vaughan, Holden, 
64 leapf (17) 
w i s e ,  Pexrin, 
Vaughn & 
Yadrick (18) 
w i s e  (19) 
with 
a==wJti- 
MYCIN 
MYCIN 
mPEcluR 
pmbability 
w i t h  
asslmptions 
In arrmethodolay, inference nets are created, 
solved by a minimrm csoss-entrcpy extension of 
pmbbili ty theory, and also solved by another 
u m e r b h i n f ~ m o d e l .  Akeypar to f th i s  
process involved translatirq between parameters 
suitable for the probability CdlaiLations and 
Parameters-bytheothermodel. For 
-le, the MYCIN rdel qresses rule 
strengths (relationship between evidence and 
amclusions) in measures of believe (MBS) and 
measures of disbelief (MDs). 'Ihe developers of 
m a  pmvided theomtl 'dl definitions of these 
pararmeters in probability terms. ~n the f i r s t  
threeshdiessbowninTableI, sud-i 
theoreticdl definitions were  used for the 
nezeyytranslations.  considerthese 
stubs: 
linear-regression 
many, Qadll 
mDEL 
PARAMFIpl 
theoreticdl 
definition 
theoretical 
definition 
theareticdl 
definition 
tuned 
* W i s e  & Henrion (14) and W i s e  (15) both mtain sunnnaries of results 
which are in more detail in W i s e  (13). 
Table I Evdluation studies Review& 
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owise 
W i s e  (13) pmsentd a detailed theoretical 
analysis of the m a  model, as w e l l  as several 
-models. Healsodkcussd indetailthe 
rationale for q i n g  the minimrm 
cross-entrcqy prubability solution as an 
appropriate criteria for evaluatirq ather 
UTlCertLLin inference models. fighlights of this 
work a~pear  in W i s e  & Iienrion (14), which 
results, and in W i S e  (15) , which sunrmarizes 
resu l t s  for the m a  model. 
IheMYQNmodel(5)wasoneofthefirst tobe 
U S e d f a r h a n d l i n g V  * inanexp=rt 
system. 
that the developers believed made probability 
theory ullsuitable for their q l i ca t ion .  me 
model was  alsodesigned to e t e  
probability calculatims -le be- m d d a r ,  
caqmtationally efficient, and more nat\nal for 
theirsubjectmtterexpe&touse. me 
original cmcerns the developers had w i t h  
prubability theory are probably not valid 
(e.g., 2 0 ) .  However, the model and several 
variants are widely cited and used tcday, 
particularly in  sweral t2omeJxial "shells". 
Thus, information abaut the accuracy of the 
mcIN model cmtimes to have pctical 
relevence for a large camunity. 
Based on his detailed the3mtl 'cal analysesand 
on critical e x ~ m p l e s  cited in the literature, 
w i s e  casstructed sane sets of inference nets 
w i t h  associated rule &reqths (defined as 
prkbabilities) for which the m a  model was 
predicted to be reasaMbly accurate, and sane 
for which 1- errors were mctd. Ihe 
resulting 30 nets ranged in s ize  f m  the 
sikplest (two evidence nodes and one conclusion 
node) to nets with three evidence nodes, 
miltiple amclusion nodes and an intermedia te 
nodelesfel. C x l e n e t ~ i S e d n i n e W i d e n c e  
nodes, faUrintem&l 'ate nodes, and faur 
condlusion nodes. Correlations betwen pieces 
of evidence - also varied systematically 
between strong positive and strong negative 
associations. With two exceptions, rules in  
the nets were conjunctive (l*AN[r') "es. TO 
generate test pmblenrs, he f5ystimtlcally 
varied lmtedll or inprt evidence 
prababilities over four values for each 
evidence node. !Ibis mans, for -le, that a 
net with three evidemx nodes yielded 64 
(4X4X4) pmblarrs. Each problem was solved 
using the pmbability model, the m a  
and several models based on probability theory 
w i t h  sinplfyirq EIssLmp3tiolls. For each 
probability answers and the inference model 
answers acmss the set of prcblems. 
presents the methodolcgy and saw? preliminary 
It was designed to solve sane pmblarrs 
inferencenethecanplteds,themeansquared 
difference between the lMxinamr €mtrcpy 
Ihe WCIN model was most accurate for cases in 
w h i c h  there was very little difference between 
the base rate (prior probability) of the 
conclusion and the curdtiandl probability of 
the conclusion when both pieces of evidence 
were false (or absent). For -le, the value 
of 9 .0004 in one such case and .0005 in 
anather. 
when there w a s  a large difference betwen the 
copldlusion base rate and the d t i &  
prubability of the conclusion when both pieces 
of evidmce were false. The Valw of g was 
.03, .09, .03, and .04 h f a x  such CaEjeS. 
meSe results are attributable to two features 
of the MYCIN model. Firs t ,  based on 
theoretical definitions, m a  ignores negative 
evidence. lhat is, i f  the qdated prubability 
for a piece of evidence is greater than the 
prior probability (base rate) for that 
evidence, m a  updates axdusion 
probabilities associated w i t h  the widence. 
Howwer, i f  the updated pmhbili ty for a piece 
of evidence is below the base rate, M Y a  
igruwes that information and condlusian 
prubabilities are not updated. The  other 
feahre cmcerns themethod wed to Ombine 
evidenoe for conjunctive (AND) rules. m.is 
method elpays attention to" d y  one of the 
pieces of evidence involved. As a 
of these features, m a  -ides acxxvilte 
answers when the inpact of ignoring negative 
widence is minimized, i.e., when the 
d t i o n a l  probability of the coxlusion is 
high given that the evidence is ahsent. 
The - of an uncertain infenm2enrylel 
CM be assessed by examining reasons for its 
worst pmfomance. In this light, W i s e  
capred the m a  model to a sinple 
probability model which assumes corditioml -. AcKss these tofne tshe  
studied, the ccp.ditiandL prcbability model was 
considerably more r d x s t  (laxyest 9 = .04) than 
the m a  model (largest 9 = .09). The MYCIN 
modelwasveryaccurateonsanenets,butvery 
inaccurate on &her nets. 
O F e n A n ,  e t a l .  
Perrin, vaughan, Yadrick, Holden, and mnpf 
(16) also studied the WCIN model. However, 
the inference nets- i n a  
somewhat differeolt way. In this study, only 
the sinplest sorts of nets were studied, i.e., 
those caprising two pieces of evidence and ane 
conclusion. 
h d l d b q  blocks of l aqe r  networks; inference 
Qnversely, m a  was most hccurate 
lhese networks are the basic 
inthesenets nxpiresbothevidenoecunb~ 
arrlpmpagation. I n t h i s s t u d y , m a n y n e t s k F e r e  
COSIStTUCtBd by rancEan sampling f m  the 
universe of three-node nets. In particular, 
200 nets were axpiled in which the pieces of 
evidence were irdependent and 200 were ampiled 
in which the pieces of evidence were  
statistically associated. pmblenrj were 
g-ted by independerrtly varying the qdaw 
evidence prubabilities over five values. since 
al l  nets had two evidence nodes, this created 
25 problew far each net. As in (13), each 
groblem was also solved usirq the minimrm 
Qpss-entrpw prchbility model, Next, each net 
was translated into  MY^ paramters using the 
theoretical definitions, and was solved using 
al l  three of mcI"s cunbinhg functions 
(cmjuctive, disjunctive, and 1. 
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Netwmlcs were classified accordirrg to whi& 
anbining functionpravidedthe l u A e s t  error 
for the network. The hcrmmtd function was 
t h e e  accurate for abcut 60% of the 
networks, the ccmjuctive functim was the mDst 
accurate for abcut 35%, and the disjuctive 
function was most aaalrate for the l E a d n h g  
5%. The mean absolute m r  acmss a l l  nets 
was abart .07, while the average maximu error 
per net was abalt .22. F\lrther analysis 
indicated that nuch of this error was due to 
m a l s  ignoring negative evidence. Fty only prcblems in Whi& m a  UFdated amClus1m 
prababilities, the mean error ac=ross p~&lems 
and nets was abcut .02, and the average maximu 
error W a s  abart .05. 
indicated that m a  error was qI=test in 
these prcblems when evidence base mtes were 
law and ev- usim associations were 
strong. ' I h e s e a t t r ~ & a r a c t e r i z e t h e  
difficult d & q ~ & . ~  'c*process; the results 
precisdy the situations for which qxrt 
systems are likely to be wst valuable. 
o Y a d r i c k ,  et al. 
Yadrick, Fwzin, v a m ,  Holden, & Kempf (17) 
studied the model used in the FRxpEcrTw system 
Imdelwasdevelop€dtoadtlmispeme.i~ 
pmblems with pmbability theory for expert 
system awlications. It was also intended to 
aFprmrimate pmbability calculations while 
being ccmptationally efficient and m3d~lar. 
while this model has received less attention 
thantheMyQNmodel, itandseveralvariants 
(e.g., AI/X) have also been inplemented in 
carmercially-available expert system shells. 
Y a d r i c k ,  et al. used the same inference net and 
mlem generation methods as -in, et dl. 
A l l  netmrks ccmhmed ' twoevidencenodesand 
me CCmclusion node. A tatdl of 400 networks 
were sampled whi& cmtaind independen t 
evidence and 400 nets were -led which 
contained associated evidence. *in, 25 
-leu6 were generated for ea& net and solved 
using maxinum entrcpy prpbabuity 
calculations. The problems were translated 
i n t o ~ ~ p a r a m e t e r s u s i n g t h e o r e t i c d L  
definitions and the problems were solved us* 
F R x m  omjunctive, disjunctive, and 
~ r u l e c m b i n i n g f m c t i o n s .  Foreach 
n e t , t h e m s m s q u a r e d e r r o r w a s ~ a n d  
the Ellitximerm error for a single problem was 
recorded. 
mnther andlysis 
that m a  will be least aaxrate in 
( 6 ) .  Li.ke the MYCIN model, the €R?XF'EEKR 
pLIDsPEClYXt error was quite large (often greater 
than .5) for many nets. Extmnely large errors 
were f aad  mainly for nets in w h i c h  the 
pmbability of the conclusion was high i f  one 
piece of evidence was true and one was false, 
but was rot as high i f  both pieces of eviderce 
were either true or false we concluded that 
the m- wdel is Aurclamentally incapable 
of handling these lloamte.rinixitivell nets, and 
excluded them fram futher analysis. RLis left 
66 h%pn3mt and 73 associated evidmce nets 
for additional miderat ion.  
rme- anbiningfuncthlwa6e 
aocurate for about 908 of the 3 x x d r h g  
-nets and abart 80% of the remkining 
associatednets. Iheaverallaverageerrmwas 
ahart .014 for nets and ahart .022 
for associated nets; overall maxirmm erlmr was 
abcut .055 for h%qen%& netsandabalt .083 
for associated nets. analysis 
indicated that error was greatest when the 
evidence is most strorqly associate with the 
conclusion. 
aqam3ed or mitigated by the values of 
mted evideme probabilities. ~n ammary, 
the pW3sPEmXt model was c p i t e  accurate for 
sane pmbl€a!S and rmtmrks, krt very inaaxmte 
for others aver awide range of new evi- 
probabilities. Liks ~ C I N ,  it to be 
least auanate in the typical situat~ms to 
Whi& it WDUld likely be applied. 
Moreover, the m r  can be 
me studies described above used published 
formal definitions to trarrslate between 
pmbability model parameters and ullcertainty 
wdel-. Ihehopewastodetermine 
the absolute &gree of error and pruvi.de a 
theoretical explanation for - of error 
-bY-uncertaurty ' mdds. Despite 
scme suocess in  this, practical applications of 
the findings are limited, precisely because w2 
u s e d f d u n c e r t a i n t y m o d e l ~  
definitions. lsLesetkQretl 'cdl definiticms 
have little rdevence to knowledge erqineers 
building real aqert Systems, because 
parameters are typically estimated by experts 
based co1 an intuitive rather than a f d  w. 'IhenthepEmm&xsart2 
lltunedn, or adjusted interactively by the 
exprts and know1-e sngineers to abtain the 
M3st accurate results on the data used for 
system developrent. T h e  relationship between 
parameters estimated in this way, the formdL 
definitions of the parameters, and pmbability 
theoryisnotclear. l?kumme,thetuning 
prooess may correct sane or al l  of the errors 
cbserved in the studies describedabwe. 
RLis tuning issue lead us to do two additicndl 
studies (18, 19). 'Ihe cbjective was to study 
t h e m r s m a d e b y -  a inferencemodels 
eqir ical ly  after their parameters have been 
tuned. Asbefore iianplenetworkswexe 
created, and problems were run by 
systematically varying mted evidence 
pmbabilities. prrblem solutions prcducd by 
llnaxhh inference lwxlels w3x-e carpared to the 
same mininarm cross-entmpy probability mm. 
?his time, however, the Imdel parameters were 
aptimized for each net (l~tuneP) so that the 
model's answers - as close to the 
pmbability answzs as passible, on the 
average. These solutions, therefore, "prese"t 
the best performance that cculd be a m &  by 
ea& model. 
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0 wise, et al. 
Rmr different inference methods wem examined 
by W i s e ,  Rrrin,  VauFplan, & Yadrick (18).. 
as before. 
regression model, given by the following 
equation: 
included the MYCIN and PEMSPECIOR models 
W e  also included a linear 
PI (C) = a + bl*P' (El) + b2*P1 (E2). ( 1) 
In this equation and below, P'(x) is the 
qdatedprabability for the event x, and a, bl, 
and b2 are ccastant paramem, which were 
qkimized. Linear models have received little 
attenticm fran artif icidl  m l i g m c e  
w, al- they have been used 
successfully to model a variety of human 
judgmnts (21). 
prwide a baseline against which to c a r p r e  the 
other models. 
Finally, a prcbability theory-based 
i n d m  model was also included. T h i s  
model is described by the following equation: 
included this model to 
P'(C) = P'(-El) * P'(-E2) * P(CI-E1&-E2) + 
P'(E1) * P'(-E2) * P(CIEl&-E2) + 
P' (-El) * P' (E2) -* P(CI-E1&E2) + 
P' (El) * P'(E2) * P(CIEl&E2). (2) 
'Ihe model reflects normal prabability 
calculakions under the asswq?tion that the 
pieces of evidence are independent. 
conditional probabilities are the model 
parameter optimization, this model is 
equivalent to a linear regresion model w i t h  an 
interaction term. 
A total of 109 , one-conclusion 
networks were sampled using procedures similar 
to those of (16) and (17). 
evidence, the updated probabilities varied over 
five values so that 25 prablerrs were run for 
each network. For each model, parameter values 
obtained which m h h i z e d ,  acrxss the 25 
!the four 
parameters '(which were optimized). After 
For each piece of 
pnblens, the sum of squared differences 
between the model so1Nion.s and the miniman 
cross-entropy answers. mis optimization was 
done using a deflected gradimt search 
algorithm (22) with appropriate precautions to 
avoid local minima and raund-off error 
prmblm. Table 11 summarizes the p e r f o m  
of the four models. 
'Ihe rain finding was that the 
parameters), FTUXPFCJDR (7 parameters), and 
linear (3 parame-) models performed equally 
w e l l  (for all practical prpces) , while the 
klepndence (4 parameters) model was 
significantly mre accurate (according to an 
ardysis of variance test). Furthermore, the 
e m =  for the MYCIN, PW)SpEcroR, and linear 
models were highly correlated (pearson 
product-mament coefficient >.95).  lmis shows 
(5 
INFERENC33 AVERA(;E 
!!Ema!m 
MYCIN ,048 
PwSsPEKXUR .047 
q. .048 
.006 
N-: lhistablewas 
HIQi L m  
H S E E m  
.152 .001 
.I48 .001 
-152 .001 
.036 ,000 
taken f m  (18). 
F W E  rOat nk?an squared error. 
Table11 'nmedParame~Ermrs 
that the models al l  performed w e l l  or poorly on 
the same prmblerns. They wem behaving dlmost 
identically for the networks studied here, 
dlthagh the linear model estimation 
of f e  parameters. A probablllty 
theory-based inaependence model performed 
better and rtquim3 fewzr parameters than MYCIN 
or PEZOSPECIOR. 
0 w i s e  
!the objective of this study (19) was to 
deterdm the degree to which errors of the 
sort shown i n  Table 1 can be attrikuted to 
assamption violations i n  the networks. l ke 
study included the ~ w ~ s m  model, the linear 
and nrarginal irdependence models (equations 1 
a n d 2 ) r a n d a m o d e l t h a t w a s l i n e a r o n  
lcgarithm of odds ratice (i.e., it substituted 
logs of odds ratios for probabilities in 
equation 1). 'Ihe generdl methodologYr 
inc1uTi.r~~ rretwork and problan generation and 
model parameter optimization, wem the same as 
(18). H e ,  h w - ,  all networks Were 
constructed to & the PEMSPECIOR model's 
conditional irdependence assamptions. Thus, 
a l l  
be due to the approximate u@ating functions. 
Table 111 sunnnarizes results for the 
conditional indepen3e.m~ networks. In this 
table, errors are e>rpressed in terms of a 
for PW~SPECTDR in  these netmrks-mst 
I"DENcE m -R ux;oDDs 
Mean .90 .52 -.36 
Standard- 
ized error .08 .35 .07 
This table SUrmMlrized f m  (X). N o t e :  
cell entries are &andanh 'zed error measure 
(see -1. 
Table 111 ~ r m r s  for Coxlitionally 
Irdeperdent Networks 
S- 'zed measure, wfiere 1.0 reflects no 
error and 0.0 reflects the same level of error 
as the linear model. 
measure indicate better performance than the 
linear model, and negative scores klicate 
worse pezi~rmance than the linear model. As 
positive scores on this 
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may be seen, the PRoGFECmR model perfom 
better than the linear model when networks 
meet the lDodel's assmptions. Hcmver, due to 
theu@ati lqpmc4am,themodels t i l l  
perfonus wrrrse than the modeland 
StillIEilCeSsubstantidl ermrs. 
DIsaussIopJ 
We think that these results have a rnrmber of 
inplicaticms for expert system anxkmction. 
First, it is clear that both the MYCIN and 
sane c' 
lltXk.rotherCirarmstances . Exactlywhichwdel 
and what parameter values are used make a 
potentially impartant difference in the overall 
accwacy of an expert system. It may not be 
possible to tune the system to prfonn with 
reliable aaxracy acmes a broad range of 
problent5, users, and solutions. In short, 
UnlerSaneCiramrstanCes one shauld probably 
notusetheMYCINor~PECXDRmodels. azis 
conclusion is impartant, since these models are 
mbe&led in many CQmnerCial shells and are 
widely used. 
nudels should be used uncritically, without 
investigations to de- appropriateness to 
the particular aFplication Wer consideration. 
models are suitably acarrate under 
, but can make large erroIs 
Irdeed, neither these nor other 
Secord, very sinple models may work well for 
many problems. 
hel las theMYCINarrdPRoGPECXDRmsdels ,anda  
pro$ability-based independence d e l  worked 
& better. 
developed to handle uncertainty in expert 
systems, but the elaborations add little to 
accuracy and are very sensitive to diffezences 
in, for -le, evi-lusion 
relatimships . 
All of the uncertain inference models made 
substarrtialerrorslltXk.rsanecirtunrstances. 
'Ibis suggests that for sane difficult 
applications, astan-built uncertain inference 
models may still be requird. 
builder shculd select or develop a m e t h d  that 
is neither too shple m r  too cxmplex for the 
application at hand. 
when an uncertain inference model is being 
considered, one need not focus entirely on the 
asunptions of the -1 and whether the 
asunptions are met in the application. 
have fand that sane models work well even when 
assumptions are not met (e.g., the 
probability-based independence model and the 
1- rrcdel) and that others may mrk poorly 
even if assunptions are met. We believe that 
r d m h - s s  is mre important than theoretical 
elegance in practical e x p r t  system building. 
Finally, we believe that the empir ica l  approach 
to evaluating uncertain inference model 
accuracy and the general methdology we have 
developed is useful. 
A shple 1- model workd as 
maborate models have been 
The system 
We 
?he firdings smmr ized  
abave have shed mw light OBI the perfonriame of 
such models, w h i c h  goes beycna themetl 'cal 
manwemd. C u r  stuhes have loaked at d y  a 
few models and mly at sinple networks. While 
it seems likely to us that mrs will tend to 
that other heurmc n-cdels will perf- poorly 
in~Ciramstances ,theseissueSshauldbe 
settled empirically. We are presently 
investigatiq these and other issues. 
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AUTONOMOUS CONTROL PROCEDURES FOR SHUTTLE 
RENDEZVOUS PROXIMITY OPERATIONS 
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ABSTRACT 
This paper presents the results of a study which 
uses fuzzy sets to  model a Space Shuttle pilot's 
reasoning and actions wh i le  per forming 
rendezvous proximity operation maneuvers. 
Use of conventional pilot models is limited since 
they often results in unrealistic overfirings and, 
therefore, excess fuel usage and unacceptable 
p lay load  c o n t a m i n a t i o n  a n d  p lume 
disturbances. In this model fuzzy sets are used 
t o  simulate smooth and continuous actions as 
would be expected from an experienced pilot 
and t o  simulate common sense reasoning in the 
decision process. The present model assumes 
visual information available to the Shuttle pilot 
from the  Shuttle Crew Optical Alignment 
Sighting (COAS) device and the overhead 
w i n d o w  and  rendezvous radar  sensor 
information available to  him from an onboard 
display. 
This model will be used in a f l ight analysis 
simulator t o  perform studies requiring a large 
number of runs, each of which currently needs 
an engineer in the loop to  supply the piloting 
decisions. A great deal of the engineer's time is 
required for this repetitious and somewhat 
boring function. This work has much broader 
implications in  control of robots such as the 
Flight Telerobotic Servicer, in automated pilot 
control and attitude control, and in advisory and 
evaluation functions that could be used for 
f l ight data monitoring or for testing of various 
rule sets in flight preparation. 
INTRODUCTION 
The manual phase of Space Shuttle rendezvous 
begins several nautical miles from the target 
when the crew starts maneuvering the Shuttle 
using visual and sensory information. This 
portion of rendezvous is referred t o  as terminal 
phase. 
Once terminal phase begins the crew can fly a 
number of scenarios, or paths, t o  approach the 
target. One sequence is illustrated in figure 1. 
The coordinate system is centered at the target, 
and has a v-bar axis tangential t o  the target's 
orbit and positive in i t s  direction of motion. The 
r-bar axis is perpendicular t o  the v-bar axis with 
the positive direction towards the center of the 
earth. The Shuttle flies to  the v-bar axis several 
hundred feet in front of the target. There the 
upward velocity is  nulled t o  zero, and the  
vehicle begins "closing" toward the target by 
decreasing i ts  velocity relative t o  the target's 
velocity so tha t  t h e  t w o  w i l l  eventual ly 
rendezvous. 
ET 
TARGET AT CENTER OF 
ROTATING LVLH REFERENCE 
FRAME 
1. TERMINAL PHASE 
2. VBAR APPROACH 
3. SEPARATION R 
figure 1 
One simulation available for these so called 
"p rox imi ty  ope ra t i ons "  i s  t h e  Shu t t l e  
Engineering Simulator (SES), a high fidelity 
simulation complete w i t h  cockpit.  It i s  
expensive to  operate, heavily scheduled and 
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must frequently be reserved for crew training. 
For certain engineering studies that do not 
recpire SES fidelity, a "desk top" simulator [1,2] 
implemented on an HP 9000 is adequate. A 
"pilot" controls the "vehicle" by input through 
a keyboard or, sometimes, a joystick. Decisions 
to  "fire jets" are made based on CRT graphical 
representations of the view through the Shuttle 
overhead window, the scenes from closed circuit 
television cameras mounted in the payload bay 
and the view through the Crew Optical 
Alinement Sight (COAS). Digital data on the 
CRT represents information provided the 
Shuttle crew through onboard CRT displays. 
Included in this data are rendezvous radar 
measurements of range and range rate, which 
are updated a t  the simulation integration rate. 
There are several motives for wanting t o  
program an automatic pilot that can "fly" this 
simulation. An automatic pilot that realistically 
represented human response could make it 
possible to  obtain many executions in a batch 
mode that presently require an engineer in the 
loop. If a number of executions are needed to 
obtain statistics on various parameters, such as 
f ue l  usage, contaminat ion,  or  plume 
impingement, a great deal of engineering time 
can be required. Run time could be reduced 
since creation of  the graphic output at  a 
realtime response rate could be eliminated. 
Further, once an engineer playing pilot has 
performed ten or so simulations of a proximity 
operations scenario, the effort of learning for 
that scenario is unrealistically high, which causes 
the results to  be overly optimistic. 
Existing automatic pilots for a batch-mode 
simulation were found to be almost as labor 
intensive as having an engineer in the loop. A 
given scenario might need to  be executed 
repeatedly and "tuned" to determine when and 
what thrusters should fire before the desired 
results can be obtained. This effort was 
necessary t o  avoid the overfirings tha t  
frequently resulted in excess fuel usage and 
unaccecptable payload contamination and 
plume disturbances due to the "crispness" of 
the commands in the logic coded to  do the 
piloting. 
The need then is to create decision making logic 
that results in the same common sense decisions 
a pilot would make. Since the pilot uses his 
experience combined with the imprecise visual 
and digital information available to  him, it 
appeared that fuzzy logic would provided a 
good basis for simulating his decision making. 
Furthermore, it was realized that this approach 
could be adapted to  a number of  areas of 
interest, such as development of translational 
and rotational digital autopilots, telerobotics, 
remote vehicle control, as well as ground or 
onboard advisory and evaluation functions. 
A low level study effort has been underway for 
several months. The results and status to  date 
are presented below. 
DESIGN AND IMPLEMENTATION 
Design and implementation of the p i l o t  
proceeded as follows. A set of rules of the kind 
observed and followed by Shuttle pilots flying a 
proximity operations scenario o f  the type 
illustrated in figure 1 was developed by 
observing and communicating with pilots of 
simulators used in  Shuttle t ra in ing and 
evaluation and testing at the Johnson Space 
Center. These rules were stated in natural 
language as they were related to  us by the 
various pilots. The rules deal with the Shuttle 
keeping both the desired vertical distance and 
the desired closing velocity with respect t o  the 
target. The visuals that were used in this study 
were restricted to the COAS and the overhead 
window, which are illustrated in figure 2, and 
the digital data display of range and range rate 
from the rendezvous radar. 
figure 2 
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Typical rules maintaining the desired vertical 
relationship are of the following form: 
If the target is located near the center of 
the field of view of the COAS , then no 
action is  needed to  raise or lower the 
shuttle. 
If the target is significantly above or below 
the center of the field of view of the COAS, 
then jets must be fired to lower or raise the 
shuttle. 
The following rule is used to  maintain the 
desired horizonal closing relationship: 
If the Shuttle is at a braking gate, e.g., 
1000 ft, 500 ft, 400 ft, ..., from the target, 
then the closing velocity should be 1 .O fps, 
.5 fps, .4fps, ... 
To implement these rules using fuzzy sets it was 
necessary to  examine more closely what was 
meant by phrases such as "near" the center and 
"significantly" above or below. These terms are 
definitely descriptors o f  sets wi th  fuzzy 
boundaries. 
It was decided to use the n and S functions as 
given in [3, 41 since they can easily be adjusted 
for different degrees of "fuzziness" by varying 
the parameters that define their width and 
shape. The equations of the n and S functions 
are given below. 
S(x,a,b,c) = 0 f o r x I  a 
= 2((x - a)/(c - a))**2 for a I x I b 
= 1 - Z((x - c)/(c - a))**2 forb I x 5 c 
= 1  forx 2 c 
n (x,b,c) = S(x, c - b, c - b/2, c) for x 5 c 
= 1 - S(x, c, c + b/2, c + b) for x 2 c 
(x; a, b. c 1 P 
0 a b C X 
a - b  a + b  x 
b 
figure 3 
As can be seen, one can effect a rapid or slow 
transisition from complete membership t o  
complete non-membership by altering the 
parameters a, b, and c or b and c for the S or n 
function respectively. For example, the graphs 
of the 5 and n functions used f o r  t he  
maintainance of vertical position are given in 
figure 4. These functions allow flexibility in 
simulating different style pilots, for example, 
those who attempt to  keep the target very close 
to the center of the field of view at all times, 
those who are more relaxed and are concerned 
mostly with keeping the target in view and 
using orbital mechanic effects t o  the i r  
advantage, and any type of pilot between these 
extremes. 
Graphs of the general S and n functions are 
given in figure 3. 
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TARGET 
VERTKAL ANGLE 
figure 4 
The functions are used as follows. Fuzzy sets 
were defined for "somewhat greater than", 
"somewhat less than", and "approximately 
equal to" the desired closing rate. They were 
also defined for "high", "low", and "near the 
center" in the field of view. Approximately 
every twenty seconds, a time interval considered 
sufficient for a pilot to deal with the visual and 
displayed noisy range and range rate 
information, the fuzzy sets were evaluated and 
the maximum value recorded for each set of 
three functions corresponding respectively to  
closing rate and location in the field of view. 
Indices identifying the fuzzy function with the 
larger value for each set were recorded. If both 
indices corresponds to  the no change fuzzy 
functions then no action is taken, if exactly one 
indicates n o  change then  the  act ion 
corresponding to  the other maximum value is 
taken, and if both indicate action should be 
taken then the action corresponding to  the 
larger of the two is taken. 
The action to  be taken, which is  a certain 
number of jet firings, is determined as follows. 
The velocity change required to  effect a vertical 
position change or to  increase or decrease the 
closing rate is divided by the proper setting of 
the digital autopilot (DAP). The DAP has two 
settings that are preloaded with values that 
control the magnitude of the jet firings. Typical 
values are 0.02 and 0.05 which translates into 
0.02 or 0.05 feet per second change in velocity 
per pulse depending on which value has been 
selected. The nominal DAP setting is the larger 
of the two and is the proper setting if it is  
smaller than the required velocity change. If this 
setting exceeds the required velocity change 
then the proper setting is the smaller value. The 
selected number, which could be considered the 
appropriate number of pulses under ideal 
conditions, is then weighted by multiplying by 
the fuzzy set evaluation that has been saved. 
This is the number of pulses that is commanded 
to the jets in the required direction. 
To illustrate the number of pulses computation 
consider figure 5. 
figure 5 
In this case the target is high in the field of view. 
By using the shuttle-target range the angle A 
can be used to compute s, the distance below 
the target. Using the equation Ah = .56 Av, 
which relates Ah in nautical miles to  Av in feet 
per second one can estimate the required Av to  
move the shuttle up to the v-bar. This estimate 
of Av is adjusted according to  whether the 
shuttle is currently moving up or down relative 
the target. This Av can then be converted into 
an "ideal" number of pulses by dividing by the 
DAP setting, d. If f(A) is the evaluation of the 
fuzzy function- corresponding to target high in 
the field of view then the number of pulses to  
be applied is given by 
N = (Av/d)*f(A) 
Closing rate control is easier in theory since one 
only has to difference actual closing rate and 
desired closing rate and divide by the DAP 
setting. In practice however it is considerably 
harder since range rate obtained from the radar 
is corrupted by noise and bias which at close 
ranges can be on the order of magnitude of the 
closing rates that need to  be maintained. This 
problem, which is essentially one of modeling a 
human method of visually monitoring a stream 
of data and extracting the center of the data, is 
currently being considered. Some initial efforts 
look promising but have not  been tested 
sufficiently at this time. 
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RESULTS 
9 
The automatic pilot can presently perform a 
terminal phase approach to  the v-bar and a 
closing approach along the v-bar and maintain 
the desired line of sight and closing rates in a 
manner that compares reasonably well to the 
response of a "nominal" pilot. A "nominal" 
pilot is considered one that performs maneuvers 
in a manner recognized as appropriate in flight 
planning material. "Nominal" means the pilot 
does not allow the Shuttle's position and 
velocity to  deviate greatly from the planned 
scena ri 0. 
The fo l l ow ing  table shows propel lant  
consumption data tabulated from flying five 
dispersed proximity operation profiles of the 
type illustrated in figure 1. Both manually 
controlled and automated pilot controlled are 
given and it can be seen that the automated 
pilot controller compares favorably to  the 
manually flown profile. It is a t  least within ten 
percent for each case. Dispersed means that the 
beginning states are randomly selected and that 
the noise and bias in the rendezvous radar are 
randomly varied within radar specification 
limitations. 
11 
ORBITER RCS PROPELLANT CONSUMPTION 
ORBITER V-BAR APPROACH 
FROM SO0 TO 60 FT 
FLIGHT PROFILE SCENARIOS 
MIL - MAN - IN - A -LOOP 
**PROPELLANT 
CONSUMPTION 
TOTAL (LBS) 
101.0 (MIL) APPROACH 
DESPERSED CASE 1 
I 107.0 I (MIL) APPROACH I DESPERSED CASE 2 
126.0 (MIL) APPROACH 
DESPERSED CASE 3 
119.0 
DESPERSED V S E  4 
I I 116.0 (MIL) APPR~ACH DESPERSED CASE 5 I 
110.0 AUTO -PILOT APPROACH 
DESPERSED CASE 1 I 
I 115.0 AUTO ~ PILOT APPROACH DESPERSED CASE 2 I 
120.0 AUTO ~ PILOT APPROACH 
DESPERSED CASE 3 
127.0 
DESPERSED CASE 4 
122.0 AUTO - PILOT APPROACH 
DESPERSED CASE 5 
** PROPELLANT NUMBERS ARE NOT A 
STATISTICAL MEAN BUT ARE REPRESENTATIVE 
OF THE NUMBER OF FLIGHT PROFILES FLOWN 
Figure 6 illustrates a typical man-in-the-loop 
trajectory as contrasted with a profile generated 
by the automated pi lot.  Note that  the 
trajectories are similar for the two cases.. 
TYPICAL V-BAR APPROACH TRAJECTORY EXAMPLE 
MAN -IN -THE - LOOP(M1L) VS. AUTOMATED PILOT 
L 100 X ( F l T )  
AUTOMATED PILOT r -loo 
X I F T )  
figure 6 
L 100 
STATUS AND CONCLUSIONS 
The preliminary results of an automatic pilot 
for a low-fidelity Shuttle proximity operations 
simulator that maneuvers based on fuzzy 
decision functions indicate the goals of  the 
study is achieveable. That is, it appears to  be 
possible t o  simulate the common sense 
reasoning of a pilot using f u z z y  decision 
functions to  express rules obtained from 
experienced pilots. 
A great deal of work must be completed to  
recognize the full potential of the concept, 
however. First, we realize improvements can be 
nade to the existing rules. These improvements 
Jvill give more versatility to the reasoning and 
will incorporate additional fuzzy decision 
functions. An example is to give more emphasis 
to the vertical rate of the Shuttle to  decide if the 
Shuttle needs to  be raised or lowered. The 
present version does not deal with out-of-plane 
errors. In addition there are many more 
scenarios to address. 
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For expediency, the automatic p i lo t  was 
implemented in Fortran, but it is apparent that a 
rule based expert system shell would provide a 
better implementation language and a 
conversion will be made assoon as possible. 
While the parameters chosen for the curves used 
in the fuzzy functions result in appropriate 
decisions for a wide range of input for a given 
scenario, it may be desireable to  allow the user 
to  determine the piloting characteristics he 
would like simulated, and have the software 
select the parameters based on this description. 
For example, does the pilot respond quickly to 
deviations from the desired path, or does he 
allow errors larger than considered "average" 
to  accumulate before he reacts. Results indicate 
a method could be devised to accomplish this. 
As the approach i s  extended t o  other 
applications, or possibly to  speed up use of the 
present application, it is realized that a fuzzy 
function chip could be used to  offload a great 
deal o f  the computation. This would be 
especially appropriate to  study the application 
of the concept to  realtime rotational and 
translational digital autopilots. 
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ABSTRACT 
In recent years there has been 
increasing interest in applying the 
computer-based problem-solving 
techniques of Artificial Intelligence 
(AI) , Operations Research (OR) , and 
Decision Support Systems (DSS) to 
analyze extremely complex problems. The 
purpose of this paper is to develop a 
conceptual framework for successfully 
integrating these three techniques. 
First, the fields of AI, OR, and DSS are 
defined and the relationships among the 
three fields are explored. Next, a 
comprehensive adaptive design 
methodology for AI and OR modeling 
within the context of a DSS is 
described. The paper concludes with 
four major observations: (1) The 
solution of extremely complex knowledge 
problems with ill-defined, changing 
requirements can benefit greatly from 
the use of the adaptive design process, 
(2) the field of DSS provides the focus 
on the decision making process essential 
for tailoring solutions to these complex 
problems, (3) the characteristics of AI, 
OR, and DSS tools appears to be 
converging rapidly, (4) there is a 
growing need for an interdisciplinary 
AI/OR/DSS education. 
INTRODUCTION 
In recent years there has been 
increasing interest in applying the 
computer-based problem-solving 
techniques of Artificial Intelligence 
(AI) , Operations Research (OR) , and 
Decision Support Systems (DSS) to 
analyze extremely complex problems. The 
purpose of this paper is to develop a 
conceptual framework for successfully 
integrating these three techniques. 
First, the fields of AI, OR, and DSS are 
defined and the relationships among the 
three fields are explored. Next, a 
comprehensive adaptive design 
methodology for AI and OR modeling 
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within the context of a DSS is 
described. Finally, the paper presents 
four major observations about the use of 
AI, OR, and DSS techniques to analyze 
the increasingly complex problems of the 
future. 
AI, OR, AND DSS 
This section briefly characterizes the 
fields of AI, OR, and DSS and examines- 
their fundamental similarities and 
differences. 
AI can be defined as "the study of ideas 
which enable computers to do things that 
make people seem intelligent." 113 AI 
means different things to different 
people. Natural language processing, 
robotics, and expert systems are the 
three major areas of AI. For the kinds 
of problems addressed in this paper 
expert systems (ES) are most applicable. 
An expert system is "an intelligent 
computer program that uses knowledge and 
inference procedures to solve problems 
that are difficult enough to require 
significant human expertise for their 
solution.*l [ z ]  
Expert systems attempt to capture highly 
specialized human expertise in limited 
problem domains. Unlike conventional 
computer programs, ES separate the 
deduction mechanism (inference engine) 
from the knowledge base, which contains 
both the facts and rules. ES also 
provide a friendly user interface as 
well as the capability to explain their 
reasoning and recommendations. ES can 
be viewed as a special class of models 
which assist with a variety of tasks 
including interpretation, prediction, 
diagnosis, design, planning, monitoring, 
debugging, repair, instruction, and 
control. [3] 
OR can be defined as "the application of 
the methods of science to complex 
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problems arising in the direction and 
management of large systems of men, 
machines, materials and money in 
industry, business, overnment, and 
defence. The distinctive approach is to 
develop a scientific model of the 
system, incorporating measurement of 
factors such as chance and risk, with 
which to predict and compare the 
outcomes of alternative decisions, 
strategies or controls.n [4] 
Operations research analysts 
traditionally use a wide range of 
mathematical models to help solve 
problems including mathematical 
programming, stochastic, simulation, and 
network models. For large problems the 
analyst traditionally works with a model 
providing input to the model and 
analyzing the resulting output. 
DSS can be viewed as a evolutionary 
advancement beyond Electronic Data 
Processing (EDP) and Management 
Information Systems (MIS). EDP focuses 
on the generation, storage, processing, 
and flow of data at the operational 
level within the organization. MIS 
places its emphasis on the information 
flow of middle management. The key idea 
behind DSSs is their focus on supporting 
the decision process. The DSS builder 
views a DSS as consisting of three major 
components--a data base, a model base 
and a dialogue component which 
integrates the other two components and 
the user. 
COMPARISON OF COMPUTER-BASED PROBLEM 
SOLVING APPROACHES 
This section compares the relationship 
of the various computer-based problem 
solving approaches with the decision 
maker (summarized in Figure 1). 
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Figure 1 Summary Comparison of Computer- 
based Problem Solving Approaches 
Unlike the other approaches, DSS is 
usually applied to relatively 
unstructured or underspecified problems 
where it is not easy to directly model 
the values of the decision maker using 
an objective or value function. 
Instead, the decision maker's values are 
incorporated into the problem solution 
through the choices that the decision 
maker selects during operation of the 
DSS. Therefore, in the early Stages of 
a DSS evolution, the system will likely 
take on a strong data base orientation. 
EDP and MIS focus on efficiency, that 
is, accomplishing a specific task, such 
as processing a financial transaction, 
with a minimum amount of resources. 
Efficiency is an input-output measure. 
OR ha$ a dual focus--allocating scarce 
resources efficiently and providing 
insight to the decision maker. DSS and 
ES provide the decision maker with new 
capabilities. The novice can use an ES 
to extend his capabilities. Experience 
has shown that because of the 
flexibility of a DSS a user often 
discovers that he can solve problems 
that he had never considered before or 
that could not be solved using other 
solution techniques. 
The newer DSS and ES technologies allow 
the decision maker to interact directly 
with the system rather than relying on 
intermediaries such as a programmer or 
an operations research analyst. 
Particularly noteworthy is the 
capability of ES to make recommendations 
as well as furnish the decision maker 
with logical explanations to support 
these recommendations. This unique 
capability increases the credibility of 
the solutions generated. 
The development approach taken by DSS 
and ES is significantly different from 
those of EDP, MIS, and OR. Both the 
adaptive design and rapid prototyping 
approaches involve initiaJly selecting a 
small but significant problem. The 
design, development, and test phases are 
compressed into a few weeks and 
performed iteratively for a few months 
until a relatively stable system has 
emerged. Experience has shown that user 
requirements constantly change and, in 
reality, the system continues evolving 
until its retirement. The DSS adaptive 
design approach assumes that there 
exists an organizational commitment to 
field the system whereas it is not 
unusual to develop a 'throwaway' ES to 
demonstrate the feasibility of an ES 
technology. 
ADAPTIVE DESIGN METHODOLOGY FOR AI AND 
OR MODELING IN DSS 
This section describes our adaptive 
design methodology for AI and OR 
modeling in DSS. As mentioned earlier, 
a DSS has three components: the models, 
the data, and the dialogue (i.e., man 
machine interface). The. three 
components can best be thought of as the 
three legs of a stool. Like the stool, 
the DSS can not withstand an ineffective 
leg. 
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The interrelationships of the three DSS 
components are shown in Figure 2. The 
role of OR/= in DSS is well understood: 
however, the AI aspects require 
additional explanation. First, AI 
emphasizes new types of data (i.e., 
knowledge) and offers new knowledge 
semantic nets, frames, scripts, and 
rules. Second, AI offers new type of 
models, e.g., the cognitive models of 
human thought operationalized in an 
inference engine, for reasoning with the 
knowledge representation schemes. 
Third, AI shells and programming 
environments provide models for 
knowledge representation and MMI 
facilities. 
representation approaches, e.g. I 
7 [System Development )4 
I 
Figure 2. Decision Support System 
Not all problems require a computer- 
based DSS using AI and OR techniques. 
Our experience has shown that the types 
of problem domains that require our 
approach (the cross-hatched area in the 
center of Figure 2) are complex, dynamic 
problem domains where specialized 
(procedural or heuristic) knowledge 
significantly improves the quality of 
recurring decisions. In these domains 
there may be many decision-makers. 
The steps in our adaptive design 
methodology are summarized in Figure 3. 
These concepts have been developed and 
used by over 15 of our thesis students 
at AFIT over the past two years. We 
will focus on the first five steps, 
Components 
since these are unique to our approach. 
It is important to understand that our 
methodology is highly iterative: the 
results of any step may require redoing 
portions of one or more of the previous 
steps. 
1 Decision Process Analy 
2 
3 I Output-Driven Requirements ~ Analysisb 
4 
5 I Tool/Programming 
+ Kernels People 
.) Objectives Solution Quality 
I Current Task Performance Analysd- 
Requirements Matrix 
Environment 
6 
Figure 3. Adaptive Design Methodology 
for AI and OR Modeling in DSS 
The first step in the process is the 
analyis of the decision process. This 
step is the most crucial in the entire 
methodology: fundamental errors in 
understanding of the decision process 
can easily result in solving the wrong 
problem. The most useful concepts have 
come from the DSS literature. 
The major objective of the decision 
process analysis step is the 
identification of the kernel problems. 
We recommend focusing on the user's 
perspective and perf onning a 
technologically- unconstrained analysis 
of the decision process. A very useful 
technique is the concept map: a free- 
wheeling network, similar to a semantic 
net, that aids the analyst in capturing 
the major concepts and the cognitive 
processes of key decision-makers [ 5 ] .  
As an example, Figure 4 provides a 
concept map for determining the intent 
of an ICBM attack on the US [ 6 ] .  Two 
additional components, the feature chart 
[7] and storyboarding [ a ] ,  have also 
been used to capture the user's 
requirements using state-of-the-art 
graphics packages. This step concludes 
with the selection of the kernel 
problems in the decision process. The 
five kernals identified in Figure 4 are 
diplomatic, political, indications & 
warning, military, and economic. 
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Figure 4. Concept Map 
The second step in the methodology is 
the analysis of the current task 
performance for each of the kernel 
problems. We focus on the individuals 
involved, the objectives of each 
individual, and the desired quality of 
the solution. Figure 5 displays a 
matrix framework we have found useful. 
Tasks requiring an optimal solution 
suggest an OR model. Tasks where 
specialized knowledge is useful and a 
satisfactory solution is acceptable are 
candidates for AI techniques. 
Unstructured tasks with dynamic 
ob j ectives are candidates for 
conventional data base query techniques. 
Finally, tasks with no feasible 
solutions are candidates for an OR 
analysis. 
SENIOR I MAKER I EXPERT(S)  I USER M*N*GER(SlI DtCiSiON I 
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Figure 5. STEP 2: Current Task 
Performance Analysis 
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The third step in our adaptive design 
methodology is an output driven 
requirements analysis. The development 
of information systems requirements has 
been a major problem for MIS and DSS 
designers [ 9 ] .  users are unable to 
initially specify a complete set of the 
system requirements. Knowledge 
engineering focuses on capturing the 
knowledge of the experts but does not 
offer fundamentally new techniques for 
capturing system requirements. Like 
DSS, knowledge engineering makes 
extensive use of prototype knowledge 
systems to demonstrate the usefulness of 
AI in a problem domain. Our adaptive 
design approach synergistically combines 
AI and DSS concepts to use prototyping 
to capture the critical system 
requirements and provide a framework for 
the management of the adaptive design 
effort by focusing the prototype 
designer’s efforts on the system 
requirements of the operational DSS.  
Figure 6 provides our framework. for 
recording DSS system requirements. This 
framework is used throughout the 
adaptive design effort. The current 
method column comes from the previous 
step. The second column identifies the 
requirements that the current prototype 
can successfully accomplish. The third 
column is only used when the goal of the 
design effort is to develop a prototype 
to establish the feasibility of an 
operational DSS. The fourth column 
identifies the desired requirements for 
an operational system. For the reason$ 
discussed above, all four columns are 
iteratively developed during the 
adaptive design process. 
Figure 6. STEP 3: Desired Output 
Driven Requirements Analysis 
The left hand side of the matrix in 
Figure 6 identifies the types of 
knowledge or data the user would like 
displayed. We have found it useful to 
use storyboards to capture the users 
output requirements for each task. Many 
times we want our AI models to provide 
recommendations and explanations based 
on specialized knowledge in the DSS. 
The processes are the tasks analyzed in 
the previous step. In order for the 
processes to result in the desired 
outputs, static and dynamic inputs are 
required. The static inputs are the 
data and knowledge resident in the DSS. 
The dynamic inputs are provided 
interactively by the user or 
automatically by interfacing systems 
while the DSS is in use. Several AFIT 
thesis have successfully used this 
framework [10,11]. 
Step 4 in our methodology is the 
task/methods matching. Figure 7 
provides an example of adaptive design 
step for a three task scheduling 
problem. Seven possible solution 
methodologies (paths) are identified. 
Three are pure paths: path 1 is 
knowledge engineering, path 3 is OR, and 
path 6 is data base browsing. The other 
four are mixed methodologies. 
ALTERNATIVE METHODS 
Figure 7. STEP 4: Task/Methods 
Step 5 is the analysis of the prototype 
tool/programming environments. Figure 8 
provides a conceptual example for path 4 
of the problem described in the previous 
paragraph. Three alternative approaches 
are identified. Again, each of these 
approaches can be evaluated against 
specific criteria and the selected 
approach can be implemented by the DSS 
designer. Two important trends are 
worth noting in this step. First, many 
AI to-ols increasingly allow the 
programmer to 'interface with database 
programs and conventional languages. 
Second, many conventional hardware and 
software vendor8 are seeking ways to 
incorporate AI programs. 
Matching 
Figure 8. STEP 5: Prototype Tool/Pro- 
gramming Environment Select- 
ion 
Once these steps are completed Step 6 
(system design) and Step 7 (system 
development) proceed as in the mormal 
development of a conventional DSS. If 
AI techniques have been used, Step 8 
(system test and evaluation) may require 
AI test and evaluation techniques, 
e.g., the cases method. 
OBSERVATIONS 
Finally, we make four observations about 
the use of AI, OR and DSS techniques to 
analyze complex decision problems. 
First, most complex, dynamic problem 
domains require the adaptive design 
process to capture the system 
requirements and demonstrate the 
usefulness of a computer-based decison 
aid. Second, DSS provides the most 
useful techniques for the crucial 
decision process analysis step in our 
adaptive design process. Third, 
AI/OR/DSS tools appear to be converging. 
Finally, the effective use of the 
adaptive design process described 
requires an interdisiplinary education 
in AI, OR, and DSS. 
SUMMARY 
This paper developed a conceptual 
framework for integrating AI, OR, and 
DSS techniques. First, the fields of 
AI, OR, and DSS were defined and 
compared. Next, a comprehensive 
adaptive design methodology for AI and 
OR modeling within the context of a DSS 
was described. Finally, the paper 
presented four major observations about 
the use of AI, OR, and DSS techniques to 
analyze the increasingly complex 
problems of the future. 
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ABSTRACT 2. INITIALIZATION 
T h e  A r t i f i c i a l  I n t e l l i g e n c e  Sec t ion  of 
t h e  Mission Planning and Analysis D i v i -  
s i o n  of t h e  Johnson Space Center has de- 
veloped a p ro to type  of an expe r t  s y s t e m  
f o r  r o b o t i c  planning. A robot is given a 
h i g h - l e v e l  g o a l  t o  perform an a c t i o n  
(i.e. s w a p ,  a d j u s t ,  o r  stow) on a compo- 
nent  u n i t  of  an o b j e c t  such as a s a t e l -  
l i t e  and t h e  Robotic Planner Expert Sys- 
t e m  (RPLANES) g e n e r a t e s  t h e  necessa ry  
g a a l s  f o r  a r m  a c t i o n s .  RPLANES i s  de- 
s i g n e d  u s i n g  t h e  I n f e r e n c e  Corpora- 
t i o n  Automated Reasoning Tool (ART) de- 
velopment t o o l .  I t  resides on a SYMBOL- 
I C s  3670. This paper  describes RPLANES 
and i ts  evolution. 
1. INTRODUCTION 
Robotic technology is  an a n t i c i p a t e d  es- 
s e n t i a l  du r ing  t h e  Space S t a t i o n  opera- 
t i o n a l  era. Robots w i l l  be given high- 
l e v e l  g o a l s  t o  perform t h a t  w i l l  be ac- 
complished by e x e c u t i n g  a series of  
lower- level  g o a l s .  These lower- level  
g o a l s  and t h e  o r d e r  of performance are 
derived by a planner  expert  system. T h e  
i n i t i a l  development e f f o r t  f o r  the  proto- 
type detailed i n  t h i s  paper i s  a t t r i b u t e d  
t o  t h e  Sequence Automation Research Group 
of t he  Jet Propuls ion Laboratory of t h e  
C a l i f o r n i a  I n s t i t u t e  of  Technology. The 
f o r t y - e i g h t  r u l e s  e x p e r t  system had a 
l imi ted  c a p a b i l i t y  of planning t h e  two 
arm a c t i o n s  of a robot  t o  swap a compo- 
nent u n i t  from a simple s a t e l l i t e  s t r u c -  
t u r e  (Figure 1) by dismantling a l l  compo- 
nents  of t h e  s t r u c t u r e .  Enhancement of  
t h i s  expe r t  system has evolved t o  eighty- 
two r u l e s  t o :  
a. Performing a swap, a d j u s t ,  o r  stow 
goal.  
b. Dismantl ing on ly  t h o s e  component 
u n i t s  r equ i r ed  t o  reach t h e  t a r g e t  
component. 
c. Defining a more complex s a t e l l i t e  
s t r u c t u r e  (Figure 2). 
2.1 Define The Architectural 
Structure Of The Serviceable 
Object 
Using t h e  Inference Corporation Automated 
Reasoning Tool (ART) concept of schemata, 
t h e  a r c h i t e c t u r a l  s t r u c t u r e  of t h e  ser- 
v i c e a b l e  o b j e c t  is defined.  T h e  rela- 
t i o n s  "comes-before" and i t s  i n v e r s e  
"comes-after" are defined and employed t o  
de f ine  t h e  a r c h i t e c t u r a l  i n t e g r i t y  of a l l  
components within t h e  s t r u c t u r e .  Figure 
2 i s  a diagram of t h e  Laser Bat t les ta-  
t i o n  used i n  t h i s  prototype and Figure.3 
d e t a i l s  t h e  d e f i n i t i o n s  of  t h e  "doorl"  
a r ch i t ec tu re  using schemata. 
2.2 Define The Serviceable Component 
Units 
Each serviceable component u n i t  of  t h e  
o b j e c t  is def ined  w i t h  a c o l l e c t i o n  of  
a t t r i b u t e  s l o t s  (Figure 4 ) .  Spec i f i c  ac- 
t i o n s  t ha t  can be performed on the compo- 
nent  and the  a c t i o n  by t h e  robot i s  de- 
f ined.  In  addi t ion t o  def ining the  compo- 
nen t  u n i t s  of  the o b j e c t ,  replacement 
u n i t s  used i n  a swap ac t ion  are de f ined  
having a cu r ren t  l oca t ion  of a "tool-box" 
o r  "storage-bin" (Figure 5 ) .  
2.3 Define The Initial State Of The 
Robot 
The i n i t i a l  s ta te  of the  robot i s  def ined 
u s i n g  schemata and a t t r i b u t e  s l o t s  
(Figure 6). The l e f t  and r i g h t  arms are 
s t a t u s e d  "free" and the  l e f t  and r i g h t  
arms a r e  de f ined  as empty by  a s s i g n i n g  
t o o l  va lues  of  "nul l - tool- l ' l  and "nu l l -  
tool-2" t o  each arm respect ively.  
2.4 Define The Action Scripts 
An a c t i o n  on a component u n i t  can be de- 
scribed as a sequence of  sub -ac t ions .  
For example a swap a c t i o n  of a component 
u n i t  involves: 
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a. 
b. 
d. 
e. 
C. 
Rendezvousing with the component 
unit to be swapped. 
Removing the component unit. 
Stowing the component unit. 
Unstowing the replacement component 
unit. 
Replacing with the new component 
unit. 
If a node is used to represent each sub- 
action, this sequence of nodes represents 
the action script. Each node in the 
script and its order within the script is 
defined using schemata and attribute 
slots (Figure 7 ) .  
3. USER INTERFACE 
RPLANES employs mouse and menus for user 
interface (Figure 8 ) .  The serviceable 
object definition, type of action to per- 
form, and the component unit (s) involved, 
are defined by the user. Any conflicts 
in these selections are determined by the 
expert system and redefinition is re- 
quired. 
4. GENERATING TEE SUB-GOALS 
4.1 Logically Dismantle The Required 
Component Units 
Based upon the architectural structure of 
the object defined during initialization, 
all serviceable component units that 
"comes-before" the target component unit 
nust be dismantled. A node representing 
each component unit along with attribute 
slots are placed in a knowledge base. 
4.2 Retrieve The Action Script . 
Following the logical dismantling of the 
necessary component units, the specified 
action script is retrieved. A node and 
attribute slots representing the sequence 
of steps in the specified action script 
are placed in the knowledge base. A 
"comes-after" relationship attribute is 
associated with this set of nodes to de- 
note the order of the action on the tar- 
get component unit with respect to the 
dismantling of preceding units. 
4.3 Logically Reassemble The 
Required Component Units 
Once the action script has been logically 
performed on the target component unit, 
the object must be reassembled. Nodes 
representing each unit and the attribute 
slots detailing each node are also placed 
in the knowledge base. Reassembling the 
component units is performed in reverse 
with respect to dismantling. 
4.4 Determine The Robot's Arm 
Actions 
RPLANES assumes the robot has two arms 
that can work in parallel and/or seri- 
ally. Progressing through the ordered 
nodes constructed in the knowledge base, 
the specific arm to be used by the robot, 
the tool required, and the component unit 
to service is determined. 
5. OUTPUT 
Using the nodes of attribute slots gener- 
ated in the 'knowledge base above, the 
robot primitives (commands) are gener- 
ated. The output is displayed to CRT 
(Figure 9). 
6. CONCLUSION 
Development of this prototype demon- 
strates the planner expert system func- 
tional capabilities. Applications em- 
ploying graphics and hardware with the 
capability to input and execute these 
generated primitives are potential exten- 
sions. 
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FIGURE - 1 SIMPLE SATELLITE 
111 
(de?scb.u laser-doorl-partel .. 
(strrcture-type laser-station) 
(part-type scr.rl) 
(COm*S-be?OFe lasmrdoorl-parti) 
(instence-o? part-Iter)) 
(structure-type laser-station) 
(part-type scr..U) 
(COI*S-befo~* laser-doorl-parti) 
(instance-of part-iter)) 
(structure-type laser-station) 
(part-type doorl) 
(CMOS-before laser-doorl-partz) 
(Instance-of part-stem)) 
(structure-type laser-station) 
(Pwt-type blanket) 
(Comes-before laserdoorl-parts) 
(Coms-be?ore lasmr-doorl-part4) 
(cM*s-befo+* laser-domrl-parts) 
(instance-of part-iter)) 
(defsch.u laser-door1-partbI .. 
(defsch- laser-doorl-part1 .. 
(deCscb.u Iaser-doorl-part9 .* 
(defsch.u laser-doorl-partJ .. 
(structure-type laser-station) 
(part-type radar-antenna-cable) 
(comes-before laserdoorl-part4) 
(CoWs-beCOVe laser-doorl-partb) 
(comes-before laserdoorl-part7) 
(comes-before lasmr-doorl-parts) 
(instmce-of part-iter)) 
(dafsclH. laser-doorl-part4 .* 
(structure-tqpe laser-station) 
(part-type radar-porer-cable) 
(comes-belore Iaser-doorl-~art.6) 
(corms-before laser-doorl-partE) 
(cores-before laser-doorl-part9) 
( Instanc .-of part-i tar I 1 
WoRl 
4defscL.u laser-doorl-part5 
(~tru~tur~-tqpe laser-station) 
(part-type radar-rt-cable) 
(comes-before laser-doorl-part4) 
(COr*S-befOVe laser-doorl-partb) 
(comes-before laser-doorl-parte) 
(instance-of part-iter) ). 
(structure-type laser-station) 
(~8rt-tupe r a d a r i e c e i v e r t r a n s r i t t e r l  
(Comes-before laser-doorl-parte) 
(cores-after laser-doorl-partz) 
(instance-of part-item)) 
(defschmu laser-doorl-part7 
(structure-type laser-station) 
(part-type radar-antenna) 
(c~es-a?ter laserdoorl-p~rtb) 
(comas-after 1aswr-doorl-partS~ 
(instance-of part-item)) 
'defscheu laser-doorl-parte 
(structure-tup. laser-station) 
(part-typa cOI.creceivertrans-itter) 
(cores-after laser-doorl-part6) 
(instance-ot part-iter)) 
(structure-type laser-station) 
(part-type coam-~nt~nna-cable) 
(Cores-before laser-doorl-parte) 
(Cores-be?ore laser-doorl-partlo) 
(instance-of part-iter)) 
(defsch.u laser-doorl-part10 .. 
(structure-type laser-station) 
(part-tups corcantenna) 
(cores-after laser-doorl-parte) 
(instance-o? part-iter)) 
(defScbDN laser-doorl-part6 .. 
(4wfsch.u laser-doorl-p8rt9 .- 
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(4efsch.u nerceble .. 
(fuilm cable) 
(first-ckoice-arm left-arm) 
(second-choice-arm right-arm) 
(.*tu. attached) 
(current-location toolbox) 
(actions-by-this-object-slot (slot-hormy multiP1eralues) 
(replace pluB-in) 
(remove slide-out) 
(stor fold) 
(unstor slide-out) 1 
(state-or-location-efter-action-slot (slot-hm-aany multiple-values) 
(r*plaCe d e i i  i te) 
< remove sate11 i tm ) 
(stor tool-box) 
(unstou f reespace) )  
(tool Islot-borreny multipleralues) null-tool-1 null-tool-211 
FIGURE - 5 REPLACEXENT UNITS DEFINITION 
(defsckmma door1 
(family door) 
(first-choice-arm right-arm) 
(second-choice-arm left-arm) 
(status attached) 
(current-location laser-station) 
(act ions-by-this-obJ.ct- . lot  (slot-ho-ny mu1tiple~alu.s) 
(detach open1 
(attach close) 
(edJust-in close) 
(adJust-out open) 
(stor stor) 
tunstor unstor) 
(replace attach) 
(remove detach)) 
(state-or-location-efter-action-slot (slot-horrany multiple-values) 
(detach laser-station) 
(attach laser-station) 
(8dJust-in closed) 
(adjust-out opened) 
(stor rack) 
(unstor f reespace)  
(reelace hser-stetion) 
( r i w v e  reek)) 
(tool (slot-horuny wltipleralues~ null-tool-1 null-tool-2)) 
(defschen scrercharecteristics 
( f u i l y  screvl 
(actions-by-this-obJect-slot (slot-horuny mu~tiple-v~lue~) 
(detach unscrer) 
(remove unscrw) 
(ad JUst-in scrw) 
(adlust-out UnsCrw) 
(stnu slide-in) 
(unstor slidrout) 
(attach screr) 
( r . P l 8 C O  SCT.)) 
(detach outset) 
(stat.-or-location-efter-action-slot (slot-hourany multipleralues) 
i;ii;ve tiolbox) 
(adJust-in inset) 
Istor tool-box) 
(unstou freespace1 
(attach inset) 
(replace inset)) 
(WdJUSt-OUt 0UtS.t) 
(tool screrlrivwr)) 
Idefscheu screw1 .. 
(tivst-choice-arm right-*rl) 
(s.cond-choice-erm left-arm) 
(Instance-of screu-characteristics) 
(current-location inset) 
(status attached11 
FIGURE 4 SERVICEABLE COI4TO”T DEFINITION 
(4efsche.r nerdoor .- 
( f u i l y  door) 
(Ciret-choice-err riskt-err1 
(second-ckoice-arm left-arm1 
(status attacb.4) 
(current-location rack) 
( .CttOnS-bU-tki . -obJ.ct- . lot (s1ot-h-ny multiple-values) 
(replace attach) 
(adjust-in vusk) 
(adJust-out p u l l )  
(stor stor) 
(unstw unstw) 
(remove dmtach)) 
(state-orlocation-after-action-slot (slot-houuny multi@le-v.lues) 
(7epl.C. S.t*llit.) 
(adjust-in recb) 
(adJust-out rack) 
(stow rack) 
(unstor treespece) 
(remove satellite)) 
(tool (slot-horunq wltlp1e-velues) null-tool-1 null-tool-2)) 
ORIGINAL PAGE IS 
OF POOR QUUm 
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( d e t s c h e u  s c r i p t  *Base d e t i n i t i o n  o t  a s c r i p t  schema. 
( s c r i p t - t y p e )  
( s c r i p t - s t a t e )  
(comes-betore)) 
( s c r i p t - o b j e c t )  
111- 7- .HIIII"w-H. 
111 Were i s  t h e  d e t i n i t i o n  0, t h e  n e t r o r b  0 ,  nodes which d e s c r i b e  
I l l  a W a c t i o n .  T h i 8  i s  t y p i c a l  a? rbat rill b e  u n y  sucb 
1 1 1  : s c r i p t - l i k e  ACTION n e t w r b s -  in  t h e  t ina l  s y s t e m  
111--- -- 
( d e t s c h e u  s u p - s o u r c e  .- 
( i n s t a n c e - o t  s c r i p t )  
( s c r i p t - t y p e  s u p )  
( s c r i p t i t a t e  rendexvous)  
(cores-betore sup-1 )  1 
( instance-ot  s c r i p t )  
( s c r i p t - o b j m c t  s u p p e e )  
( s c r i p t - t y p e  s u p )  
( s c r i p t - s t a t e  r m v e )  
(cMms-be?ore sup-2 )  ) 
(SCript-ObJeCt source)  
( d e t s c h ~ .  s u p 1  
(6etsch.u s u p - a  =- 
( i n s t a n c e - ~ ?  s c r i p t )  
( s c r i p t - o b j e c t  storme) 
(scr ipt- tup.  s u p )  
( s c r i p t - s t a t e  stmu) 
(cores-betore s u p - 3 ) )  
(instancm-ot s c r i p t )  
( s c r i p t - o b j e c t  ur istouer)  
( s c r i p t - t y p e  s u p )  
( s c r i p t - s t a t e  u n s t o u )  
(Comms-betore su8p-J) )  
( i n s t a n c e - o t  s c r i p t )  
( s c r l p t - t y p e  s u p )  
( s c r i p t - s t a t e  replace) 
(comes-betore s u p - s i n k ) )  
(detschema s u p - s i n k  ". 
( i n s t a n c e - o t  s c r i p t )  
( s c r i p t - t y p e  s u p )  
( s c r i p t - s t a t e  rendezvous)  
( d m t s c h e u  suap-3 ." 
( d e t s e h e u  s u p - 4  .. 
(SCript-ObJ.Ct S u p p e r )  
( p h a s e  3 u r k )  
(SCript-ObJect  s i n k ) )  
I 
( d e t s c h e u  l e t t - a r m  .. 
( s t a t u s  free)) 
( d e t s c h m u  r i g h t - a r m  "- I 1 
I 
( s t a t u s  tree)) 
( d e t s c h m u  s c r m r d r i v e r  .- 
( s t a t u s  tree)) 
( d e t s c h m u  n u l l - t o o l - 1  .- 
(held-by r i g h t - a r m )  
( s t a t u s  frem)) 
( d e t s c h m u ~ n u l l - t o o l - 2  .. 
(held-by l e t t - e r r )  
( s t a t u s  fres)) 
FIGURE - 6 I N I T I A L  ROBOT STATE 
FIGURE - 7 ACTION SCRIPT DEFINITION 
m SERVICEABLE OBJECT 
OPERATION lU PERFORM I 
BLANKET 
WOR 
CABLE-1 
SCREW-1 
scxm-2 
las 
RADAR-RECEIVER-TRANSMITTER 
C Q . J - m A  
RADAR-ANTENNA-CABLE 
UNIT To BE SWWPED 
BLANltET 
DOOR 
=LE-1 
SCREW-1 
SCREW-2 
R1DAR-RECEIVER-TSMIl"l'ER 
COIQ4-ANTENNA 
RADAR-ANTENNA-CABLE 
RGPLACEMENT UNIT 
DOOR 
ULBLE-1 
SCREW-1 
SCREW-2 
MEB , 
: RADAR-RECEIVER-TRANSMITTER 
j COWANTENNA 
! RADAR-ANTENNA-CAUE 
NEW-CABLE 
NEW-SCREW 
NEW-HEB 
NEW-RECEIVER 
NEW-ANTENNA 
FIGURE - 8 USER INTERFACE MENUS 
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ABSTRACT 
EXPERT MISSION PLANNING AND REPLANNING SCHEDULING SYSTEM 
FOR NASA KSC PAYLOAD OPERATIONS 
Roger Pierce 
Payload Operations 
Information Systems Office (CS-1.50) 
National Aeronautics and Space Administration 
Kennedy Space Center, Florida 32899 
EMPRESS (Expert Mission Planning and RE- 
planning Scheduling System) is an expert 
system created to assist payload mission 
planners at the Kennedy Space Center (KSC) 
in the long range planning and scheduling 
of horizontal payloads for space shuttle 
flights. Using the current flight mani- 
fest, these planners develop mission and 
payload schedules detailing all processing 
to be performed in the Operations and 
Checkout (OW) building at KSC. With the 
EMPRESS system, schedules are generated 
quickly using standard flows that repre- 
sent the tasks and resources required to 
process a specific horizontal carrier. 
Resources can be tracked and resource 
conflicts can be determined and resolved 
interactively. Constraint relationships 
between tasks are maintained and can be 
enforced when a task is moved or resched- 
uled. EMPRESS became operational in March 
1986. It was developed jointly by NASA at 
the Kennedy Space Center and by the MITRE 
Corporation of Bedford, Massachusetts. 
EMPRESS-11, currently under development by 
the MITRE Corporation, is scheduled to be 
delivered to KSC in September 1987. This 
paper will briefly descibe the domain, 
structure, and functionality of the 
EMPRESS system. It will describe some of 
the limitations of the EMPRESS system as 
well as improvements expected with the 
EMPRESS-I1 development. Finally, the 
future of the project will be discussed. 
INTRODUCTION 
As the primary launch and landing site of 
the Space Transportation System (STS), the 
Kennedy Space Center (KSC) is responsible 
for the final checkout, preparation, and 
installation of payloads into the space 
shuttle orbiter vehicle prior to a mis- 
sion. Upon return from space, KSC is 
responsible for the deintegration of these 
payloads. A payload is an experiment or 
set of experiments attached to a carrier 
structure, which is then placed into the 
shuttle payload bay. A mission can be 
thought of as a set of payloads that are 
flown into lower Earth orbit using the 
Payloads and payload operations at KSC are 
divided into two primary categories, ver- 
tical and horizontal. Vertical payloads 
are installed into the orbiter vehicle at 
the launch pad and include payloads that 
use the Payload Assist Module (PAM) or the 
Inertial Upper Stage (IUS) as their car- 
rier structure. Most satellites launched 
from the space shuttle are considered ver- 
tical payloads. Horizontal payloads, on 
the other hand, are usually installed into 
the orbiter payload bay at the Orbiter 
Processing Facility (OPF). Carrier struc- 
tures for these payloads include the 
Spacelab long module (LM), short module 
(SM), and pallet. The mission peculiar 
experiment support structure (MPESS) is 
also considered a horizontal payload 
carrier. Various payload zarrier combina- 
tions may be flown on the same mission 
which increases the complexity of the work 
performed. 
STS. 
Processing of horizontal payloads occurs 
primarily at the Operations and Checkout 
building (OK) in the KSC industrial area. 
This processing includes all of the steps 
or tasks necessary to assemble and install 
the experiments onto the carrier structure 
as well as the steps needed to perform the 
required experiment and subsystem func- 
tional verifications prior to transport of 
the payload to the OPF and installation 
into the orbiter. To moniter and control 
this processing activity, NASA generates 
and maintains a hierarchy of schedules 
illustrated in Figure 1. 
At the top of the NASA schedule hierarchy 
is the flight manifest. Released periodi- 
cally from NASA Headquarters in Washington 
D.C., this document assigns launch dates, 
orbiter vehicles, and payloads to each STS 
mission and lists this information for 
missions slated for the next five years. 
An example of the manifest in its telemail 
format is found in Figure 2. With this 
data KSC then creates long range plans and 
schedules that describe how KSC will sup- 
port the launch date milestones. In the 
payload processing community, one of the 
long range support plans is called the 
Multiflow Assessment or MFA. This sche- 
dule was previously known as the Master 
Multiflow or MMF. 
I 
v 
i 
PAYLOAD INTEGRATED 
CONTROL SCEEDWLE (PICS) 
12 BOOR/ 11 DAY 
Figure 1 - KSC Schedule Hierarchy 
The MFA consists of Gantt charts that 
illustrate the major processing activities 
needed for each payload listed in the 
manifest. More detailed information is 
given for payloads processed by the KSC 
Payload Directorate. For horizontal pay- 
loads, the major activities include exper- 
iment integration, carrier integration, 
and orbiter integration operations. These 
activities are referred to as Level IV, 
Level III/II, and Level I, respectively. 
An example of the MFA format is shown in 
Figure 3. In addition, the MFA contains 
information on some of the critical 
resource needs of these payloads. 
enables early recognition of potential 
conflicts between limited resources. The 
MFA also serves as a baseline for the 
development of more detailed mission and 
payload schedules. 
This 
Figure 2 - NASA Manifest in Telemail 
Format 
ing schedule is important. Payload mis- 
sion planners are often called upon to 
develop new MFA's quickly when the mani- 
fest is changed or to produce llwhat-ifll 
schedules when examining unusual mission 
scenarios. This planning and replanning 
Because of the dynamic nature of shuttle 
operations, the need to respond quickly 
and effectively to changes in the process- 
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must be as accurate and timely as pos- 
sible. Unfortunately, the manual methods 
for developing and producing these 
schedules do not fulfill these require- 
ments. 
In an effort to automate the process of 
producing the MFA, NASA at the Kennedy 
Space Center initiated a project to per- 
form this function using artificial intel- 
ligence (AI) techniques. The project was 
named EMPRESS (Expert Mission Planning and 
REplanning Scheduling System) and was 
developed jointly between NASA at KSC and 
the MITRE Corporation out of Bedford, Mas- 
sachusetts. The goal of the project was 
twofold. First, EMPRESS was to demon- 
strate the application of AI to a real KSC 
problem, namely planning and scheduling. 
Second, the project was to be instrumental 
in building a NASA in-house AI capability 
for payload operations. 
objectives have been met with the current 
EMPRESS system. 
Both of these 
HIS TORY 
The initial study for EMPRESS was begun by 
NASA and the MITRE Corporation in May of 
1984. Dual implementation began in 
January of 1985 and the prototype was 
completed in February 1986. EMPRESS 
became operational in March of 1986. The 
software was developed on Symbolics 3600 
series LISP machines using Symbolics' 6.1 
operating system. EMPRESS was written in 
ZetaLISP using the Symbolics' object 
oriented programming paradigm called 
Flavors. A Flavor is a data structure 
u s d  for symbolic representation of an 
objectr. In November 1986, EMPRESS was 
updated by NASA to the new Symbolics 
Genera 7.0 operating system. 
EMPRESS is currently used by the KSC 
payload operations community as an aid in 
developing quick llwhat-ifll mission 
scenarios and resouree utilization stud- 
ies. EMPRESS is not used to produce the 
MFA. This is due in part to a change in 
the responsibility for the MFA and in 
limitations or the EMPRESS prototype. In 
January 1987, responsibility for the MFA 
was transferred from NASA to the Payloads 
Ground Operations Contract (PGOC), which 
was awarded to the McDonald Douglas 
Aerospace Corporation (MDAC). MDAC uses 
the commercial Artemis scheduling system 
supplied by Metier to prodace the MFA. 
DESCRIPTION 
EMPRESS was designed to allow a payload 
mission planner the ability to develop 
schedules quickly for horizontal payloads 
using the space shuttle flight manifest. 
When creating a schedule for a payload on 
a mission, EMPRESS first looks to see if a 
current schedule already exists for that 
particular mission or payload. 
EMPRESS creates a default schedule using a 
standard flow, which is simply a list of 
all of the tasks, task constraints and re- 
sources required to process a particular 
horizontal carrier. With the default 
schedule generated, the planner can then 
modify the tasks and resources as re- 
quired. EMPRESS gives the planner the 
ability to verify that resource conflicts 
have not occurred between parallel opera- 
tions and to revise resources and tasks 
automatically if conflicts do exist. Con- 
straint relationships between tasks are 
maintained and can be enforced when tasks 
are moved or rescheduled. 'The user inter- 
face is quite robust and gives the planner 
an excellent graphical representation of 
the schedule and detailed histograms of 
the resource utilization. 
If not, 
DOMAIN 
The domain knowledge base for EMPRESS can 
be divided into three major areas - tasks, 
resources, and system heuristics. Task 
data include the various activities 
required to process a payload and the 
temporal relationships between these 
tasks. The resource knowledge encompasses 
the people, hardware, and facilities 
required to process a payload. 
heuristics control scheduling, resource 
allocation, and conflict resolution. 
All tasks in EMPRESS are represented as 
Flavor objects. Each task may have a set 
of subtasks and each subtask may have sub- 
tasks resulting in an overall tree struc- 
ture for the task knowledge base. At the 
top of the EMPRESS task tree is the mani- 
fest. 
mission subtasks and each mission may have 
any number of payload subtasks. Each mis- 
sion task has at least a launch date mile- 
stone and a fly-mission task associated 
with it. In addition, each payload task 
has a series of processing tasks. These 
processing tasks are divided into the 
various integration activities, which 
include the Level IV, Level III/II, and 
Level I functions. The integration steps 
are finally reduced into the lowest task 
level which may include activities like 
experiment staging, integration, power-up, 
or testing. 
The 
A manifest may have any number of 
Relationships between tasks are also 
maintained by the EMPRESS domain. This 
knowledge is represented by variables in 
the task Flavor structure. Using these 
variables, constraints such as task- 
subtask or parent-child relationships, as 
30 1 
well as predecessor-successor or sibling 
relationships can be defined. EMPRESS 
refers to these relationships by the terms 
llcontainslQ , "contained-byl* , I1beforeQ@, or 
Q1afterll. A task may also have a set of 
milestones associated with it. Milestones 
are separate data structures in EMPRESS 
and signify one time events with no dura- 
tion. Launch dates, as an example, are 
considered milestones. The relationships 
between a task and a milestone are 
referred to by Qgbeginsll, llbegun-byll , 
QQendsll, or llended-bylQ. Using these eight 
task constraint mechanisms, EMPRESS has a 
powerful method for defining any task 
hierarchy. 
The resource domain defines the facili- 
ties, hardware, and people available to 
process a payload. 
resource class structure used in the 
development of EMPRESS. Like tasks, 
resources are stored as flavor objects in 
the working memory of the system. How- 
ever, where task hierarchial relationships 
are maintained by variables, the resource 
relationships are maintained by the 
inheritence mechanism provided by the 
flavor paradigm. For example, a PCU is a 
type of Test Equipment, which is a type of 
Facility, which is an essential resource. 
Resource data includes the maximum number 
of individuals available, any possible 
alternative resources, and a list of the 
current users. 
Table 1 outlines the 
Along with the task and resource know- 
ledge, the domain embodies the heuristics 
used to control the planning and schedul- 
ing. This includes the methods for 
scheduling the tasks, searching for exist- 
ing schedules, assigning resource states, 
and maintaining task constraints. EMPRESS 
has a small set of rules used to resolve 
resource donflicts. These rules control 
how EMPRESS finds alternative resources, 
modifies resource utilization, or resche- 
dules the resources within a task to 
correct a resource problem. 
STRUCTURE 
The EMPRESS architecture is divided into 
six primary modules. These modules are 
the Command Module, the Display Module, 
the Scheduling Module, the Resource Module 
or Resource Tracker, the Constraint Mod- 
ule, and the Data Module. Figure 4 illus- 
trates this software structure. Each 
module performs a specific series of func- 
tions and the interaction between the 
modules provides for a flexible and 
powerful planning tool. 
The Command Module contains most of the 
higher level system functions. It con- 
trols the system build and holds many of 
the system utility functions and appli- 
cation programs. 
The functions for the user interface are 
performed by the Display Module. This 
includes the window processes, menus, 
mouse functions, and the graphics code 
seen by the user, including the calendar 
and histogram displays. The EMPRESS 
command loop and file system interface 
codes are also found here. 
The Scheduler is responsible for building 
a schedule and maintaining the constraint 
relationships between tasks. The Sched- 
uler pulls task information from the Data 
Module, calculates start and end times, 
and verifies that no temporal constraints 
have been violated. This module also 
defines the task flavor structure and 
controls many of the query and modifi- 
cation functions that can be performed on 
a task. 
With a preliminary schedule created, the 
Resource Module allocates resources and 
maintains resource accountability. The 
resource flavor structure and class hier- 
archy are stored here. When a user 
decides to commit a resource to a task, 
TABLE 1 - EMPRESS Resource Class Summary 
Facility 
GSE 
--------------- 
EGSE 
MGSE 
Offline Area 
Storage Area 
Test Equipment 
ATE 
CITE 
HITS 
HRDE 
PCU 
PITS 
PSTE 
SPCDS 
Test Stand 
User Room 
Flight-Hardware 
carrier 
Experiment 
Flight Payload 
Floor 
GS A 
IPS 
Keel 
MPE 
Orbiter 
Rack 
Trunnion 
--------------- 
Non-Flight Hardware 
Alignment Equipment 
Brackets 
Cable 
Cable Harness 
Canister 
Covering 
Crane 
Fork Lift 
Harness 
Long Trolley 
Strong Back 
Subsystem Hardware 
Support Structure 
Transporter 
Trunnion Support Fix 
------------------- 
People 
Electrical Engineer 
Logistics 
Mechanical Engineer 
Quality Control 
Safety 
Technician 
Test Conductor 
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the Resource Tracker verifies the resource 
availability and modifies the resource 
usage if appropriate. If the resource is 
unavailable, the resource tracker contains 
the rules needed to resolve the resource 
conflict. 
The Constraint Module defines the temporal 
relationships between tasks. It also has 
the capability to create precedence rela- 
tionships between generic tasks. However, 
this capability has not been implemented. 
Finally, the Data Module stores the major- 
ity of information used by the system. 
This includes the manifest, mission, pay- 
load, and standard flow files, as well as 
the resource and task knowledgebases. Any 
schedules saved by the user and the system 
files required to initialize EMPRESS are 
found here. 
FUNCTIONALITY 
EMPRESS contains a multitude of functions 
for creating a schedule. The best way to 
summarize these functions is to review a 
hypothetical session with an EMPRESS user 
when given a new flight manifest. In this 
example session, we will create a schedule 
from a manifest, describe some of the 
interface display options, explain 
resource handling, review conflict resolu- 
tion, and finish by describing some useful 
tools. All functions in the EMPRESS sys- 
tem are menu or mouse driven. 
When given a new manifest, usually in a 
telemail text format, the text file is 
first converted to a usable form by run- 
ning an EMPRESS utility function. The 
operator then selects a I'load manifestv1 
menu option to begin the task of creating 
a new schedule. As each mission and 
payload on the manifest is read, EMPRESS 
searches to see if an existing schedule 
already exists. If so, then that schedule 
is used. Otherwise, EMPRESS creates a 
default schedule for the payload based on 
its carrier. These default carrier sched- 
ules are called standard flows and they 
contain the tasks, task constraints, and 
resources needed to process that type of 
carrier. In EMPRESS there are standard 
flows for the following horizontal 
carriers - Spacelab long module, pallet- 
igloo, MDM-pallet, and MPESS. For mis- 
sions that do not contain horizontal 
carriers, EMPRESS creates a default fly- 
mission task using the manifest launch 
date. 
After loading in each payload schedule, 
the payload tasks are scheduled to deter- 
mine start and end times and to verify 
that no task constraints have been vio- 
lated. This is done by making a backward 
CPM pass with the launch date as the 
Figure 4 - EMPRESS Structure Summary 
starting point. 
verting a new manifest from the telemail 
format to creating a schedule for 50 mis- 
sions takes less than 20 minutes. An 
example of the loaded manifest is given in 
Figure 5. 
With schedules for all of the manifested 
missions loaded, the operator has many 
display options. He may keep the display 
in the manifest format or view an indivi- 
dual mission. The spreadsheet-like 
display can be moved in any direction and 
the calendar end times may be changed as 
required. In the lltreevl function, the 
duration of the calendar is tied to a 
specific task or subtask and can display 
the activities on a weekly or daily level. 
The operator can also I1open1I or llclosevv 
any task to show any level of the task- 
subtask hierarchy. This is shown in 
Figure 6 for the planned STS-31 mission. 
If a task needs to be relocated, the 
operator may move the task graphically 
with the mouse, then reschedule the task. 
Resources are reallocated automatically 
and task constraints verified. 
Using the standard flows, resource needs 
are identified for various tasks in the 
processing task tree. EMPRESS resources 
may be in one of three states: ynspeci- 
fied, requested, or committed. The 
operator can change the status of a task's 
resource needs to "requested" or llcommit- 
ted" and view the resource status in a 
histogram or utilization chart. A 
resource histogram is illustrated in 
Figure 7. When the resources are commit- 
ted, EMPRESS will detect resource con- 
flicts. 
The total process of con- 
There are several ways to change a re- 
source state. The operator has the option 
to request or commit all resources for all 
missions or to set the resource state at 
any level of the task tree. In addition, 
W 
1990 
7 I- 
-+. 1 
'22mI 1?:41:z? P I t E  
Figure 5 - Example of a flight manifest schedule using EMPRESS. 
388 - 1989 
I I I I I 
deet ectiw for (ASTRO-1 of <.ti-31)> 
look or modlfy 
add .ub tm.* 
U 
Figure 6 - Example of a task-subtask tree and task menu using EMPRESS. 
304 
GRIGmAL PAGE J'S 
OF POOR QUUm 
the operator may add or delete resources 
for any individual task in the schedule. 
With an EMPRESS schedule created and re- 
sources committed, the operator can now 
detect and resolve any conflicts that may 
have arisen. Conflicts occur during task 
scheduling or resource allocation. If a 
task constraint is violated (ie. a child 
task is moved outside of its parent task), 
the operator has two options. 
straint can be enforced and the child task 
will be repositioned under the parent 
task, or the constraint can be relaxed and 
the parent task‘s end times will be recal- 
culated to remove the contention. In a 
resource allocation conflict, a set of 
rules are fired that allow the operator to 
resolve the conflict. These rules allow 
the operator to substitute an alternative 
resource, to increase the workload of the 
resource (ie. add more shifts), or to 
reschedule the task that caused the prob- 
lem. The operator may also choose to let 
EMPRESS resolve all resource conflicts 
automatically without operator input. 
After all conflicts are resolved, the 
operator can save the schedule into the 
EMPRESS data directory or into his or her 
personal directory. This feature allows 
each user to create and store individual 
llwhat-ifll files that can be recalled and 
revised later. With the schedule saved, 
the operator can then reinitialize the 
system and start anew. 
There are a set of optional functions that 
further enhance the EMPRESS planning and 
scheduling capability. A “Create1’ option 
allows the operator to create a “what-ifl’ 
mission that does not exist on the flight 
manifest. If the user is interested in 
working on only a small subset of the 
manifest , there are llmarkll functions that 
will reduce the mission set. There is 
also a complete set of query €unctions for 
reviewing resource accountability and the 
system knowledgebase. 
The con- 
LIMITATIONS 
While EMPRESS provides an effective tool 
for payload mission planning, it has 
limitations. The primary limitation with 
the system is the lack of output. When a 
schedule is completed, the operator must 
use screen prints to hardcopy the display. 
For lengthy schedules, this is quite 
bothersome and ineffective. EMPRESS does 
not match many of the Artemis graphics 
capabilities used in the current MFA. 
These limitations must be corrected in 
order for EMPRESS to produce this 
document. 
There are other limitations with the 
current EMPRESS system. EMPRESS does not 
store its data in a relational format and 
can not access a relational database. 
There is no justification mechanism to 
explain scheduling, rule firing or con- 
flict resolution. There are also small 
problems with the current implementations 
for deintegration tasks, standard flow 
flavor structures, and the scheduler. 
EMPRESS I1 
After completion of the original EMPRESS 
prototype in February 1986, the MITRE 
Corporation continued development on a new 
project. This project, called EMPRESS-11, 
uses a different approach to the payload 
planning and scheduling problem. EMPRESS- 
I1 is built upon a new planning and 
scheduling architecture developed by MITRE 
for the Air Force called CAMPS (Core of A 
Meta Planning System). CAMPS provides a 
more robust foundation for planning and 
scheduling than the original EMPRESS sys- 
tem and addresses many of its limitations. 
CAMPS provides for a full declarative re- 
presentation of the knowledge base. It 
supports external relational databases, 
has improved scheduler and resource 
tracking capabilities and implements an 
effective justification and truth main- 
tenance system. CAMPS will use stra- 
tegies and agendas to facilitate automatic 
planning and replanning operations. 
A pre-release version of EMPRESS-I1 was 
delivered to KSC in December 1986. The 
current development project concludes in 
September 1987. 
THE FUTURE 
Despite the limitations of EMPRESS, the 
future of the project looks bright. Work 
is about to begin on the development of a 
new version of the EMPRESS system. This 
work will be performed by NASA using the 
XSC Payload Operations Artificial Intel- 
ligence Application Laboratory with 
assistance from its PGOC contractor. A 
user group is being started and a system 
for configuration control will be imple- 
mented. The redevelopment of the EMPRESS 
system will focus on creating graphical 
output, improving the user interface and 
scheduler, and in enhancing the conflict 
resolution and justification capabilities 
of the system. The new EMPRESS will also 
access schedules from the Artemis database 
currently in use. With a concerted 
effort, KSCIs goal to implement an opera- 
tional AI system for payload planning and 
scheduling will be achieved. 
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3. Dumoulin, J.M., "Payload Operations 
Artificial Intelligence Lab 
Activities and Facilities", 
management briefing, NASA, Kennedy 
Space Center, Florida, February, 
CONCLUSIONS 
EMPRESS has provided KSC with an excep- 
tional prototype planning and scheduling 
tool. usins artificial intelligence 1987. 
techniques,-schedules for horizontal 
payloads are created quickly and con- 
tentions for limited resources can be 
determined and resolved interactively. 
Development of a new version will address 
many of the limitations with the initial 
system and bring the project to a more 
operational state. 
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Trimodal InterDretation of Constraints for Planning 
by 
David Krleger and Rlchard Brown 
MITRE Corporation, Bedford, MA 01730 
1. ABSTRACT 
Constraints are used in the CAMPS1 knowledge-based planning 
system to represent those propositions that must be true for a plan to 
be acceptable. One mode of interpreting a constraint determines its 
logical value. A second mode inverts a constraint to restrict the 
values of some set of planning variables. CAMPS introduces a third 
mode: the "make" mode. Given an unsatisfied constraint, make eval- 
uation mode suggests planning actions which, if taken, would result 
in a modified plan in which the constraint in question may be 
satisfied. 
These suggested planning actions -- termed delta-tuples -- are 
the raw material of intelligent plan repair. They are used both in 
"debugging" an almost right plan and in replanning due to changing 
situations. Given a defective plan in which some set of constraints 
are violated, a problem-solving strategy selects one or more con- 
straints as a focus of attention. These selected constraints are eval- 
uated in the make mode to produce delta-tuples. The problem- 
solving strategy then reviews the delta-tuples according to its appli- 
cation and problem-specific criteria to find the most acceptable 
change in terms of success likelihood and plan disruption. Finally, 
the problem-solving strategy makes the suggested alteration to the 
plan and then rechecks constraints to find any unexpected con- 
sequences. 
2. Backaround 
Modern planning systems usually distinguish the "what is" 
knowledge that captures the salient features and constraints of a 
plannings application from the strategic reasoning that effectively 
applies such knowledge to accomplish some goal.[Davis80] 
[Wilensky80] [StefikBl a]. The latter, typically termed meta-rules or 
meta-knowledge, provides an explicit and extensible representation 
of the control strategies required for intelligent planning. The CAMPS 
Metaplanning [Brown851 component provides a mechanism for 
posting goals to the system and utilizing a mix of declarative meta- 
plans and procedural standard control flows to accomplish these 
goals. In so doing, new subgoals are posted and new metaplans are 
instantiated to accomplish these subgoals. The resulting hierarchy of 
active problem-solving agents provides global control over local 
planning actions (e.g., filling in a slot or checking a constraint). 
The problem-solving agents provide CAMPS with a high-level, 
top-down view of planning and resource allocation. However, prob- 
lems with planning usually arise because some detail is out of place. 
This defect in a plan is signaled to the metaplanning component via 
1 This reporls on work conducted by the MITRE-Bedford Artifiaal Intelligence 
Center under project 84008, sponsored by N A W S C .  Additional sponsorship 
for the implementation of the CAMPS architecture was provided by the Rome Air 
Development Center, COES. 
a constraint violation. The third of CAMPS three modes of constraint 
evaluation, makemode, is intended to provide a low-level, bottom- 
up view of the planning problem by producing a structure called a 
delta-tuple that suggests some action the problem-solver might take 
to resolve the problem and eliminate the constraint violation. 
Make-mode evaluation is not guaranteed or even intended to 
provide an exhaustive list of all possible corrective actions available 
to the planning system. The metaplanning component itself can use 
high-level strategies for resolving multiple constraint violations in a 
global manner. Rather, make-mode evaluations is an attempt to 
extend the role of the CAMPS primitive operators (CAMPS 
predicates), and through the delta-tuples, involve them in the plan 
repair process. This does not absolve the metaplanning component 
from it6 primary responsibilities, Le., preventing destructive subgoal 
interactioWannihilation and limiting the combinatorics of the search 
through the space of possible plans. 
The ability to respond to unforeseen conditions in the environ- 
ment (replan) is a major design goal of CAMPS. In order to achieve 
replanning capability, problem-solving strategies and predicates 
must communicate in an orderly manner. Delta-tuples typically sug- 
gest ways of undoing some planning decision which, due to the 
limitations of CAMPS look-ahead mechanism or, more importantly, 
due to some unforeseeable change in the planning environment, that 
has made a suggested plan unacceptable. 
2.1 CAMPS'S AD~iication-SDecIfic Knowledge 
CAMPS organizes its domain knowledge around an AKO 
hierarchy of plan elements. Plan element instances represent 
specific tasks, resources, and other objects within a CAMPS 
application domain. Using the nomenclature of "frames," a plan 
element instance has associated with it a number of slots, some of 
which may contain instances of, or sets of instances of, other plan 
elements. In this way, the plan element hierarchy also represents 
some of the relationships that can exist between objects. 
3. Defining Constraints 
CAMPS views mission planning primarily as a constraint satis- 
faction problem [Stefiksl bj [Fox831. Constraints describe relation- 
ships that must hold among the slots of plan elements. In its simplest 
form, a constraint simply says that some relalionship should ahays 
be enforced ,i.e. there are no limiting conditions under which the 
constraint does not apply. This relationship is expressed as a 
predicate applied to constants and variables. Following a LISP-like 
syntax, a relationship may look like: 
(PREDICATE-SYMBOL ARGl ARG2 ... 1 .  
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Figure 1. The CAMPS 
architecture uses several types 
of declarative knowledge to 
support planning applications in 
different domains. Information 
about partially completed plans 
is kept in a relational database. 
When operating, information is 
read into working memory. 
Choices for filling slots in plan 
elements (made by the user or 
automaticallly in the user's 
behalf) are subjected to 
constraint checking. Finally, 
work is saved back into the 
database. 
Library 
\ 
C O N m T N T S  ARE Figure 2. Planning -- solving a 
ASSOCIATED WITH constraint satisfaction problem -- 
PLAN ELEMENTS IN centers on filling slots in plan elements 
subject to constraints. Types 
("capabilities of") plan elements are 
arranoed into a soecialization (AKO) 
THE HIERARCHY. 
?&s$ INHERITS ALL CONSEUINTS FROM 
h->s -, ALL COMPONENT PLAN ELEMENTS. 
WHEN A PLAN ELEMENT IS 
INSTANTIATED CONflRAINT 
INSTANCES AI& CREATED FOR 
EACH CONSTRAINT. 
- 
hierarchy along which slots (but not 
slot values) and constraints are 
inherited. 
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For example, a constraint that enforces the condition that the 
start of a task must be no earlier than the tasks earliest-start (as 
determined by some problem-sotving strategy) might be of the form: 
The variables, syntactically flagged by a leading "?", are usually 
associated with slots of a plan element, so that ?EARLIEST-START 
is a variable associated with the :EARLIEST-START slot of the plan 
element instance whose class includes the essential-event 
capability. 
(*GREATER* ?START ?EARLIEST-START) 
Constraints are central to the topic of this paper. We will show 
how the various modes of constraint interpretation interact during 
plan construction and repair. Each constraint declaration creates a 
data structure with the following attributes: 
Plan Element. The plan element that is the focus of the con- 
Involved Slots The slots for which the relationship is enforced. 
Condltlons This is a list of predicates, some of which may be 
negated. The constraint is applicable only if the 
conditions are satisfied. 
Relationshlp (Predlcate) A constraint defines a relationship 
between slots of a plan element. This relationship is ex- 
pressed as single, possibly negated predicate that 
defines the constraint. 
straint. 
Ideally, a plan should not have any violated constraints. 
However, it is naive to believe that planning problems have solutions 
in which all constraints are satisfied. The CAMPS architecture uses a 
numeric measures of that reflects the degree of belief in a constraint 
being violated. 
In addition to degree of belief, CAMPS also associates a con- 
sequence Category with every constraint. The consequence cate- 
gory provides a qualitative measure of the seriousness of the con- 
straint's violation. The consequence category helps to order the con- 
straints for evaluation and provides a metric by which problem- 
solving strategies can selectively check and relax constraints. 
Consequence categories include feasibility, survivability, success, 
efficiency and assumption. 
4. Variables in CAMPS 
CAMPS variables occur as arguments in predicate expressions. 
Generally speaking, a CAMPS variable is unrelated to a LISP 
variable. A variable typically, but not always, corresponds to a slot in 
Some plan fAement. Conversely, at an implementation level, each 
slot can be mapped to a CAMPS variable, which in turn holds what 
we heretofore have informally spoken of as "the slot's value." 
The status of a variable reflects the nature of the its value. If 
the value of a variable is unknown its status is :UNATTACHED. If it is 
bound to a single value its status is :FIXED. If there is a problem- 
solving strategy that claims to be able to suggest values for the 
variable, the variable's status is :CANDIDATES. The strategy in this 
situation is termed "a generator." 
Conceptually, a generator is a list of candidates. They are im- 
plemented as streams that return candidates from a set of 
possibilities. Number generators, for instance, provide a stream of all 
numbers between plus and minus infinity. Such a generator could 
receive a restriction messages that would restrict candidates to 
positive integers. Another :RESTRICT message sent to that 
generator could further restrict candidates to numbers less than 
seven. 
CAMPS also supports generators that deal with objects other 
than numbers. An entire class of generators deals with plan 
elements. :RESTRICT messages sent to an instance of this class of 
generators could be based on plan element capabilities. 
The primary purpose of CAMPS variables is to facilitate unifiia- 
tion. Unification is the process whereby two patterns consisting of 
constants and variables are matched in such a way as to bind 
variables in one pattern to variables in the other. Unifying two 
variables not only forces them to have the same value but ensures 
that anything that affects one will also identically affect the other. 
5. MODES of Constraint Evaluation 
5.1 Normal mode evaluatlcn 
Predicates evaluated in normal mode are treated much the 
same as predicates in formal logic. One important distinction is that a 
CAMPS predicate can indicate that insufficient information is avail- 
able: CAMPS predicates can return 'TRUE, 'FALSE (or NIL if there 
is not enough information to determine the predicate's logical value). 
Predicates in CAMPS also return two additional values: a degree of 
belief that the predicate is true and a degree of belief that the 
predicate is false. This last value is also known as the degree of 
dlsbellef. The second and third values returned support the 
Dempster-Schafer model of reasoning with uncertainty. 
The logical value returned by the predicate is a function of the 
beliefdisbelief values. If belief exceeds disbelief by a certain 
threshold, the predicate's logical value is 'TRUE. If disbelief exceeds 
belief by that threshold, the predicate's logical value is 'FALSE. If the 
difference between belief and disbelief does not exceed some mini- 
mum value, the predicate returns NIL meaning that the evaluation 
could not determine the truth or falsehood of the propositionl. 
A constraint that enforces a relationship between two slots of a 
plan element is either Satisfied or vlolated depending on the logical 
value returned by its predicate. Formally, the predicate being 'TRUE 
indicates that the constraint is VIOLATED, so that a slot is 
"acceptable" if the logical disjunction of it's constraints is *FALSE. 
5.2 Blas mode evaluatlon 
Following a general strategy of "delayed commitment" 
[Sacerdoti77j, CAMPS has the ability to "look ahead" before fixing 
the value of a slot. In bias-mode, predicates are evaluated for their 
side effects on the generators associated with the CAMPS variables 
sewing as arguments to the predicate. These side effects usually 
take the form of restricting an unattached variable to a set of accept- 
able candidates by attaching a generator to the variable, further re- 
stricting the set of a variable's candidates by sending its attached 
generator an appropriate :RESTRICT message, or (when we're 
lucky) fixing a variable's value to a single candidate. 
As planning proceeds, constraints are evaluated in bias-mode. 
producing sets of candidates for each variable associated with a slot 
of a plan element. A slot will typically have several constraints 
associated with it, all of which are trying to be satisfied. One con- 
straint will restrict a variable's value to a certain set of candidates: a 
second constraint might further restrict that set of candidates to a 
subset of the first and so on until a set of acceptable values is 
produced and/or some constraints post violations. 
This approach postpones fixing the value of a slot until as much 
information as possible has been considered, guiding the constraint 
satisfaction process towards a successful conclusion without need- 
less search through the space of (im)possible plans. 
CAMPS provides two unification contexts. In bias-true, 
unification "attempts" to return a 'TRUE result by binding the 
predicate variables appropriately; in bias-false, unification attempts 
1 Note that this scheme can distinguish between absence of information and 
contrrdlctory Infonnrllon. A MieVdisbelief pair (0.5 0.5) indcates a bt of con- 
traddocy information, while (0.0 0.0) indicates a complete absence of informa- 
tion. Since we will use the same scheme to describe 'confidence' in a suggested 
m c t i v e  action, this allows us to distinguish between a suggestion with little to 
recommend it (0.2 0.0). and a good suggestion with a lot of risk (0.6 0.4). 
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to impose restrictions on the variable that produce a 'FALSE result 
The overall effect of bias mode evaluation is to avoid search by 
initially trying to restrict variables to values that have a good chance 
of simultaneously satisfying interacting constraints. 
5.3 Make mode evaluatlon 
A Violated constraint is often serious enough that a problem- 
solving strategy will choose to try to fix it. The basic idea behind be- 
hind make-mode evaluation is that the predicate associated with the 
violated constraint has useful information about how to fix itself. 
When an unsatisfied constraint is evaluated in a make-mode, a list of 
detfa-fuples is returned. These delta-tuples suggest ways in which 
the violated constraint might be satisfied. They embody the local 
knowledge about the constraint, or more specifically, its associated 
predicate and conditions. It is the task of some higher !we1 problem- 
solving strategy to evaluate these suggestions in t e r n  of the overall 
planning goal and eventually choose one or more to execute. 
8. Usina Make- Mode Evaluation 
The three modes of constraint evaluation -- normal, blas, and 
make are dosely connected. Normal sees if the plan is in trouble; 
blas tries to keep the plan out of trouble; while make-mode suggests 
ways to keep the p h i  out of trouble it is already in. 
6.1 Cruclal Ideas 
The key elements of CAMPS'S solution to a planning problem, 
evidenced by having one or more constraint violations, depends on 
answering the following questions: 
What change can be made to a plan that will fix the problem? 
If the change is made, what is the belief that the problem will be 
corrected? 
What is the expectation that the proposed change will !rigger a 
ripple effect? That is, will fixing this problem in the -re- 
s c n i  manner introduce a dispropofiionate number of 
new and perhaps more difficult problems? 
What problem-solving strategy is responsible for making the 
change? 
Both local and global reasoning is required to address these issues 
duringplan refinement and replanning. The metaplanning 
component of CAMPS provides the global perspective. Make-mode 
evaluation of constraints and the delta-tuples returned, provides the 
local perspective. In particular the bellef that the proposed change 
will correct the difficulty combined with the dlsbelief derived from the 
ripPe likelihood provide a reasonable selection criteria upon which a 
more global criteria can be based. CAMPS uses both of these per- 
spectives in a combined topdown bottom-up approach to generate 
acceptable plans. 
6.2 Delta TuPleg 
Specifically, a delta-tuple describes a possible way to modify a 
plan element in order to satisfy a violated constraint. As such, it must 
embody the essential features of some planning action such as 
rescheduling a task, using a different number of resources or using a 
different resource altogether. Implementationally, these planning 
actions typically distill down to changing the value of some slot of 
some plan element instance. Thus, delta tuples carry the following 
information: 
Plan Element. The plan element to be modified by the delta- 
tuple. 
Slots. A list of the slots expected to change if the action sug- 
gested by this delta tuple is taken. This list gives the re- 
sponsible problem-solving agent a basis for selecting 
among alternative delta tuples. A reasonable selection 
criteria might try to localbe the effects of carrying out a 
suggested action by minimizing the number of slots 
changed. Another might try to avoid changing slots that 
the user specifically set or prefers to not change. 
Success Predicate. The predicate expression that will evaluate 
'TRUE if the suggested planning action is taken. This 
may or may not be the predicate of the constraint whose 
violation is being repaired. 
Reclplent. In all cases, the suggested action will take the form of 
a message to be sent to some message-receiving 
object. This recipient could be the plan element itself, the 
generator associated with a changing variable, or a re- 
sponsible problem-solving strategy. 
change. 
elements. 
measures which give the a prioribelief that the change 
proposed by the delta-tuple will satisfy the predicate or 
constraint. 
Message. The actual message sent to the recipient to effect the 
Arguments. The appropriate message arguments, typically plan 
Confldence Pair. A Dempster-Schafer pair of confidence 
6.3 Generatina DeltaTuDles 
The information needed to generate delta-tuples resides with 
the predicates. Each predicate has a set of general operations for 
changing the value of one or more of its arguments such that the 
predicate will be satisfied. For example, CAMPS has a predicate that 
enforces the relationship that A R G ~  must be greater than A R G ~ .  
(*GREATER* ARGl ARG2) 
Associated with the predicate are two make-true operations, 
:MAKEGREATER and :MAKE-LESS. If a violated constraint involving 
this predicate is evaluated in make-true mode, CAMPS will attempt 
to create a delta-tuple by applying the :MAKE-GREATER operation to 
A R G ~  and another delta-tuple by applying the MAKE-LESS 
operation to A R G ~ .  
In order for these operations to have any meaning in terms of 
the plan being generated, CAMPS must first trace the source of each 
variable serving as a predicate's argument. In the simplest case, the 
variable corresponds directly to a slot of a plan element. In that case, 
the delta-tuple would specify a message to be sent to a plan element 
to restrict the value of that slot variable's generator to the newly 
computed set of acceptable values. 
In summary, make-mode evaluation is built on the following 
approach: 
Each predicate has associated with it a set of general operations 
that if applied to its arguments would satisfy the 
predicate. 
Each variable bound to a predicate argument is examined to 
determine if and how these operations could be properly 
applied to the variable. 
These operations are then applied to the variable, yielding a new 
suggested value or range of values for the variable that 
promises to satisfy the predicate. It is at this point that a 
delta-tuple is created. 
7. ExamDle 
Make-mode constraint evaluation enables CAMPS to intelli- 
gently resolve the resource conflicts that present an especially diffi- 
cult problem. Most planning systems deal with many types of re- 
sources and many tasks competing for those resources. The conse- 
quence of modifying a resource allocation to satisfy one task will 
likely effect the viability of some other task. Our example is from the 
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NASA cargo loading application. Integration of experiments into 
racks for one mission will typically overlap with the rack-experiment 
deintegration of previous missions. This situation is further exacer- 
bated by schedule changes and mission payload reassignments that 
force replanning and rescheduling. 
CAMPS represents sets of homogeneous resources as 
resource-pools. in the NASA application, each rack used for holding 
a Space-Lab experiment is distinguishable, and is represented as a 
RACK unit quantity resource-pool so that racks are tracked 
individually (e.g., by serial number). A separate plan element 
including the RESOURCE-UTILIZATION capabiliiy records a single 
resource requirement being met from a single pool; it includes the 
following slots: 
:CONSUMER the task requesting the resource 
:SUPPLIER the resource-pool supplying the resource 
:BEGIN the time that the resource is first need, directed to the 
:END the time the resource is returned to the pool, directoci to the 
:RETURNING-TASKthe task returning the resource. 
:START Slot Of the :CONSUMER. 
:FINISH Slot Of the :RETURNINGTASK. 
TEARLIEST-BEGIN iS the :EARLIEST-START Of the :CONSUMER. 
:LATEST-END iS the :LATEST-FINISH Of the :RETURNING-TASK. 
RACKS include the RESOURCE-POOL capability, which tracks 
availability of the resource. Each RESOURCE-POOL includes the fol- 
lowing information in an internal (i.e., "non slot") form: 
:ALLOCATIONS A list of resource-utilizations 
:AVAILABILITY A list of sublists, each of which indicates a 
duration and the quantity of resources available during 
that duration. 
A constraint attached to the RESOURCE-UTILIZATION capabil- 
ity requires that the :SUPPLIER have sufficient quantity of the 
resource between :BEGIN and :END times. As planning progresses 
this constraint, which uses the *RESERVE* predicate in its relation- 
ship, is checked in bias-true mode. When satisfiable, a *RESERVE* 
predicate evaluated in bias-true mode will have several side effects: 
The new RACK-UTILIZATION is pushed On 10 the 
pool's ALLOCATION list and the pool is put into the 
RACK-UTILIZATION'S :SUPPLIER slot. Also, availability 
of the pool is updated to reflect the new resource 
utilization. 
A failed reservation constraint means that the designated RACK 
could not supply the quantity of resources (in this case, 1) requested 
by the :CONSUMER because some other task@) reserved the 
resource at an overlapping time interval. For example, changing a 
mission's launch date will usually cause once-successful rack utiliza- 
tions to suddenly have violated constraints involving *RESERVE* 
predicates. 
The user or an automated problem-solving strategy can focus 
on one of these constraints, and ask CAMPS to suggest corrective 
actions by evaluating the *RESERVE* predicate in the make-true 
mode. The resulting delta-tuples typically include: 
Reschedule the task's start or end time to the closest time 
when the required resource becomes available for the 
required duration. This would amount to sending a 
:RESTRICT message to the generator attached to the 
task's START or END variable in order to restrict its value 
to a new acceptable range. 
Change the resource requirement if the task's requirements 
can be met by some other resource with similar 
capabilities or by some other resource-pool. 
Modlfy conflicting tasks by finding those reservations in the 
resource pool whose rescheduling would enable the 
task-at-hand's resource requirement to be met and 
reschedule those reservations. 
Reduce the quantity of resources requested by the task to the 
number of resources available at the time. For resource- 
pools of only one resource, (as is the case with experi- 
ment racks) this is not an option and for those cases 
CAMPS will not generate a delta-tuple that suggests 
using zero of that resource. 
A simple example dealing with rack resources is shown in 
laps with the RACK-INTEGRATION task of STS-1003. In this particular 
case, the same rack SN003-s is desired by both tasks. The rack- 
resource-utilization associated with STS-1003 posts a constraint 
violation that reflects its failure to reserve its desired resource. 
Figure-6 shows the delta-tuples returned by re-evaluating that con- 
straint in make-mode. 
The belief/disbelief pairs shown embody several general con- 
siderations. Each one of these tasks has an earliest and latest start 
and earliest and latest finish that represent acceptable slack in the 
schedule. For the delta-tuples dealing with changing start and end 
times, the belief decreases and the disbelief increases as the 
difference between the original and suggested time increases.(figure 
5) For the delta-tuples that suggest using another resorlrce, 'le 
belief is a function of the number of other resources in that pool 
and/or the number of pools with the same rack capabilitys. 
Only a glance at figure-6 shows that one delta-tuple seems the 
most likely to succeed. The final step in the planning process is to 
invoke the chosen delta-tuple by sending the message and 
arguments off to the specified recipient. 
figure-3. The RACK-DEINTEGRATION task Of mission STS-10022 over- 
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Figure 3. A Gantt chart showing a very 
small portion of a payload preparation 
for two hypothetical space lab 
missions. Rack integration -- putting 
experiments into racks and racks into 
the module -- is the consumer task of 
racks, while rack deintegration readies 
the rack for reuse. 
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Figure 4. Calculating a belief 
and disbelief for a suggestion. 
Given the number of pools 
believed acceptable but not yet 
considered (e.g., the number 
of remaining candidates) and 
the number of pools. calculate 
the ratio. A low ratio indicates 
that most potential candidates 
have been rejected. Disbelief is 
a constant, perhaps derived 
from the type of the resource. 
Normalization forces the belief 
and disbelief to total less than 1 
by multiplying each by 
1 I(belief+disbelief) when their 
sum exceeds 1.0. 
i n  I . . . . . . .  . . . . . . . .  
. . . .  . .  . . . .  . ;  ... max-belief 
I I : I 
Constant disbelief rr=-i Disbelief 
min-belief. . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Ratio of acceptable pools unconsidered (assume: 1) 
to pools at facility (assume: number of instances) > 
Case 1: Resource is available before task's latest start 
Case 2: Resource is first available after task's latest start Figure 5. Unnormalized belief 
1.0 
max-belief 1. . . .  . . . . .  
. . . . .  
TIME > 
and disbelief as a function of 
the delayed start. Two arbitrary 
constants are used: a constant 
' * describing how much more 
. . . . .  . . . . . .  . . disbelief increases as a 
function of time after the start 
is delayed beyond the currently 
assumed "latest start: " and a 
constant which, when 
multiplied by the task's current 
* duration, gives a tolerance. 
Two cases are shown: (1) 
. shows the resource becoming 
available before the task's 
latest start; (2) shows the 
resource becoming available 
after the task's latest start. 
. . . . . .  
Plan 
Element 
Slots Message Recipient Confidence 
Pair 
(0.65 0.35) Overall-Rack- (:END) :DELTA-RE=RI~  Overall-Rack- 
Deintgration-1002 Suggests to finish &integration earlier Deintgration-1002 
Overall-Rack- (:START) :DELTA-REnRICT Overall-Rack- (0.35 0.45) 
Integration-1003 Suggests to start integration later Integration-1003 
(0.1 0.8) m - 1 0 0 2  (:START) :DELTA-RE!TIRICT STS-1002 
Suggests to switch in mission sequence 
Rack-Resource- (SUPPLIER) :DELTA-RE!TIRICT Rack-Resource- (0.1 0.8) 
Uti'ization-1002 Utiliza tion-1002 suggests using a different rack 
Figure 6. Given the constraint violation of figure 3, EMPRESS-II returned four delta-tuples as shown by this table. While we argue that 
selecting the "best" delta-tuple should be mediated by higher-level problem-solving strategies, we can see that simply picking the 
"most believed" suggestion is a good general heuristic. 
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Top-down oal-driven 
problem-so B ving strategy 
f 
/ 
Yeeds 
Bottom-up su gestion 
from local anaysis ? of situation 
8. Conclusion 
Like many recent planning systems, CAMPS builds on a 
hierarchically structured metaplanning component. This component 
represents the planning system's "self-knowledge" and is used to 
Control the application of primitive operators (CAMPS predicates) 
towards plan realbation. In addition, make-mode constraint 
evaluation imbues the CAMPS primitive operators themselves with a 
degree of "self knowledge." When the planning process runs into 
difficulties, a dialog commences between a globally-oriented 
problemsolving strategy and the local constraint instances. The 
dialog is initiated by a problem-solving strategy that examines the 
violated constraints and selects one or more to evaluate in make- 
mode. These constraint instances dutifully return a list of suggestions 
embodied in the delta-tuples. 
The returned delta-tuples are examined by the problem solving 
strategy which can choose one or more to apply or seek some aler- 
native means of plan repair altogether. The purpose of the delta- 
tuples is to pose those simple alternatives that would typically cause 
a minimum of plan disruption and reconstruction. They embody the 
generally accepted heuristic of any intelligent problem solver: 
"Consider the easy things first." 
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ABSTRACT 
Ground-based systems f o r  Sate1 1 i t e  Comnand, 
Control, and Communications (C ) operations 
requ i re  a method f o r  planning, scheduling and 
assigning the range resources such as: antenna 
systems scattered around the world, 
comnunications systems, and personnel. The 
method must accomnodate user p r i o r i t i e s ,  l a s t  
minute changes, maintenance requirements, and 
exceptions from nominal requirements. 
Described are computer programs which solve 
24-hour schedu 1 i ng problems, using heur i  s ti c 
algori thms and a real- t ime in te rac t i ve  
scheduling process. The computer u t i l i z e d  i s  
an IBM System/370, Model 3081, and an IBM 3279 
co lo r  graphic display. 
INTRODUCTION 
Ground-based systems f o r  S a t e l l i t e  Comnand, 
Control and Comnunications (C ) operations 
requ i re  a method f o r  planning, scheduling and 
assigning the range resources such as: 
systems scattered around the world, 
comnunications systems, and personnel. The 
method must accomnodate user p r i o r i t i e s ,  l a s t  
minute changes, maintenance requirements, and 
exceptions from nominal requirements. 
Recognizing t h i s  need and i t s  po ten t i a l  
app l i ca t ion  t o  pro rams such as Data System 
Modernization (DSM! f o r  the U.S. A i r  Force 
S a t e l l i t e  Control Network, IBM has pursued an 
Independent Research and Development (IRAD) 
e f f o r t  t o  inves t iga te  a means o f  automating the 
scheduling of range resources f o r  a s a t e l l i t e  
ground-based C system. 
I n  ex i s t i ng  systems, schedules t y p i c a l l y  are 
manually prepared f o r  times i n  the fu tu re  
ranging from many months t o  one day, and, i n  
some cases, near real- t ime changes must be 
accomnodated. This manual scheduling i s  a very 
labor- intensive process and, a t  best, i t  o f f e r s  
scheduling accuracy o f  one minute. Over the 
past few years, the number and complexity o f  
s a t e l l i t e s  have increased s ign i f i can t l y .  These 
increases have s t ra ined the capacity o f  manual 
scheduling, necessi tat ing the analysis o f  
automated scheduling techniques. 
antenna 
This a r t i c l e  addresses the r e s u l t s  o f  the 
three-year research p r o j e c t  undertaken by IBM's 
Federal System D iv i s ion  a t  Gaithersburg, 
Maryland. 
which solves 24-hour scheduling problems, using 
h e u r i s t i c  algorithms, i n  l ess  than two minutes 
on an IBM System/37O Model 3081 using an APL 
in te rp re te r  under MVS. This program provides 
r e s u l t s  i n  user selectable t ime u n i t  g ranu lar i t y ,  
and w i th  accuracy constrained by computer 
p rec is ion  l i m i t s .  
Described i s  a computer program 
RANGE SCHEDULING 
The range scheduling problem involves 
a l l oca t i on  o f  range resources t o  s a t e l l i t e  
operations. 
planned a c t i v i t i e s  which range from s i x  months 
i n  the fu tu re  t o  near rea l  time. The problem 
i s  complicated by t ime cons t ra in ts  and l a s t  
minute modif icat ions.  The range scheduling 
func t ion  w i l l  be subjected t o  increasing 
pressure as the number o f  space vehic les 
increases. The seve r i t y  o f  t h i s  problem i s  
increased by other fac to rs  such as the add i t ion  
o f  antennas and other resources a t  ex i s t i ng  
s i t es ,  reduced turnaround time, and increased 
demand f o r  shared resources. It i s  also 
important t o  take f u l l  advantage o f  f u tu re  
increases i n  computational capab i l i t y  t o  
sustain a high l eve l  o f  system u t i l i z a t i o n .  
There are several technical  issues re la ted  t o  
t h i s  e f f o r t .  Many schedules are required t o  
cover t ime periods from 24 hours t o  s i x  months. 
The schedules s a t i s f y  d i f f e r e n t  purposes and 
must be presented i n  appropriate l eve l s  o f  
d e t a i l .  
s t a t i c ,  and provis ions must be made far changes 
on shor t  not ice.  
accomnodated. Allowances f o r  schedule 
modif icat ions due t o  malfunctions i n  e i t h e r  the 
s a t e l l i t e  o r  the ground support equipment must 
be taken i n t o  account. A method o f  presenting 
automat ical ly developed schedules i n  a 
meaningful way i s  essent ia l  t o  the success o f  
automated range scheduling. It i s  expected 
t h a t  the users w i l l  i n t e r a c t  w i th  the system t o  
generate and modify schedules. 
The a l l oca t i on  process i s  done f o r  
User requests f o r  services are no t  
Many p r i o r i t i e s  must be 
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As a background f o r  t h i s  task,  a thorough 
i n v e s t i g a t i o n  o f  prev ious work on schedul ing of 
ground resources i n  support o f  s a t e l l i t e  
operat ions was made. I t inc luded  bo th  NASA and 
DoD scheduling e f f o r t s .  
The o n l y  automated scheduling found was f o r  
small  problems ( l e s s  than 50 requests, two 
antennas w i t h  s h o r t  windows). I t  was a l s o  
found t h a t  many agencies w i t h i n  DoD and NASA 
a re  i n t e r e s t e d  i n  a s o l u t i o n  t o  the  same 
problem and a re  i n v e s t i g a t i n g  genera l ized 
scheduling techniques. 
Object  i ve 
The o b j e c t i v e  o f  t h i s  research was t o  determine 
t h e  f e a s i b i l i t y  o f  computer-generated range 
schedul ing and t o  demonstrate such a 
c a p a b i l i t y .  
Approach 
Many o f  t he  func t i ons  performed by t h e  
schedulers can be performed r e a d i l y  by 
computers. Cer ta in  o the r  func t i ons  r e q u i r e  
f u r t h e r  research t o  b r i n g  them c l o s e r  t o  
automation. 
process considered f o r  t h i s  study a re  those 
which had n o t  been p rev ious l y  automated. 
The func t i ons  o f  t he  scheduling 
These 
are: 
-request processing 
-product ion o f  weekly schedu 
-scheduling c o n f l i c t  i d e n t i f  
-product ion o f  d a i l y  support 
- rea l  t ime  schedule changes 
r e s o l u t i o n  
es 
c a t i o n  and 
schedules 
An overview o f  t h e  scheduling f u n c t i o n  i s  shown 
i n  F igure 1. 
Remote te lemetry ,  t r a c k i n g  and command 
antennas, l oca ted  around the  world, a r e  used t o  
communicate w i t h  sate1 1 i t e s  when they a r e  
w i t h i n  l i n e - o f - s i g h t  range. 
"contact" ,  a t  most, one s a t e l l i t e  a t  a t ime. 
Before an antenna can be used f o r  a contact ,  
t h e r e  i s  a c e r t a i n  amount o f  "set-up" t ime  o r  
"turnaround" t ime t h a t  i s  r e q u i r e d  by t h e  
ground crew t o  recon f igu re  t h e  antenna system. 
Users p lace demands on the  system by reques t ing  
t h a t  b locks o f  (contiguous) antenna t ime  ( a l s o  
known as con tac t  t imes)  be a l l o c a t e d  t o  t h e i r  
s a t e l l i t e s .  
forms. 
antenna and exact  t ime f o r  t h e  con tac t  a r e  n o t  
spec i f i ed .  
p r i o r i t y ,  and an e a r l i e s t  and l a t e s t  t ime  f o r  
t h e  con tac t  may, however, be given. 
Users may request  p e r i o d i c  contacts  o r  m u l t i p l e  
simultaneous contacts .  F i n a l l y ,  users may 
request  continuous con tac t  w i t h  t h e i r  s a t e l l i t e  
over l ong  pe r iods  o f  t ime. 
be met by p i e c i n g  together  over lapping contacts  
from m u l t i p l e  ground antennas. 
c a l l e d  a " h o t  handoff".  
There are a l s o  n o n - s a t e l l i t e  suppor t  requests  
which are con f ined  t o  a s i n g l e  antenna f o r  such 
purposes as p reven t i ve  maintenance. 
Since normal ly  more ground antenna suppor t  t ime  
i s  requested by t h e  va r ious  users than i s  
ava i l ab le ,  c o n f l i c t s  i n  the  user  requested 
support must be resolved.  A good schedul ing 
a l g o r i t h m  can minimize these c o n f l i c t s  and he lp  
a l l e v i a t e  t h i s  s i t u a t i o n .  
When s t a t e d  genera l l y ,  t h e  schedul ing problem 
i s  q u i t e  d i f f i c u l t .  L inea r  programming 
techniques have 1 i t t l e  ( p r a c t i c a l  ) pay -o f f  f o r  
t h e  scheduler. 
reduced t o  a mixed i n t e g e r  l i n e a r  program, b u t  
Each antenna can 
These requests can take  va r ious  
An antenna preference, a con tac t  
Often, b u t  n o t  always, t h e  s p e c i f i c  
These requests  can 
The process i s  
The bas i c  problem can be 
I Man Computer 
Figure 1. Overview of Scheduling Functions 
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this is of little (practical) consequence due 
to the large number of variables that are 
required. A heuristic technique would appear 
to be the only feasible approach. 
Fortunately, real-world problems have 
additional attributes. Satellites tend to fall 
into one of three (almost) disjoint classes. 
Each class has it own special contact request 
pattern. 
Low altitude satellites have an apogee of under 
500 miles. 
antenna for only about ten minutes before they 
disappear over the horizon. Contacts, when 
requested, are for the entire time that the 
satellite is within the line of sight of an 
antenna. 
come from this class. 
Medium altitude satellites have an altitude 
which averages 12,000 miles and maintain line 
of sight with an antenna fo r  up to 11 hours. 
Contacts re generally requested for 10 minutes' 
duration within a 45-minute window during which 
users may prefer a particular antenna to make 
the contact. 
Near synchronous satellites have altitudes in 
the vicinity of 22,000 miles. If they are at 
the right position on earth, antennas can 
maintain line-of-sight contact for many hours 
(or continuous in the case of truly synchronous 
sate1 lites). 
contact times and "hot handoffs" generally come 
from this class of satellites. 
Non-satell i te support requests are 
station-specific, but generally are fairly 
flexible as to when they are scheduled. 
length of the support period ranges from 10 
minutes to several hours. 
The most significant accomplishment of this 
effort was the development of a new continuous 
time scheduling (CTS) algorithm for range 
scheduling. 
that the CTS algorithm demonstrates, for the 
first time, the feasibility of providing 
effective automation support to the complex 
scheduling operation. 
BACKGROUND OF THE SCHEDULING PROBLEM 
The CTS algorithm is the result of earlier work 
on scheduling that began in 1981. 
an in-depth review of the manual scheduling 
techniques was conducted. Not surprisingly, 
they were found to be very sophisticated. 
The scheduling problems encountered were very 
complex. Typically, they involved as many as 
300 requests to be satisfied by as many as 14 
antennas during a 24-hour period. 
are increasing year by year. 
years, manual range scheduling personnel have 
developed powerful tools for hand1 ing these 
requirements and have evolved a complex set of 
priorities, rules, and exceptions. Most of 
these have not been formally documented, but 
are learned by extensive on-the-job training. 
They are visible over a ground 
Most of the high priority requests 
Users request varying length 
The 
As described below, it is believed 
Initially, 
The numbers 
Working over many 
On the average, the operationally certified 
range scheduling personnel each have more than 
ten years of experience. By observing current 
procedures over several weeks, including 
several continuous 24-hour periods, an 
appreciation was gained for the problem and for 
the sophistication and limitations of manual 
scheduling methods. 
In parallel, an extensive survey of existing 
automated scheduling systems was conducted. 
Reviewing some commercial, DoD and NASA 
systems, it was found that none was suitable 
for the scheduling loads and complexity needed. 
Accordingly, IBM's efforts were directed to 
develop a new approach. Initially, so-called 
mathematical programing models were considered 
that attempted to establish optimum schedules 
by simultaneously allocating resources to all 
the space vehicles. 
such models were feasible for scheduling fewer 
than 50 requests, but that the storage 
requirements and run times associated with 
larger numbers were unacceptably large, 
increasing exponentially with the number of 
requests. 
Next, several heuristic models that attempted 
to "duplicate" the scheduling rules used by the 
manual schedules were developed. After 
investigating these approaches, a so-called 
"discrete laxity algorithm" was devised. 
scheduling one satellite vehicle at a time, 
this approach could develop reasonably good 
schedules with long, but marginally acceptable, 
levels of computer resources (for example, 
storage and run times). 
The results were documented to allow a 
comparison to the present manual process. It 
was learned that the principal limitations of 
the discrete laxity approach were the 
five-minute time unit granularity and the 
inability to handle special case requests. 
The CTS algorithm was developed in 1983 to 
remedy the discrete laxity limitations. 
Figure 2 shows the paths by which the several 
heuristic and optimization techniques were 
combined to arrive at the CTS solution that 
uses the best features o f  both heuristic and 
optimization methods. 
mixed integer equations utilized in the schedule 
optimization problem. 
A SIMPLE SCHEDULING PROBLEM 
A simple example of the scheduling problem is 
presented. It consists of five requests: R1, 
R2, R3, R4 and R5. 
the top diagram of Figure 4. Each request is 
specified by a duration, and a window having a 
start time and an end time. 
request R1 has a duration of four time units 
and a window starting at time zero and ending 
at time 13. 
windows. 
is limited to a single antenna and to very 
simple request forms. 
It was determined that 
By 
Figure 3 sumnarizes the 
These requests are shown on 
For example, 
Request R5 has two separate 
This example is a simple one since it 
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10 maximm the c o n i r ~ b l t i ~  m a  bv each. 
Figure 2. Progression of Scheduling Approaches 
Ob’ective Function: 
siedule as many requests as possible 
Maximize Z V X 
VK 
Constraints: 
Schedule each request only once 
z x <1; VI 
KeRI K -  
Schedule each request within its window 
AK+SK+CK <-BK; VK 
Schedule requests to avoid concurrent resourceuse 
AJ+Sj<j < A K + S K ~ K + M ~  J K + M ( ~ ~ X  J- K) 
AK+SK+CK 5 Aj+SJ-Tj+M( ldJK)+M(2-X~S(K) 
K 
SK 3; v 
XK =(o# 1) VK 
~ J K  (0. l)V(J.Kl€P 
Definitions 
I 
J 
K 
AK 
BK 
CK 
~ J K  
M 
P 
A I  
SK 
TK 
“K 
XK 
V 
- Request Index - Segment Index 
= Segment Index - &ginning of Segment K - End of Segment K 
= Length of request on Segment K 
1 i f  reqllest on K is started before 
0 if otherwise - A large number (Le., at  least 3 times the 
scheduling period length) - The set of pairwise combinations of over- 
lapping segmentof each antenna - Set of segments which service request I 
= Offset between the beginning of Segment K 
and the beginning of its request - Turn around time of the antenna on 
Segment K - Preference value for scheduling a request 
- { ~ ~ ~ ~ ~ s  nheduled on Segment K 
= for a l l  
request on J =I 
This  scheduling approach provides the best solution but unfortunately i ts computer running time and computer 
memory requirement grow exponentially with the number of input requests. 
Figure 3. Mixed Integer Programing for Schedule Optimization 
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ORIGINAL PAGE IS 
OF POOR QUALITY 
Before l o o k i n g  a t  t h e  s o l u t i o n ,  i t  would be 
i n s t r u c t i v e  f o r  t he  reader t o  t r y  va r ious  
approaches such as " f i r s t  come, f i r s t  served" 
and " e a r l i e s t  dead1 ine " .  
The s teps necessary t o  a r r i v e  a t  a h e u r i s t i c  
s o l u t i o n  t o  t h i s  problem a re  shown i n  F igure 4. 
The top  diagram i s  a b a r c h a r t  rep resen t ing  each 
request  window. 
represented i n  a graph form w i t h  a l l  o f  i t s  
mathematical c o n s t r a i n t s .  Th i s  graph 
f o r m u l a t i o n  i s  then so l ved  by eva lua t i ng  the  
i n t e r a c t i o n  between each request  and the  
remainder o f  t he  requests .  
The graph o f  t h e  diagram o f  F igure 4 cons is t s  
o f  nodes and l i n k s .  The s t a r t  t ime  c o n s t r a i n t s  
f o r  each re:uest a re  shown by i n e q u a l i t i e s  
w i t h i n  the  nodes o f  t he  graph; f o r  example, t h e  
request  R 1  s t a r t  t ime  i n t e r v a l  i s :  
The problem i s  then 
O I S 1 9 .  
T h i s  means R 1  cou ld  s t a r t  any t ime between 0 
and 9 and s t i l l  remain i n  i t s  window. When a 
request  has more than one window segment, then 
f o r  each segment the re  w i l l  be one t ime  
i n t e r v a l ;  f o r  example, request  R5, which has 
two segments, i s  shown w i t h  two se ts  o f  
i r r e g u l a r i t i e s .  The i n t e r a c t i o n  between a s e t  
i s  shown by c o n s t r a i n t s  on t h e  l i n k s  between 
t h e  nodes o f  t h e  graph, f o r  example R 1  and R3 
s t a r t  t imes S and S a re  f r e e  o f  c o n f l i c t  
whenever: 
s - s s 4  
The l a s t  diagram i n  F igu re  4 shows the  s o l u t i o n  
t r e e .  The request  R2 i s  checked aga ins t  R5, 
R1, R3 and R4 f i r s t  f o r  non-preemption and then 
f o r  maximum l a x i t y .  Then t h e  s t a r t  t ime i s  
se lec ted  f o r  R2. I n  t h i s  manner we proceed 
from one request  t o  the  nex t  u n t i l  a l l  requests  
a re  checked. The s t a r t  t imes a r r i v e d  a t  by 
t h i s  process are: 
S = 9 ,  S 17, S 13, S 5, S = 0 
F igu re  5 shows the  s o l u t i o n  t o  the  problem. 
Note t h a t  a l l  t h e  requests  have been scheduled, 
and request  R4 i s  scheduled i n  t h e  middle o f  
i t s  window. 
RESULTS 
F igu re  6 shows t h e  r e s u l t s  obta ined i n  app ly ing  
t h e  a l g o r i t h m  t o  two rep resen ta t i ve  problems. 
These schedul ing r e s u l t s  demonstrated t h a t  
automated schedul ing i s  indeed a v i a b l e  
a l t e r n a t i v e  t o  manual scheduling. The average 
elapsed t ime  r e q u i r e d  t o  develop a manual 
24-hour schedule i s  36 hours. The average 
number o f  weekly l a b o r  hours r e q u i r e d  t o  
p rov ide  a manual 24-hour schedule i s  645. The 
CTS a l g o r i t h m  scheduled g rea te r  than 98 percent  
o f  t h e  i n p u t  requests  i n  l e s s  than th ree  
minutes o f  CPU run  t ime  on t h e  IBM 3081 K32. 
I t i s  expected t h a t  a 100 percent  o p e r a t i o n a l l y  
optimum s o l u t i o n  can be obta ined w i t h  a small  
amount o f  manual i n t e r v e n t i o n  by the  
schedulers. 
I n  F igu re  7,  computer run  t ime  i s  shown as a 
f u n c t i o n  o f  t he  number o f  reauests  schedule f o r  
a 24-hour sample problem. 
F igure 4. A Simple Scheduling Problem 
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F i g u r e  5. So lu t i on - -The  S imple  Schedu l i ng  Problem 
Tme Unit trmularitv 
0 Number of ReqUesls 
w Percent 01 Rwuests 
Scheduled 
Scheduled 
COMPUTER 
0 Procesrmg Time Using 
MVSAPL on IBM 
3081 K32 
SAMPLE PROBLEMS 
PROBLEM PARAMETERS [INPUT1 
Case 2 
1 Mln 1 M m  
OUTPUTS 
186 289 
99 98 
R U N  TIME 
133 sec 62 ICC 
12 I 6:; 1 933 I No 01 Antennas No. of Visibilities 
F i g u r e  6. CTS A l g o r i t h m  A p p l i e d  t o  Sample Problems 
T h i s  a l g o r i t h m  has n o t  y e t  been implemented i n  
t h e  o p e r a t i o n a l  A i r  Force  Sate1 1 i t e  C o n t r o l  
Network System. 
h a n d l i n g  schedu l i ng  problems w i t h  a h i g h  degree 
o f  e f f i c i e n c y  and f l e x i b i l i t y .  
It promises  t o  be capab le  o f  
For a 300 request problem the function shows an 'S" curve 
behavior that represents considerably less computer time 
lor  the f i rs t  hundred requests than lor the nexl hundred 
requests and a ltltle less time lot the final hundred requests 
F i g u r e  7. Computer Running Time i n  Seconds vs. 
Requests Schedules (MVS-APL on IBM-3081 
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ADVANCED DECISION AIDING TECHNIQUES 
APPLICABLE TO SPACE 
Robert J. Kruchten, Major, USAF 
Advanced Technologies Program Manager 
Rome Air Development Center (RADC/COAD) 
Griffiss Air Force Base, New York 13441-5700 
1. ABSTRACT: The Command and Control 
Directorate of RADC has had an intensive 
program to show the feasibility of 
applying advanced technology to Air Force 
decision aiding situations. Some aspects 
of the program, such as Satellite 
Autonomy, are directly applicable to 
space systems. Other parts of the 
program, while not directed toward space 
applications, have developed techniques 
which could be used in space 
applications. For example, RADC has 
shown the feasibility of decision aids 
that combine the advantages of laser 
disks and computer generated graphics; 
dec i s ion aids that interface 
object-oriented programs with expert 
systems; decision aids that solve path 
optimization problems; etc. The purpose 
of this paper is to review some of the 
key techniques that could be used in 
space applications. It reviews current 
applications, their advantages and 
disadvantages, and gives examples of 
possible space applications. The 
emphasis is to share RADC experience in 
Decision Aiding techniques. 
2. INTRODUCTION: 
RADC has undertaken a major effort in the 
area of decision aid development. As 
part of this effort, RADC has developed a 
variety of decision aids for specific 
problems. These aids were meant to prove 
the feasibility of using high and low 
technology techniques to improve the 
decision process. In addition, RADC has 
extensively studied the problem of 
satellite autonomy through both in-house 
research and through contracted efforts. 
The techniques used in all these programs 
ranged from relatively simple operations 
research techniques (eg multi-attribute 
utility analysis, etc) to advanced 
artificial intelligence techniques (eg 
model-based reasoning, etc) . 
Interestingly, it was often found that 
the inclusion of a known technique into a 
decision aid offered benefits far beyond 
the immediate problem being addressed. 
Unfortunately, it was sometimes also 
found that there were subtle 
disadvantages to some of these 
techniques. Often the benefits and 
disadvantages remain hidden until 
evaluation by the prospective user. The 
remainder of this paper examines some 
techniques that have been especially 
useful. 
3. ADVANCED DECISION AID TECHNIQUES: 
3.1. Object-Oriented Programming 
3.1.1. DESCRIPTION 
Object-oriented programming is a method 
of programming that associates code with 
real world objects. The individual 
objects are things that have behavioral 
characteristics. These characteristics 
are coded in the form of methods and 
procedures. The behavioral 
characteristics are invoked by sending 
messages to the objects. For example, a 
variety of objects may have procedures to 
move. A message "move" (with appropriate 
arguments) sent to one of the objects 
will automatically invoke the proper 
procedures to move that particular 
object. The sender of the message does 
not have to have any knowledge about how 
the move is accomplished. A key feature 
of object-oriented programming is that 
individual objects can inherit 
characteristics from other objects. 
Programs written in object-oriented 
programming are generally easy to create, 
extremely easy to change, and 
dramatically reduce memory requirements. 
RADC has a number of programs using 
object-oriented programming some of which 
are described below. 
One RADC program uses objects for map 
representations. Normally a digital map 
data base will indicate what features are 
located at each location. Thus if the 
system is at a location that is the 
intersection of two roads, it will know 
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the roads it is on. A person looking at 
the map could tell basically where the 
roads went, what they connected with, 
distances, etc. Unfortunately, the 
computer would have to find the answer to 
these questions via exhaustive searches. 
RADC has a program that captures key map 
features as objects. Each object knows 
about itself and has procedures to 
determine connections with other objects 
and to answer questions about itself. In 
this system, when the computer is at a 
road intersection, it can send messages 
to each road object. It is thus possible 
to immediately determine which road goes 
to what city, the distances involved, and 
the route of travel. 
Another RADC program uses object-oriented 
programming to find the best path for an 
aircraft through a dense series of ground 
to air threats. In this program, the 
threats are "smart" objects that know 
their capabilities against a variety of 
different aircraft and, more importantly, 
know the best means for an aircraft to 
avoid the threat. As an aircraft 
approaches the threat, it sends a message 
to the threat requesting information on 
paths to avoid the threat. The message 
contains arguments giving the aircraft 
type and capabilities. The threat 
returns alternative paths, their 
lethality, and their distance. The 
aircraft can use this information to 
select the best path. 
Finally RADC has an object-oriented 
program that projects enemy activity into 
the future. It has various enemy units 
defined as objects that have behavior 
characteristics similar to real enemy 
units. These characteristics allow the 
units to move about within an area, given 
an objective. Each unit knows how to 
find its own path to its objective. It 
knows its rate of travel over various 
terrain, the impact of other units using 
the same roads, etc. All units are given 
objectives and then the system is queried 
to show unit locations over time. This 
system interacts with a rules-based 
mission planner to plan aircraft 
missions. It allows the planner to plan 
based on realistic projections of where 
the enemy will be. 
3.1.2. Advantages 
Another advantage is that an 
object-oriented program tends to be very 
compact. For example, a complex 
simulation using object-oriented 
programming could be a factor of ten or 
more smaller than a similar program using 
traditional techniques. 
Another potential advantage of the 
object-oriented concept is that it will 
be possible to combine it with parallel 
processing techniques. To date, this has 
been done in only a most rudimentary 
fashion, but it appears to be feasible to 
hand off separate object processes to 
separate processors. 
Object-oriented programming allows the 
developer to use more natural thought 
processes to visualize the problem and 
develop a program approach. This is 
possible because it releases him from 
many of the mundane tasks of linking 
together the pieces of an object. 
Finally, the object-oriented system is 
easy to code and maintain. Changes made 
to an object are automatically propagated 
to all the appropriate instances of the 
object. Code is easier to write because 
the problem is broken down into smaller, 
more reasonable pieces. Thus, overall it 
is quicker to develop and get running 
than more conventional methods of 
programming. 
3.1.3. Disadvantages 
object-oriented programming is the lack 
of robust language implementations to 
support it. The primary work is in 
ZETALISP FLAVORS, ZEROX LOOPS, and 
SMALLTALK. Although these 
implementations are very good, they do 
not fully implement the concepts. Other, 
more common languages offer only minimal 
support to this concept. 
Another disadvantage is that it is 
difficult to fully predict the runtime 
performance of an object-oriented system. 
The problem occurs because of the very 
advantages of the approach . 
Object-oriented programming greatly 
simplifies the developer's tasks and 
allow him to actually build a program 
that exceeds the capabilities of his 
processor to execute in real time. 
3.1.4. Space Applications 
Object-oriented programming combining 
with some research in truth maintenance 
systems (TMS) offers hope of resolving 
unanticipated anomalies. The traditional 
approach to anomaly resolution is to 
define the anticipated anomalies, their 
indications, and the proper corrective 
actions. Unfortunately, most complex 
anomalies are unanticipated (we tend to 
The primary disadvantages of 
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design out the ones we anticipate). 
However, using object-oriented 
programming to create multiple models of 
a system (thermal, electrical, 
structural, etc); we define how the 
system should work. When unexpected 
situations arise, it will possible to use 
TMS concepts to reason about the 
differences between the model predictions 
and the actual data thus defining the 
problem. Goal directed search techniques 
can then be used to generate a solution 
and the models can be used to test the 
solutions. 
appl ic a t ion of the 
object-oriented system is that it can be 
used to create a highly interactive 
simulation of any system. Most s stems 
can be broken down into separate mohles. 
These modules can, in turn, be further 
broken down into more detailed modules. 
At lower levels there is much in common 
between the modules. Object-oriented 
programming allows for generic objects 
(modules) to be created. Instances of 
these modules can then be easily made and 
interconnected. They can inherit 
characteristics as needed. The end 
result is a software simulation of a 
system. Object-oriented programming is 
ideal for large interactive simulations. 
Its modular construction allows a complex 
system to be rapidly built and de-bugged. 
In fact, it is possible to create objects 
that could be used in multiple space 
programs. A related application is to 
allow a satellite configuration to be 
des igna t ed by an interactive 
AS the object-oriented model. 
configuration changes (consumable, 
position, failures, etc), it is easy to 
modify the model and thus system 
performance can be projected at any time. 
A related application to the simulation 
described above is simulation used to 
support sys tems engineering des ign 
studies and tradeoffs. Complex 
architectures can be built using 
object-oriented techniques relatively 
easily. These can serve as system 
"breadboards" to check on overall system 
performance and design tradeoffs.The 
simulations themselves are not meant to 
be complete or to have perfect fidelity. 
The key is to build the simulations early 
in the design process in order to support 
the design. 
Another application is in display 
technology. A circuit that is built and 
displayed as an object can be easily 
designated by an operator. This would 
give him immediate access to all relevant 
One k eY 
information on that circuit. 
Object-oriented representations can also 
be used in search routines by a computer. 
Thus a complex network of objects could 
be searched. When the system is at any 
particular node in the net it has the 
immediate and automatic capability to 
query that node. 
3.2. Natural Language 
3.2.1. Description 
Traditional man-machine interface for 
software has been menu driven, special 
function keys , touch-screen, 
mouse/track-ball, or rigid syntax typed 
input. There has been much research into 
a more "natural" form of in ut. Natural 
Language is the machine anaPysis of typed 
sentences. That is, the transformation 
of a sentence into a machine usable form. 
RADC has developed systems that have 
shown the feasibility of using Natural 
Language as a way of communicating 
between the man and the machine. These 
systems allow the machine to carry on a 
dialog with a person even though the 
individual sentences contain ambiguity. 
They do this by establishing a loose 
context relationship between the 
sentences being input, previous 
sentences, previous machine responses, 
and knowledge of the domain. The net 
result is a relatively free flowing, 
conversational type dialog. 
3.2.2. Advantages 
Natural Language allows an operator with 
virtually no training to be immediately 
effective. Syntactic errors are 
virtually eliminated and no pre-defined 
formats are required to be memorized. 
A secondary advantage of the Natural 
Language research is its development Of 
solutions to problems that must be 
evaluated in context. Since most of our 
sentences and words can only be 
understood in context, Natural Language 
researchers were forced to develop 
techniques for establishing context 
relationships. Those techniques can be 
fruitfully used in other applications as 
defined below. 
3.2.3. Disadvantages 
Natural Language involves both input and 
output. As an output medium, it allows 
for unanticipated, machine generated 
statements or queries. As the primary 
means of machine input, Natural Language 
is far from ideal. Most operators are 
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not s k i l l e d  t y p i s t s  and cannot input  
sentences quickly or  accurately.  I n  
add i t ion ,  i f  t h e  task is r e p e t i t i v e ,  a 
person w i l l  be much f a s t e r  and accurate  
w i t h  standardized input  or  output 
schemes. 
3.2.4. Space Applications 
One obvious app l i ca t ion  of Natural 
Language is  f o r  man-machine i n t e r f a c e s .  
Here it has the advantages and 
disadvantages described above. A not so 
obvious app l i ca t ion  is i n  data  
i n t e r p r e t a t i o n .  Any one da ta  channel or  
sensor output can only be in t e rp re t ed  i n  
context of a l l  o ther  d a t a ,  p a s t  h i s to ry ,  
and knowledge of t he  domain (eg. what 
happens during an e c l i p s e ,  e t c ) .  
Technically, da t a  i n t e r p r e t a t i o n  has many 
of t h e  same problems a s  language 
i n t e r p r e t a t i o n .  Natura 1 Language 
techniques allow loose context 
r e l a t i o n s h i p s  l i k e  those i n  involving 
te lemetry t o  be created.  
3.3. Video D i s k  Displays 
3.3.1. Description 
Most graphic d i sp l ays  a r e  generated u s i n g  
d i g i t a l  d a t a  t h a t  is  e i t h e r  vector 
p l o t t e d  or  b i t b l t ' d  t o  f i l l  a screen. I n  
t he  f i r s t  ca se ,  graphics draw commands 
a r e  used t o  draw an image u s i n g  a d i g i t a l  
d a t a  base t h a t  de f ines  a s e r i e s  of 
vec to r s  t o  be drawn. In t h e  second case,  
t h e  image is created from a l a r g e  a r r ay  
represent ing the  individual  p i x e l s  t o  be 
drawn. B i t b l t  has the  advantage of 
c r e a t i n g  a d i sp lay  very quickly,  but i t  
requires  l a rge  amounts of memory i f  t h e r e  
a r e  many d i f f e r e n t  d i sp l ays  t o  be 
created.  Vector p l o t t i n g  is more common 
because it requires  less memory, but  it 
is usual ly  q u i t e  slow t o  c r e a t e  an 
individual  image. In add i t ion ,  complex 
images created by a vector  p l o t  a l s o  
involve l a r g e  amounts of da t a .  Normally 
r e so lu t ion  of t he  image is s a c r i f i c e d  t o  
reduce the  d a t a  overhead. The impact is 
t h a t  curved l i n e s  appear a s  stepped l i n e s  
and d e t a i l  is eliminated from the  image. 
RADC has recent ly  developed seve ra l  
t a c t i c a l  planning a i d s  t h a t  required 
t a c t i c a l  maps t o  be displayed w i t h  icons 
superimposed on t h e  maps. The technique 
used was t o  combine a commercial l a s e r  
disk image w i t h  computer generated icons.  
The l a s e r  disk is  a standard commercial 
NTSC l a s e r  disk w i t h  each frame 
containing an image of a d i f f e r e n t  map 
(o r  a d i f f e r e n t  s c a l e ) .  Laser d i s k s  
represent an extremely dense medium and 
contain up t o  108,000 sepa ra t e  NTSC 
images on a s i n g l e  disk.  I t  is poss ib l e  
t o  s e l e c t  any one frame i n  l e s s  than one 
second. The l a s e r  disk image is  
e s s e n t i a l l y  anything t h a t  could be 
displayed by a commercial t e l e v i s i o n  
(graphics ,  photo, e t c ) .  A s  implemented, 
t he  l a s e r  disk image is  displayed on a 
h i g h  resolut ion screen w i t h  NTSC 
resolut ion.  The computer generated 
graphics a r e  displayed w i t h  h i g h  
resolut ion on the same screen. T h u s ,  it 
i s  poss ib l e  t o  rapidly d i s p l a y  many 
complex images u s i n g  an inexpensive and 
small system (our system used an IBM A T ) .  
3.3.2. Advantages 
The primary advantage of t h e  l a s e r  disk 
system is many, very h i g h  q u a l i t y  images 
a r e  ava i l ab le  on a r e l a t i v e l y  small ,  
inexpensive system. Computer generated 
imaging is  s t i l l  ava i l ab le  and simply 
overlays the video disk image. The 
commercial hardware f o r  t h i s  system has 
hardware zoom and pan c a p a b i l i t i e s  t h a t  
operate  much the same a s  hardware zoom 
and pan on b i t b l t  or  vector created 
images. However, the l a s e r  disk system 
has the add i t iona l  c a p a b i l i t y  of 
s e l e c t i n g  another image instead of 
expanding or  moving t h e  e x i s t i n g  image. 
The  new image se l ec t ed  by the  l a s e r  disk 
system would st i l l  r e t a i n  a h i g h  
r e so lu t ion  whereas zoom of a b i t b l t  or  
vector created image l o s e s  r e so lu t ion  
a f t e r  a f a c t o r  of 4-6 times. For map 
app l i ca t ions ,  t h i s  means using hardware 
zoom up t o  a f a c t o r  of about 4; then 
s e l e c t i n g  another map w i t h  a d i f f e r e n t  
s ca l e .  
Another advantage of t he  video disk is  
t h a t  t he  s torage media is r ad ia t ion  hard 
and e a s i l y  removable. When removed from 
t h e  d r i v e  system, The individual  d i sks  
a r e  easy t o  s t o r e  and r e l a t i v e l y  
i n d e s t r u c t i b l e .  
A f i n a l  advantage of the video disk 
system is  the high l e v e l  of user 
acceptance. The systems a r e  very user 
f r i e n d l y  and, most importantly,  they 
provide images s imi l a r  t o  t h e  ones 
c u r r e n t l y  used by the  user. For RADC's  
t a c t i c a l  programs, t h i s  means map images 
i d e n t i c a l  t o  those ca r r i ed  by the p i l o t .  
For other  app l i ca t ions ,  it could mean 
schematics or  i l l u s t r a t i o n s  found i n  
other  references.  
3.3.3. Disadvantages 
The primary disadvantage of t he  l a s e r  
disk system is t h e  l a s e r  image is 
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unavailable to the computer. Thus, a 
line on a map representing a road is 
unknown to the computer. This 
disadvantage can be somewhat alleviated 
by having a separate digital 
representation for the computer. Whereas 
the operator may see a nice, smooth curve 
for a line; the computer may use a 
relatively crude jagged representation of 
the same feature. This requires many 
tradeoffs to be made between operator 
needddesires versus the computer needs 
for maximizing performance and memory 
requirements. 
Another disadvantage with the laser disk 
system is the relatively high cost of 
first disk. The first disk for an RADC 
system cost approximately $50K for 34K 
images. Second and later disks are 
considerably cheaper ( $ 6 0 0 ) .  
Finally, this system requires the laser 
images to be static images. The disk 
represents a read-only medium and cannot 
currently be used for applications 
requiring real-time changes to the 
images. 
3.3.4. Space Applications 
The laser disk system is appropriate for 
any application involving many unchanging 
images. It could easily be integrated 
into a diagnostic system involving logic 
diagrams, illustrated parts breakdowns, 
photographs, etc. It can also be used 
for high resolution background displays. 
3.4. Expert (Rule-Based) Systems 
3.4.1. Description 
A rule-based expert system normally has a 
knowledge base of facts and if-then rules 
plus an inference engine to make 
inferences. A key feature of this type 
system is that the system developer 
concerns himself with capturing the 
knowledge rather than the details of the 
inference mechanism. Rule-based systems 
are the most common type of expert system 
being developed today. Most of RADC's 
rule-based systems either use a rule-base 
as part of a larger system or are primary 
concerned with assessing information. 
3.4.2. Advantages 
Rule-based expert systems are r'elatively 
easy to construct, very easy to 
modify/maintain and can handle 
incomplete, ambiguous, or conflicting 
data. They are unique in their ability 
to capture high level human thought 
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processes. That is they easily capture 
rules of thumb (heuristics). More 
traditional systems can perform similar 
functions, but they require the persons 
thought process to be abstracted into a 
more acceptable form for the machine. 
3.4.3. Disadvantages 
Rule-based systems are not good for all 
applications. They often tend to be slow 
and require relatively large memories. 
Most importantly, they sometimes give 
wrong answers. In traditional 
programming, the goal is to build a 
system that meets some performance 
requirements. The expert system tries to 
mimic the expert. Like the expert, it 
makes mistakes. This is especially true 
near the boundary area of its knowledge. 
These are problems that match part of its 
rules, but also include facts beyond its 
knowledge base. In these areas, the 
rule-based system may give misleading and 
wrong answers whereas the more 
traditional system would crash. 
Another problem with a rule-based system 
is in expecting them to solve problems 
requiring very basic knowledge. Actually 
they perform at their best by helping 
raise the performance level of a decision 
maker. These systems have not been able 
to capture basic (deep) knowledge that 
experts use to solve unique problems. 
3.4.4. Space Applications 
These kind of systems are ideal for 
removing the burden of controllers to 
check for common problems. They are also 
helpful for building scheduling systems. 
A key consideration in their use is 
whether the system will require frequent 
adjustment (change) by the operator 
(experts). The rule-based systems 
normally allow rules to be added or 
deleted by the user. Most of the 
experience at RADC has shown that they 
can raise the level of a decision makers 
to a new plain. Whereas before he was 
totally engrossed in mundane tasks, the 
rule-based system easied his workload SO 
that he could concentrate on an 
assessment of the big picture. 
3.5. Rapid Prototyping 
3.5.1. Description 
The last technique in this paper is not 
concerned with a software design 
approach. Instead, rapid prototyping 
refers to a development technique. 
Currently, DOD software programs are 
developed using DOD STD 2167. This 
standard involves an orderly systems 
engineering design approach where the 
design evolves form high level system 
requirements to low level detailed item 
requirements. Along the way The 
requirements are documented in the 
various levels of specifications (A, B, 
C); reviewed in formal design reviews 
(SDR, PDR, CDR); and finally, audited 
(PCA FCA). Throughout this process 
configuration control procedures track 
the system and generally the requirements 
are very well defined before coding 
commences. 
Knowledge based systems cannot generally 
be effectively designed using the above 
approach. The difficulty lies in 
capturing human, expert knowledge 
(including heuristics) via the 
specification process. A more effective 
way is to build a prototype of the system 
and iterate its design through sessions 
with the experts. RADC has a number of 
knowledge based programs that have used a 
rapid prototyping development approach. 
The approach is made possible by many 
advances in t h e  software development 
environment that make it easy to create 
data structures, stubbed interfaces, etc. 
It is also easy to make changes, 
incrementally to the system under 
development. 
3.5.2. Advantages 
The primary advantage of this approach is 
the ready acceptance of the user. This 
process has the user intimately involved 
in the total development cycle. His 
critiques of the system result in 
immediate feedback on the design. 
Another iteration of the prototype 
provides feedback to the user. This 
interaction makes the user a true part of 
the development process and allows him to 
see actual performance tradeoffs as they 
occur. 
3.5.3. Disadvantages 
A key disadvantage with this approach is 
the absence of formal procedures. Since 
the approach is contrary to the accepted 
development techniques, there are no 
standards for documentation, design 
reviews, or testing. This makes it 
extremely difficult to create contract 
packages with measurable end products. 
Disagreements between user experts create 
difficulties in defining the prototypes. 
Similarly, availability of experts 
becomes a critical path to the overall 
development. If the experts cannot 
devote sufficient time or the experts are 
constantly being replaced, the system 
development rambles. 
Tests also tend to be more ad-hoc because 
there are few specific requirements (no 
specs) to measure against. Thus, it is 
difficult to quantitatively measure the 
software developed. The weakness in the 
tests of knowledge based systems is 
probably a primary reason for the heavy 
emphasis on systems that can explain 
their results. 
3.5.4. Space Applications 
It would seem that some form of rapid 
prototyping is necessary for successful 
knowledge acquisition if one is building 
a knowledge based system. Thus if the 
primary consideration of the system 
design is capturing a human reasoning 
process, then rapid prototyping should be 
used. For these situations, the systems 
engineering approach tends to be 
incomplete. Rapid prototyping can also 
be used for other applications, but it 
should be carefully weighed against the 
more traditional approaches. It is a 
relatively new technique and has not been 
evaluated against all types of 
development projects. Long term, some 
combination of a systems engineering 
approach, for technical requirements 
identification, and rapid prototyping, 
for knowledge acquisition and feasibility 
proof, will be probably be best. 
4. Recommendations/Conclusions: 
The purpose of this paper was not to 
reveal some radically new and unique 
approaches to space related problems. 
Rather, it is meant to use solutions and 
ideas to other problems and show how they 
may help solve space related problems. 
Although research continues, most of 
these techniques have been proven to be 
very effective in other applications. 
Most of these solutions and ideas have 
been presented in the form of programming 
techniques. All of the software 
programming concepts described here 
require relatively large processors (in 
terms of memory size) compared to 
existing space qualified hardware. 
However we anticipate future on-board 
hardware will be capable of using this 
techniques. This is feasible because 
each of the above techniques show how new 
methods of programming can simplify the 
problems and reduce the machine 
requirements compared to more traditional 
progamming approaches. Thus, they open 
the way for new software applications. 
More importantly, they offer hope for 
improved system performance and reduced 
support costs. 
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ABSTRACT 
Automatic Routing Module (ARM), a t o o l  t o  p a r t i a l l y  automate A i r  Launched Cruise M iss i l e  (ALCM) 
routing, i s  i ns ta l l ed  a t  HQ-SAC and i s  used operat ional ly by JSTPS mission planners. For any 
accessible launch point / target pa i r ,  nRM creates f l yab le  routes that,  w i t h i n  the f i d e l i t y  o f  the 
models, are optimal i n  terms o f  th rea t  avoidance, clobber avoidance, and adherence t o  vehic le and 
planning constraints.  
Although h igh ly  algor i thmic,  ARM i s  an expert system i n  the sense tha t  i t :  
based on heur is t i cs ,  o r  ru les,  supplied by planning experts; (2) re l ieves planners o f  much o f  the 
tedious and time-consuming port ions o f  the route planning process; (3)  supports both expert and 
non-expert planners i n  route creation; (4) allows the planner t o  change the r u l e  base; (5) recommends a 
course o f  ac t ion  and provides the planner w i th  a means t o  modify tha t  recommendation; (6) provides a 
menu-driven, user f r i end ly  in te r face  plus in te rac t ive  graphics; and (7)  r e l i e s  on a statespace, paths, 
and decis ion t ree  t h a t  must be searched, complete w i th  cost function, t o  a r r i v e  a t  an optimal route. 
Because o f  the heur is t i cs  appl ied, ARM-generated routes c losely resemble manually-generated routes i n  
rou t ine  cases. 
three-dimensions and trade tha t  danger o f f  with the p robab i l i t y  o f  ground clobber resu l ts  i n  the safest 
path around o r  through d i f f i c u l t  areas. The too ls  avai lable p r i o r  t o  ARM d i d  not provide the planner 
w i th  enough information o r  present i t  i n  such a way tha t  ensured he would select  this safest path. 
1 .  INTRODUCTION 
Systems Control Technology (SCT) began working on basic research i n  opt imizat ion applied t o  automated 
(1) rap id ly  creates plans 
I n  more complex cases, ARM'S a b i l i t y  t o  accumulate and assess th rea t  danger i n  
planning systems i n  1978 under DARPA sponsorship. The motivation f o r  this 
1 .  reduce planning t i m e  and manpower requirements, 
2.  improve planning effect iveness, 
3.  produce t imely responses t o  scenario changes, and 
4 .  use ex i s t i ng  technologies t o  solve the problem. 
These e f f o r t s  resul ted i n  a basic approach t o  planning and a demonstration 
AUTOPATH. AUTOPATH, as out l ined i n  Figure 1, has broad a p p l i c a b i l i t y  t o  a 
work was t o :  
model re fe r red  t o  as 
var ie ty  o f  mission planning 
problems. I t  has already been successful ly used i n  cruise miss i le  rout ing,  force l eve l  planning, u n i t  
l eve l  planning, asset allocation-, and an on-board processing experiment. 
*STRATEGIC MISSIONS 
BOMBER AND CRUISE MlsSlLE AUTOPATH 
TECHNOLOGY . TAcncm MISSION 
TAcTlcALAlRcRAFT 
*SINGLE SORTIE PVINS 
* MULTIPLE AIRCRAFTMULTIPLE TARGETS 
NACRAFTPERFORMANCE 
ERR" 
THREATS 
TARGETS 
WEAPONS SYSTEMS 
PLANNING OBJECTIVES 
P U " N G  CONSTFWNTS * OPERATIONS RESEARCH TECWKXIES 
*DATA EASE MANAGEMENT 
*PERFORMANCE MEASURES 
tiEuwm.s 
Figure 1 The AUTOPATH Technology Operates on Mu l t i p le  Data Sources w i th  Sophisticated 
Mathematical Algorithms and Optimi,zation 'Techniques t o  Generate a Var iety 
o f  High Level Mission Plans 
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This paper focuses on SCT's experience i n  using t h i s  b a s i c  tec.hnology t o  develop an automated A i r  
Launched Cruise M iss i l e  (ALCM) rou t i ng  t o o l  f o r  the Jo in t  S t ra teg ic  Target Planning S t a f f  (JSTPS) a t  
O f f u t t  AFB. The JSTPS i s  colocated w i t h  Headquarters, Strategic A i r  Command (HQ SAC). The AUTOPATH 
research and development e f f o r t s  l a i d  the groundwork f o r  a prototype system tha t  was i n s t a l l e d  a t  HQ 
SAC i n  1984. The Automatic Routing Module (ARM) t ha t  grew out o f  the prototype was i n s t a l l e d  i n  1985. 
The transformation from research and development t o  an operat ional  system was a complete success; ARM 
i s  used operat ional ly a t  HQ-SAC t o  a i d  i n  the ALCM planning po r t i on  o f  the SIOP. ARM i s  a major 
software module. .This paper i s  intended t o  b r i e f l y  h igh l i gh t  ce r ta in  aspects o f  the ARM software and 
development experience ra ther  than t o  cover any aspect o f  ARM i n  d e t a i l .  I n  tha t  l i g h t ,  the top ics  
covered are an overview o f  the p ro jec t  and i t s  goals; the basic technology used t o  solve the problem; 
the implementation o f  the solut ion;  and lessons learned from the p ro jec t .  
2 .  ARM OVERVIEW 
The RLCM planning problem has many complex p a r t s ,  a l l  o f  which are labor and/or computer intensive 
processes. Computer processing plays a major r o l e  i n  the planning, p r imar i l y  i n  creat ing and managing 
data bases and i n  analyzing and evaluat ing missions tha t  were generated by expert human planners. SCT 
set ou t  t o  automate the mission generation aspect o f  planning beginning i n  1983. 
2 . 1  The Planning Problem 
The mission generation planning problem i s  t o  create a f l y a b l e  rou te  between a launch po in t  and a 
ta rge t .  
.errain-fol lowing miss i le .  
whi le ensuring tha t  i t  does not run i n t o  any high ground ( i . e . ,  clobber). Using the t e r r a i n  fo l low ing  
capab i l i t y ,  the m iss i l e ' s  path must a lso  avoid f l y i n g  i n t o  enemy defenses o r  r i s k  being destroyed 
before reaching the ta rge t .  Avoiding clobber and enemy defenses along a s ing le  f l i g h t  path i s  a 
d i f f i c u l t  task tha t  i s  compounded by a growing navigat ion e r r o r  as the miss i le  progresses t o  the 
ta rge t .  To keep t h i s  e r ro r  under cont ro l ,  the I n e r t i a l  Navigation System requires per iod ic  updates 
from a f i n i t e  number o f  h igh ly  surveyed areas o f  t e r r a i n  known as TERCOMs. 
must take advantage o f  the ava i lab le  TERCOMs and s t i l l  avoid ground clobber and enemy defenses. 
A human planner uses de ta i l ed  maps which include the defenses and TERCOMs t o  perform th is  rou t i ng  
task.  The planner has t o  determine the best path through the defenses and the best a l t i t u d e  f o r  each 
leg  o f  the f l i g h t .  This i s  a gross oversimpl icat ion o f  the task because o f  many other considerations 
and constraints,  some o f  which w i l l  be discussed l a t e r .  The planner's task becomes very d i f f i c u l t  i n  
heav i l y  defended areas and i s  fu r ther  complicated by the number o f  missions t o  be planned. 
Once sa t i s f i ed  w i t h  a mission, the planner provides the mission's f l i g h t  p lan t o  very de ta i l ed  
evaluat ion software which uses accurate vehic le performance models, l o c a l  t e r ra in ,  and de ta i l ed  th rea t  
models t o  determine how good the path r e a l l y  i s .  The software can make some modif icat ions t o  the path, 
bu t  general ly f lags er ro rs  f o r  the planner t o  rethink,  f i x ,  and resubmit the route f o r  analysis.  
Because o f  the f i d e l i t y  o f  the models, t h i s  software has been slow, making good candidate routes on the 
f i r s t  pass h igh ly  desirable.  
The ob jec t ive  o f  the ARM program i s  t o  create good q u a l i t y  candidate routes and t o  do so i n  a t ime ly  
manner, i . e . ,  less than ten  seconds each. By meeting t h i s  object ive,  ARM re l ieved the mission planners 
o f  much of the tedious and time-consuming port ions o f  the route planning process. I t  freed them t o  
spend more t i m e  on d i f f i c u l t  routes tha t  do no t  f o l l ow  a l l  the ru les  given t o  the automated system, t o  
f i n e  tune routes, o r  t o  work other problems. 
ARM can be given one o r  many missions, described by launch po in t / ta rge t  p a i r s ,  t o  plan. For each 
mission, ARM creates a f l y a b l e  route tha t  i s  optimal i n  terms o f  th rea t  avoidance, clobber avoidance, 
and adherence t o  rou t ing  cons t ra in ts .  Routing constraints include vehic le performance charac ter is t i cs  
and heur is t i cs ,  o r  ru les  o f  thumb, that a mission planner would apply i f  the route were t o  be created 
manually. Some o f  these ru les  are given i n  Table I. 
Because o f  the heur i s t i cs  appl ied, ARM-generated routes c losely resemble manually-generated routes i n  
rou t ine  cases. Manually created routes and ARM generated routes may diverge i n  more complex cases. 
A R M ' S  use o f  three-dimensional th rea t  models al lows the system t o  rap id l y  determine the safest path 
around o r  through areas o f  h igh danger. 
r e l y  on the human eye and b ra in  t o  s o r t  through the myriad o f  p b s s i b i l t i e s  resu l t s  i n  a rou te  o f  equal 
o r  be t te r  qua l i t y  than a manually generated route.  Obviously, these complex cases are  the ones f o r  
which ARM saves the most human planner t ime. 
This problem i s  eas i l y  stated but not eas i l y  solved. The ALCM i s  a long-range, 
I t  must fo l l ow  a programmed path t h a t  guides i t  from launch t o  the  ta rge t  
Therefore, the f i n a l  route 
This a b i l i t y  t o  use a de termin is t i c  approach ra ther  than to  
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Table I RRM Rule Base Examples 
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2 . 2  Nan-in-the-Loop 
Whiie ARM i s  a success, automation i n  mission planning has not reached the stage where the 
man-in-the-loop i s  not  required. Rs one would expect, RRM requires a considerable amount o f  external  
data. Target, launch point ,  TERCOM, and defense data are j u s t  some o f  the data tha t  must be provided 
and v e r i f i e d .  Nominally th is  i s  the job o f  one person, the Mission Control ler/Data Base Manager. I n  
addi t ion,  a l l  o f  the ru les  must be provided. These are saved from session t o  session, but can be 
changed as desired. 
ARM provides the capab i l i t y  t o  review the routes and a l l  intermediate information. The planner module 
i s  completely i n te rac t i ve  and supports f u l l ,  high-resolut ion, co lo r  graphics displays o f  the scenario, 
including lat i tude/ longi tude g r id ,  launch points, targets,  TERCOMs, and defenses. One very useful  
d isplay feature tha t  i s  provided and tha t  i s  missing from planning maps i s  altitude-dependent danger 
contours f o r  clobber danger, enemy defenses, o r  combined danger plus t o t a l  danger contours a t  the 
optimal a l t i t u d e  f o r  each statespace c e l l .  
understanding o f  why RRM chose a ce r ta in  th rea t  penetration, f o r  example. 
The graphics module a lso  al lows the planner t o  rap id ly  change the recommended route and reevaluate i t .  
The planner has f u l l  con t ro l  over changes t o  TERCOM selection, navigation po in t  placement, leg-by-leg 
a l t i t u d e  and t u r n  radius selection, as we l l  as launch po in t  and ta rge t  spec i f i ca t ion .  
2 . 3  
RRM i s  no$ a t rue  expert system as tha t  term has come t o  be accepted today. 
the sense that it: 
With these displays, the planner has a much be t te r  
FIRM Rs FIn Expert System 
ARM i s  an expert system i n  
1. creates plans based on ru les  supplied by planning experts, 
2 .  supports the planner i n  h i s  task, 
3 .  allows the planner t o  change i t s  ru les,  
4. recommends a course o f  ac t ion  and provides the planner w i th  a means t o  modify tha t  
5 .  
6. r e l i e s  on a statespace, paths, and decis ion t ree  tha t  must be searched, complete w i th  cost 
recommendation, 
provides a user- f r iendly,  menu-driven in te r face  plus a graphics display t o  support the 
planning process and understanding o f  the problem and i t s  solut ion,  and 
funct ion,  t o  a r r i v e  a t  an optimal route.  
FIRM i s  not a standard expert system i n  the sense tha t  it i s  w r i t t e n  i n  FORTRRN 77 rather than i n  a 
symbolic language, i s  h ighly algor i thmic,  and i s  data and 1/0 intensive.  
2 . 4  Summary 
The RRM system i s  la rge ly  a parameter o r  data d r iven  system tha t  provides mission planners w i th  an 
e f fec t i ve  t o o l  f o r  generating good qua l i t y  candidate routes t o  be input t o  the de ta i led  evaluation 
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programs. 
w e l l  as studies o f  proposed vehic le modif icat ions,  rou t ing  l og i c  a l te rna t ives ,  th rea t  analyses, 
modeling a l te rna t ives ,  and various "what- i f "  hypotheses. 
3 .  ARM TECHNOLOGY 
The SCT AUTOPATH approach i s  based on decomposing the ove ra l l  problem i n t o  several smaller, manageable 
pieces. 
f igure  2 provides a f i r s t  l eve l  decomposition.of the SCT FIUTOPATH mission planning approach. 
main steps pictured are described i n  mare d e t a i l  below, as they r e l a t e  t o  the cruise m iss i l e  case. 
ARM fu r the r  provides the capab i l i t y  t o  support real-t ime, rap id -s t r i ke  rou te  generation as 
The in ten t  i s  t o  de f ine  func t iona l l y  self-contained modules tha t  are computational ly p r a c t i c a l .  
The f i v e  
f 
Figure 2 ARM Incorporates Many M i l i t a r y  Planning Factors 
Step 1: 
geographic area o f  i n t e r e s t .  The geographic area i s  d iv ided i n t o  la t i tude- long i tude c e l l s  w i t h  
d i sc re te  a l t i t u d e  leve ls .  
t rave l i ng  through the c e l l ,  i s  the ' cos t '  o f  t ravers ing  the c e l l .  This cost i s  based p r imar i l y  on the 
danger from enemy defenses; however, any number o f  other cost fac to rs  can be considered. 
c ru ise  missi le,  i t  i s  important t o  consider the p robab i l i t y  o f  the m iss i l e  running i n t o  the ground. 
Thus, FIRM also uses models tha t  p red ic t  'ground clobber'  p robab i l i t y  as a func t ion  o f  the veh ic le 's  
a l t i t u d e  and the t e r r a i n  roughness. The t e r r a i n  roughness i s  extracted from D i g i t a l  Ter ra in  Elevat ion 
Oata (DTED). Danger from the enemy defenses are incorporated i n t o  the statespace through the 
cross-range and down-range th rea t  models (o r  th rea t  ' templates') .  These templates are used t o  estimate 
the danger t o  the vehic le as a func t ion  o f  the distance and o r ien ta t i on  from a p a r t i c u l a r  th rea t  type. 
An example o f  such a template i s  g iven i n  Figure 3 .  
Step 2: 'Node' Construction: I n  most mission planning appl icat ions,  the vehic le has a number o f  
rou t i ng  constraints t h a t  have t o  be met. 
geographic points, o r  nodes, through which (o r  through some o f  which) the vehic le must t rave l .  I n  ARM, 
the nodes are launch points,  TERCOMs, and ta rge ts .  A complete mission can be represented by a sequence 
o f  nodes. The ob jec t ive  o f  the node construct ion step i s  t o  de f ine  a network tha t  describes a l l  
possible p a i r s  o f  nodes between which an ALCM could po ten t i a l l y  t r a v e l  i n  the given scenario. I t  i s  
important t o  minimize the size o f  the t h i s  network. 
considered. For example, i f  navigat ion updates are required every ' x '  miles, the connections longer 
than t h i s  are not included i n  the network. Quotas o f  accessible nodes are also e f f e c t i v e .  These 
constraints are e i t h e r  hard constraints d ic ta ted  by the vehic le o r  l o g i c a l  heur is t i cs  that are key t o  
planning f o r  a spec i f i c  system. These constraints are defined dur ing the 'knowledge acqu is i t i on '  o r  
requirements analysis phase o f  the e f f o r t .  
Step 3: Route Segment Generation: The purpose o f  t h i s  step i s  t o  compute optimum route segments, o r  
arcs, between each o f  the node pa i r s  i n  the node network. For each node pa i r ,  one node i s  the o r i g i n  
node and the other i s  the des t i na t i on  node. 
algor i thm (MDPA), i s  executed on a subset o f  the statespace that contains the node pair. The MDPA 
computes an optimum set o f  controls (d i rec t ions  o f  t rave l )  f o r  each c e l l  i n  the statespace t o  the 
Statespace Construction: The statespace r e f l e c t s  a three-dimensional quant izat ion o f  the 
FIssociated w i t h  each c e l l ,  and with each o f  the e igh t  basic d i rec t i ons  o f  
For the 
Most o f  these can be modeled by prescr ib ing various 
Thus, as many constraints as possible are 
For each des t ina t ion  node, a multipass dynamic programming 
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Figure 3 Sample Threat Template for  a Left-to-Right Heading 
destination node. 
route segment that connects the origin node to  t h e  destination node. 
also perform whatever route smoothing i s  required. Once the route segment has been extracted, the 
total  t ransi t  cost between the nodes i s  known and i s  stored for  further processing. 
Step 4 :  Route Generation: 
complete routes, o r  paths. 
points and targets are not l i n k e d  t o  the routes during this step. The basic algorithm used i s  the 
Dijkstra shortest path algorithm which provides a very efficient way to  extract the set  of route 
segments that  produces a minimum cost route between an initial and terminal llXDil node pair. Since 
each initial TERCOM can ultimately reach many other TERCOMs, the Dijkstra algorithm actually results i n  
a tree f o r  each in i t i a l  TERCOM containing the best paths from the fERCOM to every other TERCOM it can 
possibly reach. The t rans i t  cost for  each p a t h  of each t ree  i s  known and preserved. 
Step 5: Route Selection and Evaluation: I n  FIRM, the start ing nodes i n  the Dijkstra search set  are 
TERCOMs accessible to  launch points and the terminal nodes are TERCOMs accessible to  targets.  
number of paths t h a t  can connect a launch point/target pair is now a inanageable number w i t h  the t ransi t  
cost of each readily available. Working backward from the target,  it i s  a simple matter t o  select  the 
tree and path that ,  together w i t h  the cost of traveling from the launch point to the tree and from the 
t ree  to  the target,  optimizes either the probability of arr ival  (Pa) o r  the probability of Damage (Pd) 
for the launch point/target pair. I n  doing so, FIRM evaluates a l l  potential routes it  investigates 
against the planning cr i te r ia ,  but  saves only the route description and evaluaton for  the route it 
selects.  Figure 4 shows a very simplistic example of one tree and i t s  accessible launch points and 
targets.  
This metnod of attaching the launch points and targets as the las t  step provides the capability t o  
q u i c k l y  l i n k  different launch points or  targets to a validated p a t h .  
Following the MDPR, the route retrieval algorithm i s  used to  extract the optimum 
The route retrieval algorithms 
The next step i n  the process i s  to  l i n k  these route segments into nearly 
To preserve f lexibi l i ty  and to  reduce the number o f  paths, the launch 
The 
Figure 4 Sample Route Selection Options 
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4. IMPLEMENTATION CONSIDERATIONS 
Because o f  the r u l e  base and decis ion l og i c  used i n  ARM, one may expect t ha t  it i s  w r i t t e n  i n  a 
symbolic language. I t  i s  no t .  ARM i s  implemented i n  FORTRAN /7 and ins ta l l ed  on an I B M  3090-200 and 
VAX 11/780. The I B M  i s  the primary host w i t h  the VAX used f o r  demonstration and o f f - s i t e  development 
and maintenance. FORTRAN was chosen f o r  a va r ie t y  o f  reasons and, i n  retrospect, appears t o  have been 
a reasonable choice. The d r i v i n g  fac to rs  were: 
- h igh ly  algor i thmic problem solut ion,  
- 
- 
- 
- 
- 
manipulation o f  up t o  two gigabytes o f  data, 
required computational and I/O speed, 
l im i ted  v i r t u a l  memory on the ta rge t  I B M  host computer necessi tat ing overlays o r  task 
swapping, 
lower development cost  using the FORTRAN prototype as a baseline, and 
the avai lable compilers on the host computer a t  the time. 
A l l  o f  these fac to rs  precluded select ing a symbolic language. 
four years a f t e r  the i n i t i a l  choice was made. 
future,  and technology i s  rap id l y  advancing; however, a caut ion must be raised here. While 
demonstrations w r i t t e n  i n  symbolic languages may appear t o  solve the problem a t  hand, constraints such 
as those l i s t e d  above should be evaluated before launching i n t o  the development o f  an operat ional  
automated system w r i t t e n  i n  a symbolic language. 
Once the language was chosen, core space, a l l oca t i on  o f  d i sk  space, computational speed, and I / O  speed 
became the c r i t i c a l  design fac to rs .  As configured, the host computer provides only about seven 
megabytes o f  v i r t u a l  memory. This i s  an absolute physical  cons t ra in t  whi le a l l  the others were 
p r a c t i c a l  requirements. 
d i sk  1/0 and, therefore,  execution time, and a small loss o f  modeling f i d e l i t y ,  e.g., l a rge r  statespace 
quant izat ion.  
Obviously, the solut ions t o  the core space problem compounded the other design problems. 
t i m e  f o r  arc and t ree  generation became an issue because o f  the increased 1/0 and the sheer volume o f  
data t o  be processed. There were a l i m i t e d  number o f  d isk  packs avai lable,  and we desired not t o  have a 
s ing le  f i l e  span two d i sk  packs. I f  run  unrestr icted, ARM would generate arcs between each pair o f  
nodes and create a t ree  f o r  every TERCOM. This could r e s u l t  i n  hundreds o f  thousands o f  arcs and many 
more trees than necessary. For instance, 
minimum/maximum TERCOM separation i s  considered plus a quota system f o r  determining the number o f  arcs 
that w i l l  be generated f o r  a IERCOM. 
po in t .  
A commercial data base management system might have made the design easier, bu t  a t  l eas t  a t  that time, 
would not have provided the speed needed. 
FORTRAN and is adapted t o  ARM'S needs. Many l inked l i s t s  are used ra ther  than wasting d i sk  space f o r  
f i xed  format f i l e s .  
today. 
P o r t a b i l i t y  was not a design issue, but several standards invoked on the pro jec t ,  mostly t o  promote 
main ta inab i l i t y ,  ac tua l l y  provided a reasonable b a s i s  f o r  a portable system: 
This l i s t  o f  constraints i s  s t i l l  v a l i d  
Cer ta in ly  FOKrRAN i s  not  the only answer f o r  the near 
The v i r t u a l  memory cons t ra in t  was s a t i s f i e d  by using code overlays, increased 
Execution 
These problems were mostly solved by the heur i s t i cs .  
Trees need only be b u i l t  f o r  those TERCOMs accessible t o  a launch 
Therefore, algori thms used i n  the prototype had t o  be redesigned t o  be more time e f f i c i e n t .  
The data base management system i s  w r i t t e n  e n t i r e l y  i n  
With the larger,  f a s t e r  disks ava i lab le  now, t h a t  same decis ion might no t  be made 
- 
- 
- 
- A core standard graphics package i s  used; 
- The overlays are not embedded i n  the code. 
Very few extensions o f  FORTRAN 77.were used; 
The only c a l l s  t o  IBM-specif ic funct ions are t o  open f i l e s  and t o  the system clock; 
No machine spec i f i c  data base management system; 
Today, the software can be run under I B M  MVS, VM/CMS, and MicroVAX on upward under VMS. 
5. LESSONS LEARNED 
The ARM p ro jec t  s ta r ted  i n  the Summer o f  1983 resu l t i ng  i n  a Phase 0 prototype ins ta l l ed  i n  the Summer 
of 1984; a Phase I prototype i n  the F a l l  o f  1984; and an operat ional  system i n  the F a l l  o f  1985. I t  i s  
cur ren t ly  i n  a maintenance and mod i f i ca t ion  mode. 
hard-learned lessons tha t  po in t  out t ha t  no shortcuts can be taken i n  the development o f  an operat ional  
system. The main lessons were: 
During these phases, there have been several 
- 
-- 
- 
F l e x i b i l i t y  breeds user confusion and introduces a source o f  errors; 
Automation has an impact on operat ional  procedures; 
Demonstration models only solve one aspect o f  the design problem; 
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- 
- 
- 
- Redundancy i n  documentation i s  a conf igurat ion management nightmare; - 
End user involvement i s  c r i t i c a l  from the beginning o f  the p ro jec t  t o  fos te r  t o t a l  acceptance 
o f  and e f f i c i e n t  t r a n s i t i o n  t o  the use o f  the end product; 
Frequent user t r a i n i n g  i s  required i n  l i g h t  o f  frequent user ( m i l i t a r y )  turnover and program 
mod i f  ica t ions  ; 
Acceptance t e s t i n g  should be conducted w i t h i n  the t o t a l  operat ional  environment--not as a 
stand-alone program; 
Documentation standards do not guarantee a document t h a t  leads the user through the system 
step-by-step. 
The l a s t  f i ve  of the above problems are common t o  any system and need no f u r t h e r  explanation. 
f i r s t  three have major impl icat ions f o r  large automation e f f o r t s  l i k e  ARM and deserve more 
elaborat ion.  The need f o r  f l e x i b i l i t y  i n  a large automated system cannot be denied. F l e x i b i l i t y  i n  
ClRM i s  provided through parameterization. There are several hundred tuning parameters i n  the system 
t h a t  are used t o  ensure rou te  q u a l i t y .  Some o f  them describe the planning heur is t i cs ,  some the 
planning constraints,  some the vehic le performance capab i l i t i es ,  and s t i l l  others r e f e r  t o  the options 
such as t e r r a i n  masking. This places a heavy burden on accurate documentation plus an overwhelming 
task on the selected users t o  review the documentation and the chosen data se t t ings  t o  ensure sound 
values. 
change which var iables.  
The fo l low ing  steps have been implemented i n  ARM t o  help solve these problems: 
The 
There i s  the added problem o f  determining which leve ls  o f  users should have permission t o  
- opt iona l  range o f  value check on each numeric var iable,  e.g., 0 < Ps < 1.0, 
- 
- value checks on some in te r re la ted  variables, 
- user access leve ls  f o r  each var iable,  
- user write-access leve ls  f o r  each f i l e ,  and - 
value check on monotonic sequences, 
common on-screen o r  o f f - l i n e  data base update capab i l i t y .  
Yet, none o f  these tools,  nor extensions o f  them, re l i eve  the primary data base manager from having t o  
review the data base f o r  consistency. 
systems tha t  w i l l  review the data base and explain t o  the user the consequences o f  h i s  composite data 
base. 
Operational Procedures are invar iab ly  a l te red  by the in t roduc t ion  o f  a new t o o l  t ha t  automates a 
po r t i on  o f  the procedures. The t o o l  automates a process, but i t  i n  t u r n  requires support (e.g. ,  data 
base preparation, program monitoring, computer graphics replacing paper maps and drawing, add i t i ona l  
emphasis on other processes). Hopeful ly, t h i s  does not take more time than the o r i g i n a l  process t h a t  
has been automated! This change i n  procedures needs t o  be w e l l  thought ou t  and new ro les  assigned t o  
the  s t a f f  who w i l l  use the t o o l  we l l  i n  advance o f  i t s  in t roduc t ion .  
The f i n a l  points are d i rec ted  a t  demonstration models. A demonstration model may show a so lu t i on  t o  be 
feas ib le  but i n  f a c t  the so lu t i on  may not be p rac t i ca l  when a l l  the r e a l  world constraints are 
appl ied.  I n  ARM'S case, the enormous data bases and core space l im i ta t i ons  were unknown when the model 
was b u i l t  and were not considered i n  the model. Many o f  the algori thms used had t o  be modif ied t o  
support these cons t ra in ts .  Thus, i t  i s  not necessari ly t rue  tha t  the algori thms used f o r  a pro to type 
can o r  shauld be appl ied t o  a system requ i r ing  an operat ional  data base many orders o f  magnitude la rge r  
than the t e s t  case. For other prototypes, the lesson i s  t ha t  these problems should be determined 
before the hardware i s  selected. I n  the FIRM case, t h a t  was not an opt ion.  Fortunately, the ORM 
software was u l t ima te l y  ported t o  a much more powerful I B M  computer than the o r i g i n a l  ta rge t  machine. 
This allowed the intermediate data base t o  be generated i n  about one day. This equates t o  a saving o f  
months o f  human e f f o r t  f o r  each planning cycle. 
A f u r t h e r  problem w i t h  demonstration models f o r  brand-new systems i s  t ha t  they may only solve one pa r t  
of the problem. Figure 5 shows the components tha t  contr ibuted t o  the operat ional  version o f  ORM. 
Only the port ions of the problem indicated i n  gray were addressed i n  the demonstration model. This i s  
t y p i c a l  o f  software resu l t i ng  from research and development e f f o r t s .  The p reva i l i ng  thought i s  t ha t  
the operat ional  system should not cost  very much since the problem has already been solved. 
i s  t ha t  these other areas are equal ly important and become a d r i v i n g  cost f ac to r .  
What i s  needed f o r  FIRM and systems o f  i t s  k ind are f r o n t  end 
Such a system should be d i rec ted  a t  i nd i v idua l  modules and a t  the system as a whole. 
The f a c t  
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Figure 5 Successful Appl icat ion o f  Optimization Requires 
More Than an Understanding o f  the Algorithms 
6 .  CONCLUSION 
I R M  i s  a powerful and extremely f l e x i b l e  t o o l  t o  support ALCM planning. The FIRM p ro jec t  has shown 
that, u i t h  ingenuity, i t  i s  possible t o  automate a large problem. ARM has e f f e c t i v e l y  automated the 
generation o f  candidate FlLcM missions f ree ing  the mission planners from tedious and time-consuming 
problems t o  plan more e f f i c i e n t l y  and concentrate on more d i f f i c u l t  problems. 
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ROBOTIC AIR VEHICLE 
Blending Artificial Intelligence with Conventional Software 
Christa McNulty Joyce Graham 
Texas Instruments Incorporated 
P.O. Box 660246, MS 238 
Dallas, Texas 75266 
1 ABSTRACT 
This paper describes the Robotic 
Air Vehicle system sponsored by both the 
Defense Advanced Research Projects 
Agency (DARPA) and Air Force Wright 
Aeronautical Laboratories (AFWAL). The 
program's objective is to design, 
implement, and demonstrate cooperating 
expert systems for piloting robotic air 
vehicles. The development of this 
system merges conventional programming 
used in passive navigation with 
Artificial Intelligence techniques such 
as voice recognition, spatial reasoning, 
and expert systems. The individual 
components of the RAV system are 
discussed as well as their interactions 
with each other and how they operate as 
a system. 
2 INTRODUCT I ON 
Challenging modern air defenses 
poses significant dangers such as loss 
of crew and aircraft. Intelligent 
unmanned flight systems can provide a 
viable solution to eliminate the loss of 
high-value aircraft and complement our 
manned force. The technology to allow 
the intelligence and adaptability of a 
pilot to be added to an unmanned flight 
system is being developed on the Robotic 
Air Vehicle (RAV) program. The RAV 
contract was awarded in September of 
1985 by the Defense Advanced Research 
Projects Agency (DARPA) and Air Force 
Wright Aeronautical Laboratories 
(AFWAL). The program's goals are to 
design, implement , and demonstrate 
cooperating expert systems for piloting 
robotic air vehicles. The approach 
being used by Texas Instruments is to 
combine conventional programming with 
Artificial Intelligence (AI) techniques. 
This approach leverages established 
technologies, such as, control theory and 
navigational terrain algorithms, with 
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more recent techniques such as expert 
systems that give the RAV system the 
ability to plan, execute, and alter its 
mission. The mission scenario addressed 
in this paper is the reconnaissance of 
heavily defended areas. 
The AI techniques applied in the 
RAV system are natural language 
understanding, voice recognition, expert 
systems, and spatial databases. The 
conventional software systems in the RAV 
system are the aircraft simulation, 
passive navigation, and the terrain 
following/ terrain avoidance route 
planner. 
The following section, Robotic Air 
Vehicle System Software Architecture, 
explains the individual systems, both AI 
and conventional, that compose the RAV 
system. The RAV Hardware section 
describes the types of computer systems 
and their configuration required to run 
The the entire RAV system. 
Reconnaissance Mission Example Section 
illustrates the interaction of various 
RAV system components executing during a 
reconnaissance mission. 
3 ROBOTIC AIR VEHICLE SYSTEM SOFTWARE 
ARCHITECTURE 
Figure 1. RAV SYSTEM SOFTWARE 
ARCH2 TECTURE 
3.1 Command Inputs 3.3 Passive Navigation 
For covert missions, the RAV system 
uses passive ranging of distant ground 
objects to navigate. Passive ranging 
relies only on passive sensors such as 
video and Foward Looking Infra-Red radar 
(FLIR) for its inputs. The Passive 
Navigation System uses these inputs in 
conjunction with data from a digital map 
to calculate algorithmically the current 
aircraft position with respect to the 
terrain. This position is sent to the 
Airspace Expert System where it is then 
distributed to the other RAV systems as 
needed. 
The Robotic Air Vehicle system has 
two methods for command input: a 
natural language interface and a voice 
recognition system. During system 
execution, either input method can be 
used provided the user completes a 
command with one method before changing 
to the other method to enter the next 
command. 
A natural language interface is 
provided to the expert systems through 
Texas Instruments NLMenu ( T M ) .  NLMenu 
is a menu-based approach to natural 
language understanding. The user is 
presented with a series of menus from 
which valid commands can be built. The 
menus are semantically constrained by a 
defined grammar so that only valid 
phrases within a context can be 
generated. The TI-DARPA fighter pilot 
grammar used in this interface is a set 
of in-flight commands used by pilots in 
general that has been tailored to the 
characteristics of high performance 
aircraft. This interface establishes an 
easy means to view the valid commands, 
to enter only complete commands, and to 
quickly enter commands for running the 
RAV system during knowledge engineering 
sessions with piloting experts. 
Voice recognition technology is 
applied to the RAV system to enable 
communication with air traffic control 
or other manned aircraft and to receive 
intel and weather updates. The same 
TI-DARPA fighter pilot grammar used for 
the NLMenu system is also used in the 
grammar for the Voice system. The voice 
recognition in the RAV system uses the 
connected word recognition technology 
developed under the DARPA Robust Speech 
contract. This technology is currently 
implemented on the Texas Instruments 
Odyssey signal processing board. 
3.2 Mission Plan 
A route planner generates the 
mission plan using a conventional 
algorithmic approach. Given both a 
starting and ending point, the route 
planner finds an optimal path between 
these points. The mission plan consists 
of a series of intermediate waypoints, 
headings to those waypoints, and various 
altitudes to maneuver along the terrain 
following, flying close to the ground 
and terrain avoidance, flying around 
mountains instead of over them, path. 
This plan is used as input to the 
Piloting Expert System for navigation 
during the ingress, at-target, and 
egress phases of a mission. 
3.4 Airspace Expert System 
The Airspace Expert System (AES) 
provides situational awareness to the 
Piloting Expert System about any 
airspace object whose sphere of 
influence encompasses the aircraft. In 
a three-dimensional airspace, these 
objects can include airports, tactical 
aids to navigation, jet routes, 
circumference of missile sites, and 
other aircraft. 
The AES is a multi-layered system 
with increasing layers of functionality. 
At the core is a spatial database built 
using the TI Relational Table Management 
System. The spatial database contains 
information essential for navigation 
such as aeronautical charts, instrument 
approach plates, and airport directory 
information. Residing on top of the 
spatial database layer is an intelligent 
query translator which provides access 
to information from different database 
sources without the user having to know 
the database structure. A computational 
layer is used to perform basic 
navigational computations such as 
bearing, range, or time to a specified 
point. The highest layer contains 
expert reasoning capabilities used to 
give early warning notifications of 
airspace boundaries or threats and to 
respond to such queries as locate a 
suitable divert base. 
3.5 Piloting Expert System 
The Piloting Expert System (PES) 
has the capability to perform both 
piloting and navigational tasks. The 
PES contains the knowledge to execute 
mission plans which include takeoff, 
standard instrument departure, 
navigation to an IP and target, egress, 
final approach and landing. The PES is 
initially activated by receiving 
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commands from NLMenu or Voice. The PES 
accomplishes a command or series of 
commands by executing the appropriate 
plans in the knowledge base and doing 
any combinations of the following: 
executing the plan from the route 
planner, retrieving spatial knowledge 
from the Airspace Expert System, or 
issuing commands to the Vehicle Control 
Expert System or Vehicle Control System. 
The PES contains multiple knowledge 
bases such as takeoffs, departures, 
navigation, ho Id i ng patterns , 
approaches, and landings. These 
knowledge bases are written in the TI 
Dallas Inference Engine and Inference 
Corporation's Automated Reasoning Tool 
(TIDIE/ART) knowledge representation. 
Briefly, the TIDIE/ART representation 
consists of three main components, 
OBJECTS which represent aircraft state 
variables (e.?. airspeed, altitude, 
etc.); NEEDS which designate what task 
is needed (e.g. departure-climb); and 
PLANS which are how that need or 
designated task is to be performed (e.9. 
intercept-inbound-plan). Within the 
plans are steps which can be either 
event or time driven conditions to be 
met before continuing to the next step 
or actions in the form of directives to 
the Vehicle Control Expert System or the 
Vehicle Control System. 
3.6 Vehicle Control Expert System 
The Vehicle Control Expert System 
(VCES) has the capability to perform 
basic aircraft and aerobatic maneuvers 
for fighter aircraft. The VCES contains 
the knowledge to perform expert 
autopilot maneuvers such as turns at 
varying bank angles, loops, aileron 
rolls, Immelmanns, and others. Commands 
can be received from NLMenu and Voice to 
execute a maneuver or from PES to 
execute a sequence of maneuvers. 
Also written in the TIDIE/ART 
knowledge representation, the VCES has 
the same structures for decision making 
as the PES but the knowledge is at the 
task level for specific maneuvers as 
opposed to the mission level knowledge 
in the PES. Within a given plan are 
both waits on specified conditions and 
settings of objects such as bank to a 
designated or "target" value. Through 
the setting of various combinations of 
target variables of over 20 different 
objects, the VCES is capable of 
performing any aerobatic maneuver. 
3.7 Vehicle Control System 
The Vehicle Control System (VCS) is 
designed to provide vehicle control of 
the aircraft using the same abstraction 
barrier as a pilot, that of the basic 
aircraft inputs of rudder, stick, and 
throttle. The VCS is responsible for 
achieving and maintaining the target 
values of aircraft state variables set 
by the expert systems. The VCS makes 
changes to the appropriate physical 
control mechanism and monitors the 
progress of the current value toward the 
target value. It continues to make 
corrections as needed until the current 
value equals the target value, or is 
within some tolerance of the target 
value. Then the VCS makes corrections 
that are required to maintain this 
target value. 
The VCS is written in Lisp and runs 
in conjunction with the aircraft 
simulation. The aircraft state 
variables are classified into two 
groups: those whose value is the 
current value set by the simulation 
equations of motion and those whose 
value is the target value set by either 
the VCES or the PES. The variables are 
named by both a particular area such as 
airspeed, altitude, heading, etc. and 
by the physical control mechanism to be 
used such as stick, throttle, 
speedbrake, etc. 
3 . 8  Intelligent Vehicle Workstation 
The Robotic Air Vehicle program is 
one of the first users of the TI 
Intelligent Vehicle Workstation (IVW), a 
tool fof the development of expert 
systems in the area of intelligent 
vehicles. The IVW allows the user to 1) 
define a vehicle platform with equations 
of motion and the environment in which 
the vehicle.wil1 operate, 2 )  display a 
variety of viewpoints (e.g. cockpit 
panel, out-of-the-canopy, contour map), 
and 3 )  observe the vehicle's behavior 
under the control of the expert system. 
For the RAV system, the IVW houses the 
F-16 equations of motion, displays the 
aircraft dials and gauges, and simulates 
the navigation and communication world. 
3.9 Inter-System Communication 
To communicate between the 
individual systems within the RAV 
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system, both a message scheme and 
command interpreter are used. The 
command interpreter translates the 
commands from either NLMenu or Voice 
into the appropriate need for the expert 
systems or into the state variable 
setting for the simulation. The message 
scheme, known as the Postoffice, routes 
commands and other information to the 
proper RAV system. It performs the 
system configuration by installing the 
individual systems on particular 
machines. Thus the Postoffice can 
easily determine the location of the 
system receiving the message and can 
quickly route the message to the correct 
address. 
bit addressing and data. The basic 
Explorer system consists of: a black 
and white monitor with a mouse and 
keyboard, a system chassis, and mass 
storage units. This basic system can 
easily be expanded to nclude a 
microphone or headset uti1 zed by the 
Voice system, via the connect ons in the 
monitor. The system chass s contains 
one slot for the addition of optional 
hardware as well as one for additional 
memory, providing up to a total of 24 
megabytes of Random Access Memory ( R A M ) .  
The top surface of the system chassis 
allows the stacking of up to four mass 
storage units. The system hardware has 
built-in self tests and is user 
maintainable, meaning that the user has 
the ability to alter both the system 
hardware and software configurations. 
4 ROBOTIC AIR VEHICLE SYSTEM HARDWARE 
ARCHITECTURE 
The Robotic Air Vehicle system 
software currently resides in a hardware 
configuration of five TI Explorer Lisp 
Machines and one Digital Equipment 
Corporat +.on MicroVax 11. This 
configuraLion is used during system 
development and test when it is 
advantageous to have the individual 
system's displays visible, however, 
other configurations with fewer 
Explorer: c-n be used. All the machines 
are linked together via Local Area 
Network (LAN). The Explorers, symbolic 
processors, house all the AI software 
and the vehicle control and simulation 
software. The MicroVax 11, a floating 
point numeric processor, performs the 
mathematical computations required for 
the conventional software systems. 
4.1 Explorer (TM) Lisp Machine 
The Explorer is a symbolic 
computer, developed by Texas Instruments 
as a tool for developing Artificial 
Intelligence software systems. It .is a 
seven slot enclosure, single user 
workstation designed to process high 
level, stack oriented, LISP like 
languages. The Explorer utilizes the 
NuBus (TM) architecture that handles 32 
VCES 
NLflENU/ PES 
VOICE 
4.2 Odyssey Processor 
The Odyssey board can be installed 
in an Explorer chassis and connected to 
the NuBus. The processor can 
communicate directly with the RAV 
via its software environment 
Lisp-callable device-service routines. 
Although the Odyssey board is used 
exclusively in the RAV system for voice 
recognition, it also can perform signal 
and image processing for other 
applications. 
4.3 MicroVax I1 (TM) 
The MicroVax I 1  parallels the computing 
power of the larger Digital Equipment 
Corporation's Vax systems such as the 
11/780, but is smaller in physical 
capacity. The system has 5 megabytes of 
RAM and 7 0  megabytes of disk storage. 
Since floating point arithmetic is best 
executed on the MicroVax, the 
mathematical computations of the RAV 
route planner and passive navigation are 
performed there and the results 
transmitted across the network to the 
Explorer systems. 
vcs IVu/ RES 
ROUTE PLRNNER/ 
PRSSIVE NRVIGATION 
Figure 2 .  RAV SYSTEM HARDWARE ARCHITECTURE 
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4 . 4  Ethernet (TM) And Software 
Protocols 
When more than one Explorer is 
required for software development, a 
means of communication is provided to 
permit asynchronous data transmissions. 
The Explorer is equipped with Ethernet 
hardware and controlling software to 
permit integration into any LAN. The 
Explorers and the MicroVax I1 used for 
the RAV system are physically connected 
via an Ethernet cable. Ethernet is an 
industry standard for computer 
communications and easily supports a 
multi-system development environment as 
in the RAV system. The network 
communications between the Explorer and 
the MicroVax I 1  is through the 
Department of Defense's protocol 
software, TCP/IP. The Explorer to 
Explorer communications utilize the 
selected standard protocol for the 
Explorer, M.I.T.'s Chaosnet. 
5 RECONNAISSANCE MISSION EXAMPLE 
This section is provided to 
illustrate how the RAV system components 
interact during a typical reconnaissance 
mission. A reconnaissance mission 
consists of the following mission 
phases: takeoff from home base, fly a 
standard instrument departure to an 
initial waypoint, navigate the various 
ingress waypoints to the IP, at the 
target take the recon photos, navigate 
the various egress waypoints, and 
finally perform an approach and landing 
to the home base. 
To start the RAV system, the 
beginning, IP, target, and ending 
waypoints are specified to the route 
planner that produces a terrain 
following/terrain avoidance route. A 
command is issued from either NLMenu or 
Voice to execute the mission from a 
specified airport. The PES processes 
BASE 
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the command performing a takeoff and 
standard instrument departure from the 
specified airport. Once airborne, the 
PES is continually receiving its current 
position from the passive navigation 
system via the AES. Next, the plan from 
the route planner is processed by the 
PES for use in navigating the aircraft 
to the initial waypoint and to each 
successive waypoint. Navigation to 
these waypoints includes the PES' 
issuing of airspeed, altitude, heading, 
radial, and other targets to the VCS. 
To monitor the progress of the RAV along 
the misson, the aircraft's current 
position is dynamically updated on an 
aeronautical section map displayed by 
the AES. A display of the pertainent 
cockpit dials and guages by the I V W  
system continually updates the current 
status of the aircraft. As the RAV 
nears its home base, the PES issues a 
query to the AES to determine the 
bearing and range to the approach fix, 
the point at which final approach 
begins. The AES also updates its 
display to show the approach plates and 
runway diagram of the airport. Using 
the airports Instrument Landing System, 
the PES executes plans for final 
approach and landing. 
6 SUMMARY 
This paper discribed the Robotic 
Air Vehicle system currently under 
development at Texas Instruments for the 
DARPA/AFWAL contract F33615-82-C-1841. 
The RAV system has combined multiple 
forms of both numeric and symbolic 
processing to achieve the objectives of 
piloting a robotic air vehicle and 
navigating with passive sensors. 
\ 
Take Recon 
d w t a s  
a' 
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Figure 3. RECONNAISSANCE MISSION EXAMPLE 
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SWAN: AN EXPERT SYSTEM WITH NATURAL LANGUAGE INTERFACE 
FOR TACTICAL AIR CAPABILITY ASSESSMENT 
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Arlington. Virginia 22203 
ABSTRACT 
SWAN is an expert system and natural language interface for assessing the war-fighting capability 
of Air Force units in central Europe. The expert system is an object-oriented knowledge-based 
simulation with analternate worlds facility for performing "what if' excursions. Responses from the 
system take the form of generated text, tables, or graphs. The natural language interface is an  expert 
system in its own right, with a knowledge base and rules which understand how to access external 
databases, models, or expert systems. The distinguishing feature of the Air Force expert system is its 
use of meta-knowledge to generate explanations in the frame- and procedure-based environment. 
INTRODUCTION 
The goal of the SWAN project is to demonstrate the feasibility of artificial intelligence technology to 
assess tactical air  capability for the Air Force. SWAN deals with four airbases in central Europe, the 
aircraft and squadrons assigned to those airbases, munitions and other resources required for sortie 
generation, and the missions flown by the aircraft. Notable factors outside the scope of SWAN include 
weather, targets, and enemy capability. Air Force units are tasked to fly missions via the Air Tasking 
Order (ATO). A unit's ability to execute the AT0 depends on several factors: weather, resource 
limitations, aircraft availability, and others. Based on its knowledge &out  aircraft, munitions, and 
missions, SWAN determines the ability of a unit to execute its tasking. SWAN identifies any factors 
which limit a unit's capability and provides facilities for relaxing constraints to improve projected 
capability, and for tightening constraints to perform sensitivity analysis. 
Figure 1 shows the high-level SWAN modules. The SWAN front-end accepts English questions 
covering a wide range of queries: general domain knowledge, tasking, capability, limiting factors and 
"what if' excursions. After understanding a question, the SWAN natural language interface sends a 
semantic representation of the question to the expert system for pracessing. When the expert system 
returns an answer, SWAN constructs a semantic representation of the answer for subsequent 
generation. 
I 
205-000( 
Figure 1. SWAN modules. 
This paper describes our approach to two important aspects of SWAN: explanation and natural 
language query of the expert system. There is a wide spectrum of approaches to explanation. Simple 
rule-based systems explain by tracing the rules that led to a conclusion. There is little control over 
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the level of detail in the explanation; some rules may be a t  a high conceptual level while others 
perform low-level calculations. At the other end of the spectrum are  explanations from human 
experts. They are  concise, to the point, and tailored to the listener's expertise. SWAN uses meta- 
knowledge to produce explanations derived from the expert's view of the domain, not from a trace of 
the expert system's calculations. Our approach produces explanations based on general knowledge of 
the domain and specific data from the user's question and the expert system. The other focus of this 
paper is  natural language query of a n  expert system. Such query is difficult because of a recurring 
disconnect between the way a user phrases a question and the relatively rigid way the knowledge is 
stored. We describe a knowledge-based approach that  gives SWAN the flexibility i t  needs to 
understand indirect queries. A typical question in our domain is "What mission does Hahn airbase 
fly?", diflicult in light of the fact that  airbases do not fly missions; it is the aircraft a t  those bases tha t  
fly. Our approach frees the user from having to know how (even where) the knowledge is stored. 
The next two sections of the paper present general descriptions of the expert system and natural 
language processor. The remainder of the paper describes in detail the explanation facility of the 
expert system and the natural language interface strategy for handling indirect queries. 
The SWAN E x p e r t  System 
SWAN'S expert system includes an extensive domain knowledge base and LISP procedures which 
model the sortie generation process. The knowledge base is frame-based, developed in KEE. The 
sortie generation model runs in LISP on top of KEE. Various procedures calculate the capability to 
execute tasking, determine limiting factors, and modify assumptions or constraints to permit  
recalculation. Modification of assumptions or constraints results in the generation of an "alternate 
world" and recalculation within that  world. The use of alternate worlds gives the user a powerful 
capability to investigate possible remedies to factors which limit capability. SWAN has the ability to 
move between worlds by referring to the assumptions that  make the world unique. The user can 
compare results across worlds. SWAN can generate explanations about specific results and i t s  
domain in general; this is significant considering the absence of classical expert system rules. This 
capability is  discussed in detail i n  the section "EXPLANATION I N  A N O N - R U L E - B A S E D  
ENVIRONMENT." 
The N a t u r a l  Language  Interface 
SWAN's natural language interface combines syntactic parsing with semantic analysis to produce a 
"deep structure" semantic representation of a question. This deep structure representation is used to 
communicate with the expert system. The natural language interface has five processing phases: (1) 
preprocessing; (2) parsing; (3) semantic analysis; (4) interface processing; and (5) answer generation. 
Preprocessing includes a spelling checker and morphological analyzer. SWAN's parser  is a n  
adaptation of the DIAMOND parser and DIAGRAM grammar from SKI'S TEAM system [ I ,  61. 
DIAMOND often generates multiple parses for a question, due to the lack of semantics which specify 
how sentence constituents should be syntactically attached. SWAN must determine the deep 
structure of the question from among those several parses. SWAN's parser accepts sentence 
fragments such as noun phrases, prepositional phrases, and verb phrases. SWAN recognizes such 
elliptical questions and processes them during the semantic understanding phase. The parser uses a 
lexicon of approximately 5,000 words, The lexicon contains syntactic information for the parser as 
well a s  semantic pointers into the natural language interface's knowledge base. We emphasized Air 
Force jargon to help SWAN understand the everyday language of users in this domain. 
EXPLANATION IN A NON-RULE-BASED ENVIRONMENT 
Explanations from a n  expert system a r e  necessary to instill confidence and to facilitate testing of the 
system. The level of detail is important -- explanations must be complete enough to account for all 
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system behavior, general enough to be meaningful to the user, and specific enough to clearly relate to 
the question a t  hand 121. There are several types of explanation that SWAN must handle: 
1. Justification for basic facts in the knowledge base; 
2. Explanation of results; and 
3. Explanation of processes. 
Explanations of the first type must refer to the original knowledge source (expert or document) or to 
supporting logic. The second type of explanation comes from questions such as  "How did you get that 
answer?" The third type comes from questions such as "How do you determine the best munition to 
use?" or "Why do you need that information?" 
In a non-rule-based environment, explanations a re  difficult to generate. A typical SWAN 
computation might pass control from a LISP function to a knowledge base query. Access to a frame in 
the knowledge base may trigger a daemon which transfers control to another LISP function which 
performs additional knowledge base access, and so on. There is no homogeneous thread of logic as in 
traditional rule-based systems such as MYClN 131. 
The approach to explanation in SWAN is based on meta-knowledge. This work is similar in spirit to 
the XPLAIN system 141 and the EES project [51, except that SWAN does not automate the  
development of an expert system with a program writer as in EES. SWAN maintains a meta- 
knowledge network of "common sense" domain knowledge about the sortie generation domain and 
the expert system itself. "Common sense" in this context is relative to the domain; the knowledge 
consists of general information about objects in the domain and their relationships. There are three 
types of network entities: objects, events, and scripts. Events are relationships between two objects. 
SWAN employs a minimal set of relationship (or link) types for defining events. The primitive 
relationships in the network and their associated semantics are as follows: 
1. PRODUCE. X causes an increase in the quantity of Y. 
2. CONSUME. X causes a decrease in the quanlity of Y. 
3. ALTER. X alters the state of Y. The semantics of this relationship are further refined by 
specifying the degree to which X alters Y and the manner in which X alters Y. 
4. DETERMINE. X is necessary and sufficient for Y. 
5. REQUIRE. X requires Y in order to be a causal agent. 
6. USE. X uses Y as  an instrument. 
We have been able to encode the bulk of the general domain knowledge using PRODUCE, 
CONSUME, and ALTER; the network is referred to as  the PCA network. Figure 2 shows a 
representative segment of the network. Our use of a minimal set of links permits the construction of 
general rules regarding causeIeffect relationships between events. For example, SWAN'S PCA 
network defines the following events: 
E l .  AIRCRAFT -- produce--> SORTIES 
E2. AIRCRAFT -- consume-- > FUEL 
We have a general rule capable of determining that event El  may REQUIRE event E2. The rule 
basically states that producers must consume in order to produce. 
Resides having rules which can infer relationships between events, SWAN permits the explicit 
linking of events using a number of higher-level cause and effect relationships: 
PREVENTICAUSEIPERMIT 
CANCEIJCUREINECATE 
COMPETEISUBSTITUTE 
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MECHANICAL 
TASKING 
@ PRODUCE 
@ C O N S U M E  
@ ALTER 
@ D E T E R M I N E  
@ REQUIRE 
FIRE CONTROL 
205-0007 
Figure 2. Part of the SWAN PCA network. 
PRECEEDIFOLLOWIOCCUR-WITH 
For example, events E l  and E2, above, might be connected explicitly with a PERMIT relationshin 
E3. E2 --permits--> E l  
Explicit representation of inter-event relationships is more eflicient, but not necessary. In fact, the 
PCA network is capable of recording new links after inferring relationships between events. Events 
E l  through E3 and the PCA rules allow SWAN to generate answers to questions such as  "What 
happens if I run out of fuel?" and "How can I get more sorties?" The third type of PCA entity is the 
script. Scripts organize events and provide an abstraction mechanism for dealing with complex 
activities a t  varying levels of detail. Scripts and events can be named, effectively making them 
objects able to participate in events. SWAN has scripts for refueling, [or sortie generation, for 
maintenance, and others. 
Using the PCA network, SWAN generates explanations by relying on knowledge of general processes 
and relationships. SWAN explains its results by knowing how a process WOULD generate the 
results. Human experts often explain their results by reworking a problem, going into detail when 
necessary, to trace the development of the result. This means that "How would you...?" and "How did 
you...?" questions can be answered identically except for the level of specificity in the answer. SWAN 
answers the first type ofquestion by traversing the PCA network, looking for appropriate scripts and 
factors which influence events in the scripts. To explain results from a computation, SWAN uses the 
same process but refers to information from the question and information from the knowledge base to 
generate specific answers. For example, the PCA network has the following events regarding aircraft 
and munitions: 
E4. AIRCRAFT --use--> FIRE-CONTROL-SYSTEM 
E5. MUNITIONS --require-- 1 FIRE-CONTROL-SYSTEM 
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Consider the question "Why can't F-16s carry Sparrow missiles?" From its taxonomy, SWAN knows 
that the F-16 is an AIRCRAFT and the Sparrow missile is a MUNITION. SWAN searches the PCA 
network for a path between AIRCRAFT and MUNITION, retrieving the information in E4 and E5. 
This is suficient to generate a general explanation: 
AIRCRAFT USE FIRE CONTROL SYSTEMS REQUIRED BY MUNITIONS 
To produce the specific explanation, SWAN substitutes information from the question into the 
general explanation: 
F-16s DO NOT USE THE FIRE CONTROL SYSTEMS REQUIRED BY SPARROWS 
Notice that the negation assumption in the original question leads SWAN to generate a negative 
answer. 
The PCA network also supports general "What if...?" and "Ilow can...?" questions through a network 
traversal strategy that resembles forward and backward rule chaining In the forward direction, 
SWAN examines the links from an object to determine the effects of an increase or decrease in that 
object. For example, for the question "What happens if we fly more sorties?", SWAN would examine 
links involving the PCA node SORTIES and produce the following information: 
INCREASING SORTIES WOULD PRODUCE MORE TASKING SUPPORT 
INCREASING SORTIES WOULD CONSUME MORE FUEL 
INCREASING SORTIES WOULD CONSUME MORE MUNITIONS 
INCREASING SORTIES WOULD PRODUCE MORE MECHANICAL BREAKDOWN 
The above explanation points out that flying more sorties is good, but it has a cost associated with it. 
To answer goal-directed questions such as "How can 1 get more aircraft?", SWAN looks for events 
leading into the PCA node AIRCRAFT that produce the speciIied effect (increase). SWAN's answer to 
the question would be: 
THERE ARE 3 POSSIBLE WAYS TO INCREASE AIRCRAFT: 
YOU CAN INCREASE WARGOER RISK OR INCREASE MC RATE TO INCREASE 
AIRCRAFT STATUS WHICH AUGMENTS AIRCRAFT INVENTORY. 
YOU CAN CHANGE 4102 PLAN TO INCREASE AUGMENTATION WHICH INCREASES 
AIRCRAFT INVENTORY. 
YOU CAN DECREASE ENEMY A I R  DEFENSE TO DECREASE 1IOSTII.E ATTRITION 
WHICH DESTROYS AIRCRAFT. 
The first recommendation says that you should either fly with aircraft that are broken (accepting 
risk) or improve the maintenance rate (MC is Mission Capable) for the aircraft. The second states that 
you can try to alter the resupply plan (4102) that provides for additional aircraft from the United 
States in wartime. The third recommendation says that you should try to offset the effects of attrition, 
in which the enemy shoots down your aircraft. Notice that the last recommendation is wrong; we have 
improved SWAN's knowledge so that it understands that stopping the consumption of X is not the 
same as producing X. 
NATURAL LANGUAGE QUERY OFTHE EXPERT SYSTEM 
There are two basic problems which SWAN's natural language interface solves. First, SWAN must 
determine the semantics of a question. Semantically-equivalent questions can be phrased any 
number of ways. Even for a single question, however, the presence of multiple parses aggravates the 
problem of semantic interpretation. Second, SWAN must get the expert system to answer the 
question. A user's perspective may differ considerably from that of the expert system; SWAN has the 
flexibility to translate between one perspective and the other. 
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To determine the semantics of a question from the parse tree, SWAN relies on a bottom-up approach 
that  is largely immune to confusion from multiple parses. Semantic information associated with the 
leaves of the parse tree identify the basic meaning of individual words. To understand the meaning of 
constituent phrases, SWAN manages a process of semantic combination and attachment a t  each node 
in the parse tree. Verb nodes activate "conceptual templates" that  represent domain activities or 
relationships. These templates form the framework for a question's deep structure. Most other leaf 
categories (noun, adjective, adverb, determiner) become "semantic objects" that  represent domain 
objects or attributes. Some semantic objects can combine with each other to produce different objects. 
In other cases, semantic objects attach to other semantic objects (e.g.articles/adjectives to nouns) or to 
conceptual templates. 
SWAN interprets the combination of semantic objects a s  a query of the expert system's knowledge 
base. For example, consider the phrases: 
aircraft a t  Hahn (prepositional modifier) 
Hahn aircraft (noun-noun modifier) 
Hahn's aircraft (possessive) 
Each phrase refers to the "F-16" aircraft, the type of aircraft based a t  Hahn. SWAN semantically 
collapses these phrases by combining the semantic objects [AIRBASE HAHN] and [VEHICLE 
AIRCRAFT] to produce [AIRCRAFT F-161. This results from the generation of an expert system 
query to determine the AIRCRAFT of HAHN. The order of combination is not important because 
SWAN determines that  AIRCRAFT is more general than HAHN (general class versus proper name). 
Therefore, SWAN acts a s  if AIRCRAFT is an attribute ofthe domain object IIAIIN. 
The natural  language interface uses a knowledge base to control semantic combination and  
attachment. To avoid confusion between the knowledge base of the natural language interface and 
that  of the expert system, further references to a knowledge base will be NLI-KB or ES-KB, 
respectively. NI.1-KB covers a broader domain than ES-KB, though a t  less depth. Information in N I L  
KB includes a CLASS/SUBCLASS taxonomy, attachment restrictions, and expert system query 
information. Both NLI-KB and ES-KB are  frame-based, containing a network of objects and  
attributes. NLI-KB contains knowledge about the information in ES-KB. For each pair of domain 
object classes that  a r e  meaningful to query, the NI.1-KB contains a list of slot names that  define a 
path through ES-KB. For example, in NLI-KB, the AIRCRAFT frame has an AIRBASE attribute. We 
can determine the AIRCRAFT of a specific AIRBASE by generating a query from information in the 
AIRBASE attribute of the N L - K B  frame below: 
(AIRCRAFT 
... 
(AIRBASE (INVENTORY) (FIGHTER-SQUADRON)) 
... ) 
The information above can be viewed functionally a s  
(INVENTORY (FIGHTER-SQUADRON AIRBASE)) = = > AIRCRAFT 
The AIRCRAFT of an AIRBASE is not found in a slot of an AIRBASE frame in ES-KB; we find it by 
looking in the INVENTORY of the FIGfITER-SQUADRON of the AIRBASE. This representation 
provides a powerful notation for handling indirect expert system queries. With the addition of special 
"slots" in NLI-KB we can also handle queries that  might seem natural to the user but foreign to the 
expert system. As a n  example, consider the question "What missions does Hahn airbase fly?" Taken 
literally, the answer might be "Hahn does not fly missions. Aircraft fly missions." One of SWAN'S 
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design goals, however, is  to answer questions the way the user thinks of them. To handle this indirect 
query, the NLI-KB information 
(MISSION 
(AIRBASE (MISSION) (DETOUR AIRCRAFT)) 
... ) 
specifies the special slot (DETOUR AIRCRAFT). The MISSION of an AIRBASE can be found by 
"detouring" to the AIRCRAFT of the AIRBASE, then querying the MISSION of those AIRCRAFT. 
Thus SWAN understands the question as if the user had asked "What missions do the aircraft at 
Hahn fly?" Another special slot (SELECT ... ) permits filtering ofattribute values according to a user- 
specified function. We use this to deal with questions requiring the first value, the average value, the 
maximum value, the "best" value, and so on. 
Verbs in a question activate SWAN's conceptual templates. A small number of semantic "predicates" 
represent all verbs in the lexicon. Each predicate has a number of conceptual templates defined in 
NLI-KB; each template represents a different sense or use of the predicate. For example, the predicate 
USE has several templates, including: 
(USE (AIRCRAFT MUNITION MISSION)) 
(USE (AIRCRAFT FUEL)) 
(USE (AIRBASE RESOURCE TIME-UNIT)) 
The top template corresponds to any question about an aircraft using munitions for a mission. The 
bottom template deals with questions about consumption of resources a t  an airbase over a period of 
time. Semantic objects from the parse tree attach to the slots in each template. When processingof the 
parse tree is complete, SWAN selects the template that most completely matches and sends it to the 
expert system. Many of these templates require knowledge base queries while others require 
calculations by the expert system. The interface module shown in figure 1 accepts the conceptual 
template and formulates queries or calculations for the expert system. After receiving the answer 
from the expert system, the interface modifies the question template to become an answer template 
ready for generation. 
CONCLUSION 
A natural language interface is a useful and feasible means of communication with an expert system. 
SWAN's natural language interface uses a knowledge-based process of parse tree interpretation to 
understand a user's questions and interface with the expert system. Our approach allows SWAN to 
handle queries the way the user asks them. The expert system generates explanations using meta- 
knowledge that understands general processes and relationships in the domain. This approach is 
motivated by the absence of rules in the expert system which permit explanations based on traces of 
forward or backward chaining rules. SWAN's meta-knowledge network defines objects, events, and 
scripts that capture general expertise about the sortie generation domain. General rules about 
production and consumption provide the capability to reason about the meta-knowledge in the PCA 
network and derive new relationships between objects or events. 
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ABSTRACT 
As t h e  NASA progresses  i n t o  t h e  development phase 
o f  t h e  Space S t a t i o n ,  i t  recogn izes  t h e  impor tance 
and p o t e n t i a l  payback o f  h i g h l y  autonomous 
s p a c e c r a f t  subsystems. T h i s  paper  p resen ts  
p r i o r i t i e s  f o r  embedded e x p e r t  system enhancements 
t o  t h e  au tomat i c  c o n t r o l  systems o f  t h e  Space 
S t a t i o n  the rma l ,  EVA, and l i f e  suppor t  systems. 
The p r i m a r y  emphasis i s  on t o p - l e v e l  a p p l i c a t i o n  
areas  and development concerns f o r  e x p e r t  systems. 
INTRODUCTION 
The p r i m a r y  i n t e n t  o f  t h i s  paper i s  t o  i d e n t i f y  
p o t e n t i a l  a p p l i c a t i o n  areas  and development 
concepts f o r  e x p e r t  systems w i t h i n  t h e  o p e r a t i o n a l  
c o n t r o l  scheme o f  some Space S t a t i o n  
subsystems.*** The a p p l i c a t i o n  areas  cons ide red  
a r e  those  wh ich  a r e  f e l t  t o  have t h e  g r e a t e s t  
payback p o t e n t i a l  t o  t h e  Space S t a t i o n  i n  terms o f  
system s a f e t y ,  autonomy, and o p e r a t i o n a l  cos ts .  
A l though  t h e  c a p a b i l i t i e s  ment ioned he re  w i l l  be 
u s e f u l  f o r  any subsystem, n o t  a l l  subsystems have 
been cons ide red  n o r  a r e  b e i n g  rep resen ted  i n  t h i s  
d i s c u s s i o n ,  n o r  i s  t h i s  paper  i n t e n d e d  t o  be  a 
tho rough  t r e a t m e n t  o f  a l l  subsystem c o n t r o l l e r  
requ i rements .  
The d i s c i p l i n e  a rea  on wh ich  t h i s  paper  focuses  i s  
Space S t a t i o n  l i f e  suppor t .  
wh ich  have been cons ide red  i n c l u d e  t h e  Thermal 
C o n t r o l  System (TCS), t h e  E x t r a v e h i c u l a r  M o b i l i t y  
U n i t  (EMU), t h e  Manned Maneuver ing U n i t  (MMU), and 
t h e i r  a s s o c i a t e d  checkout  and s e r v i c i n g  systems, 
and some aspec ts  o f  t h e  Env i ronmenta l  C o n t r o l  and 
L i f e  Support  System (ECLSS). A l l  o f  t h e s e  
subsystems i n v o l v e  complex con t inuous  processes  
***Many o t h e r  f u n c t i o n s  have been i d e n t i f i e d  as 
S p e c i f i c  subsystems 
p r o m i s i n g  a p p l i c a t i o n  areas  f o r  e x p e r t  system 
approaches wh ich  a l s o  r e s i d e  a t  t h e  subsystem 
l e v e l s  b u t  may n o t  r e l a t e  t o  t h e  o p e r a t i o n  and 
c o n t r o l  o f  t h e  subsystem i t s e l f .  These h i g h e r  
l e v e l  f u n c t i o n s  w i l l  n o t  be d i scussed  i n - d e p t h  
bu t  some a r e  ment ioned below f o r  completeness: 
resource  management, maintenance ass i s tance ,  
l o g i s t i c s l i n v e n t o r y  management, human 
i n t e r f a c e s ,  i n t e r a c t i v e  t r a i n i n g ,  and 
s i m u l a t i o n  suppor t .  
wh ich  must be  c o n t r o l l e d .  O f  t h e s e  processes, 
some a r e  mechan ica l  ( c i r c u l a t i n g  f l u i d s ,  hea t  
t r a n s f e r ,  e tc . )  and some i n v o l v e  chemica l  
r e a c t i o n s ,  b o t h  open- loop and c losed- loop.  Each 
o f  t h e s e  systems i s  a complex i n t e g r a t i o n  o f  
components and subassembl ies (many o f  wh ich  need 
t o  be  a c t i v e l y  c o n t r o l l e d )  w i t h  a h i g h  degree o f  
redundancy and, u s u a l l y ,  m u l t i p l e  l e v e l s  o f  
c o n t r o l .  Each i n c o r p o r a t e s  a w ide  v a r i e t y  o f  
system i n s t r u m e n t a t i o n  and depend upon numerous 
i n t e r f a c e s  w i t h  o t h e r  v e h i c l e  subsystems (power, 
da ta ,  communicat ion,  e t c . )  and Space S t a t i o n  
elements (modules, a i r l o c k s ,  t r u s s ,  exper iment  
bays, e tc . ) .  
The c o n t r o l l e r s  f o r  t h e s e  subsystems suppor t  a 
v e h i c l e - l e v e l  c o n t r o l  system c u r r e n t l y  b e i n g  
developed known as t h e  Opera t i ons  Management 
System (OMS). The OMS has an on-board component 
and a ground based component. The o v e r a l l  OMS 
s t r u c t u r e  i s  d e p i c t e d  i n  F i g u r e  1. The on-board 
p o r t i o n  o f  t h e  OMS wou ld  be i n t e g r a t e d  i n t o  t h e  
Data  Management System (DMS) for.  access and 
communicat ion w i t h  t h e  o t h e r  v e h i c l e  subsystems. 
The p o r t i o n  o f  t h e  f i g u r e  l a b e l e d  " d i s t r i b u t e d  
systems" r e f e r s  t o  t h e  i n d i v i d u a l  v e h i c l e  
subsystem c o n t r o l l e r s  wh ich  i n c l u d e  t h o s e  
ment ioned above. 
Black Boxes 
F i g u r e  1 - Opera t i ons  Management Systems Concept 
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SUBSYSTEM CONTROL APPROACH 
A very  s i m p l i s t i c  view o f  convent ional  process 
c o n t r o l ,  b u t  one which i s  use fu l  f o r  t h e  present  
d iscuss ion,  i s  one which breaks a system down i n t o  
a r e l a t i o n s h i p  o f  mathematical t r a n s f e r  f unc t i ons ,  
s igna l  f lows, and response c h a r a c t e r i s t i c s  
t a i l o r e d  not  o n l y  t o  the  system being c o n t r o l l e d  
b u t  a l s o  t o  p a r t i c u l a r  s o l u t i o n  techniques. This 
approach has h i s t o r i c a l l y  proven successful i n  the  
s o l u t i o n  o f  c o n t r o l  problems. Although t h e  models 
used i n  the  conventional approach have associated 
inaccurac ies,  when t h e  technique f a i l s  i t  i s  
u s u a l l y  due t o  i n f l uences  which l i e  ou ts ide  o f  t h e  
models and c o n t r o l  laws. S p e c i f i c a l l y ,  t h e  
approach u s u a l l y  f a i l s  due t o  1) in f l uences  o f  
environment o r  o the r  boundary c o n d i t i o n  changes 
which a r e  d i f f i c u l t  o r  impossib le  t o  i nco rpo ra te  
i n t o  t h e  c o n t r o l  models (such as v e h i c l e  a t t i t u d e  
pe r tu rba t i ons ,  p r o x i m i t y  t o  o the r  equipment, 
etc.),  2 )  f a i l u r e  o f  system components, 3 )  chang- 
i n g  goals o r  design assumptions, 43 improper ly  
executed procedures, 5 ) i n c m p l e t e  o r  u n r e l i a b l e  
system data, and t h e  l i k e .  I f  these in f l uences  
cou ld  be p r o p e r l y  i d e n t i f i e d  and c o n t r o l l e d ,  then 
the  r e l i a b i l i t y  and autonomy o f  t h e  c o n t r o l  law 
cou ld  g r e a t l y  be enhanced. 
It i s  bes t  t o  view a more robust  c o n t r o l  approach 
t o  i n c l u d e  t h e  convent ional  c a p a b i l i t i e s  enhanced 
w i t h  resources t o  accomplish t h e - o t h e r  aspects o f  
t h e  c o n t r o l  problem. The o v e r a l l  c o n t r o l  scenar io  
can then be concep tua l l y  descr ibed as a process 
management system c o n s i s t i n g  o f  t h e  f o l l o w i n g  f i v e  
func t i ons  ( r e f .  1): 
-Data preprocessing 
-System s t a t e / s i t u a t i o n  assessment 
-Control a c t i o n  de te rm ina t ion  
-Cornand execut ion and v e r i f i c a t i o n  
-Process management c o n t r o l s  
The r e l a t i o n s h i p s  o f  these func t i ons  a r e  dep ic ted  
i n  F igu re  2. I n  t h e  sec t i ons  which fo l l ow ,  each 
/I 
VERIFICATION 
MANAGEMENT 
CONTROL ACIION 
DETERMINATION 
MANAGEMENT 
ASSESSWNT 
\-r- 
DATA PREPROCESSOR w 1--ri
SUBSYSTEM  
o f  these funct ions a re  descr ibed and t h e  ar,eas 
where exper t  systems may be app l i ed  t o  accdmplish 
t h e  broader goals which have been es tab l i shed  a r e  
i d e n t i  f ied. 
DATA PREPROCESSING can be thought o f  as t h e  se t  o f  
tasks r e q u i r e d  t o  acqui re raw data from t h e  
opera t i ng  subsystem, and pu t  them i n t o  a form 
which can be d i r e c t l y  usefu l  t o  t h e  o the r  
func t i ona l  areas. The preprocessor may a l s o  
'g lean i n f o r m a t i o n '  from t h e  data by per forming 
s i  mpl e c a l  c u l  a t i  ons 'us ing i ndi  v i  dua 1 parameters, 
o r  recogn iz ing  o r  developing much more complex 
r e l a t i o n s h i p s  between parameters which can 
generate q u a l i t a t i v e  d e s c r i p t i o n s  o f  t h e  system t o  
be used i n  o the r  func t i ona l  areas. 
While most of t h i s  task i nvo l ves  convent ional  data 
a c q u i s i t i o n  and numerical process ing (such as 
engineer ing u n i t  conversion, l i m i t  checking, 
etc.),  t h e r e  a r e  some c a p a b i l i t i e s  which an exper t  
system may p rov ide  t o  take  advantage o f  t h i s  
f u n c t i o n a l  area. These may inc lude :  
- A f l e x i b l e  f a c i l i t y  f o r  develop ing 
complex p a t t e r n  matching re1 a t i o n s h i  ps 
us ing the  s ignatures o f  l a r g e  amounts o f  
data t o  generate q u a l i t a t i v e  i n fo rma t ion  
about t h e  system, and t o  i d e n t i f y  
subsystem events. This  f u n c t i o n  would 
be s e n s i t i v e  t o  s u b t l e  t rends  and 
p a t t e r n s  i n  n o t  o n l y  i n d i v i d u a l  
parameters b u t  groups o f  parameters as 
we l l .  
t h e  q u a n t i t a t i v e  o r  q u a l i t a t i v e  values 
re tu rned  would be mainta ined and passed 
on w i t h  t h e  values. 
be t h e  foundat ion o f  a s t r u c t u r e d  and 
c o n t r o l l e d  data d r i v e n  l e a r n i n g  
c a p a b i l i t y .  
- A s i t u a t i o n  o r  experience d r i v e n  
c a p a b i l i t y  t o  j u d i c i o u s l y  acqu i re  data 
from the  subsystem i n  order  t o  s a t i s f y  
t h e  goals o f  t h e  c u r r e n t  ope ra t i on  
wi thout  over loading t h e  c o n t r o l  system 
w i t h  data. This f u n c t i o n  would i nc lude  
a data sampling scheduler which a d j u s t s  
sampling rates,  o r  o therwise c o n t r o l s  
t h e  supply of data accord ing t o  t h e  
c u r r e n t  and a n t i c i p a t e d  needs o f  t h e  
c o n t r o l  system. 
S t a t i s t i c s  on t h e  c e r t a i n t y  o f  
This  f a c i l i t y  cou ld  
SYSTEM STATE/SITUATION ASSESSMENT tasks  a r e  
associated w i t h  desc r ib ing  t h e  c u r r e n t  s t a t e  o f  
t he  system and i d e n t i f y i n g  t h e  s t a t e ( s )  t o  which 
t h e  system may be headed a t  any t ime. 
a c t i v i t i e s  i nc luded  i n  t h i s  func t i on  would be 
c o n f i g u r a t i o n  management, f a i l u r e  de tec t i on ,  
subsystem performance s ta tus ,  subsystem response 
p r e d i c t i o n ,  e tc .  This func t i on  would a l s o  
e s t a b l i s h  s p e c i f i c  c o n t r o l  goals  t o  op t im ize  t h e  
c u r r e n t  s t a t e  and would accept h ighe r  l e v e l  
goal s /ob jec t i ves  from t h e  process management 
f u n c t i o n  w i t h  which t o  modi fy  t h e  s p e c i f i c  c o n t r o l  
goal s. 
Some o f  t h e  
F i g u r e  2 - Subsystem C o n t r o l l e r  Functions 
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Expert system a p p l i c a t i o n s  i n  t h i s  area may 
i nclude : 
- Goal management. I n  t h e  con tex t  o f  OMS, 
v e h i c l e  operat ions imperat ives and 
resource management o b j e c t i v e s  w i l l  be 
submi t ted t o  a l l  subsystem c o n t r o l l e r s  
r o u t i n e l y .  Each subsystem must, 
therefore,  have f a c i l i t i e s  t o  process 
these o b j e c t i v e s  i n t o  subsystem c o n t r o l  
goals and t o  f u r t h e r  modify these goals 
as opera t i ng  environments o r  t h e  
o b j e c t i v e s  themselves change. 
Object ives w i l l  change, f o r  example, 
w i t h  Crew A c t i v i t y  Plan mod i f i ca t i ons  
w i t h i n  t h e  OMS which subsystems w i l l  
need t o  respond t o  and p lan  f o r  p r i o r  t o  
implementation. The process c o n t r o l l e r s  
must be a b l e  t o  ass ign p r i o r i t i e s  and 
temporal order  t o  t h e  i n c o r p o r a t i o n  o f  
these goals i n t o  t h e  c o n t r o l  s t ra tegy.  
f a i l u r e s  which occur w i t h i n  systems 
of t h i s  na tu re  can r e l i a b l y  be detected 
us ing  con3ent ional  numerical techniques 
( i .e. r e d l i n e  l i m i t  v i o l a t i o n s ,  e t c . )  
There may, however, be s i t u a t i o n s  where 
q u a l i t a t i v e  reasoning can e f f e c t i v e l y  
enhance t h e  p u r e l y  numerical approach. 
Cascading f a i l u r e  de tec t i on ,  mu1 t i p l e  
independent f a i l u r e s ,  and f a i l u r e s  
i n v o l v i n g  incomplete o r  erroneous 
ins t rumen ta t i on  readings a re  examples o f  
these s i t u a t i o n s .  - Con f igu ra t i on  v e r i f i c a t i o n .  I n  t h i s  
task, t h e  subsystem c o n f i g u r a t i o n  (e.g. 
va lve p o s i t i o n s ,  a c t i v e  components, 
ope ra t i ng  mode, ope ra t i ona l  margins, 
etc.) i s  checked and v e r i f i e d  p r i o r  t o  
i n i t i a t i n g  any command plans. I f  t h e  
parametric i n f o r m a t i o n  which the  system 
normal ly  uses t o  determine c o n f i g u r a t i o n  
becomes d i sab led  o r  i s  o therwise 
incomplete, t h e  convent ional  approaches 
w i l l  no t  work, and the  c o n t r o l  system 
cou ld  be i n  danger o f  i s s u i n g  improper 
o r  i n c o r r e c t  commands. A knowledge 
based approach becomes necessary 
t o  i n d i r e c t l y  a s c e r t a i n  t h e  
c o n f i g u r a t i o n  by r e f e r r i n g  t o  o the r  
a v a i l a b l e  i ns t rumen ta t i on  and i n f e r r i n g  
t h e  r e s u l t  e i t h e r  through a p p l i c a t i o n  o f  
r u l e s  o r  by re fe rence  t o  d i r e c t e d  
(narrow scope) math models t o  e s t a b l i s h  
p l a u s i b l e  so l  u t  ions. 
The c lass  o f  subsystems 
descr ibed here i s  n a t u r a l l y  dynamic 
d u r i n g  normal operations. A q u a l i t a t i v e  
ana lys i s  of t h e  parametr ic  t rends 
( e i t h e r  i n d i v i d u a l l y  o r  as groups o f  
parameters) i s  o f t e n  necessary t o  
e x p l i c i t l y  descr ibe t h e  s t a t e  o f  
t he  subsystem and t o  p r e d i c t  what 
s ta tes ,  o r  s i t u a t i o n s  may a r i s e  
w i t h  t h e  c u r r e n t  c o n t r o l  approach. 
Trend a n a l y s i s  i s  sometimes requ i red  as 
w e l l  t o  h e l p  i d e n t i f y  f a i l u r e s  w i t h i n  
t h e  system. 
- F a i l u r e  de tec t i on .  Most c r i t i c a l  
- Trend analys is .  
- Model-based determinat ions w i l l  a t  t imes 
be requ i red  t o  e s t a b l i s h  d e t a i l s  o f  t h e  
goal s t a t e  f o r  t h e  system and t o  enable 
l i m i t e d  p r e d i c t i o n  c a p a b i l i t y  f o r  
eva lua t i ng  e f f e c t s  o f  proposed 
changes t o  t h e  system as suggested by 
o the r  c o n t r o l l e r  f unc t i ons .  
These process models would necessa r i l y  
be o f  f a i r l y  narrow scope t o  a l l o w  
e f f i c i e n t  a p p l i c a t i o n  o f  t h e  models i n  
r e a l  t ime  and t o  assure r e l i a b l e  and 
cons is ten t  r e s u l t s  which are easy t o  
i n t e r p r e t .  The models cou ld  be 
emp i r i ca l ,  a n a l y t i c a l  , o r  h y b r i d  
representat ions o f  t h e  process. 
CONTROL ACTION DETERMINATION tasks  combine t o  
produce a c o n t r o l  s t r a t e g y  and a p lan  t o  
accomplish the  es tab l i shed  goals f o r  t h e  
subsystem. 
comands t o  be sent t o  the  subsystem ( w i t h  
expected r e s u l t s  of each) , d iagnos t i c  s t r a t e g i e s ,  
o r  c o n d i t i o n a l  s t r a t e g i e s  as requi red,  i n  o rde r  t o  
r e a l i z e  t h e  goals. This f u n c t i o n  must a l s o  
prov ide an e f f e c t i v e  rep lann ing  f u n c t i o n  whereby 
c u r r e n t  p lans a r e  g r a c e f u l l y  terminated and new 
plans a re  i n i t i a t e d  as a response t o  changes i n  
goals o r  t o  c r i t i c a l  events w i t h i n  t h e  system. 
This f u n c t i o n  would ma in ta in  f l i g h t  r u l e  standards 
and would v e r i f y  t h e  i n t e g r i t y  o f  t he  system 
c o n f i g u r a t i o n  and redundancy s t a t e  as major 
f a c t o r s  o f  t h e  prov ided plan. 
An a p p l i c a t i o n  area o f  exper t  systems w i t h i n  t h i s  
p lanning f u n c t i o n  w i t h  g rea t  payback p o t e n t i a l  i s  
adapt ive c o n t r o l .  Adaptive c o n t r o l  i n  t h i s  
con tex t  can be viewed as t h e  techniques by which 
the  implementation p lans o f  t h e  c o n t r o l l e r  
es tab l i shes  and t a i l o r s  t h e  c o n t r o l  s t r a t e g i e s  f o r  
the e n t i r e  subsystem, and/or t h e  response 
c h a r a c t e r i s t i c s  o f  t h e  i n d i v i d u a l  c o n t r o l  loops 
(by mod i f y ing  c o n t r o l  l oop  gains, l a g  t imes, 
e tc , ) ,  i n  order  t o  r e a l i z e  t h e  c u r r e n t  and 
a n t i c i p a t e d  goal s t a t e s  f o r  t h e  process. 
Implementation o f  t h i s  f u n c t i o n  should be viewed 
as t h e  p r i n c i p l e  area o f  enhancement t o  t h e  
convent ional  process c o n t r o l  t heo ry  as a p p l i e d  t o  
the  subsystem. This a c t i v i t y  necess i ta tes  t h e  
g r a n t i n g  o f  c o n t r o l  a u t h o r i t y  t o  an 'autonomous 
superv i so r '  f u n c t i o n  i n  order  t o  change 
s t r a t e g i e s  and responses w i t h i n  a we l l  developed 
performance envel ope. It i s an responsi b i  1 i t y  of 
t h i s  exper t  f u n c t i o n  t o  recognize i t s  l i m i t s  o f  
c o n t r o l  a u t h o r i t y  and never operate ou ts ide  t h i s  
envelope w i thou t  t h e  approval o f  human operators. 
Conceptual ly, t h e  performance boundaries o f  t h e  
adapt ive c o n t r o l  p lanning f u n c t i o n  should be 
changeable, b u t  o n l y  by approp r ia te  human 
operators ,  n o t  t h e  c o n t r o l  1 er .  
The p lan  would c o n s i s t  o f  d i r e c t  
Another p o t e n t i a l  expe r t  system a p p l i c a t i o n  area 
f o r  t h i s  func t i on  i s  f a i l u r e  recovery. The proper 
response t o  f a i l u r e s ,  once detected, i s  n o t  always 
c l e a r l y  procedural . Responses can vary depending 
on t h e  c u r r e n t  s t a t e  o f  t h e  system, t h e  d e s i r e d  
goal s t a t e ( s ) ,  t h e  s e v e r i t y  o f  t h e  f a i l u r e  ( i f  
d i s c e r n i b l e ) ,  crew safety ,  changing f l i g h t  r u l e s ,  
t h e  c r i t i c a l i t y  o f  t h e  f a i l u r e ,  a v a i l a b l e  
redundancy, o the r  e x i s t i n g  f a i l u r e s ,  and t h e  
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management o f  o ther  perce ived cont ingencies,  t o  
name a few. Expert systems present  resources t o  
e f f i c i e n t l y  manipulate both q u a l i t a t i v e  and 
q u a n t i t a t i v e  i n fo rma t ion  t o  reso lve  t h e  many 
c o n f l i c t i n g  inputs ,  o r  t o  q u i c k l y  a s c e r t a i n  
where c o n f l i c t s  cannot immediately be resolved. 
COMMAND EXECUTION AND VERIFICATION tasks  implement 
t h e  p lan  o f  a c t i o n  provided, v e r i f y  whether each 
comnand i s  executed i n  t h e  proper order  and 
d i sce rn  whether t h e  a n t i c i p a t e d  system e f f e c t s  
were rea l i zed .  This f u n c t i o n  a l s o  prov ides a 
check t o  determine whether assumptions made du r ing  
t h e  scheduling o f  a command p lan  (such as system 
c o n f i g u r a t i o n ,  o r  boundary c o n d i t i o n s )  a re  
cont inuously  v a l i d .  As such, t h i s  i s  a task  
h i g h l y  o r i e n t e d  towards computer comnunicati ons 
and data management and major exper t  system 
a p p l i c a t i o n s  are no t  obvious here (o the r  than 
tasks which favo rab ly  t r a d e  o f f  against  
convent ional  techniques i n  terms o f  performance, 
re1 i a b i  1 i t y  , e t c  . ) . 
PROCESS MANAGEMENT CONTROLS tasks  a1 l o c a t e  
resources t o  each o f  t h e  above func t i ons ,  assign 
top-1 eve1 t a s k  p r i o r i t i e s ,  schedule a c t i v i t i e s ,  
oversee i n t e r r u p t s  o f  tasks, and moni tor  t h e  
o v e r a l l  s ta tus  o f  t h e  subsystem c o n t r o l l e r .  Th is  
f u n c t i o n  would a l s o  c o m u n i c a t e  w i t h  t h e  DMS, 
r e c e i v i n g  v e h i c l e  operat ions ob jec t i ves ,  requests 
f o r  i n fo rma t ion ,  r o u t i n g  these i n p u t s  t o  the  
proper c o n t r o l l e r  f unc t i ons  i n  t h e  proper form, 
and p r o v i d i n g  responses t o  t h e  DMS. 
The p r imary  exper t  system t a s k  t o  be performed 
w i t h i n  t h i s  f u n c t i o n  i s  t h e  maintenance o f  
subsystem knowledge as i t  a p p l i e s  t o  the  r e s t  o f  
t h e  v e h i c l e  and t o  t h e  o t h e r  c o n t r o l l e r  funct ions.  
S p e c i f i c a l l y ,  t h i s  i nvo l ves  t h e  a c t i v i t y  o f  
t r a n s l a t i n g  v e h i c l e  comands, ob jec t i ves ,  o r  
resource gu ide l i nes  i n t o  c l e a r  goals o r  
i n s t r u c t i o n s  a p p l i c a b l e  t o  t h e  c o n t r o l l e r  
f unc t i ons  w i thou t  passing unnecessary i n fo rma t ion .  
Once subsystem goals are es tab l i shed ,  t h e  process 
manager must pass t h e  i n f o r m a t i o n  t o  the a f f e c t e d  
c o n t r o l l e r  f unc t i ons ,  e s t a b l i s h  task i n t e r r u p t  
p r i o r i t i e s ,  r e a l l o c a t e  processor resources, e t c .  
as r e q u i r e d  i n  order  t o  oversee t r a n s i t i o n  t o  the  
new ob jec t i ves .  The process manager must process 
s t a t u s  requests from t h e  v e h i c l e  and must 
determine when subsystem events should be 
communicated t o  t h e  v e h i c l e  due t o  a n t i c i p a t e d  
g lobal  e f f e c t s  which cou ld  impact o v e r a l l  
ope ra t i ona l  c a p a b i l i t i e s  (such as reduced resource 
c a p a c i t y ) .  
EXPERT SYSTEM APPLICATION ISSUES 
vary depending on the  responsiveness o f  t h e  
processes. For t h e  subsystem a p p l i c a t i o n s  
considered here, response t imes can vary from on 
t h e  order  o f  hours w i t h  some thermal processes t o  
f r a c t i o n a l  seconds f o r  t he  nav iga t i ona l  
requirements o f  an enhanced MMU. 
tasks conta ined w i t h i n  c o n t r o l l e r  funct ions,  n o t  
a l l  exper t  system func t i ons  w i l l  need t o  be 
equa l l y  responsive. Some tasks  w i l l  always be 
performed on a lower p r i o r i t y  b a s i s  and should 
never be h i g h l y  t ime  c r i t i c a l  tasks,  such as 
model-based reasoning; The s e l e c t i o n  o f  any 
programming technique, t o o l ,  o r  mix o f  technology 
f o r  a p p l i c a t i o n  t o  any c o n t r o l  system t a s k  needs 
t o  be made w i t h  cons ide ra t i on  o f  i t s  demonstrated 
performance as we l l  as i t s  a b i l i t y  t o  a r r i v e  a t  
so lu t i ons ,  d i f f i c u l t y  and cos t  o f  development, 
m a i n t a i n a b i l i t y ,  e t c .  
THE B A S I N G  OF SUBSYSTEM CONTROLLER FUNCTIONS 
o n - o r b i t  o r  on t h e  ground i s  a dec i s ion  which 
requ i res  c a r e f u l  cons ide ra t i on  by subsystem and 
OMS designers a l i k e .  Given comnunications 
resources such as two TDRSS s a t e l l i t e s  and t h e  
Space S t a t i o n  In format ion System (SSIS), i t  i s  no t  
obvious t h a t  any o f  t h e  n o n c r i t i c a l  subsystem 
c o n t r o l  f unc t i ons  should be p laced onboard. 
Onboard computing se rv i ces  w i l l  always be more 
scarce and expensive than s i m i l a r  se rv i ces  on t h e  
ground, p a r t i c u l a r l y  i f  t h e  computing requirements 
i n v o l v e  m u l t i p l e  processor types. While 
s p e c i f y i n g  t h e  c r i t i c a l i t y  o f  f u n c t i o n s  w i t h i n  t h e  
c o n t r o l  scheme i s  premature a t  t h i s  p o i n t  f o r  
Space S ta t i on ,  t h i s  must be a s t rong  c r i t e r i o n  i n  
a r r i v i n g  a t  a cons is ten t  common approach f o r  
subsystem c o n t r o l  design. 
But viewed as 
CONC L US I ONS 
Expert system a p p l i c a t i o n s  w i t h i n  subsystem 
c o n t r o l l e r s  p rov ide  t h e  system engineer w i t h  t o o l s  
t o  so l ve  problems which cannot r e l i a b l y  be so lved 
w i t h  convent ional  techniques. From t h i s  
perspect ive,  exper t  systems can enhance t h e  
convent ional  c o n t r o l  approach and should be 
designed t o  e a s i l y  i n t e r a c t  w i t h  numerical 
processes. Operating w i t h i n  a r e a l  t ime  system, 
exper t  system tasks should be w e l l  cons t ra ined  
w i t h i n  t h e  envelope o f  known so lu t i ons ,  and should 
p rov ide  new methods f o r  moving around t h e  envelope 
w i t h  a h igh  degree o f  autonomy from onboard o r  
ground based operators. 
should respond t o  human requests  and commands a t  a 
h igh  l e v e l  o f  p r i o r i t y  and should never be a l lowed 
t o  address problems which l i e  ou ts ide  t h e  known 
and demonstrated se t  o f  s o l u t i o n s .  
Expert system tasks  
Having a suggested f u n c t i o n a l  framework f o r  what 
t h e  subsystem c o n t r o l l e r  must do and major areas 
where exper t  system techniques may p rov ide  the  
most b e n e f i t ,  a few major development issues which 
r e l a t e  t o  both warrant some a t t e n t i o n .  
While t h i s  d iscuss ion prov ides a s t r u c t u r e  t o  
i d e n t i f y  p o t e n t i a l  exper t  system a p p l i c a t i o n  areas 
w i t h i n  t h e  o v e r a l l  c o n t r o l l e r  context ,  i t  i s  n o t  a 
comprehensive approach. Each subsystem d i s c i p l i n e  
should be made p a r t  of a Process t o  develoD 
subsystem c o n t r o l l e r  f unc t i ona l  requirements from 
t h e  'bottom-up' i n  the  con tex t  o f  t h e  'top-down' 
both hardware and software t e c h n o l o g i s t s  t o  focus 
on what w i l l  be requ i red  f o r  t h e  Space S t a t i o n  
subsystem c o n t r o l l e r s .  It should a l s o  p rov ide  
REAL TIME PERFORMANCE i s  a pr imary concern f o r  mY 
c o n t r o l  system. I f  t h e  c o n t r o l  system cannot development o f  t h e  v e h i c l e  OMS. This should a l l ow  
' s t a y  ahead' of t h e  Process being control led^ t h e  
Drocess cannot be r e l i a b l y  c o n t r o l l e d .  The 
performance requirements f o r  t h e  c o n t r o l  systems 
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program managers c l e a r  programmatic requirements 
t o  make i t  poss ib le  t o  a t t a i n  them. 
l i k e  t h i s  w i l l  a l s o  h i g h l i g h t  t o  l i n e  
o rgan iza t i ons  t h e  s k i l l s  needed t o  support 
development o f  c o n t r o l l e r  software, and should 
reduce subsequent so f tware  convers ion and 
i n t e r f a c e  problems l a t e r  i n  t h e  program. 
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ABSTRACT 
The conventional control and monitor 
software currently used by the Space 
Center for Space Shuttle processing has 
many limitations such as high maintenance 
costs, limited diagnostic capabilities 
and simulation support. These limitations 
have driven us to develop a knowledge- 
based (or model-based) shell to generi- 
cally control and monitor electro-me- 
chanical systems. The knowledge base de- 
scribes the system's structure and func- 
tion and is used by a software shell to 
do real-time constraints checking, low- 
level control of components, diagnosis of 
detected faults, sensor validation, auto- 
matic generation of schematic diagrams 
and automatic recovery from failures. 
This approach is more versatile and more 
powerful than the conventional "hard cod- 
ed" approach and offers many advantages 
over it, although, for systems which re- 
quire high speed reaction times or aren't 
well understood, knowledge-based control 
and monitor systems may not yet be appro- 
priate. 
INTRODUCTION 
Background of Problem 
The current Launch Processing system 
(LPS) at the Kennedy Space Center (KSC) 
has the duty of checking-out and launch- 
ing Space shuttle vehicles. The responsi- 
bility begins with testing the Orbiter's 
many systems in the Orbiter Processing 
Facility, continues through the assembly 
and check-out of the integrated vehicle 
(External Tank, Solid Rocket Boosters and 
Orbiter) and ends with final countdown 
and launch. The computing system which 
supports these tasks is a decade-old net- 
work of 15 consoles (1 console = 1 com- 
puter & 3 monitor/keyboard units), a huge 
data-communications system (Front End 
Processors and Common Data Buffers), and 
large Mainframes for data storage and 
retrieval, documentation and configura- 
tion control. The console computers them- 
selves have a 16-bit address bus, 64K of 
RAM and a single 80Mb Winchester disk. To 
provide a feel for the capability of this 
system, the total number of "Function 
Designators" (FD's) in the KSC database, 
which describe all commands and measure- 
ments, is approximately 95 ,000  including 
Cargo, Facility, Ground and Flight FD's. 
The actual number used for each launch is 
in the neighborhood of 40,000. 
LPS (Conventional) Software Approach 
The software applications running on the 
console computers used to check-out the 
Space Shuttle vehicle are written in a 
NASA-designed procedural language called 
Ground Operations Aerospace Language or 
GOAL. These GOAL procedures are conven- 
tional control and monitor programs spe- 
cif ic to the system the writer/engineer 
is responsible for and vary widely from 
system to system and even within a single 
system (due to the fact that many people 
participate in writing system test pro- 
grams). The typical program is "hard-cod- 
ed" to the components and FD's of the 
system it controls and monitors, speci- 
fying exactly what steps to take in order 
to command any component to any desired 
state. 
LIMITATIONS OF LPS/CONVENTIONAL APPROACH 
Limited Diagnostic Capability 
The program's only ability to perform di- 
agnostics are of the failure tree sort 
which maps a restricted number of possi- 
ble failure conditions (pattern of mea- 
surements) to a probable cause, deter- 
mined by the engineer and then coded in 
GOAL. Naturally, a system of reasonable 
size makes the ability to do a complete 
tree search impossible. The number of 
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possibilities grows exponentially with 
each new component added. 
Limited Display Capability 
The user interface consists of character- 
based "display skeletons" with cursor 
keys for pointing and issuing commands. 
Systems are displayed as well as possible 
but the displays can not be dynamically 
reconfigured and are limited in number 
for each console. As in many applications 
today, much of the GOAL code is written 
to handle the user interface. 
Limited Data Retrieval Capability 
Data Retrieval is through a command-line 
interface with unforgiving syntax. Graphs 
of stored data are available but neces- 
sarily restricted due to the character- 
based display and screen size. 
Low-to-Medium Fidelity Simulation 
For application program testing and 
training, simulation is done off-line by 
software engineers on a system called 
Shuttle Ground Operations Simulator 
(SGOS) in a custom simulator language. 
One problem is that the software engi- 
neers are often not familiar with the 
true operation of the hardware and it 
takes many iterations to get even the 
more basic functions working correctly. 
PROBLEMS RESULTING FROM CONVENTIONAL AP- 
PROACH 
Expensive to Maintain 
Because each application program is spe- 
cific to its system, any modifications or 
corrections in the equipment require the 
system engineer to individually change 
all applications and SGOS programs and 
retest and reverify them (usually a long 
process) before they are operating cor- 
rec t ly , 
No Sensor Validation 
One of the biggest and most-encountered 
problems seen during check-out of many 
systems is that of sensor validation. 
Many launches and tests have been delayed 
or aborted due to a sensor indicating a 
faulty component when, in actuality, the 
component was fine and the sensor or mea- 
surement channel itself was at fault. 
Some diagnostics can be written to help 
with this problem but, as stated earlier, 
it is impossible to handle all cases. 
Delays of this sort in the Space Program 
have equated to millions of dollars. 
Additional LPS/Space Center-Related 
Problems 
Two additional problems, experienced 
system engineers reaching retirement age 
and accelerated launch schedules, are 
leaving relatively inexperienced person- 
nel to monitor and run the check-outs. 
These, combined with the problems above, 
result in both delays and errors in the 
day-to-day processing. 
Obviously, out-dated equipment plays a 
role in some of the problems listed. But 
replacing the hardware with no change in 
software except for the ability to have 
larger programs will not solve these 
problems. What is required is a much more 
intelligent control and monitor approach. 
We believe the knowledge-based or model- 
based techniques described here and ex- 
hibited in the Kennedy Space Center's 
Knowledge-based Autonomous Test Engineer 
project (KATE) are a viable solution. 
The remainder of this paper will cover 
the following topics: 
The Model-based Approach- A discussion of 
our understanding of model-based con- 
trol, monitor and diagnosis and how 
we've applied these techniques to some 
of the problems at KSC. 
The KATE Implementation- A short status 
of the KATE project describing its ca- 
pabilities. 
Limitations- A description of the kinds 
of systems and situations the KATE 
shell may not be applicable to. 
Future- A summary of some projects relat- 
ed to the KATE technology and how we 
hope KATE will affect these other pro- 
grams. 
THE MODEL-BASED APPROACH 
Since our understanding of this approach 
is from an engineering perspective, not a 
fully comprehensive, academic one, this 
discussion will necessarily be limited to 
the work done in developing the KATE 
shell. Davis [l] and de Kleer 121 provide 
more complete information on model-based 
systems. The model-based approach is 
founded on the idea of describing a sys- 
tem of components in terms of its struc- 
ture and function. Structure is how the 
components of the system are intercon- 
nected, for example "The output of tran- 
sistor one is connected to the inputs of 
transistors two and three". Function, on 
the other hand, tells us how the compo- 
nent operates in terms of relating inputs 
to outputs, i.e. a transfer function, and 
tells us how the component can be expect- 
ed to perform. For example "The output of 
transistor one is 2.5V when the input is 
above or equal to 1.OV and the output: is 
0.OV when the input is below 1.OV". This 
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explicit description allows us to effec- 
tively separate the system-specific 
knowledge from the procedural "smarts" 
which reason about the system's operation 
from the knowledge base. This dichotomy 
means physical system changes, such as 
replacing existing components or adding 
new components (both of which might 
change the behavior of the system) re- 
quire a very easy knowledge base change 
without impact to the procedural portion 
(the shell) of the system, This assumes 
the shell is robust enough to handle the 
new component. 
This approach is markedly different from 
rule-based control and monitor systems 
which are very specific to a particular 
system. The underlying approach to con- 
trol, monitor and diagnosis employed by 
these systems is really no different than 
the conventional approach described 
above. For diagnosis, rule-based systems 
use rules about the components to map a 
particular pattern of measurements and 
states into a probable cause. They don't 
really reason about why the answer is 
probable; such knowledge is simply writ- 
ten down by the engineer (where the real 
understanding is) and put into rules. 
Control is done in a similar manner. The 
options for getting a component to a de- 
sired state are decided by the engineer 
(using his internal model of the system 
and reasoning skills) and then committed 
to a rule-base. The major advantages of- 
fered by modern rule-based systems are 
their highly-developed user interfaces 
(they usually run on Lisp Machines) and 
development and graphics tools. 
Having the system described in a KATE- 
style knowledge-based format allows our 
shell to do the same kinds of things en- 
gineers do with the information. 
Monitoring 
Since the shell knows the values of all 
commands which control the system and how 
the components of the system work, it can 
derive the expected values of all objects 
( i n c 1 u d i ng me as u r e men t s 
the effects from the commands down 
through the knowledge base to the mea- 
surements. If these expected measurement 
values don't match the measured values 
coming in from the system there is either 
a malfunctioning component or an inaccu- 
rate knowledge base. Hopefully, the sys- 
tem's knowledge base has been carefully 
developed and matches the real hardware. 
by I' p r 0 pa g a t i ng 
Diagnosing 
One of the most desirable operations that 
can be performed on a system is that of 
diagnosis, the process of determining 
which components are causing the system 
to behave in an incorrect manner. The way 
our shell's diagnoser does this is by 
gathering a list of all objects which 
could affect the discrepant measurement 
(see "Monitoring" above) and eliminating 
those whose failure can't account f o r  the 
anomaly. (We liken this process to that 
of a "mind game"- "If object A failed 
then it would cause B, C and D to read b, 
c and d. Since they're not, A must be 
OK"). If, after processing all control- 
ling components only one is left, then it 
must be the culprit. Otherwise you're 
left with a list of suspects, any one of 
which could be failing. (Our diagnoser 
only checks for single points of failure, 
not simultaneous, unrelated multiple 
failures. The claim cpn be made that, at 
least with most systems at KSC, single 
point failures are the norm and simulta- 
neous, unrelated multiple failures rare 
[ 3 ] ) .  For more information on diagnosing 
see Scar1 1 4 1 .  
Simulating and Training 
Because the knowledge base describes the 
system's components and operation as ac- 
curately as possible, our system is by 
definition a high-fidelity model. Our 
shell uses this model inherently in mon- 
itoring and diagnosing but has another 
copy of the knowledge base which runs in 
parallel to the first and acts as the 
real-world system, Objects (components) 
can be failed and the simulator process 
will propagate the failure through its 
knowledge base, sending the affected mea- 
surements to the constraints (monitoring) 
system just like the real system would. 
This allows you to develop the knowledge 
base (and currently for us the shell) 
without being physically connected to the 
system. Also, operators can be trained on 
this system which (if modelled correctly) 
will perform just as if connected to the 
hardware. 
Controlling 
In traditional control and monitor soft- 
ware the methods of controlling each com- 
ponent of interest are directly and ex- 
plicitly coded. With the approach used in 
KATE, a more declarative style of control 
is available. Instead of telling the pro- 
gram exactly how to accomplish the con- 
trol goal you can simply request any ob- 
ject (command, measurement, component or 
pseudo-object such as an internal pres- 
sure) to be in any state. The control 
portion of the shell searches backwards 
in the knowledge base from the component 
to the controlling commands, building a 
context-sensitive (uses current component 
states) math expression along the way. 
This math model is used to construct any 
and all possible combinations of commands 
that would give you the desired state. 
Any combinations which violate previous 
requirements (see "Maintaining" below) 
are not allowed. Currently, the KATE 
shell automatically uses the option which 
requires the fewest number of commands*. 
What this means is the low-level 
(component-level) control is automati- 
cally done for you. Upon this low-level 
base will be built a very high-level 
control language whose statements would 
read just like a procedure describing the 
desired operation of the system. For ex- 
ample: "Maintain AFT-DUCT-FLOW at 2 5  
LBS/MIN for 15 MINUTES". 
Maintaining 
If it is desired to maintain a particular 
object in a particular state (like a 
purge-pressure at some value) you can get 
it to that state and keep the fact that 
it's to be maintained on a list. In the 
future, any diagnosis that indicates the 
failed component(s) effect that main- 
tained object, the control code can be 
automatically run again to reinstate that 
now-violated request. (Recall the control 
portion is context-sensitive which in- 
cludes not using failed components). 
Drawing 
The structure information in the knowl- 
edge base gives you much of what you need 
to draw engineering-style schematic dia- 
grams. Once drawn, the actual values for 
each measured component (as well as in- 
ferred values for all others) can be dis- 
played dynamically, creating a "live" 
drawing. If system-grouping information 
is supplied or can be inferred, the dis- 
plays can be on a functional level with 
the operator able to request the "level" 
of viewing. For example, a valve with all 
its supporting circuitry, commands and 
measurements can be displayed by itself 
on the screen, or a number of valves with 
just their significant measurements 
(perhaps position) shown. The drawing 
also allows the user to do control by 
pointing and clicking the computer's 
mouse on any component and inputting a 
desired value. 
Single Point Failure Analyzing 
Since the control portion of the KATE 
shell accumulates all possible combina- 
~ 
*This is not the final way KATE will 
chose which option to use; there are 
usually natural priorities and 
requirements that would constrain the 
selection and would be integrated into 
the control code. 
tions of commands to achieve a particular 
goal, its routines can be run on each 
component to produce a list of components 
which are single points of failure, i.e. 
they operate without redundancy. This 
single point failure analysis program 
could be run dynamically after each diag- 
nosed failure to give a running account 
of system vulnerability. 
Knowledge Base Generation from CAD Files 
Because this entire approach is based on 
the knowledge base, it is vital that it 
is as correct and as complete as possi- 
ble. To aid the system developer in this, 
much of the knowledge base creation task 
can be accomplished automatically by a 
program which uses CAD-generated drawing 
information. 
Automatic Documentation/Retrieval 
Since any information can be stored with 
each object in the knowledge base, it 
provides a very convenient way to have 
component documentation (specification 
sheets, failure histories, ven- 
dor/supplier data) and digitized video 
very easily accessible on-line. 
THE KATE IMPLEMENTATION 
Many of the features listed above have 
been embodied in the KATE project at the 
Kennedy Space Center. KATE is an expan- 
sion of an earlier joint MITRE/KSC pro- 
ject called LES, or LOX (Liquid Oxygen) 
Expert System. LES is a real-time monitor 
and diagnosis expert system which was 
used to successfully monitor six Space 
Shuttle LOX loadings at the Space Center. 
Scarl [ 4 1  and Scarl 151 describe LES's 
capabilities and methods in detail. 
The KATE shell is implemented using a 
modified version of frames and the Frame 
Representation Language 161 to represent 
and access the knowledge base. It runs on 
both AT-class microcomputers (for demon- 
strations) and Lisp machines, the latter 
being used for further development. The 
code is written entirely in Common Lisp, 
with extensions used for the user inter- 
face and multi-tasking. As of this writ- 
ing, the KATE shell exhibits monitoring, 
goal-seeking control/maintenance and di- 
agnosis of failures for objects without 
state or feedback. In the control and di- 
agnostic portion of the shell, work is 
being done to handle components which 
utilize feedback and internal state in 
their operation and control loops. Work 
has just begun to update KATE'S drawing 
system to do completely automatic 
schematic diagram generation and display. 
A plotting system is functioning which i s  
smart about how to plot all measurements 
related to a particular measurement or 
component. Work is also progressing on a 
program to do single point failure analy- 
sis and generation of KATE-compatible 
knowledge bases from standard CAD drawing 
files. 
Current development of the KATE shell is 
being done in order to provide an opera- 
tional control, monitor and diagnostic 
system for the Environmental Control 
System (ECS) in the Orbiter Maintenance 
and Refurbishment Facility (OMRF) which 
is currently under construction. This 
building will be used for storing Space 
Shuttle Orbiters and doing maintenance 
work on them and the ECS system will pro- 
vide a conditioned flow of air to four 
areas of the orbiter for the purposes of 
ventilation, cooling, and controlling 
static electrical discharge. Because the 
OMRF ECS system consists of many kinds of 
components not currently handled by KATE, 
the development of its knowledge base is 
driving expansion of the shell's capa- 
bilities. This will be the first opera- 
tional real-time control and monitor ex- 
pert system at KSC and it has the poten- 
tial of being included in other projects 
at the Space Center. 
LIMITATIONS 
Although the systems the KATE shell has 
been applied to have been mostly electro- 
mechanical in nature (pumps, valves, re- 
lays, discrete and analog commands and 
measurements) it can be applied to many 
others. However, there are some cases and 
conditions where this approach might not 
be appropriate. (Those related to speed 
or efficiency might be addressed by 
faster computers or more efficient code): 
Poorly Understood Systems- Since the KATE 
shell relies entirelv on a verv accu- 
rate description of- the system, the 
systems which it can handle must be 
well understood in terms of identifying 
each component, how the components work 
and exactly how they are connected, for 
example an electrical circuit. A bio- 
logical system (like the human body), 
since its functioning is not well un- 
derstood, would not be a good candidate 
for this type of representation and 
modeling. However, you can model ab- 
stract concepts and you can model on 
different levels of abstraction with 
KATE, assuming you understand how those 
concepts or "boxes" interact and func- 
tion on the level being modelled. 
High Speed Systems- The systems we have 
applied KATE to have had significant 
measurement changes occurring about 
once per second. The reaction times 
displayed have been on the order of a 
maximum one second delay from the time 
when a measurement changes to the time 
when the shell can react with a command 
issuance. Diagnosis times are around 
four seconds for our most complex exam- 
ple* and we expect the maximum to drop 
to around one second. 
"Broad" systems- Since KATE'S searching 
is depth-sensitive, it is most effi- 
cient -for systems -which have a small 
number of companents between commands 
and measurements. Systems such as LOX 
fit this description with mostly four 
or five components between commands and 
measurements (one branch) but many 
copies of those branches repeated 
throughout the system for redundancy. 
Poorly Instrumented Systems- Because 
KATE, like an engineer, uses supporting 
measurements for detecting faults and 
eliminating faulty components during a 
diagnosis, it needs good system visi- 
bility. The more measurements avail- 
able, the better the shell (or an engi- 
neer) can detect the presence of a mis- 
behaving component and determine ex- 
actly which component it is. 
FUTURE 
KATE could be applied to, and could have 
a positive impact on, many projects at 
the Space Center as well as in other 
control and monitor applications. what 
follows is a description of some possible 
application areas as well as a few future 
KSC projects and how they could benefit 
from model-based technology: 
Ground Data Management System (GDMSI- 
GDMS is a major project beins developed - - -  
at KSC to support interface verifica- 
tion, integration and test activities 
for the various elements of the Space 
Station, from prelaunch on, at the 
Space Center. It will process and test 
Space Station "work package" items, 
interfaces broken for shipping, inter- 
faces between different launch package 
items, and interfaces between the 
launch package and the orbiter. GDMS 
consists of a large multi-channel net- 
work system, each channel capable of 
handling about ten times as many com- 
mands and measurements as the current 
LPS. Each channel can support up to 2 5 6  
mini/Mainframe computers acting as ap- 
plication processors and up to 256  en- 
gineering workstations for graphics and 
display processing. Each processor will 
also have access to large archival and 
retrieval subsystems, database systems, 
*The LOX replenish valve is a very 
redundant subsystem which has around 20 
components and 12 commands and 
measurements associated with it. 
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documentation processing, and other 
networks via gateways and bridges. The 
KATE shell could be the application 
doing the test and check-out job on the 
application processors. Since the ele- 
ments will probably be very different 
from one another and will have to be 
tested before integration, trying to do 
so with conventional software technolo- 
gy would require a tremendous effort. 
Even if this is possible, the effort 
would not be applicable to other ele- 
ments. With the knowledge-based ap- 
proach, because only the knowledge base 
would have to be developed by the ex- 
perimenter or vendor (probably from a 
CAD system), application code would 
never have to be written. 
Heavy Lift Launch Vehicle- A check-out 
and control system will need to be cre- 
ated for the future heavy lift launch 
vehicle(s) being planned by NASA and 
the Air Force. The types of test and 
check-out tasks that need to be per- 
formed for this will be very similar to 
those done by LPS (and GDMS) and 
therefore could benefit greatly by em- 
ploying some of the ideas in the KATE 
shell. 
Electric Power and Research Institute 
(EPR1)- Currently, a NASA technology 
transfer program is underway with EPRI 
to apply the KATE shell to problems in 
the power industry and nuclear power 
plants in particular. Early investiga- 
tion and interviews with plant managers 
have identified many areas where KATE 
could offer substantial savings and 
safety features. 
Other Applications- Other areas which 
could benefit from the approach taken 
in KATE include on-board aircraft, ship 
and spacecraft systems, the Space Sta- 
tion, satellites and the National 
Aerospace Plane. 
conclusion 
We feel that a knowledge-based control 
and monitor approach, such as exemplified 
by KATE, may be the only solution to 
problems where the systems under test are 
well understood, can be described in a 
structure-function format and it is de- 
sirable to do automated control, monitor, 
diagnosis, drawing, sensor validation and 
redundancy management on them. For large 
systems requiring diagnostics, tradition- 
al tree-structured methods are impracti- 
cal, for identifying all possible failure 
states can easily become an impossible 
task. Having the low-level control per- 
formed automatically by the shell pro- 
vides the basis for a very high-level 
procedural language which would eliminate 
or greatly simplify application program 
writing as we know it today, saving de- 
velopment time and money and providing 
features impossible to achieve with cur- 
rent methods. 
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ABSTRACT 
This paper introduces the PARAGON 
Representat ion, Management and hanipul at ion 
system. The concepts of knowledge 
representation, knowledge management, ana 
knowledge manipulation are combined in a 
comprehensive system for solving real-world 
problems requiring high levels of expertise in a 
real-time environment. In most applications the 
complexity of the problem and the representation 
used to describe the domain knowledge tend to 
obscure the information from which solutions are 
derived. This inhibits the acquisition of 
domain knowledge, the capability to perform 
knowledge verification/validation, places severe 
constraints on the ability to extend and 
maintain a knowledge base while making generic 
problem solving strategies difficult to 
develop. 
hybrid system to overcome these traditional 
limitations. 
Ford Aerospace has pioneered a unique 
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hybrid system to overcome these traditional 
limitations. 
Ford Aerospace has pioneered a unique 
T o  address these problems, Ford Aerospace has 
developed a model-based paradigm which is 
realized in a system called PARAGON. PARAGON 
consists of three major areas: Knowledge 
Representation, Knowledge Management, and 
Knowledge Manipulation. Knowledge 
Representation is the foundation of PARAGON. 
The knowledge representation determines how you 
manage and manipulate the knowledge of the 
domain. 
chosen that integrates frames [Minsky], semantic 
networks [Quillian], classification hierarchies 
[Qui 1 1  ian], blackboards [Hayes-Roth], demons 
[Waterman], transition networks [Petri, Woods], 
and rules [Shortl iffe]. 
encompasses the acquisition of the domain models 
the translation of the models into the knowledge 
representation, and the verification and 
validation of the domain models. This is 
accomplished through graphic interfaces that 
provide a framework to develop, maintain and 
access the knowledge base. Knowledge 
Manipulation provides a modular set of generic 
problem solving modules [Clancey) that can be 
combined to solve different types of problems 
within a domain. 
KNOWLEDGE REPRESENTATION 
A hybrid representation scheme was 
Knowledge Management 
Ford Aerospace has designed a formalism in which 
to express knowledge about the world by modeling 
the structure and function of the concepts that 
are part of the problem we are trying to solve. 
This formalism evolves the classification/rule 
based representations to a more explicit, 
consistent and robust structured conceptual 
network representation [Sowa, Mylopoulos]. Rule 
based systems lack the explicit structure for 
expression of descriptive hierarchical and 
temporal knowledge. Classification systems 
attempt to rectify this situation by providing a 
hierarchical structuring mechanism to express 
the knowledge. These systems have had limited 
success because they lack a methodology to 
direct and dictate the structure of the 
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knowledge. This has resulted in a mixing of 
completely different types of knowledge within 
the same structure. Both types of systems, rule 
and classification, have been combined in new 
representation systems [Fikes, Stefik]. These 
hybrid systems solved some problems, created new 
problems and left many problems unaddressed. 
Although current tools incorporate frame-based 
classification techniques with rule-based 
knowledge representation mechanisms, they fail 
to provide generic problem solving techniques. 
These mechanisms allow more generic algorithms 
but lack the structure and information required 
to solve problems generically. Although 
consistent, these representations lack an 
underlying principle from which a description of 
the domain can be derived. In a rule-based 
system there is no structure to dictate what may 
be used in the context (antecedent) or the 
action (consequent) of the rules. This 
flexibility allows a completely ad hoc 
development to occur. 
The same situation exists for frame-based 
classification systems. There are no guiding 
principles or constraints on what may be an 
object, what it may contain, the structure of 
the classification hierarchy, or how objects 
communicate with each other. Conceptually this 
level of freedom is appealing; however, without 
the required structure and constraints large 
systems quickly become unextendable, impossible 
t o  validate and difficult to maintain 
[McDermott]. Because these areas are handled in 
an ad hoc manner there is not enough consistency 
to apply generic problem solving techniques to 
these representational systems. This 
inconsistency also causes problems with the 
ability to acquire knowledge through generic 
tools. 
PARAGON is a modeling paradigm used as the 
conceptual basis for describing the domain. 
This paradigm is realized in a hierarchical 
knowledge representation that allows concepts to 
be defined, their inter-relationships specified 
and their behavior described within a dynamic 
conceptual network. The network consists of two 
types of entities, conceptual entities (the 
nodes) and relational entities (the links). 
Both entities are defined in a classification 
hierarchy. Each class of entities is 
characterized by a specific definition that 
describes the behavior (semantics) of the entity. 
This approach allows the structure in the domain 
to be directly represented within the computer 
in a generic and consistent manner that 
corresponds to the way people perceive the 
domain. The domain is structured along five 
dimensions (figure 1); definition, composition, 
functional relationships, structural 
relationships, and sequential behavior. Each 
relationship has a well-defined behavior that 
describes how information is propagated between 
associated concepts. This allows knowledge to 
be described in a modular and well defined 
manner at varying levels of granularity. 
Figure 2 is a slice of the representation that 
displays the major concept and relationship 
types within the system. This structure makes 
the efficient management of large amounts of 
complex knowledge possible through a set of 
knowledge acquisition interface tools. The 
concepts of generalization, abstraction, and 
cause/effect are combined in a uniform and 
consistent manner. Many existing representation 
techniques are integrated to provide consistency 
for both the representation and manipulation of 
the domain information. 
Concepts are the building block o f  the system. 
Each concept can have a set of attributes that 
describe it as an individual entity. Primitive 
concepts organize the local attributes, 
inter-relationships and behavior of instances 
[Qui 1 1  ian]. 
through the aggregation of other concepts 
[Sowa]. 
details of their components while maintaining 
the external relationships to other concepts. 
Definitional concepts are a covering set for the 
specializations that belong to the concept 
[Brachmann]. Definition concepts are used to 
store generic information and to create new 
specializations based on the definition of their 
current specializations. State concepts specify 
the context in which particular facts are 
currently true. 
determine the attribute values in a state and 
the actions that may occur. Concepts are 
inter-related with other concepts through 
functional, structural and temporal 
relationships. 
In order to describe behavior we have developed 
a representational methodology to model temporal 
knowledge within a declarative framework. 
Sequential descriptions are used to represent 
processes and to model the dynamic behavior of 
concepts within a domain. When this information 
is represented in code it is not accessible for 
explanation or reasoning. Similar to the 
process of moving situation/action knowledge 
from code into rules, this methodology is 
opening the black-box o f  code and making 
declarative knowledge available to solve the 
problems within a domain. 
representation of procedural knowledge, generic 
algorithms can be developed to manipulate, 
Abstract concepts are defined 
Abstract concepts hide the internal 
Event concepts specify how to 
By formalizing the 
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RELATIONSHIPS - THE CONCEPTUAL GLUE 
Classification Composition 
Classification Composition 
Generailzation 
Definition based 
on similarities 
0 Abstraction 
0 Conceptual Grouping 
Structural Functional 
Passive Constraints 0 Passing Agent 
Globally Defined Behavior 0 Locally Defined Behavior 
Temporal 
State Transition 
0 Description of Locally Defined Behavior 
Figure 1. Relationships in PARAGON 
reason about, and explain temporal events. 
A process is described by a set o f  states, the 
conditions in which a state transition may occur 
and tne events that take place in each state. 
An event in a process is used to compute the 
value of attributes local to the concept that 
tne process describes. PARAGON uses a theory of 
LOCALITY that defines the inter-communication o f  
independent parallel processes and constrains 
access to information by requiring explicit 
causal relationships to be defined between the 
comnunicating processes [Hoare]. Events can 
only affect local attributes. Events can access 
external information in their computations 
through the explicit causal relationships 
associated with the concept. The conditions in 
which a state transition can occur are 
constrained by the same mechanism. 
maintain temporal histories based on the 
Processes 
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9 .  
figure 2. PARAGON Representation 
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hierarchical structure of the process [Kahn]. 
This data base can be used for various forms of 
temporal reasoning. An outcome of the theory of 
LOCALITY is that each process is a 
self-contained description that has no 
side-effects. Information is passed between 
concepts on an access only basis. These 
properties lead to a highly programnable 
parallel processing system. 
This methodology combines both discrete and 
continuous processes to create a hybrid 
model-based representation system. Techniques 
have been developed to simplify Complex 
processes and events through equation 
segmentation and linear approximation. This 
amounts to reverse engineering knowledge from 
mathematical equations. Both code-based 
procedure descriptions and equation-based 
computations are explicitly represented in a 
consistent descriptive representation. 
KNOWLEDGE MANAGEMENT 
We have also developed a set of graphical 
interfaces that are used to map the domain 
concepts, structure, inter-concept and 
intra-concept relationships, and temporal 
behavior into the PARAGON knowledge 
representation system. The knowledge 
acquisition tools are a reflection of the 
underlying model-based knowledge 
representation. This allows direct translation 
of the acquired data into the knowledge base 
through generic algorithms while maintaining a 
high degree of correspondence between the data 
ana the world view of the knowledge engineer 
(cognitive resonance). 
The purpose of these tools is to allow experts 
with minimal training to enter knowledge into 
the system while capturing enough information to 
solve problems that occur within the domain. 
Each tool is a graphical interface that provides 
the expert with a framework in which he can 
enter the various types of knowledge. This 
framework i s  obtained through generalization, 
abstraction and the inter-relationship of 
concepts. Users are allowed to define 
specializations of relationship classes to 
specify specific semantic and comunication 
information in a particular domain. Various 
methods have been developed to efficiently 
organize, index and access the large amounts of 
information contained in the knowledge base. 
Knowledge management consists of the 
acquisition, validation and maintenance of the 
information that is used to solve the problems 
in the domain. In most expert systems there is 
no way to acquire the information through a 
generic mechanism. 
to expert systems we are able to acquire the 
information through graphic interfaces from 
knowledge engineers untrained in artificial 
intelligence or programing. 
then be validated based on the consistency of 
the representation and tested through 
simulations using the model description. The 
knowledge engineer has the ability to define 
complex concepts by grouping primitives through 
composition. 
Input through the graphic interface provides a 
consistent and well organized knowledge base 
that can be extended and maintained. This is 
possible because PARAGON is representing 
information in a well defined and structured 
methodology that emphasizes the semantic instead 
of syntactic level. This is sometimes referred 
to as deep vs. shallow models [Genesereth, De 
Kleer]. Most expert systems use information in 
the form of rules and frames. The frames are 
used to store the facts and operations that can 
be performed on the facts (LISP programs). The 
rules are used to represent contextually 
dependent information, control sequences and 
contextually dependent behavior. All of this 
information is stored at a syntactic level. 
There is no well-defined methodology used to 
process the data. Programs are used to give the 
words in the rules and frames some meaning. The 
meaning is based on syntactic patterns of 
characters that match other patterns of 
characters. Most of the time the meaning in 
rule based expert systems is derived by the 
person looking at the rules and not the rules 
themselves. 
Knowledge acquisition is the process of entering 
knowledge about a domain into the computer and 
translating the knowledge into an internal 
representation [Musen, Tsuji]. 
traditionally been a bottleneck for building 
expert systems. The problem has been that most 
application systems are not understood or 
understandable at the level of heuristic rules. 
Rules do not offer any framework i n  which a 
knowledge engineer can work. The knowledge 
engineer must build the framework himself by 
trial and error. Because rules offer no 
structuring mechanism this task becomes 
increasingly difficult as the system grows. 
By approaching the task from a modeling 
perspective the knowledge engineering becomes 
feasible with generic tools. PARAGON allows the 
knowledge engineer to define the concepts in the 
domain based on actual examples. Because the 
knowledge engineer has samples of the concepts 
in the domain available, this method provides a 
framework to develop and extend the definition 
By using a modeling approach 
This knowledge can 
This area has 
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of the model. The examples are then generalized 
through a process of shared attributes to create 
definitions for the engineer to reuse in 
defining other similar concepts in the system. 
This significantly reduces the knowledge 
engineering task of entering redundant 
information, and provides a framework that the 
knowledge engineer can use to more easily define 
concepts. This methodology of definition by 
example also provides a generic knowledge base 
that can be used for other systems. 
KNOWLEDGE MANIPULATION 
The ultimate goal of modeling a domain is to 
allow questions to be asked and problems to be 
solved within the domain. Application domains 
frequently require a wide variety of problem 
solving categories [Clancey]. In Diagnostics 
and Repair domains iferguson, Siemens) the 
problem solutions require determining the 
current state of the system (classification, 
situation assessment and interpretation), 
determining what caused the system to be in the 
current state (diagnostics) determining what 
state(s) the system should/coula be in for it to 
function correctly (goal determination), how to 
get more data about the system (testing) how to 
actually fix the system (planning & command), 
and what the future state o f  the system might be 
(prediction). Each of these areas is extremely 
complex by itself. T o  be able to deal with all 
o f  these areas within the same consistent 
representation is beyond any of the individual 
representation techniques or expert system 
shells available today. 
PARAGON uses the dynamic memory model [Schank] 
applied to the domain model for event 
recognition (expectation failure) and causal 
diagnosis (explanation through accountability). 
Spreading activation [Quillian] on the domain 
model is used for interpretation. The 
behavioral specification and causal 
relationships are used for goal determination, 
prediction, planning and comand. By having an 
internal deep model of the structure, behavior 
and causal inter-relationships we have found 
that we can solve many of the difficult problems 
within the modeling framework. 
PARAGON has the advantage of access to a model 
of the system that it is reasoning about. This 
allows the knowledge manipulation algorithms to 
access the causal pathways and the behavioral 
aspects of the system. 
consistent and formalized nature of our 
representation, we can apply generic problem 
solving algorithms to the mode1 independently of 
the domain. Another major advantage is the 
reduction of search through indexing 
Because o f  the 
techniques. Because the model is used to focus 
on small, localized sets of components, the 
search eliminates most of the model 
immediately. This allows more time to be spent 
dealing within a restricted environment to Solve 
the problem. This modeling paradigm can be used 
as the basis for complex, real-time expert 
systems. 
knowledge representation language to model the 
different dimension of a domain, many types of 
reasoning can be performed using generic 
algorithms. 
CONCLUSION 
We have described a new paradigm to Solve 
problems using a domain model and generic 
acquisition, representation and manipulation 
methods. The domain independent capabilities of 
PARAGON are derived from the use of robust and 
consistently defined behavioral and structural 
descriptions to model knowledge at the semantic 
level. Defining how information is propagated 
through various relationships and constraining 
how concepts can be related achieves a uniform 
and consistent set of semantics. PARAGON also 
has the unique ability to represent temporal and 
behavioral knowledge which can be used for all 
classes of problem solving. By making this 
information available in a declarative 
formalism, the level of reasoning able to be 
performed by the system moves from a shallow 
level to a deep level. At the same time the 
models that are constructed are natural to the 
domain engineer. This makes the task of 
definition, validation, and maintenance of large 
& complex domain knowledge base feasible. The 
most important feature of PARAGON however, is 
the ability to develop a specifiable methodology 
for the construction and testing of expert 
systems. Without such a methodology, 
construction of expert systems would only be 
applicable to small problems by a limited supply 
of highly trained knowledge engineers. 
these features of PARAGON have combined to make 
building large expert systems a reasonable task. 
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ABSTRACT 
By combining artificial intelligent concepts with the human 
information processing model of Rasmussen, we have 
developed a conceptual framework for real-time AI 
systems which provides a foundation for system 
organization, control and validation. The approach is based 
on the description of system rocessing i terms of an 
abstraction hierarchy of states ofknowled e and processing 
functions which connect those states of Lowledge. The 
states of knowledge are organized along one dunension 
which corresponds to the extent to which the concepts are 
expressed in terms of the system inouts or in terms of the 
system response. Thus organized, the useful states form a 
ye ra l ly  triangular shape with the sensors and effectors 
orming the lower two vertices and the full evaluated set of 
courses of action the a x. If the representations and 
processin steps in the sKpes of this pyramid are correct 
and com fete, them the processin sequence from inputs to 
outputs following the slopes o?@s p y r e d  results in 
correct behavior. Unfortunate1 , thls ath is generally too 
computationally expensive to &rmed m real time, 
either by natural or artificially inteEgent systems. Within 
the boundaries of the triangle are numerous processing 
paths which shortcut the detaded processing, by connecting 
mcomplete levels of analysis to artially defmed responses. 
Shortcuts at different levels of agstraction include reflexes, 
sensory-motor control, rule-based behavior, and satisficing. 
The correcmess of shortcuts depends on whether the 
res me inferred on the processing shortcut is consistent 
wigthe responses which would have been inferred bv the 
computations which are being shortcut. By clarifying 
assumptions, relationships, and the knowledge and 
processing which is b e i g  approximated, this approach 
provides a foundation for knowledge acquisition, system 
design, and system validation. We have used this approach 
in the design of a real-time tactical decision aiding system, 
in defiiing the requirements for an intelligent aiding 
system for transport pilots, and in the design of an 
autonomous system. 
Figure 1 schematically describes the overall processing 
steps for a real-time intelligent agent such as a pilot, an 
autonomous system, or a real-time aiding system. The 
vertical, abstraction, axis in the figure corresponds to the 
extent to which the processing is removed from the 
concrete sensors and effectors. Movement along the 
horizontal axis represents progression of the processing 
from the sensors to the effectors. The ovals in the figure 
represent states of knowledge, and the labelled ;?res 
between those states represent processing which 
implements the indicated transitions between the states. of 
knowledge. Different knowledge representation 
requirements are associated with the different states of 
knowledge, and different computational requirements are 
associated with the different classes of transitions. The 
particular states of knowledge and processing steps should 
not be interpreted as required functional partitions for 
particular systems. The actual flow of processing in 
nontrivial s stems involves man more sta es than are 
shown, miresu l t s  will e n e r d  be usef by several 
rocessing levels to the rigkt of wiere they are produced. 
hany  more pathways ma exist between the indicated 
states of knowledge, and oKer states of knowled e may be 
summarized by the three classes of shortcuts listed within 
the three large arrows. 
important for some applications; these other pat a ways are 
1. PROCESSING WITHOUT 
SHORTCUTS 
The discussion in the next 21 paragraphs follows the 
information flow in Figure 1 from sensors to effectors, 
takin no shortcuts, and alternating between states of 
knowfedge and the processing steps which accomplish the 
transformations between those states. 
Sensors. The sensor state of knowledge is just the sensor 
data and other inputs to the intelligent agent. This input 
data includes "self' information from sensors such as 
kinesthetic sensors (e.g. actuator positions, velocities, 
stresses, and strains), system status data (e.g. self-test and 
built-in-test results), and internal environmental sensor data 
(e.g. temperatures, pressures, accelerations, flow rates, fuel 
rantity, vibration, and power supply voltages). This input 
ata also includes envuonmental information 
communicated from other agents. 
Perception. Perception is the mapping of the sensor data 
into symbolic descri tions of the entities and states of 
relevance to the in& ent agent. This signal-to-symbol 
processing includes o?all vision processmg u to and 
mcluding the level of scene description, and all $agnostic 
processing up to the level of system status. 
Enh'ry and Srute Descriptions. The ou ut of perce tual 
processin is a symbolic description opthe state o f the  
agent a n i  its environment. These descriptions could be 
represented in terms of instances of archetypical entities 
and states, with the attributes refined from the sensor data. 
The state descriptions include relationships between 
entities, when those relationships can be derived from the 
input data. 
Assessment. Assessment includes the processing stages in 
which the significance of the current situation is derived, in 
terms of the impact of the situation on the agent, its gods, 
plans, and actions. Assessment processing proceeds 
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Figure 1. General Information Processing Model W m  Shortcuts 
action for the intelligent agent. Option descriptions may 
include state and entity descriptions, situation descriptions, 
and goals. Thus the option representation language is a 
proper superset of the goal representation language. 
throush the eneration of successively more abstract 
descmtions ofthe situation attributes and of the situation 
as a whole. 
Situation Descriptions. Situation descriptions are a proper 
superset of entity and state descriptions. Because of the 
scog of.situation descriptions, it may no longer be feasible 
to scnbe situations in terms of single situation types. 
Thus situation descri tions may take the form of 
interrelated instances o f  different situation types, each of 
which describes some aspect of the total situation. 
Goal Identification. Goals Direct and focus behavior. 
Thus while goals ma enter at any level before this stage, 
they must be defmeJb the end of this stage, so that the 
oals can be used to J i v e  the option identification step. 
h e  very general static goals such as survival may be 
useful in strategic planning, more specific and more near- 
term situation-dependent goals are more effective in 
driving behavior. Goal identification proceeds from 
assessments of the situation and from more global goals 
contained in the plan structure. Since different aspects of 
the situation may dictate different goals, resolution of goal 
conflicts may be required. 
Goals. Goals combine descriptions of future states and 
situations and statements of the desirability of those states 
and situations. Thus the goal representation language is a 
rset of the situation representation language. %g:tg involve not only states, but also situations, 
actions, and the temporal and other relationships between 
states and situations, the re resentation for goals shares 
many of the characteristics o?plans. 
Option Identification. With descri tions of the state, 
situation, and goals, feasible behavior$ o tions can now be 
generated? For the overall processing to& optimal, in the 
sense that the overall behavior is the best for attaining the 
goals, th is  processing step must identify all options which 
may be optional; however not all options identlfied need be 
Options. Options are descriptions of potential courses of 
optimal. 
Option Evaluation. The option evaluation step is the 
detailed application of the goal criteria agamst the 
identified options. If the optmns are parametric, then 
evaluation can involve generating the members of the sets 
represented by the parametric options. This can in 
mciple produce any number of options to be evaluated. 
6nless the optimality criteria impose a total ordering on the 
courses of action, this set may not be finite. The 
technologies of heuristic search differential game theory, 
and operations research can each address option evaluation 
problems in different domains, but no efficient general 
methods for option evaluation are currently known. 
Evaluated 0 tions. Unless powerful abstractions, 
heuristics, ancfother means are available for representing 
and runing the space of options, usually onl a small set 
of tfe whole family of options can be evJuated. The 
evaluated option set may include all of the representations 
in the option representation, lus information, such as total 
or partial ordermgs, and eva!uative criteria, resulting from 
the evaluation of those options. In order that the behavior 
be optimal, a l l  attributes of evaluative interest must be 
c tured in the representation of the options. .Thus 
representation of options, and can only enlarge on the 
evaluated options representation by expansion of 
abstractions contained in the evaluated options, and only 
then when the evaluation of those options does not depend 
on the expanded detail. 
Alternative Selection. The alternative selection process 
may be trivial, if the goals im se a total orderin on the 
options, or it may involve invocation of afditional 
criteria to select amongst an equivalence class of best 
options. 
Course of Action. The course of action is a subset of the 
evaluated options. If the agent is operating in an uncertain 
su % sequent representations may be restrictions of this 
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environment involving unpredictable agents, or other 
sources of uncertainty, then the course of action may 
include branches to accommodate the generically different 
responses during plan execution. Thus the course of action, 
like the options, evaluated options, plans, and tasks, may be 
represented as a semilattice, with a root representing the 
current state, and nodes representing branches and joins of 
tasks and situations during possible plan executions. The 
course of action may still involve free parameters, or set- 
valued parameters, rf the values of those parameters was 
not required to evaluate the option. 
Planning. The planning process is the expansion of the 
course of action to the level of the operations to be 
performed. Note that many of the computational steps 
which would be considered as steps in l m i n g ,  such as 
performed to support option evaluation and the selection of 
the course of action. 
Plan. The plan representation may include entity and state 
representations, situation representations, decision criteria, 
and alternative options. From a representational standpoint 
it is thus e uivalent to the evaluated options representation. 
The plan ' h e r s  from that re resentation in two ways. 
"y to First, it is uniformly expandelto the level necess su port resource allocation processing; it thus must inc ude a 8  parallel operations, and detailed models . of t h k g .  
Secondly, the plan includes only those options which 
passed the alternative selection rocess. The Ian is thus 
more detailed than the course o?action, but incyudes fewer 
options than the evaluated options. 
Resource Allocation. Resource allocation binds specific 
resources to s cXic actions in the p!an. Some resource 
conflicts ma E v e  been resolved earlier in the processing 
to evaluate $e course of adtion and to develop the plan; the 
resource allocation process completes those allocations. 
Resource allocation processing completes the development 
of task descriptions to support plan execution. 
Tasks. The task re resentation is the plan re resentation 
expanded to the Eve1 of specific tasks 8 r  specific 
resources. Task descriptions include any parameters, other 
than inputs, required b the execution procedures. These 
task descriptions incluJ sensing tasks, and decision tasks, 
information processing tasks. It may also include enabling 
or initiating processing shortcuts such as servo control 
processes. 
Task Execution. Task execution follows the procedure for 
tasks of that type. This involves task initiation, 
performance momtoring, and arameter adjustment. Task 
execution can be influenced l y  the results from decision 
tasks, and by feedback from other running tasks. 
Control Commands. The ou ut of the task execution 
processing are control cornman% to the effectors and other 
resources. These control commands include all 
information other than input data necessary to determine 
the operation of those resources. The specific data depends 
on the resource controlled. 
Control. Control processing may involve servo-loops. or 
can operate with limited or no feedback. 
option identification and evaluation, may K ave already been 
Eflectors. Effectors include all resources under control of 
the agent, including information processing, actuators, and 
sensors. 
If all of the processes and representations described above 
are complete and correct, and they are to run completion, 
then no feedback is required for the system to produce 
correct behavior. However, efficiency can be improved by 
implementing feedback from later processihg stages to 
control processin at earlier stages. This cascading can 
take the form'o! the integration of later functions into 
earlier functions, where it can help narrow the number of 
options considered, or it can take the form of specific 
information fed back from later stages when those stages 
have examined partial results those earlier stages. An 
example of the processing of the f i i t  sort is the integration 
of resource allocation constraints into the option generation 
and evaluation stages; an example of the second sort is 
feedback from the alternative selection function about 
partially evaluated options. 
2. SHORTCUT PROCESSING 
Figure 1 shows three broad classes of shortcuts - those of 
analysis (intent formation), those of intent execution, and a 
class of "response" shortcuts which move at various levels 
of abstraction from left to right, bridgin from partial 
analyses to skeletal responses. We curreniy believe that 
res nse shortcuts are a redominant pathway in human 
i n G a t i o n  processin h e  response shortcuts range in 
abstraction from simpfe servo-control laws linkin sensors 
and effectors, up through satisficing [Simon, 196$l, which 
shortcuts explormg all of the courses of action. Shortcuts at 
an intermediate level of abstraction are particularly 
important in real-time decision making. Situation-response 
shortcuts, which move rightward from the vicinity of the 
situation description level of analysis to the vicinity of the 
tusks level of execution, are described in the companion 
paper A Situation-Response Model for Intelligent Pilot 
Aiding. 
Situation-response processing has a role in the less abstract 
skill-based behavior. The pathways in Figure 1 for skill- 
based shortcuts proceed nearly horizontally from the 
vicinity of sensing and perception to the vicinity of the 
effectors. The establishment of such skill-based shortcuts 
reduces workload and reduces processing delay by 
uncouplin the situation assessment process from the 
process otadapting to changing situational parameters. In 
our model, the activation and management of skill-based 
behavior is one of the normal functions of rule-based 
behavior. The situation assessment function then assumes 
the role of enabling the execution of the skill-based 
behavior. 
Both the risks and speed of such shortcut processin are 
well known. Interviews with airline pilots revealej the 
following example: During aircraft takeoff roll, the pilot- 
flying noticed a fluctuation in ri ht en h e  readings. Just 
before takeoff velocity the ilot %yin t eard  a loud boom 
md felt the plane vibrate. %efl&ive/$ he reached to shut 
down the right engine (havin mentally established its 
potential for failure). The pifot-not-flying stop d this 
move because he had determined that it was the l e r e n  ine 
that had failed. Thus, the processing shortcut (enablej by 
the assessment the situation as a possible-right-engi- 
problem) resulted in a rapid, but inappropriate response. 
Situation-response processing also has an important role in 
the more abstract knowledge-based behavior. The normal 
pattern is that when the limits of situation-response 
processing is reached, knowledge-based reasoning is 
mitiated. Then either the situation chan es while the 
knowledge-based processing takes place, or t8e knowledge- 
based processing produces a useful result. In either case 
the processing reverts to the situation-response model. 
Note that in this model situation-response processing serves 
as an input filter for knowledge-based processing, 
guaranteeing tllat the scarce knowledge-based processing 
resources are only invested in unusual and hence 
presumably fruitful problems. 
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3. CONCLUSIONS 
Real-time performance in natural or artificial1 intelligent 
systems depends on using the lowest feasibre levels of 
abstraction. Processes operating at different levels of 
abstraction can be organized so that correct behavior can be 
implemented using information processing shortcuts. The 
shortcut and other levels of processing can be organized so 
that less abstract processes develop abstractions for more 
abstract processmg, and more abstract rocessing 
supervises the less abstract. The development of shortcuts 
in the information rocessing abstraction hierarchy is a 
basic mechanism for%aming to perform more quickly. 
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TDAS 
THE THERMAL EXPERT SYSTEM (TEXSYS) 
DATA ACQUISITION SYSTEM 
Abstract 
4s part of the NASA Systems Autonomy 
Demonstration Project, a thermal expert 
system (TEXSYS) is being developed by the 
Ames Research Center, the Johnson Space 
Center (JSC) and their contractors. TEXSYS 
combines a "fast" real time control system, 
a sophisticated human interface for the user 
and several distinct artificial intelligence 
techniques in one system. TEXSYS is to  
provide real time control, operations advice 
and fault detection, isolation and recovery 
capabilities for the Space Station Thermal 
Test Bed (TTB) at JSC. TEXSYS will be 
integrated with the TTB and act as an 
intelligent assistant t o  thermal engineers 
conducting TTB tests and experiments. 
This paper will present the results of our 
work on connecting the real time controller 
(running on a conventional computer) to  
the knowledge based system (running on a 
symbolic computer) creating an integrated 
system. Special attention will be paid to  the 
problem of filtering and interpreting the 
raw, real time data and placing the 
important values into the knowledge base 
of the expert system. 
Kathleen J. Healey 
Chief, Intel ligen t Systems Branch 
NASA 
Johnson Space Center 
Houston, Texas 77258 
Introduction 
The increasing complexity of space missions 
to  be conducted in the next twenty-five 
years by the United States requires that the 
control and monitoring systems used to  
support these missions take advantage of 
the'latest in automation technologies to  
reduce costs and more importantly, increase 
reliability and safety. The Space Station 
with i t s  longer than 20 year operation 
lifetime and the proposed Mars sample 
return mission will both need to  exploit the 
recent advances in artificial intelligence to  
perform their mission, most notably expert 
systems. This need was recognized by the 
National Commission on Space (aka the 
Paine Commission) whose final report 
suggests that: 
... NASA explore the limits of expert 
systems, and tele-presence or tele- 
science for remote operations, 
including ties to spacecraft and ground 
I a bo rat0 r ies. 
Recognizing these needs, the National 
Aeronautics and Space Administration's 
Office of Aeronautics and Space Technology 
has initiated the Systems Autonomy 
Technology Program. The program consists 
of  two programs, with the Core Research 
and Technology Program funding basic and 
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initial applied research in AI and 
automation. In the second program, the 
Systems Autonomy Demonstration Project 
(SADP), a series of four demonstrations will 
be conducted to show the capability of 
increasingly complex expert systems applied 
to  Space Station subsystem needs. 
The Thermal Expert System 
The first of these demonstrations, the 
Thermal Expert System (TEXSYS) is being 
developed to  show the use of artificial 
intelligence technology in operation and 
management of the prototypes for the 
Space Station Thermal Control System (TCS). 
This demonstration is a joint project of the 
Ames Research Center (ARC) and Johnson 
Space Center (JSC). TEXSYS will be used to 
monitor, control and diagnose faults in the 
Thermal Test Bed (TTB) at JSC. 
The TTB program is designed to  test 
ground-based engineering models of the 
Space Station active thermal management 
control system, to  verify the readiness of 
two-phase thermal technology and to 
provide system level evaluation of advanced 
thermal control technology for Space 
Station use. 
TEXSYS will incorporate the following 
f eatu res: 
- Monitor and control of a single 
- Goal and causal explanation displays 
- Qualitative and quantitative 
- Fault detection, diagnosis and limited 
- Reasoning using standard procedures 
thermal subsystem 
simulations 
reconf ig u ration 
While the features to be included in TEXSYS 
are well established, the combination of 
these AI techniques in a single system to  be 
used in a real time environment will provide 
NASA with a benchmark system to test new 
ideas and further refine them for mission 
applications. 
Hardware 
TEXSYS will be demonstrated using a 
prototype of the Space Station central 
thermal bus. A simplified diagram of the 
central thermal bus is shown in figure 1. 
This central thermal bus has a conventional 
computer system for data collection and 
control. The control system is a commercial 
software package, FLEXCON, which runs on 
MicroVAX II computers. TEXSYS will use a 
Symbolics 3650 computer for the expert 
system and a unix-based graphics 
workstation to  provide a sophisticated and 
flexible human interface t o  the operator. 
The Conventional Control System 
FLEXCON is a schedule driven system, with a 
master queue of processes to  be used to  
initiate sensor readings from the Analogic 
Remote Terminal Units, to  convert the 
sensor readings into engineering units, to  
schedule data display updates and to  start 
control processes. FLEXCON is capable of 
simple limit checking to  generate alarms to  
the users and can run simple control loops 
(such as open loop and closed loop PID 
controllers). FLEXCON is currently used for 
factory automation and process control in 
the food industry and for monitoring and 
controlling a series of dams in the southern 
us.. 
The TTB Data Acquisition and Control 
System (DACS) is a hierarchical system built 
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using FLEXCON, with a master system 
controller and a controller for each of the 
thermal subsystems. In this project only the 
central thermal bus will be used, but the 
DACS software is capable of controlling and 
monitoring up to  five connected bus and 
radiator systems in later stages of the TTB 
project. 
TEXSYS is to use the DACS system to  collect 
the sensor readings and dispatch control 
commands to the thermal bus. For example, 
it is necessary, when using FLEXCON alone, 
for the operator to  control some of the 
solenoid values that gegulate the fluid and 
vapor flow in the bus. These will be under 
automatic control of TEXSYS. The types of 
data to  be collected and their update rates 
are shown in figure 2. 
Real Time Data Acquisition Software 
In order to  minimize the load on the 
symbolic processor containing the expert 
system, a software system has been 
designed that will provide TEXSYS with data 
inputs in a flexible and timely manner. This 
software, the TEXSYS Data Acquisition 
System (TDAS) will run on the MicroVAX 
which hosts the master DACS software and 
will be written in FORTRAN 77. FORTRAN is 
being used for this software for 
compatibility with the FLEXCON system. 
The TDAS software will be written to  make 
use of a feature of FLEXCON, called the user 
process facility. In this facility, a process or 
group of processes can be created by the 
user and will be scheduled by FLEXCON to 
run in cooperaton with the normal 
FLEXCON processes. 
There are two goals for this software. The 
first is to  reduce the amount of data sent 
from FLEXCON to  TEXSYS by examining the 
sensor readings as they are rcceived and 
only forwarding to  TEXSYS those values 
that meet the current criteria of signifi- 
cance. The second goal is to perform as 
much of the numeric processing of data 
points in TDAS as possible, using a faster 
numeric processor (the MicroVAX). The 
DACS and TEXSYS are to  be connected over 
a 10 mbps Ethernet connection using the 
DECNet protocols. (See figure 3.) This 
connection is to  be established and 
managed by TDAS. 
FLEXCON maintains an in-memory database 
of sensor locations, update rates, high and 
low limits, data validity limits, and current 
sensor readings. Also stored in this 
database are data items calculated from 
sensor inputs and the parameters associated 
with the control loops (setpoints, 
coefficients, etc.). After each set of updates 
is made by FLEXCON, the TDAS software will 
be signaled and it will scan the database 
looking for significant data. If nothing of 
significance is found, the expert system will 
be informed. This will also serve to  verify 
the status of the Ethernet communications 
link. 
The initial significance tests and calculations 
shall be fairly simple. As the input from 
some of the sensors is noisy, the data will 
first be low pass filtered to  eliminate the 
high frequency noise. This process is  one 
that the current operators perform 
mentally, as they watch the trend of  the 
data points and the average value rather 
than the instantaneous value of a sensor 
reading. The data shall then be checked 
against previous values and the slope of  the 
data sequence will be calculated. After 
these calculations are performed, the alarm 
limits in the data base will be compared to  
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the filtered readings. If the value is outside 
the normal range, it will be checked against 
the validity limits for that kind of sensor. If 
there is a limit violation, the reading, the 
slope and the type of limit violated will be 
posted to an agenda of items to  be reported 
to  TEXSYS. After all of the sensor readings 
that were updated are checked, the agenda 
will be examined and the information on it 
will be sent to TEXSYS. The data on the 
agenda can be prioritized so that the expert 
system can focus on those systems of 
highest importance. (See figure 4 for a 
diagram of this process.) 
It shall also be possible for the expert system 
to  ask for sensor values, both raw and 
filtered, to be reported at each update, 
regardless of the limit checks. This 
continuous reporting shall be selectable by 
sensor, by subsystem (e.g., cold plate 
evaporator #1, condenser #3, etc.) or by 
sensor type (all pressures in fluidhapor loop 
A) allowing the expert system to  
automatically receive all information 
needed to support the reasoning of the 
current focus of attention of the expert 
system. For example, if an evaporator was 
reaching full heat absorption capacity, 
which could lead to  dryout of the 
evaporator, the surface temperature will 
start to  rise and the duty cycle of  the inlet 
valves will approach 100%. The TDAS limit 
checks would notice the increasing 
temperature and the trend analysis would 
notice the increasing valve duty cycle and 
report these data to TEXSYS. TEXSYS would 
then request that all sensor readings 
associated with the evaporator be 
continuously reported to it until the 
problem was diagnosed, reconfiguration of 
the evaporator accomplished and the 
evaporator returned to  normal. 
TEXSYS shall also be able to modify the 
alarm limits used by TDAS. This is needed 
due to  the operational characteristics of the 
thermal bus system during transition 
periods such as start-up, loop temperature 
setpoint change, and shutdown. During 
these operations, certain of the sensor 
readings will vary widely and may show 
readings that would be abnormal in the 
steady state. Alarm limits of the system 
therefore can be widehed or changed in 
value without compromising safety, thus 
reducing the number of false alarms. This 
will allow improper performance to  be 
spotted, reported and diagnosed with false 
alarms minimized. 
The data reporting shall be performed 
synchronously, once each second (the 
fastest sensor update rate), and the amount 
of data that will be reported to  the expert 
system each frame will vary. The largest size 
frames will occur as the temperature 
readings occur each 10 seconds. The data 
will be reformatted to  allow rapid insertion 
into the knowledge base of the expert 
system. In addition, archival information 
will be stored and later retrieved by TDAS 
from a data base of sensor readings. This 
archival information will be analyzed, by 
TEXSYS a t  low priority, t o  spot long term 
trends. 
The second form of interaction that TEXSYS 
will have with the DACS will be in TEXSYS' 
ability to  control the thermal bus. TEXSYS 
shall have the capability for modification of 
the control loop constants used by the 
DACS. All of the control parameters (such as 
setpoints, gains, etc.) will be reported to  
TEXSYS at system startup. In addition, the 
direct control of crossover valves and other 
items not in control loops can be done by 
TEXSYS via TDAS. 
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Future Expansion Plans Conclusion 
These basic capabilities shall be 
implemented in the first version of the 
TEXSYYDACS interface. Several additional 
techniques are being evaluated with 
domain experts for inclusion in later 
revisions of the TDAS software. First, the 
use of spectral analysis by Fourier 
transforms to look for cyclic information in 
the data is being studied. There are 
potentially damaging situations that can 
arise from undamped periodic pressure 
surges in the bus, and if the data rates are 
high enough to detect such surges this 
capability may be added. Data from past 
thermal bus tests are being assembled from 
data archives for this analysis. Secondly, 
noise analysis (also by spectral techniques) is 
being considered as a method for spotting 
incipient sensor system failure. Some sensor 
failures are preceded by increasing noise in 
the sensor readings. Again, the data from 
previous tests are being assembled to look 
for noise signatures characteristic of 
imminent fa  i I u res. 
Finally, the ability to build in contextual and 
situational sensitivity to allow TDAS to 
report additional relevant information 
immediately upon the detection of a 
significant sensor reading is under 
consideration. For example, if a pressure 
drop is reported in a pipe, the upstream and 
downstream pressures would be needed to 
determine if the drop is due to a leak or a 
faulty sensor. In addition, by knowing the 
current operational state of the bus 
(startup, shutdown, etc.) the data gathering 
capabilities can be further modified to 
allow the automatic capture of related 
sensor information when abnormal data is 
detected. 
The use of incremental, layered interface 
software described here will allow us to 
decrease the risk in the program and to 
easily experiment with alternative 
approaches to individual problems. The 
flexibility in this approach will allow the 
system to be modified for subsequent 
demonstrations in the SADP program. 
These demonstrations Will include 
integration of TEXSYS to cooperate with a 
power system expert system, a hierarchical 
expert system complex and finally a 
distributed expert system architecture. In 
addition, integration with other Space 
Station testbed hardware, such as the 
prototype Data Management System will be 
easier. 
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ABSTRACT 
The 'C' language integrated production system 
(CLIPS) is a forward chaining rule-based language 
developed by the Artificial Intelligence Section (AIS) of 
the Mission Planning and Analysis Division (MPAD) at 
the Johnson Space Center (JSC) to provide training 
and delivery for expert systems. Conceptually, 
rule-based languages have great potential for 
benefiting from the inherent parallelism of the 
algorithms that they employ. During each cycle of 
execution, a knowledge base of information is 
compared against a set of rules to determine if any 
rules are applicable. Parallelism can be employed to 
speed up this comparison during each cycle of 
execution. Parallelism also can be employed for use 
with multiple cooperating expert systems. To 
investigate the potential benefits of using a parallel 
computer to speed up the comparison of facts to rules 
in expert systems, a parallel version of CLIPS was 
developed for the FLEX/32, a large-grain parallel 
computer. The FLEX implementation takes a 
macroscopic (or high-level) approach in achieving 
parallelism by splitting whole sets of rules among 
several processors rather than by splitting the 
components of an individual rule among processors. 
The parallel CLIPS prototype demonstrates the 
potential advantages of integrating expert system tools 
with parallel computers. 
INTRODUCTION 
Expert system building tools have shown a great deal 
of utility in solving knowledge intensive tasks that 
would often daunt conventional approaches using 
procedural languages. These tools provide languages 
that allow solutions to be expressed in paradigms that 
"closely" resemble the human solution process. 
Knowledge engineers can express heuristics using 
rule paradigms as opposed to coding nested if/then 
statements in a procedural language. The inference 
engine of the expert system is used to determinine 
which information has satisfied the conditions of the 
appropriate rules. The control routines for matching 
information (facts) against rules are provided by the 
tool, not the programmer. In addition, many expert 
system building tools are provided on computers 
hosting extremely powerful development 
environments that promote the interactive and 
incremental development of programs. 
The use of high-order languages, however, does not 
come without cost. Typically, expert systems written in 
high-order languages run one to two orders of 
magnitude slower than expert systems directly coded 
in procedural languages. Speed is very often traded 
for increased productivity during development and 
easier maintenance. Sometimes, this tradeoff is 
acceptable, but many applications requiring real-time 
speed that could benefit from expert system 
technologies might not be able to accept this tradeoff. 
The AIS of JSC's MPAD has been active in both the 
design of expert system building tools and the use of 
parallel computers. Several expert systems have been 
developed which require real-time or near real-time 
speed, including NAVEX[i] and MCCSSES[2]. 
Parallel processing is one of the ways in which expert 
system speed performance can be increased[3]. This 
background presented the opportunity and motivation 
to investigate the use of parallel processing in expert 
system building tools. 
CLIPS 
CLIPS is a forward chaining, rule-based language 
developed by the AIS at JSC to solve both training 
and delivery problems not fully addressed by most 
commercially available expert system shells[4]. A 
forward chaining, rule-based language such as CLIPS 
has three primary components: a set of rules, a 
knowledge base consisting of facts, and an inference 
engine. Facts represent chunks of information such as 
the altitude of the Space Shuttle or the temperature 
reading of a particular sensor. Rules basically are 
if/then statements of heuristic knowledge. The if 
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portion of a rule is a series of patterns which must 
have appropriate matches with facts in the knowledge 
base for the rule to be activated. The then portion of a 
rule is a series of actions to be taken when the rule is 
executed. Two possible actions (among many) could 
be to add new facts to the knowledge base or to 
remove existing facts from the knowledge base. The 
inference engine is the mechanism that determines 
which rules apply and also compares the facts in the 
knowledge base to the rules and determines which 
rules are applicable given the current state of the 
knowledge base. It then selects one of the applicable 
rules and applies the actions found in the then portion 
of the rule. For a more complete description of CLIPS, 
see references [5] and [6]. 
FLEW32 PARALLEL COMPUTER 
The FLEX/32[7] is a large-grain parallel computer 
capable of housing up to 20 computer modules and 
10 shared memory modules in 1 cabinet. Cabinets 
also can be connected together. Computer modules 
available are based on the Motorola 68020 and the 
National 32032 and may be used in any combination. 
The FLEX/32 is a multiple instruction stream/multiple 
data stream (MIMD) computer. Each processor can 
run independent of the others and can access either 
shared or local memory. The FLEX/32 (used by the 
AIS at JSC) has six National 32032 processor 
modules and two shared memory modules. The 
processor supporting UNlX has 4 megabytes of local 
memory, while the other five processors have 1 
megabyte of local memory. Each common memory 
module has 256 kilobytes of memory. 
The operating system used on the FLEX/32 is the 
UNlX System V Operating System. This provides all of 
the language support normally associated with this 
operating system. In addition, Flexible Computer offers 
two languages for parallel programming: Concurrent 
C [a] and Concurrent FORTRAN. These two languages 
have been extended to allow parallel processing 
constructs. 
APPROACH TO PARALLELISM 
Two levels of incorporating parallelism into CLIPS 
were considered: macroscopic and microscopic 
parallelism. A macroscopic approach would attempt to 
preserve the low-level implementation of the CLIPS 
inference engine and to incorporate parallelism on a 
"high" conceptual level. A microscopic approach, by 
contrast, would attempt to incorporate parallelism in 
the low-level implementation of the CLIPS inference 
engine. 
A macroscopic approach would provide the quickest 
means of incorporating parallelism into CLIPS. 
Source code changes using this approach could be 
kept to a minimum by utilizing most of the code used 
for the sequential version of CLIPS. This was 
desirable because a sequential version of CLIPS was 
being maintained on a VAX 111780 for use on that and 
other sequential computers. This sequential version 
experiences frequent change for both maintenance 
and improvement. A macroscopic approach would 
allow easier integration of changes made in the 
sequential version with the parallel version. Use of a 
macroscopic approach also would allow the final 
product to be a fully developed expert system tool and 
not a research prototype. A "start from scratch" 
approach inevitably would not contain of all of the 
features the sequential version of CLIPS provides. 
Finally, the source code for CLIPS already was well 
understood and available. 
A microscopic approach would allow the investigation 
of the best possible techniques for incorporating 
parallelism. Converting a program developed on a 
sequential computer to take advantage of the 
architecture of a parallel computer would not be able 
to take advantage of other algorithms that may better 
exploit the architecture of the parallel computer. 
Recoding the inference engine to take advantage of 
parallelism at a very low level would allow the very 
best techniques to be applied. 
PARALLEL CLIPS OVERVIEW 
A macroscopic approach incorporated parallelism into 
CLIPS. This approach limited the number of changes 
to the CLIPS source code and allowed the ongoing 
changes to the sequential version of CLIPS to be 
integrated more easily with the parallel version of 
CLIPS. 
The steps taken for the assertion of a new fact are 
shown for the sequential version of CLIPS in figure 1. 
First, the fact is filtered through the pattern matcher. 
The pattern matcher determines which patterns in the 
if portion of the rules have been matched by the fact 
that is being asserted. Rules with matched patterns 
then are given the information that a fact has matched 
one of their patterns. If this additional fact causes all of 
the conditions of the rule to be satisfied, the rule is 
placed on the agenda (in this case, local to a single 
processor). After all new assertions have taken place, 
a rule will be selected from the local agenda and its 
actions will be applied. 
An assertion in the parallel version adds an additional 
level above local fact assertions. The FLEX/32 
implementation of CLIPS splits the set of rules among 
several processors to achieve parallelism. Figure 2 
shows the steps taken to assert a fact in the parallel 
version. A master processor provides the user 
interface capabilities and acts as a driver for the other 
processors. The master processor picks a single rule 
to be applied from the global agenda (the set of all 
applicable rules). The master processor then informs 
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the processors containing groups of rules of the 
actions of the rule that are to be applied. A given 
action ~f the rule then is performed by all of the rule 
group processors in parallel before the next action of a 
rule is undertaken. 
In the case of a fact assertion, the processor 
containing the rule is informed that it may begin 
executing its actions. The fact to be asserted is posted 
to global memory, and the other processors are 
notified that a fact has been posted to global memory. 
Each individual processor then asserts the fact exactly 
as if it were running on a sequential computer using 
the steps shown in Figure 1. After the assertion takes 
place on the processor, the local agenda selects one 
applicable rule (if it has any available) to be posted to 
the global agenda. 
Figure 1 : Local Fact Assertion 
PROCESSOR 
PROCESSOR 
GLOBAL 
Figure 2: Global Fact Assertion 
Retractions are handled similarly to assertions, with 
the fact to be retracted being posted to global memory 
and other processors being informed of the task by the 
rule group processor that contains the rules and is 
executing the actions. The rule group processor 
containing the rule waits for all of the other processors 
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to finish before beginning the next action. Other 
actions that take place in the then portion of a rule 
(variable bindings, function calls, etc.) are handled 
only by the processor with the executing rule. Once 
the rule has finished executing, control is returned to 
the master processor where another rule is selected 
from the global agenda to be executed, repeating the 
basic cycle until no rules remain on the global 
agenda. 
IMPLEMENTATION 
The main problem in the implementation of parallel 
CLIPS was the communication between the master 
and slave processors. Initial attempts used processes 
to create and control the slave processors and their 
tasks. For example, if the main processor wanted the 
slave processors to assert a fact, it would create a 
process running on each of the slave processors to 
handle this task. The main processor then would wait 
for slave processors to finish. This method turned out 
to be relatively easy to code using the high-level, 
parallel constructs of Concurrent C; however, it also 
was quite inefficient. Sample problems actually ran 
slower as the number of additional processors was 
increased. Process creation is expensive, especially 
when the task to be performed is of a small time 
duration. Further, multitasking on a single processor 
also does not seem to work as well as one might 
expect. Running a slave process on the same 
processor as the master process caused inefficiency 
in multitasking. The FLEX/32 arbitration for 
multitasking does not appear to be very efficient. This 
conclusion was bolstered further by the results of other 
parallel programs. 
The second implementation attempt corrected two of 
the errors experienced in the first attempt. Process 
creation and multitasking were avoided during run 
time of the expert system. The processor with the 
master process was not given a slave process. All 
other processors had a slave process. This slave 
process ran constantly, waiting for a "message" which 
informed it that it had a task to perform. When it 
received the "message" and processed it, the slave 
process then would send a "message" back to the 
master process, informing it that the task had been 
completed. 
An attempt was made to use the message passing 
facility of exceptions provided by Concurrent C; 
however, it proved too difficult to configure the 
channels in the appropriate manner for message 
passing. The final implementation used a set of flags 
in shared memory. Each processor had an active flag 
and, in addition, all processors shared a task flag. A 
processor requiring other processors to perform an 
action would set the task flag to the appropriate task to 
be performed. It then would set the active flag of the 
other processors to active to signal them to begin 
execution of the task. The controlling processor then 
would monitor the active flag. When the active flag 
was set to inactive, the controlling processor knew that 
the subordinate processor has completed its task. 
Information passing was controlled by copying 
information to global memory and by having each 
processor copy the information down to its local 
memory. 
The problems encountered during implementation 
showed that many ways exist to implement a problem 
given a concurrent language on a parallel computer. 
Unfortunately, the best way to implement a problem 
often has to be determined empirically. 
RESULTS 
Two problems were used to demonstrate potential 
speed benefits of the parallel algorithm used in 
parallel CLIPS. The first of these problems was a 
"goal" problem. This problem was a 30-rule version of 
the monkeys and bananas problem described in 
reference 191 modified to handle more goals and 
situations. Eighty-six rules fire to solve the problem for 
the initial conditions used. The other problem used 
was a "data" problem. This problem has 13 rules: 1 
startup up rule and 12 data-intensive rules. The 
data-intensive rules were combinatorial in nature in 
that each rule potentially could add tens to thousands 
of rule activations to the agenda with the addition of 
each new fact (depending upon the number of facts 
already in the knowledge base). To prevent all of 
these rule activations from actually occurring, a pattern 
was added to the end of each of the if portions of the 
rules which had no corresponding matches among 
facts in the knowledge base. Although this pattern 
prevented the rules from being activated, it still 
allowed the computational work in computing the 
partial matches to be finished. The startup rule 
asserted nine facts and was the only rule that fired. 
~ 
The problems were run on CLIPS V3.11 on a VAX 
11/780 using VMS, CLIPS V3.11 on the FLEX using 
UNIX, and parallel CLIPS (based on V3.11) using one 
to four processors under the multitasking 
multiprocessing operating system (MMOS). The 
results are shown in table I. 
Table I: Timing Test Results 
Version Data Goal 
Problem Problem 
CLIPS VAX 15.2 3.3 
CLIPS FLEX 21.9 6.4 
Parallel CLIPS (1 P) 18.1 5.7 
Parallel CLIPS (2P) 9.3 5.3 
Parallel CLIPS (3P) 7.3 4.4 
I Parallel CLIPS (4P) 5.5 4.2 
The "goal" problem demonstrated only modest 
speedup as more processors were added. This 
demonstrates that speedup will occur only for 
problems in which the problem is divided evenly 
among the processors. That is, for each fact assertion 
and retraction, each set of rules on a processor has 
approximately the same amount of work to perform. 
This could best be achieved with a set of rules that 
numbers in the hundreds rather than in the tens. 
The "data" problem specifically was tailored to 
demonstrate a "best case" situation for parallel CLIPS. 
Only one rule is fired and this rule asserts several 
facts. For each of the facts asserted, a great deal of 
work has to be done and this work is very evenly 
divided among the processors. Two processors ran 
the problem 1.9 times faster, and four processors ran 
the problem 3.3 times faster than a single processor. 
These numbers represent 95 percent and 80 percent, 
respectively, of maximum possible speedup. 
Although rule sets run slightly faster for most examples 
and much faster for some examples, it is important to 
remember that the inference engine is not actually 
working faster. Parallel CLIPS speeds up the system 
by making the set of rules appear smaller by 
distributing them among several processors. 
AREAS FOR IMPROVEMENT 
CLIPS uses the Rete pattern matching algorithm 
which provides an efficient method for finding all of the 
facts that match the patterns in the if portions of the 
rules[lO],[ l l ]. It is important to remember that 
optimizations used in the Rete algorithm may be 
affected by splitting up rules among processors. 
Common elements of both patterns and rules can be 
shared, making the system more efficient. To split the 
rules among several processors will remove some of 
the efficiency that is gained by sharing. The version of 
CLIPS used for parallel CLIPS (version 3.1 1) uses the 
Rete algorithm. However, it does not take advantage 
of common sets of patterns shared between rules (join 
sharing). Starting with version 4.0, versions of CLIPS 
incorporate this optimization. The "data" problem used 
cannot take advantage of join sharing; however, most 
problems can take advantage of join sharing to a 
greater or lesser extent. For example, the "goal" 
problem has 7 of its 30 rules which can benefit from 
join sharing. Join sharing especially benefits large 
expert systems with many sets of similar rules. A 
version of parallel CLIPS based on version 4.0 ,would 
allow investigation of the tradeoffs encountered 
between sharing commonality among rules on a 
single processor and splitting rules among several 
processors. 
The next logical step in testing the benefits of parallel 
CLIPS is to develop a suitable problem for testing 
large expert systems. This problem should consist of 
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at least 100 rules and should not be dependent on 
extensive input/output (I/O) or external functions. The 
initial state or condition should be hardwired so the 
problem can just execute without human intervention. 
The parallel implementation could make use of an 
action queue to store a list of assertions and 
retractions to be performed by the rule groups. Each 
processor could retrieve the next action to be 
performed from this queue when it has completed its 
current action. This would ease some of the strict 
synchronization of rule execution and also would 
allow processors to proceed at their own pace rather 
than at the pace of the slowest processor out of all the 
groups. 
Programming constructs should be provided which 
allow rules to be specifically assigned to certain 
processors by the programmer. In the current 
implementation, CLIPS distributes rules among 
processors with a round robin distribution scheme. 
The ability to assign rules specifically to processors 
would be useful when attempting to fine tune a 
parallel expert system for speed. 
CONCLUSIONS 
The early results from parallel CLIPS are very 
encouraging. Parallel CLIPS could be used not only 
as a program for investigating parallel inference 
engines, but as a program for the actual delivery of an 
expert system. Parallel CLIPS is still a prototype, and 
more development work is required to remove the 
remaining rough edges. In addition, more suitable 
problems need to be found to investigate the speed 
improvements possible with parallel CLIPS. 
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REAL-TIME ARTIFICIAL INTELLIGENCE ISSUES IN THE- N88-1 ' i '260  
DEVELOPMENT OF THE ADAPTIVE TACTICAL NAVIGATOR 
Peter E. Green* 
Intelligent Machines Group 
Worcester Polytechnic Institute 
Worcester, Massachusetts 01609 
BBSTRACT 
The Air Force Avionics Laboratory is sponsoring 
the development of the Adaptive Tactical Navigation 
(ATN) system. ATN is a laboratory prototype of a 
knowledge-based system to provide navigation system 
management and decision-aiding in the next generation 
of tactical aircraft. ATN's purpose is to manage a 
set of multimode navigation equipment, dynamically 
selecting the best equipment to use in accordance 
with mission goals and phase. threat environment, 
equipment malfunction status, and battle damage. ATN 
encompasses functions as diverse as sensor data in- 
terpretation, diagnosis, and planning. 
Real-time issues that have been identified in ATN 
and the approaches used to address them are addressed 
in this paper. Functional requirements and a global 
architecture for the ATN system are described. Deci- 
sion-making within time constraints is discussed. 
Two subproblems are identified; making decisions with 
incomplete information and with limited resources. 
Approaches used in ATN to address real-time perform- 
ance are described and simulatibn results are dis- 
cussed. A communicating expert bbjects paradigm for 
the global architecture, an evidehce scheduled black- 
board for low level diagnostic procedures, and rules 
for scheduling the data acquisition for a causal net- 
work that performs high-level reasoning are pre- 
sented. 
1. I" 
Tactical aircraft of the 1990's will have a wide 
variety of advanced avionics subsystems which support 
equipment status assessment, onboard resource manage- 
ment and pilot decision aiding. These systems repre- 
sent the next generation of onboard systems technol- 
ogy. Many of them will utilize knowledge-based 
systems that augment or provide a supervisory func- 
tion over (already-complex) current generation navi- 
gation, guidance, control, sensing and threat-warning 
systems. 
The Adaptive Tactical Navigator (Ref. 1) is an 
onboard intelligent system that provides equipment 
management and pilot decision aiding for an advanced 
*Professor of Electrical Engineering 
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multisensor (i.e.. radio-, communication- and sensor- 
aided) aircraft navigation suite. Figure 1 depicts 
the functional organization of the ATN system 
which forms a four-level hierarchy. Three expert 
specializations comprise the Equipment Management 
function forming the lower two levels of the hierar- 
chy : 
0 
0 
0 
viaation m c e  M-: These are shown 
in individual replications for GPS/INS, SITAN 
and Inertial configurations in Fig. 1. These 
experts use design engineering models to 
monitor equipment performance and to detect 
and isolate failures or degradations. 
svstem Status : This expert diagnoses system 
health based on reliability data, mission en- 
vironment and lower-level diagnoses. 
Modinp: This expert configures viable compo- 
nent combinations (including non-standard 
"jury-rigs") based on current equipment 
status and determines appropriate handoff 
strategies for mode changes. 
. .  
The Decision-Aiding functions are accomplished by the 
top-level experts: 
Dent D-: This expert evaluates 
planned navigation events (e.g., a waypoint 
encounter and designation) and diagnoses 
anomalous or out-of-spec events to support 
pilot moding decisions. 
-: This expert stores mission 
plan and environment (threats, ECM) data and 
determines which available equipment configu- 
rations are appropriate to the current and 
forecasted mission situation. 
. .  
P i l o t - v e h i c l e f a c e  IPVI) Mananement: 
This expert manages communication between the 
ATN and the pilot. 
Also indicated in Fig. 1 are the main communication 
paths among the functions and the processing charac- 
teristics of each level. As indicated in the figure, 
there is a broad mix of deterministic and stochastic 
processing load and message generation among the 
389 
GOO387 
EVENT/DIAGNOSIS ARRIVAL: 100 sec-EVEM DRIVEN 
ADVISORY/REQUEST POSTING: I O  --RANDOM - - - - - - - - - - - - -  
MISSION/STATUS UPDATING/TRACKING: 10 sec-EVENT DRIVEN 
USER DIAGNOSIS AND ADVISORIES: 100 sec ARRIVAL-RANDOM 
10 sec DATA COLLECTION 
TIME-RANDOM DECISION AIDING 
STATUSPERFORMANCE UPDATES: 10 sec-DETERMINISTIC AND 
EVENT-DRIVEN 
MODING STATUS 
QUICK DIAGNOSIS AND 100 sec (ARRIVAL)-RANDOM 
RECONFIGURATION SPECS: 1 sec INFERENCE DURATION-RANDOM 
EQUIPMENT 
- - - - - - - - - -  - - -  
FILTER PROPAGATE: 20 msec-DETERMINISTIC 
FILTER UPDATE: 0.5 sec-DETERMINISTIC 
FDI: 100 sm-RANDOM - - - - - - - - - - - - -  
I SENSORS BUS DATA: 20 msec-DETERMINISTIC 
Figure 1. !.TN Functional Organization 
functions. Computations and communications at the 
bottom of the hierarchy are clock-driven at high data 
rates. At higher levels, the processing transitions 
to lower frequency, random event-triggered computa- 
tions and communication. 
Real-time issues encountered in the design of ATN are 
discussed in Section 2 .  In Section 3 specific tech- 
niques used in the ATN Global and module-level 
designs are described. These techniques provide ef- 
ficient module scheduling and focus of control, ef- 
fective management of limited computational resources 
and methods for prioritizing communication and inter- 
action with the crew. 
2 .  
In the design of real-time, onboard system such 
as ATN it is not possible to provide adequate re- 
sources for all the possible actions that may be de- 
sirable at any given time. Mechanisms must be de- 
vised to ensure that resources are allocated to the 
tasks that are the most important at a given time. 
Also, the urgency of the situation may warrant a de- 
cision based on incomplete information. 
In ATN (and other onboard systems) the real-time 
limitations include: 
-: ATN has a number of 
loosely-coupled experts which must compete 
for execution on various processing elements. 
For example, in identifying multiple sensor 
failures, the Navigation Source Manager must 
0 
0 
These 
run monitoring procedures in numbers that far 
exceed available processing capacity. It is 
also necessary to ensure that low priority 
tasks (such as event logging) do not delay 
high priority tasks (such as moding recommen- 
dations). 
Iaformation &&&bilitr: Desired informa- 
tion may not be available until certain times 
in the mission; even then, the information 
may not be available. Aimpoints used for 
navigation updates or diagnosis may be ob- 
scured. Critical information from other air- 
craft may be denied due to jammed communica- 
tion links. GPS satellite links may be 
obscured by terrain or jammed. Updates that 
create emissions (e.g.. radar ground map) may 
entail unacceptable risk of detection or hom- 
ing missile attack. 
pilot Attention: In a single-seat attack 
aircraft the crew can spend little time on 
navigation functions - -  especially in hostile 
situations. During low-level ingress and at- 
tack phases of the mission crew attention is 
directed out-of-cockpit for situation assess- 
ment and target location. Pilot attention 
allocation to navigation ranges from moder- 
ate-to-low during ingress to totally unavail- 
able during the final attack phase. 
real-time performance requirements and con- 
. . .  
straints are not addressed by traditional AI para- 
digms. Simple rule-based approaches are inadequate 
since all required elements of a rule’s antecedent 
(complete information) are required for the rule 
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to fire. In some cases, hypothesis spaces can be 
represented as a tree; decision-making reduces to ef- 
ficient search. Unfortunately, in a real-time situ- 
ation the tree of hypotheses can grow exponentially 
due to the evolution with time of the world model. 
Finally, unlimited processing alone cannot ensure ef- 
fective interaction with the crew. These interac- 
tions must be managed in a manner appropriate to the 
mission phase, current situation and state of evi- 
dence. 
These important real-time issues were recognized 
at an early phase of the ATN System development 
(Ref. 2 ) .  A system design philosophy was adopted for 
subsequent phases of ATN to isolate specific real- 
time operation issues and to identify or develop de- 
sign approaches to address them (Ref. 3 and Refs. 4 ,  
5 ,  and 11). 
As the design of the current ATN system was for- 
mulated, a two-level, real-time design strategy was 
structured. This approach delineated global archi- 
tecture and module-level design. At the global 
level, efficient methods were sought for prioritiz- 
ing, scheduling and managing communication of a com- 
munity of specialized experts. At the module level, 
paradigm-specific approaches f o r  efficient process- 
ing, hypothesis generation/management and information 
prioritization were developed. Examples of global 
and module-level designs reflecting the ATN design 
philosophy and the current state of the ATN design 
are discussed in the following section. 
3 .  -
Selected elements of the current ATN design are 
highlighted in this section. Again, real-time per- 
formance is addressed at global and module levels. 
The global architecture is described in the first 
subsection. Module designs for the Navigation Source 
Manager, Event Diagnosis and Pilot Vehicle Interface 
(PVI) Manager are then outlined. These three designs 
are representative of the module-level real-time is- 
sues and design approaches in ATN. 
vstem m v i o r :  -chitecturg 
The Global architecture of the ATN system is the 
Communicating Expert Objects (CEO) architecture 
(Ref. 8 ) .  The CEO architecture is an outgrowth of 
the HEARSAY paradigm (Refs. 10 and 11). In HEARSAY, 
hypotheses are posted on a global blackboard; a 
global scheduling procedure reviews the state of the 
blackboard and decides which knowledge source to exe- 
cute next. Typically, the scheduling algorithm is 
complex and the blackboard review can be time- 
consuming. In the CEO approach, hypotheses are dis- 
tributed among Expert Objects that communicate with 
each other by exchanging messages as shown in Fig. 2 .  
Each message generated by a CEO includes a priority 
level based on the importance of the message and the 
"rank" of the sender. As will be discussed subse- 
.quently, scheduling is accomplished by a relatively 
simple process of determining which CEO has accumu- 
lated the greatest amount of high priority requests 
(with CEO rank and various safeguards as additional 
scheduling factors). 
In the ATN application, the CEO approach offers 
significant efficiency advantages. Messages and 
message priorities can be designed a priori to 
.mm 
MESSAQES 
BUCKBOARD BUCKBOARD 
EXPERT 
PROCEDURES 
OR RULES OR RULES LOCAL 
BUCKBOARD 
Figure 2 .  Communicating Expert 
Objects Architecture 
achieve desired system behavior; i.e., to generate 
appropriate exchanges of messages to resolve stereo- 
typical situations. As a result, the runtime sched- 
uler processing is relatively simple and efficient 
(i.e,, prioritize according to accumulated requests 
within each CEO). Simulation results (Ref. 12) have 
demonstrated the efficiency of this paradigm. Sali- 
ent features of the CEO approach taken in ATN are 
outlined in the following paragraphs. 
The Adaptive Tactical Navigator uses an implemen- 
tation of a particular CEO methodology h o r n  as Acti- 
vation Frames (Refs. 8 and 9 ) .  An AF (Activation 
Frame) forms a community of AFOs (Activation Frame 
Objects) as shown in Fig. 3 .  Each AFO is an expert 
in a limited problem domain and is the guardian of a 
set of private hypotheses. Each AF is a process 
which creates the environment in which all of its 
AFOs execute. Multiple AFs might coexist on the same 
processor or on multiple processors connected by a 
network. 
Go1660 
Figure 3 .  An AF as a Community of AFOs 
In implementation, an AF is a process executing 
within an operating system. Communication between 
AFOs is provided by AF services using a message pass- 
ing mechanism. Message passing among AFs is 
implemented by operating system level message passing 
mechanisms including, in the case of multiple proces- 
sors, network protocol processing. 
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The flow of control within an AF is shown in 
Fig. 4. The scheduler selects the next AFO to be 
activated; the procedural code of the activated AFO 
is then executed. The AFO can then use different 
AF services (typically message sending and message 
receiving) during the execution of the procedural 
code. When the AFO returns control, the messages 
sent during its execution are actually delivered to 
the receiving AFOs. 
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Figure 4. Flow of Control Within an AF 
Each AFO has an input message queue and an output 
message queue. Message sending and receiving is de- 
picted in Fig. 5 .  When an AFO wants to send a mes- 
sage, the message is put on its output message queue 
by an AF service. When an AFO wants to receive a 
message, the message is taken off the AFO's input 
message queue and made available by an AF service. 
The actual passing of the message from originating 
AFO to destination AFO (either within or outside the 
AF) is done by a delivery procedure after the AFO 
returns control to its governing AF. 
G-00393 
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Figure 5 .  Message Passing by the AF 
In the current scheduling scheme, each message is 
provided with a measure of its importance, the mes- 
sage activation level. Each AFO has an AFO activa- 
tion level and an AFO activation threshold that are 
used by the scheduler to determine which AFO is next 
to execute. The AFO's activation level is the sum of 
all the message activation levels of messages on its 
input message queue. A n  AF schedules its AFOs for 
execution based on the difference between their acti- 
vation levels and activation thresholds. The AFO 
whose activation level exceeds its threshold by the 
greatest amount is the next to execute. 
Mixwing ComDute-Intensive Processine - Navlaatlon - . .  
The principal goal of the Navigation Source Man- 
ager (Fig. 6 )  is to detect and identify sensor fail- 
ures soon after they occur. Detection of failures is 
accomplished through analytic redundancy methods 
adapted to the identification of single sensor fail- 
ures (SSFs). Identification of multiple sensor fail- 
ures (MSFs) is based on detection of SSFs in combina- 
tion. The task of SSF detection is delegated to a 
Scheduler which controls the execution of the Failure 
ytimation software. The Scheduler acts on requests 
from a &source Allocator whose function it is to 
conduct a judicious search through the tree of MSFs. 
The left half of Fig. 6 shows the three parts of the 
Failure Detection and Identification (FDI) software 
of the Navigation Source Manager. 
The methods of analytic redundancy (Refs. 13 and 
14) provide tools for the comparison of outputs of 
dissimilar sensors. Time windows of sensor outputs, 
augmented with navigation system data, are combined 
in parity functions designed for specific sensor com- 
binations. Derived from a knowledge of dynamics and 
measurement models, a parity function has the prop- 
erty that its value ideally remains zero only if no 
failures have occurred. Starting with linearized 
models, parity functions can be derived as linear 
combinations of sensor and control data; the coeffi- 
cients of these are computed off-line and stored as 
part of the property list of the Scheduler. 
The Resource Allocator routinely requests the 
Scheduler to conduct SSF tests for sensors in current 
use. If the outcome of these tests is inconclusive, 
the Resource Allocator must determine a stratagem f o r  
testing combinations of two SSFs, then three SSFs. 
and so on. 4' t  ' 
t' . With six measurement tree of MSFs is 0
channels in use, for example, exhaustive search for 
three failures may require analysis for 41 parities. 
The Resource Allocator must therefo-e, use external 
evidence of probable failures to condition its search 
toward a quick resolution. Information used to this 
end includes a priori sensor health estimates, damage 
and malfunction advisories, descriptors of ECM, 
weather and terrain environments, and pilot observa- 
tions. ~n example of a constrained search is shown 
in Fig. I .  At the two failure search level, a maxi- 
mum of 10 parities are run versus 45  for an exhaus- 
tive search. Upon receiving requests for specific 
tests, the Scheduler consults its property list to 
select appropriate parity functions and related data. 
These data include parity computation times that are 
used to determine an efficient and manageable sched- 
ule of computations. 
tive search through the Dotentiallv . .  
The Failure Estimation software functions in 
three steps. First, parity values are computed from 
raw sensor outputs and system data. Parity values 
are then smoothed to estimate signal and noise levels 
for each function. Finally, differences between 
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Figure 6 .  The Navigation Source Manager 
Figure 7 .  A Constrained Search for 
Sensor Failures 
signal and noise levels are interpreted in terms of a 
quantitative health figure. 
Results of the FDI process are sent to the Navi- 
gation Source Manager interface for dissemination to 
other interfaces of the Expert Navigator. The three 
types of results envisioned are detailed in messages 
labeled "equipment .health", "equip. fail .diagnosed" 
and "equip.fail.unresolved." The first two signal 
successful completion of an FDI cycle, and provide 
sensor health figures; the third message simply warns 
that the FDI tests were inconclusive or could not be 
completed in the allotted time. 
Evidence U e r v a t a s :  Event D-
In ATN,  diagnosis of the state of health of the 
current navigation mode is distributed over several 
modules that are each "experts" in some particular 
area. The Navigation Source Manager uses parity 
functions based on engineering models to detect 
classes of sensor failures. The Event Diagnosis mod- 
ule, in contrast, reasons using pilot or wingman ob- 
servations combined with evaluations of equipment 
health. 
Constraints on the Event Diagnosis module are 
that it must deal with information that can be volun- 
teered by the pilot at any time or that may take time 
to obtain (such as wingman information communicated 
by radio). In addition, this information may be 
vague or uncertain (e.g., "possible map error"). 
Within these constraints, the Event Diagnosis Module 
must maintain and update an evaluation of evidence of 
system health. 
Several ways of managing evidence have been pro- 
posed in the AI literature. Such methods are prob- 
ability theory (Refs. 7 and 15) confidence factors 
(Ref. 16). Dempster-Shafer theory (Refs. 17 and 18). 
endorsements (Ref. lQ), fuzzy logic (Ref. 20) and in- 
cremental evidence (Ref. 6 ) .  Several techniques are 
reviewed and compared in Ref. 21. In ATN. the tech- 
nique of probability propagation in causal networks 
(Refs. 7 and 22) was chosen for the rigor of the 
mathematical theory of probability and the locality 
of computation as developed by Pearl. An example of 
a causal network in the Event Diagnosis module of ATN 
is given in Fig. 8 .  In such a network, nodes repre- 
sent random variables and links have conditional 
probabilities of the destination random variable 
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value given the source random variable value. ~n 
important assumption of such a tree is that 2 nodes, 
A and B, separated by a third node C are condition- 
ally independent given C. 
In using a causal network, all probability dis- 
tributions are interpreted in the Bayesian or subjec- 
tive sense of measures of belief. An a priori belief 
is assigned to the root node (typically the hypothe- 
sis under consideration in the problem). Using the 
conditional probabilities attached to the links, an 
a priori distribution can be propagated to all the 
leaf nodes (typically variables that can be ob- 
served). Conversely, if an observation is made 
(i.e., the d u e  of a leaf is determined), a pos- 
teriori probn Tilities can be propagated up the tree 
to give an 2. posteriori distribution of the root 
node. Thus local c&ula tiou update belief in the 
value of the root node and combine evidence modeled 
by leaf node observations. For example, in the 
causal network of Fig. 8 ,  the root node represents 
the health of the current navigation mode. Leaves 
represent observables such as the ECM environment or 
the leader is opinion of map quality. 
Causal networks provide a method for combining 
pieces of evidence in a timely fashion and determin- 
ing current measures of belief in various hypotheses. 
what they lack is a method for prioritizing observa- 
tions. To address this need, a small production sys- 
tem was designed for the Event Diagnosis module to 
prioritize observations This system was kept small 
to ensure fast execution (typically, in modules that 
involve pilot interaction, events occur on the order 
of seconds). This information prioritization system 
incorporates heuristics such as "information from 
Causal Network 
rc 
WAYPOINT 
AWARENESS 
other ATN modules or the JTIDS community costs no 
time to obtain" or "if JTIDS is not available, infor- 
mation from wingman over the radio will take much 
longer than information from the leader" or "the 
first request to the wingman should be an alpha- 
check. '' Such heuristics provide the Event Diagnosis 
module a method of efficiently gathering information 
as well as a method of incorporating and evaluating 
the information. 
3- 
The purpose of the Pilot Interface (PVI) Manager 
is to manage communication between the ATN and the 
pilot. The PVI manager functionality is depicted in 
Fig. 9 .  Communication from the ATN to the crew is 
controlled by the Request Manager and the Communica- 
tion Priority Manager. The Request Manager receives 
and prioritizes requests from the ATN. sends them 
forward to be posted and matches appropriate 
responses. The Communication Priority Manager arbi- 
trates usage of the ATN icon window on a heads-up 
display (HUD) between requests for pilot information 
(suspect map error?) and ATN advisories (recommend 
downmode). Behavior of these two submodules is de- 
termined by a programmable Display Moding and Symbol- 
ogy submodule. Communication from the pilot to the 
ATN via voice and keypad is filtered by the Pilot 
Input Manager. 
Appropriate content, priority and time frame of 
pilot interaction vary significantly during the mis- 
sion. To appreciate the range of variation, consider 
the generic air-to-ground mission profile shown in 
Fig. 10. 
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Figure 9. Pilot Vehicle Interface Manager 
MISSION PHASE 
GROUND-CRUISE 
ICON TYPE 
EVENT DIAGNOSIS REQUEST 20 
MODING ADVISORY 20 
WAYPOINT PROMPT 60 
7- //==Em 
INGRESS PRE-IP EGRESS 
10 10 20 
10 10 20 
30 20 00 
... I 
ummo 
Figure 10. Air-to-Ground Mission Profile 
Crew priorities and attention allocation to navi- 
gation during the mission can be characterized by 
five segments: 
mound -t/Climb/Cruise - The INU is 
initially aligned and its quality is assessed 
from alignment status. Navigation awareness 
during this early mission phase is moderate 
and crew workload is relatively low. 
Low-level 1- - Here detectability and 
navigation robustness are primary concerns. 
Navigation accuracy requirements are not 
stringent. Crew Workload is relatively high 
and pilot attention available for navigation 
diagnosis is limited. 
pre-IP/IP - Navigation awareness peaks as fi- 
nal preparations for the attack phase are 
made. Navigation accuracy, as it affects 
bombing system performance, is a primary con- 
cern. 
post IP/Attack - The crew assumes that the 
navigation system is working as confirmed at 
the IP. No time is available for diagnosis 
or  manual moding as the attack flight profile 
is executed. 
Earess - Navigation requirements are rela- 
tively relaxed. Reliable navigation is 
required for selected points in this phase 
such as tanker rendezvous. 
In view of the wide variations of navigation priority 
and available crew attention, it is clear that the 
display behavior should adapt to the current phase. 
To support this desirable behavior, the Display 
Moding submodule (AFO) provides a pilot programmable 
database of timeouts for ENS request/advisory icons 
and thresholds for alternative displays. 
A baseline set of display timeouts and the post 
IP display moding logic for the ATN demonstration are 
summarized in Table 1. As indicated in the table 
more time is allocated for responses during the early 
and post-attack phases than during the ingress and 
Pre IP phases. By convention, a timed-out response 
will be taken as a positive response (e.g., pilot 
POST-IP DISPLAY MODING 
ON BOMBING SYSTEM ACCURACY DEGFiADATION BELOW PILOT- 
PROGRAMMED THRESHOLD, SWITCH TO PILOT SPECIFIED 
ALTERNATE HUD DISPLAY 
0 PILOT CAN 
- UTILIZE NEW DISPLAY MODE WITH 
- PERFORM MANUAL OVERRIDE TO NOMINAL DISPLAY 
ALTERNATE DELIVERY 
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agrees with recommended mode change). In addition, 
the display moding rule for the attack phase 
follows the principle that no time is available for 
diagnosis. If a significant failure occurs post-IP, 
go to the alternative delivery profile. 
4. -
Detailed design of the ATN Demonstrator system 
was recently completed. AS illustrated by the exam- 
ples presented in this paper, special emphasis was 
placed on efficiency of combination and use of evi- 
dence within each module to achieve real-time opera- 
tion. These designs will be simulated using the 
tools and techniques described in Ref. 12 as a means 
of tracking performance of actual software relative 
to allocated processing budgets. 
ATN will be implemented on a small number of gen- 
eral purpose laboratory processors which communicate 
via medium-speed data links. The global message 
passing mechanism and module scheduling mechanisms 
will be provided by the Activation Framework Shell 
(Ref. 9). 
It is anticipated that ATN will run in real-time, 
even on this small collection of processors. It is 
also anticipated that Pilot interaction will be man- 
aged in a reasonable manner via the programmable PVI. 
Further refinement of ATN system behavior will be 
accomplished through subjective laboratory testing of 
the demonstrator and a subsequent cockpit simulator 
test program. 
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SOFTWARE FOR 
INTEGRATED MANUFACTURING SYSTEMS 
Part I 
A. W. Naylor and R. A. Volz 
The Robotics Research Laboratory 
The University of Michigan 
Abstract 
For several years the University of Michigan has been develop- 
ing a broad, unified approach to programming manufacturing 
cells, factory floors, and other manufacturing systems. It is 
based on a blending of distributed Ada, software components, 
generics and formal models. Among other things the machines 
and devices which make up the components, and the entire 
manufacturing cell-machines, devices, software-is viewed 
as an assembly of software components. The purpose of this 
project is to reduce the cost, increase the reliability and in- 
crease the flexibility of manufacturing software. 
This paper gives an overview of the approach and describes 
an experimental generic factory floor controller that has been 
developed using the approach. The controller is “generic” in 
the sense that it can control any one of a large class of factory 
floors maing an almost arbitrary mix of parts. 
1 Introduction 
The basic difficulties with current software for integrated man- 
ufacturing system is that it is too expensive, too inflexible, and 
needs greater reliability. For the past five years the University 
of Michigan has been developing an approach to this software 
which attempts to address these difficulties. This paper re- 
views this approach and then discusses an experiment which 
uses the approach. 
2 The Approach 
The approach is based on five assumptions or beliefs. 
1. Manufacturing software should be in the mainstream of 
modem software. 
It is unrealistic to expect to solve the problems of man- 
ufacturing software if we try to develop solutions that 
are peculiar to manufacturing. Manufacturing software 
is-after all-software and most of its problems are 
problems shared by software in general. Manufactur- 
ing software must take advantage of the tools and tech- 
niques being developed by modem software engineer- 
ing. For example, manufacturing software should be 
written in modem general purpose languages and not 
tailored “manufacturing languages.” 
2. Software should be created as an assemblage of software 
components. 
In other words, we should use object oriented program- 
ming. For example, the programmer should be able 
to view a robot, vehicle, material handling system, or 
a factory floor as a software component. The program- 
ming should be concerned with two things: the interface 
to the component and how the component works, that 
is, its semantics. Further, there should be orderly ways 
to assemble components to create new, larger compo- 
nents, example, create a cell component from machine 
and robot components. 
The advantages are that (a) components can be reused 
and replaced thereby decreasing cost and increasing flex- 
ibility. Further, the object-oriented approach will in- 
crease software reliability. 
3. This should be done in a largely common-eventually 
distributed-language environment. 
The use of object-oriented programming really requires 
a common language environment. However, this does 
not mean that portions of a large software system can- 
not be written in other languages. For example, NC ma- 
chines will undoubledly be programmed using parts pro- 
gramming languages. These will be encapsulated into 
software components which externally present a public 
interface in the common language environment. 
Since manufacturing systems can involve hundreds or 
even thousands of programmable devices and these will 
be able to communicate with one another, we are in- 
evitable faced with distributed systems. Rather than 
writing many separate programs which commirnicate 
with one another, we believe the entire system should 
be written as one (of course, highly structured) program 
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in a distributed language. The advantages are that ( ! 
it relieves the programmer of writing communicamr. 
software, (2) allows the programmer to think about the 
program at a level which largely suppresses the proces- 
sor boundaries, and (3) allow the language translation 
system to check for bugs across the entire software sys- 
tem. 
4. Explicit formal semantic models are required. 
Much of manufacturing software is concerned with real- 
time control of manufacturing systems, and real-time 
control inevitably requires a model for the controlled 
system. For example, the control software for a factory 
floor requires an understanding of how the factory floor 
works, that is, an understanding of its semantics. Thus, 
in addition to using software components, we must also 
be able to model their semantics. 
5. Generics will amplify software reusability. 
By “generics” we mean skeletons for software compo- 
nents which can be instantiated as actual components. 
The instantiation process requires that information be 
supplied which allows the skeleton to be fleshed-out into 
an actual component. for example, one can imagine a 
generic material handling system which requires infor- 
mation describing the vehicles and the path layout. This 
would allow the same software to be used with different 
fleets of vehicles and different path layouts. 
6. The experiment. 
We have developed a generic factory floor controller. It 
expects to be given a model of the factory floor, pro- 
cess plans, and orders. Based on this information, the 
generic factory floor controllers determines the appro- 
priate sequence of commands to the factory floor. This 
is done in real-time. The basic control algorithm is a 
search algorithm which explores possible future scenar- 
ios and selects the best next step, and then carries out 
the cycle again. 
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SOFTWARE FOR 
INTEGRATED MANUFACTURING 
SYSTEMS 
PART I1 
R A. Volz and A. W. Naylor 
The Robotics Research Laboratory 
The University of Michigan 
July 28, 1987 
Abstract The goals of our manufacturing software research are: 
Part I presented an overview of the Michigan unified approach 
to manufacturing software. This paper considers the specific 
characteristics of the approach that allow it to realize the goals 
of reduced cost, increased reliability and increased flexibil- 
ity. It examines why the blending of a components view, dis- 
tributed languages, generics and formal models is important, 
why each indi&ual part of this approach is essential, and why 
each component will typically have each of these parts. An 
example of a specification for a red material handling sys- 
tem will be presented using our apprpach and compared with 
the standard interface specification given by the manufacturer. 
Use of the component in a distributed manufacturing system 
will then be compared with use of the traditional specification 
with a more traditional approach to designing the system. 
This paper will also provide an overview of the underlying 
1. To develop techniques for building manufacturing soft- 
ware in a more reliable, less costly manner than present 
techniques. 
2. To develop techniques for 
manufacturing software. 
maintenance of 
3. To develop techniques for producing reusable software. 
4. To develop techniques for producing portable software. 
5 .  To develop techniques supporting a components indus- 
try. 
Each of the five key concepts supports one or more of these 
goals. _ _  
2 Use of Modern Extensible General mechanisms used for implementing distributed m a n u f a c h g  
systems using our unified software/hardware component a ~ -  
proach. Purpose Languages 
1 Introduction 
Part I of this paper identified the following five concepts as 
the keys to our approach to manufacturing software: 
Wrlliam Boller of Hewlett Packard’ has recently stated, with 
respect to manufacturing software, that “Complexity is the root 
of all evil.” Managing complexity is one of the most impr-  
tant things that must be done to develop reliable software. 
Managing complexity has also been one of the principal goals 
of software engineering research during the past two decades, 
and significant results have been obtained [1,2], including: 
1. Manufacturing should be built in modem ex- 
tensible general purpose languages. 
2. Manufacturing software should be object oriented and 0 Modular approaches to program development that pro- 
vide a conceptually clear view of the system being im- created as assemblages of components. 
3. Explicit formal semantic models are required. 
plemented - This aids software production and main- 
tenance. 
Powerful program verification techniques that, while not 
totally automatic - no existing technique is for pro- 
grams of any size -, do automatically detect a very 
large fraction of program errors, thus reducing the cost 
of program development. 
4. Generics will amplify software reusability. 
5.  The above should be carried out in a largely distributed 
language environment. 
In this paper, we explore the motivations for the use of these 
key concepts further and discuss an example of applying them 
to a material handling system. Factory of the F u m , ”  The Economist, May 30, 1987. 
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0 Modular approaches to program development that re- 
duce compilation costs. 
0 Highly expressible and extensible capabilities. 
0 Portability of programs from one system to another. 
0 Techniques for managing concurrent/parallel real-time 
tasks. 
Obtaining these same advantages for manufacturing software 
is important, and far more likely to be achieved a standard 
language is adopted than if a new one is built from scratch. 
Among the language mechanisms used to achieve these 
results are: 
0 data encapsulation and hiding, 
0 data and program abstraction, 
0 strong typing, 
0 separate compilation (both of different modules and of 
module specifications and implementations), and 
0 explicit control of representations - particularly for nu- 
merics. 
Placing all of these into a special purpose language is a very 
difficult, time consuming and error prone task. Yet omitting 
them would be to forgo some of the capabilities needed to 
achieve our goals [3,4,5]. 
3 Use Object Oriented Software 
Our world is made up of objects, and we are accustomed to 
thinking about the management of our life in terms of the 
objects around us and operations that may be performed on 
them. E.g., I am editing on my computer terminal. I drive 
my car to work each day. Etc. It is natural to carry this mode 
of thinking over to our problem solving and system building 
activities, in which case, it is called object oriented design [6].  
This approach helps develop a conceptual clarity of the system 
being built and organize its complexity. 
When coupled with the representation of the object by a 
specification - the public interface to the object that presents 
the only ways (operations) by which the object may be ac- 
cessed - and a body that implements the object, the object 
oriented approach is the natural mechanism for developing 
plug compatible components and a whole new approach to the 
relationship between suppliers and manufacturers. 
With a components industry for manufacturing equipment 
and software in place, manufacturers would specify in a formal 
way the requirements for the manufacturing equipment they 
need and the component suppliers would supply manufactur- 
ing hardware and software components which would “plug” 
into the rest of the manufacturers system. Several things de- 
rive from this view. First, the industrial manufacturer designs 
the package specification to provide the view of the manufac- 
turing device necessary for the application at hand. Compo- 
nent suppliers are then given the compiled specification and 
must provide not only the required hardware, but a body to 
th: component package which is compatible with the manu- 
fxturer compiled specification as well. Since the componen, 
is now formally specified and can be automatically machinc 
checked for compliance with the specification, several vec- 
dors might bid against each other for the job. Second, since 
the body must reside in the control computer, the supplier 
must take responsibility for the applications level communi- 
cation across the network. The supplied software component 
is directly plugable into the manufacturer’s computer. This 
is exactly the opposite of current practice in which the man- 
ufacturer assumes the responsibility for custom designing the 
hardware and software interfaces for integration of the system. 
Third, since suppliers will have a fixed and standard kame- 
work within which they must deliver components, it will both 
be easier to develop custom products and easier to formulate 
standards when a class of devices has reached maturity. 
4 Formal Models 
We need models of the factory floor and process plans in order 
to develop control algorithms. Since we realize the factory 
floor and process plans as assemblages of software/hardware 
components, we are, in effect, concerned with formal semantic 
models for such components. The modeling methodology used 
is described in more detail in [7,8]. One component may 
include models of other components. The models may then be 
used in a predictive sixnulation manner to examine the likely 
outcome of a possible control strategy before it is actually 
applied. 
Finally, the modeling methodology can be used to repre- 
sent the process plans that the cell is to implement as well as 
the actions of the components. The uniform modeling of pro- 
cess plans and software/hardware components simplifies the 
software structure and allows one to view the process plans as 
just another component in the system. And, the formal models 
of process plans can be converted to actual components that 
drive the operation of the system. At present the translation 
from the formal models to actual software is performed man- 
ually, but conceptually (at present, and in the future actually) 
they could be convected automatically. 
5 Generics 
Generics can be used in a variety of ways. The most obvious 
was stated in Part I, to obtain software reuseability through 
what amounts to parameterization of the types and functions 
used in a component. However, generics can be used in other 
ways as well. They can be used to provide an individualized 
interface to a component, as will be illustrated below. That is, 
each user of a component, such as a material handling system, 
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can instantiate hisher own “view” or interface to the system. 
In this way, the interface to the system can be simplified. 
One can also consider dynamic extensions to generics that 
would allow a user to create instances of generic components 
at run-time. In this case, each real component would contain 
the parameters necessary to complete a generic instantiation 
of it. The user would just reference the generic component 
and name a specific real component (for example a specific 
vehicle from a pool of vehicles in a material handling system) 
from which an actual instance of the component would be 
created. Resource managers, in particular, would find it useful 
to operate in this manner. 
6 A Distributed Language Environ- 
ment 
Sec. 2 above described a number of advantages available from 
modem software engineering tools. These capabilities, how- 
ever, are centered at the language level. That is, they are 
achievable for single programs. In the manufacturing world, 
however, we are clearly working across machine boundaries. 
Even for modest sized systems, there will be multiple con- 
trol computers that will have to communicate with each other. 
In order to achieve the full advantages of modem software 
engineering, then, one should look to distributed program ex- 
ecution, that is, execution of a single program across a net- 
work of processors. One then obtains the advantages of con- 
ceptual clarity, modularity and automatic program verification 
currently possible with single programs on single machines. 
The single program view of a distributed system would allow 
verification to be done across the entire system instead of, as 
is now the case, only on the subsets of a program residing 
on a single processor. In addition, it reduces the program- 
mer’s view of interprocessor communication to interprocess 
communication, which is the programmer’s natural view of 
communication; special application level communication pro- 
tocols become unnecessary, and any lower level protocols be- 
come transparent to the programmer. 
Our approach to this need has been to adopt a standard 
programming language intended for real-time operation and 
develop a distributed version of it. Because it is basically a 
good language, is subject to intense standardization efforts, 
and is ostensibly intended for distributed execution, we se- 
lected Ada. To achieve distributed execution, we have built a 
pre-translator that takes a single Ada program as an input and 
whose output is a collection of pure Ada programs, one for 
each targeted processor. This is somewhat akin to the way em- 
bedded SEQUEL is handled in the DB2 database management 
system. 
Our distributed Ada system [9] allows us to distribute li- 
brary packages and library subprograms statically among a set 
of homogeneous processors. We write a single program and 
use a pragma (essentially a complier directive) called SITE to 
spec@ the location on which each library unit is to execute. 
For example, if a simple transport system were controlled by 
computer number 2 and the cell control using it were on com- 
puter 1, a sample of relevant code might look as follows: 
pragma SITE (2); 
package VEHICLE is 
procedure MOVEIORWARD; 
end VEHICLE; 
pragma SITE(1); 
with VEHICLE; 
procedure CONTROL is 
begin 
VEIUCLE.MOVE_FORWARD; 
end; 
Our translation system would replace the local call to the 
procedure VEHICLE.MOVEI0RWARD with the appropriate 
remote call. Similarly any references in CONTROL to data 
objects defined in package VEHICLE would be translated into 
appropriate remote references as would task entry calls. Note 
that the user need only use the normal procedure call mecha- 
nism to cause the vehicle to move. 
7 Material Handling System Example 
[7] describes a generic factory control system that has been 
built and simulated using the ideas described above. In this 
section, we explore one component of such a system in more 
detail, a material handling system? We suppose a material 
handling system (MHS) that is used to move pallets from one 
location to another, has a number of vehicles to carry out the 
moves, and can be utilized by several different parts of the 
system. 
From a hardware/software component, Le., object, perspec- 
tive we think of the relevant objects in the system and the 
functions performed on them by the parts of the system that 
need to use the MHS. In the simplest view of this example, 
the relevant objects (from the perspective of the user of the 
MHS) are the MHS itself, the pullets that are to be moved, and 
the locutions to/from which they pallets are moved. The vehi- 
cles used are not relevant to the user, and thus should remain 
hidden from the view provided to the MHS user. Since there 
are potentially multiple parts of a factory system, e.g., multi- 
ple cells, that could have need to more or less independently 
make use of the MHS, the MHS should support a concept of 
multiple users. However, for any one user, the view of the 
MHS should not have to be cluttered with unnecessary detail 
about the other users. Generics allows us to achieve this. 
‘We have actually implemented a more complete absmction of a ma- 
terial handling system than that described here. 
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We show here a simplified (only in the sense of a reduced 
set of operations supported by the MHS) generic interface to 
the component: 
generic 
package GENERICMHS is  
lype PALLET is private; 
lype LOCATION is privnle; 
LI .L2.L3,U,LN: conblanl LOCATION; 
lype MOVEJD is privale; 
lype ACKNOWLEDGE is (OK, BUSY, FULL); 
lype MOVESTATUS i5 (WAITING. MOVING. DONE); 
MHSNONRESPONDENT exceplion; 
procedure ALLOCATEPALLET(P oul PALLW, ACK: oul ACKNOWLEDGE); 
function WHEREPALLET(P PALLET) return LOCATION; 
procedure REQUESTMOVE(P PALLET; L LOCATION. 
M: out MOVEJD, ACK: wt ACKNOWLEDGE); 
procedure MOVE.STATUS(M: MOVEID; MS: uuI MOVESTATUS); 
privale 
end GENERICMHS; 
A cell controller using the MHS might look something like 
the following: 
p r a g m  SITE(I); 
wilh GWERICMHS; 
procedure CELL-CONTROL is 
package LOCALMHS is new GENERICMHS; 
use LOCALMHS; 
PI. p2: PALLW 
MS: MOVE-STATUS; 
MI. MZ: MOVEJD 
ACK. ACKNOWLEDGE, 
ALLOCATEPALLET(P1 ,ACK); 
begin 
MOVEREQUEST(PI. L l ,  MI. ACK); 
ALLOCATEPALLET(P2,ACK); 
MOVEREQUEST(P2. L2. MZ, ACK); 
MOVESTATUS(M1. MS); 
end CELLXOKIROL; 
There are a number of points to notice about this example. 
First, the instantiation of the generic MHS provides a clear and 
straightforward interface to the MHS, expressed in terms a user 
would fmd convenient in dealing with the MHS component. 
The command names have been chosen to have an implied 
semantics indicative of the operation to be performed. Reading 
the control program is straightforward. The types provided are 
just those needed to talk about the objects associated with the 
MHS. lrrelevant details are hidden. 
This example is also presented in terms of a distributed 
system. The cell controller is indicated as being located on 
site 1. It is not stated where the MHS is located, and the 
only fact about its location that is relevant to the cell con- 
troller is the fact that it might be on a different computer. In 
th is  case, the function and procedure calls to the MHS ob- 
ject will involve remote calls to the site at which the actual 
MHS controller is located. This possibility is manifested in 
the generic MHS through the exception NONRESFQNDENT. 
When the user (CELL-CONTROL in this case) instantiates a 
copy of GENERCMHS, that copy will appear on the same 
computer as CELL-CONTROL. Hidden in the implementa- 
tion of the local copy, LOCALMHS, is a periodic checking 
of the communication line and a timeout on the return from 
the remote procedure calls. If the communication line fails or 
the actual MHS does not respond within its prescribed time, 
the implementation of LOCALMHS will raise the exception 
NONRESPONDENT, and CELL-CONTROL can deal with 
this as necessary. Only the abstraction representing failure 
of the actual MHS is appropriate for CELL-CONTROL to be 
concerned with; of course, other kinds of failures could equally 
well be represented. 
The translation system supporting distributed program exe- 
cution replaces all calls to remote components with the appro- 
priate communication routines and implicitly manages com- 
munication routing. 
Also note that by focussing on an object oriented view of 
the components the potential for standardization is increased. 
It is now easy to think in terms of standardizing the interface to 
a single component type, such as an MHS, without having to 
consider any other component types in the system. The types, 
procedures, functions, exceptions and call profiles become the 
formal expression of the standard. Moreover, the syntactic 
compliance to a standard can be automatically checked by the 
system compiler. 
8 Conclusion 
A coherent approach to manufacturing software is one of the 
most important building blocks needed for U.S. industry to 
truly develop integrated manufacturing systems. We have de- 
scribed a concept by which coherent manufacturing can be 
accomplished. However, the theory is not yet complete. In- 
deed, much remains to be done. Extensions to the formal 
modeling system are needed to more fully handle generics 
and distribution of components. The process of instantiation 
of generics to real components must be extended to allow dy- 
namic instantiations. Distributed languages must be studied 
in a more general context of multiple forms of memory in- 
terconnections, multiple possible binding times, and various 
degrees of homogeneity (e.g., see the major dimensions of a 
distributed language defined in [lo]). 
Yet, we have accomplished enough to demonstrate the vi- 
ability of the major underlying ideas. A primitive version of 
a distributed Ada translation system is working, and a limited 
generic real-time factory controller is operational, with real 
factoIy components replaced by simulation. We believe that 
when it is fully developed, the approach presented here can 
become the heart of future integrated manufacturing systems. 
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Abstract 
Typically, components in a manufacturing system are all cen- 
trally controlled. Due to possible communication bottleneck- 
ing, unreliabfiity, and inflexibility caused by using a central- 
ized controller, a new concept of system integration called an 
Integrated Multi-Robot System (IMRS) was developed. The 
IMRS can be viewed as a distributed real-time system. 
This paper presents some of the current research issues 
being examined to extend the framework of the IMRS to 
meet its performance goals. These issues include the use of 
communication coprocessors to enhance performance, the dis- 
tribution of tasks and the methods of providing fault-tolerance 
in the IMRS. An application example of real-time collision 
detection (as it relates to the IMRS concept) is also presented 
and discussed. 
1 Introduction 
Conventionally, components in a manufacturing system are 
all centrally controlled; that is, control tasks for the systr- 
niay be distributed over a network of processors or res.’ !e 
in a uniprocessor but are all executed under directives of 
one central task. The work by Maimon [l] [2] is primarily 
concerned with dynamically determining how to utilize the 
resources within a workcell to achieve a certain objective, 
where an activity controller provides for centralized control 
of the workcell. The work at the National Bureau of Stan- 
dards on their Automated Manufacturing Research Facility 
(AMRF)  system [3] [4] [5] deals with real-time control of a 
workcell using strictly hierarchical control. Their system is 
data-driven and based on state tables at each level of hier- 
archy. At each level, these state tables are updated on the 
basis of (1) commands from the next higher level, (2) results 
of processes at the next lower level, and (3) sensor inputs at 
the current level. While information can be exchanged across 
one level, control is strictly vertical. The state table approach 
?his work was supported in p a  by the NASA Johnson Space Cen- 
rer under Grant No. NCC-9-16 and the US Airforce Office of Scientific 
Research under Contract No. F33615-85-C-5105. 
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allows for recovery from various undesirable events (so long 
a$ these events are accounted for in one of the states), but the 
overall sequence of operations is hidden from the user. 
Due to possible communication bottlenecking, unreliabil- 
ity, and inflexibility caused by using a central controller, we 
have proposed a new concept of system integration, called 
an Integrated Multi-Robot System (IMRS) [6] [7]. An IMRS 
is defined as a collection of robots, sensors, computers, and 
computer controlled machinery, such that 
each robot is controlled by its own set of dedicated 
tasks, which communicate to allow synchronization and 
concurrency between robot processes, 
tasks execute in parallel, 
both centralized and decentralized control concepts are 
used, and 
tasks may be used for controlling other machinery, sen- 
sor r/O processing, communication handing, or just 
plain computations. 
In the above definition (and UI what follows) the term ”pro- 
~ e s s ”  refers to an industrial (but not computational) process, 
which could be decomposed into several subprocesses. Each 
subprocess may be accomplished by executing a software 
module in a computerized controller. Each module can be 
decomposed further into computational tusks. 
The goal of an IMRS is to outperform irs counterparts 
by better utilization of physical space and computer capa- 
bilities, increased throughput, greater flexibility, improved 
fault-tolerance, and the capability of handling diverse man- 
ufacturing processes. In order for an IMRS to effectively 
utilize the available resources, it must make maximum use of 
the possible parallelism between processes and tasks. In an 
IMRS there are five different classes of interaction between 
subprocesses[7]: 
a Independent Processes: the work of each subprocess is 
independent, and the actions taken by each subprocess 
to accomplish its goal are also independent. Indirect 
influence through state variables is the only way the 
subprocesses of an independent process may be related. 
Loosely Coupled Processes: the subprocesses perform 
independent work, but the actions taken by each sub- 
process depend on the actions of the other subprocesses, 
e.g., two robots sharing the same workspace or set of 
tools. 
Tightly Coupled Processes: the work of the subpro- 
cesses depend on each other, and the actions taken to 
carry out subprocesses also depend on each other. Car- 
rying a long steel beam with two robot arms is a typical 
example of this class. 
0 Serialized Motion Processes: the works of the subpro- 
cesses depend on each other, yet the actions taken to 
accomplish each subprocess are independent, e.g., as- 
sembly. 
0 Work Coupled Processes: the processes monitor each 
other. Should one process crash due to a computer or 
device failure, the other computer or device will attempt 
to take over the responsibilities of the failing device or 
computer. 
Using the above classification, a logical communication 
architecture called module architecture and those primitives 
necessary for an IMRS are identified in [7]. The module ar- 
chitecture for an IMRS is an n-ary tree that is formed by task 
creation. When a task is created, it becomes a child task of 
the task that created it. This parent/child relationship always 
exists, but the amount of communication between the two 
will be different according to the class of process the tasks 
are controlling. Under most circumstances, communication 
channels among child tasks will be directly established, with 
the parent task playing a minor role. This is defmed as hor- 
izontal communications. However, in some cases the parent 
must tightly control its child tasks. This is defined as vertical 
communications. Note that these two approaches represent 
decentralized and centralized controls, respectively. A propri- 
etor or administrator task is used to provide exclusive access 
to shared resources (e.g., the right to change a state variable) 
and resolve conflicts among different concurrent tasks. 
We assume that processors controlling devices in one 
workcell communicate over a common bus or a local area 
network', while GM's Manufacturing Automation Protocol 
(MAP) [8] is used for communication between workcells. 
MAP is a protocol for local area networks based on the OS1 
(Open Systems Interconnection) Reference Model developed 
by IS0  and CCITT. It is a seven layer communication pro- 
tocol which uses a token passing bus based on the IEEE 
802.4 standard [9] [ 101 as the physical layer. The application 
layer of MAP specifies the use of the Manufacturing Mes- 
sage Specification (MMS) [ 1 I] [ 121 for communication with 
manufacturing and process control devices. For time criti- 
cal applications, the upper four layers of the seven layer IS0 
protocol are removed, leaving a three layer protocol called 
the MiniMAP. Thus, MiniMAP does not conform to the OS1 
standard since it is incapable of peer open system communi- 
cation. MiniMAP is suitable for unintelligent devices such as 
sensors that do not need to communicate outside their inter- 
connection network. MAPmA is composed of both the full 
seven layer MAP and the three layer MiniMAP. 
In the context of the IMRS concept, we discuss in sub- 
sequent sections various issues in system integration, such as 
architectures for high performance intertask communications, 
the distribution of device controllers among the networked 
computers, and graceful degradation in case computers and 
devices fail. Communication bottlenecks should be avoided 
with any distributed system, particularly with a real-time sys- 
tem. In addition, the assignment and scheduling of tasks on 
a processor in such a system is of paramount importance. In 
order to minimize communication bottlenecks and allow for 
real-time task management, the use of a communication co- 
processor is discussed in Section 2. The distribution of tasks 
on a distributed system has been studied previously. Section 3 
discusses some of the issues involved in task distribution in 
a real-time contxol environment like an IMRS. Section 4 dis- 
cusses fault-tolerance in the IMRS, particularly the problems 
with work coupled processes. Section 5 discusses an appli- 
cation of the IMRS concept to real-time collision detection 
and avoidance. Finally, Section 6 summarizes the paper. 
2 IMRS Communications 
An IMRS can be considered a distributed real-time system, 
with each of the workcells considered as a node. A workcell 
refers to a set of processes which are grouped together either 
dke to their functianal relationship or due to physical p roxh-  
ity of the devices they use. Communications within the same 
workcell are usually more intense and time-constrained than 
thE communications taking place between different workcells. 
We will consider the use of a port-based communication 
architecture for the IMRS because of its many advantages 
such as modularity, flexibility, and programmability (see [7] 
for more on these). In this architecture, each task is associated 
with some ports to communicate with other tasks. These ports 
are logical entities and may be mapped onto physical ports on 
processor nodes on which their associated tasks are located. 
It is natural to decompose each node's function of the IMRS 
into communications and applications. For the high perfor- 
mance required for the IMRS, the former will be handled by 
a dedicated processor called a communication processor (CP) 
and the latter by an application processor (AP). The idea of 
using hardware support for interprocess communication has 
been proposed elsewhere [13], though not in the context of 
real-time control. The AP may either be one physical proces- 
sor or multiple processors. The CP is responsible for all the 
'That is, a network consisting of only the processors and devices 
within one wodccell. 
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communications associated with the tasks residing at the node 
and the AP is responsible for the necessary computation, e.g., 
execution of a robot’s motion. 
The processes within a workcell are accomplished by ex- 
ecuting a set of tasks, possibly on different processors. A 
contemporary workcell consists of a number of coprocessors 
which execute different tasks and also has a CP which is 
responsible for communicating with the other workcells. 
The inter-node access protocol will play a key role in the 
overall system performance. Notable among popular perfor- 
mance parameters are: response time, rhroughpur, uvuilubil- 
ify. andfuirness. Response time is composed of nodal com- 
putation time at each layer, queueing delays at each layer 
and at each node, and the actual propagation time along the 
network. For example, with the IEEE 802.4 token passing 
scheme (used by GM’s MAP), an upper bound exists for the 
time a node will have to wait to transmit some of its data. The 
throughput of the network basickly depends on the buffering 
capacity of the destination node or of any intermediate nodes 
(i.e., gateways) the messages must pass through. Effective 
throughput is a function of the number of retransmissions 
required due to transmission errors. The availability of the 
network depends on the reliability of the components used in 
the network. For example, if the node with the token fails, the 
network will be unavailable until error recovery procedures 
reconfigure the system and generate a new token. Finally, 
the fairness of the,network depends on the load demanded by 
each user and the optimization the network provider is trying 
to achieve. For example, if the network provider optimized 
mean response time in the network, then it is better to allow 
transmission of users’ packets equally. On the other hand, if 
the network provider optimized throughput, then it is better 
to allow transmission of packets from users who have the 
by MH, and an appropriate algorithm to select a request to 
service will be an important research area. 
In addition to acting as the interface for the tasks at a 
node, the MH is also responsible for maintaining the required 
degree of fault-tolerance. Failures might be due to device or 
processor failures. The MH maintains a task map at the node. 
It is also responsible for unblocking processes that have been 
blocked by the failure(s) of devices or processors. 
The interconnection between the various processors at a 
workcell depends very much on the pattern and intensity of 
the communications taking place and also on the stringency 
of the deadlines associated with the various tasks. A possi- 
ble interconnection is to connect al l  the processors in a ring. 
In this case the time for message passing between any two 
processors will not be the same, but this allows for expand- 
ability. The entire workcell can be visualized as a hierarchy 
of levels. At the lowest level we have the tasks and the 
message handlers associated with them. At the next level is 
the CP associated with that workcell node. The interconnec- 
tion between the various levels and also the interconnections 
within the same level have to be determined. Another issue is 
whether to implement the MH in hardware or software, i.e., 
whether additional processing power should be provided to 
each task to implement the MH, or can it be done by the CP 
at the higher level. This would depend on the fault-tolerance 
sought for the system as well as the message traffic pattern 
and intensity. 
The protocols used at various levels must be studied. A 
traditional seven layer protocol at the device controller level 
may result in deadlines being missed due to the time over- 
head involved. The sensitivity ‘of the deadlines to various 
parameters like protocols and interconnection is an important 
issue and will determine the overall architecture. 
3 Distributing IMRS Tasks Among Pro- maximum demand. For more information, see [14]. Unlike the inter-node communications, the organization 
and communications within a workcell node are determined 
by a number of other issues related to the message handler 
(MH). The MH is a task responsible for interfacing each task 
on the workcell with its environment. Each task is associated 
with a MH task, and the aggregation of all the MH tasks 
at a node resides in the CP and acts as the communication 
interface for all the tasks associated with that node. This ag- 
gregation will henceforth be referred to as MH for simplicity. 
The tasks queue up their requests to the CP (either to send 
or receive messages) on independent queues. The MH task 
scuns all these queues and selects a request to service based on 
some criteria, for example, priority of the requesting task, or 
the deadline associated with the message to be sent. The task 
priorities may either be determined a priori or dynamically. 
After sending a message, some tasks might get blocked. Also, 
when a message arrives from some other node, some tasks 
might get unblocked. When a task currently executing on 
the AP gets blocked after sending a message, the MH should 
decide the next task to be scheduled on the AP. Similarly, 
when a task gets unblocked. scheduling decisions have to be 
made by the MH. The methodology of scanning the requests 
cessors 
The distribution of the tasks on the processors will be a key 
element in determining the overall system cost, performance, 
and reliability. By examining the parallelism between tasks 
we get some indication of which tasks can be assigned to the 
same processor without performance degradation. In addition 
to the classification of processes, one of the distinct features 
of an IMRS is to allow both vertical and horizontal com- 
munications. If the control tasks are distributed over many 
processors, a hybrid of horizontal and vertical communica- 
tions between tasks may prove to be beneficial. 
For example, serialized tasks can be assigned to the same 
processor, while assigning independent tasks to the same pro- 
cessor may result in a serious performance degradation. How- 
ever, since some tasks may depend on state variables mod- 
ified in another processor, delays in reliably updating these 
variables must also be included when assigning tasks to pro- 
cessors. If the network throughput is too low, assigning all 
tasks dependent on one or two key state variables to a sin- 
gle processor (even if the tasks are independent or loosely 
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coupled) will improve system performance. From these ar- 
guments it appears beneficial to group many tasks on a few 
large (and powerful) processors, but this could lead to a de- 
crease in system performance and reliability. 
The system throughput might increase if processors were 
physically located near the devices to be controlled, each pro- 
cessor having a direct access to the device (i.e., through an 
UO port). In this way, a control task for a device could be 
assigned to its “local processor” and would have to contend 
with smaller delays over the physical network. There are, 
however, several drawbacks to this idea. If we depend on 
having a processor at each device, the potential reliability 
of networking the computers is seriously diminished. If our 
real-time performance depends on the presence of such pro- 
cessors, and a local processor fails, we may not be able to 
have another processor assume the control task and meet the 
real-time constraints. In addition, if the device only com- 
municates through the local processor’s UO ports, and the 
processor fails. we may not be able to communicate with a 
(working) device. 
out a central controller (i) reduces the chances of a bottleneck 
by exchanging messages among children (instead of always 
going through the parent), (ii) increases reliability because 
the subprocesses do not rely on one central control task, and 
(iii) allows more parallelism because each child task is not 
blocked as often as in the vertical case, where each child 
must always wait for a directive from the parent. Tradeoffs 
in using vertical and horizontal communications for various 
industrial processes must be analyzed. 
Most methods for allocation of tasks in a distributed sys- 
tem are concerned with minimizing a cost function consist- 
ing of the sum of processing cost per task on each assigned 
processor and interprocessor communications (PC). As was 
reviewed in [15], these methods are based on graph theory or 
integer programming or heuristic solutions. Real-time con- 
straints are difficult to impose using the graph theoretic ap- 
proach, while the integer programming methods allow con- 
straints that all of the tasks assigned to a processor complete 
within a given time. However, this constraint does not ac- 
count for task queueing and precedence relations among tasks. 
Efe [16] presents a module clustering algorithm mini- 
mizing IPC cost without considering constraints, and then 
moves modules from overloaded to underloaded processors 
by a module reassignment algorithm. Ma er. 01. [17] de- 
veloped an algorithm based on integer programming and the 
branch-and-bound method. A task exclusive matrix defined 
mutually exclusive tasks that could not be placed on a single 
processor and rusk redundancy was introduced for system re- 
liability. Chu and Lan [18] chose to minimize the maximum 
processor workload in the allocation of tasks in a distributed 
real-time system. Workload was defined as the S u m  Of 
and accumulated execution time for each processor. A wait- 
dm-ran’o bemeen assignments was defined in terms of 
Allowing tasks to communicate directly (horizontally) with- 
the task queueing delays. Precedence relations were used to 
arrive at two heuristic rules for task assignment, which were 
used in conjunction with the wait-time-ratios to generate a 
heuristic algorithm for task allocation. Lo [19] proposed the 
concept of interference cosrs which were inferred when two 
tasks were assigned to the same processor. This additional 
cost was used in an effort to reward concurrency.’ 
A criterion to measure task assignments in the IMRS us- 
ing some of the ideas mentioned above must be developed. 
It should include task redundancy and mutual exclusion to 
provide reliability, as well as requirements to group certain 
tasks to be executed on a single processor. An IMRS should 
take advantage of as much parallelism as possible, so we will 
need to include some type of interference penalty. Since we 
have to deal with a real-time system, we will need to account 
for queueing delays in the network and within a processor. 
Finally, the IMRS deals with five basic task classes, and the 
cost function will have to deal with tasks within the different 
classes separately. 
Once an appropriate cost function is determined, an algo- 
rithm to distribute the tasks to the processors must be devel- 
oped. It is unlikely that a polynomial time algorithm will be 
found, so faster heuristic suboptimal algorithms may have to 
be developed. 
4 Fault-Tolerance 
One of the primary reasons for using a distributed system is 
to improve the fault-tolerance of the system. The IMRS deals 
with fault-tolerance through work coupled processes or tasks. 
These tasks monitor each other so that if the processor or 
device executing one task fails, the other task on the healthy 
processor can attempt to compensate. In order to compen- 
sate for tasks on a failed processor, the states of those tasks 
must be known. The update rate between work coupled tasks 
will affect both network traffic and the load of the associated 
message handlers. If the state of each work coupled task 
is updated too often, the network may get congested with 
state update messages, while if the state is not updated often 
enough, then recovery of the failed process will be more dif- 
ficult. Finally, work coupled tasks should not be assigned to 
the same processor, since failure of that processor will make 
recovery impossible. 
For work coupled tasks to be effective, the system must 
have the ability to determine that a processor or device has 
failed. Hence we must first determine methods of detecting 
the failure of a processor? One such method is sending heart- 
bear messages between processors and assuming the failure of 
a processor if a response is not received within a prescribed 
time. A critical issue is the number of such messages and 
the rate at which they are sent. Depending on the system 
architecture and timing constraints, it may prove beneficial 
to have such heartbeat messages sent at different rates for 
~ 
’1ha1 is. the assignment of two tasks which could be run simultane- 
ously if assigned to different processors would tend to produce a lower 
objective function if such an assignment were made. 
’We assume a foil sop system. where a processor stops when it fails. 
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d i & r c n t ~ T b e s e r a t c s W O U l d b e d c r c r r m n e d  by(1) 
the minimom allowable nxovcry time of any of the tasks 011 
the failedplwesor, (2) the minimum state update late of any 
of tht tasks oathe Eailedprocssor. and (3) the assignment 
0 f t a s k s t o p " S  Inadditioqthedestiaationofeach 
kutbeat message wil l  depend on these factors, since heart- 
bcatmssagtscooldalsoserve as stateupdate messages. 
Itmaybeusehltohavespecifichealthmanagenunttasks 
c e s s o l s a c t i n g w  y. For example, the health man- 
ageanent tasks would be rspoasiMe for initiating all heartbeat 
messages, mahtahhg tables of healthy processors and the 
ery wbm apnmssor fded. While we may be able to save 
time and xxmwces by having a single health management 
task, thest benelia would have to be rcalizcd at the expense 
of a camabed systun. We would certainly want to have 
rrrtllnlimt copies of the health management tasks, and may 
wmt to have two or more copies of dK same task running 
Omx apocssoris &teimined to have failed, we must 
devise rnechmkms for ensuring that wne of the tasks on the 
wox&ing procswm mains %locked" while waiting for a 
reply from atask on the failedprocessor. To accomplkh this 
'we can have the message handler maintain lists of incoming 
and outgoing messages and issue "fake" messages [20] to the 
bLockbdtasks Inadditiw,sincctheIMRscommunicates 
thmagh ports, tbe lists of users of a port must be updated to 
d c c t t h e  curma state of the system. If atask realizes that 
one of the work coupled tasks it is monitoring has failed, it 
should assume that task. Should it then also try to set up a 
ocw work coupled task to monitor itself on another proces- 
sor? One solution might be to have many ''ovedappjng" work 
ever, the extra network aaffic caused by this solution could 
be high. Iastead, we could have a hierarchical system of work 
lcvtls of the hiemchy. Such a system for establishing check- 
poims in order to achiewe resiliency was proposedin Pl]. In 
addition, we would have to detemmc how many overlap 
fault-tolerance. S i a d y ,  suppose a processor fails and all 
of the tasks executing on it are assumed by other pmcessors. 
Now the 6rst processor is restarted. We need to determim 
a mechawm to dynamically reassigntasks to the processor 
whem it is rcstartcd cutainly, we do not want to have to 
shut down thenetwork (andhence thernanufac&ng)just to 
doad one pmsssor. Tbe requirements for such a system 
am pnsented in P I .  In case drtre is a d c i e n t  number of 
failures that not all of the tasks cau be ZUIL in d - b e .  these 
tasksmustbeexeclltcd in aprcplanneddegmckdmd. 
to mair+ainsystcm heal& ~tfianhavingindividualpro- 
tasks mming on those processors. and coordinating recov- 
S i m u l w y  on d i f € m  plncesors. 
coupled tasks assigned when the system is initialized. HOW- 
cooplcd tasks, in which states are llpaatea less often at lower 
ping WOrL coupled tasks wodd pvide the desired degree of 
5 Real-Time Collision Detection in an 
IMRS 
To discuss their feasibility. the IMRS co~lcepts and solutims 
must be applied to some realistic examples. Due to its im- 
portance, real-time obstacle detection and avoidance has been 
selected as an application example.' This example requires 
the IMRS to commmicate effectively with external sensors, 
such as vision systems, acoustic range sensors, and various 
types of proximity sensors. To maintain a high degree of 
fault-tolemace, each of these sensors should be linked to the 
computer network. We expect the sensors to provide overlap 
ping coverage. so that if some of the sensors fail information 
from the other sensors can be used to continue. 
Initially. we wiU assume that the "obstacles" are AGVs 
conveying pans between workcells. We do not want al l  de- 
vices on the factory floor to stop whenever an AGV nears a 
device or workcell, only those workcells and devices which 
potentially could collide with the AGV should be stopped or 
slowed. Define a workcell safety volume as the volume en- 
dosing the workcell which cannot be safely entend while the 
devices in the workcell continue normal operation. Note that 
it may be possible to safely enter a workcell safety volume 
if the devices within a workcell are slowed down or theii 
operations are changed. A device safety volume is similarly 
dehed as the volume SurrOundlIl . g a device which cannot be 
safely entered while the device remains in normal operation. 
Associated with the notion of thesc safety volumes, as- 
sume that there arc two levels of collision detection, work- 
cell volume warning and device volume warning. The former 
pvides warning that with an obstaclt's current trajecto+ 
it may intersea a particular workcell's safety volume, or a 
p u p  of workcells' safety volumes. This is early warning 
that the devices in die workcell may have to stop or other- 
wise alter their normal operation. Similarly, device volume 
waming pmvides warning that a padcular device's safety 
volume, or a group of devices' safety volumes. may be vio- 
lated. If a device's safety volume is violated, the device murt 
take immediate actions to avoid a collision 
Define coilision detection (CD) tasks as those tasks as- 
signed to track obstacles and determine whether any safety 
volumes will be violated. These tasks must estimate the ear- 
liest violation of any device's or workcell's safety volume 
in terms of some parameter. In addition, since there may 
be many obstacles p m n t  in the environment. the CD tasks 
must determine, for each message received h m  the sensors. 
whether a current obstacle is one which it is already tracking, 
whether the current obstacle presents a threat to any of the 
devices or workcells the CD task is monitoring. or whether 
the obstade is a new heat. 
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We define device stopping (DS) tasks as those tasks which 
determine how a device (or group of devices) can safely stop 
and how long (in terms of some parameter) the device (or 
group of devices) require to stop. For example, if two robots 
are canying a heavy panel it may not be safe to have each 
robot just stop as quickly as they can (individually). This 
uncoordinated action may cause them to drop the panel or 
even damage themselves. Instead, we may want them to stop 
as fast as possible while not deviating from their preplanneed 
path (to avoid any further collisions). 
An important issue is how many CD and DS tasks should 
there be, and what their relationships should be with the other 
tasks. One option would be for each workcell to have its own 
CD task, and if an obstacle comes within a prescribed min- 
imum distance, the CD task would spawn subtasks for the 
individual devices within the workcell. However,’ the over- 
head associated with setting up new tasks may be prohibitive. 
Also, we may not know that there is enough computing power 
available to run each of these tasks in real-time. A better idea 
might be for these tasks to be preassigned to processors but 
remain “inactive” until required. As more processing by the 
CD tasks is required, the other tasks would be forced to slow 
down. Since we would probably want the devices to slow as 
an obstacle came near, this may not be much of a problem if 
the CD tasks and the device controlling tasks were assigned 
to the same processor? 
Another issue here is in dynamic priority assignments. As 
an obstacle comes near, we may want the CD tasks to have 
the highest priority. When a collision becomes imminent we 
want the task controlling the stoppage of a device to have the 
highest priority (and not be interruptible). 
6 Summary 
We are currently investigating various issues of system inte- 
gration, the solutions of which will extend the framework of 
an M R S  to meet its real-time performance and fault-tolerance 
goals. While many of the issues presented are currently being 
studied in the literature, few solutions deal with the special 
requirements of the IMRS. The use of a communication co- 
processor to speed up communications, provide real-time t& 
scheduling, and maintain tables and lists for fault-tolerance 
has been discussed. Issues related to the task didbution 
in an IMRS have been addressed. The use of work cou- 
pled tas~s to recover fiom failed tasks, as well as the use of 
-bat messages to  determine failed processors has 
examined.  he ~01utions of these problems will benefit not 
only mms, but also other distributed real-time systems. 
6Thrr may be a problem if, for example, robots welc fdlowing a 
prescxibed trajectory. In this case, we may not be able to follow the 
trajectory without sufficient computathd power. We may be able to 
follow the same path. though. 
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DEVELOPMENT OF MOIRE MACHINE VISION 
Kevin G. Harding 
Industrial Technology Institute 
P.O. Box 1485 
Ann Arbor, Michigan 48106 
ABSTRACT 
Three-dimensional perception will be essential to the 
development of versatile robotics systems capable of 
handling complicated manufacturing tasks in the 
factory of the future and in providing the high 
accuracy measurements needed in flexible 
manufacturing and quality control. The program 
described here will develop the potential of moire 
techniques to provide this greatly needed capability in 
vision systems and automated measurements, and 
demonstrate Artificial Intelligence (AI) techniques to 
take advantage of the unique strengths of moire 
sensing. Moire techniques provide a means of 
optically manipulating the complex visual data in a 
three-dimensional scene into a form which can be 
easily and quickly analyzed by computers. This type 
of optical data manipulation will provide higher 
productivity through integrated automation, 
producing a higher quality product while reducing 
computer and mechanical manipulation requirements 
and thereby the cost and time of production. The 
objective of this program will be to  develop this 
nondestructive evaluation technique such as to be 
capable of full-field range measurement and 3- 
dimensional scene analysis. 
BACKGROUND 
One of the most powerful senses available to humans 
is vision. Vision allows us to collect and analyze vast 
amounts of empirical da ta  at an astounding rate. 
Many years of research have been devoted to 
developing sophisticated image processing systems for 
medical and military applications. Modern computing 
capabilities have greatly aided these systems by 
handling the vast amounts of information at faster 
and faster speeds. These systems often use large 
computing systems, yet still often require highly 
skilled operators. For a vision system to be practical 
for industrial application i t  must be versatile, fast 
(less than 0.1 seconds typically), inexpensive, and i t  
must require a minimal amount of human operator 
support[l,2]. Given these requirements and the 
current limits of small computer systems, the amount 
of data which can be processed is limited. 
There are currently three basic approaches to three- 
dimensional machine vision; range finding including 
structured lighting, stereo or binocular vision, and 
gray scale methods[3-16]. There are varying degrees 
to the range finding approach. A simple version is to 
focus a beam of light on the object at a given 
distance. As the object surface moves closer or more 
distant, the spot on the object surface will enlarge, 
the size of the spot being directly proportional to the 
change in surface height. The most popular versions 
use the triangulation method where a beam of light is 
projected onto the object’s surface at some angle and 
the image of this spot or line of light is viewed at 
some other angle. As the object distance changes a 
spot of light on the surface will move along the 
surface by (change in spot position) = (change in 
distance) x (tan(incident angle) + tan(viewing angle)). 
If a line is projected onto the surface by imaging or 
by scanning a beam, the line will deform as it moves 
across a contoured surface as each point of the line 
move as described above(5-91. Other range -finding 
systems often use selected point measurements to 
supplement some other system(l0l. Other systems use 
multiple lines or patterns such as reticles to cover 
more area at a time[4,11,12]. 
Stereo or binocular vision methods work on the same 
principle as human vision by obtaining parallax 
information by viewing the object from two different 
perspectives (as our two eyes do)[4,13-15]. The two 
views must be matched up and then the difference in 
the position of a correlated feature gives the depth 
information from the geometry of the two view points 
(similar to the triangulation methods). These 
methods are full-field, thereby keeping the da ta  
acquisition time to a minimum, and they do provide 
all the 2-D feature information (in fact they depend 
on these surface features). There has been some 
success using special purpose correlation hardware in 
a method similar to those developed for military 
surveillance industrial. Generally the software 
manipulation is necessarily intensive[4,15]. 
Shape form shading methods work on the principle 
tha t  a uniform field of light incident on a uniformly 
reflecting surface will vary in intensity depending on 
its angle of incidence. That is, as the angle of 
incidence increases, a given portion of the light field 
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will be spread over a wider area of the surface, 
thereby decreasing how brightly that area is 
illuminated[4,16]. This system does not provide an 
absolute measurement relative to the machine 
coordinates (the other two approaches do provide this 
information) since it is insensitive to step changes. 
An auxiliary system such as a rangefinder would need 
to be added. 
Precision full-field part measurement is an even more 
complicated task. Manual point-by-point 
measurements are often long and laborious. Without 
full-field object data, some imperfections can be 
missed altogether. There are some coordinate 
measuring machines on the market which can be 
programmed to measure one or a few specific 
parts[l7]. This approach saves human labor and 
human error but does not necessarily work any faster. 
Therefore, measurements for quality control are often 
limited to a spot check system. A versatile automated 
contouring system capable of measuring either large 
or even small areas at a time would provide the 
opportunity for better and more complete inspections. 
For many applications, speed is a very important 
factor as well. An approach which simplifies the 
required computing capabilities while providing added 
data processing speed is to use some form of optical 
preprocessing of the visual image. Optical data 
manipulation and encoding acts on an entire visual 
scene simultaneously in a parallel fashion. Parallel 
processing of this type is very fast and can be used to 
arrange or sort information into a form which can 
more easily and more quickly be analyzed with a 
computer than by direct digitizing techniques. 
Unwanted information can be disposed of and the 
desired information can be highlighted, sorted, or 
encoded for easier manipulation. In particular, moire 
techniques can transform the out-of-plane shape 
information of an object into a two-dimensional 
intensity pattern in such a way as to separate the 
third dimension completely from the other two 
without losing information. 
TECHNICAL DISCUSSION 
Two main technologies support this program: moire 
interferometry for optical processing and data 
acquisition, and iterative model-driven constraint 
directed reasoning for scene analysis. 
Moire interferometry is a full-field, noncontact 
measurement technique[l8,19]. A moire pattern is 
made by forming a subject grating, by projecting, 
shadowing, or contacting a grating onto the object to 
be measured, and comparing this grating to some 
reference grating by overlaying the two grating 
images. If the reference grating is a straight line 
grating, the beat pattern between the two gratings 
will form a contour map of the object’s surface in the 
same way that a topographic map delineates the 
contours of the land. A diagram of a simple 
projection moire system is shown in Figure 1. In this 
case, the grating is imaged onto the surface, then the 
surface is imaged back to a reference plane, from an 
angle different from the illumination angle, and the 
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Figure 1. Diagram of moire setup. 
resulting image is viewed through the reference 
grating. As an illustration of the pattern produced, 
Figure 2 shows a contour moire of a turbine blade. 
For this example a grating was placed in front of the 
statue and simply shadowed onto the statue, then the 
shadow was viewed through the original grating. This 
shadow moire effect can often be seen in everyday 
situations such as the patterns seen when an object is 
viewed through a screen door or through sheer woven 
draperies. 
Figure 2. Moire pattern on a turbine blade. 
If the reference grating is made by recording the 
image of the object grating, then the moire pattern 
can be used to show only differences between the 
reference object or reference state of an object and 
some new object or state. In this way, moire can be 
used to show only deviations from a good part. When 
applied to an on-line inspection system this difference 
moire approach greatly reduces the amount of 
information to be analyzed to determine if a part is 
within tolerances or to simply identify the part. 
The sensitivity of moire contouring is given by the 
same relationship as other triangulation methods, ie. 
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Z = p/(tan(i) + tan(v)) 
where p = the grating period on the 
object 
i = the angle of incidence of 
the projected pattern 
v = the viewing angle 
Z = the sensitivity per fringe 
(the projected beam has been assumed to be 
approximately collimated, though this is not necessary 
in practice) 
Typically, with digitizing methods a fringe can be 
measured to one tenth of a fringe. With such 
methods a sensitivity of 0.001 inches over a full field 
of a few square feet is not unreasonable with higher 
sensitivity over small areas. For example, over a one 
square foot area, the sensitivity could exceed 0.0005 
inches, and over one square inch changes as small as 
10 microinches have been recorded using moire 
techniques[lb]. The particular sensitivity that would 
be practical would depend on many factors such as 
part geometry, system resolution, etc.. The sensitivity 
of the moire pattern can be tailored to fit the 
requirement by simply adjusting the grating period. 
Since moire is full-field, the contour of an entire area 
of an object can be mapped out at one time and 
recorded during a single video frame. This allows 
anomalies as well as large-scale shape ,features to be 
viewed and measured to the same precision and at the 
sainc point in time (important in situations wlicre 
tliernial drifts or olhcr fttc1oiY iiitry bc wirrpiiig I h c  
pnrt with tlnic). Thc 1nsLirnbnnc:oiiu cwiibniir p l o b  ran 
results available after a reasonable amount of aiialysis 
time. Such real-time viewing of a component is a 
common practice in fabricating high-quality optical 
components to tolerances of a few microinches. Many 
facilities and interferometer manufacturers have 
incorporated computer systems to digitize and analyze 
fringe data much like those from moire 
contouring[18,20-23]. As an example of such 
digitizing methods, Figure 3 shows a high sensitivity 
moire pattern (about 0.04 inches per fringe) of a 
machined part with bevelled surfaces. Figure 4 shows 
the computer generated isometric plot of the surface 
shape. The actual value of each point on the disk 
was then available to the computer to the spacial 
resolution of the computer model. In this case the 
depth information was available to about 0.001 
inches. 
hu vluwud lrll1,lcdlstaly w l l h  Illgil-lrCcUrscy l\ulllcrlcal 
As with the line projection techniques, the depth 
information is effectively encoded by the moire 
interferometer into a 2-dimensional map that is both 
easy for the computer system to record, since it is 
only from one perspective, and is independent of 2-D 
features on the surface of the object. This ability 
makes the 2-D features separable from the depth 
information which means the 2-D outlines can be 
analyzed separately using well established vision 
algorithms. 
Figure 3. Moire patern on a machined part. 
Figure 4. Shape information from moire. 
Optically specular surfaces can and are routinely 
inspected using moire methods, though the method 
used for contouring specular surfaces is typically 
different than that employed for diffuse surfaces. It is 
typically easier to treat diffuse surface and specular 
surface contouring differently, but the results and the 
analysis. are largely the same. 
Peaks and valleys can easily be distinguished and 
absolute measurements made by a variety of methods. 
The sign of the slope being measured. can be 
determined by a wide range of methods such as 
moving one grating with respect to the other (the 
fringes will move in different directions depending on 
whether the slope is positive or negative) or by 
moving the object between two consecutive recordings 
or by using mismatched gratings. These methods are 
rery familiar to people working in moire 
interferometry and are well documented in the 
literature[l8,24-31]. Absolute reference points in 
space can be established by encoding the grating in 
much the same way that some structured lighting 
techniques employ. 
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Scene analysis technology reasons from the 2-D and 3- 
D information returned by the moire system to 
identify and locate physical objects in the field of 
view [sa]. Scene analysis is less complex if the system 
takes advantage of the limited population of potential 
objects to do model-driven recognition. This 
approach requires the system to store a model of each 
object that  it may be required to recognize. 
Industrial applications deal with well-defined mass- 
produced parts with consistent characteristics, and so 
lend themselves well to a model-based approach [SS]. 
An object can be represented with a semantic net 
formalism modeled on ACRONYM'S prediction graph 
[33]. An object is represented as a set of features, 
such as edges and faces, together with relationships 
between those features. 
Each frame in the net corresponds to a feature, with 
slots for the characteristics of the feature. A frame 
that corresponds to a line records the length of the 
line. A frame that corresponds to a face records such 
information as its area, perimeter, first moment of 
area, centroid, .minimum and maximum diameters, 
and dimensions of smallest enclosing rectangle. In 
some cases, entire components of an object may be 
usefully modeled as a frame recording their extended 
gaussian images [40]. The range and gradient data 
provided by the moire sensor lends itself readily to 
extracting region-based analysis useful for 
charncteriziiig fnccs of an object in this way. Rcgion- 
growing on the bilvis of intensity inforination is 
difficmlt, niiicc nliarlown or 0 t h  nccoritlrrry 
Iiilcrfcreiice can producu epurloua dlrfereiicea. Duta 
showing constant gradient and continuous range is a 
much more robust indicator of a continuous plane 
face. Furthermore, the range and gradient data 
allows us to normalize the slot values recorded for a 
face so that  they are invariant with respect to 
rotation or tilting of the part, within reasonable 
limits. Thus the use of a range and gradient image 
permits the construction of a feature-based 
representation of the object that  is much more 
detailed and discriminatory than would be feasible 
from monocular intensity data alone. 
Often the characteristics of a single feature will not be 
enough to diagnose the presence of a part, and the 
relationships among features must be taken into 
account. These relationships are represented as arcs 
in the semantic net, and include 
0 adjacency between features (lines to lines; 
faces to faces; lines bounding faces); 
0 the angles between adjacent lines or 
between the gradients of adjacent faces; 
0 mutual exclusion between features that 
cannot be simultaneously visible (such as 
two ends of a brick); 
0 Euclidean distance in 3-space between the 
centroids of two features. 
The range and gradient data from the moire sensor 
permits efficient computation of the angular and 
normalized distance relations between features, data 
that otherwise would be very inefficient to obtain. 
The network has nodes not only for features, but also 
for objects. Each feature that belongs to an object is 
joined to it with a "part-of" arc. The object node 
provides a place to store information such as gripping 
points for the object, indexed by the features that are 
visible from each orientation. 
Our strategy is iterative, seeking to identify only one 
or a few objects in the scene, removing it, and then 
acquiring and analyzing a new scene. Some scene- 
analysis strategies seek to identify every item in the 
scene from a single image (37, 321. The combinatorial 
complexity of matching features to models can 
become very high in this case. Furthermore, once a 
robot begins to manipulate parts in the bin, it  may 
inadvertently move other parts, so that  a repeated 
analysis may well be necessary anyway. Because 
moire gives range data, we can immediately identify 
the topmost features in the field of view and focus our 
attention on the objects to which they belong. Once 
the robot removes these objects, we take a new view 
of the bin and repeat the process. Since moire yields 
a full-field range image with a single exposure and 
very little computation, acquiring repeated images is 
cheap, and the combinatorial simplification obtained 
by identifying only a few objects a t  a time reduces the 
cost of analyzing multiplq images. 
Oiic dinrrtlvariLtrgo of ti11 itcrrrtivo I L ~ I ~ ~ ~ C I I L C ~ I  n t l l t r l  tlw 
robot caiiiiob plck up parts I n  the order requlrutl by a 
sequential assembly plan, but must take them @@as 
they come." There are solutions to this problem. 
The robot may buffer the parts for later reordering. 
Furthermore, if the robot is scheduled 
opportunistically rather than sequentially (34, 351, the 
probability increases that it will be able to make use 
of what it finds on top of the bin. 
As a model-driven program, the system recognizes 
objects by comparing features visible in the frame 
with the prediction graphs stored for expected parts. 
The system does not aimlessly analyze every region 
visible in its field, but begins with the highest pixels 
(those nearest the sensor) to define the lttopmosttf 
features. As these are matched with features from the 
prediction graphs, graphs that are candidates for 
matching suggest additional features with known 
relations to the ones already observed that the system 
searches for to confirm or disprove hypothetical 
identifications. The use of expectations to drive the 
analysis of image data can significantly reduce the 
amount of visual processing necessary to reach an 
identification. 
The system identifies regions with models by 
constraint propagation, along the lines used by [38]. 
Any single region may match several different models. 
The system maintains with each region a list of the 
objects and their features that the region matches. 
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As more and more regions are matched, the system 
compares the relationships between adjacent regions 
with the relationships specified in the prediction 
graphs for the candidate objects, and refines its 
estimates of the objects to which the features belong 
on the basis of those relationships. 
For example, m u m e  that two  regions are adjacent, 
and both match features from two objects, A and 
B. If the relationship between the regions matches the 
relationship between the corresponding features in A 
but not in B, the system refines the identification of 
the regions by eliminating B from the list of candidate 
objects. 
APPLICATIONS 
The distinct characteristics of moire machine vision 
make i t  particularly suitable to many industrial 
applications where other systems would have 
problems. Unlike systems which depend on surface 
marks or shading effects, moire contouring is very 
amenable to dirty or hostile environments. Such 
environments often exist in automated manufacturing. 
Moire contouring could also be applied in situations 
where the part may be very hot or vibrating where 
neither physical contact nor long scanning 
measurement times are practical. An example of this 
would be a metal extruding operation or an operation 
in which the parts have been freshly painted or 
lacquered. A moire vision system would permit such 
operations to be better controlled by providing 
inspection during otherwise inactive waiting times in 
the manufacturing process. This would reduce waste 
and increase productivity, while removing human 
inspectors from a potentially hazardous environment. 
The noncontact measurement capability of the moire 
machine vision system would have great value in 
many precision measurement applications. As a 
specific example of the need for a full-field optical 
measurement system, NASA has encountered a 
problem in measuring aircraft models for wind tunnel 
tests. The complexity of these models requires that 
they be completely measured to an accuracy of about 
0.001 inches. To measure the models point by point 
manually requires two to three days a t  considerable 
expense. If any small anomalies are missed, the model 
may not react as predicted in the wind tunnel or may 
fail completely. In addition, because of the delicate 
nature of the surfaces of the models, physical contact 
may actually damage the model. The moire vision 
system could measure the entire model in minutes and 
could even be used as a diagnostic tool during a wind 
tunnel test to measure the model deflections (a task 
impossible for a coordinate measuring machine). 
NASA has been very interested in such technology. 
Another specific example of great current interest in 
the aerospace industry is the inspection of turbine and 
compressor blades for turbine engines. In this case, 
there are a number of different inspection 
requirements. For example, on the leading edge and 
on a region from 0.03 to 0.1 inches back from the 
leading edge center the tolerance is typically on the 
order of 0.0005 inches. On the concave and convex 
faces of the airfoils, which typically have a cord width 
of 2 inches or less, the tolerances are typically in the 
range of 0.002 inches (for some finished turbine 
blades) to 0.004 inches. These inspections are often 
performed using mechanical reference slides by 
measuring the gap between the airfoil and the slide 
with feeler gages. This process is laborious and highly 
dependent on the accuracy of the reference slide, the 
feeler gage and positioning. This is typically purely a 
Go/No-Go type of test. 
With the capability to easily vary the sensitivity of 
moire interferometry, and the high sensitivity of 
moire methods over small areas, a system could be 
developed which would zoom in on the leading edge 
area with high sensitivity and yet be versatile enough 
to provide only the 0.002 inch tolerance measurement 
needed over areas of 2 inches square or more. 
Finally, since the moire data is full-field, and 
available (with the encoding) in one video frame, the 
data can actually be taken in microseconds with a 
strobed camera or lighting. This allows freezing of 
dynamic objects. As the data is built up with 
scanning in the standard line of light structured light 
sensors, the time to obtain the da ta  is 0.1 to 0.3 
seconds, thus precluding the freezing of dynamic 
objects. 
In the area of robot guidance, a moire assisted vision 
system offers a distinct advantage in both speed and 
size over current three-dimensional vision systems or 
range finder gages. The optical preprocessing would 
make real-time three-dimensional information 
available for locating identified parts in a pile (which 
part is on fop of the other) or for distinguishing parts 
with the same two-dimensional shape but different 
thickness. Since the third dimension is obtained 
through the vision system, the sensor can be a 
compact, light-weight, solid-state camera such as has 
already been applied to robot guidance and have even 
been mounted directly on the robot arm in some 
applications. 
SUMMARY 
Moire contouring can provide high resolution depth 
information to a vision system by encoding the 
information into an easily analyzed 2-D pattern. The 
depth and surface feature information can be easily 
separated for simplified anal jrsis. Absolute contouring 
information regarding the sign of a slope and the 
relative position of the subject to some reference 
surface is available with this technique. Full-field 
da ta  measuring all points on the object, not just 
where there is a reference point, with variable 
sensitivity and insensitivity to dirt, stray light or 
vibrations is available with moire contouring. A 
moire vision system would solve many of the problems 
now encountered by 3-D vision systems using 
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technology which has been well developed for other 
applications. The application of scene analysis 
techniques similar to those used for 2-D images, can 
provide a means of part recognition, and three- 
dimensional locating tasks required for true flexibility 
of robotic operations. 
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IMPLEMENTATION OF A ROBOTIC FLEXIBLE ASSEMBLY SYSTEM 
Ronald C. Benton 
Honeywell Corporate Systems Development Division 
1000 Boone Avenue North 
Golden Valley, MN 55427 
As part of the Intelligent Task Automation (ITA) program sponsored 
by the Air Force and the Defense Advanced Research Projects 
Agency (DARPA), a team of industry, research institute and 
university members developed enabling technologies for 
programmable, sensory-controlled manipulation in unStNCtUred 
environments. These technologies Included 2-D/3-D vision 
sensing and understanding, force sensing and high-speed force 
control, 2.5-D vision alignment and control, and multiple-processor 
architectures. This paper describes the subsequent design of a 
flexible, programmable, sensorcontrolled robotic assembly system 
for small electromechanical devices using these technologies and 
ongoing implementation and integration efforts. Using vision, the 
system will acquire parts dumped randomly in a tray. Using vision 
and force control, it will perform high-speed pan mating, in-process 
monitoringlverification of expected results and autonomous 
recovery from some errors. It will be programmed off-line with 
semiautomatic action planning. 
INTRODUCTION 
The Intelligent Task Automation program objectives are to develop 
and demonstrate generic technologies that (1) form a basis for 
advanced intelligent automation systems, (2) have near-term 
application to unit processes, component assembly, and many 
aspects of defense batch'manufacturing, and (3) establish the 
technology base for new opportunities lo  apply Intelligent systems 
to complex military tasks [l, 2, 31. This program identifies and 
develops robot-related technologies that should have a high payoff 
for future manufacturing systems. 
Phase I included research, development and feasibility 
demonstrations that culminated in a conceptual design lor each 
component as well as the system itself. Breadboard hardware and 
developmental software were COnStNcted to critically address areas 
of uncertain technical risk and to show feasibility of the entire 
system. Phase I concluded in December 1985 with the results 
documented in References 4,5  and 6. 
Phase !I of the program began 1 September 1986 and will culminate 
in mid-1988 with demonstration of an entire system. The functional 
elements of the Intelligent Task Automation System (ITAS) are 
shown in Figure 1 along with the enabling technologies developed 
during Phase I, providing the basis for system design. The ITAS 
demonstration configuration is shown in Figure 2. The ITAS Is a 
flexible, programmable, sensor-controlled robotic assembly system 
for small electromechanical parts. It operates in an unStNctUred 
environment relative to today's technology since it recognizes, 
locates and grasps the proper parts (which may be touching or 
SIMl- 
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Figure 2. ITA System 
overlapping) to be assembled from a tray. Once parts are grasped, 
the ITAS performs high-speed mating and fastening actions to 
assemble the device. During assembly, it performs in-process 
monitoring and verification of expected results and autonomous 
recovery from some anticipated errors. The ITAS is programmed 
off-line with semiautomatic action planning enhancements. 
To demonstrate the primary assembly task, automatic assembly of a 
Honeywell 1EN1-6 microswitch will be performed (see Figure 3). 
This assembly was selected due to the variety of part geometries, 
materials and mating requirements. A different electromechanical 
device will also be assembled to illustrate the flexibility of the ITAS. 
Figure 3. Tray of 1 EN1 Microswitch Parts as Seen by Global 
Part Recognition Sensor 
DEVELOPMENT APPROACH 
The ITA Phase II System development cycle follows the classic 
systems engineering approach of requirements formulation, 
design, implementation, integration and test. Since most of the 
effort involves software, the structured analysis/structured design 
method was selected [7]. The graphics-based SNSD process 
consists of developing both a system datakontrol flow model (by 
analyzing the requirements of the system) and a system structure 
model that is a translation of those requirements into a description 
of the system architecture, system components. interfaces, data 
and materials necessary for the implementation phase, i.e., a 
design. The results are documented in so-called "structured" 
specifications. 
A computer-aided software engineering tool set from Interactive 
Development Environments Inc. (IDE) [8] running on UNIX-based 
Sun Microsystems work stations was applied to support the SNSD 
methodology. Using graphics input, the tool generates a system 
data base to enable automatic decomposition, consistency 
checking, dictionary generation, and on-line specification access. 
To permit specification generation, the IDE tool was linked to a 
documentation system to automatically extract textual descriptions 
attached to graphic diagrams and to insert that text in proper format 
in the specification documents. 
This "automatic" documentation tool set was developed to simplify 
creation of documents for the ITA System; i.e.. specifications, 
manuals, etc. The documents can be large, can be constructed 
from many parts in complex ways (e.g., graphics and text from the 
SNSD tools must be integrated into design specifications), must be 
controlled (configuration management), and must follow strict style 
guidelines. Since the SNSD tools reside on UNIX-based Sun 
Microsystems work stations and most of the code will be generated 
there, the documentation tools were built using UNlX tools. 
Document content and style guidelines are supported by on-line 
templates for each document type, a set of nroff/troff formatting 
macros and some preprocessing of the documents. Since the 
templates are ASCII files, both designers and secretaries fill them in 
using terminals and text editors of their choice, and the 
documentation system generates a document in the proper format. 
Finally, to aid in control of the document as a whole, procedures for 
revision control were developed using the UNlX SCCS (Source 
Code Control System). 
Ideally. il would be possible to perform a complete top-down. 
implementation-independent requirements analysis before con- 
sidering design candidates. However, in many cases, as in ITA, 
preliminary andlor partially documented implementations exist that 
could, at least in part, be used in the new design. Using the 
structured design tools described above, reverse engineering of 
these implementations is being performed in parallel to support 
design activities. Specifically, the objectives of this process are to: 
(1) generate top-level maps of major modules and calling-tree 
structures; (2) identify "black box" modules, Le., code with sufficient 
maturity and documentation for reuse as is; (3) map calling 
structures of high risk and/or critical code; (4) identify potential 
trouble spots; (5) provide input to design decisions on candidate 
selection, reusability, and high-payoff rework areas. 
The process is based on generation of a "battle map" using 
annotated structure charts. Each module is rated on the level of 
existing documentation, a subjective "modifiability" index (i.e., how 
easy it would be to modify the code, if necessary) and the extent of 
global variable usage. The battle map enables quick identification of 
both black box modules and trouble spots. 
The ClMStation work cell simulation tool from Silma Inc. was installed 
on an Apollo work station to support system analysis, design, 
incremental integration and off-line programming throughout Phase 
II [9]. ClMStation provides a geometric modeler with IGES interface, 
dynamic robot simulations, multiple process simulation with 
synchronized signalhait interprocess communication, and a 
LISP-based, Pascal-like, device-independent simulation language 
with device-dependent translators. A rapid prototype of the ITA 
System design was developed to validate the subsystem functional 
allocations, verify robot selections, improve the system time-line 
estimates and identify task-level programming approaches. 
Finally, rapid prototyping of critical hardwarelsoftware elements, 
such as the force-controlled robot and vision sensors, is being 
performed where necessary to support the design process. 
SYSTEM REQUIREMENTS AND DESIGN 
The ITA System will implement generic technologies developed in 
visionlrange sensing and understanding, force sensing and 
understanding, sensory-based control and manipulation, and 
off-line programming (see Figure 1). A primary assembly task (i.e., 
the l E N l  microswitch) will be performed to demonstrate its 
capability, and secondary assembly tasks will be performed to 
demonstrate its flexibility. The autonomous performance of these 
tasks along with a demonstration of the ITAS reprogrammability 
must clearly distinguish between the ITA System's method of 
performing a task and that of hard automation. 
The capabilay of the ITA System to become part of a larger system 
must also be demonstrated. In a factory of the future, the ITAS 
would be one of many work cells at the lowest levels of the 
hierarchy, such as in a small batch assembly plant. Here, an 
automated storage/retrieval work cell would generate the kits of 
parts for each device to be assembled. The ITAS would assemble 
these kits and send them to other work cells for subsequent 
assembly operations, final inspection and packaging (or, if 
necessary, rework). These cells would be interconnected with an 
intercell materials handling system such as conveyors and/or robot 
carts. Each group of work cells would be coordinated by the 
supervisor layer of the factory hierarchy to fill customer orders for 
small batches of devices. 
These cells would be tended by shop floor operators who would 
support changeover from one type of assembly to another and 
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correct noncatastrophic equipment failures. Routine maintenance, 
catastrophic failures, and tesVdebug of first-time assembly tasks 
would be handled by manufacturing technicianslengineers. To 
maximize utilization of shop floor equipment, however, work cell 
programming would be performed off-line by CAD/CAM specialists 
with access to computer-based information about the new device to 
be manufactured and the capabilities of the shop floor equipment. 
Thus, work cell software and, if necessary, new tools/fixtures would 
be developed without taking shop floor equipment out of 
production. 
Since the ITAS has three operating modes-on-line (i.e., the shop 
floor segment of the ITAS is producing assemblies), downtime (all 
shop floor activities when the ITAS is not on-line), and off-line 
programming (which occurs independently of the other two 
modes)-the external performance requirements for each mode 
were defined. In on-line mode, the system will perform assembly of 
the 1 EN1 -6 microswitch and other secondary assembly tasks in an 
autonomous manner with speed and reliability comparable to a 
human. It will: (1) recognize, locate and grasp the proper parts to be 
assembled, which are presented randomly in a tray and may be 
touching or overlapping; (2) perform high-speed mating and 
fastening actions to combine these parts into a subassembly using 
simple and/or multifunction fixtures; (3) provide in-process monitor- 
ing and verification of expected results during the assembly; (4) 
provide annunciation, recording and error recovery from expected 
(Le., previously defined as potential) error conditions; (5) provide 
annunciation and recording of all unexpected results. 
Downtime activities include ITAS start-up, shutdown, routine 
maintenance, changeover and tesVdebug of new tasks. Thus, the 
duration and/or frequency of this mode should be minimized. The 
off-line programming mode will occur concurrently with the other 
two modes to provide maximum productivity in the shop floor 
segment of the ITAS. Thus, both the amount of programming time 
and expertise required off-line and the time spent in the downtime 
mode for tesUdebug (to get the ITAS to perform a new assembly 
task) should be minimized. 
The resulting system requirements flow model (context diagram, 
not shown) clarifies the ITAS boundaries. Part kit trays are provided 
by an intercell materials handling system (a human operator will be 
used in the Phase II demonstration); similarly, trays of completed or 
aborted assemblies are removed by this system. The two classes of 
users that Interact with the ITAS are shop floor users (operators 
and production engineers) and off-line programmers. Decom- 
posing one level reveals the two major segments of the ITAS-the 
shop floor, Process 1, and the off-line programming, Process 2. 
These processes can run concurrently and could be located in 
different sites with appropriate communication links. Process 3 
generates displays to illustrate nonobvious aspects of ITAS 
operation for Phase II demonstration purposes. The decomposition 
of Process 1 is shown in Figure 4. The detailed operational 
scenario presented later illustrates how this flow model represents 
the ITA System's functional requirements. 
The structure of the ITAS (see Figure 1) resulted from allocating 
one or more processes in the requirements flow model to "black 
Figure 4. Provide Shop Floor Assembly Functions (Process 1 .O) 
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box' system elements with well-defined interfaces. These system 
elements, or subsystems, interact to achieve the overall system 
requirements as shown by comparison to Figure 4: 
A System Controller (%)--The controller will provide the 
upper-level control to coordinate three vision subsystems 
and two robots (Process 1.1). 
A Global Part Recognition Subsystem (GPRS)--This 
subsystem will contain the primary part recognition sensors 
to acquire and process gray-scale and dense visionlrange 
images for part identification, locatlon and acquisition 
strategy generation (Process 1.2). 
An ArmMounted Sparse VisionlRange Part Acquisition and 
Recognition Subsystem (SPARS)--This subsystem will 
provide the functions to assist GPRS during part 
recognition and to fine tune part location prior to acquisition 
(Process 1.3). 
A Part Manipulation Robot Subsystem (PMRS)--This 
subsystem with force sensing and control will provide the 
delicate parts manipulation function and will perform part 
acquisition, mating, and fastening operations along with 
contact verification of in-process conditions before and after 
part-mating operations (Process 1.4). 
An Arm-Mounted Sparse VisionlRange Servoing Verifica- 
tion and inspection Subsystem (SSVIS)--This subsystem 
will measure relative part misalignment during mating 
operations and conduct noncontact inspectionhrerification 
of in-process conditions before and after part-mating 
operations (Process 1.5). 
A Sensor Positioning Subsystem (SPS)--This subsystem 
will position the SSVlS sensor (Process 1.6). 
An Off-Line Programming Subsystem (0LPS)--This sub 
system will perform interactive system programming, 
program validation, program download and data base 
generation for the on-line segments of the system 
(Process 2). 
Work Cell Support Elements (WCSE)--This subsystem will 
provide the work table, the parts presentation means, the 
fixtures used during assembly and the structure to support 
the Sensors (Process 1.7 and Process 1.8) 
The major hardware components of the subsystems described are 
configured as shown in Figure 5. 
OPERATIONAL SCENARIO 
The ITAS requirements and design may be better understood (and 
verified) by walking through the intended operational scenario for 
each of the three operating modes. 
On-Line Mode 
Prior to entering this mode, all system programs and data bases for 
the desired assembly task (for example, the 1EN1-6 microswitch) 
will have already been generated as described later. In addition, 
they will have been tested and debugged on the shop floor 
segment of the ITAS and loaded along with any tools and f i r e s .  
The operator then invokes a command such as 'ASSEMBLE n 
1EN1-6." and the SC (Process 1.1) will begin sequencing the 
system to assemble the n microswitches. The PMRS robot 
(Process 1.4)will be directed to acquire from the conveyor(Pwss 
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Figure 5. ITAS Robotic Tasking Area 
1.8) the 5-inch by 5-inch trays (into which k l s  of the 17 microswitch 
parts have been dumped) and to position each tray beneath the 
GPRS sensor, where PMRS uses force sensing to seat the tray 
against registration stops (Data Store "Tray in GPRS FOV'). No 
parts presentation means other than the tray will be used. The SC 
directs GPRS (Process 1.2) to find the desired part or any of an 
ordered list of larger parts. GPRS then acquires gray-scale and 
dense-range (terrain map) images to recognize, locate and 
determine a grasp strategy (Le., a PMRS finger selection and 
corresponding unobstructed grasp points) to acquire the parts in 
the order needed for assembly. The parts will be touching, 
overlapping and possibly occluding each other in the tray; thus, if 
GPRS fails to find the desired part (e.g., the first part needed for the 
microswitch, the bushing, is large, but the second part, the red 
O-ring, is small and frequently occluded), the first larger part found is 
acquired and placed in the staging area (Data Store "Part Staging 
and Reorientation"), and GPRS is directed again to find the desired 
part. If GPRS fails to find any of the parts in the ordered list, the SC 
directs PMRS to shake the tray and reposition it under GPRS. If 
GPRS still fails, the operator is notified. 
Whenever PMRS is available for acquiring another part from the tray 
(Le., not doing an assembly operation), the SC asks GPRS what it 
has found so far in its list of parts. GPRS replies but continues to 
work on its ordered list until every part is found, it gives up, or the 
SC sends GPRS a new list. Thus, if subsequent operations find 
that GPRS' reply is unacceptable, the SC can return to GPRS to see 
if a better answer has been found. For example, GPRS will tag 
some of the parts it has found for SPARS (Process 1.3) to verify the 
identity and/or pose of a given part at a given location in the tray. 
Then, while GPRS continues to work, SPARS will be positioned 
over the part by PMRS. where it will gather visionlrange data and 
provide the appropriate feedback. If SPARS rejects GPRS answer, 
the SC can go back to GPRS for another part@) to acquire. 
Thus, the PMRS robot will acquire the quick-change fingers (from 
Process 1.7) directed by GPRS to pick up the part, use its servoed 
gripper to open the fingers to an appropriate size, use a force- 
controlled guarded move to check for collisions while placing its 
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fingers around the part, close the gripper with a grip force 
appropriate for the part, verify that its finger opening matches the 
part dimensions, and remove the part from the tray. If any of the 
above part ldentity/grasp strategy verifications fails, the SC will 
return to GPRS for another part(s). PMRS may be direded to place 
the part in the staging area to regrasp it properly or flip it over for the 
upcoming assembly steps; SPARS may be required to verifyfiine 
tune the part pose to enable PMRS to regrasp it. Once PMRS has 
cleared the parts tray, GPRS will be sent a new list of parts. 
Meanwhile, the SPS robot (Process 1.6) will be posing the SSVlS 
sensor (Process 1.5) at the appropriate fixture/subassembly 
(Pmcess 1.7) for the upcoming part assembly operation. PMRS will 
blindly bring the two parts to be assembled Into the appropriate 
relative poses necessary for mating. SSVlS will visually measure the 
relative misalignment between these parts and provide f e w  to
PMRS (via the SC) to correct the misalignment. When the parts are 
aliined, SSVlS will verify that the in-process condiiions are corred 
for the assembly to proceed (i.e., correct parts and tools are 
present). If preassembly conditions are acceptable, PMRS will mate 
the two parts using high-speed force servoing for compliant, 
delicate micromanipulation of the parts. Mating operations will 
terminate when position andlor force limits are reached; data'from 
the termination will be Interpreted for contact verification of 
in-prOCeSS conditions. PMRS will extract its fingers from the 
subassembly and return to the tray to acquire the next part that 
GPRS has found while this assembly was occuning. 
Wth PMRS out of the way, the SPS robot can position the SSVlS 
sensor wherever necessary (e.g., boking down the bushing bore) 
to verify post-assembly conditions (i.e., correct parts are present 
and mated correctly). If expeded emrs exist, the SC provides emr 
correction based upon scripts generated during previous testing. 
Each additional part is assembled inlo a mkroswilch subassembly In 
the above fashion. If an in-process error Is detected where the SC 
has a predetermined emr recovery saipt, the system will attempt to 
corred it; otherwise, the SC will gracefully hatl the system, notify the 
operator, and provide system and assembly status displays to 
enable quick recovery. When the assembly is completed, the 
microswitch subassembly is placed in the tray and the tray Is 
returned to the conveyor. The next tray of parts is then acquired 
and assembled into a microswitch. This continues until all n 
microswitches have been assembled. 
Emrs Produced in fiiure placement and off-line programming are 
handled by the ITA System sensors; thus each assewy can be 
one of a kind. However, when mutile assemblies of one kind are 
to be produced, system throughput can be improved by updating 
or "louching up" the SC data base. This Is defined as system 
autotuning. Thus, when the operator replies to the SC that the 
proper tools/fiihrres are in place, the system can be instruded to 
perform autotunlng. GPRS, PMRS and SPS are calibrated relative 
to permanent objects in the work cell during routine setup (e.g., the 
GPRS parts tray coordinate frame is calibrated with respect to the 
permanent tray registration stops). However, when special 
fixturesnoOls are placed in the work cell, the programs generated 
off-line must be touched up. Here, SSVlS is first used to verify the 
SPS pose, accommodating errors within its l-cubic-inch field of 
view; these results are fed back to the SC through queries to SPS 
about its new pose. Then the normal assembly steps are performed 
on the first tray of 1 EN1-6 parts at slow speed with guarded PMRS 
moves. Each part acquired from the tray Is staged and regrasped to 
ensure a nearly Meal pose in the gripper. SSVlS Is then used to 
corred any misalignment, and the results are fed back to the SC via 
queries to PMRS about its new pose. After the part-mating 
operation, the force sensor data is analyzed to provide fine-tuned 
parameters for that forcecontrolled operation. Subsequent assem 
blies will now proceed at a faster rate since fewer sensory 
corrections are required. SSVlS is still used to accommodate part 
misalignment in the PMRS hand and to provide in-process 
Verification. 
Dawntlme Mode 
This mode occurs whenever the shop fbor segment of the ITAS is 
not in on-line mode or powered off. Downtime mode activities 
begin with the operator starting up the ITAS; Le., all subsystems are 
brought up through a "cold-boot" operation to one of listening for 
commands from the SC. The SC then verifies the communication 
Integrity and the state of heanh for each subsystem. If maintenance 
is required (e& sensor or robot calibration), it is performed at this 
point. 
To begin assembling a device (or to change over from one type to 
another), the operator invokes a simple command such as "INIT 
CELL 1 EN1 -6" at the SC console. This causes the SC to load its 
data base for the 1 EN1 -6 assembly and to invoke GPRS, SPARS 
and SSVlS to bad their data bases; PMRS and SPS are instructed 
to bad the appropriate programs. The SC then prompts the opera- 
tor to supply any special fixtures and/or tools required for the 
1EN1-6 assembly and where to place them. When the operator 
notifies the SC that the proper toolMixtures are in place, the cell is 
ready to begin assembly In on-line mode. 
Programs and data for new, first-time assembly tasks (generated 
off-line) are tested and debugged in downtime mode. The sub 
systems' programs and data are modified to achieve acceptable 
performance using the SC console and/or the appropriate 
subsystem(s) console. 
Off-Une Plogrammlng Mode 
System programming within the system's assembly domain is 
accomplished by generating or modlying high-level task control 
programs and by generating data bases (Process 2). The three data 
bases for the vision subsystems are interactively generated off-line 
using training data collected from the on-line vision sensors and 
preprocessors. A work cell simuktor is used to devebp and test 
programs off-line for the robots and the SC and to generate the SC 
data base. 
SC and Robot Programming--CAD mcdels of the parts are 
generated with a coordinate system defined for each part. These 
parts are then 'assembled" on the CAD system to compute their 
relative poses when properly assembled. Any tools and fixtures 
required for this assembly and not already in the ITA System work 
cell slmulation are modeled. All new part, tool and fixture models are 
then passed to the work cell simulation. 
The work cell simulation now contains geometric models of all 
components In the work cell: robots, fixtures and fingersnook as 
well as the parts and the desired subassem (see Fiiure 6). It also 
contains a functional simulation of the System with detailed 
simulations of the SC and the two robots and their controllers and 
slmpliied simulations of GPRS, SPARS and SSVIS. Since the robot 
Controllets obtain all their task-specific data from the SC through 
procedure call parameters, only programs and data base entries for 
the SC must be written and tested for the.deslred assembly task. 
Wih the addition of user-specified safe approachldeparture points 
and paths, all geometric information required to program the 
assembly task Is available on the simulation. The resulting programs 
and data StW'res that are sufficient to run the simulation correctly 
are then used to generate the SC data b a h  via a software language 
translation interface. 
After the geometric modeling is complete, the user first detines safe 
approachldeparture points and paths for the tray and all assembly 
fixtures Interactively. Thus, poses like TRAY-SAFE and 
FIXTURE-1-SAFE become known to the simulation, along with 
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lists of V i  points" for safe paths like TRAY-TO-FIXTURE-1. The 
parts are then placed interactively in various poses in the tray. 
The user then enters the assembly operators such as LOCATE 
BUSHING, GRASP BUSHING FROM TRAY, PLACE BUSHiNG IN 
FIMURE-1. As each operator is simulated, the system prompts the 
user if additional information is required. For instance, LOCATE 
BUSHING initially causes no prompts; the GPRS simulation simply 
queries the geometric modeler to provide the pose of the 
bushing-functionally equivalent to the real GPRS's recogni- 
tionllocation functbn. However, to determine a grasp strategy, the 
LOCATE operator ladcs informatbn: part-pose label, finger type, 
finger opening site and grasp position. Therefore, the user is 
prompted to supply the part-pose label (e.g., BUSHING-PRONE), 
which enables the simulated LOCATE operator to access its versbn 
of the GPRS grasp data base (created separately, as shown bebw) 
to obtain the additbnal data. GRASP BUSHING FROM TRAY then 
has all the data il needs except grip force, which is entered by the 
user. PLACE BUSHING IN FIXTURE-1 will prompt the user to 
*place' the bushing in Fixture 1 by interactively placing the PMRS 
robot, which is holding the bushing, in the desired pose. Operators 
like INSERT will require data to be entered such as SSVISSPS 
sensor pose, alignment tolerances, natural and artificial constraints 
for part mating, and fowposition limits. Once the entire assembly 
sequence has been programmed, the parts are 'placed" (using the 
simuiatbn) in various poses in the tray to test the program and data. 
The verified assembly task program and data base are then 
translated and downloaded to the SC. 
GPRS Data Base Generatbn-The GPRS data base is generated 
interactively off-line using the features extracted from training 
Images of the parts in their varbus poses in the tray. These training 
images and features will have been gathered and stored using the 
GPRS on-line sensors and feature detectkn processing. First, an 
image of the pad to be trained is selected and a coordinate system 
is defined for the part that corresponds to the one generated for the 
SC. Fealures detected for the part from both gray-scale and tenain 
map data are interactively selected to generate preliminary 
ntcognitbn models. Recognition strategies (e.g., which sensors to 
use. which part pose to lodc for first) are determined by the user. 
These preliminary models are then refined by exercising them on 
other tralnirt~ images of the same part in the same pose; during this 
plocesci the system gathers statistics to adjusi the model tolerances 
appropriately. 
SPARs/ssVIS Data Base Generation-The SPARS and SSVlS data 
bases are generated in similar fashbn to GPRS. To gather training 
data, a copy of the SPARWSSVIS sensors on a six-degree- 
of-freedom repodtionable fixture emulates the PMRS and SPS 
robots. First, data are gathered from the parts tray for training the 
SPARS subsystem. Then, a fivedegreeof-freedom positioning 
fixture that can hold the quidt-change fingershook to be used by 
PMRS gathers data for the SSVlS subsystem. Model building then 
prpceeds in a fashion similar to that of GPRS. 
SUBSYSTEM DETAILED DESIGN 
The detailed design for all of the subsystems described above is 
currently nearing completion, and implementation of "certifiec 
subsystems andlor their components has begun. Highlights of the 
designs are presented below. 
System Controller 
The primary function of the SC is to control, coordinate and monitor 
the subsystems that make up the ITA System. To maximize the 
system's effectiveness at its tasks, the SC must also manage the 
concurrent use of system resources; detect, respond to and correct 
error conditions whenever possible; and notify the shop floor user 
in the event of an unrecoverable error. All system, configuration 
and a s s e m  data will be maintained in a World model" of the ITAS 
within the SC. Facilities for development of new assembly applica- 
tions, for editing existing assembly programs, and for system 
maintenance and calibration are also part of the SC functionality. 
The SC will provide test and debugging facilities for use in 
integrating subsystems into the ITA System during system 
development. 
User Interface--The user interface requirements for each of the SC 
operating modes were determined using Reference 10 (among 
others) as a design guideline for sequence control, user guidance, 
data display, data enly and data ptedion. Since menu&Tonns are 
the most straightforward candidates for implementing the interface, 
requirements based on these candidates can be readily applied to 
others. Sample menus were generated to define requirements. 
Error Recovery-Three levels of sophisticatbn were envisioned. To 
recover after detecting an error condition, the SC could notii the 
operator, execute preprogrammed scripts of assembly operatow 
primitives, or execute commands from an "expert advisor.' Three 
error scenarios were analyzed to determine the requirements of 
automatic recovery: (1) GPRS cannot find the desired part in the 
tray; (2) during preassembly verification, SSVlS indicates that the 
part is not in PMRSs gripper; (3) during post-assembly verification, 
SSVlS indicates that the whte seal is too cocked in the bushing for 
the assembly to proceed. \ 
In addition. since assembly-specific errors will be difficult to 
anticipate while off-line pcogramming the ITAS, error recovery must 
be quick and easy to program on the shop fbor. Both a simple 
interpretive lF/THEN shell as well as a graphical, expert-system 
knowledge-base tool [l 11 will meet the requirements for 
preprogrammed recovery procedures; however, an IF/THEN shell is 
the baseline design. 
Software Architecture--Given the overall SC requirements implied 
above, the baseline software architecture shown In Figure 7 was 
established. Software modularity and concurrency are fadliated by 
a multltasklng andlor multiprocessor environment with 
synchronized interprocess communicatbns (i.e., a data exchange 
manager). 
SC Platform Selectbn Criteria-The fogowing SC hardware/software 
selection criteria were established. The SC msr have: (1) real- 
time, mullitasking operating system; (2) C language (or equivalen) 
devebpment capability; (3) fast interprocess message exchange. 
The SC shoukl have: (1) existing software applicable to IT& (2) 
mature platform, near-term availability, good vendor support, 
reasonable cost; (3) infelligent VO capabilities; (4) 68020 CPU (or 
equivalent) and 68881 math coprocessor (or equivalent); (5) 
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multiuser development capability; (6) 2- to 4-MB (minimum) physical 
memory; (7) 60-MB (minimum) hard disk. 
These criteria were then weighted and used to evaluate candidates 
as objectively as possible. The selected platform consists of a 
commercially available area controller [12] coupled with an internally 
developed communication gateway processor. 
Global Part Recognltlon Subsystem (GPRS) 
FETCH Process-This process provides the main functionaliy. For 
each part in the "short list of parts," a process, "Determine 
Acquisition Strategy." manages the following processing steps: (1) 
acquire imagery appropriate for the part; (2) detect features required 
to recognize the part; (3) build hypotheses of feature clusters that 
the part and rank them; (4) verify, in ranked order, each 
hypothesis to select one, if any, that &the part; if a hypothesis & 
DKW& the part, but requires verification by SPARS, label the part 
"quasi- found;' (5) if the part is found, capture that knowledge (to 
determine, if necessary, whether this part is occluding another part) 
and remove this part's features from further consideration; (6) if the 
part is found, try to find an unobstructed grasp access using 
preferred tool(s). 
Feature Detection Process-Based on the Phase I GPRS real-time 
implementation study, as much of this process as possible should 
be implemented on an array processor. Thus, the process was 
decomposed sufficiently to isolate the first primitive processes for 
implementation; namely, the Difference of Gaussians edge 
detector. The resulting pseudocode primitive process specifica- 
tions have been implemented on the array processor to reduce 
risks with the Phase II hardware (see bebw). 
Recognition and Grasping Algorithms--Using the Phase I GPRS 
functional performance results based on processing imagery from 
25 tray dumps, performance and/or algorithm deficiencies were 
analyzed to identify any problem areas requiring immediate 
attention. Problem areas appear mainly in (1) the hypothesis 
verification step of the recognition process for small, similar-looking 
parts, and (2) grasp determination performance, particularly for parts 
with highly specular surfaces. Otherwise, the baseline algorithm 
suite appears to be adequate to meet requirements. Since all 
sensors will be new in Phase II, no further algoriihm efforts (other 
than optimization analyses) were deemed necessary until the 
algorithms could be tested with data from the new sensors. 
Non-ReaCTime Phase II Hardware-Funding constraints preclude 
implementation of real-time vision subsystems in Phase II. 
However, functional conformance to requirements must be 
demonstrated within a subjectively "reasonable" time line of 16 to 
25 minutes to assemble the microswitch (versus 5.4 minutes in real 
time), while real-time conformance will be demonstrated using a 
simulation of the real-time system design. As shown in Figure 8, 
components were selected and interface details were resolved to 
configure the Phase II hardware platform. 
Close-Range Part Al lgnment and Recognl t lon 
Subsystem (CRPARS) 
The design activities established that a Cbse-Range Part Alignment 
and Recognition Subsystem can be developed that meets the 
requirements of both the Sparse Part Acquisition and Recognition 
Subsystem (SPARS) and the Sparse Servoing, Verification, and 
Inspection Subsystem (SSVIS). This represents a major 
simplification of the system design and development since two 
copies of CRPARS, rather than two different subsystems, need to 
be built and tested. 
CRPARS Sensor Redesign--Since redesign of the Phase I proto- 
type sensor was required to miniaturize and ruggedize it for 
mounting on the end effector of the high-speed PMRS, a review of 
the Phase II SPARS/SSVIS requirements and Phase I experiences 
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Figure 8. Phase II Vision Hardware Platform 
was performed to design the CRPARS sensor. A l-cubic-inch field 
of view is required to accommodate off-line programming and fixture 
placement errortidifficult to achieve with a small number of light 
stripes. Moreover, Phase I experiments showed problems with (1) 
obtaining repeatable light-stripe data, especially from specular 
surfaces; (2) interpreting the data from complex scenes; and (3) 
training and tuning light-stripe recognition models. Solutions to 
these problems are to (1) augment light-stripe, data with binary or 
gray-scale data for verification and rough pose measurements; (2) 
add two horizontal light stripes to the two vertical stripes for SSVlS 
assembly verification and interpart alignment tasks; (3) use binary or 
gray-scale data to reposition the CRPARS sensor when light-stripe 
recognition has failed but when 2-D conditions look promising 
enough to warrant another verification attempt. 
Three of the many candidates were evaluated; namely, stereo gray 
scale, stereo gray scale with a single light stripe, and monocular gray 
scale with two to four light stripes. Selection criteria included 
hardware/software maturity, illumination needs, sizeheight, training 
and calibration complexity, and speed. Monocular gray scale with 
two to four light stripes (two for SPARS, four for SSVIS) was 
chosen; stereo gray scale with a single light stripe was a Close 
second choice, but maturity based on Phase I prevailed. A compo- 
nent selection study resulted in the design shown in Figure 9. 
CRPARS Algorithms--Algorithms for in-process monitoring and 
verification of expected conditions were analyzed and compared to 
the GPRS recognition process to maximize commonality between 
the two subsystems. Algorithms to measure object pose must be 
implemented on an array processor to meet real-time requirements. 
Thus, they were decomposed and analyzed sufficiently to verify 
that they could be implemented as planned on the selected Phase 
II array processor (see Figure 8). 
Pan Manlpulatlon Robot Subsystem 
The PMRS manipulator will consist of a five-axis Adeptone- 
SCARA robot. Since the PMRS end effector consists of a JR3 
Corp. force-sensing wrist, a LORD Corp. instrumented, servoable 
gripper, and the SPARS (two-stripe CRPARS) sensor, the 
evolution of its physical configuration and payload Is being 
monitored carefully. Using component weight estimates and a static 
torque analysis, the baseline configuration is within the robot's 
paybad limits; its length drives the need for a 12-inch stroke on 
Joint 3 of PMRS (see Figure 5). 
The Phase II PMRS hardware architecture shown in Fiiure 10 was 
designed and implemented. The major change from Phase I was 
replacement of the Weitek Cop. array processor with a more easily 
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Figure 9. CRPARS Sensor Design with Two L ih t  Stripes 
programmable and lower cost Motorola 68020 CPU/68881 math 
coprocessor single-board computer. A joint interface board for the 
fifth axis was also added. The LORD Corp. gripper has its own 
controller, which communicates with the Adept robot controller over 
an RS-232 line. The Phase I force servo control was ported to the 
Phase II hardware to obtain a 250-Hz force servo rate to mesh with 
the 500-Hz joint servo rate. After converting the force matrix 
multiplication from floating point to integer computation, 
implementing the forward arm solution in VAL II, and extending 
control to five axes, force servo processing requires 3 out of the 
available 4 milliseconds. 
The Phase II system performs comparably to the Phase I system 
with some additional features. Five-axis force servoing allows 
specification of translation stiffnesses in Cartesian tool (end- 
effector) coordinates, referencing of orientation stiffnesses to 
individual pints (which seems appropriate for a SCARA robot), and 
implementation of a twe software remoteimter-compliance (RCC). 
Joint limit stops, which gracefully pull the arm back into the active 
region when the offending force is removed, have replaced the 
panic shutdown monitor from Phase I; while performance is less 
than ideal, it is computationally efficient. Real-time gravity 
compensation, which tracks the movement of Joint 5, subtracts 
sensor bias and payload weight to leave contact forces; an 
automatic calibration routine takes measurements at several points 
and computes parameters using least squares. 
Sensor Posltlonlng Subsystem (SPS) 
A standard six-axis PUMA 560 from UnimationMlestinghouse 
appears to meet all the requirements of the SPS, including 
communication with the SC via its 'supervisor interface using the 
DDCMP protocol. 
Work Cell Suppon Elements (WCSE) 
The WCSFs primary functions are to provide the tools and fixtures 
necessary to assist the one-handed PMRS assembly operations 
and to provide the mechanical and stnrctural interface for portions of 
the other subsystems. Attention has focused on using the detailed 
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Figure 10. PMRS Detailed Hardware Architecture 
assembly scenario for the 1 EN1 microswitch to develop preliminary 
fixture and tooling prototypes for experimentation with the PMRS 
robot when it becomes available. The design goal is to make these 
as simple and rmltipurpose as possible. 
Off-Llne Pmgrammlng Subsystem (OLPS) 
The OLPS must provide the abilily to perform system programming. 
program validation, program downloading and data base generation 
interactively for the on-line segments of the ITAS. In the Phase II 
ITAS, the programmer interface will not be a single one; rather, 
there will be one interface for the SC, one for the vision 
subsystems, and one for the robots (see Figure 2). For the SC, the 
OLPS must provide, as a minimum, the same capability as the 
"Develop New Applications' process does for the shop floor user. 
Rather than positioning the robots in position or force-leach modes, 
however, the simulated robots are used where the baseline 
implementation assumes use of the ClMStation sirmlatbn package. 
The results of preliminary off-line programming tests for end-to-end 
error buildup along with inspection of the VAL code generated by 
the translators were deemed adequate to keep ClMStation as the 
baseline. For the vision subsystems, the OLPS will consist of a 
copy of the shop floor interactive training processes developed lor 
GPRS and CRPARS. Future systems would either have copies of 
the shop floor sensors or, ideally, synthesized training imagery from 
a CAD-based geometric modeler and sensor simulator. The 
baseline PMRS and SPS designs assume that suites of datadiwen 
primitives can be developed such that a variety of assembly tasks 
can be performed without writing new primitives. In the event that 
this is not a valid assumptbn, assembly-specific routines will be 
developed on ClMStation, translated to the appropriate robot 
controller's language, and downloaded. 
CONCLUSIONS 
The process of engineering emerging technologies into a 
functional demonstration system is essential for rapidly maturing 
experimental implementations, validating their efficacy and, 
ultimately, transferring useful technology and experience. 
Application of systems engineering tools and techniques is an 
efficient approach when carefully taibred to the research nature of 
such projects. 
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Abstract 
This paper describes the concept for and status 
of a Telerobotic Demonstration System testbed that 
integrates teleoperation and robotics. The system 
is being developed by the Jet Propulsion Labora- 
tories with technical assistance from SRI Interna- 
tional. The components of the telerobotic system 
are described and the projects performed by SRI 
International are discussed. The system can be di- 
vided into two sections: the autonomous subsys- 
tems, and the additional interface and support sub- 
systems including teleoperations. The autonomous 
subsystems are scheduled to be demonstrated sepa- 
rately at the end of 1987, and the entire, integrated 
telerobotic system is scheduled to be demonstrated 
at the end of 1988. 
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1 Overview 
The Jet Propulsion Laboratories is constructing a teler- 
obotic demonstration testbed system, known as the TDS, 
where the current state-of-the-art in robotic and teleop- 
eration concepts can be integrated, tested and explored. 
Although building a space-worthy robot is not an immedi- 
ate goal, the system concepts and experience obtained will 
be useful and may eventually be applied to a deployable 
system. 
In order to demonstrate a realistic application, the task 
of servicing a defective satellite has been selected. The 
satellite has a defective electronics module contained in a 
'Thin paper and the consulting work described herein were 
supported by Jet Propulsion Laboratories under Contract 957908. 
backplane-type slot. As currently envisioned, the repair 
operation will proceed as follows: The operator will use 
teleoperation to fold back a flexible foil space blanket and 
attach its corners to holding tabs. The operator will then 
place the system in autonomous mode, and instruct the 
system to replace the electronics module. To accomplish 
this taski the system will plan and execute motions to un- 
screw and remove the door, unplug electrical connectors 
from the electronics module, remove and replace the mod- 
ule, replug the connectors, and replace and rescrew the 
door; 
Figure 1 shows the layout of the TDS setup. Two Uni- 
nation PUMA robots perform the actual work on a satel- 
lite mockup. A third robot holds a stereo camera pair for 
the vision-system and for operator feedback. Three addi- 
tional cameras are positioned on the walls and ceiling of 
the room. A rack for quick-change tools and spare parts is 
positioned in front of the robots. The robots are mounted 
on lathe beds to provide one additional degree of freedom. 
Figure 2 shows an early version of the actual testbed. Fig- 
ure 3 shows a solid-model simulation of the testbed, which 
will be discussed further in a following section. 
SRI International is consulting for JPL on the integra- 
tion of the different parts of the system. The telerobotic 
system itself is constructed of four subsystems that com- 
prise the main, autonomous part of the robotic system, and 
three additional subsystems that provide for operator in- 
teraction and support the system. The original layout and 
most of the actual coding of the system was determined 
and continues to be developed by JPL. SRI is helping JPL 
to specify the functions of each of these subsystems, and to 
develop the communication between them Besides this gen- 
eral consulting, SRI currently has four deliverable tasks. 
This paper will first discuss the structure of the TDS. 
Each of the four autonomous subsystems will be defined 
and examined, followed by the three additional subsys- 
tems. After this, the four deliverable projects that SRI is 
performing will be examined and discussed. 
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2 The Autonomous Subsystems 
The autonomous portion of the TDS consists of the fol- 
lowing four subsystems: Artificial Intelligence Planning 
(AIP), Run-Time Control (RTC), Manipulation and Con- 
trols Mechanization (MCM), and Sensing and Perception 
(S&P). See Figure 4. Each of these subsystems runs on 
its own separate computer. The AIP uses a Symbolics 
Lisp Machine, while the other subsystems use MicroVax I1 
computers. 
Figure 1: The Layout of the Testbed Setup 
1 Artificial Intelligence 1 Planner 
Figure 2: The JPL Testbed 
~~ 
Figure 3: A Simulation of the Testbed 
Figure 4: The Autonom us Subsystems 
2.1 The Artificial Intelligence Planning 
Subsystem 
The AIP is responsible for planning the actions to perform 
when the system is under autonomous control. The input 
to the AIP subsystem is a description of the problem, and 
a statement of the goal to be accomplished. For instance, 
in the demonstration task, the input is a description of the 
state of the satellite, (including the fact that the electronics 
module is defective), and the goal that the satellite be 
healthy. The AIP plans the actions to take, and directs 
the Run Time Control to execute those actions. 
ORIGINAL PAGE IS 
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Internally, data used by the AIP consists of a rule base 
describing different conditions and the order in which dif- 
ferent procedures must be accomplished. For example: in 
order to have a healthy satellite, the module must be re- 
placed; in order to replace the module, first the old module 
must be removed and then the new module must be in- 
serted; in order to remove the old module, the door must 
be open; in order to open the door, the retaining bolts 
must be unscrewed; in order to unscrew the bolts, the arm 
must pick up a nutdriver and then perform the unscrewing 
action. These rulea are represented and stored in a com- 
mercial expert system, ART, which is used to reason about 
what robot system actions must be taken. 
The output from the AIP is a series of symbolic actions, 
such as “Move to above tool bin,” “Pick up nutdriver,” 
UMove to above bolt #1,” and “Unscrew bolt.” These are 
passed to the Run-Time Control. 
2.3 The Manipulation and Controls 
Mechanization Subsystem 
The MCM subsystem directs the robots. It takes com- 
mands from the RTC, and executes the robot motions on 
the hardware. The MCM uses force feedback, if required, 
to modify the motions of the robots. Currently the MCM 
interfaces with the VAL controllers of the PUMA robots; 
in the future, the MCM may control the robots directly. 
The MCM is responsible for performing atomic (basic, 
low-level) motions. However, it does have some “reflex 
macro” motions that are considered to be atomic, but are 
actually composed of a series of motions. For instance, 
the robot’s nutdriver might be positioned right above the 
bolt, and the MCM might be instructed to “execute un- 
screwing motion.” The robot lowers the nutdriver onto the 
bolt head, and “feels around” until the nutdriver is seated. 
Then, the robot rotates the nutdriver, maintaining appro- 
priate pressure in the direction of the bolt shaft, untilthe 
bolt is unscrewed. This “macro” is actually a series of mo- 
tions. Since this action sequence will always be the same, 
and is only varied on the fine motion scale based on force 
sensor readings, the action is considered to be an atomic 2.2 The Run-Time Control Subsystem 
The RTC is responsible for instantiating symbolic actions 
into robotic motions for the system to execute. It takes 
commands from the AIP, and coordinates the functions of 
both the MCM and the S&P subsystems. The RTC uses a 
collision-detection spatial simulator to verify motions. In 
the future, it will use a collision avoidance module to plan 
paths around obstructions. 
For example, given the symbolic command “Move to 
above bolt #1”, the RTC might perform the following. 
First, the RTC accesses the location of bolt #1 in a data- 
base to instantiate it into a “[4x4]” homogeneous coordi- 
nate transformation matrix. If the precise location is not 
known, or could have changed, the RTC directs the S&P 
subsystem to verify (or determine) the current location 
using vision. Next, the RTC uses a predefined “above” 
distance for that particular bolt to compute the actual lo- 
cation to move to. After this, a “move to above” program 
is accessed, which may actually contain several individ- 
ual arm motions, depending on where the robot is at the 
present time. The RTC executes a predictive collision de- 
tection simulation of the proposed motion, to ensure that 
the robot will not collide with anything when it moves. Fi- 
nally, the actual instantiated robot system commands are 
scheduled and sent to the MCM subsystem, and the S&P 
subsystem if required (e.g., in the previous example). 
motion. 
2.4 The Sensing and Perception 
Subsystem 
The S&P subsystem is responsible for verifying the loca- 
tions of objects by using visual feedback. The S&P sub- 
system has three-dimensional models of all of the viewable 
parts in the testbed. It uses these models, and an edge 
image of the scene extracted from the gray-scale image, 
to perform verification of the position and orientation of 
parts. The vision system can track moving objects (us- 
ing a Kalman filter to predict the location of moving ob- 
jects based on time), use information from multiple camera 
sources taken at different times, and verify the locations 
of partially occluded objects. In addition, randomly posi- 
tioned objects can be searched for and visually acquired; 
however, this takes significantly longer. See [l] for further 
details. 
The S&P reports its results to the RTC, and also sends 
results directly to the MCM when requested. An example 
of a command might be to “verify the location of bolt #1 
at approximate location X.” The S&P decides the most ap- 
propriate camera for viewing that location, takes a picture 
and computes the edge image, verifies the bolt’s location 
using the visual model of the bolt, and returns the refined 
location to the RTC. 
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3 The Additional Subsystems 
Besides the autonomous subsystems, there are three addi- 
tional subsystems that support the TDS and provide im- 
portant functions. These are: Teleoperations (TELEOP), 
the Operator’s Control Station (OCS), and the System EX- 
ecutive (EXEC). See Figure 5. 
/ 
robots 
Figure 5: The Additional Subsystems 
3.1 The Teleoperations Subsystem 
The TELEOP permits the robots to be operated by a per- 
son. This allows greater flexibility in actions that can be 
accomplished, by permitting the operator to perform ac- 
tions that cannot be done autonomously. The TELEOP 
controls two Salisbury “hand controllers,” which each con- 
sist of a handle in a gimbaled cradle attached to the end 
of a pivoted telescoping shaft. Each of these controllers 
permits input in six degrees of freedom. The hand con- 
trollers’ mechanical system are “counterweighted” and use 
bearings to allow fast and smooth motion. Besides pas- 
sively providing location as an input to the system, the 
hand controllers also actively reflect force to the operator’s 
handles as a feedback output. This is used for example to 
communicate contact at the end of the arm, as detected 
by the arm’s force sensor, and to slow the hand controller 
down if the operator is slewing too rapidly and the robot 
arm is lagging too far in its tracking. In the future it will 
also be used to reflect virtual forces from imaginary “force 
fields” around modeled objects, and so assist the operator 
in avoiding collisions [2]. 
The TELEOP also supports the switchover from au- 
tonomous mode to teleoperational mode and back again. 
In the present design, the two system modes are essen- 
tially disjoint. The autonomous system runs by itself and 
drives the robot arms. At any time, the operator can re- 
quest or demand a switchover, and the autonomous system 
either gracefully shuts down, or aborts all actions and re- 
turns control to the teleoperator. The teleoperation system 
then becomes active; the teleoperator can move the arms 
and remedy any anomalous conditions (such as dropped, 
wedged, bent or damaged parts), or can perform neces- 
s a r y  actions that are beyond the dexterity of present-day 
autonomous robotics. When the teleoperator is finished, 
he or she returns control to the autonomous part of the 
system, and the TELEOP becomes inactive. 
An open research issue is the best way of switching from 
teleoperator to autonomous control. The autonomous sub- 
systems depend on knowing the approximate location of 
all objects in the system. In both the present-day TDS, 
and in the eventual space application, this is a reason- 
able assumption; once the satellite has been acquired and 
fixed relative to the robots, the robots, tools, and satel- 
lite parts become a closed system. After teleoperation, 
however, the information in the autonomous subsystems’ 
databases may be invalid. Old parts may be unexpectedly 
moved or missing (e.g., dropped on the floor); the operator 
could conceivably introduce new parts or sufficiently un- 
familiar configurations or modifications of old parts such 
that they would be unrecognizable by the system. 
Assuming that the difficulties are restricted to reloca- 
tions of old parts, at least four possibilities for solving this 
problem are being considered. The autonomous system 
could direct the teleoperator and give instructiqns as to 
which parts he or she is allowed to work on. Or, the tele- 
operator could pick from a menu of standard telwperation 
procedures or states to inform the autonomous system of 
the status of the system. Alternatively, the teleoperator 
could explicitly tell the autonomous system about each 
object that was moved. An advanced autonomous system 
could reinitialize its view of the world by verifying the lo- 
cations of all expected parts and recognizing the intruding 
locations of all relocated parts. 
Perhaps the best solution would be to convert the sys- 
tem from one that is disjoint between the autonomous and 
teleoperation modes, to one where the two parts are co- 
operative and the distinction is blurred. In a futuristic 
system, the autonomous part of the system would remain 
on all the time, and “watch over the operator’s shoulder” 
as the teleoperator works. It would observe where the op- 
erator is placing parts, so that even during teleoperation, 
the system would have a full, accurate model of the loca- 
tions of objects. The autonomous system would also at- 
tempt to understand what actions the teleoperator would 
be performing, and guess what he or she would be trying 
to accomplish. The autonomous system could then direct 
additional arms to assist the teleoperator, or take over if a 
routine task (e.g., unscrewing the bolt) is being performed. 
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3.2 The Operator’s Control Station 
Subsystem 
The OSC subsystem consists of a number of display screens 
and a keyboard in an ergonomically designed layout. The 
operator can monitor the status of the system and enter 
commands for the system to execute. The commands are 
sent to the AIP, the TELEOP, or the System Executive (to 
be discussed). The different ordinary and emergency sta- 
tus messages are displayed for the operator; the operator 
can also obtain views of the work from any of the cam- 
eras, and displays of solid models of the testbed describ- 
ing what the system believes the current location of robots 
and objects to be. The OCS will be equipped with discrete- 
word voice input, and voice output for status messages and 
alarms. In addition, a dual-screen superimposed polarized 
display will allow three-dimensional viewing to operators 
wearing polarized glasses. The input for this will probably 
be taken from the stereo camera pair mounted on the third 
arm, although it could be computer-generated from solid 
models of the scene. 
3.3 The System Executive Subsystem 
The EXEC subsystem is responsible for configuring the 
system, testing each individual subsystem and the inte- 
grated system as a whole, and managing the health of the 
system. It can suspend and resume the entire system or 
pieces of the system, and it is also responsible for main- 
taining an initialization database for the entire system. It 
manages all of the other subsystems. 
The EXEC maintains a library of executable programs 
for the system. This ensures that the system’s software 
is consistent, and that the different versions of executable 
files for the different subsystems are kept up-to-date. When 
the system is initially turned on, the EXEC is responsi- 
ble for configuring the system. Executable files are down- 
loaded and the system is “brought up” piece by piece. The 
EXEC also maintains an initialization database, which is 
downloaded to the different parts of the system once the 
system is running. These will be discussed in greater detail 
in following sections. 
Once the system is running, the EXEC is responsible 
for testing each of the subsystems in turn, to ensure that 
each one is fully configured and capable of running. Each 
subsystem is also directed to test its hardware, if w.y, and 
report the results back to the EXEC. After this, the system 
as a whole is tested: the AIP is directed to plan a minute, 
single movement and take a picture. This command is 
watched as it filters down through the RTC to the MCM 
and S&P, and as the results are returned via the RTC to 
the AIP. If everything works properly, then the system as 
a whole is up and running. Future commands will simi- 
larly test the TELEOP and OCS subsystems’ operation in 
the system as a whole. In addition, the EXEC will even- 
tually be able to “watch over the shoulder’’ of the system 
rn it executes tasks, detect when a computer has become 
“wedged” or has “crashed,” and recover the system from 
this state. 
The EXEC is also responsible for gradual and emer- 
gency shutdowns of the system, and the corresponding re- 
sumption of execution. There will be several grades of 
shutdown, depending upon whether the operator wants 
control when convenient to the system, “soon,” or im- 
mediately; whether the arms are expected to retreat to 
a convenient safe position, finish the current process and 
then stop, or freeze “dead in their tracks;” and whether the 
computer processes are expected to be able to resume from 
where they left off, start over, or be completely deleted. 
System resumption will similarly have to take different 
forms, depending upon the state of the robots and com- 
puter processes. 
4 The SRI Projects for the TDS 
In addition to general consultation on the design and de- 
velopment of these subsystems, SRI International is pro- 
viding four deliverables for the TDS. These include: the 
Network Interface Protocol (NIP), the Robotic Simulator 
with Collision Detection (RCODE), the System Configura- 
tion package, and the System-wide Initialization Database 
and Editor. The position of these packages in the TDS is 
shown in Figure 6.  
Artificial 
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Figure 6: SRI International Contributions 
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4.1 The Network Interface Protocol 
The Network Interface Protocol (NIP) is a package of soft- 
ware that allows communications between different sub- 
modules, with the emphasis on robotic applications. It 
has been delivered and installed on MicroVax machines, 
and SRI is currently finishing development of a version 
for the Symbolics. The NIP is currently implemented on 
top of DECNZT for the Ethernet. However, one of its 
goals is to separate the implementation of the communica- 
tions channel from the actual communications themselves. 
So, if a new technology of communications channel is c h e  
sen, none of the subsystems have to be modified; only the 
implementation-specific levels of the NIP itself have to be 
changed. 
The NIP is specifically designed to facilitate robotic 
communications, which possess slightly different charac- 
teristics from file transfer or mailbox applications. Thus, 
the NIP must support these characteristics. One differ- 
ence is timing. In robotics, transactions typically consist 
of a command issued from a “master” machine to a “slave” 
machine. The transaction remains open until the slave ma- 
chiLe replies to the commyd. However, instead of replying 
dirdctly, or in a few tenths of seconds, in typical robotic ap- 
phcations the slave (for instance) might execute a motion 
with a physical arm and not reply back until the motion 
has finished, which may require seconds or even tens of 
seconds-and the delay time may be unknown ahead of 
time. 
A robotic motion 
may be prevented from finishing (especially in the case of 
force servoing) but still be active, so that it is problematical 
to state even objectively whether the motion has failed or 
not. Similar real-world effects exist in vision applications, 
where (for instance, if presented with a textured pattern, 
perhaps caused by a bad reflection) an unknown, signifi- 
cantly large number of “blobs” or “edges” can effectively 
cause the vision system to stop returning answers, while 
the vision system itself believes that it is properly per- 
forming its functions. In addition, robotic applications are 
notorious for finding unexpected ways to crash the com- 
puter they are running on. Problems such as trapping on 
division by zero or stack overflow, or handling a dropped 
synchronous communications line to a hardware device, 
must be detectable and recoverable. Thus, robotic com- 
munications must be flexible: they must support transac- 
tions that remain open over long periods of time, where 
it is problematical whether the slave will actually return 
with an answer or not. 
However, other characteristics must be supported. The 
master might not be able to afford waiting for the return, 
SO the communications must have the option to be pol- 
lable: the master can continue processing, and periodically 
check back to see whether a message has arrived yet or not. 
Another difference is completion. 
Some communications are urgent and should not remain 
in an input queue, so they should be able to trigger inter- 
rupt servicing routines in the application program. With 
some communications, normal processing cannot proceed 
until an answer is returned, so the NIP must also support 
waiting for a response, with an optional time-out clock. 
Other requirements, such as supporting simultaneous con- 
versations, are too numerous to mention here. The NIP 
provides such a communication package that is tailored 
for robotic applications. 
4.2 The Robotic Simulator with Collision 
Detection 
The Robotic Simulator with Collision Detection (RCODE) 
presents a spatial occupancy model of the robots and parts 
in the scene, that is used to determine whether a collision 
would occur with a certain movement or not [3]. Objects 
are modeled using a CSG (constructive solid geometry) 
system, employing the volume primitives sphere, cylinder, 
box, and half-space, and the construction operator union 
(intersection and subtraction are not supported, due to the 
nature of the algorithms). Device-independent wire-frame 
and Z-buffer shaded-surface graphics are provided by the 
system; an example of a model of the TDS is shown in Fig- 
ure 3. Joint-interpolated, straight-line, and user-specified 
trajectories are supported. Movement simulation is per- 
formed using the stepped-move approach; that is, a single, 
stationary scene is tested, the moving robots’ positions are 
incremented slightly, and the next scene is tested. The sys- 
tem can test an average scene in about 0.2 seconds on a 
VAX 750, through use of a hierarchy of enclosing volumes. 
The RCODE package has been installed at JPL. It is 
used by the RTC subsystem to verify arm motions to be 
sent to the MCM. Other collision detection algorithms, 
such as that proposed by Canny [4], are also being inves- 
tigated. Currently, the arm can only move directly to a 
specified goal location, and the collision detection package 
verifies the proposed path. In the future, a spatial oc- 
cupancy simulator may be used by a routine to generate 
original collision-free paths, such as the one reported in 15). 
Collision-free path planning is important because it is the 
link between artificial intelligence and robotics that allows 
the system to start to become truly autonomous. 
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4.3 The System Configuration Package 
At startup time, the System Configuration package down- 
loads executable and data files to all of the other comput- 
ers, and establishes computer processes and communica- 
tion links in the system, in order to bring the system up. 
A schematic diagram of the configuration package is shown 
in Figure 7. The configuration package is currently in the 
desim stage, and will be delivered by the end of 1987. 
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Figure 7: System Configuration Package 
Configuration actions that the System Configuration 
package must perform include: downloading executable 
files, downloading data files, killing all unauthorized pro- 
cesses, starting a process by executing a file, initializing 
(starting up) a running process by downloading initial- 
ization parameters, downloading an initialization run-time 
data-base to a running process, establishing communica- 
tidn links between running processes, prompting the user 
and waiting for verification (for such things as turning on 
a hardware device), testing the status of a process, killing 
a specified running process, testing a hardware device con- 
trolled by a process, testing a communications link between 
two processes, and allowing an initialized, running process 
to “take off” and actually perform in the system. 
Even given the actions needed to set the system up, 
con6guring a robot system is not straightforward because 
of dependencies that exist in the order in which the con- 
figuration actions must be performed. For instance, in the 
TDS, the subsystems are arranged in a control hierarchy 
80 that some computers send command messages to other 
computers. This requires those computers to be running, 
initialized, and ready to receive those commands, before 
those commanda are sent. Before any system messages can 
be sent at all, the different coirirnunication links must be 
established between processes. Many of the processes re- 
quire initialization, or special data-bases to be downloaded 
to them, after they are running but before they are ready 
to become part of the system. 
In the initial version, the order dependencies will be 
handled by a programmer creating a command file of con- 
figuration actions that is sent to a command interpreter 
driving the configuration package. Subsequently, a sim- 
ple backwards-chaining rule-based system will be created, 
to take a list of dependencies, automatically generate the 
pioper order, and drive the configuration package. 
4.4 The System-Wide Initialization 
Database and Editor 
The Initialization Database will be used as part of the sys- 
tem configuration sequence to initialize the system with 
a given status, i.e. appropriate parts of the database are 
downloaded to running processes. The Initialization Databas 
is responsible for the entire system; the database must 
store all the data used by all of the different subsystems 
in the TDS. Therefore, the design of the database must be 
general enough to store all types of data currently used by 
the system, and to allow for expansion for future types of 
data that may be introduced. For this reason, SRI is de- 
signing a “flavor” based modeling scheme [SI that is able to 
represent both objects and network relationships between 
objects. 
Each object in the database has a number of slots, each 
having a name and an indication of the type of informa- 
tion that may be stored there. The permissible types of 
information are not limited; in particular, the specified 
type can be a scalar, vector, character, or string, an ar- 
ray, a member of a user-defined set, a pointer to a link, 
or even a list of items. Objects are connected into net- 
works with directed links; the link is also allowed to have 
information slots. Slot values for objects and links may be 
Object 
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Figure 8: Objects and  Network Connections 
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specified, or they can be defaulted to the normal value for 
that type. Since objects can be composed of slots of any 
type, and since arbitrary network structures can be built 
out of directed links, we anticipate that the design should 
be general enough for future expansion. 
An example object might be the data-base entry for 
storing the information about a bolt. The bolt has such 
information slots as name, object type, absolute location, 
weight, visual model, graphics display model, and spatial 
occupancy model. It also has links to various networks 
such as those called relative location, obstructs, virtual 
enclosing object, articulation (attachment type), and is- 
an-assembly-of. A relative location link between the bolt 
and the door for instance might have the slots link-type, 
forward [4 x4] transformation, relative-from-object, back- 
ward transformation, and relative-to-object. 
In addition to the database, SRI is developing an editor 
to be used in entering information into the database. Be- 
sides the customary adding or deleting an object or mod- 
ifying an object’s slots, users will be able to define and 
modify object types. Both the editor and the database are 
expected to be delivered by the end of 1987. 
I 
5 Conclusion 
This paper has presented a discussion of the current state 
of JPL’s Telerobotic Demonstration System testbed, and 
the system integration work that SFU International is per- 
forming to help realize this testbed. The system was di- 
vided into autonomous mode subsystems, and additional 
subsystems (including Teleoperations); the workings of each 
subsystem by itself and how the subsystems integrate into 
a complete system were discussed. Finally, specific deliver- 
ables being contributed by SRI were explained. The goal of 
the TDS is to pull together the current state-of-the-art in 
teleoperations and different robotics areas. The different 
autonomous mode subsystems are expected to be demon- 
strated separately at the end of 1987; the entire system is 
expected to be demonstrated at the end of 1988. 
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Abstract 
The thrust of automation and robotics for space applica- 
tions has been proposed for increased productivity, improved 
reliability, increased flexibility, higher safety, and for the per- 
formance of automating time-consuming tasks, increasing 
productivitylperformance of crew-accomplished tasks, and 
performing tasks beyond the capability of the crew. This 
paper provides a review of efforts currently in progress at the 
NASA/Johnson Space Center and at Rice University in the 
area of robotic vision. Both systems and algorithms are dis- 
cussed. The evolution of future vision/sensing is projected to 
include the fusion of multisensors ranging from microwave to 
optical with multimode capability to include position, attitude, 
recognition, and motion parameters. The key features of the 
overall system design will be small size and weight, fast sig- 
nal processing, robust algorithms, and accurate parameter 
determination. These aspects of visiordsensing will also be 
discussed in this paper. 
L Introduction 
The Space Station, a major goal of our spoace program 
over the next decade, has been planned as a multipurpose 
facility in which missions of long duration can be conducted 
and supported. These missions will include science and appli- 
cations, observation, technology development and demonsm- 
tion, commercial laboratories and production facilities, opera- 
tional activities such as servicinglmaintenance, repair of satel- 
lites, support of unmanned platforms, assembly of large space 
systems, and as a transportation node for transfer to other 
orbits and planetary missions. An important technology area 
foreseen to increase productivity and enhance astronaut safety 
is automution and robotics (A&R). The use of A&R for the 
Space Station can be viewed in two major areas: 
teleoperated/robotic systems for servicing, maintenance, 
repairs, and assembly; and computerized systems to reduce 
the manpower requirements of planning, monitoring, diag- 
nosis, control, and fault recovery of systemslsubsystems. In 
addition to increase in the productivity through autonomy, 
A&R will result in increased operational capability, and flexi- 
bility. R o W c  operations for the Space Station will involve 
maintenancehepair of the entire StructuE including various 
subsystems, orbiterlsatellite servicing, astronaut assistance, 
equipment transfer, docking and berthing, inspection, remote 
monitoring, rocket staging, telescience, and assembly of the 
Station and large structures. To aid the astronauts in various 
tasks and replace him/her from some activities, robots must 
perform beyond the current state of the art by responding to a 
high degree of environmental uncertainity and operational 
flexibility. In order to accommodate various performance 
goals in robots, design concepts have been proposed by many 
organizations [ 1,2,3,4,5,6]. One approach advanced by the 
NASA/Johnson Space Center (NASA/JSC) involves using the 
Shuttle Remote Manipulator System (RMS) for Space Station 
Assembly (Figure 1). The next step in the use of A&R would 
be the Space Station Mobile RMS (now known as Mobile Ser- 
vice Center (MSC)). With the MSC tasks such as the final 
Station assembly, Station/satellite maintenance and repair, and 
routine inspections could be accomplished. The Orbital 
Maneuvering Vehicle ( O W )  could similarly be used for the 
retrieval and repair services. As a final step, robots could be 
made'autonomous and free-flying for inspection, retrieval, and 
repair tasks. A simplified schematic which shows the func- 
tional elements of an automated system is presented in Fig- 
ure 2. One of the key elements of the system is senring and 
perception. Its primary function is to provide information 
regarding the position of the object in its environment relative 
to the system's effector. This function involves isolation, 
description, identification, location, and data transmission. In 
a broader context a class of object properties which include 
geometric, mechanical, material, optical, acoustic, electric, 
magnetic, radioactive, chemical, and weight may be needed. 
The type, volume, and precisiordaccuracy of the data needed 
will depend on the nature of the task to be accomplished. 
As the robotics era dawns in space, vision will provide 
the key sensory data needed for multifaceted intelligent opera- 
tions. In general the 3D scenelobject description along with 
location, orientation, and motion parameters will be needed. 
microwave and optical with multifunction capability. The 
fusion of the information from these sensors, to provide accu- 
rate parameters for robots, provides by far the greatest chal- 
lenge in vision. Furthermore, the compression, storage, and 
transmission of the information associated with multisensor 
capability require novel algorithms and hardware for efficient 
operation. 
In this paper, the vision data requirements are discussed 
from the standpoint of various applications. A review of the 
advanced systems technology for space applications is pro- 
vided. The progress in the area of algorithm development fa 
parameter estimation is summarized. Future concepts in b d  
sensor and algorithm development are elaborated. 
Sensor complements may include both active and passive U 
i 
, 
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11. Vision Requirements 
The vision requirements for space robotics an character- 
ized by environmental factors and tasks that the robot has to 
perform. The natural space environment consists of intense 
light and dark periods. At a nominal Space Station altitude of 
270 nmi, the sunlight intensity will fluctuate between about 
sixty minutes of extreme brightness (13,000 footcandles) and 
thirty minutes of nearly darkness [7]. Furthermore, due to the 
absence of atmosphere, light is not diffusedfscattered. Conse- 
quently, the uncnhanced images have large contrast with 
intensity changes of the order of 10. The intense specular 
reflections combined with camera performance can cause 
bloom and Fraunhofer/Airy rings resulting in scene obscurity. 
Further complexity results from other objects, such as stars, 
moon, sun, Earth, and other satellites in the field of 
view(F0V). Object reflectivity can also pose problems for the 
vision systems. Most space systems are painted white or 
finished with smooth, specular materials to provide highly 
reflective materials. The ubiquity of white surfaces intensifies 
the problem of relying on photometric data for object 
identificatioddiscrimination. A secondary source of concern 
affecting vision is the absence of gravity. For free flying and 
tethered objects there would be an increased number of posi- 
tions and orientations in which the objects may improve due 
to the lack of disturbances caused by aerodynamic and gravi- 
tational forces. 
Many tasks have been proposed for robotic operations in 
the Space Station era. The most significant tasks include 
assembly of space structures, maintenance and repair, inspec- 
tion, and aidhtrieving of astronautS during Extra-Vehicular 
Activity (EVA). Assembly can include mating structures, 
bolting, locking, and forming joints in the structure itself. For 
the Space Station assembly initially the Shuttle Remote Mani- 
pulator System (RMS) controlled by astronauts in the cabin 01 
EVA can be used. This can be followed in the later stages of 
assembly by the Space Station Mobile Service Center (MSC). 
As time proceeds, the assembly pmesses could involve Orbi- 
tal Maneuvering Vehicle ( O W )  or a free flying robot with 
robotic arms and various sensors for vision (Figure 3). 
In the case of Space Station the maintenance and repair 
tasks can include structural damage, failure of systems and 
components, cleaning and storage of space debris, and 
environmental effects on the spacecraft. Inspection is the first 
significant part of the maintenance and repair activity. The 
inspection can include low velocity encounters with solar 
array, thermal radiator, hulls, windows, TV cameras, heaters, 
fluid containers, aging composite materials, printers, record- 
ers, and door mechanisms. The unpredictable nature of 
maintenance and\’rcpair tasks creates a problem in the 
development of the capabilityldesign of space robots. The 
vision capabilities must be adaptivdversatile to accommodate 
thcse uncertainties. A detailed comparison of data using com- 
puter stored scenes/identification parameters with data from 
distorted/damaged systems, structures, or components yields 
the failure or absence of the parts. Another crucial application 
of the space robot is the retrieving or aidhg of EVA or Man 
Maneuvering Unit (MMU) seated astronaut. This task can be 
thought of as a special one belonging to a class of retriever 
and repair of spacecrafvorbiting objects. The 
roboWmanipulators (such as RMS, MSC) can be operated by 
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humans using teleoperation. The commands and other vital 
data are transmitted using communications systems. In more 
advanced concepts, the humans act as supervisors, setting 
schedules, tasks, and evaluating the performance of the robots. 
When this interaction is neglegible, the robot can act auto- 
nomously. 
For a direct control teleoperator systems, the primary 
function of robotic vision is to provide information about the 
position of the object relative to the system’s effector. In a 
direct controlled teleoperator system, some subfunctions may 
be allocated to the humans. In particular, the object 
identification can be delegated to humans. In a goal-directed 
teleoperator system, reliability and flexibility has to be incor- 
porated so as to allow it to search, identify, and locate parts 
based on existing data base. In the absence of the vision sys- 
tem the required object identification and position data has to 
be entered manually. In general, for the autonomous robotic 
systems, three levels of information are needed. These levels 
pertain to the scene/world in which the objects are located, the 
objects themselves, and the specific parts of the objects. In 
most tasks an envelope of paramenters can be preprogrammed 
into the system. For example, in docking and berthing appli- 
cations the robotic visiodsensing may be needed within a 
cone of thirty degrees to a distance of fifty meters. Beyond 
this spatial zone, a radar system may be used for 
tmcking/monitoring the object motion. 
The levels of hformation depend on the application 
involved. As an example in the satellite servicing area, the 
visiodsensing system may have to provide the necessary 
information to guide a robotlastrobot to a particular area, say 
an antenna feed. The satellite could be rotating and translat- 
ing simultaneously. Furthermore, the antenna could be gim- 
baling with a certain motion. In this scenerio, the data would 
not only include a 3D dynamic description of the targevobject 
but also its position and rotational parameters with respect to 
the satellite. To accomplish this, algorithms needed for 
the parameter estimation. The visionkensing instrumentation 
in this case would not only involve fixed field of viqw vidw 
systems, but laser/millimeter wave radars which $uld be 
slaved to the antenna feed motion. Doppler signal processing 
at microwave or optical frequencies can be used to sense mov- 
ing parts within a scene. The implication on the 
visiodsensing systems is clear, several sensors are needed to 
complete the basic information needed for an autonomous 
robot. Clearly, for space applications the size, speed, and 
weight parameters are of paramount importance. Autonomous 
robot perfonnance depends crucially on the vision capabili- 
ties. In certain operations, humans can be surpassed by robots 
due to memory and vision. Robotic vision can allow more 
precise measurements and faster response during time-critical 
situations. Other limitations of humans include fatigue, a lim- 
ited spectrum, and inaccurate color and grey scale resolution. 
Robotic vision provides an opportunity to utilize active and 
passive sensors in microwave, and opticallinfrand bands. 
Furthermore, polarization and lookangles can be optimized to 
accurately measure scene parameters of interest. The vision 
exttnsion to shadowed and occuluded regions is important in 
many applications. The illumination intensity variations 
along with shadows can be used to determine the relative 
motion between the camera and the object. Structured multi- 
spectral illumination can be used to derive the 3-D description 
of the target. Mathematical models coupled with real-time 
imageryldata can be used to derive the motion and shape 
parameters. Associated with the sensory data is the need for 
computer architectures which provide high-speed processing, 
parallel computationslalgorithms, associative memories, and 
intelligence. The transfer and reduction of the sensor data 
requires an efficient communications subsystem [8]. 
Moving objects in space need to be recognized and 
defined in terms of their position, orientation, and velocities 
for proximity operations. Soft docking is an important opera- 
tion for many robotic activities. A detailed analysis of dock- 
ing for robotic manipulations shows many benefits can be 
entailed with accurate tracking sensor data. The perturbations 
of the targetfobject position and attitude can be minimized by 
using accurate measurements of distancelrange and velocity. 
The relative velocity and maximum shuttle RMS tip force for 
the docking of Shuttle to Space Station were analyzed by Mis- 
sion Planning and Analysis Division of NASAlJohnson Space 
Center (JSC). The capture stopping distances and the relative 
velocities for various forces are shown in Figure 4. With the 
knowledge of very accurate relative velocity (0.1 ftfsec) the 
perturbation force can be minimized at a particular stopping 
distance. The same result holds for a robot docking with a 
satellite, etc. Based on these considerations a laser docking 
sensor is now under development at JSC to provide perfor- 
mance goals as stated in Table 1. This is an illustrative exam- 
ple of the type of vision data needed in addition to the 
imagery. The overall scope of the vision data needed for the 
proposed JSC EVA Retriever project is depicted in Figure 5. 
A multi-sensor vision system has been proposed for this appli- 
cation. To achieve independence of the sunlight and to 
enhance accuracy, a multiple structured illumination source 
with controllable intensity, wavelength, polarization, field of 
view, and angles of incidence can be incorporated to alleviate 
limitations in vision systems being 
proposed by many organizations [9,10,11]. In the develop- 
ment of the space vision systems cost effectiveness, speed, 
small size, lightweight, high reliability and flexibility, and 
ease of operation must be 
considered. 
HI. Vision System ConceptdTechnology 
The initial use of vision for the Space Station could be to 
provide feedback to the human operator of the robotic struc- 
ture. In the initial vision systems, NASA anticipates the use 
of stereo televisions for labellfeature based object recognition 
[12]. Color and 3-dimensional imagery will be important to 
both telepresence and robotic vision. NASA’s television pro- 
gram from Apollo through the Space Shuttle programs has 
been one of high crew and ground participation and control. 
Several limitations of these earlier video systems have already 
surfaced. One notable one was during the Solar Max Satellite 
repair when the shadowed surface could not be approached, 
and the grappling of the Solar Max was severally restricted 
because of limitations with the manual camera light level con- 
trols. For robotic application, several features must be added 
to the presently available space television system. 
Specifically, predictive auto focusing, programmable predic- 
tive scene control with auto zoom, gamma, and iris, automated 
or voice controlled pan, tilt, pointing, and scene tracking capa- 
bility. Illumination affects the scene definition and is, 
therefore, critical to the robot’s performance. The lighting 
technique should involve a combination of artificial lights and 
natural sources (Figure 6). The parameterslperformance for 
the artificial light should include programmable wavelength, 
polarization, intensity, and angle of incidence, as well as the 
number and positioning of these light sources. The natural 
incident light from sun, moon, Earth, and stars should be 
characterized in terms of both color and intensity on the sur- 
face of the scenelobject which is being viewed. For Space 
Station, a light intensity of 100-foot candles at the working 
surface is considered desirable [7]. For limiting glare, polar- 
ized filters can be used for both lights and cameras. The 
modes of lighting can include strobe lighting to eliminate 
motion blumng, infraredhltraviolet illumination to reduce 
glare, and structured lighting to achieve 3-dimensional robotic 
vision [7]. 
Articulation mechanisms for cameras and lighting should 
incorporate flexibility. These mechanisms would form a 
significant part of the closed-loop control for endeffector 
tracking, stereo camera adjustments, and autonomous opera- 
tions. In the case of stereovision, the focal length, intercamera 
distance, and inter-camera angle must be automatically 
adjusted to provide optional stereo acuity. In the case of mov- 
ing objectslscenes, the vision articulation should provide the 
feedback to determine the trajectory to a particular point on 
the objectfscene. 
Several technology innovations are envisioned for mak- 
ing television’s multi-features highly reliable [ 131. Solid-state 
cameras, based on charged coupled device (CCD) or charge 
injection device (CID) technology with variable spatial resolu- 
tion, with panels in the order of 1 0 2 4 ~  1024, can feature 
automatic zoom and ability to detect objects as small as 2 mil- 
limeters at a distance of l meter. Furthermore, the density of 
the sensing elements can be patterned after the eye with high 
resolution in the middle and low resolution in the peripheral 
vision. Brightness filters, automatic iris, and automatic gain 
control can be incorporated to allow handling of high intensity 
sunlight. Intensities of sun can range up to 13,~O-foot can- 
dles necessitating bloom protection, large dynamic range, and 
protection from burn-in [7]. Similarly, sensitive nightfdark 
vision modules with nonblooming characteristics are needed. 
In particular, very high quality and resolution imagery is 
needed to meet robotic vision requirements. In certain appli- 
cations, large format cameras capable of precise image men- 
suration at the pixel level may be required. In some applica- 
tions, design features favorable to telerobotic vision applica- 
tions may be incorporated to identify and determine 
aspecvattitude of various objects. Object shapes, color, and 
markings are some of the parameters useful for this purpose. 
Color vision offers an additional capability for the recognition 
of objects. The levelslshades of colors used in robotic vision 
can be substantially higher than can be distinguished by the 
human eye. Its immediate effect on the design of the video 
system is added complexity, data processing, and resultant 
cost. Furthermore, the rate of data transmission increases 
significantly. Infrared cameras may be extremely beneficial in 
the location of objects in the dark and occluded areas. 
Although inherently low resolution, infrared imagery can pro- 
vide gross identification of the objects. 
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The accuracy of television-based measurements is 
adversely affected by the presence of the earth, sun, moon, 
and/or stars directly in the field of view (FOV) of the camera 
system. CID video implementations can allow reduction of 
image blooming and removal of the limited area in the FOV 
corresponding to the sun, moon, and/or stars. In the case of 
the extended background provided by Earth, selection of 
appropriate operating optical wavelength for the video system 
can reduce or eliminate this backgrouund radiation. A 
wavelength of 0.94m provides an attenuation of 21.6 dB due 
to water absorption in the earth’s atmosphere [ 141. Video sys- 
tems have been developed at JSC in this band for future use in 
space robotic applications [13]. 
Automation in TV operations can be incorporated by 
processing the imagery to determine parameters which are 
needed in the feeback loop. One such parameter is a particu- 
lar object in the scene to be tracked as it moves. Recognition 
of the object, along with position of its centroid as a function 
time, are needed to point the TV to this object. Accurate algo- 
rithms for such parameter estimation in presence of 
rotatiodmotion and multi-object environment are presently 
under development at’ many institutions. A complementary 
and independent automation feature in space TV operation can 
use voice control. Such an implementation has been 
developed at JSC [15,13]. This voice control system (VCS) 
allows hands-off control of TV functions including: (1) mon- 
itor selection, (2)camera selection, and (3)pan, tilt, focus, 
iris, zoom, and scene track. Future use of voice has been pro- 
jected to include the EVA astronaut In this application, the 
astronaut can ask for Heads Up Display @IUD) of vital data 
from the Shuttle computers. The data can include system 
parameters, orbital parametershcation, system status, and 
particular subsystem data. The technology innovations for 
future VCS include speaker independenceluser-trained, very 
large vocabulary, and isolated and continuous speech recogni- 
tion. 
The need for video data to be able to interface with digi- 
tal processors/computers has given impetus to digital TV tech- 
nology. For the solid state implementations using 
VLSIIVHSIC, recognitiodprepro- cessing algorithms can be 
implemented on the same electronics chips making the size of 
these video imagers small. As this technology is rapidly mov- 
ing forward, the need for handling and transmission of high 
data rates is becoming obvious. For a video system at 5 MHz 
baseband, an 8-bit digitization would generate 80 MBPS data 
stream. For color TV implementations and multiple systems, 
this bit rate can multiply significantly. For real-time process- 
ing of this data, compression techniques have been proposed 
which can also be implemented by innovative chip designs. 
The compression algorithms should be automatic and tran- 
sparent to users, not destroy or discard any relevant informa- 
tion, and compress/ decompress data at speeds significantly 
higher than the associated device data transfer speeds. 
Fourier optical processing offers a method of high speed 
parallel processing of data needed to support automation and 
robotics applications (Figure 7). The inherently parallel 
nature of optical processing, coupled with the easy and natural 
optical Fourier transform and the programmable masks, can 
obviate numerical processing for many applications. The 
masks are used to modulate the optical Fourier transform of 
the input scene. An optical rctransform then allows direct 
detection of, say, the mathematical correlation between the 
viewed sceneldata and the reference imageldata. This scheme 
allows correlation or convolution computations in a rapid 
manner; the speed essentially controlled by the recalling of 
computer-memorized data and transfer of the input scene to 
the programmable masks. Texas Instruments, under 
NASA/JSC sponsorship, has fabricated an early prototype of 
this processor. Many improvements in the performance of 
these processors are envisioned for operational use. Designs 
are needed for Deformable Mirror Device @MD) high spatial 
resolution, accuracy, and reduction of nonlinear effects caused 
by diffractiodscattering. The phase-only nature of these pro- 
cessors results in loss of correlation due to rotation and trans- 
lation of the objectlscene. Work is in progress at JSC to incor- 
porate rotation-invariant filtering (directional filtering) for 
compensating the phase-only correlation effects. 
Another rotation-invariant methodology is the use of a 
transformation such as the logarithmic spiral grid for picture 
digitization to make it to correspond to the human eye [ 16,171. 
This spatial mapping from a high resolution imager to the 
input modulator in the correlator results in insensitivity to 
scale and rotation of a viewed object. Changes in scale and 
rotation of the input image become displacements in the corre- 
lation plane (Figure 8). Continued development of various 
mappings will result in the design of VLSI cameras whose 
receptor patterns are best suited to drive a subsequent optical 
correlator. 
Another processing technology can be based on neural 
networks. Neural networks are patterned after the human neu- 
rons in the brain and can be termed as the learning networks. 
Hardware implementations of neurocomputers has already 
made it to commercial markets. For example, the TRW Mark 
III has 8100 processing elements and 417,000 interconnec- 
tions. As a coprocessor to the VAX computer, it speeds 
operations by a hundred times. Analog electronic neurons 
have been assembled and connected for the analysis and 
recognition of acoustical patterns, including speech 181. To 
recognize speechhounds at the phoneme or diphone f cvel, the 
set of primitives belonging to the phoneme is decoded such 
that only a neuron or nonoverlapping group of neurons fire 
when the sound pattern is present at the input. The output 
from these neurons is fed into a decoder and computer which 
then displays the phonetic representation of the input speech. 
Similarly, neural network architectures/algorithms have been 
proposed to provide anthromorphic framework for analysis 
and synthesis of learning networks for correlation, 
identification, and tracking applications [ 191. The current 
technology allows 100-million processing elements along with 
100-million interconnects. By late 1990’s one billion neuron 
networks, with 10 billion interconnects, can be projected as 
technology in this area advances rapidly. Increases of the 
number of neurons on a single chip are projected to ten 
thousand. These analog neuro-network processors can then be 
directly used for videolscene recognition and mensuration. 
Images of space scenes/objects in certain aspects can be 
memorized on the neural networks. Based on this data, new 
aspect object views of the incoming data can be recognized 
using interpolation and extrapolation techniques. 
444 
For 3-D vision, range information to each pixel can be 
added to the video imagery. Laser scanning devices capable 
of giving angles/position and ranges to each pixel within the 
field of view provide the depthheight profile of the object. 
Included in these measurements can be the laser reflectance of 
the pixel. Two technologies of the solid-state laser vision 
devices currently available are those using mechanical motion 
of mirrored surfaces, and those that involve an inertialess 
change in the optical properties of the transparent medium. 
The latter class includes diffraction of light from an acousti- 
cally generated periodic structure. Phased-arrary solid-state 
scanning devices are also currently under development. These 
devices have the promise of providing fast, accurate, and 
lightweight laser vision. Another application of the laser 
range data can be in the automatic zoodfocus of video sys- 
tems. The laser vision measurements are dependent on the 
intensity of reflected radiation. If coherent radiation is used in 
order to generate an image of the object information from the 
amplitudes, as well as the phases of the scattered radiation, a 
3-D reconstruction of the object can be made. Such devices 
are known as holographic devices. The source of coherent 
radiation can be a solid-state laser that can, in principle, pro- 
vide a resolution of the order of about 1 m. Part of the radi- 
ated beam is deflected toward the detector (Figure 9), where it 
interferes with the backscattered light from the object. The 
hologram can then be generated using known reproduction 
processes, or a 3-dimensional description of the object such as 
a Fast Fourier Transform m). Several applications of holo- 
graphic scanners have been discussed by Sincerbox 1201. 
Some of these are directly applicable to space robotics sys- 
tems. 
Microwave systems have been used to detect relative 
speed of objects and their range in many applications. Their 
use in space robotics applications is being studied at 
NASA/JSC. In particular, millimeter wave radars provide 
attractive performance parameters in addition to their small 
size. The possiblity of broader beam than laser systems makes 
these sensors attractive for initial acquisition of moving 
objects. A radar at the frequency of 100 GHz has been 
developed at NASA/JSC [21]. This particular system is for 
use on a Man Maneuverable Unit (MMU) to provide relative 
range and velocity to the object. The radar is designed to 
operate over the range of speeds from 0.1 to 2.0 fps. This type 
of radar operating at several carrier frequencies can be used to 
measure backscattering coefficients for various polarization 
combinations. These coefficients are object structure depen- 
dent. There is also the possibility of penetration through ther- 
mal protection and obscuration caused by nonmetallic objects. 
This data can be utilized in an interactive manner with that of 
the video systems to provide scene definitionlparameters in 
certain situations/scenerios. 
Another promising microwave technique is the time- 
domain imaging. the synthesis of the scattered electromag- 
netic field distribution over an object plane. The transmitted 
pulse is an impulse source offering higher instantaneous 
signal-to-noise ratio, higher resolution, and option for echo 
time gating. Technology advances in the fast pulse generators 
and sampling devices allow the fabrication of time-domain 
imagers in picosecond region with measurements and record- 
ing of both phase and amplitude of the returnedltransmitted 
signal. The scattered signal can be formulated as the 
convolution of the source with the transmitter, receiver, and 
scatterer responses [22]. From a set of timedomain responses 
obtained from different viewing directions, the two- 
dimensional field distribution is synthesized using a technique 
similar to the one in tomography [23]. The resultant image 
closely resembles the object geometry [22]. Thus, time- 
domain impulse imaging is another tool in extracting physical 
information about the object 
Space telerobotic and autonomous robotic operations 
have to be monitored and controlled remotely without the 
availability of hardline power and data services. The 
robotslend effectors must reach small, crowded, or restricted 
space. The communications system on the robot has to be 
able to transmit multiple channels of high-quality video and 
high rate data from other sensors. In most implementations, it 
should be able to receive high-rate data from the control and 
monitoring station. The coverage for the robot/end effector 
should be spherical without blockagelinterference from the 
system. Furthermore, the time delays through processors, 
prime power, size, and weight should be minimized. In view 
of these desired performance goals, higher wavelengths would 
be attractive for communication systems. The bands could 
include millimeter wave and opticahfrared. InfraredLaser 
communications offer unique advantages which are being 
explored at JSC. The design features include multi-access, 
packetized, high-rate, broad-beam links. 
This section has dwelt on a broad set of concepts for sys- 
tem implementations for robotic vision. Active and passive 
sensors in microwave, optical and infrared bands, along with 
high-rate communications systems, are needed for various 
vision applications. Superconductivity devices/systems will 
have a significant impact on the vision systems design and 
performance. Examples of systems benefiting from this tech- 
nology would be: (1) millimeter wave high efficiency distri- 
buted antennas with broadband and large beamwidth perfor- 
mance, (2) microwave power switches, networks, and distri- 
bution circuits resulting in substantial reduction in power loss, 
and increase in bandwidth and sensitivity, (3) development 
of optical and infrared detector cameras for low level/dark 
sensing, and (4) development of programmable signal proces- 
sors, neuro-networks for speech and scene recognition, and 
communications monitoring/ control processors. 
IV. Information Processing Algorithms 
The processing of video data at various information lev- 
els, spanning from the data level to the intelligence level, is 
driven by algorithms. As mentioned earlier, the result of this 
processing is to provide a human operator or a robot with the 
parameters needed to control a mechanism. In other instances 
the processing leads to a high level descriptionhnterpretatim 
of the observed scene for consumption by a human or robotic 
supervisor. 
- 
In a given application the set of vision algorithms m y  
grouped into three stages, depicted in Figure 10 and expl J 
in detail in [24]. These three stages provide a meaningf 
rationale for a CAD-based vision under current developmr 
at Rice. 
which sends the noisy pixel data into a set of labeled feu! 
Typically, there are three types of features, namely, corr 
(1) Thejirsr sfage is an Image Preprocessing Stage C 
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vertices, edges, and shaded regions corresponding to surface 
patches on the imaged object. In a given application one may 
use any one of these types of features or a combination of 
some or all of them. For example, a common set of features is 
the wireframe Wf of an image f of an object 0,. The 
wireframe Wf consists of the set of edges and comers present 
in the image f. The wireframe of the image of a cube is 
shown in Figure 1 la. >From now on, we will assume that the 
output of the IPS is a labeled wireframe. A typical sequence 
of algorithms constituting the IPS would be algorithms for 
Gaussian filtering, Sobel operation, thresholding, median 
filtering, and contour thinning. Other sequences of image pro- 
cessing algorithms can be selected, depending on the type of 
the image data used. The wireframe of a mock-up of the 
Space Shuttle of Figure 12 extracted using these operations is 
shown in Figure 13. 
(2) The second stage is what we call a Symbolic 
transformer (ST) (see Figure 10) which maps the labeled 
wireframe Wf into an attributed graph G(Wf). One way of 
converting W f  into G(Wf) is to map each face Fi (the 
region enclosed by a mesh in the wireframe) into the node Ni 
of the attributed graph G(W$ and the edge defining the boun- 
dary between two adjoining faces, say Fi and F j ,  into the 
link lij  of the graph. Refemng to Figure 11,  the graph G(Wf) 
corresponding to the wireframe Wf of the visible surface of 
the cube of Figure Il(a) is mapped into the subgraph within 
the dotted curve (consisting of the nodes N l  , N 2 ,  and N3 
and the links joining these nodes to each other) of the graph of 
Figure ll(b). The whole graph of this figure corresponds to 
the wireframe of the entire surface (visible and occluded) of 
the cube. In such a symbolic representation, we assign an 
attribute (feature) vector to each node and each link in the 
graph. Thus, let an m-vector I ’  = cof ( I t ,  ..., I; ) represent a 
set of attributes (features) associated with the face Fi which 
are invariant under 3D translations, scalings, and rotations. 
Examples of such I ’  are the sets of numbers expressing the 
Gaussian curvature or. mean curvature of Fi . We call the 
attributed graph G (q) obtained from G (11) by assigning to 
the nodes N i ,  i =  1 , ... , n , respectively, the attribute vec- 
tors I’ , the FIAG (Feature-Invariants/Attributed-Graph) [25] 
representation of the object q . A special case of this 
representation is the M A G  (Moment-InvariantslAttributed- 
Graph) representation of polyhedral objects proposed in [26], 
in which I’  constitutes a set of 2D moment invariants of Fi 
(these being invariant with regard to 3D translations, scalings, 
and rotations). 
(3) The third and final stage (see Figure 10) is a set of 
High-Level-Processors ( H L P ’ s )  that map the attributed graph 
into appropriate symbols or vectors giving the information 
that the vision system is required to provide to the human 
operator or robot. Thus, in Figure 10, HLP1 identifies the 
object being viewed as being the object 0, of the objects 
present in the computer library. In other words, HLP1 is 
embodied by an identification algorithm. HLp2 and 
constitute implementations of algorithms for determinant of 
the position and orientation of the object respectively, etc. 
Having outlined the general framework for the various 
algorithms constituting the vision system, we now focus atten- 
tion on some of the algorithms making up the indiv- 11 
HLP’s mentioned above. 
I 
I 
I 
w 
(a) Object IdentificationlRecognition. The Moment- 
Invariants/Attributed-Graph (MIAG) algorithm [26] for recog- 
nition of 3D objects from a single picture has been success- 
fully developed and tested [271. The algorithm works for 
polyhedral objects, and its generalization for nonpolyhedral 
objects has been indicated [25]. Each face of a polyhedron 
can be considered to be a rigid planar patch (RPP). Motion of 
the object can be considered to be motion of its constituent 
RF’P’s. In the case of parallel projection, if an RPP undergoes 
rigid body motion in 3D, its image undergoes affine transfor- 
mations. So the method which tries to identify an object in 
3D motion should use features of images which remain invari- 
ant under affine transformations. General moment invariants 
introduced in [26] are such features. These are invariants of 
2D (rigid planar patch) moments which remain invariant 
under 3D translations, rotations, and scalings. Identification 
of an object is achieved by matching the attributed graph of its 
image (see Fig. ll(a)) to a subgraph of one of the graphs 
Corresponding to the models stored in the computer library. 
The algorithm matches a pair of nodes by comparing the 
Euclidian distance between their feature vectors. Thus, if 
I = ( I l  , 1 2 ,  I ,  , 14) is the feature vector of a node consist- 
ing of four,moment, invariants of its corresponding face, and 
I’ = ( I I  , 12 , I ,  , I ,  ) the feature vector of the node to which 
it is being matched, the distance between them is taken to be 
d = Jpl(I1 - + pz(lz - 1;)’ + p3U3 - l;)* + P4(14 - (1) 
where pi’s are appropriate weighting factors. The driver 
algorithm arbitrarily picks a node N j  in the image attributed 
graph; then it looks for a node 0, in the model graph with the 
same feature vector. If matched, these nodes are marked as a 
pair, and an adequate node in the image graph is chosen, and 
the nodes adjacent to 0, are scanned to see if it matches one 
of them. In practice, after a few node matchings, a unique 
identification is achieved. 
(b) Motion Parameter Estimation. Using appropriate 
camera calibration, all the motion parameters (position, velo- 
city, attitude, and attitude rate) except for a scaling factor, can 
be determined by means of a single high precision camera. 
For this purpose, there are basically two model-based methods 
available: One, based on the contraction of the moment ten- 
sors of a surface patch of the model and its image, determines 
the attitudes vector 9 (raw, pitch, and yaw) and attitude velo- 
city 8 .  (See [251 and [261 for details.) The other, based on 
the correspondence (assumed known) of eight points on the 
image f and eight points on the model q’ (assumed located 
and oriented in a standard position), yields all the motion 
parameters except for a scaling parmeter. This second method 
has been extensively discussed by Longuet-Higgins [28], Tsai 
and Huang [29], Haralick, et al. [30], and others, and recently 
extended to the case in which both the object and camera are 
moving by Fotedar, et al. [31]. 
(c) CAD-Based Vision. What we have described above 
constitutes a framework for CAD-based vision (see [24) for 
details). The current CAD-based systems are driven by 3D 
geometric modeling procedures originally developed for the 
representation and manipulation of objects in a design or com- 
puter graphics environment [32-341. The system under 
development at Rice, based on the representations described 
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above, will be fully compatible with the requirements of a 
vision system. 
There are three other areas of algorithmic development 
related to vision which are of special interest and the work on 
which is being actively pursued. These are described below. 
(1) Shape Extraction Based on Illumination. As pointed 
out earlier, the fact that near vacuum prevails in space 
scenarios makes the scattering of light by a surface strongly 
dependent on the surface properties. Thus, by using appropri- 
ate mathematical models for the surface and for the 3D illumi- 
nation conditions, it is possible to design algorithms that pre- 
cisely determine the shape of the surface by the shadowing 
caused by illumination as well as any changes that have 
occurred on the surface conditions. 
We note that a variety of methods have been developed 
for extracting shape based on camera data, each working 
under a different set of conditions and using different clues for 
reconstructing the surface. Thus, Stereo Vision uses the 
disparity between two images of the same object from two 
cameras to reconstruct the surface. Methods based on Struc- 
tured Lighting project a known pattern of light on the surface 
and reconstruct the surface by looking at the distortion of this 
pattern. Shape from Shading is based on the premise that sur- 
faces reflect different light intensities depending on the rela- 
tive orientation of the surface to the light source and the 
observer. In principle, knowing the form of this dependence 
and the amount of light actually reflected back, the surface 
orientation can be calculated (see [35] and references therein). 
Two methods have emerged for extracting shape from 
shading. One is called the proper "Shape from Shading" 
method while the other is termed "Photometric Stereo." 
Classical shape from shading techniques reconstruct the object 
from a single photograph of the object when the light source is 
placed in a known position. Photometric stereo involves 
reconstructing the object from multiple images of the object 
taken by moving the light source to different positions, while 
the position of the camera remains fixed. Some of the advan- 
tages that these methods offer are high resolution surface 
reconstruction as typically needed on assembly line opera- 
tions. Handling of new parts, object testing for tolerance, 
estimating and repairing structural damage are some tasks 
which need a high resolution surface reconstruction front end. 
Another possiblity is the design of a front end visual system 
for feeding in surface models of real world objects to a CAD 
system. 
Stereo vision and structured lighting methods have an 
inherent matching problem (used in generating the disparity 
map and the line matching) that is as yet unsolved. This prob- 
lem is absent in shape from shading methods. Furthermore, in 
comparison with the structured lighting methods, shape from 
shading methods offer the advantage that the whole surface of 
interest is imaged. No shadows are willfully projected on it. 
In shape from shading algorithms, the characteristic strip 
expansion methods [35] have several shortcomings, including 
sensitivity to measurement noise and a tendency of adjacent 
characteristic strips to cross over each other, due to accumula- 
tion of small numerical errors. Finally, the procedure is not 
amenable to implementation in parallel form. The variational 
method [35] that uses an object's occluding boundaries as 
cues to the recovery of its shape from shading alleviates these 
limitations. The blending of concepts from variational cal- 
culus with those from the best approximation theory can lead 
to spline-based solutions for the gradient functions determin- 
ing the local surface shape orientation, as obtained in [36]. 
Research is also under way at Rice [37] to investigate certain 
aspects of Photometric Stereo such as completeness of illumi- 
nation, optimal light placement, and robustness with respect to 
noise. 
( 2 )  Shape Extraction from Sparse Range Data. Our 
second set of algorithms for the extraction of shape of 3D 
objects are the ones based on sparse range data. A new 
methodology for surface reconstruction from such data was 
recently developed by Kehtamavaz, et al. [38]. Such a recon- 
struction is formulated in terms of three separate subprob- 
lems: (i) 3D contour segmentation, (ii) segment matching, 
and (iii) surface patch formation. This framework is based on 
a syntacticlsemantic criterion which incorporates the shapes 
of the contours in creating the surface. First, the contours are 
divided into sets of 3D curve segments in order to distinguish 
local shapes or substructures in the contours. Then, the curve 
segments are found on adjoining contours with similar shape 
characteristics. Finally, parametric surface patches are formed 
between the matched pairs of curve segments on adjoining 
contours by appropriately blending them. Typical reconstruc- 
tion obtained by these results are illustrated in Figures 14 and 
15. 
(3) Shape Eitraction by Sensor Fusion. Although radar 
scattering cross-sections alone cannot provide a complete 
description of a scattering surface, they are very useful when 
used to complement optical images, providing information in 
those regions of the object where a camera is blind due to 
phenomena like specular reflection. 
The specular point on a curved surface is a point at 
which the angle of reflectance equals the angle of incidence. 
In traditional shading models, highlights occur at these 
points. In space, these highlights are so disproportionately 
intense that they tend to obscure the surrounding details of the 
surface. This phenomenon can be traced to two causes: the 
Airy disk, and blooming. 
The Airy d i s k ,  or ring, is an optical term for the first dif- 
fraction fringe surrounding the image of a point source 
transmitted through an aperture. Because lenses constitute 
finite apertures, these rings are present to some degree in all 
imaging systems [39]. Usually, when dealing with incoherent 
light emanating from curved objects, the Airy disks of a distri- 
bution of point sources tend to cancel each other out and are 
not visible in the resulting image. However, intense specular 
reflections become point sources which are orders of magni- 
tude more intense than the surrounding reflections. The 
resulting diffraction fringe is highly visible and can wipe out 
the shading information in adjacent areas of the image. 
Blooming occurs at points of high intensity in a televi- 
sion image. If the distribution of intensities is relatively even, 
this phenomenon is not a problem. If specular points occur 
whose intensities contrast sharply with their surroundings, the 
effect is noticeable. The anomalously high grid voltage in the 
camera cathode ray tube causes the electron beam to spread. 
The result is specular points which are smeared over several 
pixels. Blooming can obscure small features surrounding 
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specular points in the image of a highly reflective surface. 
Space images also suffer from indistincr edges. Because 
of the complete lack of illumination on the shadow side of 
space objects, their edges are invisible against the dark back- 
ground. This can result in false edges for curved objects, or 
the absence of one or more edges on polyhedrons. 
The sensor fusion algorithm under development at Rice 
[40] reconstructs 3D space objects (whose images may be 
degraded as described above) given observations taken by a 
microwave radar system from a solitary remote point. Since 
microwave or millimeter-wave radar systems are currently 
found on a variety of space vehicles, radar scattering informa- 
tion would seem to be a logical addition to a space robot's 
sensory data. The unknown portion of the scattering surface is 
parametrically approximated with splines so that the 
microwave scattering equations can be used to derive the unk- 
nown surface. In this way the radar cross-sections are used to 
reconstruct those portions of optical images which are des- 
troyed by high intensity specular reflections (see Figure 1). 
Edges which are lost in shadows can be inserted in a similar 
fashion. The solution procedure is an iterative twn-linear 
leusf squares algorithm [41], using the incomplete optical sur- 
face to provide a first approximation to the actual surface 
parameters. A surface model is generated at each step in the 
algorithm and approximations to the co- and cross-polarized 
scattering cross-sections are computed from this model. A 
Physical-Optics approximation to the Jacobian is then used to 
update the unknown surface parameters for the next iteration. 
When the best possible surface is obtained, the least-squares 
algorithm is terminated and the new surface, with the 
degraded portions filled in, may be passed back to the optical 
shape-from-intensity algorithm for further refinement. Thus, 
we are fusing the optical image sensors with polarized 
microwave radar cross-sections to arrive at a target object 
characterization which is more complete than either of those 
derived from the image or radar separately. 
V. Proposed Future Developments 
As was mentioned earlier, the interaction of natural light 
with the objects in space has to be accounted for in the vision 
algorithms. Furthermore, artificial light(s) arrangements have 
to be developed which can provide structured (known distri- 
bution) light across the object. The pronounced shadows and 
specular points due to the vacuum and smooth parts of the 
object, provide a large dynamic range of the 
reflectedkattered signal. The intensity changes can be in the 
10 range. The addition of artificial illumination provides the 
opportunity to control intensity, wavelength, polarization, and 
orientation with attendant advantages of increased recogni- 
tion. Additionally, color will be another discriminant 
involved in the recognition. Analytical studies in these areas 
should lead to the design of illumination systems for space 
applications. 
The use of laser vision and microwave scattering insm- 
ments creates another area of future development. Fast 
scanningholographic lasers provide a depth perception of 
objects, which is quite complex. This depth data can be util- 
ized to iteratively provide a 3-D image of the object by 
weighting video-aquired image data appropriately. These 
weights will depend on the surface curvatures as they project 
in the incidence direction of the laser beam. Both empirical 
and analytical studies are needed. The microwave back- 
scattering can provide another independent set of data. The 
shape of certain objects can be directly deduced from this 
data. In many inspection tasks in which a nonmetallic shield- 
ing has obscured the view, such sensing will be mandatory. In 
other situations, the microwave data can be iteratively used 
with that of TV to arrive at more definitive description of the 
object. At the expense of complexity, doppler processing of 
microwave and laser data can be used to discriminate moving 
parts of a distant object. The advantage of such a vision is 
that it is independent of sunlight and it provides a direct meas- 
ure of range and relative velocity of various parts of the 
object. 
Another area of endeavor should be time-domain imag- 
ing. A sharp pulse transmitted yields a unique description of 
the object. This time domain reflectometery is evolving 
rapidly. Another mode of the system can utilize reflectivity 
data in the near-field. These techniques have not been 
explored for the robotic vision applications. 
Finally, further research and development is needed in 
the area of multisensor coordination and fusion. The recogni- 
tion algorithms are to be extended to include interrelating data 
from several cameras, laser scanners/holographic systems, and 
microwave sensors. These algorithms should include motion, 
rotation, and object changes as functions of space and time. 
In addition to this. "environmental" data pertaining to the 
events/objects and their status, has to be included. These 
aspects, along with rational models, incorporate expert and 
artificial intelligence techniques in the scene analysis. The 
goal should be a multisensor. multimode vision system capa- 
ble of autonomous operation and self-calibration. 
VL Conclusions 
This paper is aimed at providing a review of some of the 
efforts in progress at NASA/JSC and Rice University. The 
design and development of a vision systems for space applica- 
tions needs several considerations which make them different 
compared to those used in ground applications. The concerns 
for space unique vision systems have been elaborated. 
Several efforts which need to be undertaken have been dis- 
cussed. Considerable work has to be accomplished in order to 
provide robust, lightweight, small size, and autonomous vision 
systems for specific space applications. 
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AN OPTIMAL RESOLVED RATE LAW FOR KINEMATICALLY REDUNDANT MANIPULATORS 
McDonqell’ Douglas Astronautics Co. - Engineering Services 
16550 Space Center Blvd., Houston, Tx. 77062 
B. J. Bourgeois 
ABSTRACT 
The resolved rate law for a manipulator 
provides the instantaneous joint rates 
required to satisfy a given instantaneous 
hand motion. When the joint space has 
more degrees of freedom than the task 
space the manipulator is kinematically 
redundant and the kinematic rate equa- 
tions are underdetermined. These equa- 
tions can be locally optimized, but the 
resulting pseudo-inverse solution has 
been found to cause large joint rates in 
some cases. In this paper a weighting 
matrix in the locally optimized (pseudo- 
inverse) solution is dynamically adjusted 
to control the joint motion as desired. 
Joint reach limit avoidance is demon- 
strated in a kinematically redundant 
planar arm model. The treatment is 
applicable to redundant manipulators with 
any number of revolute joints and to non- 
planar manipulators. 
INTRODUCTION 
The resolved rate law for a manipulator 
converts the instantaneous hand rates 
into instantaneous joint rates [ l ] .  This 
allows the joints to be simultaneously 
commanded to move the hand with a desired 
instantaneous translational and rotation- 
al velocity. The space that the hand 
moves in is called the task space [2], 
and is usually composed of 6 degrees of 
freedom. The space mapped out by the 
joint angles is  called the joint space. 
The mathematical relationship between the 
task space and the joint space defines 
the resolved rate law for the manipula- 
tor. 
The kinematic equations express the hand 
state in terms of the manipulator joint 
angles. The matrix that results from 
differentiating the kinematic equations 
is the Jacobian matrix for the manipula- 
tor. The kinematic equations for most 
manipulators are very nonlinear and 
generally cannot be inverted to solve for 
the joint angles in terms of the hand 
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parameters [2]. 
The Shuttle Remote Manipulator System 
(SRMS) has six joints and the end- 
effector operates in a six degree of 
freedom space (three spatial and three 
angular). This is  a convenient design 
because the number of degrees of freedom 
in the joint space and in the task space 
are the same; the Jacobian matrix is 
square and can be easily inverted, except 
in specific configurations where the 
Jacobian matrix is singular. when these 
singularities are avoided, the inverted 
Jacobian is  a valid resolved rate law for 
the SRMS because it transforms a desired 
end-effector translational and rotational 
velocity into joint rate commands. 
The simple resolved rate law described 
above i s  used in the SRMS flight software 
to drive the manual and the aqtomatic 
modes. For these modes there is a 
requirement to move the hand coordinate 
system (or some coordinate system rigidly 
associated with the hand system) from one 
state to another with translation along a 
r e l a t i v e l y  straight path and rotation 
about a constant vector. Much effort has 
been spent finding such paths that are 
free from encounters with joint reach 
limits. When a manipulator has more 
joints than the number of degrees of 
freedom in the task space it is said to 
be kinematically redundant [ 3 ] .  The 
Jacobian matrix for a kinematically 
redundant manipulator is not square and 
cannot be directly inverted to arrive at 
an easy resolved rate law. There is not 
enough information to solve for the joint 
rates needed to move the hand. In 
general, there are an infinite number of 
ways to move the joints in unison to 
provide the desired hand motion for the 
kinematically redundant manipulator 
It i s  essential to arrive at a resolved 
rate law in order to control or simulate 
a manipulator. Several methods have been 
introduced to arrive at adequate resolved 
[ 41 , [51 .  
rate laws for the kinematically redundant 
manipulator. One approach is to add 
specific constraints on the manipulator 
so that the kinematic equations can be 
solved. A more general approach is to 
minimize or  maximize an objective 
function subject to the kinematic 
constraint equations. These methods 
have been investigated in several papers 
to study iterative solutions to the 
kinematically redundant constraint equa- 
tions [1],[3-71. 
In this paper a modified pseudo-inverse 
technique is used as a control law with 
joint reach avoidance for the redundant 
manipulator. This law can be derived by 
optimizing the sum of the weighted 
squares of the joint rates. The behavior 
of the control law is demonstrated and 
investigated using a kinematically 
redundant planar arm simulation. Several 
algorithms are introduced and evaluated 
for dynamically adjusting the weighting 
matrix during the trajectory for the 
purpose of avoiding joint reach limits. 
PROBLEM FORMULATION 
The resolved rate law €or a manipulator 
is derived from the kinematic equations. 
For a manipulator with n joints and a 
hand operating in a task space of m 
dimensions, the m kinematic equations are 
of the form: 
where x is the vector containing the task 
space coordinates and e is the vector 
of joint angles. If each joint is moved 
by a small amount, Ae, then the 
movement of the hand in the task 
coordinates, Ax, is found in the 
differential of the kinematic equations: 
AX = [J] Ae (2) 
where J is the Jacobian matrix [a], com- 
posed of the partial derivatives of the 
functions f with respect to each of the 
joint angles. Similarly, the kinematic 
rate equations are found by differenti- 
ating the kinematic equations with re- 
spect to time. 
v = dx/dt = [J] w (3) 
where v is the hand velocity vector ex- 
pressed in the task coordinates and w is 
the vector of joint rates. The reFolved 
rate law is found by solving the 
kinematic rate equation 3 for the joint 
rates (w) in terms of the hand velocity 
(v). In the case where the task space 
and the joint space have the same number 
of dimensions (m=n) the Jacobian matrix 
is square and the resolved rate law is 
easily found. 
-1 
w = [J] v (4) 
For a kinematically redundant manipulator 
(n>m) the Jacobian matrix is not square 
and the system of equations is 
underdetermined. For a 7 jointed 
manipulator operating in a task space of 
6 dimensions there are 6 kinematic equa- 
tions and 7 joint variables. The 
Jacobian matrix is a 6 by 7 matrix. To 
solve the set of equations, introduce an 
objective function to be minimized sub- 
ject to the constraint equations: 
v6x1 = J6x7 w7x1 (5 
A weighted function of joint angles 
proposed by Whitney [l] is: 
2 2 
Z = 112 (all W1 + ... ann Wn ) (6 
or in matrix notation: 
T 
Z =  1/2 W A w (7) 
Using the method of Lagrangian 
multipliers the solution is: 
-1 T -1 T -1 
W - A  J ( J A  J )  v ( 8 )  
When the weighting matrix is not used, or 
set to identity, the solution is: 
T T -1 
W = [ J ( J J  ) ] v (9) 
The expression in brackets in equation 9 
is the Moore-Penrose pseudo-inverse of 
the Jacobian for the underdetermined 
system of equations 5 [4],[9]. 
The constraint on the weighting matrix A 
is such that the function Z must be non- 
negative for all values of w [ll]. This 
condition will be satisfied by 
considering only diagonal weighting 
matrices with positive values. For the 
case of the seven jointed manipulator 
described above this resolved rate law is 
-1 T -1 T -1 
w = A  J (J A J )  V (10) 
where the dimensions of each matrix and 
vector have been indicated for clarity. 
The weighting matrix A can be used to 
control the motion of the joints by 
dynamically changing the values of the 
diagonal components during the 
trajectory. 
7x1 7x7 7x6 6x7 7x7 7x6 6x1 
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IMPLEMENTATION 
The control law expressed by equation 8 
was implemented into a simulation of a 
Kinematically Redundant Planar Manipula- 
tor (KRPM). The KRPM model has a task 
space composed of 3 degrees of freedom: 
X, Z and P (pitch) directions for the 
hand; and all joints are pitch joints. 
The number of pitch joints (n) can be 
specified from 3 to 10. For this study, 
n was set to 4 so that there is only 1 
redundant joint. This was done to form a 
direct analogy with the 7 jointed manipu- 
lator operating in a task space of 6 
degrees of freedom. The 4 jointed KRPM is 
shown in Figure 1. 
The KRPM model was simulated in FORTRAN 
on an HP9000 desktop 32 bit super micro 
computer. The Jacobian is computed 
numerically using a recursive vector form 
[I] to allow the simulation of various 
arms types. The attributes of the manipu- 
lator are described in a data file. 
Various manipulators may be represented 
by changing the data file. 
Implementation of the Control Law 
The optimal RRL (equation 8) was 
implemented into the KRPM arm model by 
first adapting the dimensions to those of 
the planar arm. The task space contains 
3 dimensions, and the number of joints 
(n) may be 4 or greater. The RRL for the 
4 jointed KRPM is defined as follows with 
dimensions shown. 
-1 T -1 T -1 
[RRL] = A J ( J A J ) (11) 
4x4 4x4 4x3 3x4 4x4 4x3 
The simulation iterates through the RRL 
to drive the hand to a desired state. The 
flow of the calculation is as follows. 
The arm is positioned at a valid set of 
joint angles (initial e )  and through 
the forward kinematics the resulting hand 
state (initial x) is computed. Then an 
input is made to indicate the desired 
final hand state for the arm (final x). 
The difference between the two hand 
states (Ax) is found. 
AX Xfinal - Xinitial (12) 
The number of steps to take during the 
trajectory ( s )  can be selected. The 
vector Ax is divided into s steps. 
The RRL is computed using equation 11 and 
then the desired joint angle step A8 is 
computed. 
Ae = [RRL] Ax/S (13) 
The joint angles are then updated by 
adding the changes in joint angles. 
This procedure is repeated for steps 2 
through s, maintaining the same step 
lengtn in distance (X and Z) and in rota- 
tion but with an adjustment in the vec- 
tor direction (Ax). After the last 
step is taken (step number s ) ,  a Newton- 
Raphson (NR) iteration is automatically 
invoked to trim up the final hand state 
to within a tolerance of the desired hand 
state. This method does not consider the 
joint rates of the manipulator. This 
simulation progresses by taking steps. 
Step Size 
A study was performed to determine the 
step size needed to provide hand motion 
along a straight line. Good results are 
measured by inspecting the path that the 
end-effector describes. The ideal 
trajectory should $be a straight line. 
Several trajectories were tested while 
varying the number of steps between 1 and 
80. A ten step iteration results in a 
reasonably straight hand trajectory, but 
eighty steps were required for very good 
results. 
BEHAVIOR OF THE OPTIMAL RESOLVED RATE LAW 
The ability of the rate law to handle the 
redundancy of the arm was demonstrated by 
driving the arm to the same hand state 
from various starting configurations. 
This also serves as an inverse solution 
to the kinematics, by providing several 
possible joint sets that satisfy the 
requested hand state. In Figure 2 the 
end-effector was commanded to the state 
X=3, Z=O, and Pitch= 0 (3,0,0) from four 
different initial joint configurations. 
In each case the end-effector ends up at 
the final state of (3,0,0), but with 
different final joint angles. This simple 
test demonstrates the ability of the 
control law to drive the KRPM to 
different final joint states for a given 
end-effector state. The final joint 
angles are dependent on the initial joint 
angles. 
The above maneuvers were performed with 
the weighting matrix A in equation 11 
equal to identity. This is the 
equivalent of the pseudo-inverse 
solution. 
The Effect of the Weighting Matrix 
The effect of the weighting matrix on the 
motion was demonstrated by running the 
same trajectory with various values of 
one of the components of the A matrix and 
observing the effects on the motion of 
the corresponding joint. 
In Figure 3 the arm was commanded to 
the end-effector state of (2,0,0) at B 
from the joint angle state (90,-90,0,0) 
at A. When the weighting matrix is not 
used (pseudo-inverse), the final value of 
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the second joint is undesirable (Figure 
3a). When a value of 2.0 is used for 
A(2,2) and 1.0 for all other diagonal 
components of A, the final position of 
joint 2 is noticeably better (Figure 3b). 
Joint 2 moved less from start to finish 
than in Figure 3a. The joint moves 
progressively less from start to finish 
as A(2,2) is increased. The remaining 
pitch joints have moved more to make up 
for the loss of mobility in joint 2 ,  thus 
resulting in a more desirable overall 
f inal arm conf iguration . 
In Figure 3a the final condition of the 
arm is not desirable because joint 2 
could be very near a reach limit, thus 
restricting any future movement after 
arrival at the desired end-effector 
state. In Figure 3d, the final situation 
is much more desirable, because joint 2 
has more freedom to move around in the 
neighborhood of the final end-effector 
state. 
REACH AVOIDANCE ALGORITHMS 
The behavior of the pseudo-inverse of 
equation 9 has been reported to be pecu- 
liar in some cases [ 4 ] .  The peculiarity 
has been associated with joint reach 
limit violations during certain tasks 
such as a closed path or cyclic motion. 
If reach avoidance logic is incorporated 
into the RRL, these problems may be 
resolved. One method of incorporating 
reach avoidance into the RRL is to in- 
clude the upper and lower joint limits as 
a constraint in the optimization 
algorithm [6], which is a complicated 
treatment. A simpler approach is taken 
here which makes use of the weighting 
matrix A in the RRL of equation 11. 
In the previous section the effect of the 
weighting matrix on the arm motion was 
illustrated. It was shown that the 
redundant arm can be controlled to arrive 
at different final joint angles, some 
more desirable than others, and yet 
satisfy the same hand state. With these 
two findings, it is evident that the arm 
can be driven to arrive at various final 
joint angles as desired by controlling 
the weighting matrix during the 
trajectory . 
The components of the weighting matrix 
(diagonal) must be computed repeatedly 
according to some driving requirements. 
Examples of driving requirements are 
obstacle avoidance, joint reach limit 
avoidance, or some mechanical or 
electrical criteria. For this study, the 
goal is reach limit avoidance. 
Three algorithms were implemented for 
evaluation. The first algorithm is the 
simplest: when any joint is within a 
tolerance of a reach limit then the com- 
ponent of the weighting matrix for that 
joint is set to a large value (ABIG), 
otherwise the component is set to unity. 
The second algorithm is similar to the 
first, but has the following requirement. 
If a joint is moving away from its reach 
limit then the weighting matrix component 
for that joint is set back to unity. 
 his encourages the joint to move away 
from the tolerance zone. 
The third algorithm does not use the 
tolerance test. The value of the 
weighting matrix component for each joint 
is scaled from 1 at its mid-range value 
to ABIG at either of its joint reach 
limits. Also, as in algorithm number 2, 
if the joint is moving toward its 
midrange value then the value of the 
weighting matrix component is set to 
unity. This algorithm is designed to 
encourage each joint to stay near the 
midrange value. 
Each of the above three algorithms were 
implemented into the KRPM model described 
previously and tested until validated. 
The algorithms were then used to study a 
single joint encountering a reach limit 
and two joints encountering reach limits 
simultaneously. 
To test the ability to avoid a single 
joint reach limit, a case was taken where 
the start and end of a trajectory are 
known to be valid end-effector states, 
but a reach limit is encountered without 
reach avoidance. In the trajectory that 
was selected the third joint begins at 
-90 degrees, reaches -106 degrees, and 
ends at -81 degrees. Suppose that the 
limit for this joint is at -100 degrees. 
Figure 4 shows the trace of the third 
joint with no reach avoidance and for 
each of the three reach limit avoidance 
algorithms using a value of 100 for ABIG. 
Each of the algorithms successfully 
avoided the imposed reach limit. In 
method 1 the joint angle does not move 
back out of the tolerance zone of 10 
degrees. This is generally not desirable 
because the loss of motion in this joint 
removes the redundancy of the arm. In 
methods 2 and 3, the joint moved back out 
of the reach zone of 10 degrees from the 
reach limit. Methods 2 and 3 allow the 
joint to maintain motion. 
In Figure Sa the arm was commanded from 
the joint state of (90,0,:135,90) to the 
hand state of (-.l,-2,90) causing two 
joints, joint 3 and 4 ,  to approach reach 
limits. With reach avoidance both joint 
positions are improved in the final con- 
figuration (Figure 5b). 
In the case shown in Figure 6a joint 3 
exceeds a -160 degree limit and then goes 
past -180. With reach avoidance (Figure 
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6b) joint 2 swings out dramatically to 
allow joint 3 to avoid its reach limit. 
SUMMARY 
The pseudo-inverse Jacobian with a 
weighting matrix has been implemented 
with reach avoidance capability into a 
simulation of a kinematically redundant 
planar manipulator. This optimal 
resolved rate law has been demonstrated 
in the planar model and reach avoidance 
has been mostly successful with this 
model by dynamically adjusting the compo- 
nents of the weighting matrix during 
maneuvers. Three reach avoidance algo- 
rithms were tested. The locally 
optimized resolved rate law has been 
improved by incorporating joint reach 
avoidance. 
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+ Z  
Figure 1 - A kinematically redundant 
planar manipulator with four joints and a 
task space of X, Z, and Pitch (P). 
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Figure  2 - The KRPM is commanded t o  t h e  
same hand s t a t e  of (3,0,0) a t  B from four  
d i f f e r e n t  i n i t i a l  j o i n t  angle  s t a t e s  a t  A 
t o  demonstrate t h e  behavior of t h e  RRL. 
l  
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F igure  3 - E f f e c t s  of t h e  weighting 
mat r ix  on t h e  t r a j e c t o r y  a r e  shown f o r  
va lues  of A ( 2 , 2 )  set  a t  1 ( a ) ,  2 ( b ) ,  10 
( c ) ,  and 1 0 0  ( d ) .  
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Figure 4 - The effects of reach avoidance on j o i n t  3 a r e  shown 
during a command from a j o i n t  s t a t e  of (90,0,-90,O) t o  a hand 
s t a t e  of ( 3 , 0 , 0 ) .  The reach l i m i t  is successfu l ly  avoided f o r  
each of  t h e  3 reach avoidance algorithms. 
Figure 5 - Reach l i m i t  avoidance demonstration f o r  t h e  case  of 
two j o i n t s  v i o l a t i n g  reach l i m i t s .  I n  ( a )  j o i n t s  3 and 4 v i o l a t e  
reach l i m i t s  of  -160 and 160. With reach avoidance ( b )  both 
reach l i m i t s  a r e  avoided simultaneously. 
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Figure 6 - I n  ( a )  j o i n t  3 exceeds -180 degrees.  This problem is  
avoided i n  ( b )  when reach avoidance is used. The intermediate  
arm p o s i t i o n s  a r e  shown t o  t h e  r i g h t .  
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TELEROBOTIC RESEARCH AT NASA LANGLEY KESEARCH CENTER 
ABSTRACT 
Nancy E. S l i w a  
Automation Technology Branch 
NASA Langley Research Center 
Harnpton, V i  rgl'ni a 
The Automation Technology Branch o f  NASA Langley 
Research Center has been researching automation 
and robot ic  techniques f o r  space operations 
since 1979. 
cu r ren t l y  maintains the I n t e l l i g e n t  Systems 
Research Lab. The lab  houses a co l l ec t i on  o f  
computers and robot ic  perf pherals t h a t  have been 
organized i n t o  a s imulat ion testbed f o r  t e le -  
robo t i c  research. This testbed i s  being used t o  
i n v e s t i  gate and develop techni ques f o r  t e le -  
robot ic  on-orbi t  operations, such as assembly o f  
la rge  space structures and serv ic ing  and repa i r  
o f  spacecraft. 
The branch has on-going work i n  many areas. 
Mani pul a to r  research includes dual -am coordi - 
nat ion  studies, space manipulator clynamics, 
end-effector c o n t r o l l e r  development, automatic 
space s t ruc tu re  assembly, and the development o f  
a dual -arm master-slave te le robo t i  c manf pu la to r  
system. Sensor research includes grav i ty -  
compensated force control ,  real-t ime monovision 
techniques, and laser  ranging. A r t i f i c i a l  
i n te l l i gence  techniques are being explored f o r  
supervisory task control ,  c o l l i s i o n  avoidance, 
and connect ionist  system architectures. A 
h i g h - f i d e l i t y  dynamic Simulation o f  robot ic  
systems, ROBSIM, i s  being supported and 
extended. Cooperative e f f o r t s  w i th  Oak Ridge 
National Laboratory have v e r i f i e d  the a b i l i t y  o f  
teleoperators t o  perform complex s t ruc tu ra l  
assembly tasks, and have resu l ted  i n  the 
d e f i n i t i o n  o f  .a new dual-arm master-slave 
te le robot ic  manipulator. 
This paper presents an overview o f  the f a c i l f -  
t i e s  and research th rus ts  o f  the Automation 
Technology Branch, and includes a bib1 iography 
o f  research resu l t s  and technical  contacts f o r  
each research area. A l l  technical contacts 
named are in-house personnel o f  the Automation 
Technology Branch. 
This branch has developed and 
INTRODUCTION 
The Automation Technology Branch o f  NASA Langley 
Research Center has been researching automation 
and robot ic  techniques f o r  space operations 
since 1979 (ref.. 1) .  
establ ished both the r o l e  o f  the branch i n  
emphasizing the system in teg ra t i on  aspects o f  
te le robot ics  (ref.  21, and the need t o  provide 
an evo lu t i  onal development o f  te leoperators 
toward increasing leve l9  o f  i n t e l l i g e n t  auto- 
mation. I n  examining NASA mission requirements 
f o r  space automation, the tasks o f  s t ruc tu ra l  
assembly and s a t e l l i t e  serv ic ing  were chosen as 
research f o c i  ( re f .  3 ) .  
TELEOPERATOR AND ROBOTIC TESTBED 
The Automation Technology Branch maintains the 
I n t e l  1 igent  Systems Research Lab I ISRL 1, whf ch 
houses a co l l ec t i on  o f  t e le robo t i c  subsystems 
organized i n t o  a modular v i  r t u a l  a rch i tec tu re  
(ref. 4) .  This archl tecture,  designated the 
Teleoperator And Robotic Testbed (TART), 
provides an environment where teleoperator and 
robot ic  technologies mqy be studied a t  the leve 
o f  abstract ion t h a t  best meets the researchers' 
needs. TART hides maw o f  the low-level imple- 
mentation de ta i l s  from the user and I 8  defined 
by we1 1-documented and t i gh t l y -con t ro l  l e d  data 
structures havi ng spec i f i c  access mechanisms. 
TART i s  a layered product i n  which each IUC- 
cessi ve 1 ayer provides addi t i onal capabi 1 i ty t o  
the system. Currently, f i v e  layers  are lmple- 
Rented: (1) user, ( 2 )  system, ( 3 )  scheduling, 
( 4 )  comunications, and ( 5 )  servo/sensor. The 
lowest four layers o f  TART accomplish most o f  
the detai l e d  programni ng and e r ro r  checkf ng 
required by user appl Icat ions.  The technical  
contacts f o r  ISRL and TART are F. Wallace 
Harrison and C. Henry Lenox. 
Ear ly inves t iga t ion  
TELEROBOTIC SYSTEM SIMULATION 
The TART arch i tec tu re  has been used t o  develop 
the TeleRobotic System Simulation (TRSS), a 
rea l  -time, man-i n-the-loop simulat ion o f  t e le -  
robot ic  operations. Ear ly TRSS studies used 
computer-generated graphi cs t o  inves t iga te  the  
e f f e c t s  o f  t i m e  delays and teleoperator cont ro l  
modes on a precise alignment task ( re f .  5) .  
Later studies developed e f f i c i e n t  algori thms t o  
handle s ingu la r i t i es  i n  se r ia l  l i n k  manipulators 
( re f .  6) .  These techniques were demonstrated 
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on the ISRL manipulators (ref .  71. Most 
recently, TRSS has been used t o  fnvestfgate 
te le robo t i c  s t ruc tu ra l  assembly tasks f o r  
appl f ca t f  on t o  Space Sta t f  on cont ruc t f  on. 
Current TRSS control  strategfes are based on 
resolved motfon ra te  cont ro l  operating a t  25 
Hertz. Indiv idual  j o i n t  rates are fntegrated t o  
provfde j o i n t  posftfons, which are t ransmit ted 
to servo-level pocesses resfdent i n  the 
mani pul a to r  con t ro l le r .  Operator control  f nputs 
can be referenced t o  a rb f t ra ry  reference frames 
and combf ned w i  t h  sensor-derf ved cont ro l  
signals. The technical contacts f o r  TRSS are 
Donald Soloway and Bobby Glover. 
Manipulator Control 
A standardf zed se t  o f  homogeneous transform 
structures has been devised and implemented i n  
TRSS to provide a generic cont ro l  reference 
s t ruc tu re  ( re f .  8). By thus provfdfng f o r  the 
se lec t ion  o f  arbf t r a r y  control  reference frames, 
mu1 ti p le  manf pul ators can be s i  mu1 taneously 
con t ro l l ed  fndivf  dual ly o r  orchestrated t o  
coordinate on a s ing le  task. TRSS cu r ren t l y  
incorporates two manipulators, which can 
cooperate i n  performing tasks such as 
pos i t i on ing  a long s t r u t  f o r  connection t o  a 
node for structural assembly. The contacts for  
t h i s  work are Donald Soloway and L. Keith 
Barker. 
Research continues w i t h  the Massachusetts 
I n s t f t u t e  o f  Technology i n  dynamic control  o f  
mani pulators i n  space. A v i r t u a l  mani pul a to r  
concept has been developed which f a c i l i t a t e s  the 
planning and cont ro l  o f  the motion o f  manfpu- 
1 a to rs  mounted on spacecraft, thus mf nfmf z i  ng 
the degradf ng consequences o f  manf pu la to rheh f  - 
c l e  dynamfc in te rac t ions  I r e f .  9 ) .  Addit ion- 
a l l y ,  the branch i s  support ing research i n  the 
cont ro l  o f  f l e x i b l e  manipulators a t  the Georgia 
I n s t f t u t e  o f  Technology. 
e f f o r t s  are Jack Pennfngton and Donald Soloway. 
An in-house e f f o r t  i s  cu r ren t l y  providing 
separate programable con t ro l l e rs  f o r  each j o f  n t  
o f  the PUMA manipulators. Thfs w i l l  a l low 
research f n to  a1 te rna t f  ve servocontrol 
s t r a t e g i  es, i n c l  udf ng model -referenced adaptf ve 
cont ro l  I r e f .  10). The contact f o r  t h f s  work i s  
Donald Soloway. 
I n t e r e s t  i s  growing i n  the possible use o f  
t ra ined  neural networks to replace the need f o r  
kinematic manipulator control .  Investf  gatfon f s 
i n  progress o f  neural net  capab i l i t f es  and 
archi tectures.  The contacts for  these e f f o r t s  
are Donald Soloway and Nancy Slfwa. 
Operator In te r face  
I n  add i t ion  t o  manual control ,  an i n te rac t i ve  
menu-drfven in te r face  f s  used I n  TRSS t o  provide 
a higher l eve l  o f  con t ro l  abstract ion t o  the 
operator, I n  e f f e c t  automatf ng some low-level 
task operations ( re f .  111. Thfs in te r face  i s  
organf zed such t h a t  more complex task operatf ons 
The contacts f o r  these 
can be described as a s c r i p t  o f  elementary 
operations and invoked as a s ing le  comand 
primf t f  ve. 
As t h f s  menu in te r face  has evolved, i t  has 
become i ncreasi ngly complex. Accordingly, an 
e f f o r t  i s  now underway usfng expert system 
technology t o  automatf cal  l y  generate menu 
sc r ip t s  based on hf gh-level task requf rements. 
Thf s prov i  des the operator wf th f ncreased super- 
vf sory control .  The contacts f o r  t h f  s work are 
Nancy Slfwa and Er ic  Cooper. 
Sensors 
Sensor-derf ved control  sf gnals are essentf a1 t o  
the automation o f  tasks I n  an uncertain te le -  
robot ic  envf ronment. TRSS uses both 
force/torque sensfng and machine v i s ion  
processf ng t o  assf s t  i n  cont ro l  1 f ng the 
manipulators. A wrfst-mounted, s i x  degree-of- 
freedom force/torque sensor provf des force and 
torque data tha t  are processed f n t o  rates. 
These rates are then sumned f n t o  the manipulator 
con t ro l  rates t o  provfde Compliance, obstacle 
avof dance, and grav i ty  compensati on f o r  1 oads 
ca r r i ed  by the mani pulators. 
force/torque sensors I n  the end-effector have 
also been used f o r  f i n e  motfon compliance i n  
dexterous tasks. The technical contacts f o r  
t h i s  work are Donald Soloway and Marion Wise. 
Addi t f  onal 
Vision processing i n  TRSS cu r ren t l y  emphasizes 
the determi n a t i  on o f  posi ti on and o r ien ta t f  on o f  
a marked p a r t  for acqufsf t fon by the manfpula- 
t o rs  ( re f .  12, 13). This i s  done w i th  
quadrangle p ro jec t ion  techniques, usfng a 
mfnfmum o f  four fden t f f f ab le  ta rge t  points and 
the p r f n c i p l e  o f  perspective transformation. 
This al lows fast ,  robust automatic ob jec t  
acquf sf ti on by the telerobot. 
E l  as t f  c matchf ng technf ques are a1 so bef ng 
researched i n  ISRL f o r  automatic object  recog- 
n i t i on .  
programing has been adapted t o  the e l a s t f c  
template matchfng approach to pat te rn  recog- 
n f t i o n  ( re f .  14). Thfs approach has been 
successful ly appl ied t o  3-space loca t fon  o f  an 
fsolated object, shape determination o f  i so la ted  
planar f fgures, image compressfon/restoratfon, 
and shape decomposf t i on. 
A l i n e a r  programing method ca l l ed  Goal 
ISRL sensfng capab i l i t f es  are cur ren t ly  befng 
expanded t o  include laser  ranging. With support 
from the National Bureau o f  Standards and the 
U.S. Army, the branch has worked w i th  D i g i t a l  
Sf gnal Corporatf on t o  produce a hf gh-speed, 
extremely precfse range fmager f o r  the ISRL. The 
concept f o r  t h i s  fmager i s  based on the FM radar 
p r f n c i p l e  which makes use o f  the coherence and 
t u n a b i l i t y  o f  fn jec t fon  laser  diodes (ref .  15). 
Work f s  cur ren t ly  i n  progress f o r  applying t h i s  
technology t o  produce an end-effector-mounted 
point-ranging sensor. Contacts f o r  v i s ion  and 
laser  research are Plesent Goode and Kar in 
Cornf 1 s. 
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End-Effectors and Tools 
TRSS has been using an end-effector fabricated 
a t  Langley from designs by the University of 
Rhode Island (ref. 16). T h i s  end-effector, a 
parallel jaw gripper, has proximity and cross- 
f i r e  sensors for the detection of workpieces, 
limit and overload sensors, and manually- 
exchangeable fingers (ref.  17). The Automation 
Technology Branch has researched several 
variations of this end-effector, including 
f i nger-mounted force/torque sensors, auto- 
matically exchangeable ratcheting tools, and 
several task-specific gripper styles. 
A microprocessor controller has been developed 
for this  end-effector, w i t h  a sophisticated 
monitor t o  examine and change gains, speeds, and 
sensor values, and to move the grippers. This 
controller has been interfaced i n t o  the TART 
architecture t o  provide automated g r i p p i n g  and 
gripper-based sensing i n  TRSS (ref. 18). The 
technical contact f o r  this  work i s  Marion Wise. 
Collision Avoidance 
The branch has supported several efforts i n  
collision avoidance and trajectory planning, 
including hextree environment modelling (ref.  
191, freeway trajectories (ref. 201, gaussian 
configuration spaces (ref. 21 1, and dual -arm 
coll ision avoidance using velocity constraints 
( ref .  22). Research is currently in progress 
in-house establishing coll i s ion  avoidance 
cr i ter ia  for telerobotic environments, and 
developing a real-time collision avoidance 
monitor using abstract geometry and lazy evalu- 
ation techniques to avoid unnecessary calcu- 
lations. The technical contact for this  work i s  
Nancy Sliwa. 
System Architecture 
In addition t o  the continuing enhancement of the 
TART virtual architecture, in-house research i s  
continuing i n  the use o f  behavioral networks as 
a control architecture for telerobotic systems. 
Behavioral nets, a variant of connectionism, 
could provide a unified approach to combining 
high-level intell igent task control with low- 
level sensor and actuator control (ref. 23). 
This structure i s  also being investigated for 
use in interactive dynamic planning and schedul- 
ing systems. The contact for this work i s  Nancy 
Sliwa. 
ROBOT SIMULATION 
The Automation Techno1 ogy Branch supported the 
development of ROBSIM (ROBot SIMulation), a 
high-fidelity, dynamic, off-line design and 
analysis tool for robotic systems and environ- 
ments (ref. 24). This product, originally 
developed by Martin-Marietta, i s  being extended 
and enhanced by both in-house personnel and 
Grumman contractors. A real-time 3-D graphics 
display, improved user i n p u t  Interface, and 
interfaces to collision detection algorithms are 
upgrades which are currently i n  progress. T h i s  
product has been dlrtributed to more than 20 
universities and research groups. The contacts 
for this work a r e  F. Wallace Harrison and 
William Doggett. 
TELEOPERATOR PERFORMANCE VERIFICATION 
Teleoperated systems have so far  seen only 
limited comnitment for use i n  space due to the 
uncertainty of such systems' capabilities t o  
perform complex real is t ic  space tasks and of the 
time required to  accomplish such tasks. The 
Automation Technology Branch, i n  cooperation 
w i t h  Oak Ridge National Laboratory (ORNL) ,  has 
attempted to demonstrate the feasibil i ty of 
teleoperated space operations and has 
established a database of task completion times 
(ref.  25). 
Assembly Concept for Construction of Erectable 
Space Structures (ACCESS I )  was a structural 
assembly f l ight  experiment intended t o  study and 
verify the abil i ty of astronauts to assemble i n  
space a repetitive truss structure typical of 
that proposed for Space S t a t i o n .  Using the 
master-slave dual-arm manipulator (M-2) and  
highly skilled operators a t  ORNL,  the ACCESS I 
experiment was duplicated in a controlled 
environment. This experiment proved t h a t  tele- 
operators have sufficient dexterity and control 
to perform such tasks in a timely manner without 
damage to the task components or to the manipu- 
lator system. Potential hardware modifications 
have been identified, and a da ta  base of per- 
formance metrics has been established. The 
contacts for this work are Walter Hankins and 
Randolph M i  xon. 
SPACE STRUCTURE ASSEMBLY SIMULATION AND LAB 
In cooperation w i t h  the Langley Structures 
Directorate, the Automation Technolagy Branch 
investigating the automated assembly o f  large 
tetrahedral truss structures, such as would be 
used for large space antennae. 
researchers have developed a real-time, 3-D 
perspective graphics simulation t o  be used i n  
configuration analysis and development of 
assembly techniques. Since this  analysis 
Branch 
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requires manual i n p u t ,  necessary components of 
the simulation include a command interpreter, a 
truss naming convention, a robotic system 
knowledge base, and an automated assembly 
sequence based on simple comnon substructures. 
Simple rules have been developed t o  allow an 
untrained operator to understand the assembly 
sequence and to successfully intervene i n  the 
event of system problems. An expert system 
approach i s  being investigated to minimize truss 
structure moves, potential interference, and 
robot arm base moves. The contacts for this  
work are Ralph Will and Sixto Vasquez. 
The Automation Technology Branch and the Langley 
Structures Directorate have init iated the 
development of a laboratory faci l i ty  to verify 
and demonstrate this approach to telerobotic 
construction of large space structures. The 
objective of this research is to design and t e s t  
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s t ruc tura l  elements, fasteners,  end e f fec tors ,  
and tooling for  telerobotic assembly of space 
structures, and t o  develop design c r i t e r i a  for  
manipulators, sensors, computers, and 
humanhachine interface fo r  systems f o r  large 
space assembly. Future research w i t h  this 
f a c i l i t y  will include enhanced sensing capabili-  
ty,  curved structure assembly, repair  of damaged 
structure components, and the automation of 
additional contructfon tasks, such as cab1 ing 
and panel ins ta l la t ion .  Contacts fo r  this work 
are Marion Wise and Jack Pennington. 
SPACE MANIPULATOR DEVELOPMENT 
The Automation Technology Branch is  working w i t h  
Oak Ridge National Laboratory (ORNL)  i n  develop- 
ing a new concept i n  telerobotic manipulators 
( re f .  26). The Laboratory Telerobotic Manipu- 
l a t o r  (LTM) design combines the best capabili-  
t ies of teleoperated manipulators and robotic 
manipulators. 
are: 
The objectives of the LTM program 
1. Provide prototypical laboratory 
hardware fo r  NASA ground-based research 
i n  shared teleoperator/autonomous 
control,  teleoperator control methods, 
and space task demonstrations. 
2. Provide a high quali ty,  dexterous, 
dual -arm, force-reflecting teleoperator 
t o  maximize the commonality t o  
astronaut EVA task performance. 
Provide robotic features fo r  laboratory 
research and an evolutionary path 
toward system autonomy. 
4. Provide configuration and performance 
consistent w i t h  a space f l i g h t  system. 
3. 
Unique features of the LTM include (1) 
replicated j o i n t  concept fo r  reduced design and 
fabrication cost ,  (2 )  dual-arm system fo r  two- 
handed tasks and tooling, ( 3 )  di f fe ren t ia l  
t rac t ion  drive mechanism for  low backlash and 
high efficiency, (4 )redundant kinematics fo r  
s ingular i ty  and obstacle avoidance, ( 5 )  an 
in te r face  t o  the GSFC/JPL Smart End-Effector, 
and (6)  a hierarchical,  distributed d ig i ta l  
control system, w i t h  graphics-oriented operator 
interface.  
LTM is configured as a dual-ann master-slave 
system. Each seven-degree-of -freedom arm has 
pitch and yaw motions i n  the shoulder, elbow, 
and wrist, p lus  ro l l  motion a t  the wrist. Two 
basic two-axis modules provide speed and torque 
options, and are used i n  both the master and 
slave arms. 
The LTM control architecture supports both 
robotic and teleoperated operations w i t h  real-  
time human control. The system will be en t i r e ly  
d i g i t a l ,  using 32-bi t microprocessors, standard- 
ized bus s t ruc tures ,  and software implemented i n  
h igh - l eve l  languages such as C,  Pascal, Forth, 
and Fortran. 
Detail design and fabrication of the f i r s t  
prototype of this space telerobotic system has 
begun, w i t h  i n t i a l  operational planned f o r  
mid-1988. The Langley contacts for  this work 
are  Alfred Meintel and Jack Pennington. 
INTERCENTER COOPERATIVE EFFORTS 
Members o f  the Automation Technology Branch 
serve as consultants fo r  and participants i n  
several NASA automation and robotic e f fo r t s .  
These e f f o r t s  include the Mars Rover project,  
the Flight Telerobotic Servicer project,  the 
Telerobotic Demonstration Program, and the 
Systems Autonow Technology Program. All branch 
publications are available upon request. 
CONCLUSION 
The Automation Technology Branch has developed 
an excellent telerobotic system research 
f a c i l i t y  and maintains a group of in-house 
researchers who ape competent not only i n  tele- 
robot component technology, b u t  a l so  i n  the 
integration of such technology in to  spec i f ic  
application systems. While p u r s u i n g  independent 
research t o  extend the s t a t e  of the a r t  i n  
t e le robot ics  fo r  space applications,  the branch 
is  a l so  cooperating w i t h  other research groups 
t o  solve spec i f ic  application problems, 
advancing the use of telerobotics t o  f u l f i l l  
NASA mission objectives. 
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Manipulator Arm Design for the Extravehicular Teleoperator Assist Robot (ETAR):' 
Applications on the Space Station 
Test Case 
Solar array 
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Handling 
Precise force control 
Characteristics Requirement 
Fragile, large, flexible 
ABSTRACT 
FOS 
MMS 
The preliminary conceptual design of a new teleoperator robot 
manipulator system for Space Station maintenance missions has 
been completed. The system consists of a unique pair of arms that 
is part of a master-slave, force-reflecting servomanipulator. This 
design allows greater dexterity and greater volume coverage than 
that available in current designs and concepts. 
The teleoperator manipulator is specifically designed for space 
application and is a valuable extension of the current state-of-the- 
art earthbound manipulators marketed today. 
This paper describes the manipulator and its potential application 
on the Space Station. 
INTRODUCTION 
Special covers and latches Dexterity 
Frequent use Must be quickly and 
easily performed 
The potential use of a teleoperator robot system in and around the 
Space Station is being considered as an aid to astronauts in per- 
forming extravehicular activity (EVA). This paper describes the 
preliminary conceptual design work for a telerobot for Space Sta- 
tion maintenance and the anticipated application of the device for 
maintenance and tending of the Space Station user payload com- 
plement. Earlier work by the same team, completed in 1985, estab- 
lished mission objectives, equipment and interface requirements, 
and the environmental constraints of a free-flying telerobot. This 
early work has been reported extensively (References 1-5). In the 
current work we analyzed requirements for typical EVA mainte- 
nance tasks and then developed detailed manipulator concept 
solutions to those requirements. The resulting application concept 
employs the extravehicular teleoperator assist robot (ETAR) as a 
dedicated EVA tool used for tending the Space Station user pay- 
loads. The ETAR will assist the Space Station crew during EVA, 
either directly assisting an EVA astronaut or working alone in the 
EVA environment. The ETAR would be controlled by a second 
astronaut within the shirt-sleeve confines of the station as intrave- 
hicular activity (IVA). The IVA astronaut views the EVA operation 
through a window, from the cupola, or on a closed-circuit TV 
monitor. The ETAR design emphasizes maximum dexterity, mini- 
mum weight, high reliability, and optimum control characteristics. 
ETAR manipulator requirements and solutions were developed 
through the first five subtasks listed below. Lastly, potential appli- 
cations were developed to use the ETAR to maintain the Space 
Station EVA payload complement. 
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1. Analysis of maintenance task requirements 
2. Manipulator mechanical requirements 
3. Preliminary mechanical design** 
4. Operational requirements 
5 .  Control concepts 
6. Applications to user payload tending 
ANALYSIS OF MAINTENANCE TASK REQUIREMENTS 
We identified 21 typical tasks selected from an assortment of 
maintenance missions and representing a wide range of transfer 
routes, dimensions, mass, and handling requirements. 
To help define requirements further, we selected three test cases 
from the sample for further study. They involved replacing the fol- 
lowing equipment: solar array on the Advanced X-Ray Astrophys- 
ics Facility (AXAF), faint object spectrograph (FOS) on the 
Hubble Space Telescope (HST), and multimission modular space- 
craft (MMS) modules in common use on present and future satel- 
lites. The reasons for choosing these three cases are summarized in 
Table 1. 
Table 1. Test Case Characteristics and Handling Requirements 
The preceding information established the basic configuration, 
degrees of freedom, and size requirements for the ETAR manipu- 
lator slave arms. The criteria used in establishing these require- 
ments provide a capability to accomplish the above tasks and to be 
of general assistance to the EVA crew. 
Configuralion: Number of Joints 
The ETAR arm will be controlled predominately in a teleoperated 
mode; that is, the crew person will control the remote arm from 
within the spacecraft using familiar hand and arm movements 
while viewing the EVA operation from the cupola, a window, or a 
TV monitor. We will use the arm kinematics that approximate a 
man-like configuration and arm motions for the operator to relate 
most efficiently to, and control the motions of, the ETAR arm. TO 
implement this, an anthropomorphic configuration was assumed 
with the arm containing a shoulder, elbow, and wrist joint. 
Degrees of Frwdoin (DOFS) of Each Joint 
The shoulder has two DOF’s: pitch and yaw. This configuration is 
analogous to the human shoulder, which allows the arm to swing 
out to the side (yaw) and forward (pitch). Most of the contempo- 
rary manipulators in the nuclear industry incorporate pitch only. 
These include the advanced servomanipulator (ASM) developed at 
Oak Ridge National Laboratory (ORNL), the M-2 (Central 
Research Laboratories), and the RM-10 (Remote Technology Cor- 
poration). Incorporation of a yaw DOF greatly extends the total 
coverage capability of the arm. This capability is of major impor- 
tance because it minimizes the redocking requirements of the space 
vehicle that carries the arm. 
The elbow ha5 both pitch and yaw. These DOF’s are standard on 
most anthropomorphic configurations, allowing the wrist and 
hand to be brought in close to the body. 
A 3-DOF wrist joint is incorporated in the ETAR arm. The 
motions are pitch, yaw, and roll. The pitch-yaw-roll wrist is a dex- 
terous, back-drivable configuration that can be designed to be sin- 
gularity free. Our prime design candidate for the wrist is the 
tendon-linkage type in which all wrist drives (including the wrist 
roll) are located in the forearm. This arrangement is far superior 
to any currently proposed concepts advocating designs that place 
the wrist roll drive forward of the pitch-yaw axis. 
For this study, only an open-close, tong-type end effector will be 
considered. Other special hand configurations will be considered 
later. 
Figure 1 shows the ETAR arm with the DOF’s. The arm has 7 
DOF’s plus the end effector motion. This is one more than the 
minimum needed to position an object anywhere within the oper- 
ating envelope in any angular orientation. The extra DOF permits 
BULKHEAD- 
SHOULDER PITCH c.-& 
ROLL 
Figure 1. ETAR Arm Degrees of Freedom and Dimensions 
not only a greater operating envelope, but also the capability of 
reaching points in space with two different arm configurations. 
This allows the arm to reach objects that would otherwise be 
impossible. 
Bases for Overall Size 
The 21 orbital maintenance representative test cases were reviewed 
to establish the overall size envelope of the ETAR. The largest 
dimension of each object to be transferred was established and the 
mean and median determined excluding items that were extremely 
large or for which we lacked sufficient information. The results 
are the following: 
Mean (17 items) = 3.14 m 
Median (17 items) = 3 m 
In establishing the ETAR arm length, it was assumed that a two- 
arm configuration would be employed on the assist robot, the 
arms would be separated by a distance of 0.75 m, and the total 
wrist-pivot to wrist-pivot dimension would correspond to the 3-m 
dimension determined above. This assumption is based on the 
outstretched dimension of the arms. The 0.75-111 separation is a 
good compromise for establishing a reasonable zone of mutual 
operation for both arms. From the above, the dimension of a sin- 
gle arm, from the wrist-pivot t o  the shoulder-pivot, is the 
following: 
2 
To maximize commonality of parts and modules, the wrist-to. 
elbow and elbow-to-shoulder dimensions are assumed equal to 
half of DW+ or 
To accommodate the shoulder yaw motor/drive, a distance of 
0.5 m between the robot vehicle bulkhead and the shoulder axis 
was assumed. 
Figure 1 also shows the ETAR dimensions. The upper and lower 
arm diameter (0.1 m) is based on the estimated size of the motors 
mounted inside the arms. 
The volumetric coverage of the ETAR is significantly greater than 
existing manipulators, such as the M-2, ASM, and RM-IO. This is 
a direct result of the shoulder yaw DOE Except for the shoulder 
yaw, the other major DOF’s are symmetrical with respect to the 
bulkhead. In this configuration, the bulkhead can be oriented at 
any position in space and allows the arms to interface effectively 
with the work task. The wrist pitch and yaw allow the location of 
the hand or end effector to be anywhere within a hemisphere per- 
pendicular to the lower arm. We assume that the tong opening will 
allow the gripping of objects as large as 9 cm. 
PRELIMINARY MECHANICAL DESIGN 
The preliminary mechanical design configuration (Figure 1) incor- 
porates a similar pitch-yaw joint in the shoulder and elbow and a 
3-DOF pitch-yaw-roll wrist. The shoulder and elbow yaw drives 
are located above the respective joints within the cylindrical arm 
structures. The pitch drives are concentric with the pitch axis. All 
three drives for the wrist are in the lower arm. 
The wrist mechanism is based on a design described by 
Rosheim (Reference 7). The mechanism features 180 deg of pitch 
and yaw and continuous bidirectional roll. It is singularity free, 
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bacr-drivable, and mechanically efficient. Two push-pull rods 
drive the pitch and yaw motions. These are actuated via linear ball 
screws by motor-resolvers located in the forearm. The roll drive 
motor directly rotates the tool plate at the end of the unit. 
OPERATIONAL REQU lREMENTS 
Because the purpose of the ETAR manipulator arm is to assist or 
conduct many of the operations performed by an EVA astronaut, 
we used a human arm as a reference base and then stated ETAR 
arm operational characteristics compatible with astronaut capabil- 
ities to perform identified tasks. Resulting ETAR arm operational 
characteristics are discussed below. 
Force 
A reasonable operational capability for an astronaut is to exert a 
steady force of 90 n (20 Ibf) with the hand in any direction. This is, 
therefore, the design force capability of the ETAR arm: any DOF 
can exert this force when acting alone. With several DOF’s acting, 
the force capability is the vector addition of forces. Each DOF 
also has a larger peak capability of 135 n (30 IbQ for short times. 
Power supply limitations and motor heating establish the peak 
force value and its time duration. 
Speed 
The minimum speed capability was based on operating experience 
with master-slave manipulator systems. A speed capability of 
1 m/sec (40 in./sec) does not noticeably impede the motions of the 
operators. They are not forced to fight the system to increase 
speed if it has force feedback or distracted by lack of synchroniza- 
tion with no force feedback. 
Force Sensitivity 
The ability to detect small forces or small changes in force is a fur- 
ther requirement. Again, manipulator operational experience indi- 
cates that a sensitivity of 2 percent or less of maximum force is 
desirable. This requirement is related to the one for low friction. 
The operator-sensed friction from bearings, gears, motor brushes 
(if any), etc. must be significantly less than 2 percent. 
Natural Control 
The above characteristics will provide the system with natural con- 
trol. The ultimate objective is to achieve telepresence-the opera- 
tor has the sensation of being at the work place and not working 
through an intermediate device. Anything that detracts from that 
illusion, such as force and speed limitations, reduces operational 
effectiveness and efficiency. In addition, the choice of DOF’s and 
configuration of the master also affect natural control. The latter 
also influences the degree of dexterity the system must have. The 
configuration and DOF’s of the arm and master must not require 
awkward maneuvers to perform the required operations. 
Reliability 
Finally, all of the above features and characteristics must be 
achieved with a minimum of mechanical complexity and with 
highly reliable, space worthy components. 
CONTROL CONCEPTS 
ETAR Arm Drive Systems 
We have chosen direct drive motors in the arms for arm actuation. 
This eliminates steel cables, tapes running over pulleys, or torque 
tubes and gear drives found in current servomanipulators. The 
ETAR concept takes advantage of the microgravity environments 
by placing the motors in the arms. This eliminates much of the 
mechanical complexity, friction, and maintainability and reliabil- 
ity problems associated with earthbound designs. 
The motors in this design are low-speed, high-torque, brushless 
servomotors. The low speed and high torque require little or no 
gearing. Some commercially available brushless motors operate in 
a speed range of less than 1 r/sec and produce high output torque. 
They almost meet the requirements of speed ana torque for some 
of the wrist motions and, therefore, could be applied with only a 
small advancement in the state of the art. The shoulder and elbow 
motors, however, will require further development, incorporation 
of gearing, or both. 
The mechanical power output of each motor and, hence, the elec- 
trical power input is approximately the same. This is because each 
motor must produce the same maximum linear force of 90 N 
(20 Ibf) and the same maximum linear speed of 1 m/SeC (about 
40 in./sec). For example, although the torque arm lengths are 
longer for a shoulder motor than for a wrist motor, the rotational 
speed for the shoulder is proportionally lower to achieve the same 
tangential velocity. 
All of the motors include an integral, high-accuracy, brushless 
resolver as a position transducer. Tachometer generators are not 
included since state-of-the-art control electronics can easily derive 
velocity signals from the position signals. 
Control System 
Each of the candidate arms can be controlled in either a teleopera- 
tor or preprogrammed robotic-type mode. In the teleoperator 
mode, the crew person remains active in the control loop, receiv- 
ing information from the remote task site through viewing and 
force reflection. The crew person then controls the remote manip- 
ulator arms from the IVA control station. In the robotic mode, the 
manipulator arms are programmed to perform tasks autono- 
mously. The crew person is not active in the control loop, but may 
assume a vigilant role. 
Basic System-Teleoperator Mode 
In a teleoperator mode, a special type of control system must be 
used. The position-position, force reflecting servomechanism 
(FRS) without force transducers is the classical system used in all 
operating servomanipulators. One of these systems will be used 
for each DOF of the ETAR servomanipulator. 
The FRS consists of two positional servomechanisms connected I 
bilaterally so that the input of one is the output of the other. The 
combination works to produce position and velocity correspon- 
dence between the two systems. Force reflection is produced by a 
positional or velocity error between the two systems. Both systems 
try to reduce the errors-one by pushing against a load or obstruc- 
tion, the other by pushing against the operator. If both systems 
have the same components, it is a one-to-one system and the 
forces are equal. 
Robotic Configuration 
The servomechanisms described above can be driven not only in 
teleoperator mode by operator-generated signals, but also in 
robotic mode by a preprogrammed signal. The preprograrnmt 
signal can be stored in a memory medium locally or remotely. TI 
source of the programmed signal could be a teaching operation 
which an operator runs through a sequence of motions and p 
tion command signals are recorded for playback. Another sa 
is a computer-calculated and -generated sequence. A combin; 
of both can also be used. 
/ 
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Master Controller 
We recommend a replica master controller for the ETAR manipu- 
lator arms. We also considered, but do not recommend, 6-DOF 
hand controllers. 
Replica Master 
Our basic concept for the master controller is a replica of the slave 
and consists of two skeletal-type replica master arms on a com- 
mon mounting structure. It resembles the slave's configuration, 
though it may be scaled down in size. It provides the crew person 
with a natural control system. Experience with earthbound manip- 
ulator systems has indicated that skeletal slave-replica master con- 
trollers are easy to operate, safe, and simple enough to be readily 
maintainable. 
6-DOF Hand Controllers 
!.;aiiough v x  did review the state of the art of 6-DOF hand con- 
troller, we are not recommending it as a controller for ETAR. For 
example, Corker and Bejczy (Reference 8) at Jet Propulsion Labo- 
ratory developed a 6-DOF force-reflecting, universal hand con- 
troller (FRHC). It has an operating volume of about I ft and is a 
compact device that saves space in the master station. The main 
reason it was not chosen as the prime concept is that it cannot 
accommodate the seventh DOF in a natural way. In addition, the 
motions of each DOF do not coincide with those of the slave arm. 
Therefore, the DOF's are not independent, and coordinate trans- 
formations must be performed in the control system to resolve the 
slave motions. The additional computation and potential cross- 
coupling between DOF's would result in a more complex control 
system and potential stability problems. 
ETAR Complete Control System 
As depicted in Figure 2, a complete ETAR system consists of two 
operating arms, TV systems, and auxiliary systems. The master 
station provides teleoperator manual controls, appropriate auto- 
matic control and ETAR transporter (carriage) controls. Electric 
power to the system is provided via bus bars, with signal control 
ria infrared or laser transmission. 
Mission 
Code Payload Name ETAR Task 
I 
SAAX OOOI 
SAAX 030 
SAAX 207C 
SAAX 207E . 
TDMX 201 1 
TDMX 2441 
SAAX 4002 
COMM 4001 
1 
Cosmic ray nuclei Change out pressur- 
experiment ized gas bottle 
Space Station Hitchiker 1 Change out equipment 
can 
High-resolution telescope Replace film cassette 
and spectrograph 
Solar ultraviolet spectral Replace inert gas 
irradiance monitor bottle 
Spacecraft materials and Change out specimen 
coatings tray 
Microelectronics data sys- Change out black 
tems experiment boxes 
Polcats (Canada) Clean sensors 
Solar cells (Canada) Replace solar panels 
Figure 2. ETAR Complete Control System 
'APPLICATIONS TO PAYLOAD TENDING 
,The ETAR manipulator has two major applications in user pay- 
load tending: planned payloads and advanced missions. 
I I 
We have identified several ETAR applications for advanced, yet to 
be determined, user missions. Two concepts are the payload farm 
and batch processing facility. 
Payload Farm 
The payload farm concept requires the ETAR to be mounted to a 
carriage transporter that travels on a fixed track attached to the 
Space Station truss (Figure 3). Two or more raws of payload host- 
ing bars, each capable of hosting a number of payloads, are in 
close proximity to the track. The bars provide support, convenient 
location, and any required power or utilities to the rows of pay- 
loads. The end of the track leads to an airlock through which the 
ETAR and carriage can enter and exit an IVA area for service. 
b " 
Figure 3. Concept for ETAR Payload Tending 
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Payloads are separate and discrete, perhaps each belonging to a 
different commercial user. However, they adhere to rigorous stan- 
dards regarding size, shape, mass, and connectors and interface 
with the ETAR end effector. The ETAR can, therefore, be pro- 
grammed to repeat the same service tasks on each payload (for 
example, payload change out). The interior of the payload can 
then remain proprietary to its owner-an attractive feature for 
commercial users. 
Batch Processing Facilities 
The Space Station may also house batch processing facilities in 
which operations are analogous to earthbound chemical plants 
where humans perform similar operations on batteries of produc- 
tion tanks (pharmaceutical production, wine making). ETAR 
places raw materials in the user production facilities, performs any 
required service, and later retrieves the finished products. This 
concept realizes significant EVA crew time savings and enhances 
the role of the Space Station as a commercial facility for multiple 
batches. 
CONCLUSIONS 
From the information developed in this study, an effective 
teleoperated manipulator system for application on and around 
the Space Station can be developed with a minimum extension to 
the state-of-the-art technology. The ETAR can perform many of 
the routine tasks now being performed by EVA astronauts and 
assist the EVA astronaut in performing extensive tending tasks. 
In developing the preliminary concept design of the ETAR manip- 
ulator system, existing teleoperated systems were reviewed and 
found to lack many attributes and capabilities we feel are neces- 
sary for a space-based system. In most cases, this lack of space 
compatibility is understandable due to the fact that the systems 
were conceived for earthbound application. The ETAR arm, how- 
ever, should prove to be an invaluable Space Station asset because 
it will have been specifically designed to assist in Space Station 
operations. 
SUMMARY 
The work presented above represents the preliminary conceptual 
design of a teleoperated manipulator system specifically designed 
for use on a spacecraft such as the Space Station. A number of 
anticipated Space Station tasks were evaluated to establish the 
requirements of the system. The system is designed to be con- 
trolled predominantly by an IVA astronaut in the Space Station 
shirt-sleeve environment. The slave arms of the system are located 
outside the station and will be of valuable assistance in payload 
tending tasks, enhancing the commercial role of the Space Station. 
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DEVELOPMENT OF A FACILITY USING 
ROBOTICS FOR TESTING AUTOMATION OF INERTIAL INSTRUMENTS 
Joy Y. Grelg 
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6585th Test Group, Holloman AFB, NM 88330 
ABSTRACT 
The development of a facility for inertial 
instrument testing using a robot arm involves a 
variety of studies. Foremost Is a feasibility 
study of the application which involves accuracy 
analysis of the static and dynamic configurations. 
As part of this aspect, simulation of a robot arm 
in performing the tests is desired along with 
modeling evaluations. Also,  economic analysis of 
various arm configurations should focus on 
appropriate comnercial systems that have a high 
probability of providing an applicable testing 
env i rorment . 
In this study, the Integrated Robotics System 
Simulation (ROBSIM) was used to evaluate the 
performance of the PUMA 560 arm as applied to 
testing of inertial sensors. Results of this 
effort were used in the design and development of 
a feasibility test environment using a PUMA 560 
arm. The implemented facility demonstrated the 
ability to perform conventional static inertial 
instrument tests (rotation and tale). The 
facility included an efficient data acquisition 
capabl I ity along with a precision test 
servomechanism function resulting in various data 
presentations which are included In the paper. 
Analysis of inertial Instrument testing accuracy, 
repeatability and noise characteristics are 
provided for the PUMA 560 as well as for other 
possible comnercial arm configurations. Another 
integral aspect of the effort was an in-depth 
economic analysis and comparison, of robot arm 
testing versus use of contemporary precision test 
equipment . 
INTROOUCTION 
Specialized test facilities, such as the Central 
Inertial Guidance Test Facility (CIGTF) at 
Holloman Air Force Base, New Mexico, are 
responslble for the testing of high quality 
inertial rate sensors and accelerometers. Due to 
the large investment in resources, it is important 
that all sensors be free from major defects when 
scheduled for precision testing. Initial sensor 
checkout tests, for example, should not tie up 
unique and specialized test equipment which may 
cost millions of dollars (2,4). 
Gary 8. Lamont. Daniel J. Biezad, 
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Although these expensive devices for testing 
inertial sensors have been very effective, due to 
their unique design they often lack the 
flexibility required to implement new test 
proceaures. Moreover, m e r e  is little evidence of 
rapid innovation in designing and building new 
test fixtures with enhanced capabillties. These 
problems of cost, inflexiblllty, and lack of new 
capabilities impose significant constraints on 
component testlng programs. 
A potential approach to addressing these problems 
comes from the rapidly developing engineering 
science of robotics, where cost is decreasing due 
to the exponential rise In the number of units 
being produced (increasing from 20,000. units in 
1976 to 250,000 In 1984). and where the digital 
capabilities being designed into robots have the 
potential to provide flexlbllity in systems tests 
and data acquisition (16). Finally, robotics is a 
highly innovative area fueled by vast research 
funding. It Is probable that if the key 
difficulty of precision can be solved, the use of 
programnable robots for inertial testing should 
become a reality. 
This paper discusses the feasibility of robotics 
appllcations to Inertial component testing by 
techn i ca I addressing three major areas: 
feasibility, economic feasibility. and 
limitations. Facilities at the Air Force 
Institute of Technology (AFIT) provided the 
testing environment. Technical advice and the 
accelerometer for the study were provided by 
CIOTF. 
in the following sections we discuss feasibility 
objectives and robot specifications, approach and 
design of the experiment, results of the 
experiment, economic analysis of a robotics test 
facility, and conclusions and recomnendatlons 
resulting from the study. 
OBJECTIVES/SPECIFICATIONS 
The robot in itself Is not a precision test device 
relative to inertial sensor accuracies. Both 
inertial sensor and robot accuracies were 
investigated In this study to determine the 
feasibility of using a robot as a testbed. Three 
tests on a PUMA 560 robot arm were accomplished to 
illustrate this and to examine robot pertormance 
criteria for sensor/system laboratory testing. 
Once technical feasibility is established, the 
next important question is, " I s  the proposal 
economically feasible?" To determine cost- 
effectiveness, a life cycle costing analysis was 
performed for both the robotic and non-robotic 
testing units. 
Limitations of robotic testbeds are a final 
consideration. Practical engineering limits, 
computer modeling limits, and measurement and 
instrunentation limits are addressed and related 
to the component test facility applicat'ion. 
APPROACH/DESIGN OF EXPERIMENT 
The overall approach of the experiment was to 
design tests which would determine the feasibility 
of using a robot arm as a testbed for inertial 
sensors and thus the feasibility of developing a 
robotic inertlal guidance test facility. 
Simulation and Emulation 
An effective approach to the development of 
robotics applications is to proceed first with 
simulatlon and then follow with emulation. 
Simulation I s  performed using a comprehensive 
robot simulation program (3 ,11,17) .  At AFlT a 
powerful computer program called ROBSIM produced 
by Martin Marietta Aerospace for NASA Langley was 
employed. A good simulator such as ROBSIM 
includes arm and environnent synthesis (or 
definition), joint motion or joint torques and 
forces sirnulation, and analysis of the simulation. 
Emulation of a test facility followed, using a 
P W  560 Robot Arm, data acquisition equipment, 
and a precision accelerometer and gyroscope. 
Robot Flexure 
In the inertial sensor testing application, ROBSIM 
was used to characterize arm flexure before 
performing the sensor tests. The flexure 
experiment was performed by securing a high- 
accuracy Systron-Donner 4841F accelerometer to an 
aluninun mount which was screwed on to the robot 
tool flange (Figure 1). The flange was rotated 90 
degrees from the READY position (Figure 2) to 
position the input axis of the accelerometer 
vertical up. From this position the flange was 
first rotated counterclockwise in ten-degree 
increments to 90 degrees from vertical and then 
back to vertical in ten-degree increments. The 
accelerometer output was stabilized and recorded 
at each position. The experiment was then 
repeated in the same configuration but with the 
flange fixed and the shoulder rotated in ten- 
degree increments about the base y-axis starting 
from a vertical position. Shoulder and flange 
rotation aligrment errors were calculated and 
compared. Larger shoulder rotatfon alignment 
errors would indicate flexibility of the robot 
arm. Performing this experiment on both ROBSIM 
and the PUMA provided a basis for comparison: the 
rigid-link model on which ROBSIM was predicated 
<7,8) aided in identifying actual robot 
positioning errors (7.8). 
Figure 2. READY Position of  PUMA 560 
(Reference 20) 
Figurc 1. PUMA 560 Robot Arm (Reference 19) 
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Robot Aligrment 
As with any other test stand, a robot must be 
calibrated and aligned. To demonstrate the 
aligrment of the robot arm with local vertical, a 
vertical-seeking test was designed, using the 
output of the Systron-Donner accelerometer and the 
PUMA 560's operating system to accomplish the 
calibration. In an actual testing situation a 
high-precision accelerometer, a triad Of 
accelerometers, a laser, or some other means could 
be used either to verify the robot's position or 
to position it (If its own posltioning system were 
limited). In this demonstration. however, a 
single accelerometer was used to locate local 
vertical. 
The direction of vertical could be determlned by 
simply maximizing a single accelerometer reading 
and using a numerical algorithm to zero in on 
vertical. However, most practical applications 
are faced with limited nunerical accuracy in 
reading an accelerometer. Because of the non- 
linear nature of accelerometer reading accuracles, 
it is more accurate to find two orthogonal 
horizontal vectors and compute their cross-product 
to locate vertical. The natural precision 
geometry of the PUMA 560 manipulator supplles the 
proper configuration to determine vertical, uslng 
wrlst bend (Joint 5) In conjunction with a 90- 
degree rotation in the waist (Joint 1): see Figure 
1. For an expanded discussion of the theory 
behind finding horizontal and the calculatlons 
involved in this test, see Reference 10. 
Robot Precision 
The degree of testing preclsion achievable with 
the PUMA 560 Robot Arm was investigated by 
performing an accelerometer four-point test using 
the arm as a testbed and the Systron-Donner 4841F 
as the test item. 
The Systron-Donner 4841F accelerometer is a 
conventional single-axis, pendulous, fluid 
floated, torque rebalance accelerometer, with an 
analog output in volts direct current (MC) 
proportional to the applied acceleration. For the 
series of four-point tests, the accelerometer on 
Its aluninun mount was secured to the flange and 
aligned parallel to local gravity. The pendulous 
axis (PA) of the accelerometer was aligned 
parallel to the Y-axis of the tool flange and its 
input axis CIA) perpendicular to the Y-axis of the 
tool flange. The robot wrlst joint was rotated 90 
degrees, followed by a 90 degrees rotation of 
Joint 5, in order to position the accelerometer I A  
up and parallel to Jocal vertical (just as in the 
flexure test). The four-point test was then 
performed. 
The software was designed to rotate the 
accelerometer to the four positions (by rotating 
the flange) and allow sufficient time to read the 
accelerometer output voltage at those positions. 
This was accomplished by the VAL I I  operating 
system DRIVE comnand. 
The accelerometer output was analyzed by 
calculating and determining the stability of the 
accelerometer scale factor, 1-g bias, null bias, 
and misaligmnt angle, using standard four-point 
test analysis (see Reference 10). This data was 
placed in a table and compared to tests of the 
same type of accelerometer on precision non- 
robotic test units (21r27). 
Robot Adaptability 
Robot adaptability was demonstrated by performing 
a gyroscope (gyro) step-tunble test. This test 
demonstrated the nyneuverability of a robot arm 
and the ease of reconfiguring the robot for ' 
different tests. For the step-tunble test the 
robot must be positioned to align the gyro's 
output axis parallel to the earth's rotational 
axis pointing north and then pointing south. The 
output of the gyro In these orientations is used 
to calculate the gyro drift characteristics. (For 
a thorough dlscussion of the gyro error model and 
drift coefficient determinations, see References 
IO and 22). 
The gyro used for the experiment was a Hunphrey 
Model RG51-0106-1, a conventional eingle-degree- 
of-freedom (SDOF) torque-rebalance rate gyroscope. 
The PUMA 660 Robot Arm was again used as a test 
platform. The gyro was mounted to a metal support 
base which was in turn attached to the robot 
flunge. The step-tunble test required the 
following gyro orientations to separate the drift 
coefficients for the gyro: 
(1) Gyro OA parallel to the earth's spin axis 
(EA) pointing north, I A  pointing west at the start 
o f  the rotations (OA//+EA) 
(2) OA parallel to EA pointing south, I A  
pointing west at the start of the rotations ( O M /  
-EA). 
To align the gyro with the EA it was first 
necessary to determine the relationship between 
the PLM4 World Coordinate System CWCS) and the EA. 
To find the WCS relative to EA it was necessary to 
know the latitude of the robot and the direction 
of True North with respect to the robot. This 
information was readily available for the test 
site and was used to determine the proper robot 
joint angles to align the gyro OA with the EA. 
Once the OA and I A  were properly aligned, the gyro 
was stepped through 360 degrees of rotation by 
rotating the flange 360 degrees clockwise tcw) 
followed by 360 degrees counterclockwise tccw), 
pausing at each 45-degree increment to record the 
gyro output. One cw and ccw rotation of the 
flange for each orientation constituted one set of 
data for each step-tunble test. Eight sets of 
data were collected with OA south and eight with 
OA north (a total of 128 points in each 
direct ion). 
The software was written for the robot's VAL I I  
operating system which was accessed through a 
Zenith 100 (2-100) running comnunication software 
to act as a smart terminal. The programs, written 
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i n  the VAL I I  language, posi t ioned the robot arm 
f o r  each o f  the required gyro or ien ta t ions  and 
ro ta t ions .  
The s t a t i s t i c a l  package BM)P was used t o  perform 
the least  squares f i t  o f  the output voltage t o  the 
gyro model. The d r i f t  c o e f f i c i e n t s  calculated 
from the f i t  were then s m r i t e d  i n  tabular form. 
RESULTS OF EXPERIMENT 
Results o f  the experiment demonstrated both the 
advantages and the current l im i ta t i ons  o f  robot ic  
testbeds and simulat ions. 
Robot Control and Aligrment 
The r e s u l t s  o f  the f lexure  tes t  showed larger 
shoulder r o t a t i o n  alignment e r ro rs  than f lange 
al igrment e r ro rs  when the pos i t i on  was 30 degrees 
t o  90 degrees from v e r t i c a l .  The accelerometer 
outputs demonstrated the inaccuracies o f  robot 
pos i t ion ing  and indicated tha t  the f l e x i b i l i t y  o f  
the robot arm should be a considerat ion when 
precise pos i t ion ing  and o r ien ta t i on  i s  needed. A 
p l o t  o f  the actuator torque versus t ime  f o r  the 
shoulder r o t a t i o n  as generated by ROBSIM showed 
tha t  the torque i s  a func t ion  of the robot 
o r i en ta t i on  and tha t  the o r ien ta t i on  e r ro rs  are 
due i n  pa r t  t o  mechanical f lexure. 
Robot cont ro l  i s  a lso  l im i ted  by cont ro l  method 
and urmodelled forces, and by the r e s t r i c t i o n s  O f  
r obo t i c  programing languages. The most widely 
used cont ro l  method today appl ies a separate ax ia l  
con t ro l  loop f o r  each j o i n t  designed w i t h  I inear -  
con t ro l  laws (12:80),  o f t e n  w i t h  f i xed  gain 
(12:72). The required ga in  i s  h igh l y  dependent on 
the moment of  i n e r t i a  a t  each j o i n t  o f  the robot 
arm which i n  t u r n  var ies  w i t h  the arm p o s i t i o n  and 
robot payload. A v a r l e t y  o f  schemes, including 
adaptive cont ro l ,  have been proposed and 
implemented (12:51-81), but  research i s  s t i l l  
being done t o  represent previously urmodelled 
forces (13) and implement adaptive cont ro l .  
Robot p rograming languages, too, can be a control  
l i m i t a t i o n  in  tha t  they o f t e n  do not include the 
fac i  I i t i e s  t o  implement complex mathematical 
formulas. One must bypass the robot operating 
system t o  implement experimental techniques and 
gain greater precis ion.  
The theory and analysis involved in  performing the 
alignment (vert ical-seeking) t e s t  presumed no 
robot j o i n t  pos i t i on ing  errors.  There are, 
however, small accumulated e r ro rs  v i a  quant izat ion 
o f  robot movement and ca lcu la t ions  by the robot 
arm con t ro l l e r  (19 ) .  No attempt was made t o  
include the6e e r ro rs  in  the vert ical-seeking 
algori thm. The algor i thm did. however, locate 
v e r t i c a l  more prec ise ly  than could be done by 
simply p lac ing  the arm i n  the READY pos i t ion ,  -Or 
by using a s ing le  accelerometer output 
determination. 
Robot Precis ion and Adaptab i l i t y  
The resu l t s  o f  the four-point t es ts  in  the 
fo l low ing  tab le  (Table I )  show tha t  pos i t i on ing  
prec is ion  can be achieved. Although the 
performance cha rac te r i s t i c  values are larger than 
those derived from four-point t es ts  o f  s i m i l a r  
i n s t r w n t s  (see Table 2.3 from 21:27-28). the 
standard deviat ions and peak-to-peak spread are 
comparable. The laboratory environment f o r  t h i s  
research was much less cont ro l led  than tha t  o f  a 
t e s t  f a c i l i t y  such as CIGTF: noise sources from 
the laboratory and perhaps from the robot arm 
i t s e l f .  and lack o f  temperature cont ro l  
contr ibuted t o  the magnitude o f  the coe f f i c i en ts .  
However, the S t a b i l i t y  o f  the outputs i s  an 
i nd i ca t i on  o f  the pos i t ion ing  repea tab i l i t y  o f  the 
robot arm. 
Table I I  s m r i z e s  the d r i f t  c o e f f i c i e n t s  (and 
t h e i r  standard e r ro r )  o f  the performance model 
gyro equation. Since the durat ion o f  the tes ts  
was approximately three hours and the gyro's 
output ax is  was al igned w i th  the ear th 's  
ro ta t i ona l  axis,  e r ro r  sources d i d  not include 
ear th  rate.  A l l  d r i f t  coe f f i c i en ts  except D(0) 
were s ign i f i can t .  From previous ra te - tab le  tes ts  
D(F) was determined t o  be 1.5 vo l ts .  Except f o r  
DCF). there was no t es t  data w i t h  which t o  compare 
the d r i f t  coe f f i c ien ts .  However, the c o e f f i c i e n t s  
are reasonable and, as w i th  the accelerometer 
four-point  t es t ,  indicated the f e a s i b i l i t y  o f  
using the robot arm fo r  t es t i ng  i n e r t i a l  sensors. 
The main purpose o f  the gyro t e s t  was t o  
demonstrate the robot arm's ease o f  
recon f igu rab i l i t y  and i t s  maneuverabi l i ty and 
therefore i t s  usefulness as a multi-purpose 
testbed. This was c l e a r l y  demonstrated by the 
gyro step-tumble tes t .  
Establ ishing tes t i ng  f e a s i b i l i t y  using the PUMA 
560 then led t o  determining a general se t  o f  robot 
c r i t e r i a  fo r  the i n e r t i a l  sensor app l i ca t ion ,  
including economic considerations. 
ECONOMIC ANALYSIS OF APPROACH 
A l l  the c r i t e r i a  f o r  se lec t ing  a robot f o r  
i ndus t r i a l  appl icat ions are f u l l y  aescrlbed i n  the 
robot ics  l i t e r a t u r e  (6:214-301; 12:263-272; 15). 
In t h i s  study we were addressing only the c r i t e r i a  
per t inent  t o  i n e r t i a l  sensor/system tes t ing .  A 
swmary o f  the c r i t e r i a  i s  as fol lows: 
( 1 )  
( 2 )  Drive method - E l e c t r i c  motor d r iven  
(3) Number o f  axes - 6 
(4)  Axis r o t a t i o n  - Wrist  p i tch ,  r o l l ,  o r  
yaw o f  a t  least  360 degrees: a t  least  180 degrees 
o f  r o t a t i o n  in  other j o i n t s  
Load requirement - 5 t o  25 pounds 
( 5 )  O f f - l i n e  programing capab i l i t y  
( 6 )  Repeatab i l i t y  o f  0.010 inches o r  less 
(7) Variable acceleration/deceleration 
( 8 )  Floor mount. 
des i rab l e  
An expanded discussion o f  these se lec t ion  c r i t e r i a  
i s  found in  Reference I O .  
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I Scale Factor 1-g Bias Null BirJ hfisalign ( V O W )  UP) CB) (rnsec) 
ON ROBOT ARM: 
Mean 1 .O 18805 1207 1720 8154 
Peak-to-wak Variation I15 24 1 25s 30 
Standard Deviation (ppm) 29 60 66 9 
ON VERTICAL TABLE (21:27): 
Mean 0.02493 184.5 148.4 -30.6 
Standard Deviation (ppm) 40 45.8 36.4 7.5 
Peak-to-peak Variation (pprn) * 47 I 47 1 244 58 
Over 39 days. No data available for a single day's testing. 
A comprehensive l i s t i n g  o f  prospective robots 
containing t h e i r  physical charac ter is t i cs  and 
estimated base pr ices  was obtained (18) using a 
comnercial computer package ca l l ed  "Robot Search 
Program" (Robot Analysis Associates, Inc.). This 
l i s t  was reduced t o  four robots by enter ing the 
data i n t o  a spreadsheet (Lotus 1-2-3) and using 
the spreadsheet's c a p a b i l i t i e s  t o  h i g h l i g h t  the 
manipulators w i t h  the maximum performance 
c a p a b i l i t i e s  (5:435-448). The resu l t s  are 
sumnarized in  Table I l l ,  along w i t h  non-robotic 
t e s t  tables. 
The non-robotic tables have the advantage o f  
continuous r o t a t i o n  and accuracies i n  the 
arcseconds range. However, the load c a p a b i l i t i e s  
are comparable, including the 100-pound load. For 
example, i n  add i t i on  t o  the robots l i s ted ,  the 
Cincinnat i  Mi lacron T3-776 meets the ro ta t i ona l  
and accuracy requirements wh i le  car ry ing  a load o f  
150 pounds. The robo t i c  testbeds, however, are 
more v e r s a t i l e  and less expensive and have other 
po ten t ia ls  discussed in  the conclusions section. 
L i f e  cycle cost ing (LCC) over a 5-year per iod was 
the too l  used t o  determine economic f e a s i b i l i t y  
(9:66-67: 1:20; 2). Research and development 
costs, investment costs, and op,erational costs 
were included fo r  the analysis. Table i V  
swnnarizes the resu l t s  f o r  both the selected 
robots and the non-robotic tables. 
From the economic analysis i t  i s  feas ib le  tha t  a 
prototype robo t i c  t e s t  s ta t ion ,  the T3-646 f o r  
instance, could replace one table,  perhaps the 
ve r t i ca l .  table,  w i t h  a resu l tan t  decrease in  LCC 
o f  $17,364. O f  course the savings increase 
Table I 1  
Performance Model Equalion 
Coenicients 
Drift Calculated Standard 
Coefficient Value Emr 
1.49999 
0.00249 
0.07619 
0.00188 
0.00117 
0.00107 
0.00 107 
0.00389 
0.00 120 
0.00188 
0.0003 1 
O.OOO3 I 
0.00295 
0.00035 
0.00035 
0.00035 
0.00036 
0.00036 
Another important advantage and source o f  savings 
i s  the v e r s a t i l i t y  o f  a robot arm. Over the long 
cerm both standard and experimental i n e r t i a l  
instrument tes ts  can be performed by simply re- 
programing the robot, rather than rebu i l d ing  o r  
developing a new t e s t  table.  I n  the shor t  term, 
as was the case fo r  the gyro tes ts ,  the robot can 
be qu ick ly  reconfigured a t  any po in t  i n  the t e s t  
w i th  no manual readjustments involved. 
CONCLUSIONS AND RECMNDATIONS 
I n  an attempt t o  cont ro l  robots more prec ise ly  and 
t o  in te r face  w i t h  computers (and computer 
simulat ions) other than the robot 's p a r t i c u l a r  
con t ro l l e r ,  research i s  in  progress t o  cont ro l  
robots from computers such as the VAX 11-780 
(AFIT, NASA Langley) o r  in te r face  w l t h  such 
computers fo r  con t ro l  and data acqu is i t i on  ( f o r  
example, Cincinnat i  Mi lacron's Robot O f f l i n e  
Programing System, o r  ROPS). 
From the f a c i l i t y  development study presented 
here, one can conclude tha t  robots large and small 
could begin t o  be used as checkout testbeds f o r  
i n e r t i a l  sensors, possible i n  such app l ica t ions  as ' 
imnediate f l i g h t l i n e  checkout o f  sensors .or , 
i n e r t i a l  measurement u n i t s  ( IMU's) suspected o f  
being inoperable rather than sending them away t o  
a dopot f o r  checkout. 
Robots can be mu1 t i-purpose testbeds fo r  
performing standard tes ts  on i n e r t i a l  sensors, and 
the *po ten t i a l  f o r  devis ing unique i n e r t i a l  
sensor/system tes ts  ex is ts .  Robots w i t h  variab1.e 
acceleration/deceleration and a large ro ta t i ona l  
range suggest dynamic t e s t  p o s s i b i l i t i e s  tha t  have 
not ye t  been explored. Perhaps subject ing the 
sensorhystem t o  a h e l i c a l  motion, o r  t o  a rap id  
swinging motion o f  the robot fol lowed by a sudden 
decelerat ion would exc i te  s e n s o r h y s t m  e r ro r  
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Table 111 
Performance Characteristics and Base 
Prices of Robotic and Non-Robotic Testing Units 
NInU Mourn M J x R ~  Ocher Jad M u b a d  m y  Al Vuuble B l l s  
(wna) Rd Obd (in#) (ip) A a c U D c 4  Plica 
A'rmurAIDWO Rm U O  p31S Wna 66 am8 w) Y SO000 
Yactawl F I O N  360 YR3M Wn. 26 aooa IO Y 69600 
ann~dn-646 ~m wo ~ Y 2 3 8  W n a  so aoio ?J NIA IO000 
PUMA Mo FIOW s32 PMO wna s3 am 20 N Moo0 
NlnU Man M u R d  Ocher Jan M u L o d  m y  AI  Variable Dale 
(wna) Rd (Ibc) ( a m  (ip) AacyDcseI R c e  
per UII) 
Vcrcral Table F l o s  Conuh M < I  N ISOW0 
2-8x11 G n t n v c r  Flow Conon 7s 1 N s m  
3-u ir  Contnvea F l o s  Cown IW # 3  N I 8  3000000 
I D ~ K e r r o s c ~ n a c a r n s y ~ ~ ~ o d ~ K c ~ n l I y p c d b e a n n g a , m ~ n d u u  
88 Emma14 c a  d new 3 - d r  ublr 
~ 
Table I v  
Total Lire Cycle Costs 
Device LCC 
Automafix AID900 S 146,279 
Cincinnati Milacmn "3-646 186,618 
Yaskawr V-12 185,811 
PUMA 560 206,787 
Vertical Tablo 203,982 
2-axis C o n m v a  5 2 2.2 3 9 
3-axis Conmves 2.8 18,062 
terms and thus enhance or replace centrifuge or 
other testing. Variations of system trajectories 
could be tracked with lasers and the system errors 
analyzed by comparison with the laser position 
data. With extensive computer simulation 
capabilities such as those of ROBSIM, engineering 
theory could devise new tests which would be 
efficiently and safely produced on the simulator, 
saving botq time and money. The simulator-robot 
combination would encourage engineering 
creativity, an important comnodity in the realm o f  
research end development, where new tests and 
testing units are needed to keep pace with 
hardware developments (2) .  
This study raises further questions. Are robots 
feasible for system tests? Can the limitations be 
overcome? What should be done to extend the work 
presented here? 
The solution for robot accuracy constraints may 
lie not in improving the robot's precision, but 
rather in providing precision reference 
measurements for use in sensor output analysis. 
Laser technology and other instrumentation 
advances have the potential to accomplish this. 
For example, providing precision through reference 
measurement is already in use in noisy. imprecise 
envirorments such ,as the test track at Holloman 
Air Force Base; and laser technology is currently 
being used for robot positioning accuracy ( 1 4 ) .  A 
cost analysis for laser o r  other precision 
measurement technology should be accomplished to 
extend the economic feasibility study. 
The potential for testing precision 
sensors/systems should be further determined by 
noise characterization of the robot arm. In 
eddition, the sensors used in this study, or 
similar sensors, should be tested under more 
controlled laboratory conditions and compared to 
test results from non-robotic units. 
It is also recomnended that test engineers and 
analysts take a new look at the posslbilities for 
dynamlc tests using robotic capabilities and begin 
devising those tests. The groundwork for a 
prototype effort has been presented in this study 
and is recomnended for future implementation. 
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TELEROBOTIC TRUSS ASSEMBLY 
P h i l  i p  L. Sheridan 
NASA/JSC, ES63 
Houston, TX 77058 
SUMMARY 
The S t r u c t u r e s  and Mechanics D i v i s i o n  (SMD) a t  
Johnson Space Center t e l e r o b o t i c a l l y  assembled 
t h e  ACCESS t russ .  The SMD wanted t o  assemble 
hardware t h a t  was designed f o r  and been assem- 
b l e d  by EVA ast ronauts.  Many problems were 
i d e n t i f i e d .  Most be long i n  one o f  t h r e e  main 
categor ies.  
1. Truss Hardware 
2. Mani p u l  a t o r  
3 .  Vis ion  
The t i g h t  al ignment c o n s t r a i n t s  o f  t h e  ACCESS 
hardware made t e l e r o b o t i c  assembly d i f f i c u l t .  
A w ide r  al ignment envelope and a compliant end 
e f f e c t o r  would have reduced t h i s  problem. 
The m a n i p u l a t o r  used  had no l i n e a r  m o t i o n  
c a p a b i l i t y ,  b u t  many o f  t h e  assembly opera- 
t i o n s  r e q u i r e d  s t r a i g h t  l i n e  m o t i o n .  The 
m a n i p u l a t o r  was at tached t o  a mot ion t a b l e  i n  
o r d e r  t o  p r o v i d e  t h e  X, Y,  and Z t r a n s l a t i o n s  
needed.  A programmable r o b o t  w i t h  l i n e a r  
t r a n s l a t i o n  c a p a b i l i t y  would have e l im ina ted  
t h e  need f o r  t h e  mot ion t a b l e  and s t reaml ined 
t h e  assembly. 
Poor depth pe rcep t ion  was a major problem. 
Shaded p a i n t  schemes and a1 ignment 1 i nes  
were h e l p f u l  i n  reducing t h i s  problem. The 
f o u r  cameras used worked w e l l  f o r  on l y  some 
opera t i ons .  We were unable t o  i d e n t i f y  i n d i -  
v i d u a l  camera l o c a t i o n s  t h a t  worked w e l l  f o r  
a l l  o f  t h e  assembly steps. More cameras o r  
movable cameras would have s i m p l i f i e d  some 
ope r a t i o n s  . 
The aud io  feedback system was u s e f u l .  Of ten 
t h e  f i r s t  i n d i c a t i o n  t h a t  a s t r u t  made con tac t  
w i t h  a node was an audio s i g n a l  r a t h e r  than  a 
video one. Also, i f  a s t r u t  i n a d v e r t e n t l y  h i t  
something i n  t h e  workce l l ,  t h e  operator  was 
a l e r t e d .  
Many o f  t h e  lessons learned w i l l  be used t o  
des ign  robo t  f r i e n d l y  hardware and t o  d e f i n e  
tasks  s u i t a b l e  f o r  a space t e l e r o b o t .  
INTRODUCTION 
D u r i n g  t h e  summer o f  1987, t h e  S t ruc tu res  and 
Mechanics D i v i s i o n  (SMD) a t  NASA’s Johnson 
Space Center conducted t e l e r o b o t i c  t r u s s  
assembly t e s t s .  These t e s t s  had f o u r  ob jec-  
t i v e s .  
1. I d e n t i f y  problems wi th  t h e  t e l e -  
r o b o t i c  assembly o f  hardware designed f o r  EVA 
ast ronauts.  
2. 
3.  Demonstrate s i m p l i f i e d  remote manip- 
u l a t o r  system (RMS) dynamics.* 
4. E s t a b l i s h  an exper ience base f o r  t h e  
development o f  robo t  f r i e n d l y  hardware/tasks. 
The Assembly Concept f o r  Cons t ruc t i on  o f  
E rec tab le  Space S t ruc tu res  (ACCESS)  hardware 
was s e l e c t e d  f o r  t h e s e  t e s t s .  The ACCESS 
t r u s s  has been t e s t e d  i n  space and t h e  Weight- 
l e s s  Environment T r a i n i n g  F a c i l i t y  (WETF) and 
t h e  s t r u t s  and nodes were small  enough f o r  t h e  
Deep Ocean Engineer ing (DOE) manipulator  t o  
hand1 e. 
The problems encountered and t h e i r  sol u t  i ons  
as w e l l  as our  eva lua t i on  o f  t h e  audio feed- 
back system a r e  discussed. 
CONCLUSION 
Assembl i n g  t h e  ACCESS hardware showed how 
d i f f i c u l t  i t  i s  f o r  a t e l e r o b o t  t o  h a n d l e  
hardware designed f o r  ast ronauts.  I n  o rde r  
f o r  robo ts  t o  e f f i c i e n t l y  he lp  b u i l d  and 
m a i n t a i n  Space S ta t i on ,  t h e  hardware must be 
des igned  t o  be robo t  f r i e n d l y .  Shaded p a i n t  
schemes and al ignment l i n e s  p a r t i a l l y  made up 
f o r  t h e  l o s s  o f  depth pe rcep t ion  caused by t h e  
video system. Less r i g i d  al ignment con- 
s t r a i n t s  and compl iant  end e f f e c t o r s  w i l l  
reduce misal ignment problems. Audio feedback 
increased opera to r  awareness and should be 
i n c l u d e d  i n  f u t u r e  t e l e r o b o t i c  experiments. 
The experience gained f rom t h i s  experiment 
* T h i s  phase o f  t h e  t e s t  was n o t  completed i n  
t ime  f o r  t h i s  p u b l i c a t i o n .  
Evaluate an audio feedback system. 
487 
w i l l  h e l p  i n  t h e  d e s i g n  o f  r o b o t  f r i e n d l y  
hardware and w i l l  he lp  w i t h  t h e  i d e n t i f i c a -  
t i o n ,  t e s t i n g  and implementation o f  t asks  
s u i t a b l e  f o r  a space te le robo t .  
DISCUSSION 
F o r  t h i s  t e s t  program t h e r e  were seven major 
p ieces o f  hardware. F igu re  1 shows t h e  l ayou t  
o f  t h e  hardware descr ibed below. 
Hardware Desc r ip t i on  
1. 6-DOF Table 
The s i x  degree o f  freedom (6-DOF) 
t a b l e  c o n s i s t s  o f  a t r i a n g u l a r  shaped a c t i v e  
t a b l e  and s i x  l i n e a r  h y d r a u l i c  actuators .  The 
a c t u a t o r s  p rov ide  t h e  6-DOF t a b l e  w i t h  X, Y,  
and Z t r a n s l a t i o n ,  R o l l ,  P i t ch ,  and Yaw. For 
t h i s  t e s t ,  R o l l ,  P i tch,  and Yaw were no t  used. 
2. DOE Arm 
The Deep Ocean Engineer ing (DOE) arm 
i s  an e l e c t r o h y d r a u l i c  man ipu la to r  arm t h a t  
W I S  used t o  t e l e r o b o t i c a l l y  assemble t h e  
ACCESS nodes and s t r u t s  i n t o  a t r u s s .  
3. L inea r  Trans lat ion/Load C e l l  Table 
The L inea r  Trans lat ion/Load C e l l  
Tab le  (LTLCT) was at tached t o  t h e  6-OOF t a b l e  
th rough  a se t  o f  load c e l l s .  The load c e l l s  
w i l l  send l o a d  data t o  t h e  computer f o r  f o r c e  
and moment r e s o l u t i o n  d u r i n g  t h e  dynamic 
s i m u l a t i o n  demonstrat ion. The LTLCT supported 
t h e  DOE arm and prov ided a d d i t i o n a l  X-axis 
t r a n s l a t i o n .  
4. Mast 
The mast was a mounting f i x t u r e  t o  
w h i c h  t h e  ACCESS nodes and s t r u t s  were a t -  
tached d u r i n g  the  t r u s s  assembly. 
5. Strong Back 
The s t rong  back i s  a f i x e d  s t r u c t u r e  
t o  which t h e  mast and node /s t ru t  rack were 
mounted. 
6. Node/Strut Rack 
The node /s t ru t  rack s to red  t h e  
ACCESS nodes and s t r u t s  be fo re  they were 
g rasped  by t h e  DOE arm and assembled i n t o  a 
t r u s s .  
7. Video System 
Te lev i s ion  cameras were used by t h e  
t e l e o p e r a t o r  t o  mon i to r  t h e  t r u s s  assembly. 
They were mounted 1) t o  t h e  l e f t  o f  t h e  DOE 
arm,  2 )  on t h e  ground be low t h e  mast ,  3 )  
behind t h e  DOE arm on t h e  6-OOF tab le ,  and 4 )  
on t h e  DOE arm. Cameras 1, 2, and 3 had pan, 
t i l t ,  and zoom c a p a b i l i t i e s .  Camera 4 had a 
f i x e d  view o f  t h e  g r ippe r .  
Assembly Sequence 
The t o p  t h r e e  nodes were manually mounted t o  
t h e  mast be fo re  beginning t h e  demonstrat ion 
j u s t  as they  were f o r  t h e  WETF t e s t s .  The 
f i r s t  s t e p  i n  t h e  assembly p r o c e s s  was t o  
remove t h e  f o u r t h  node from t h e  node /s t ru t  
rack and p lace  i t  on t h e  mast. T h i s  s tep  was 
repeated u n t i l  a l l  s i x  nodes were i n  place. 
Each o f  t h e  12 s t r u t s  was connected u s i n g  t h e  
f o l l o w i n g  sequence. One s t r u t  c o l l a r  was 
preset  t o  t h e  automatic p o s i t i o n  and t h e  o t h e r  
c o l l a r  was p r e s e t  t o  t h e  manual p o s i t i o n .  The 
s t r u t  was pos i t j oned  between two nodes and 
l i n e a r l y  d r i v e n  i n t o  p lace  us ing  t h e  LTLCT. 
The automat ic  c o l l a r  c losed l o c k i n g  t h e  s t r u t  
o n t o  one node. The DOE arm was then p o s i -  
t i o n e d  near t h e  manual c o l l a r  where, us ing  a 
f r i c t i o n  pad, t h e  c o l l a r  was r o t a t e d  t o  secure 
t h a t  end o f  t h e  s t r u t  t d t h e  o t h e r  node. The 
bottom t h r e e  h o r i z o n t a l  s t r u t s  were connected, 
one a t  a t ime, t o  t h e  nodes ( r e f e r  t o  F igu re  
2 ) .  The t o p  t h r e e  h o r i z o n t a l  s t r u t s  were 
connected next ,  then t h e  t h r e e  v e r t i c a l  
s t r u t s ,  and f i n a l l y  t h e  t h r e e  d iagonal  s t r u t s .  
The i n i t i a l  assembly t i m e  was f o u r  hours f o r  
one bay. Before t h e  second assembly severa l  
changes were made t o  t h e  workce l l  shown i n  
F igu re  1. Camera 1 was moved 10 f e e t  i n  t h e  
- X  d i r e c t i o n  and f o u r  f e e t  i n  -Y. Th i s  l oca -  
t i o n  prov ided a b e t t e r  view f rom which t o  see 
s t r u t  t o  node alignment. Camera 2 was repos i -  
t i o n e d  f o u r  f e e t  i n  t h e  - X  d i r e c t i o n  and one 
f o o t  i n  - Y .  Moving f o u r  f e e t  i n  t h e  -X d i r e c -  
t i o n  made s t r u t  t o  node al ignment e a s i e r  t o  
determine f o r  t h e  h o r i z o n t a l  and d iagonal  
s t r u t s .  Moving one f o o t  i n  t h e  - Y  d i r e c t i o n  
made v e r t i c a l  s t r u t  i n s e r t i o n s  eas ieb  t o  see. 
The node /s t ru t  rack was r o t a t e d  90 . Th is  
change decreased t h e  w r i s t  r o l l  a c t i o n s  by 
n e a r l y  one h a l f .  A c o m b i n a t i o n  o f  t h e s e  
m o d i f i c a t i o n s  and an increase i n  ope ra to r  
p r o f i c i e n c y  reduced t h e  assembly t i m e  t o  two 
hours. 
One o f  t h e  major  t ime  consumers d u r i n g  t h e  
assembly was t h e  6-DOF t a b l e .  V i b r a t i o n s  from 
t h e  6-UOF t a b l e ' s  h y d r a u l i c  pumps caused t h e  
D O E  arm t o  v i b r a t e  a t  a p p r o x i m a t e l y  5 Hz. 
T h i s  v i b r a t i o n  made t h e  assembly process very 
d i f f i c u l t .  Also, t h e  6-DOF t a b l e  moves very 
s l o w l y  and approximately one h a l f  o f  t h e  two 
hour  assembly t i m e  was needed t o  move t h e  DOE 
arm f rom t h e  node /s t ru t  rack t o  a p o s i t i o n  
near t h e  mast where t h e  i n s e r t i o n  a c t i o n  cou ld  
begin . 
Low pass f i l t e r s  were p u t  i n t o  t h e  6-DOF 
t a b l e s  c o n t r o l  system t o  e l i m i n a t e  t h e  v i b r a -  
t i o n s .  The smooth opera t i on  made s t r u t  i n s e r -  
t i o n s  e a s i e r  and speeded up t h e  movement o f  
t h e  tab le .  This  d i d  n o t  decrease the  assembly 
t ime  because t h e  automatic c o l l a r s  would some- 
t imes n o t  close. Apparently t h e  v i b r a t i o n s  
helped overcome some o f  t h e  b i n d i n g  between 
t h e  s t r u t s  and the  nodes which helped c lose  
t h e  c o l l a r s .  
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VERTICAL STRUT 
DIAGONAL STRUT 
HORIZONTAL STRUT 
FIGURE 2. ACCESS TRUSS 
Problems and Solut ions 2. Manipulator  
The problems we had belong i n  one o f  t h r e e  
main groups. 
1. Truss Hardware 
The ACCESS hardware has t i g h t  a l i g n -  
m e n t  c o n s t r a i n t s .  F i g u r e  3 shows a s t r u t  
p a r t i a l l y  i n s e r t e d  i n t o  a node. I f  these two 
components a re  n o t  p e r f e c t l y  a l i g n e d  t h e  s t r u t  
cannot be locked i n t o  p lace.  Larger  a l ignment  
envelopes, guides, and a compl iant  end e f f e c t -  
o r  would have reduced misal ignment problems. 
The DOE manipulator  has: 
a. No l i n e a r  motion. 
b. No automation. 
c. No j o i n t  p o s i t i o n  i n d i c a t o r .  
Most o f  t h e  opera t i ons  d u r i n g  t h i s  
t e s t  were completed u s i n g  t h e  l i n e a r  mot ion 
prov ided by t h e  6-DOF t a b l e  o r  t h e  LTLCT. The 
movement o f  t h e  6-DOF t a b l e  was very slow. A 
robo t  w i t h  l i n e a r  mot ion would have e l i m i n a t e d  
FIGURE 3. S t r u t  P a r t i a l l y  I n s e r t e d  I n t o  Node 
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t h e  need f o r  the 6-DOF table,  and decreased 
t h e  assembly time. A semiautomated operation 
would have been more e f f i c i e n t  than a f u l l y  
manual one. Preprogramned manipulator posi-  
t i o n s  would have been he lp fu l ,  but because o f  
var ia t ions  i n  the ACCESS hardware and mounting 
f i x t u r e  pos i t ions  the  actual strut/node con- 
nect ion was necessari ly teleoperated. Many 
alignment problems were p a r t i a l l y  caused by an 
i n a b i l i t y  t o  pu t  the DOE arm's j o i n t s  i n t o  
exact,  known posi t ions.  Jo in t  pos i t ion  i n d i -  
cators would have lessened the  alignment 
problems. 
3.  Vision 
Normal video equipment g rea t l y  
reduces depth perception. Stereo v is ion  may 
h e l p  w i t h  t h i s  problem. Shaded p a i n t  and 
al ignment l i n e s  on the  t russ  hardware par- 
t i a l l y  compensated f o r  t he  lack  o f  depth 
perception. 
Some o f  the camera pos i t ions  used 
were very good f o r  some operations and very 
poor f o r  others. Adjustable (X ,  Y, Z) camera 
p o s i t i o n s ,  o r  more cameras would have de- 
creased the  assembly time. Camera R4 d i d  not 
have pan, t i lt or zoom capab i l i t i es .  These 
features would have been useful .  
The ACCESS hardware and most o f  the  
f i x t u r e s  i n  the  workcel l  were bare aluninun. 
The re f l ec ted  l i g h t  caused g la re  which washed 
ou t  some de ta i l .  Pa in t ing  some o f  the  
f i x t u r e s  f l a t  black g rea t l y  reduced t h i s  
problem. Ant i -g lare pa in t  should be used f o r  
everything i n  the workcel l .  
Audio Feedback 
The DOE arm has an accelerometer i n  i t s  fore- 
arm t h a t  sends signals through a control  u n i t  
t o  a headset worn by the  operator. During 
t h i s  t e s t  t h e  l i n e a r  d r i v e  motor,  c o l l a r s  
c losing, and node/strut contact were heard. 
The sounds heard through the  headset were very 
s i m i l a r  t o  the  actual sounds. The f i r s t  two 
types  o f  sounds made the  operator f ee l  c loser  
t o  the workcel l .  The node/strut  contact noise 
was very useful.  It p a r t i a l l y  made up f o r  the  
l a c k  o f  depth perception. Often the contact 
was detected through audio feedback before i t  
was detected v isua l l y .  
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ABSTRACT Define Task 
A method for apportioning crew-telerobot tasks has been derived 
to facilitate the design of a crew-friendly telerobot control station. 
To identify the most appropriate state-of-the-art hardware for the 
control station, task apportionment must first be conducted to 
identify if an astronaut or a telerobot is best to execute the task 
and which displays and controls are required for monitoring and 
performance. Basic steps that comprise the task analysis process 
are ( I )  identify Space Station tasks, (2) define tasks, (3) define task 
performance criteria and perform task apportionment, (4) verify 
task apportionment, (5 )  generate control station requirements, 
(6) develop design concepts to meet requirements, and (7) test and 
verify design concepts. 
INTRODUCTION 
Designing an efficient man-machine interface is of high 
importance to Space Station telerobotic operations. It is estimated 
that the cost ratio of astronaut time spent on extravehicular 
activity (EVA) versus intravehicular activity (IVA) is 4 t o  1. 
Therefore, means to increase the productivity of a crew member 
are important. The use of telerobotics presents a feasible way to 
reduce crew EVA hours. Tasks best performed by telerobots must 
first be identified to achieve an efficient Inan-machine interface. 
Requirements are then generated to guide the design of the control 
station, which provides the interface between the crew person and 
telerobot. This paper discusses a method and verification 
techniques for apportioning crew and robot tasks in the most 
effective way. Figure 1 is a flow diagram of our task 
apportionment and verification process. 
Space-based crews will be working with highly automated and 
sophisticated telerobot systems. Interfaces between the crew and 
the system will have to be crew-friendly, whereby productivity and 
flexibility are increased, reliability is improved, and little or no 
recurrent training is required. The ideal design for a teleoperator 
control station provides displays and controls that are transparent 
to the operators to simulate their presence at the remote site. The 
operators can then pay full attention to the task without being 
distracted by remoteness. To create this type of environment, tasks 
must be apportioned between the crew and telerobot relative to 
their capabilities and limitations. 
IDENTIFY SPACE STATION TASKS 
The first step is to identify the types of tasks that will be 
performed on the Space Station. We are supplementing our data 
base on future Space Station tasks with expert opinion from 
astronaut consultation; data from Soviet missions; and our past 
experience in the Shuttle, Space Lab, and Sky Lab programs. 
This step defines a task in terms of how it is performed 
(Reference 1): 
Are tools required? 
Where is the task performed? 
Is it time critical? 
Does it require more than one operator? 
How complex is it? 
How frequently is it performed? 
Is the operator required to make frequent decisions? 
Is it concurrent with other tasks? 
To identify the subtasks required to complete the task, we first 
develop scenarios of the step-by-step process by which the task is 
performed. A comprehensive literature review is conducted to aid 
in deriving the steps involved in performing the task. The 
literature reviewed comes from such resources as NASA 
requirements and procedures documents, as well as related 
literature from military and academic sources and from nuclear 
and other industries that use telerobots. 
Define Performance Alternative 
This step defines the limitations and capabilities of each 
performance alternative. The possible alternatives, or 
combinations of alternatives, for performing Space Station tasks 
include crew IVA, crew EVA, telerobotics, automated systems, 
and ground control. The following paragraphs give a more 
detailed discussion of these alternatives. 
IVA crew performance is preferred with tasks that require 
supervisory control, learning, critical and quick decision making, 
and memorization (References 2, 3, and 4). Crew effectiveness is 
limited when tasks are tedious, have time constraints, and require 
extensive and immediate information processing. For instance, 
scheduled subsystem monitoring or subsystem checkouts do  not 
make good use of the crew. Crew time is critical because of the 
small number of crew members available on the Space Station and 
the heavy work schedules they must meet every day. It is neither 
efficient nor pleasant to have the crew perform time consuming, 
repetitive, and unstimulating tasks. In such cases, it is better to 
have an expert system monitor and control subsystems and then 
interact conversationally with the crew. System status and 
anomalous situations should be reported to the crew through a 
conversational natural language interface, i.e., voice 
communication and graphic displays (Reference 4). Then the crew 
members can use their expertise to decide which action should be 
taken next. 
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TASK ANALYSIS 
I PERFORMANCE I 
CRITERIA -I +---- 
NO 
4 r I 
TEST AND VERIFY 
i DESIGN CONCEPTS 
VERIFY YES GENERATE DEVELOP DESIGN 
TASK CONTROLSTATION * CONCEPTS TO MEET --b 
IDENTIFY SPACE U STATION TASKS 
NO APPORTIONMENT REQUIREMENTS REQUIREMENTS 
b-1 DEFINE PERFORMANCE ALTERNATIVE 
(LABORATORY AND 
SIMULATION) 
EVA crew performance capabilities are more limited than are 
those of the IVA crew. EVA is inherently more stressful than IVA 
because of the novelty and danger of the space environment and 
the limited duration of the space suit life support system. The 
physical difference between IVA and EVA is that the EVA crew 
wears the extravehicular mobility unit (EMU) or space suit. The 
constraints imposed by the EMU are time constraints, reach 
envelope, and dexterity limitations. Safety is one of our key 
drivers for reducing crew EVA. An EVA task that is a good 
candidate for telerobotic operations is the exchange of an orbital 
replacement unit (ORU) (Reference 3). Space Station apparatus is 
designed in a modular fashion. An ORU is the minimum-sized 
unit; if any part of an ORU fails, the entire unit is replaced. When 
the ORU can be located for easy access, and its removal and 
replacement involve simple brandardized procedures, a robot can 
be used to perform the changeout. Howcver, if an ORU is located 
where access is complicated, such as inside a housing requiring 
access through a panel opening, an EVA astronaut must perform 
the task. 
Telerobot performance limitations and capabilities are related to 
end effector access, precision of movement, degrees of freedom, 
and effectiveness of IVA remote control. An outline of telerobot 
characteristics and requirements is shown in Table I. Robots and 
their associated computer systems tend to be more efficient than 
humans at continuous monitoring, repetitive tasks, storing and 
recalling large amounts of data in a short period of time, ignoring 
distraction, and resisting tcdium or boredom. On the other hand, 
humans are best at using their intelligence at  perceiving, 
understanding, continually refining what needs to be done on the 
basis of what has been learned, and solving unforeseen problems. 
Robots, however, can be given perceptual abilities outside the 
range of human capabilities, such as responding to radiant signals 
beyond the limits of human vision. They can work in the 
Table 1. Summary of Space Station Telerobot Manipulator 
Characteristics and Requirements 
Characteristics 
End effectors 
Maximum tip force 
Maximum tip speed 
Force sensitivity 
Stiffness/compliance 
Slave power required 
Arm lengthheach 
Typical arm motion angles 
Typical wrist motion angles 
Master-slave signal trans- 
mission rate 
Reauirements 
~ 
Operatingarm = 7 
Stabilizingarm = 3 
Several types, interchangeable 
225 N (50 Ib) 
1 m/s (40 in./s) 
2.5 N (0.5 Ib) 
Adjustable by software control 
Maximum 90 N/cm (50lbIin.) 
Minimum 2 N/cm (1 Ib/in.) 
Full master-slave 
Robotic control 
Autonomous or supervisory 
300-W peak, 25-W standby 
- 1.5m(60in.) 
f 45 deg 
Up to k 180 deg, except wrist roll 
continuous 
200 kBd 
control 
dangerous space environment and handle substances that pose 
unacceptable hazards for humans (References 3 and 4). 
Automation will play a major role in the success of the Space 
Station. The primary rationale for implementing automation on 
the Space Station is that it will increase crew productivity 
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(Reference 4). Howevcr, there are limitations to automating the 
Space Station. For instance, automated equipment cannot detect 
changes that lie just outside its programmed range, cannot make 
unusual decisions, and cannot correct mistakes. Automation will 
be implemented to relieve the crew from knowledge of detailed 
procedures for setting up and operating special equipment. 
Automation in the form of expert systems can provide higher 
order intelligence for assistance with planning, scheduling, 
monitoring, control, and fault management (References 3 and 4). 
Ground control and support of the Space Station will always be 
essential, especially in the early stage of the program. As the space 
program matures, the goal is to minimize ground involvement 
with day-to-day operations. Initial ground control and support 
will consist of flight and system monitoring and assistance during 
the deployment, assembly, activation, check out, and verification 
of each new Space Station element (Reference 4). 
DEFINE TASK PERFORMANCE CRITERIA AND 
PERFORM TASK APPORTIONMENT 
The next step is to establish a set of weighted criteria describing the 
relative importance of task parameters. For example, reliability 
might be more important and, therefore, weighted higher than 
time to perform the task. Task analysis data, alternative 
definitions, and performance criteria are combined and entered 
into the Rockwell-developed analytical hierarchical process (AHP) 
for a hierarchical ranking of how each alternative satisfies the 
performance criteria. For instance, the robot may be the most 
reliable alternative, but also the slowest; the EVA crew might 
perform the task quickly, but at high risk. 
Verify Task Apportionment 
The identified tasks are simulated in our laboratories and test beds 
to verify apportionment decisions. Rockwell’s Simulation and 
Systems Test Laboratory was outfitted to verify the optimal 
hardware to create an efficient crew-friendly control station. 
Rockwell’s software has been used extensively for preliminary 
design of control stations, hardware placement verification, and 
crew integration. Table I I  is a list of control station prototype 
hardware used to perform station operations analyses in the 
laboratory. The scenarios developed for the task analysis steps are 
simulated and displayed at  the simulator control station. 
Astronaut consultants, in-house and team member experts, and 
data from past programs augment this analytic process. Trade 
studies are performed to evaluate hardware cost effectiveness. 
Generate Control Station Requirements 
Data obtained from the task analyses will help derive 
man-machine interface requirements for the control station design 
so the crew can effectively control robotic and automated systems 
and monitor the tasks. Such requirements must refer to the 
following (Reference 2): 
Displays for performing a task 
Kinds of information for processing while the crew performs or 
Controls for executing the task 
Equipment (e.g., reliable, maintainable, and safe to operate) 
Control station surroundings (e.g., lighting, noise, traffic flow) 
Demands imposed by the control station on other systems 
Figure 2 shows a requirements tree for the control station 
outfitting. For example, the requirements state that the station 
must provide controls from moving a telerobot around, operating 
the &degree-of-freedom (DOF) arms, end effectors, all displays, 
cameras, lights, other remote sensors, alarm acknowledgement, 
supports the task 
that must enhance productivity 
Table 11. Prototype Hardware I s  Used To Perform Control 
Station Operations Analyses 
Hardware 
Work station local 
area network (LAN) 
CRT displays 
Flat panel displays 
Control devices 
Voice systems 
Datastorage 
Purchased software 
(S/W) 
Video equipment 
Miscellaneous 
Comoonents 
PC/AT processor with gateway to 
lab LAN 
Color (digital-analog) and mono- 
chrome (B/W-green-amber) 
Plasma(24in.-17 in.-loin.), 
TFEL (10 in.), liquid crystal dis- 
play(l0in.) 
Keyboards, touch pads, touch 
screens, trackballs, joysticks, 
mouse, digitizer tablets, hand 
controls 
Recognition/synthesis 
Tape, VCR, optical disc 
Operator system, compilers, 
graphics devices, utilities, S/W 
drivers, data bases 
Color cameras, video switchers, 
converters, frame grabbers, 
stereo TV systems 
Projection TV system (6-ft 
screen), portable computers (grid, 
panasonic), printers and plotters 
(color and black/white), image 
scanners 
and all communication (References 5 and 6). The requirements 
generation is continued to a sufficient level of detail that 
individual pieces of equipment, with specific volumes and weights, 
can be stated as meeting the detailed requirements. 
Develop Design Concepts 
’ h o  types of control station concepts have been selected from the 
above analysis. One concept houses the control station in a 
cylindrical module called a resource node (Reference 6). Because 
direct viewing is not possible from within this structure, the crew 
will have to rely on television viewing of telerobotic tasks. This is 
not necessarily a disadvantage, because direct viewing may be 
confusing when orientation of the telerobot is different from the 
operator’s. 
The second concept has the control station housed in the cupola, a 
glass dome-like structure with 360 deg direct viewing of external 
activities and telerobot activities (Reference 6). The crew uses 
displays and controls located inside the cupola to interface with 
the telerobot. In addition, the cupola allows the operator the 
option of relying not only on electronic displays (Le., TV, 
graphics), but on his or her own advanced and versatile viewing 
and control system-the human eye/brain network. The cupola is 
preferred by most astronauts because it allows them to manage a 
task by direct view and to observe the solar system and Earth. 
Test and Verify Design Concepts 
As concepts are developed, they are subjected to the same test and 
verification procedures as those used in verifying task 
apportionment. Thus, by continually refining the design concepts, 
we move by successive approximation to the evolution of a final 
design. 
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WORK STATION 
OUTFITTING 
CREW QUARTERS 
OTHER WORK 
STATIONS 
ALL OCCUPIED 
COMPARTMENTS 
PROVIDE VOICE I ANDDATA I I I COMMUNICATION DISPLAYS 
GRAPHIC AND TEXT 
INTERACTIVE 
CONTROLS 
EVA ASTRONAUTS 
ORBITER AND PROCEDURES 
GROUND CAMERAVIEWS 
PROVIDE 
CONTROLS 
FREE-FLYER 
6-DOF MOVEMENT 
END EFFECTOR 
CONTROLS AND 
LIGHTS 
ALARM CONTROLS 
REMOTE LIGHTS 
AND CAMERAS 
REMOTE SENSING 
DISPLAYS 
I PROVIDE I 
I MOUNTING AND TETHERING OF I EQUIPMENT 
DISPLAYS AND 
CONTROLS 
HARD COPY 
PROVIDE CREW 
ACCOMMODATIONS 
AND RESTRAINTS 
CREW WORK 
ENVELOPE 
CREW RESTRAINTS 
CREW PERSONAL 
EQUIPMENT 
AND WARNINGS INTEGRAL EXTERNAL LIGHTING VIEWING FOR OPTICAL EQUIPMENT 
BINOCULARS PANEL EXTERNALVEHICLES CAUTION AND 
CAMERAS NOMENCLATURE BERTHING AND WARNING DEVICES 
TELESCOPES AND AND MARKING DOCKING VISUAL AND 
EXPERIMENT INSTRUMENTS REPAIRS 
OPTICAL INDICATORS 
AUDIBLE ALARMS MOUNTS DISPLAY MAINTENANCE AND 
INSTRUMENTS DIGITAL EXPERIMENTS 
INSTRUMENTS CONTROLS EVA 
PHOTOGRAPHY 
TELEROBOT 
Figure 2. Telerobotic Control Station Requirement Tree 
CONCLUSION 
The Space Station is a complex and sophisticated structure filled 
with highly advanced and intricate devices. For humans to interact 
efficiently with these devices, the interfaces must be natural and 
direct. The development of crew-friendly control stations assists in 
accomplishing these goals. We believe the apportioning and 
verification procedures described above will allow us to design 
integrated and consolidated electronic controls and displays, 
permitting humans to effectively monitor and control events on 
board the Space Station. 
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TELEROBOT FOR SPACE STATION 
LYLE M. JENKINS 
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ABSTRACT 
The Flight Telerobotic Servicer (FTS), 
a multiple arm dexterous manipulation 
system, will aid in the assembly, 
maintenance, and servicing of the Space 
Station. Fundamental ideas and basic 
conceptual designs for a Shuttle based 
telerobot system resulted from the 
Telerobotic Work System Definition 
Studies performed by Grumman and 
Martin-Marietta. Recent Space Station 
studies provide additional concepts that 
should aid in the accomplishment of 
mission requirements. Presently the FTS 
is in contractual source selection for a 
Phase B preliminary design. 
Concurrently, design requirements are 
being developed through a series of 
robotic assessment tasks being preformed 
at NASA and commercial installations. A 
number of the requirements for remote 
operation on the Space Station, 
necessary to supplement EVA (extra 
vehicular activity), will be met by the 
FTS. Finally, technology developed for 
telerobotics will advance the 
state-of-the-art of remote operating 
systems, enhance operator productivity, 
and prove instrumental in the evolution 
of an adaptive, intelligent autonomous 
robot. 
INTRODUCTION 
The Space Shuttle Remote Manipulator 
System has been the primary means for 
accomplishing remote manipulation 
operations such as handling payloads. 
The RMS is severely limited in its 
ability to perform dexterous tasks due 
to its size and control mode. It is a 
teleoperation system that is controlled 
in a resolved rate mode and is not 
suited to constrained motion tasks. 
Studies of requirements for servicing 
satellites has defined concepts for 
using smaller dexterous manipulators to 
perform more precise manipulative tasks. 
The Space Station has a.number of 
applications for remote operating 
systems. The requirements include 
dexterous manipulation for its assembly, 
its maintenance, in servicing satellites 
and for servicing remote free-flying 
platforms. 
SYSTEM DEVELOPMENT 
The concept of a telerobot is being 
developed in the Flight Telerobotic 
Servicer for the performance of a number 
of dexterous manipulation functions that 
will be needed in the station assembly, 
in the station maintenance, and for 
servicing satellites. The concept is 
also being examined for remote servicing 
operations with the Orbital Maneuvering 
Vehicle and for free flying platforms. 
The Flight Telerobotic Servicer Program 
is expected to provide a unique 
capability for supplementing the work of 
the EVA. 
The size of the Space Station will 
require a number of Shuttle flights for 
its construction, primarily with EVA. 
The tasks outside the pressurized 
modules on Space Station are presently 
planned for accomplishment by the crew 
in EVA (extravehicular activity). The 
FTS can be used in early operational 
tasks to increase EVA timeline margins. 
During the period when the Shuttle 
mission rules restrict the use of EVA 
due to the potential for space sickness, 
the FTS can be used to unstow and deploy 
assembly jigs and fixtures. Launch 
packages for struts and nodes can be 
prepared for start of structure 
assembly. Portable EVA restraint 
devices can be installed in the position 
€or the initial EVA needs. During the 
assembly activities, the FTS can support 
operations by positioning cameras, by 
passing and holding tools and parts and 
by documenting, through TV images, the 
as-built configuration. Post EVA, the 
equipment status can be checked and the 
status of the closeout operation 
reviewed and documented. Incomplete 
steps in final preparations for return 
to earth can be performed with the FTS 
to preclude a contingency EVA. 
Assistance by FTS will increase 
operational margins and reduce astronaut 
exposure to hazards. 
The FTS concept is based on two 
dexterous manipulator arms controlled 
from a remote station. The term 
"telerobotic" describes a system that is 
a combination of teleoperator and 
robotic control. The control 
station (work station) will be located 
in the cabin of the Space Shuttle on 
497 
initial missions. When. the buildup of 
the station reaches the appropriate 
stage, the controlling operator will 
move to the interior of the Space 
Station at the standard work station. 
The FTS work station will be developed 
as a configuration of the standard work 
station. 
The FTS was preceded by several 
conceptual studies including the 
Telerobotic Work System (TWS) shown in 
figure 1. Contracted studies by Grumman 
Aerospace Corporation and Martin 
Marietta Aerospace developed the TWS 
concepts illustrated in figures 2 and 3 .  
These studies were based on the criteria 
of a design that would be able to 
perform tasks with a capability 
equivalent to the EVA astronaut. This 
EVA equivalency approach resulted in 
designs that are strongly 
anthropomorphic. 
The reach and access envelope are 
summarized in figure 5 as functional 
requirements for manipulation. 
Additional requirements and design 
trades are summarized in reference [I] 
and [ 2 ] .  A fundamental in the design 
approach is the use of modularity to 
allow effective evolution of the system 
as technology developed. 
The current program plan for the 
development of the FTS consists of a 
technology element, a flight 
demonstration element, a flight system 
element and a ground system element. 
The technology element is the basis for 
the infusion of state of the art 
advancements into the initial and 
evolutionary FTS. A flight test .of the 
FTS is planned to validate the telerobot 
design for zero-g operations. Testing 
in space will evaluate the task 
performance interface and provide a 
basis for the development of procedures 
and training. The operational FTS will 
be used during the initial assembly of 
Space Station. It will function as 
multipurpose tool for the maintenance of 
external subsystems on the station. It 
will have a role in the assembly, 
installation and servicing of payloads 
as well. The ground element of the 
program is intended to coordinate a 
network of telerobotic laboratories 
within NASA. 
An evolutionary philosophy has been 
incorporated in the program plan for the 
Flight Telerobotic Servicer. The plan 
considers the technology base for 
development of the telerobot from 
manufacturing industry, the nuclear 
energy operations and undersea servicing 
and exploration. Although each of these 
areas has contributing features, the 
challenge of a space telerobot goes 
beyond the cumulative capability that 
has been developed in these industries. 
NASA's own program in telerobotic 
technology is a multi-center effort that 
is concentrated in the Office of 
Aeronautics and Space Technology 
telerobotic testbed at the Jet 
Propulsion Laboratory. The testbed 
serves as a systems laboratory for the 
resolution of systems issues as well as 
the demonstration of the functionality 
of various equipment combinations. The 
testbed has a shortcoming in the 
consideration of zero-g. Other 
capabilities for the effective 
simulation of the space environment 
exist in the flat floors and neutral 
buoyancy facilities at the Johnson Space 
Center and the Marshall Space Flight 
Center. Computer simulations are 
another way of evaluating space 
operations. Functional requirements are 
also the objective of a series of 
Robotic Assessment Tasks that are being 
conducted by the NASA centers 
responsible for Space Station work 
packages. Eventually the validity of 
the ground simulations will need to be 
correlated by flight test. 
Flight tests may be categorized as 
research, validation of simulations, 
system development test and flight 
system verification. The human 
interaction with the displays and 
controls is difficult to simulate in 
system development. The operation of 
manipulator controllers in zero-g 
depends of the type of control, the 
actuation forces and the precision of 
position and movement. An evaluation of 
the complex interaction of the physical 
characteristics of the mechanical arms, 
controller parameters and the restraint 
of the operator must be provided to 
reduce risk in the design of the 
telerobot. A system with bilateral 
force reflection is generally 
acknowledged to require less training in 
the performance of remote manipulation 
tasks on earth. This has not been 
established for space operations. 
Although the benefits maybe confirmed, 
constraints imposed by the volume of the 
spacecraft may limit the application of 
bilateral force reflection. 
SUMMARY 
The FTS proqram is a key development in 
the capability to perform physical 
activities remotely in the hazardous 
environment of space. The program is 
planned to progress through a Phase B 
study to a Phase C-D design and 
development. With the continued 
application of technology, the 
productivity of the operator can be 
enhanced and the state of the art in 
remote operating systems can be 
advanced. The first space telerobot, 
the FTS, should prove to be an 
instrumental first step in the evolution 
to an adaptive, intelligent, autonomous 
robot. 
498 
REFERENCES 
[l] Telerobotic Work System Definition 
Study. Grumman Aerospace 
Corporation, Contract NAS9-17229, 
Final Report SA-TWS-87-ROO2 dated 
April 1987. 
Definition Study. Martin Marietta 
Denver Aerospace Report MCR-86-528, 
May 1987. 
[2] Telepresence Work Station System 
LOCAL 
POSITIONING 
Figure 1. Definition of TWS Systems 
BATTERY 
LIGHTS AND 
WRIST CAMERAS 
AND LIGHTS 
MANIPULATORS 
G R A P P L E A FIXTURE 
Figure 3. Martin Telerobot Concept 
DEXTERITY 
- ACCESS DEPTH 14" 
- ACCESS OPENING 
- ORU DIMENSIONS (MAX) 
(MINI 
6' X 6' 
36" X 36" X 72" 
6" x 7" x 2" 
3 LB TO 700 LB - ORU MASS 
0 STRENGTH 
- INSERTION I 20 LBS (PUSH/PULLI 
- TOROUE (MAX) 2600 IN OZ 
(WRIST) 576 IN 02  
(MINI 10 I N  0 2  
ACCURACY 
- TRANSLATION .0625" 
- ROTATION i1* 
MOVEMENT TWO HANDED OPERATION 
R87-3948-111 IT) 
Figure 4 .  Sumnary of Mission Requirements 
for Manipulation 
Figure 2. Grumnan Telerobot Concept 
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ABSTRACT 
This  paper  d e s c r i b e s  the  use  of 
computer g r a p h i c  s i m u l a t i o n  t echn iques  t o  
r e s o l v e  c r i t i c a l  des ign  and o p e r a t i o n a l  
i s s u e s  f o r  r o b o t i c  systems.  Use of t h i s  
technology w i l l  r e s u l t  i n  g r e a t l y  improved 
systems and reduced development c o s t s .  The 
major des ign  i s s u e s  i n  deve loping  
e f f e c t i v e  r o b o t i c  systems a r e  d i scussed  
and the  use  of  ROBOSIM, a NASA developed 
s i m u l a t i o n  t o o l ,  t o  addres s  t h e s e  i s s u e s  
i s  p re sen ted .  Three r e p r e s e n t a t i v e  
s i m u l a t i o n  c a s e  s t u d i e s  a r e  reviewed:  o f f -  
l i n e  programming of  t h e  r o b o t i c  welding 
development c e l l  f o r  t h e  Space S h u t t l e  
Main Engine (SSME); t h e  i n t e g r a t i o n  o f  a 
senso r  t o  c o n t r o l  t h e  robo t  used f o r  
removing t h e  Thermal P r o t e c t i o n  System 
(TPS) from t h e  S o l i d  Rocket Booster  (SRB); 
and t h e  d eve  l o p  men t of  a 
t e 1 eope r a t o  r / rob o t the  
O r b i t a l  Maneuvering Vehic le  (OMV) . mec han i s m  f o r  
KEYWORDS 
Robo t i c s ,  S imula t ion ,  Computer-graphics ,  
CAD,  CAM, O f f  - 1 ine-programm ing , Rob0 t i c -  
weld ing ,  Robo t i c - sp ray ing ,  S a t e l l i t e -  
s e r v i c i n g  . 
INTRODUCTION 
Robotic  systems have become 
i n c r e a s i n g l y  impor tan t  t o  a l l  f a c e t s  of  
manufac tur ing:  space  i s  no excep t ion .  
Perhaps t h e  most p u b l i c i z e d  space  robo t  i s  
the  Remote Manipulator  System (RMS) which 
w a s  b u i l t  by Canada f o r  t h e  U.S. Space 
S h u t t l e .  P r i o r  t o  the  RMS, robo t  
man ipu la to r s  were used on unmanned 
s p a c e c r a f t  t o  i n v e s t i g a t e  s o i l  p r o p e r t i e s  
on t h e  moon and on Mars. P lans  f o r  t h e  
U.S. Space S t a t i o n  which w i l l  become 
o p e r a t i o n a l  i n  t h e  e a r l y  1 9 9 0 ' s  i nc lude  
the  use of  t e l e o p e r a t o r s  and robo t s  t o  
perform r o u t i n e  s t a t i o n  t a s k s  e .g . ,  
i n s p e c t i o n  and maintenance.  Earth-bound 
r o b o t s  have a l s o  been used e x t e n s i v e l y  t o  
suppor t  t h e  manufac tur ing  of s p a c e c r a f t  
components (Fernandez 1983,1985) .  Although 
the  a p p l i c a t i o n s  f o r  space  and e a r t h  seem 
r a d i c a l l y  d i f f e r e n t  t h e r e  remain many 
common i s s u e s  i n  t h e  procedures  f o r  d e s i g n  
and t e s t i n g  of  robo t  systems.  Graphic  
s imula t ion  has  proven t o  be ex t remely  
e f f e c t i v e  i n  t h e  d e s i g n  of  bo th  types  of 
system. In  t h i s  paper  w e  w i l l  examine: 
des ign  i s s u e s  f o r  r o b o t s ;  ROBOSIM, a NASA 
developed computer g r a p h i c  s i m u l a t i o n  
t o o l ;  and t h r e e  r o b o t i c  systems t h a t  were 
developed u s i n g  computer g r a p h i c  
s i m u l a t i o n  t echn iques .  
Kinematic Design I s s u e s  
I n  des ign ing  a r o b o t  c e l l  t h e  
s e l e c t i o n  o f  t h e  r o b o t ' s  k inemat i c  des ign  
i s  u s u a l l y  cons idered  f i r s t .  The number of 
robo t  j o i n t s ,  t h e  t y p e  of  j o i n t  ( r e v o l u t e  
o r  p r i s m a t i c ) ,  and the  p h y s i c a l  
c o n f i g u r a t i o n  of  each  j o i n t e d  segment a r e  
a l l  e lements  of  t h e  r o b o t ' s  k inemat ic  
des ign .  The p o s i t i o n  o f  t h e  l a s t  r e f e r e n c e  
frame (hand frame) i s  determined by t h e  
j o i n t  p o s i t i o n s  and t h e  geometr ic  
r e l a t i o n s h i p s  ( k i n e m a t i c s ) .  Minor changes 
i n  t h e  k inemat i c  des ign  of a manipula tor  
can g r e a t l y  a f f e c t  t h e  volume through 
which t h e  r o b o t ' s  hand may be  moved. The 
des ign  of t h e  e n d - e f f e c t o r  ( t o o l )  and t h e  
o r i e n t a t i o n  of t h e  p a r t  (workpiece)  w i th  
r e s p e c t  t o  t h e  robo t  ( p a r t  p o s i t i o n i n g )  
a l s o  g r e a t l y  a f f e c t  t h e  a b i l i t y  of  a r o b o t  
t o  perform a g iven  t a s k .  For a p p l i c a t i o n s  
which w i l l  use  an e x i s t i n g  robo t  t h e  
d e s i g n e r  must choose t h e  a p p r o p r i a t e  
r o b o t ,  des ign  t h e  workce l l  l a y o u t  and p a r t  
f i x t u r i n g .  For systems which w i l l  u s e  a 
cus tom-bu i l t  r o b o t ,  t h e  t a s k  of  des ign ing  
t h e  robo t  i s  added. A mis t ake  i n  t h e  
des ign  of  a c e l l  w i thou t  t h e  use  of 
computer g r a p h i c  s i m u l a t i o n  may n o t  be  
d e t e c t e d  un t i 1 t h e  hardwar e i n t e g r a  t ion 
phase.  This  can r e s u l t  i n  c o s t l y  schedu le  
i n c o r r e c t  d e l a y s ,  procurement o f  
components, and a g r e a t l y  inc reased  system 
c o s t  . 
Robot Motion Control  a c c i d e n t a l l y  wi th  o b s t a c l e s  w i th in  t h e  
workce l l .  
Robot c o n t r o l  development i s  ano the r  
a r e a  which can b e n e f i t  from t h e  use  o f  
computer g raph ic  s imula t ion  techniques .  
Robot c o n t r o l  a lgor i thms may be  viewed a s  
e x i s t i n g  a t  two l e v e l s :  t h e  k inemat ic  
c o n t r o l  l e v e l ;  and t h e  pa th  planning 
l e v e l .  Kinematic c o n t r o l  a lgor i thms a r e  a 
func t ion  of  t h e  arm's k inemat ic  des ign .  
These a lgo r i thms  r e l a t e  t he  p o s i t i o n  of 
t h e  e n d - e f f e c t o r ' s  r e f e r e n c e  frame t o  t h e  
j o i n t  p o s i t i o n  commands r equ i r ed  t o  
achieve  t h e  commanded p o s i t i o n .  These 
a lgor i thms a r e  a so f tware  implementation 
o f  t h e  inve r se  k inemat ic  equa t ions .  P r i o r  
t o  the  use  of  g raph ic  s i m u l a t i o n ,  t h e  
c o n t r o l  programs were debugged by 
observ ing  the  r o b o t ' s  motion s u b j e c t  t o  
t h e  commands of  t h e  exper imenta l  computer 
program. For robo t  systems wi th  r e l a t i v e l y  
low l i f t i n g  c a p a c i t y ,  a f a u l t y  program 
r e s u l t e d  i n  l i t t l e  more than embarrassment 
f o r  t h e  deve lope r ,  however robo t  
c a p a c i t i e s '  have increased  t o  t h e  p o i n t  
where payloads a r e  i n  t h e  hundreds o r  
thousands o f  pounds. Mistakes i n  
programming can be s e r i o u s .  Another 
d i f f i c u l t y  encountered i n  us ing  t h e  a c t u a l  
mechanism i n  t h e  debugging p rocess  occurs  
f o r  robots  designed f o r  use i n  zero-G 
which may no t  o p e r a t e  i n  a one-G 
environment.  Again g raph ic  s imula t ion  is 
t h e  i n d i c a t e d  procedure f o r  t h i s  type  of 
development.  
Robot Path-Planning/Verification 
Robot pa th-p lanning  i s  t h e  process  of  
deve loping  t h e  s e q u e n t i a l  p o s i t i o n ,  
o r i e n t a t i o n  and v e l o c i t y  commands t h a t  t h e  
r o b o t ' s  e n d - e f f e c t o r  must execute  i n  o rde r  
t o  perform t h e  d e s i r e d  func t ion .  Most 
c u r r e n t  i n d u s t r i a l  robo t s  a r e  programmed 
us ing  a t each  pendant t o  manually command 
t h e  robo t  t o  the  d e s i r e d  p o i n t s ,  t h i s  i s  
t h e  o n - l i n e  manual programming method. 
Manual programming i s  h i g h l y  i n - e f f  i c i e n t  
s i n c e  t h e  robo t  must be taken  o u t  of 
s e r v i c e ,  t h e  pa th  genera ted  manual ly ,  
rep layed  f o r  v e r i f i c a t i o n  and u l t i m a t e l y  
executed.  On robo t s  whose p a t h  programming 
i s  changed i n f r e q u e n t l y  t h i s  i s  n o t  
s i g n i f i c a n t ,  bu t  f o r  systems i n  which 
programming must be f l e x i b l e  manual 
programming i s  n o t  s a t i s f a c t o r y .  J u s t  as 
numer ica l ly  c o n t r o l l e d  (NC) machine t o o l s  
have become e n t i r e l y  programmed by o f f -  
l i n e  a lgo r i thms ,  t h e  programming o f  robo t s  
w i l l  a l s o  e v e n t u a l l y  a l l  be automated. 
Graphic s imula t ion  i s  a v i t a l  s t e p  t h a t  
must be  performed p r i o r  t o  the  execut ion  
of  an o f f - l i n e  genera ted  r o b o t i c  pa th  
program. S imula t ion  w i l l  v e r i f y  t h a t :  ( 1  ) 
t h e  pa th  s p e c i f i e d  i s  c o r r e c t  f o r  t h e  
t a s k ;  ( 2 )  t he  inve r se  k inemat ic  equat ion  
may be solved a t  a l l  p o i n t s  a long  t h e  pa th  
program ( c o n t r o l l a b i l i t y )  ; and ( 3 )  t h e  arm 
o r  o t h e r  components w i l l  n o t  c o l l i d e  
Robot Dynamics 
In  i n d u s t r i a l  a p p l i c a t i o n s  t h e  
primary dynamics i s s u e s  a r e  t h a t  t h e  robo t  
chosen f o r  a t a s k  i s  capab le  of  hand l ing  
t h e  r equ i r ed  payload weights  and t r a n s p o r t  
v e l o c i t i e s .  I n d u s t r i a l  robo t s  a r e  
t y p i c a l l y  r a t e d  f o r  l i f t i n g  c a p a c i t y  on ly .  
An approximation o f  t he  r o b o t ' s  a b i l i t y  t o  
perform a t a s k  dynamical ly  can  be  made 
through dynamic s imula t ion  of  t h e  loaded 
robot .  The maximum j o i n t  l oads  recorded  
dur ing  the  dynamic s imula t ion  a r e  compared 
t o  t h e  loads  t h a t  r e s u l t  i f  t h e  
manipula tor  were s t a t i c a l l y  loaded per  t h e  
manufac tu re r ' s  s p e c i f i c a t i o n s .  I f  t h e s e  
j o i n t  l o a d s  a r e  exceeded by t h e  dynamic 
t e s t s ,  then  t h e  robot  may n o t  . b e  capab le  
of  performing the  t a sk .  S ince  t h i s  i s  on ly  
an approximat ion ,  a s a f e t y  margin should 
be used i n  making the  f i n a l  d e c i s i o n .  
Although dynamic s imula t ion  i s  
important  f o r  i n d u s t r i a l  robot  sys t ems ,  i t  
i s  mandatory f o r  systems used i n  space .  
Man i p u l a  t o r  mechanisms and j o i n  t a c t u a t o r s  
a r e  l i m i t e d  i n  weight  due t o  launch 
c o n s i d e r a t i o n s .  Power supply  l i m i t s  r educe  
t h e  s i z e  and r a t i n g  of  t h e  mechanism's 
a c t u a t o r s .  Dynamic s t u d i e s  w i l l  h e l p  t o  
i n s u r e  t h a t  t h e  planned r o b o t i c  t a s k s  do 
no t  exceed t h e  l i m i t s  o f  t h e  mechanism. 
The zero-G environment may be an advantage 
f o r  handl ing  l a r g e r  payloads than  would be  
p o s s i b l e  on e a r t h ,  b u t  t h e  dynamic 
i n t e r a c t i o n s  of  t he  loaded manipula tor  and 
i t s  mounting p la t form a r e  s i g n i f i c a n t  f o r  
a space  based r o b o t i c  system. The 
p o s s i b i l i t y  e x i s t s  f o r  p a r a s i t i c  
o s c i l l a t i o n s  t o  occur  between t h e  
manipula tor  and t h e  s p a c e c r a f t ' s  a t t i t u d e  
c o n t r o l  system. S imula t ion  s t u d i e s  may 
r e v e a l  t h e  e x i s t e n c e  of  t h e s e  o r  o t h e r  
u n d e s i r a b l e  e f f e c t s .  
ROBOSIM OVERVIEW 
Simula t ion  Procedure 
ROBOSIM was developed over a t h r e e  
year  per iod  a t  t h e  Marsha l l  Space F l i g h t  
Center  (MSFC) t o  f a c i l i t a t e  t he  des ign  and 
development of  r o b o t i c  systems.  P r i o r  t o  
ROBOSIM, r o b o t i c  s i m u l a t i o n s  were l i m i t e d  
t o  t h e  c o n s t r u c t i o n  of s c a l e  models. Using 
ROBOSIM t h e  k inemat ic  des ign  of t h e  
manipula tor  mechanism and o t h e r  workce l l  
components a r e  modeled v i a  a s imula t ion  
language. The model c o n s i s t s  of  s o l i d  
p r i m  i t i v e  shapes wh i c h approx ima t e the  
r o b o t ' s  shape and mass p r o p e r t i e s .  The 
j o i n t  c o n f i g u r a t i o n  and t y p e ,  e i t h e r  
r e v o l u t e ,  p r i s m a t i c  o r  f i x e d ,  a r e  a l s o  
s p e c i f i e d .  Once modeled, ROBOSIM computes 
502 
t h e  s t anda rd  1 inkage par  ame t e r  s 
(Hartenberg 1955) ,  t h e  i n v e r s e  k inemat ics  
and t h e  m a n i p u l a t o r ' s  dynamics. The 
des igne r  may a l s o  s p e c i f y  t h e  j o i n t  
a c t u a t o r  t r a n s f e r  f u n c t i o n s .  Path motion 
i s  s p e c i f i e d  by p o s i t i o n  and v e l o c i t y  
language c o n s t r u c t s .  
ROBOSIM Hardware Conf igura t ion  
ROBOSIM i s  r e s i d e n t  on a D i g i t a l  
Equipment Corpora t ion  (DEC) VAXll/780 
processor .  During s imula t ion  development 
t h e  u s e r  may u s e  a low c o s t  t e rmina l  wi th  
TEK 401 4 g r a p h i c s  c o m p a t i b i l i t y .  Although 
a s imula t ion  may be  executed us ing  a non- 
r e a l - t i m e  t e r m i n a l ,  t h e  use  of  a r ea l - t ime  
g raph ics  d i s p l a y  i s  p r e f e r r e d .  I n t e r f a c e s  
have been provided f o r  s e v e r a l  dynamic 
d i s p l a y  systems inc lud ing  Evans & 
Suther land  PS330,  GTI Poly 2000, S i l i c o n  
Graphics IRIS wi th  o t h e r  i n t e r f a c e s  
planned. A l i m i t e d  I n i t i a l  Graphics 
Exchange Standard (IGES) pre-  and pos t -  
p rocessor  a l lows  ROBOSIM t o  communicate 
g r a p h i c s  and t o o l  motion commands wi th  any 
CAD/CAM system adher ing  t o  t h e  s t anda rd  
which was developed by t h e  U.S. Nat iona l  
Bureau of  S tandards .  
The s imula to r  ' s speed f o r  non-dynamic 
s t u d i e s  i s  g r e a t e r  than  r ea l - t ime .  This  
speed i s  decreased  f o r  ve ry  l a r g e  models 
w i th  m u l t i p l e  r o b o t s  o r  robo t s  wi th  many 
degrees-of-freedom. S t u d i e s  t h a t  requi red  
t h e  modeling o f  dynamic e f f e c t s  a l s o  load 
t h e  s imula t ion  p rocesso r .  An Applied 
Dynamics AD10 p a r a l l e l  p rocessor  i s  used 
t o  improve the  s i m u l a t o r ' s  response i n  
these  s i t u a t i o n s .  
ROBOSIM Software System S t r u c t u r e  
ROBOSIM's so f tware  s t r u c t u r e  may be 
c h a r a c t e r i z e d  as a h i e r a r c h y  of  t h r e e  
l e v e l s  of  so f tware  u t i l i t i e s .  This  
s t r u c t u r e  i s  t y p i c a l  of l a r g e  sof tware  
systems. A t  t h e  c o r e  o r  ke rne l  of t h i s  
system a r e  r o u t i n e s .  t h a t  p rovide  suppor t  
f o r  t h e  most rudimentary of  s imula t ion  
t a s k s .  Included among these  func t ions  a r e  
vec to r  and ma t r ix  a r i t h m e t i c  and d i s p l a y  
c o n t r o l .  The t y p i c a l  u s e r  of ROBOSIM 
i n t e r a c t s  w i th  t h e s e  r o u t i n e s  i n d i r e c t l y  
through h i s  use  of  h ighe r  l e v e l  u t i l i t i e s .  
A c h a r a c t e r i s t i c  o f  r o u t i n e s  a t  t h i s  l e v e l  
i s  t h e i r  i n f l e x i b i l i t y  i n  t h e i r  
i n t e r f a c i n g  requi rements  i . e . ,  d a t a  must 
be provided in  s p e c i f i c  formats .  By 
i n t e r f a c i n g  v i a  t h e  h i g h e r  l e v e l s  a u s e r  
avoids  t h e s e  r equ i r emen t s ,  however d i r e c t  
access  i s  a v a i l a b l e  when needed. 
T y p i c a l l y ,  a ROBOSIM u s e r  who i s  
performing s imula t ion  s t u d i e s  involv ing  
e x t e r n a l l y  supp l i ed  mechanism c o n t r o l  
a lgo r i thms  must communicate d i r e c t l y  wi th  
the  ke rne l  r o u t i n e s  . 
The second l e v e l  w i th in  ROBOSIM 
i n t e g r a t e s  t h e  lower l e v e l  r o u t i n e s  i n t o  
more complex a lgo r i thms  t h a t  perform o f t e n  
needed t a s k s  i n  d i s p l a y  management and 
robot  c o n t r o l .  Examples of g r a p h i c s  
r o u t i n e s  t h a t  func t ion  a t  t h i s  l e v e l  
i nc lude  subrou t ines  t o  perform viewpoint  
and p e r s p e c t i v e  t r ans fo rma t ions .  Examples 
of  r o u t i n e s  t h a t  s e r v i c e  robot  k inemat ics  
and c o n t r o l  issues  inc lude  those  which 
perform e n d - e f f e c t o r  p o s i t i o n  computat ions 
and formula t ions  of  t h e  m a n i p u l a t o r ' s  
Jacobian ma t r ix .  
The h i g h e s t  l e v e l  w i t h i n  ROBOSIM 
provides  t h e  human i n t e r f a c e .  A t  t h i s  
l e v e l  r o b o t s ,  workpieces ,  and f i x t u r i n g  
assembl ies  may be  modeled, placed wi th in  a 
workce l l ,  programmed, d ynam i c a l l  y 
si'mulated and viewed us ing  fewer than 
f o r t y  d i s t i n c t  language i n s t r u c t i o n s .  The 
s i m p l i c i t y  of  t h i s  so f tware  i n t e r f a c e  
g r e a t l y  i n c r e a s e s  ROBOSIM's use  and i t  i s  
t h i s  i n t e r f a c e  t h a t  i s  perhaps t h e  most 
important  f e a t u r e  of ROBOSIM. 
SIMULATION EXAMPLES 
ROBOSIM Vl .O became o p e r a t i o n a l  i n  
Ju ly  1985. In  t h e  year  s i n c e ,  ROBOSIM has  
been app l i ed  t o  numerous robo t  s imula t ion  
s t u d i e s ,  t h e  t h r e e  l i s t e d  below a r e  
t y p i c a l .  The s t u d i e s  inc lude  : t h e  
development of an o f f - l i n e  programming 
a lgor i thms f o r  welding on t h e  SSME; t h e  
development of  v i s i o n  senso r  guided 
c o n t r o l  f o r  a robot  used t o  r e f u r b i s h  t h e  
SRB; and t h e  des ign  o f  a robo t  manipula tor  
f o r  t h e  O r b i t a l  Maneuvering Vehic le .  For 
each s tudy  a d i s c u s s i o n  of  t h e  
a p p l i c a t i o n ,  t h e  s imula t ion  g o a l s ,  and t h e  
r e s u l t s  w i l l  be p re sen ted .  
Downhand Cont ro l  f o r  SSME Robotic Welding 
The Space S h u t t l e  Main Engine i s  
cons t ruc t ed  of s t a i n l e s s  s t e e l  u s ing  over 
2000 welded seams. A t  t h e  p r e s e n t  t i m e  30% 
of t h e s e  welds a r e  performed by f i x e d  
automation while  t h e  remaining 70% a r e  
performed manually.  A s tudy  performed of 
t h e  manufactur ing o p e r a t i o n  i n d i c a t e s  t h a t  
an a d d i t i o n a l  30% could be automated i n  a 
c o s t - e f f e c t i v e  manner us ing  r o b o t i c  
welding techniques .  The pr imary g o a l  of 
t h i s  e f f o r t  i s  t h e  improvement of  weld 
q u a l i t y  and r e l i a b i l i t y .  A f u r t h e r  
improvement i n  manufactur ing e f f i c i e n c y  
could be  obta ined  by us ing  au tomat ic  o f f -  
l i n e  robot  programming techniques  wi th  
downhand welding c o n t r o l .  Downhand welding 
i s  t h e  term app l i ed  t o  a r c  welding wi th  
t h e  p a r t  i n  an o r i e n t a t i o n  t h a t  ma in ta ins  
t h e  weld puddle  i n  a h o r i z o n t a l  p lane .  
This  a l lows  increased  puddle s i z e  wi th  a 
r e s u l t i n g  g r e a t e r  d e p o s i t i o n  r a t e ,  fewer 
passes and reduced welding times. 
50 3 
Manual robot  programming t o  perform 
downhand welding i s  extremely t e d i o u s  and 
t h e  r e s u l t s  a r e  only  approximate.  The 
a lgor i thm f o r  a u t  om a t  i c o f f - l i n e  
programming of  t h e  downhand p o s i t i o n  
(Fernandez 1986) was developed us ing  
ROBOSIM a s  a t e s t  bed. The a lgor i thm 
programs the  robot  and p a r t  p o s i t i o n e r  so 
t h a t  t h e i r  coord ina ted  motion r e s u l t s  i n  a 
cons t an t  weld t r a v e l  speed whi le  
main ta in ing  t h e  downhand p o s i t i o n .  F igure  
1 d e p i c t s  t h e  robot  c e l l  wi th  t h e  s i x  
degree-of-freedom robot  and a two degree-  
of-freedom p a r t  p o s i t i o n e r .  The p a r t  i n  
f i g u r e  1 i s  a cor ruga ted  me ta l  s h e e t .  The 
p a r t  geometry may be read from a CAD d a t a  
base  us ing  IGES format ,  o r  it may have 
been i n f e r r e d  from a manually genera ted  
pa th  program s e n t  t o  t h e  downhand 
a lgor i thm v i a  t h e  r o b o t ' s  communication 
i n t e r f a c e .  In  e i t h e r  case  t h e  a lgor i thm 
computes t h e  d e s i r e d  l o c a l  v e r t i c a l  i n  a 
r e f e r e n c e  frame moving along t h e  weld seam 
a t  t h e  s p e c i f i e d  weld v e l o c i t y .  Weld 
p o s i t i o n e r  commands a r e  computed so  t h a t  
t h e  d e s i r e d  downhand o r i e n t a t i o n  is  
achieved .  Robot p o s i t i o n  and v e l o c i t y  
commands a r e  a l s o  genera ted  t o  keep t h e  
t o r c h  moving i n  the  weld seam a t  a 
c o n s t a n t  s u r f a c e  feed  r a t e .  Figure 2 
d e p i c t s  s e v e r a l  frames from the  s imula t ion  
of  t h e  downhand welding a lgor i thm.  I n  
f i g u r e  2 we n o t e  t h a t  t h e  a lgo r i thm is 
func t ion ing  s i n c e  t h e  t angen t  t o  t h e  weld 
seam remains h o r i z o n t a l  a t  t h e  po in t  where 
t h e  t o r c h  i s  i n  c o n t a c t .  
Vision Guided Off-Line Programming f o r  SRB 
Ref u rb  i s hm en t 
The S o l i d  Rocket Boos ters  used t o  
a s s i s t  i n  launching t h e  Space S h u t t l e  a r e  
designed t o  be re -used .  To ach ieve  t h i s  
t h e  Thermal P r o t e c t i o n  System (TPS) 
p reven t s  t h e  e ros ion  of  t h e  b o o s t e r ' s  
ca s ing  du r ing  t h e  h e a t  of r e -en t ry .  The 
main component of  t h e  TPS i s  t h e  Marshal l  
Sprayable  Abla tor  (MSA) which reduces t h e  
b o o s t e r ' s  s k i n  tempera ture  by c o n t r o l l e d  
evapora t ion .  Af t e r  recovery  a t  s e a  t h e  SRB 
i s  r e tu rned  t o  t h e  b o o s t e r  process ing  
f a c i l i t y  a t  t h e  Kennedy Space Center  
(KSC). 
High-pressure w a t e r b l a s t  (20000 p s i )  
i s  used t o  remove t h e  p a r t i a l l y  burned 
a b l a t i v e  m a t e r i a l  p r i o r  t o  i t s  r e -  
a p p l i c a t i o n .  Due t o  t h e  d i f f i c u l t y  i n  
performing t h e  c l ean ing  ope ra t ions  
manual ly ,  r o b o t i c  workce l l s  were developed 
(Fernandez 1983).  Pro to types  of  t h e s e  
workce l l s  were implemented a t  t h e  MSFC 
I n d u s t r i a l ,  P r o d u c t i v i t y  F a c i l i t y  i n  
Hun t sv i l l e ,  Alabama. A computer g raph ic  
s imula t ion  of  t h e  p ro to type  r o b o t i c  c e l l  
i s  shown i n  f i g u r e  3. The r o b o t ,  a 
C inc inna t i  Milacron HT3, i s  equipped wi th  
t h e  high p res su re  nozz le .  The a f t  boos t e r  
s e c t i o n  i s  shown mounted on a computer 
c o n t r o l l e d  r o t a r y  p o s i t i o n i n g  t a b l e .  In  
the  i n i t i a l  implementation o f  t h i s  c e l l ,  
manual robo t  programming methods were 
employed. The c u r r e n t  o p e r a t i o n  inc ludes  
bo th  manual and o f f - l i n e  programming 
techniques .  One problem i n  t h e  o p e r a t i o n  
o f  t h i s  c e l l  occurs  when t h e  wa te r  b l a s t  
f a i l s  t o  remove the  MSA i n  t h e  f i r s t  
c l ean ing  pass .  A t  t h i s  po in t  t h e  robot  and 
t u r n t a b l e  must be  re-programmed manual ly  
t o  perform t h e  touch-up c l ean ing .  
A s o l u t i o n  t o  t h e  problem of 
programming t h e  robot  t o  perform touch-up 
c l ean ing  of t h e  TPS r e s i d u e  i s  the  
development of  a v i s i o n  senso r  and o f f -  
l i n e  programming u t i l i t i e s .  Graphic 
s imula t ion  v i a  ROBOSIM w a s  used t o  develop 
these  programming u t i l i t i e s  without  t h e  
danger of  damaging t h e  a c t u a l  workce l l  
dur ing  i n i t i a l  development and de-bugging 
procedures .  In o p e r a t i o n  t h e  v i s i o n  s e n s o r  
w i l l  scan s e c t i o n s  o f  t h e  SRB t h a t  a r e  
presented  by r o t a t i n g  t h e  t u r n t a b l e .  Due 
t o  the  s p r a y  and d e b r i s  r e a l - t i m e  v i s u a l  
i n spec t ion  i s  no t  p o s s i b l e ,  i n s t e a d  t h e  
in spec t ion  is  performed a f t e r  t he  e n t i r e  
c l ean ing  pass  i s  completed.  The v i s i o n  
a lgor i thm w i t h i n  the  sensor  p rov ides  
informat ion  on t h e  l o c a t i o n  of t h e  MSA 
res idues  a s  x and y-coord ina te  l o c a t i o n s  
re ferenced  t o  t h e  image p l ane  o f  t h e  
sensor  camera. Although t h e  v i s i o n  
r o u t i n e s  were developed under a s e p a r a t e  
e f f o r t ,  t h e  camera i s  s imula ted  i n  the  
g raph ic  system by p l a c i n g  an "eye-point"  
i n  t h e  same l o c a t i o n  and o r i e n t a t i o n  a s  
t h e  hardware system. The f o c a l  l e n g t h  of 
t h e  p e r s p e c t i v e  t r ans fo rma t ion  (Duda 1973) 
a s s o c i a t e d  wi th  t h e  "eye-point"  i s  
ad jus t ed  t o  match t h e  f i e ld -o f -v i ew o f  t h e  
senso r  camera ' s  l e n s .  I n  e v a l u a t i n g  t h e  
o f f - l i n e  programming a lgo r i thm a s imula ted  
MSA r e s i d u e  is placed on t h e  modeled SRB. 
The r e s i d u e  is  placed w i t h i n  t h e  f i e l d - o f -  
view of  t h e  "eye-poin t"  by r o t a t i n g  t h e  
t u r n t a b l e  i n  t h e  g r a p h i c s  model. To 
s imula t e  t h e  s e n s o r ' s  ou tpu t  t h e  sc reen  x 
and y -coord ina te s  a r e  noted and passed a s  
inpu t  t o  t h e  o f f - l i n e  programming 
u t i l i t i e s  i n  a manner s i m i l a r  t o  t h e  
a c t u a l  s enso r .  The r e s u l t i n g  t u r n t a b l e  and 
robot  motion commands were executed by t h e  
g r a p h i c  model, and t h e  r e s u l t i n g  ope ra t ion  
was viewed i n  g r a p h i c s  t o  de te rmine  i f  
proper  c l ean ing  motion would have 
occurred .  This  r e s u l t  i s  e s t a b l i s h e d  when 
t h e  g r a p h i c  r e p r e s e n t a t i o n  of  t h e  sp ray  
(do t t ed  l i n e  i n  f i g u r e  3) impinges on t h e  
s imula ted  r e s idue .  The use  of g raph ic  
s imula t ion  w i l l  con t inue  when the  sensor  
i s  i n t e g r a t e d  i n t o  t h e  c l ean ing  workce l l .  
During o p e r a t i o n s  t h e  s imula t ion  w i l l  
s e rve  as a preview v e r i f i c a t i o n  of  t h e  
o f f - l i n e  genera ted  c l ean ing  pa ths .  
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Design of A Robot f o r  t h e  O r b i t a l  
Maneuvering Vehicle  
The O r b i t a l  Maneuvering Vehic le  i s  
designed a s  a r e -useab le ,  remote ly  
c o n t r o l l e d ,  f r e e - f l y i n g  v e h i c l e  capab le  of  
performing a wide range  of  on -o rb i t  
s e r v i c e s  i n  suppor t  o f  o r b i t i n g  a s s e t s .  I t  
i s  p ro jec t ed  a s  an important  e lement  o f  
t h e  Space Transpor t a t ion  System (STS),  
designed t o  o p e r a t e  from e i t h e r  t h e  
S h u t t l e  t h e  Space S t a t i o n  o r  from t h e  
ground. h e  d e s c r i p t i o n s  o f  t h e  OMV o r  
manipula tor  mechanism conta ined  i n  t h i s  
paper a r e  n o t  s p e c i f i c  t o  any des igns  
which may be  c u r r e n t l y  under c o n s i d e r a t i o n  
by t h e  U.S. Nat iona l  Aeronaut ics  and Space 
Adminis t ra t ion ,  however, t h e  f u n c t i o n a l  
concepts  desc r ibed  are c o r r e c t  and have 
been publ i shed  elsewhere (Huber 1984) .  
The concept  o f  t h e  OMV inc ludes  the  
a b i l i t y  t o  accep t  miss ion  k i t s  t o  a l low i t  
t o  perform a v a r i e t y  of t a s k s  i n  a d d i t i o n  
t o  i t s  r o l e  a s  r ecove rab le  boos t e r .  One 
such k i t  i s  a man ipu la to r /  t e l e o p e r a t o r ,  
t h e  "Smart Front-End" (SFE), which w i l l  
a l l ow remote ly  c o n t r o l l e d  manipula t ion  t o  
accomplish s a t e l l i t e  and Space S t a t i o n  
s e r v i c e  t a s k s  o n - o r b i t .  F igure  4 
i l l u s t r a t e s  t h i s  concept .  The OMV i s  shown 
equipped wi th  a g e n e r i c  SFE manipula tor .  
The SFE p i c t u r e d  c o n s i s t s  of  a b i - l a t e r a l  
p a i r  o f  s i x  degree-of-freedom (DOF) 
manipula tors  and a manipula tor  t r a n s p o r t  
mechanism. The t r a n s p o r t  system provides  
t h r e e  DOF: a r o t a r y  t r a c k  which e n c i r c l e s  
t he  docking a d a p t e r ;  a hinged boom; and a 
s l i d i n g  j o i n t  a l lowing  t h e  b i - l a t e r a l  p a i r  
t o  t r a v e r s e  t h e  boom. The g e n e r i c  
s a t e l l i t e  which i s  be ing  se rv iced  i n  
f i g u r e  4 i s  shown detached from t h e  
OMV/SFE c l u s t e r  f o r  c l a r i t y .  In normal 
o p e r a t i o n  a s o l i d  connec t ion  would be 
e s t a b l i s h e d  by a docking mechanism. 
ROBOSIM will be  used e x t e n s i v e l y  t o  
a s s i s t  i n  t h e  development and eva lua t ion  
of  concepts  f o r  t h e  SFE manipula tor .  
Kinematic s t u d i e s  w i l l  r e v e a l  whether t h e  
SFE mechanism can be  fo lded  and s t o r e d  
wi th in  t h e  space  a l l o c a t e d  on-board t h e  
Space S h u t t l e .  Other  k inemat ic  s t u d i e s  
w i l l  be r equ i r ed  t o  de te rmine  i f  t h e  
OMV/SFE c l u s t e r  can be  s u c c e s s f u l l y  
deployed from t h e  cargo  bay by t h e  Space 
S h u t t l e ' s  RMS. In f i g u r e  5 our  g e n e r i c  
OMV/SFE c l u s t e r  i s  shown wi th  t h e  SFE 
fo lded  i n  t h e  s towable  c o n f i g u r a t i o n .  
Fu r the r  k inemat ic  s t u d i e s  w i l l  determine 
i f  c o l l i s i o n s  between t h e  SFE manipula tor  
and s a t e l l i t e  appendages occur  du r ing  t h e  
execut ion  of  planned motion p a t h s .  
The implementation o f  an SFE 
manipula tor  w i l l  a l s o  r e q u i r e  t h e  
development of s e v e r a l  modes of mechanism 
c o n t r o l .  An a lgor i thm t o  c o n t r o l  t he  SFE 
dur ing  deployment o r  un- fo ld ing  w i l l  be 
developed. Although t h i s  type  o f  a lgo r i thm 
u s u a l l y  involves  a predetermined sequence 
of  j o i n t  mot ions ,  p rov i s ion  must b e  
included t o  o v e r r i d e  t h i s  sequence,  i f  
necessa ry ,  and execute  new motions t o  
c o r r e c t  o r  avoid anomalies .  During docking 
ope ra t ions  t h e  mechanism can t ake  a 
p a s s i v e  o r  an a c t i v e  r o l e .  I f  a p a s s i v e  
r o l e  i s  assumed, c o n t r o l  a lgo r i thms  f o r  
t he  SFE can improve the  maneuverabi l i ty  of  
t h e  OMV by a r r ang ing  t h e  arm's  
c o n f i g u r a t i o n  t o  minimize i n e r t i a l  
imbalance,  avoid  o b s t r u c t i o n  o f  t h e  t a r g e t  
s a t e l l i t e  and prevent  t h e  r e a c t i o n  c o n t r o l  
system (RCS) t h r u s t e r  plumes from 
impinging on t h e  SFE. S t r a t e g i e s  of  
c o n t r o l l e d  compliance i n  t h e  SFE j o i n t  
s e rvo  c o n t r o l  loops may f u r t h e r  improve 
t h e  c o n t r o l l a b i l i t y  of  t h e  OMV dur ing  f i n e  
docking maneuvers by de-coupl ing t h e  SFE's 
mass o r  a c t i v e l y  us ing  t h e  SFE's momentum 
t o  a f f e c t  a d d i t i o n a l  c o n t r o l .  
Once t h e  OMV i s  docked wi th  t h e  
t a r g e t  s a t e l l i t e  a v a r i e t y  of d i f f e r e n t  
c o n t r o l  i s s u e s  must be reso lved .  A s  
p rev ious ly  mentioned, a lgo r i thms  t h a t  u se  
mechanisms wi th  k inemat ic  redundancy t o  
avoid c o l l i s i o n s  and minimize d i s t u r b a n c e  
torques  could s i g n i f i c a n t l y  improve t h e  
sys t em ' s  performance. Real- t ime computer 
g raph ic  s imula t ion  coupled t o  p ro to type  
t e l e o p e r a t o r  works t a t ions  can a i d  i n  
r e s o l v i n g  many i s s u e s  r e l a t i n g  t o  man-in- 
the- loop  c o n t r o l .  The placement of  cameras 
may be s imula ted  t o  i n s u r e  t h a t  t h e  f i e l d -  
of-view (FOV) is  n o t  o b s t r u c t e d .  I f  a d u a l  
arm SFE des ign  i s  chosen,  g raph ic  
s imula t ion  could h e l p  t o  de te rmine  t h e  
most e f f e c t i v e  human i n t e r f a c e  f o r  
con t r  ol 1 ing  the  b i - l a t  era1 mechanism . 
Graphic s imula t ion  w i l l  n o t  end wi th  t h e  
s u c c e s s f u l  SFE d e s i g n ,  du r ing  s e r v i c i n g  
a c t i v i t i e s ,  a g raph ic  d i s p l a y  w i l l  a l l ow 
t h e  human o p e r a t o r  t o  preview s e r v i c e  
t a s k s  i n  s imula t ion .  S ince  communication 
de lays  i n  t h e  man-in-the-loop c o n t r o l  
system may b e  l a r g e  and va ry ing ,  t he  use 
o f  a " p r e d i c t i v e  g r a p h i c  d i s p l a y "  t o  
supplement t h e  delayed v i s u a l  feedback may 
improve t h e  e f f i c i e n c y  i n  performing 
o p e r a t i o n s  remotely.  When semi-autonomous 
o r  " supe rv i so r  c o n t r o l "  methods a r e  
deve loped ,  t h e  g r a p h i c s  d i s p l a y  would 
a l low t h e  human t o  v e r i f y  mechanism 
motions t h a t  a r e  proposed by t h e  
c o n t r o l l e r .  One f i n a l  no te  r e l a t e s  t o  the  
des ign  o f  t h e  s a t e l l i t e  r a t h e r  than  t h e  
OMV i t s e l f .  Curren t  s a t e l l i t e  d e s i g n  
phi losophy i s  o r i e n t e d  toward m u l t i p l e  
redundancy and no pos t - launch  s e r v i c i n g ,  
t h e  advent  of  on -o rb i t  s e r v i c e  techniques  
w i l l  r e l a x  some of  t h e s e  des ign  
c o n s t r a i n t s ,  b u t  s a t e l l i t e  des ign  must 
change t o  t ake  advantage o f  t h e s e  new 
p o s s i b i l i t i e s .  Hardware s imula t ions  of 
s e r v i c i n g  mis s ions  on modular s a t e l l i t e s  
have been performed (Fernandez 
1980a,1980b,1984 and S c o t t  1985a,1985b) , 
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b u t  computer g raph ic  s imula t ion  provides  a 
c o s t - e f f e c t i v e  means of  p re l imina ry  
eva lua t ion  of t h e  c o m p a t i b i l i t y  between a 
s a t e l l i t e  and t h e  s e r v i c e r .  
CONCLUSIONS 
The exper ience  gained a t  t h e  Marshal l  
Space F l i g h t  Center i n d i c a t e s  t h a t  t h e  use  
of  computer g raph ic  s imula t ion  i n  suppor t  
o f  robot  systems development i s  extremely 
impor t a n  t . A 1  though hardwar e 
implementation i s  n o t  rep laced  by t h e s e  
s i m u l a t o r s ,  a cons ide rab le  c o s t  s av ings  i s  
experienced by de lay ing  hardware 
implementation u n t i l  t h e  des igns  have 
matured. Once a robo t  system becomes 
o p e r a t i o n a l  t h e  va lue  of g r a p h i c  
s imula t ion  cont inues  as a means of 
previewing planned t a s k  execut ion .  I t  i s  
expected t h a t  a s  t h e  performance o f  
computer g raph ic  s imula to r s  i n c r e a s e s  and 
a s  hardware c o s t s  dec rease  t h e  use  of  
g raph ic  methods w i l l  become widespread.  
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Fig. 2. Simulated Weld Operation with Automatic Downhand Position 
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INTELLIGENT ROBOTIC TRACKER 
W. S. Otaguro, L. 0. Kesler  
McDonnell Douglas As t ronau t i cs  Company 
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Hunt ington Beach, C a l i f o r n i a  92647 
K. C. Land, D. E. Rhoades 
NASA-JSC 
An i n t e l l i g e n t  t r a c k e r  capable o f  r o b o t i c  
a p p l i c a t i o n s  r e q u i r i n g  guidance and c o n t r o l  o f  
p la t forms,  r o b o t i c  arms, and end e f f e c t o r s  has 
been developed. 
o f  "supervised autonomous" r o b o t i c  f unc t i ons  i s  
p a r t i t i o n e d  i n t o  a m u l t i p l e  p rocesso r /pa ra l l e l  
process ing c o n f i g u r a t i o n .  The system c u r r e n t l y  
i n t e r f a c e s  t o  cameras b u t  has the  c a p a b i l i t y  t o  
a l s o  use th ree  dimensional i n p u t s  from scanning 
l a s e r  rangers. The i n p u t s  are f e d  i n t o  an image 
processing and t r a c k i n g  sec t i on  where the  camera 
i npu ts  a re  cond i t i oned  f o r  t he  m u l t i p l e  t r a c k e r  
a lgor i thms.  
image process ing and t r a c k e r  ou tpu ts  and performs 
a l l  t he  c o n t r o l  and d e c i s i o n  processes. The 
present  a r c h i t e c t u r e  o f  t he  system w i l l  be 
presented w i t h  d i scuss ion  on i t s  e v o l u t i o n a r y  
growth f o r  space a p p l i c a t i o n s .  
An autonomous rendezvous demonstrat ion o f  t h i s  
system was performed l a s t  year  a t  JSC. 
r e a l i s t i c  f u n c t i o n a l  demonstrat ions us ing  the 
MMU s imu la to r  and the  manipulator  development 
f a c i l i t y  planned f o r  t h i s  year  w i l l  be 
discussed. 
Th is  packaged system capable 
An execu t i ve  s e c t i o n  moni tors  the  
More 
INTRODUCTION 
The purpose o f  t h i s  p r o j e c t  was t o  f u n c t i o n a l l y  
demonstrate t h e  McDonnell Douglas As t ronau t i cs  
Company (MDAC) Robotic Track ing Sensor i n  
autonomous homing and contour  f o l l o w i n g  modes. 
The major b e n e f i t  o f  t h i s  demonstrat ion was 
the  a p p l i c a t i o n  o f  e x i s t i n g  technology t o  
space opera t i ons  i n  o rde r  t o  eva lua te  the  
a b i l i t y  o f  t h i s  equipment t o  meet near term 
autonomous t r a c k i n g  and sensing requirements 
w i t h  low hardware and sof tware development costs .  
The scope o f  t h i s  p r o j e c t  was p u r e l y  a f u n c t i o n a l  
demonstrat ion r e s u l t i n g  i n  q u a l i t a t i v e  data. 
more s t ruc tu red ,  quan ta t i ve  t e s t  can be 
performed a t  t h e  complet ion o f  t he  upgrade o f  t he  
Laser Op t i ca l  Track ing Testbed f a c i l i t i e s  i n  
B u i l d i n g  14 a t  JSC. 
Th i s  demonstrat ion addressed o n l y  the  homing 
and contour f o l l o w i n g  modes. More r e a l i s t i c  
space operat ions such as inspect ion,  maintenance, 
assembly, and r e t r i e v a l  would be addressed 
l a t e r .  
A 
MDAC Track ing Sensor 
The a r c h i t e c t u r e  o f  t h e  multimode sensor t r a c k e r  
i s  shown i n  F igu re  1. 
t r a c k e r  i s  composed o f  t h ree  f u n c t i o n a l  p a r t s :  
Two F a i r c h i l d  CCD 3000 cameras and 
v ideo processor. 
The MDAC 673 image and t r a c k e r  
processor. 
The v ideo t r a c k i n g  func t i ons  a re  computation 
i n t e n s i v e  r e q u i r i n g  a h igh  throughput spec ia l  
purpose s igna l  processor. To match the  v ideo 
data w i t h  t h e  bandwidth o f  t he  image processor, 
data compression i s  performed by  t h e  v ideo 
preprocessor by e i t h e r  exc lud ing reg ions  o f  t he  
scene t h a t  are o f  no i n t e r e s t  o r  by  pe r fo rm ing  
a p i x e l  averaging. Th is  e f f e c t i v e l y  performs 
v ideo windowing and an e l e c t r o n i c  zoom. 
preprocessor a l s o  performs a t r a c k e r  c o n t r o l l e d  
b r igh tness  and c o n t r a s t  adjustment t o  t h e  v ideo 
image. This  enhances the  t r a c k e r ' s  c a p a b i l i t y  
t o  see and t r a c k  t h e  t a r g e t .  
The MDAC 673 i s  a h i g h  speed, 10 MOPS, spec la l  
purpose microcodable s igna l  processor. A l l  
t r a c k i n g  f u n c t i o n s  a re  performed i n  the  MDAC 
673. E x i s t i n g  a lgo r i t hms  are: (1) c o r r e l a t i o n ,  
( 2 )  cen t ro id ,  ( 3 )  conformal gate, and ( 4 )  guard 
gate. The p r imary  t r a c k e r s  requa i red  f o r  these 
demonstrat ions were t h e  c o r r e l a t i o n  and 
c e n t r o i d  t racke rs .  The c o r r e l a t i o n  t r a c k e r  i s  
a f e a t u r e  t r a c k e r  t h a t  t r a c k s  by f i n d i n g  t h e  
bes t  match of a v ideo reference image w i t h  the  
scene. The c e n t r o i d  t r a c k e r  i s  a c o n t r a s t  
t r a c k e r  t h a t  f i nds  t h e  cen te r  o f  t h e  t a r g e t  
e x h i b i t i n g  i n t e n s i t i e s  above o r  below a 
c o n t r o l l a b l e  th resho ld .  The conformal gate 
and guard gate t r a c k e r s  were requ i red  f o r  
countermeasure techniques o r  when the  t a r g e t  
background e x h i b i t e d  a l o t  o f  c l u t t e r .  The 
conformal gate t r a c k e r  i s  a s t a t i s t i c a l  
t r a c k e r  t h a t  c l a s s i f i e d  t h e  scene as e i t h e r  
background, t a r g e t ,  o r  unknown. This  t r a c k e r  
f i n d s  the  t a r g e t  boundary and ma in ta ins  the  
t r a c k e r  gate s i z e  t o  enclose a l l  o f  t he  t a r g e t .  
The guard gate t r a c k e r  de tec ts  when the  t a r g e t  
passes behind obstac les and c o n t r o l s  the  o t h e r  
t r a c k e r ' s  ope ra t i ons  w h i l e  t h e  t a r g e t  i s  n o t  
v i s i b l e .  
The mu l t i p rocesso r  
1) 
2) 
3) The 28000 execut ive c o n t r o l  processor. 
The 
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The 28000 execut ive c o n t r o l  processor d i r e c t s  
the opera t i on  o f  the multimode t racke rs ,  prov ides 
opera to r  i n t e r f a c e ,  and c o n t r o l s  t h e  responses o f  
e i t h e r  veh ic les  o r  mechanisms. The execut ive 
processor c o n t r o l s  a c q u i s i t i o n  o f  t h e  t a r g e t ,  
moni tors  each t r a c k e r ' s  a impoint ,  and can 
r e i n i t i a l i z e  any t r a c k e r  a l g o r i t h m  d u r i n g  the  
engagement. The operator  i n t e r f a c e  i s  prov ided 
through the  hand c o n t r o l l e r  and the  v ideo mon i to r  
mounted on the  t r a c k i n g  sensor. The t r a c k i n g  
sensor was mounted on a mobi le  p l a t f o r m  
manufactured by Cybermation. 
System Con f igu ra t i on  
The MDAC t r a c k i n g  sensor was i n t e g r a t e d  w i t h  
the Cybermation p l a t f o r m  through a s e r i a l  l i n k  
between the  MDAC 28000 processor  and Cybermation 
processor. The t r a c k i n g  sensor computer and 
e l e c t r o n i c s  were mounted on the  Cybermation 
t u r r e t  mount. The long  range camera was 
o r i e n t e d  w i t h  t h e  p l a t f o r m  wheels. F igure 2 
shows a b lock  diagram o f  t he  i n t e r f a c e s .  
The execu t i ve  c o n t r o l  sof tware was mod i f i ed  
f o r  autonomous t r a c k i n g  and c o n t r o l  o f  t he  
dec i s ion  l o g i c .  
engaged by t h e  execut ive c o n t r o l  sof tware:  
homing and contour  f o l l o w i n g .  While i n  t h e  
homing mode, t h e  t r a c k i n g  sensor moni tors  the  
t a r g e t  p o s i t i o n  w h i l e  gu id ing  t h e  p l a t f o r m  t o  
a s p e c i f i e d  d i s tance  f rom t h e  t a r g e t  as 
determined by t h e  camera image s i ze .  
execut ive then switches t o  t h e  contour  
f o l l o w i n g  mode. Th is  mode commands t h e  
p la t fo rms  t o  move l a t e r a l l y  around t h e  t a r g e t  
by us ing  a s t r u c t u r a l  f e a t u r e  o f  t h e  t a r g e t .  
The t r a c k i n g  sensor remains a t  t h e  s p e c i f i e d  
range w i t h  the  t a r g e t  i n  the  cen te r  o f  view. 
A t  t h e  complet ion o f  one r e v o l u t i o n ,  t he  
p l a t f o r m  i s  stopped. 
A t h i r d  mode was added t o  t h e  execut ive c o n t r o l  
software i n  o r d e r  t o  accentuate t h e  autonomous 
fea tu res  o f  t h e  t r a c k i n g  sensor. I n  t h i s  mode, 
the  "heel "  mode, t h e  t r a c k i n g  sensor t r a c k s  
and f o l l o w s  a t a r g e t  w h i l e  m a i n t a i n i n g  a 
s p e c i f i e d  d i s tance  f rom the  t a r g e t  as determined 
by camera image s ize.  
w i t h i n  t h i s  s p e c i f i e d  range, i t  stops w i t h  t h e  
t r a c k e r  s t i l l  ma in ta in ing  lock-on o f  t h e  t a r g e t  
even if t h e  t a r g e t  moves around t h e  p l a t f o r m  
w i t h i n  t h e  s p e c i f i e d  range. When t h e  t a r g e t  
moves away f rom t h e  p la t fo rm,  t h e  t r a c k i n g  
sensor again commands the  p l a t f o r m  t o  f o l l o w  
the  t a r g e t .  
Funct ional  Demonstrations 
The t r a c k i n g  sensor was demonstrated i n  t h e  
Laser Op t i ca l  Track ing Testbed i n  B u i l d i n g  14 
a t  JSC du r ing  t h e  week o f  21 J u l y  1986. F igure 
3 shows the  demonstrat ion format. The demon- 
s t r a t i o n  began w i t h  a manual a c q u i s i t i o n  o f  t he  
t a r g e t  a t  a range o f  up t o  100 f e e t .  
t r a c k i n g  sensor locked on t o  t h e  t a r g e t  i n  
the  a c q u i s i t i o n  gate and guided t h e  p la t fo rm 
t o  t h e  t a r g e t  a t  a f i x e d  r a t e  w h i l e  keeping 
S p e c i f i c a l l y ,  two modes a re  
The 
When t h e  p l a t f o r m  gets  
The 
the  t a r g e t  i n  t h e  cen te r  o f  t he  f i e l d  o f  view. 
A t  a range o f  approximately t e n  f e e t  f rom the  
t a r g e t ,  t h e  t r a c k i n g  sensor switched f rom the  
l ong  range camera t o  the  s h o r t  range camera. 
A t  a range, o f  approx imate ly  f o u r  f e e t ,  t h e  
p l a t f o r m  was h a l t e d  and the  t r a c k i n g  sensor 
switched from t h e  homing mode t o  t h e  contour  
f o l l o w i n g  mode. 
a s t r u c t u r a l  f e a t u r e  on the  t a r g e t  t o  gu ide t h e  
p l a t f o r m  around t h e  t a r g e t .  
maneuver, t h e  l o n g  range camera remained i n  a 
forward o r i e n t a t i o n  w h i l e  the  s h o r t  range 
camera was r o t a t e d  on the  r o t a r y  t a b l e  t o  
ma in ta in  t r a c k i n g  o f  t h e  t a r g e t .  
complete ly  c i r c l i n g  the  t a r g e t ,  t h e  p l a t f o r m  
was h a l t e d  and t h e  cameras rea l i gned .  
p o i n t ,  t he  t r a c k i n g  sensor and p l a t f o r m  were 
ready f o r  f u r t h e r  commands from the  opera to r .  
The "heel "  mode was a l s o  demonstrated t o  
i l l u s t r a t e  t h e  autonomy o f  t he  t r a c k i n g  sensor. 
A f t e r  a manual lock-on o f  t he  t a r g e t ,  t h e  
demonstrat ion proceeded t o  l ead  the  t r a c k i n g  
sensor and p l a t f o r m  around the  testbed.  
s t a r t s ,  stops, t u rns ,  p i v o t s ,  and obs tac le  
avoidance maneuvers were demonstrated. 
Tracker Upgrades 
The t r a c k e r  c o n f i g u r a t i o n  used i n  these demon- 
s t r a t i o n s  was developed i n  1981. Upgrades t o  
increase i t s  computing c a p a b i l i t y ,  reduce i t s  
s i ze ,  and lower  i t s  power consumption a re  being 
implemented. CMOS devices w i l l  be used 
a l l o w i n g  t h e  processor speed t o  be increased 
f rom 5 t o  10 M I P S  f o r  t he  a r r a y  processor and 
f rom 300 K I P S  t o  1 M I P S  f o r  t he  execu t i ve  
processor. A f l o a t i n g  p o i n t  c h i p  w i l l  be 
added. The p i x e l  r a t e  w i l l  be increased f rom 
5 t o  15 MHz. Several boards ( v ideo  preprocessor 
and i n t e r f a c e )  w i l l  be reduced t o  a s i n g l e  
300 X 300 m i l  ch ip .  Overa l l ,  t h e  power consump- 
t i o n  o f  t h e  packaged t r a c k e r  w i l l  be reduced 
f rom 200 t o  25 W and the  number o f  cards f rom 
11 t o  5. It i s  a n t i c i p a t e d  t h a t  a ve rs ion  o f  
t h i s  packaged t r a c k e r  cou ld  be used I n  the 
O r b i t e r  cabin. 
Advanced Robot ic  Demonstrations 
I n  c o o r d i n a t i o n  w i t h  NASA-JSC, t h e  MDAC t r a c k e r  
w i l l  be i n t e r f a c e d  w i t h  two o f  NASA's opera- 
t i o n a l  systems: 1) Man Maneuvering U n i t  (MMU), 
2) One-G v e r s i o n  o f  RMS. 
When i n t e r f a c e d  t o  t h e  MMU, t h e  t r a c k e r  w i l l  
p rov ide  both t a r g e t  i d e n t i f i c a t i o n  and 
guidance cues t o  t h e  c o n t r o l  systems f o r  
autonomous operat ions.  Likewide, when i n t e r -  
faced t o  the  1-G RMS arm, t h e  t r a c k e r  w i l l  
guide t h e  end e f f e c t o r  t o  t a r g e t s  which were 
manually acqui red by  an operator .  Cameras 
mounted on t h e  MMU and 1-G RMS w i l l  p rov ide  
t h e  necessary imagery f o r  t h e  t r a c k e r .  
Here t h e  t r a c k i n g  sensor t racked 
Dur ing t h i s  
A f t e r  
A t  t h i s  
Various 
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CONCLUSION 
The c a p a b i l i t y  o f  e x i s t i n g ,  packaged t r a c k e r  
hardware t o  per form autonomous homing and 
contour  f o l l o w i n g  w i t h  minor  upgrades were 
f u n c t i o n a l l y  demonstrated. Upgrades i n  
hardware and sof tware w i l l  be requ i red  t o  
address the  requirements o f  space operat ions.  
However, a g rea t  deal o f  t h e  bas ic  development 
haave a l ready been and are being performed 
and funded by o t h e r  government agencies. The 
demonstrat ions w i t h  the  MMU and 1-G RMS arm 
w i l l  p rov ide  a d d i t i o n a l  i n f o r m a t i o n  on the  
i n t e g r a t i o n  o f  t h i s  technology w i t h  e x i s t i n g  
systems f o r  near term space operat ions.  
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WITH APPLICATION TO OPTIMAL PATH PLANNING 
Terence R. Smith 
Department of Computer Science 
University of California a t  Santa Barbara 
Santa Barbara. CA 93 106 
Daniel Greenwood 
Ne trologic 
4241 Jutland 
San Dlego, CA 92 1 17 
ABSTRACT 
Genetic algorithms (CA's) are used to search the 
synaptic weight space of artificial neural systems (ANS) 
for weight vectors that optimize some network 
performance function. GA's d o  not suffer from some of 
the architectural constraints involved with other 
techniques and it is straightforward to incorporate 
terms into the performance function concerning the 
metastructure of the ANS. Hence GA's offer a 
remarkably general approach to calibrating ANS. GA's 
are applied to  the problem of calibrating an ANS that 
finds optimal paths over a given surface. This problem 
involves training an ANS on a relatively small set of 
paths and then examining whether the calibrated ANS is 
able to find good paths between arbitrary start and end 
points on the surface. 
1. INTRODUCTION AND PROBLEM STATEMENT 
Massively parallel computing devices composed of 
many elementary processing elements (PE's). connected 
in a simple and local manner, offer the posslbillty of 
computing complex lnput-output relationships rela- 
tively quickly. One approach to achieving massive 
parallelism involves the use of many identical and sim- 
ple processing elements (PES) and relatively local com- 
munication links between PES. The artificial neural sys- 
tem (ANS) represents one class of such systems that are 
currently the object of much investigation. Each PE of 
an ANS produces as its output a single, bounded, real- 
valued number. An ANS Is a collection of PES, each of 
which takes as input the weighted outputs of other PES. 
The ANS architectures considered in this paper consist 
of networks of synchronous, binary threshold units 
(BTU's, see Egecioglu, Smith and Moody, 1987). 
The behaviour of the ANS (Le.. the mapping it is able to  
compute) is largely determined by the set  of weights by 
which the output of a given PE is multiplied before 
being taken as input to another PE. A major problem in 
ANS design Involves the determination of an appropri- 
a te  set of connection weights between the PE's for com- 
puting a given mapping. 
Gilbert A. Pitney 
Department of Computer Science 
University of California a t  Santa Barbara 
Santa Barbara. CA 93016 
In this paper, our primary focus of attention concerns 
an essentially unexplored technique for programming 
ANS's, namely genetic algorithms (GA's). A secondary 
focus of attention concerns the construction of an ANS 
that is able to  compute "good" paths over some surface, 
using GA's and a set  of  input-output exemplars to  pro- 
gram the system. In particular, we are interested in the 
ability of this programming technique to  construct an 
ANS that significantly generalizes over the set  of input- 
output pairs. 
1.1. Research Reported In this  Paper 
The research reported In this paper is of an exploratory 
and empirical nature, since the behaviour of both ANS's 
and GA's are currently difficult to  analyse In a formal 
manner. Our basic approach to  the problem Involves: 
construction of a surface over which "good" paths 
are to  be  computed and computation of globally 
optimal paths between all given pairs of points on 
the surface (using the Dijkstra algorithm) to  pro- 
duce a training set of input-output patterns (start- 
end points, optimal paths) 
establishment of a prior1 constraints on the archi- 
tecture of the ANS 
choice of which variant of GA to employ in call- 
brating the ANS 
a set  of training runs in which a subset of input- 
output patterns are used to  program the connec- 
tion weights 
tests of the ANS on the remaining input-output 
patterns to  determine how well the GA performs In 
generalizing over its training set. 
The main purpose of the experiments reported here 
was to  provide intuition into the application of GA's for 
Calibrating ANS's, particularly In relation to  the path 
planning problem. More systematic investigations of 
the problem are now In progress. 
2. NEURAL NETWORK PROGRAMMING METHODS 
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Two main problems in ANS design are 1) findlng a suit- 
able network architecture, in terms of connection topol- 
ogy and type of PE's, and 2) determining the weights of 
the ANS. To date, no automatic procedure for designing 
a network architecture for a given inputloutput 
behaviour exists, although as discussed later, GA's may 
be applied to solve this problem (we apply intuition as 
a guide to designing the architecture). The main pur- 
pose of this paper is to propose a relatively new soiu- 
tion to the second problem. 
We define the programming of an ANS as adJusting the 
weights such that the network can compute a desired 
input to output mapping. There are numerous tech- 
niques for programmlng an ANS, many of which are 
best suited for partlcular problem domains, or limited 
to specific network architectures. These techniques 
may be currently classified into two groups, the first of 
whlch is based on finding connection weights in terms 
of predetermined functions of the problem parameters 
and the second of whlch is based on some form of 
search over the space of weights. 
The first class includes assoclative memory techniques 
(Hopfield. 1982) and techniques based on finding qua- 
dratic forms that express a problem in terms of a set of 
constraints (Hopfield and Tank, 1985). 
Concerning the second class, one may classify the tech- 
niques according to the degree of "iocainess" of the 
search procedure. Most learnlng procedures perform a 
search over the weight space to minimize some perfor- 
mance criterion of the network. The search techniques 
include gradient descent, gradient descent with anneal- 
ing, and guided random search, Examples of such tech- 
nlques include, respectively, back propagation 
(Rumelhardt and McClelland. 1986); the master/slave 
formalism (see Lapedes and Farber, 1986); and guided 
accelerated random search (GARS, Mucciardi, 1972). 
In this paper, we propose the genetic algorithm as a 
neural network programming procedure. 
2.1. Genetic Algorithms 
The GA can be viewed as a relatively global search pro- 
cedure based upon population genetics (Holland, 1975). 
We apply the CA as a function optimizer to the weight 
space of an ANS to maximize some performance func- 
tion of the network. The mqjor strengths of the GA as a 
function optimizer are its ability to search efficiently 
and effectively high dimenslonai, multimodal, noisy, and 
discontinuous surfaces. Since the GA is being used 
purely to search the weight space, there are no restric- 
tions on network architecture. There are also no res- 
trictions on the terms of the performance function. 
The basic GA maintains a population of individuals. In 
the case of the function optimization problem, each 
individual represents a point in the parameter space of 
the performance function, and is represented by a 
binary string encoding of the parameter vector. Each 
individual is evaluated, and a new generation is pro- 
duced by selecting individuals on the basis of their per- 
formances for reproduction. Because higher perform- 
ing individuals are -selected more often for reproduc- 
tion, and due to the recombination effects of the cross- 
over operator, there is a pressure towards higher per- 
forming individuals being accepted into the population. 
The basic algorithm is: 
1. Randomly generate a population, Po. of N 
members. Set t-0. 
2. For all I-l..N, compute and save the perfor- 
mance measure P(P$ 
3. If converged, then STOP. Best Individual of 
last population is solution. 
4. Compute selection probabilities 
J - N  
P: = P(P:)/ c P ( P f )  
I-1 
5. Generate next generation, P'+', by chooslng 
Individuals via selection probabilities for 
reproduction using genetic operators. Set 
t-t+l. Goto 2. 
The genetic operators used in this paper are crossover 
and mutation. Crossover recdmblnes two parent vec- 
tors to produce an offsprlng vector by concatenating 
the segment to the left of a random crossover point in 
the first parent with the segment to the right of the 
same crossover point in the second parent. The muta- 
tion operator, with a low probability, alters bits in the 
offspring. The combined effect of crossover, mutation 
and selection allows genetic algorithms to search very 
high dimensional spaces efficiently. 
One of the most challenging problems In ANS learning 
procedure design is the assignment of credit to pro- 
cesslng elements which are responsible for a system's 
high performance, especially when those elements are 
only active early in a long chain of actions which even- 
tually leads to reward from the environment. The GA 
solves the credit assignment problem by selection. 
Indivlduals which contain good weight vectors are 
rewarded by a higher probability of recombination and 
reproduction. Thus the weights are held accountable for 
network performance. 
3. THE APPLICABILITY OF THE ANS AND ITS AQSO- 
CIATED PROGRAMMING METHODS TO THE PATH 
PLANNING PROBLEM 
A secondary goal of this investigation is to program an 
ANS in such a manner that it contalns an efficient, Inter- 
nal representation of a "cost" surface characterized in 
terms of some set of efficient paths over the surface. 
This representation should permit the network to com- 
pute a "good" path between two arbitrary points on the 
surface, given only those two points. Since only a sub- 
set of the precomputed optimal paths over the surface 
are presented to the network during the learning phase, 
the network must be able to generallze. 
In most of the work to date on the programming of 
ANS's to compute specific functions, researchers have 
employed the stable states of the ANS as a basis for 
representation. For any ANS. there is a fixed number of 
such states. Hence the ability of an ANS to compute a 
given function is ultimately limited by this capacity 
constraint. However, different approaches to represent- 
ing a given computation may result in more or less 
efficient ANS. Hence part of our research has concen- 
trated on different approaches to network representa- 
tions and their relative efllciencies. 
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4. A PRELIMINARY INVESTIGATION OF GA’S FOR 
NING PROBLEM 
PROGRAMMING ANS’S TO SOLVE THE PATH PLAN- 
CA’s may be used to  modify the synaptic weights of the 
ANS In order to  maxlmlze the net’s performance in 
finding optimal paths. The resultlng network Ideally 
accepts an input pattern representing start and end 
positlons on  a given surface, and produces an output 
pattern representing a least cost path from the given 
start and end points. 
4.1. A Priori Hypotheses  Concerning the  Topology 
of the Connection Weights 
As noted above, the topology of the connection weights 
may be an important factor in determining the 
efficlency of a network with a given number of PE’s. 
Hence we explored four alternative topologies, while 
keeping the number of “hidden” PE’s constant a t  20. 
A quad tree structure was suggested by prior experi- 
ence with computational architectures for solvlng path 
planning problems (Smith and Parker, 1987). Thls archi- 
tecture embodies the hypothesis that the pertinent 
features of the landscape required for the ANS to 
predict optlmal paths can be best represented in a 
hierarchical fashlon. with the more abstract, higher 
order features of the surface encoded at  the top of the 
hierarchy. It presumes that computation proceeds from 
the top downward, with higher levels guiding (con- 
straining) the computation at  lower levels of the tree. 
We examlned three such architectures: 
a) FFQ Is a feed-forward quad tree structure with 4 
layers (see Flgure 1) 
b) RQ (see Flgure 2) is a modification of FFQ with 
recurrent connections between layers 
c) RQNNN is the same as RQ, except for the addition 
of next nearest neighbor connections between 
units on a layer (see Flgure 5)  
FIH (see Figure 3) involves 20 fully-connected hid- 
den units. 
d) 
Quad tree topology I s  shown In Flgure 4. 
4.2. The Landscape 
The surface investigated is derived from a topological 
map of a 40 square kilometer area of the Sierra Madre 
Mountains In Californla mapped onto an 8x8 square 
grid of pixels. Each pixel is represented as  a node in a 
four-connected transition cost graph, in which each link 
represents a bidirectional, symmetric cost. The derived 
cost graph is then used as input to  Dijkstra’s algorithm 
to compute optimal paths, and to the CA’s obJective 
functlon in order to  gauge the performance of each 
ANS. 
4.3. Objective Functions 
The CA uses an obJective functlon to  evaluate the per- 
formance of each member of the populatlon. In thls 
case, the lndivldual Is an ANS. and the task is to predict 
the optimal path over a surface between two points. 
After presentation of the input pattern to the ANS. and 
after the network relaxes, the obJectlve function com- 
putes an error measure between the optimal path 
predlcted by the network and the true optimal path. 
The network predicts a path by turning on those neu- 
rons in the output layer which correspond to nodes In 
the transition graph, which in turn correspond to points 
on the surface. 
It Is helpful to choose a performance measure whlch 
facilitates the genetic search. The objective functlon is 
a mapping from the weight space of the ANS to a single 
performance value. As a general rule, the objectlve 
function should posses some degree of ’smoothness’ in 
the region about the solutlon point In the weight space. 
Thls means that any change In the weights in the direc- 
tion of the optimum should yield a higher performance 
value. For a discusslon of how various types of objec- 
tive functlon surfaces affect search procedures, see Ack- 
ley (1987). 
Two basic performance functions are used in these 
slmulatlons. The first function, P1, incorporates three 
terms: 1) an incorrect link cost, 2) an incorrect pixel 
cost, and 3) convergence time, as  defined below: 
x = C[obs(llOp‘ - l;’r)(l,””tcost(/,”’‘) +  COS^(^;"^))] 
J 
+ 20C[abs(ioP‘ - si)] + T 
1 
P, = 100/(1+x) (4) 
Where, all references to llnks and neurons refer to  the 
output layer, and 
lop‘ = { 1 if link is between adjacent neurons on 
the optimal path; 0 otherwise). 
Inat = ( 1 if llnk Is between adlacent neurons 
turned on  by the network; 0 otherwise]. 
cost(l) - cost of traversing llnk 1. 
- - I 1 If the Ith pixel lles on the optimal path; 
0 otherwlse). 
s, = state of neuron 1. 
T - relaxation time of the network. 
J - index over all llnks in output layer. 
The Incorrect llnk cost term penallzes the network for 
predicting paths which either 1) contain a linkage 
between two adjacent neurons whlch does not exist In 
the optimal path, or 2) lack a llnkage which does occur 
in the optimal path. The amount of penalization Is Just 
the sum of the costs of traversing such linkages. The 
incorrect pixel count term penallzes the network for 
predicted paths which elther 1) contain points which d o  
not appear in the optimal path, or 2) lack points which 
d o  appear In the optimal path. The amount of penallza- 
tion is proportlonal to  the number of such Incorrect 
pixels. The third term is the number of time constants 
the net takes to  relax. The network Is said to have 
relaxed when the activity pattern of the output layer 
has remalned constant for seven time constants. 
The second performance function, P2, is designed to 
overcome the apparent deficiencies in P1, and also to  
stress to the network the importance of well-formed 
paths. Note that the second term in P1 enforces the 
constraint that pixels predicted by the network lie on 
the optlmal path. However, It will also penalize a 
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predicted path of near optimal cost if that path does 
not geographically coincide with the optimal path. This, 
to some degree, violates the smoothness criterion for 
good objectlve functions. Thus, the second term in P1 
is replaced by two terms whlch Impose the constralnt 
that the output pixels be on a well formed path, not 
necessarily the optimal. The first term Is  modified 
to  some degree. violates the smoothness criterion for 
good objective functions. Thus, the second term In P1 
is replaced by two terms which impose the constraint 
that the output pixels be on a well formed path, not 
necessarily the optimal. The first term is modified 
slightly from P1, but still enforces the optimal path con- 
strain t: 
X = 2o[cIsk(l - n ~ o u n t ( k ) ) ~ ]  + c [ S h ( 2  - n c o ~ n t ( h ) ) ~ ] ]  
+ obs(C-Ccost(l;.')) + 7' 
k h 
J 
P, = 100/(1+x) (5) 
Where 
ncount(1) - number of neighborlng neurons 
of i whlch are on. 
C - the cost of traversing the optimal path. 
k - index over both path endpoints. 
h - index over all other points. 
Note that in P, the terms enforclng well-formed paths 
are welghted most heavily. 
4.4. Representation of the Weight Vector 
Generally, the ordering of gene values in the CA control 
strlng can strongly affect convergence, especially in the 
absence of an inversion operator. The control string is a 
binary strlng encodlng of the welght vector. Each 
welght is encoded In 8 bits in two's complement binary, 
and ranges in value from -128 to  127. The weights are 
then concatenated to  make up  the control string. 
Two ordering schemes are used. in the first, called LR, 
the weights ordered from left to  right correspond to a 
top down ordering in the network. For example, weights 
on connectlons to  the 2x2 hldden layer In the FFQ net- 
work are encoded at  the leftmost end of the control 
string. The second scheme, called Q distributes the 
welghts over the control strlng In quad tree order. 
Thus, weights on connections to  the top of the network 
hierarchy are not grouped together, but are distributed 
throughout the corresponding sectors over the length 
of the binary string. 
In the GA used in this study, crossover is the main 
operator for generating new weight vectors for evalua- 
tion. Since It Is assumed that the abstract features of 
the landscape allowing the ANS to generalize will be 
encoded In the hidden unit weights, It Is expected that 
encodlng scheme Q will facllitate search more than 
scheme LR by allowlng crossover to  generate offsprlng 
with a greater variety of hidden weights. Scheme Q can 
only be applied to  the quad tree networks. 
4.5. Reproductive Plan 4 (R4) 
The variant of GA used In these slmulatlons Is the ell- 
tist expected value model (Reproductive Plan - R4) dis- 
cussed in De Jong (1975). Two genetic operators are 
used in this model: mutation and crossover. A n  elitist 
model transfers the best performing lndlvidual of the 
current population intact Into the next generatlon. Thls 
pollcy slightly favours local search, and is found to  
speed convergence. The expected value model drasti- 
cally reduces stochastic errors by replacing the use of 
the random varlable in the selectlon process by a count- 
ing scheme based upon the expected value of the selec- 
tion probabllity. Thls prevents any statistlcai fluctua- 
tion which might, for example, cause a high-performing 
member of the population to  be overlooked during 
reproduction. 
4.6. Training Methods 
Two different tralning modes were used during the pro- 
gramming of the network. In the first, T1. the same 
tralnlng set of data Is shown to the networks over all 
generations. In T2. a t  each generatlon the networks are 
evaluated on unlque and disjoint subsets of the training 
set. Thus, In training mode T2, the total number of data 
points in the tralning set is the product of the constant 
size of the tralning subset per generation times the 
number of generations. 
5. SIMULATIONS AND RESULTS 
Table I summarizes the GA parameters used in the 
simulations. The parameters of the nlne separate 
experiments are summarized in table 11. The experlmen- 
tal procedure used to train and evaluate each network 
is discussed below. 
5.1. Experimental Procedure 
First, the training and test data sets  were prepared. 
Dijkstra's algorithm was applied to  the cost graph 
representing the landscape to find the optimal path 
between all pairs of points on the surface. Each data 
point is a tuple consistlng of an Input pattern encoding 
the start and end points, and an output pattern encod- 
ing the optimal path from the start to the end point. 
Subsets of the data were allocated to  a training set and 
a test set. 
The experiment proceeded in two phases. During the 
learning phase, the training set data was used by the 
CA's performance function to search the weight space 
of a partlcular ANS. After learning, the capability of the 
network to  generalize was measured on the test data 
set. 
5.1.1. Learning Phase 
Before any particular run. the network architecture was 
speclfied. An Initial populatlon of welght vectors was 
randomly generated. Each member was evaluated by 
simulating the equatlons governing the correspondlng 
ANS and measuring Its performance in a series of trials 
In whlch the net attempts to  complete the correct out- 
put pattern for  a given correspondlng Input pattern. 
After the net relaxed, or when the maximum time allot- 
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ted for the network to relax was exceeded (50 cycles in 
our simulations), the oblective function was applied to  
the output layer. The average over all trials was taken 
as the performance of that particular net. This perfor- 
mance value was then used by the GA to  assign selec- 
tion probabilitles to individuals for reproduction. The 
learning phase ends when the genetic search converges. 
5.1.2. Test Phase 
In the test phase, the best performing member of the 
last generation was evaluated on the test data set. TO 
allow comparisons, the performance function used in 
the test phase, P3, was the same for all runs: 
X = c[S,(l - n c o ~ n t ( k ) ) ~ ]  + c[sh(2 - ncount(h))2] 
k h 
+ abs(C-Ccost(/;”)) 
J 
P, = 100 - x/2 (6) 
P3 is a variant of P2. with equal emphasis on cost and 
path terms, without the convergence time term, and 
linear in x. 
5.2. Description of Results. 
The results of the nine runs are displayed in tables 111, 
IV, and V. 
Table V shows the number of generations each run took 
to converge, as well as  the total number of paths in the 
training set. When training method T1 was used, the 
performance vs. generations curve was monotonically 
non-decreasing, and the GA was considered to converge 
when no improvement had been made in the perfor- 
mance value of the best network over 12 generations. 
With training method T2, since the training data was 
different for each generation, the performance vs. gen- 
erations curve was not monotonic, and the GA was con- 
sidered converged when no improvement could be seen 
in the average performance of the best network over 
about 20 generations. Run 6 took a long time to  con- 
verge, and was stopped at 288 generations. It should 
be noted that run 6 converged with respect to perfor- 
mance on long length paths. Before it was stopped, It 
was continuing to  increase in the performance on short 
to medium length paths. 
Table 111 shows the value of the performance (P3) of the 
best network of the last generation of each run on the 
training data. Entries marked by a dash in the table s i g  
nify that no paths of length Indicated by the column 
heading were contained in the training set. Perfor- 
mance values are  sorted by path length, and are aver- 
aged over the number of paths of that length in the 
training set, which varied from run to  run. A perfor- 
mance of 100 is a perfect score, indicating that the net- 
work correctly predicted the optimal path. 
The main results of this work are given in table IV. The 
performance (P3) Is calculated a s  In table 111, but using 
the data In the test set, and averaged over a constant 
number of trials per path length, as  Indicated in the last 
row of the table. 
5.3. Discussion of Results 
Although none of the ANS’s did a perfect Job of con- 
sistently predicting optimal paths during the test phase, 
we gained some Insight Into the problems of training a 
network to generalize. of weight vector representation 
In the GA and of network architectures for this prob- 
lem. 
5.3.1. Performance on the Training Data 
Referring to  table 111. performances using the training 
data In runs 1, 3, 4, and 5 show the ability of the best 
network to correctly predict the single training path of 
length 15 pixels. Only one pixel was missing from the 
middle of the predicted path in run 3, giving that net- 
work a suboptimal score of 98. Run 2 shows the per- 
formance on 5 training paths of lengths ranging from 
11 to  15 points. In this run. one path was predicted 
correctly, one had a few extra pixels In the output layer 
turned on, and 3 paths were halfway complete. 
The networks of runs 1 through 3 did not use their hid- 
den units in predicting the optimal path. Only when 
the architecture was changed from FFQ to RQ and FIH in 
runs 4 and 5, respectively. that is. when bottom up con- 
nections were added, did any hidden units come into 
Runs 6 through 9 were trained using one or five 
different paths per generation. This training method 
always caused the best network to use its hlddens in 
the computation, and led to  better generalization capa- 
bilities on the test data. Because of the training method 
used, the total training set  sizes in runs 6 through 9 
were much larger. as  shown in table V. There are no 
significant differences between the performances of the 
nets in runs 6 to  9 on the training and test data. These 
networks made greater use of their hidden units, and 
learned early in the training phase to  generalize. This 
was expected, since the T2 training method does not 
allow any one path to  be seen by a network for more 
than one generation, thus discouraging the ’memoriza- 
tion’ of a specific pattern. 
5.3.2. Performance on the Test Data 
play. 
The measures of performance of the best networks on 
the test data give some indication of their ability to 
generalize (see table IV). 
5.3.2.1. Best Networks 
The network which had the most consistently high aver- 
age performance over ail path lengths was that of run 8 
(RQ,P2,T2.5.4). Given any two points as  Input. the net- 
work often made a reasonable approximation to a path 
between them, keeping disconnected pixels to  a 
minimum. Short to  medium length paths would some- 
times complete correctly. but the network had trouble 
with longer paths. 
The next best network, in terms of generalization capa- 
bility, was that of run 6 (FiH,Pl.TZ,l,LR), which per- 
formed very well on short to  medium length paths, but 
did much more poorly on longer paths. 
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Though the network of run 5 (FiH.Pl,Tl.l,LR) shows 
high performance values for  medium to long length 
paths, its ability to generalize was nil. No matter what 
the input pattern to this network, the output pattern 
would usually be the same path used in the training 
phase. P3 would score the pattern highest for long 
optimal path lengths because the path was connected, 
and usually had a traversal cost similar to the optimal 
path of the given inputs. The only cost penalty was in 
the lack of connections to the true path endpoints, 
which Is small. 
5.3.2.2. Comparisons Between R u n s  
Despite the paucity of runs, a comparison of simulation 
results in table IV suggests some interesting, though 
inconclusive, results. 
Comparing runs 1 through 5 with runs 6 through 9 indi- 
cates that the training method T2. Le., showing each 
generation a different training set. is sufficient to pro- 
duce generalization capability in the networks. It is not 
known whether TI. with a much larger training set slze. 
would also induce generalization. 
A comparison of the results of runs 1 and 3 show that 
the quad tree ordering of welghts in the genetic control 
string gave a slight improvement in performance over a 
simple top down encoding. 
Comparing runs 1 and 4 suggests that bottom up  con- 
nections increased performance. 
Run 7 was somewhat of an anomaly, in that it should 
not have differed much from run 6. We believe that, for  
the number of alleles in the chromosome, the popula- 
tion size was too small, and the GA had insufficient 
gene variability to sustain a global search, and thus 
found a local minimum. 
Comparing runs 8 and 9 indicate that adding next 
nearest neighbor connections within layers actually 
decreased generalization capabillty. In fact, a con- 
sideration of the qualitative observations on the data of 
runs 1, 4 and 5, which were all trained with T1 and one 
training pattern, shows that the addition of feedback 
connections widens the basin of attraction about the 
single learned memory vector. Thus, the networks with 
more feedback connections, and trained under T1, more 
often produced the same training pattern as  output 
independent of the input pattern. 
6. CONCLUSIONS 
We have proposed a general technique for programming 
ANS's using GA's. Unlike most techniques, the GA 
imposes no constraints on network architecture or per- 
formance function. As a result, novel terms, relating not 
only to  the network's performance In the particular task 
environment, but also to meta variables of the network, 
may be Incorporated. For example, our  objective func- 
tions P1 and P2 included the network convergence time 
as a term to be  minimized. in run 5, on the training set, 
the GA found a weight vector capable of perfectly 
predicting the optimal path after 73 generations, with a 
network convergence time of 14 time constants. After 
20 more generations, the GA had decreased the conver- 
gence t h e  to 12, then finally to 10 t h e  constants. 
Such a criterion as  speed of computation would be 
difficult t o  incorporate into most other network pro- 
gramming procedures. 
Concerning the solution to the optimal path planning 
problem, it is apparent to us that 20 hidden BTU's is 
Insufficlent to solve the problem as posed. A major Iimi- 
tation is the number of stable states that are feasible 
using a n  ANS with only 20 hidden units. The path 
planning problem is hard for the network to solve 
because of the minimum of input information, and 
because it convolves two problems, namely finding 
well-formed paths and finding optimal paths. The fact 
that the GA could not find a weight vector to  solve the 
problem was because of architectural constraints. We 
doubt that any other Iearnlng procedure could have 
solved this problem with the given number and type of 
neurons. 
Even though the networks were not able to always 
predict optimal paths, the simulations showed us  the 
importance of knowledge guided search through the 
experimental parameter space. 
This work suggests two directions for future research. 
First, for the short term, a more rigorous experimental 
approach is needed to explore network architectures 
for solving the path planning problem. it appears that 
a hierarchical network architecture, with bottom up 
feedback, is the most promising structure. The number 
of hidden units and the power of the PE's should also 
be increased. 
The second and more fundamental area of research 
involves the first problem of ANS design: finding a suit- 
able network architecture for a particular problem. 
This includes number and type of PE's. and connec- 
tivity. Here especially the GA appears to be a natural 
candidate solution, because of its role in the evolution 
of the human nervous system. 
The solution would involve finding a good encoding of 
an ANS architecture in terms of a representation suit- 
able for manipulation by the GA. and a developmental 
plan to translate that encoded representation (geno- 
type) into the corresponding network (phenotype). 
Such a plan may be a set  of growth rules, of the type 
discussed in Lindenmayer (1976) or proposed recently 
by Wilson (1987). The performance of each network can 
then be evaluated in the given task environment. Furth- 
ermore, if the network is able to learn during its evalua- 
tlon phase, that is, if the connection strengths are not 
solely determined by evolution, Hinton and Nowlan 
(1987) argue that the learning capability would provide 
an easier 'evolutionary path' toward the optimal net- 
work archltecture. 
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9. TABLES 
Table I 
Genetic Algorithm Parameters 
Parameter Value 
Model 
Populatlons Size 
Crossover Rate 
Mutation Rate 
52 5 
Table I1 - Simulation Parameters 
5 
6 
7 
1 LR 
1 LR 2nd 
5 LR 
No. of 
Trials 
.Averaged 83 44 55 32 35 19 17 
Table 111 - Performance on Tralning 
Data Paths 
Optimal Path Length 
3 
5 1  73 
3 I I -  I - I - I - I - 1 - 
4 1 1 - 1 - 1 - 1 - 1 - 1 -  
F 
1 
Table IV - Performance on Test Data 
Paths 
I Optimal Path Length I 1 1 2  3 4 5 6 7 
]Averaged 1 1  32 I 71 1 79 I 6 1 1  9 8 1  
Table V - Convergence Times 
and Total Training Set Size 
To Conver e Set Size 
~1 
63 
7 1  40 I 200 
8 1  100 500 
9 1  199 1 995 
*Thls run was stopped before 
convergence; see text. 
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ABSTRACT 
The previous generation 'of robotic 
vehicles and drones were designed for a 
specific task, with limited flexibility 
in executing their mission. This 
limited flexibility arises because the 
robotic vehicles do not possess the 
intelligence and knowledge upon which to 
make significant tactical decisions. 
Current development of robotic vehicles 
is toward increased intelligence and 
capabilities, adapting to a changing 
environment and altering mission 
objectives. The latest techniques in 
Artificial Intelligence (AI) are being 
employed to increase the robotic 
vehicle's intelligent decision making 
capabilities. This document describes 
the design of the SARA spatial database 
tool at Texas Instruments, which is 
composed of request parser, reasoning, 
computational, and database modules that 
collectively manage and derive 
information useful for robotic vehicles. 
1. INTRODUCTION 
In order for future autonomous systems 
to efficiently reason about their 
environment it is necessary for them to 
maintain a consistent world model. Such 
models impose increasing demands for the 
supply, storage, and maintenance of 
large knowledge or information bases. 
While conventional database management 
systems (DBMS) perform much of the 
storage and retrieval of information, 
they are generally not powerful enough 
to deal with multi-dimensional 
(N-dimensional) world data or 
intelligently reason about the data they 
contain. 
In support of Texas Instrument's work in 
avionic expert systems, a tool is being 
built to support the construction, 
maintainence, and usage of world models. 
The SARA spatial database retrieves, 
analyzes, abstracts, and maintains large 
multi-dimensional information bases that 
require efficient retrieval based of the 
spatial location of the data objects. 
The system manipulates both factual 
data, such as "the location of an 
airport", and derived abstractions, such 
as "areas of danger to low flying slow 
aircraft". Also provided is inferencing 
based on changing database values and 
the ability to perform complex 
algorithmic computations on the data. 
As the SARA tool continues to develop, 
the bonds between databases, algorithmic 
computations, and expert system 
reasoning will certainly be strengthened 
and more closely unified. 
The examples are from a sample 
application of SARA in the airspace 
environment. The system is quite 
modular and flexible, allowing easy 
customization to specific applications. 
2. SYSTEM ARCHITECTURE OVERVIEW 
The SARA tool is composed of four 
the request parser, modules : 
triggering, algorithmic computation, and 
database. Each of these modules contain 
components for module communication and 
request management. Figure-I shows the 
four SARA modules and how application 
programs using SARA communicate directly 
and only with the request parser. 
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2.1. REQUEST PROCESSING 
The SARA system has an integrated syntax 
with nesting of event triggering, 
computation, and database operations. 
Each module has an associated request 
queue manager that is responsible for 
regulating its work flow and keeping 
track of paperwork. The module itself 
is allowed to process operations 
uninterrupted by the hassles of task 
management. This flexibility has led to 
the design of the SARA system shown in 
f igure-2. 
In the SARA system, requests arrive from 
the application program and conform to 
the SARA grammar. Requests enter the 
system through the request parser. 
After the request parser validates the 
syntax of the request, it ships the 
request to its request queue manager. 
The request queue manager then splits 
the requests into tasks for specific 
modules to handle. Tasks may be nested, 
requiring the services of another 
module. When the request queue manager 
of the intended module (i.e. the 
triggering module) receives tasks from 
the request queue manager of another 
module (i .e. the request parser), it 
schedules time with its module for 
completion of the task. At this point, 
the task does not contain uncompleted 
tasks for other modules. This task is 
atomic for the module and referred to as 
an operation. 
2.1.1 REQUEST PARSER MODULE 
The request parser module verifies the 
request syntax , initially splitting the 
request into tasks, and forwarding the 
tasks to the appropriate module for 
processing. After validating request 
syntax and contracting out the tasks to 
the other modules, the request parser 
continues with the next request. When 
the final result from the tasks is 
produced, the request parser responds to 
the application program with the result. 
2.2 ALGORITHMIC COMPUTATION MODULE 
The computation module is designed to 
contain compute bound algorithms which 
may benefit from the use of special 
numerical hardware. Depending on the 
application program, these algorithms 
could be short-term or background low 
priority processing. Since the SARA 
system is highly modular, the 
computation module could reside on a 
different machine running whatever 
language is available for the machine. 
Additionally, multiple computation 
modules could be established, each 
performing a specific range of tasks and 
thus giving the user the ability to 
configure-a SARA system to solve the 
application problem. 
2.3 SPATIAL DATABASE MODULE 
The spatial database (SDB) provides 
rapid processing of multi-dimensional 
data within a relational framework. 
Applications needing spatial retrieval 
of information range from VLSI computer 
aided design to robotics. The SDB 
module accepts a SQL-like grammar 
sentence as input and translates it into 
syntax for the Texas Instrument’s 
Relational Table Management System 
CRTMS). The SARA SDB approach is based 
on manipulating entire objects rather 
than breaking the spatial representation 
down, as in quad-trees. This processing 
is supported by the spatial index, which 
is a variation of the R-tree CInterrante 
871. The spatial index provides for 
efficient retrieval of information or 
objects possessing clustering 
characteristics that, in theory, would 
yeild less page faults and better 
performance than traditional database 
indexes. The SDB module consists of 
four components: the machine specific 
database tool (RTMS), the SQL to RTMS 
syntax translator, boundary data types 
and operators, and the spatial index. 
2.3.1 RELATIONAL TABLE MANAGEMENT SYSTEM 
The Texas Instrument’s Relational Table 
Management System (RTMS) is a relational 
database for the Explorer lisp machine. 
Since RTYS is built on top of the lisp 
environment, any predicate lisp 
expression can be used in the where 
clause of a query as a condition for 
tuple selection. RTMS has been enhanced 
with special purpose data types and 
predicates for the spatial database. 
The following RTMS query produces the 
airplanes at Ohara airport. In other 
words, retrieve the airplanes whose 
position is enclosed by the boundaries 
of Ohara airport. 
(RETRIEVE airplanes WHERE 
(enclose 
(RETRIEVE airports 
aircraf t-position) ) 
PROJECT (boundaries) 
WHERE <= airport-id wOharan>> 
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2.3.2 BOUNDARY DATA TYF'ES AND OPERATORS 
In addition to the the usual database 
data types, a set of data types 
multi-dimensional objects have been 
defined specifically for the spatial 
database. The currently defined 
boupdary data types are: rectangular 
solid, point, and cylinder. Future 
releases of the SARA system plan on 
supporting trajectories, cones, 
polygons, and ellipsoids. The operators 
UNION, ENCLOSE and OVERLAP are defined 
on the boundary data types. These 
operators form the basic level of a 
spatial database query understood by 
SARA. 
representing the boundaries of 
2.3.3 SPATIAL INDEX 
The SARA database provides faster access 
of spatial objects through the spatial 
index, which clusters objects based on 
locality. The spatial index used is a 
modified R-Tree, which is comparable to 
a multi-dimensional B-Tree. The R-tree 
differs from a Quad tree in that, with 
the R-Tree, individual objects are not 
decomposed into smaller components 
CGuttman 831. In this implementation 
the actual shape of the object must be 
approximated by using one of the 
boundary data types. Support for 
modeling of objects at various levels of 
detail may be possible using persistent 
objects to organize the objects into a 
hierarchy CThatte 861. 
The spatial index provides partitioning 
mechanisms, allowing the relations to be 
clustered together based on similiar 
characteristics (i . e. static/dynamic 
and objects/regions>. These partitions, 
defined by the database administrator 
(DBA) when the database is created, only 
influence speed and not functionality. 
Partition can be based on how often an 
object is updated (static or dynamic) or 
how large the object boundaries are 
(objects or regions). The static, 
dynamic, object, and region 
classifications are only examples of the 
partitioning advantages, the definition 
and use being under full user control. 
2.4 EVENT TRIGGERING MODULE 
The event triggering module is 
responsible for setting up, maintaining, 
and checking conditions on which the 
application program has asked to be 
notified. The action taken when the 
event or condition is triggered can be a 
notification to the application program 
or some SARA task to perform. One 
action might be to reanalyze certain 
database information and derive data 
abstractions needed some time in the 
near future. Other conditions could 
require the application program to be 
periodically or continuously notified of 
the event. The triggering module is 
sufficiently general as to suit most 
event recognition situations. 
Triggers can be set to fire in four 
different ways. They can fire the first 
time a condition becomes true or every 
time the condition becomes true. In 
addition, triggers can fire continuously 
when a condition is true or they can 
fire only when the boolean condition 
changes value (i.e. from true to 
false) . 
Event triggering is implemented in a 
forward chaining rule based system with 
some support from the spatial database. 
Triggers are written as rules and may 
have embedded database and computation 
requests. Triggers that depend on 
spatial location are highly efficient 
because the database selectively 
postpones evaluation of the condition 
until it could possibly become true, 
thus eliminating unnec e s s ar y 
evaluations. 
Two of the main uses of triggers are in 
notifying the application user of 
significant changing events and the 
creation of data abstraction levels in 
the database. The creation of 
abstraction levels is a powerful aspect 
of triggers as new tables and objects in 
the database can be built with derived 
relationships and groupings of objects. 
Triggers can also update the 
abstractions as the significant events 
change. 
3. SUMMARY 
This paper described the SARA spatial 
database tool which is composed of 
request parser, database, reasoning, and 
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computational modules that collectively 
manage and derive large multi- 
dimensional information bases. 
Efficient retrieval of objects by 
spatial location is provided in the 
database. The system manipulates both 
the factual data and derived 
abstractions. Also provided is 
inferencing based on changing database 
values and the ability to perform 
complex algorithmic computations on the 
data. 
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ABSTRACT 
In 1984 Congress recognized the merit of 
using the Space Station as a stimulus to 
develop a new generation of automation 
and robotics technology that would be 
efficient and flexible enough not only to 
meet the needs of the Space Station but 
also to benefit the U . S .  economy. Task- 
level robot programming should be part of 
this new generation. Although it is a 
feasible technology for the mid-90 s ,  it 
is not as well known within the NASA 
research and development community as it 
should be. This paper explains what 
task-level robot programming is and how 
it differs from the usual interpretation 
of "task planning" for robotics. Most 
importantly, it is argued that the 
physical and mathematical basis of task- 
level robot programming provides 
inherently greater reliability than 
efforts to apply better known concepts 
from Artificial Intelligence (AI) to 
autonomous robotics. Finally, an 
architecture is presented that allows the 
integration of task-level robot 
programming within an evolutionary, 
redundant, and multi-modal framework that 
spans teleoperation to autonomy. 
I NTRODUCT I ON 
is an outstanding candidate for this new 
generation of technology. Such a system 
requires a complete world model of the 
workspace and task-level commands that 
consist of the identification of relevant 
objects and their desired relationships. 
An example would be, MOVE OBJECT ORU24 
AGAINST FACE3 OF TRUSS66. These commands 
would then automatically be translated to 
the low-level motion and sensing 
operations required to reliably and 
safely achieve them. Such a system would 
prevent the tedious and time-consuming 
coding that flexible robot control 
normally demands. 
Ten years of research in this area at 
Stanford, MIT, Carnegie-Mellon, IBM, and 
other robotic research centers has placed 
the development of a practical task-level 
robot programming system on the 
technological agend.1. A unified 
conceptual framework h a s  been developed 
and applied to the component problems of 
motion planning with obstacle avoidance, 
grasp planning for reachability and 
stability, and fine motion planninq using 
compliance. Recently, an integrated 
system that implements much of the 
results of this work has been built at 
MIT. For reasons discussed below, NASA 
could be the decisive force in pushing 
this research out of the laboratory for 
the benefit of the Space Station Program 
In 1984 Congress recognized the merit of and U . S .  industry. using the Space Station as a stimulus to 
deveiop a new generation of automation 
and robotics technology that would be 
efficient and flexible enough not only to 
meet the needs of the Space Station but 
also to benefit the U . S .  economy (NASA, 
1985). The Congressional desire for 
technology transfer was at least 
partially motivated by the need to boost 
American labor productivity so that U.S. 
manufacturing would be more competitive 
with manufacturing in other nations. 
A task-level robot programming system, 
which could be used with any robotic 
manipulator system on the Space Station, 
Research and development of autonomous 
robotics should build on the successes of 
this work. Unfortunately, alternate 
techniques borrowed from AI have often 
been applied to the problem L I  generating 
robot plans. Some of these techniques 
are knowledge-based and heuristic and are 
therefore inappropriate for robotics, 
especially in applications where 
reliability and safety are paramount. In 
addition , doma in- independent- planning is 
often applied to robotics, b u t  this no 
longer can be viewed as a viable 
approach. Theorems from a recent 
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important thesis suggest that efficient 
domain-independent planning with 
expressive power for real-world robotics 
is impossible . 
A task-level robot programming system 
would support the evolutionary approach 
to autonomous robotics that must be taken 
on the Space Station. Components of a 
system could be used as a plan checker 
for robot-level programs written by 
ground-based personnel. As confidence in 
the system increased, it could be used as 
a plan generator of robot-level 
instructions that would then be simulated 
and modified by ground-based programmers 
with the advice of Station-based 
astronauts. Finally, when the system is 
judged mature, its output of instructions 
could be fed directly into a robot 
controller interactively monitored by 
Station personnel. This paper presents 
an architecture for enabling the graceful 
phasing in of this technology to the 
Space Station Program. 
DESCRIPTION OF TASK-LEVEL ROBOT 
PROGRAMMING 
The best description of a task-level 
robot programming system together with a 
discussion of alternate implementation 
issues is in (Lozano-Perez and Brooks, 
1985). That paper describes a framework 
called TWAIN for the development of such 
systems. The input to TWAIN would be a 
complete model of the robot and its 
environment together with a complete 
specification of the tasks to be 
accomplished. 
For a practical system the model would 
not only include a geometrical 
description of objects, but also any 
other features of the environment that 
impose constraints on the motion of the 
robot. Mass, inertia, the coefficient of 
friction, restrictions on movement caused 
by linkages of objects, including the 
manipulator, and, most importantly, 
tolerances on the objects and bounds on 
capabilities such as accuracy, range, and 
force of both the sensors and manipulator 
would all be part of a task-level robot 
programming sysreiri's world model. 
Without the latter information it is 
impossible to plan motions in the face of 
the uncertainty that is the key problem 
of flexible robotics. The recent 
heightened awareness of the need for 
design knowledge capture during the 
development of the Space Station has made 
it possible that a model like this could 
be bui It. 
The command input to the system would 
consist of robot-independent operations 
specifying the desired spatial 
relationships of relevant objects. A 
simple block-stacking example could be 
commanded as follows: 
PLACE OBJECT-A AGAINST TABLE 
PLACE OBJECT-B SO THAT 
FACE-1 OF B IS AGAINST FACE-2 
OF OBJECT-A 
AND 
FACE-2 OF B IS COPLANAR WITH FACE-3 
OF OBJECT-A 
AND 
FACE-3 OF B IS COPLANAR WITH FACE-1 
OF OBJECT-A 
The importance of the commands being 
robot-independent is that the user does 
not have to specify grasp positions, 
complicated obstacle-avoiding paths, or 
terminating conditions based on dynamic 
and geometrical constraints. This 
enormously simplifies the practice of 
robot programming. 
The commands to the task planning system 
advocated here are intermediate between 
low-level controller instructions and the 
input to traditional A I  planners. It is 
important to recognize that this is not 
what is usually meant by "task planning" 
for robots. S i n c e  most task planners for 
robotics are based on the long chain of 
A I  planners going back to STRIPS and 
ABSTRIPS, which were used to control the 
famous SRI robot, SHAKEY, their use of 
the word "task" is for a higher level of 
abstraction. A space-oriented example 
would be REMOVE ORU-24 FROM CHAMBER-3. 
Within the TWAIN framework this "task" 
might require several commands to 
specify. 
The focus of much research and 
development for autonomous robotics has 
been on this higher abstraction task 
planning. The problem of focusing on 
this level rather than the intermediate 
level that TWAIN addresses is that the 
really hard problems of robotics are 
avoided. These higher level planners are 
capable of generating sequences of 
actions, but are not capable of planning 
under uncertainty or where there are side 
effects of the consequences of the 
planned actions. This will be discussed 
in greater detail in a later section of 
this paper. 
THE IMPORTANCE OF TASK-LEVEL ROBOT 
PROGRAMMING 
The development of a task-level robot 
programming system, which could be used 
with any robotic manipulator system on 
the Space Station, e.g., the Flight 
Telerobotic Servicer (FTS), would 
increase the productivity of the crew and 
ground personnel fo r  Space Station 
operations and be a critical technology 
to transfer to U . S .  industry. 
That this capability would be crucial for 
the efficiency and usefulness of the 
Space Station itself is indicated by an 
analysis of the baseline configuration of 
the Space Station in terms of the crew 
hours available for maintenance and 
housekeeping (Reynolds, 1986). It is now 
widely recognized that there is, in fact, 
a contradiction between the hours 
estimated for those activities and the 
hours required for customer services. 
The logical resolution of this 
contradiction is to use A&R to increase 
crew productivity. A FTS that requires 
one or more crew members to cmtinuously 
control it through teleoperation would 
possibly increase functionality of the 
Space Station and reduce extra-vehicular 
activity. It is not likely, however, to 
increase crew productivity enough to 
eliminate the contradiction between 
maintenance requirements and customer 
needs. The FTS must be programmable, and 
a task-level programming system would be 
the most productive way of programming 
the FTS. 
Evidence that the development of a task- 
level programming system would indeed 
promise major advantages for industry can 
be found in tt? 1982 study by the Society 
of Manufacturiny hrgineers and the 
University of Michigan (Smith, 1982). 
That report recognized that robot control 
was the most important technological 
factor needed for the rapid utilization 
of robotics by U.S. industry, rankinq 
ahead of computer v i s i o n ,  tactile 
sensing, and mechanical manipulation. 
The report was, however, overly 
optimistic about achieving this 
technology; a practical implementation of 
a task-level robot prograniniing system by 
NASA for the Space Station could make the 
predictions of that report a reality. 
Presently, robots in industry are either 
programmed by guiding or programmed in a 
robot-level language which includes 
instructions for accessing sensors and 
controlling the motions of the robot. 
Each of these methods has key 
shortcomings in the context of either 
industrial or space applications. 
Programming by guiding involves the 
operator of the robot moving it through a 
sequence of positions needed to 
accomplish a specific task. The motions 
are recorded on tape and then are played 
back to execute this sequence repeatedly. 
This is one step above hardwired 
automation in that the robot can be used 
for more than one sequence of positions. 
However, it is equivalent to straight 
line programming in that no branching is 
allowed. For the robot to accomplish a 
task with this type of programming, the 
task must be characterized by little 
uncertainty in the geometry of the 
environment. It is impossible, with this 
type of programming, to use sensor 
feedback to correct positional errors or 
to choose alternate paths in the face of 
unexpected conditions. 
Incorporating programming by guiding 
capability in the Space Station Program 
would accomplish little in benefiting 
U.S. industry or improving crew 
productivity on the Space Station. It is 
a mature technology which would not be 
adva7ced by its inclusion in Space 
Station A&R. Further, it is most 
appropriate for highly repetitive tasks, 
where the capability of deviating from a 
specified path is not of great 
importance. Even for maintenance ans 
assembly tasks that require no great. 
intricacy, there must be fine control 
with sensory feedback bf any manipulator 
external to the Space Station, because of 
the sensitivity of the Station to the 
inertial effects of manipulator motion. 
In addition, it is unlikely that many of 
the maintenance tasks will be done over 
and over for long periods of time (Holt, 
1986). Typically, there will be several 
different maintenance tasks to be 
accomplished over a short time period 
like one day, and then it may be a much 
longer period before any of those tasks 
are done again. This situation is 
similar to what exists in small batch 
manufacturing, where robotics has not yet 
been applied because of the limitations 
of both programming by guiding and robot- 
level programming. 
Robot-level programming is a commercially 
available alternative to programming by 
guiding. It represents an advance in 
that branching on sensor input is 
allowed, thus allowing for more robust 
behavior in the face of uncertainty and 
error. VAL-I1 for the Unimation series 
of robots and AML for certain IBM robots 
are two of the best known examples of 
these languages. These languages, 
although commercially available, need 
improvement. Some of the problems of 
these languages were outlined in (Lozano- 
Perez, 1983b). These include the 
following: 
able to communicate. Information in CAD 
systems should speed the computations 
necessary for motion. 
2) Robot programming is highly device 
dependent, describing operations in terms 
of the motion of individual arms rather 
than tasks. The addition of new objects 
in the environment, including new 
robotic devices such as additional 
manipulators, generally requires the 
rewriting of the entire program. 
1) Robots and CAD/CAM systems are not 
535 
3 )  Obstacle avoidance is difficult to 
specify, resulting in long complex 
programs consisting of moving and then 
checking. The programmer must 
anticipate all situations. 
The key shortcoming of robot programming 
today is that, like any other type of 
software development, it is expensive and 
time-consuming. In industry very few of 
the explicit robot programing languages 
that are sold with robotic systems are 
ever used; it is easier to use guiding 
for programming (Rossol, 1984). For 
operations that require sensor data for 
reliability, the necessary programs are 
extremely complex. (Carlisle, 1985) 
mentions a VAL-I1 program in an assembly 
plant that was over one hundred pages 
long. 
If the functions of the robot consist of 
manufacturing o r  assembling a few parts 
many times, the expense of programming 
can be justified. The problem is that a 
large part of industry manufactures and 
assembles many different parts in 
relatively small quantities. This has 
prevented the introduction of robots and 
advanced automation into many industries. 
Analogously, if the tasks to be performed 
on the Space Station are indeed diverse 
and non-repetitive, then the time 
required to program the robotic device 
might be greater than the time saved by 
the astronaut not being a slave to the 
robotic device. 
Task-level programming is essentially a 
means to speed up the software 
development process that is ever more 
often the bottleneck in the engineering 
of large-scale systems. It is necessary 
for the next leap in the use of robots in 
industry. Without this capability the 
application of autonomous robotics to 
Space Station operations will be 
impossible. Further, research in the AI 
and robotics laboratories has reached a 
maturity that demands a new phase of 
actual development of these systems. 
Unfortunately, it is also clear that the 
impetus to utilize the fruits of over ten 
years of research will not come from 
industry. Thus, NASA can play a crucial 
role, which is exactly what Congress 
intended by its A&R mandate. 
FEASIBILITY OF TASK-LEVEL ROBOT 
PROGRAMMING 
The feasibility of a task-level robot 
programming system for the Space Station 
Program depends on over ten years of 
increasingly fruitful research. 
The first big advance in the synthesis of 
robot programs from task-level 
specifications was the systen described 
in (Taylor, 1976). I t  introduced the use 
of parameterized procedure skeletons, 
which were generalized robot programs 
including motions, error tests, and 
necessary computations but without the 
parameters bound to any numeric values. 
Depending on the geometry of the model 
and the tolerances and uncertainty 
bounds, a skeleton was chosen, and the 
remaining parameters were determined for 
grasp and approach positions. Taylor 
utilized linear programming methods to 
compute legal ranges for the parameters. 
This work was significantly extended in 
(Brooks, 1982). Rather than using 
numerical methods to propagate 
constraints caused by position 
uncertainty, control uncertainty, and 
model uncertainty (tolerances), he used 
formal logic techniques to reason both 
forward to check error bounds and 
backward to restrict the range of plan 
variables and introduce sensing 
operations. 
Fundamental to the line of research 
described here is the concept of 
configuration space (Lozano-Perez, 
1983a). The configuration of an object 
is the set of parameters necessary to 
completely specify the position of all 
points of the object. The configuration 
space of an object is the space of all 
possible configurations oE the object. 
Obstacle avoidance can be accomplished by 
transforming a robot into a point and, 
for each element of a discretized set of 
possible orientations of the robot, 
growing the obstacles by the shape and 
size of the robot wherever contact with 
the obstacles is feasible. 
Rapid progress in the development of 
algorithms for gross motion planning with 
obstacle avoidance and fine motion 
strategies was made during the next few 
years based on these concepts. (Brooks, 
1984) is a good example of gross motion 
planning work and provides further 
references. An algorithmic approach to 
the automatic synthesis of fine motion 
strategies (guarded moves with 
compliance) was described in (Lozano- 
Perez, Mason, and Taylor, 1984); since 
then this line of research has matured 
further (Erdmann, 1986). 
Automatically synthesized fine motion can 
be achieved by extending the 
configuration space concept to the notion 
of recursively determined pre-images. 
These ar.e the set of all starting 
configurations which can reach a goal 
configuration within the constraints of 
control and model uncertainty but 
allowing for compliant motion. The pre- 
image must also exclude configurations 
and velocities which would lead to 
sticking. If the set does not include 
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the actual starting configuration then 
the algorithm is applied recursively to 
determine the pre-image of a 
configuration within the first pre-image. 
Thus multi-step plans can be generated. 
TWAIN was proposed in (Lozano-Perez and 
Brooks, 1985) and embodies all these 
ideas. Each single task specification is 
turned by the executive planning module 
of the system into a sequence of gross 
motion, grasping, gross motion, fine 
motion (either synthesized or pre- 
determined), and ungrasping. There are 
separate modules for each of these three 
types of planning. There is a skeleton 
library and skeleton matcher to choose 
unrefined plans, and there is a 
constraint propagator which uses the 
principle of least commitment and 
symbolic propagation to instantiate 
skeleton parameters and add sensing 
operations. Finally, because success is 
not guaranteed, dependency-directed 
backtracking is employed to reduce 
search. 
TWAIN has not been implemented. However, 
since its proposal, component problems 
for a task-level programming system based 
on the work of Brooks, Lozano-Perez, 
Mason, and Taylor have been tackled with 
increasing success. There has been an 
explosion of work on motion planning with 
obstacle avoidance. The automatic 
generation of grasping (Nguyen, 1987) and 
regrasping (Tournassoud et al., 1987) 
strategies has also been tackled. 
Finally, a systematic attack on the 
problem of error detection and recovery 
(as opposed to the ad hoc "hacks" of 
traditional AI planners) based on the 
algorithms and concepts developed in the 
above referenced work was informally 
presented in (Donald, 1986). 
Some of these more recent ideas and some 
of the ideas of the original TWAIN 
proposal have been implemented in an 
integrated robot system by Lozano-Perez 
and his colleagues at MIT (Lozano-Perez 
et al., 1987). The Handey system is 
capable of locating a part that has been 
accurately modeled in an unstructured 
environment, choosinq a grasp on the 
object, planning a collision free path to 
the object, grasping the object, planning 
a collision free path to the specified 
destination, and placing the object in 
the commanded position. The system does 
not incorporate the ideas of constraint 
propagation, but it is under development 
with an error detection and recovery 
capability being one of the planned 
additions. 
This large and growing body of work 
tackling the hard problems of robotics 
utilizes sophisticated mathematics and is 
thoroughly grounded in geometry and 
mechanics. Its algorithms can be analyzed 
for correctness and completeness, and 
hence their robustness can be verified. 
It does not use expert systems or the 
simplistic techniques of traditional AI 
planners. It is not surprising that this 
approach has led to an actual robotic 
system that is capable of more impressive 
"intelligence" than any system depending 
on those techniques. It is this work 
that NASA should be pushing and 
extending, 
AI AND AUTONOMOUS.ROBOTICS 
During the last few years many of the 
concepts and techniques of AI have become 
commonplace in engineering and data 
processing publications. It is of 
interest then to discuss' the relevance of 
AI to robotics. The first concept and 
associated techniques from AI to be 
widely applied was "expert systems." 
This phrase has now given way to 
"knowledge-based systems," perhaps in 
recognition that many useful applications 
could be built without needing expert 
competence. In either case these systems 
contain a knowledge base of facts and 
rules and an inference engine to reason 
from the knowledge base and the data 
input to the system. 
For robots to be autonomous it is 
essential that the algorithms controlling 
their actions are correct (the robot does 
what is intended by the human) and 
reasonably complete (if it is possible to 
accomplish a specified task, a robot- 
level program will be generated to do 
it). This is extremely important for 
robotic applications that must be rohust 
in the face of uncertainty. In a t i ,  
hazardous environment like space the nee4 
for correctness and completeness is even 
greater. The use of expert systems, which 
are inherently heuristic, is an ill- 
advised application of a useful 
technology. It is simply not good enough 
for a motion planner to plan an obstacle 
avoiding path ninety per cent of the 
time. 
Further, even without performance and 
reliability considerations for robotic 
applications, the use of expert systems 
in robotics is inappropriate. This is 
because there are few heuristic rules 
that can be generalized to guide motion 
planning; instead, it appears that small 
changes in the environment lead to 
significantly different mo ion 
strategies. For example, n the simple 
peg-in-hole task the geome rically 
trivial change of adding a chamfer to the 
hole would result in a rad cally 
different motion strategy. 
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Domain-independent planning is an area of 
AI that seems to be naturally applicable 
to robotics. Indeed, the famous early 
planners like STRIPS and HACKER were 
often applied to planning the actions of 
a "robot" in a "blocks world." ABSTRIPS 
(Sacerdoti, 1974) actually controlled a 
physical robot, SHAKEY. Unfortunately, 
an investigation of the SHAKEY project 
shows that the environment was too 
carefully engineered to be realistic and 
that errors in the model were handled by 
expensive re-planning. In addition, all 
of the well known planners utilized 
impoverished semantics; their worlds 
could be described in a few sentences. 
Representing the complex, largely 
quantitative model required f o r  task- 
level programming would be impossible 
using these planners. 
There are two reasons that traditional AI 
planners are so inappropriate for 
robotics. First, robot planning requires 
geometric representations and those are 
largely numeric, which has not been the 
emphasis of AI in general, including its 
planners. Second, robot planning must 
handle uncertainty and error, and AI in 
general has not been able to solve this 
problem. A I  planners do not even pretend 
to try; i f  they attempt to handle i t  at 
all, it is by ignoring uncertainty while 
planning and then trying to recover 
during execution. 
Even more devastating to those who wish 
to apply the techniques O E  AI planning to 
robotics is an important thesis (Chapman, 
1985). That work shows that all well 
known AI planners work in essentially the 
same way. Further, their action 
representations do not allow for indirect 
or input dependent effects o r  for 
uncertain execution. Finally, extending 
them with more expressive action 
representations while keeping them 
computationally tractable is probably 
impossible and would also invalidate the 
proofs of correctness and completeness of 
these planners within their limited, 
artificial world. 
AN EVOLUTIONARY IMPLEMENTATION OF TASK- 
LEVEL ROBOT.PROGRAMMING FOR THE SPACE 
STAT I ON 
It is important that the development of 
autonomous robotics for space 
applications proceed in an evolutionary 
manner. In addition, any robotic system 
on the Space Station must be capable n f  
allowing human control at any point 
during its operation. A task-level 
programming system for the Space Station 
could be implemented within these 
requirements. (See Figure 1.) 
The first step would require the 
construction of a teleoperated control 
system augmented with the advanced ideas 
of computer-assisted human interaction 
described in (Conwsy et a l . ,  1987). On 
top oE that the coniponerits of TWAIN that 
are necessary for plan checking would be 
built. This would allow the astronaut to 
input robot-level programs written by 
ground personnel and determine their 
correctness. I f  no buqs were detected, 
there would be feedback provided by 
simulation before allowing execution. I f  
bugs were detected, the plan checker 
would act as a smart compiler in 
suggesting corrections. Finally, as 
confidence in the technology reached an 
acceptable level, the full-scale planner 
could be built which would allow the 
astronaut to input task-level plans, 
check their simulated effects, and 
monitor execution as closely as desired. 
CONCLUSION 
Task-level robot programming is an 
important technology that promises great 
benefits both on the ground and in space. 
Considerable progress has been made 
toward realizing a system that could 
automate the flexible control of robots. 
This progress has been characterized by a 
solid grounding in geometry and 
mechanics, which makes it verifiably 
robust and a natural choice for space 
applications. It is feasible to 
implement this technology in an 
evolutionary way for the Space Station 
Program. NASA should take steps to build 
on the successes of the research 
described in this paper in order to 
develop autonomous robotics. 
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ABSTRACT The Flight Dynamics Laboratory is 
currently conducting a research and development 
effort investigating conceptual designs for 
escape systems applicable to hypervelocity 
technology class aerospace vehicles. The 
contractor, Boeing Military Airplane Company, 
has recently completed Task I, Concept 
Definitions and Preliminary Evaluation; and Task 
11, Enabling Technology Identification; of 
contract F33615-86-C-3410 (Reference 1). The 
concepts selected for further development 
through out the effort will provide survivable 
escape and recovery throughout all phases of 
flight including launch, upper atmospheric 
hypervelocity, orbit, atmospheric entry, 
terminal approach, and landing. The specific 
objective for Task I was to conduct conceptual 
development of the candidate escape system 
concepts which meet the various crew escape and 
protection requirements. The contractor 
initially identified sixteen (16) conceptual 
escape systems. Of the sixteen, there were two 
viable options. The study vehicles Included a 
horizontally launched vehicle (HLV) and a 
vertically launched vehicle (VLV). The 
contractor has developed graphic computer aided 
design models of the candidate escape systems 
with Zenith 248 computers utilizing the CADC ITc 
software package (Reference 2). During Task II 
the contractor has identified the necessary 
state-of-the-art or near-term enabling 
technologies; i.e., propulsion, life support, 
thermal protection, deceleration, etc.; that 
would allow for the implementation of the 
conceptual designs. The contractor In Task 111, 
Trade Studies, shall prepare performance 
simulation models of the conceptual designs 
using the EASY5fEASIEST Computer Program 
(Reference 3) software with the escape system 
coniponent and analysis input files appropriately 
modified for conf igurations of iriterest to 
conduct an in-depth trade study of the candidate 
concepts. 
INTRODUCTION The aerospace vehicles of the 
future will incorporate hypervelocity 
technologies, providing the capability of flying 
at much higher altitudes and much faster speeds 
than the current' niilitary aircraft. These 
vehicles wfll have the cepability to be in orbit 
from one to three revolutions around the earth. 
Appropriately, the escape systems for such 
vehicles will require an expanded flight 
envelope when compared to the existing escape 
system performance envelopes of current military 
aircraft. Presently, open ejection seats 
provide inadequate performance for 
hypervelocity class vehicles. The ejection 
trajectory range is cannot prorjde for safe 
escape from the launch pad or for the initial 
phase of ascent. State-of-the-art open ejection 
seats are also inadequate for high speed or high 
altitude escape conditions. During a seven (7) 
year period from 1973 to 1979, the statistics 
from non-combat ejections of open ejection seats 
at airspeeds between 400 and 500 keas showed 
that 57% of the crew members sustained major or 
fatal injuries. From 500 to 60C KEAS, the major 
injury and fatality rate was approximately 70% 
and above 600 KEAS, the probability of major or 
fatal injury was 100% (Reference 4,p.27). 
Pressurization is required for protection when 
ejection occurs above 50,OUC fret altitude. 
Attempts to provide emergency escape capability 
for high velocity atmospheric aircraft has led 
to the development of enclored ejection seat 
escape systems (B-58) and B-70) and crew escape 
modules (F-Ill and prototype PI). The problems 
posed by these types of escape system have 
been: accelerations imposed on the crew durjng 
separation from the aircraft and upon landing 
impact, increased time t o  full recovery 
parachute inflation due to larger recovery 
parachute systems, weight penalty, and high life 
cycle costs. Various concepts and technlques 
for providing escape capability for the crew of 
space vehicles have been studied in signjficant 
detail since before the first United States 
(U .S . )  Manned Space Program, Project Mercury. 
The reason for  the numerous space escape study 
efforts in the 1960's and 1970's are obvious; 
practically all aspects of manned space flight 
were unknown. The United States was "in a hurry" 
to establish space superiority. And, of course, 
all space flights were done in view of the 
entire world. The greatest concern for crew 
safety in the early space projects was the 
on-the-pad or launch phase of the mission. The 
Mercury and Apollo escape systems were for the 
on-the-pad and early boost phases only (the 
rocket powered escape towers were jettisoned 
shortly after launch). Gemini employed ejection 
seats for the crew, therefore It had a post 
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The corridor between W/CL*A = 100 and W/CL*A = 
700 (W = Weight, CL = Coefficient of Lift, and A 
= Reference Area) is representative of the range 
of flight parameters for W T  aerospace vehicles. 
The lower value corresponds t o  a vehicle typical 
of the NASA Space Shuttle design yielding an 
entry trajectory that has a higher angle of 
attack, higher altitude approach, minimuc! 
heating, and minimum aerodyrbamic loading. The 
higher value represents a vehicle with a maximum 
Lift-to-Drag ratio (L/D) providing ar entry path 
yielding greater range or crossrange flight 
capability which is  more characteristjc of 
desired military performance in the KVT class 
vehicles. The vehicles allow for a payload 
approximately equal to 1% of the total takeoff 
weight which is estimate6 to be 1.3 to 1.6 
million pounds. The Air Force SOW Task 1 
requires the contractor to postulate escape 
systers concepts to provide for survivable escape 
and recovery throughout the phases of flight 
allowed by the selected VLV or HLV performance 
envelopes; 1.e. 1) 1.aunch. 2) upper atmospheric 
hypervelocity flight, 3) orbit, 4 )  atmospheric 
entry, 5) terminal epproach, and 6) landing. 
Initially the contractor is to develop basic 
escape system concepts which proTiide for crew 
escape from initjal conditioris wi.thin the 
selected vehicle's flight performance envelope 
that result in final crew landing within the 
continental United States (CONUS)  from orbital 
flight, or anywhere on earth for all other 
flight conditions. Subsequently, the contractor 
shall separately consider advanced escape system 
concepts for each of the selected vehicles. 
These advanced escape system concepts shall 
possess sufficient performance capabiljties to: 
1) allow for recovery within the CCMUS for 
escape initiated from orbit, 2) a1l.o~ for 
extended cross range fl.ight for escape initiated 
during upper atmospheric hypervelocity flight, 
and 3) allow for immediate recovery anywhere on 
earth for all other escape conditions. Within 
these reqairements the desired goal of achieving 
escape system concepts exhibiting minimum weight 
end minimum volume shall be sought. During Task 
11 the contractor is required to investigate 
promising technologies in the fields of 
aerodynamics, thermodynamic protection, 
propulsion, materials, structures, flight 
controls, 1.ife support and human protection that. 
are necessary to i.mplement the various concepts 
with maximum escape performance and minimal 
weight penalty to the overall vehicle 
performacce. The identification of alternative 
technologies for Implementing each fundmental 
functional requirement as w ~ l l  as the 
prel.iminary sizing designs of each alternative 
technology is required. SOW Task I11 involves 
a comparative trade study of the concepts 
defined in Task I and their associated 
technologies investigated in Task I1 to select 
the best alternative technolopy to implement 
each fundmental functional requirement 
identified in Task I. Volume, cost, weight, 
risk, compatibility with the gross concept and 
development requirements are to be used as t.rade 
criteria with suitable merit welghts selected hy 
the contractor. The contractor shall evaluate 
performance of the various proposed escape 
systems throughout the vehicles' operational 
envelopes with attention to minimal impact to 
the overall added weight of the vehicle; crew 
stat ion integra t ion; crew mobility ; vi sion ; 
comfort; ingress and egress in normal and 
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emergency situations; and potential R&D 
problems. The contractor is to develop FORTRAN 
IV Extended computational component models of 
the selected escape concepts compatible with the 
EASY5 Computer Program. These models are used 
to compute vehicle accelerations, angular rates, 
trajectories, and thermal loads for the purpose 
of evaluating the selected escape concepts in 
terms of state-of-the-art human protection 
design criteria with emphasis given to short 
term (less than one second)-and long term 
acceleration, vibration, thermal energy, and 
atmospheric pressure. The short term 
acceleration exposure limits have been 
specifically developed by the Harry G. Armstrong 
Aerospace Medical Research Laboratory (Reference 
I, Appendix A). 
The contractor has selected the designs 
shown in Figure 2 and Figure 3 for the the HLV 
and VLV, respectively. 
F;gum 2 Selecred Horimnrally-Launched H M  Vehicle Configunrion 
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airbreathing propulsion. Its takeoff launch 
weight is approximately 1.6 million pounds and 
the design has provisions for a crew of two. The 
VLV, which is approximately a 1 . 3  million pound 
launch weight design, is a two-stage launch 
vehicle consisting of a ’ single crewmember 
orbiter and an unmanned booster. For both 
vehicle configurations, active cooling of 
critical areas and compartments is required 
during flight at high Mach number or during 
atmospheric entry. During launch, the HLV 
cruise climbs a dynamic pressure launch profile 
of 1200 lbs/sq.ft. until Mach I2 is reached. At 
this condition the flight path steepens to gain 
altitude. Airbreathing propulsion ceases at 
200,000 feet (ft) altitude and Mach 25. A 
transition is made to rocket propulsion to 
achieve a higher orbital altitude of 100 to 300 
nautical miles. For atmospheric hypersonic 
flight the vehicle will operate between 125,000 
and 180,000 feet altitude a t  Mach 20. The VLV 
experiences a traditional vertical launch 
followed by a slight pitchover, a gravity turn, 
and then a phase which uses pitch to maintain a 
flight-path angle of zero (0) degrees until the 
desired velocity is achieved. The maximum 
dynamic pressure during the ascent is 400 pounds 
per square foot (psf) which occurs at 40,000 ft 
and 90 seconds after liftoff. The vehicle 
reaches 80,000 ft at 125 seconds after liftoff 
and continues to 300,000 ft in an additional 150 
seconds. 
The crew escape and protection requirements 
as specified in the SOW are the applicable 
military specifications MIL-S-9479B (Reference 
6), MIL-C-25969B (Reference 7). and the Air 
Force Systems Command Design Handbook 1-3, Human 
Factors Engineering (Reference 8) .  For brevity 
only the modifications to these requirements 
necessary for HVT escape systems will be 
discussed. The low altitude performance 
requirements for escape capsules in MIL-C-25969B 
are essentially the same as requjred for 
ejection seats in MIL-C-9479B. Applied to HVT 
vehicles, the following Table 1 has been 
proposed by the contractor as the low altitude 
requirements: 
TABLE 1. 
Pitch Roll Flight Path A1 ti tude 
Cond. Angle, Angl e, Angle, Velocity, Required, 
No. deg deg deg knots feet 
1 0 0 0 0 0 
Low level Escape Performance Requirements for HVT Escape 
2 *  90 0 90 0 0 
3 -10 180 -10 250 600 
* Applicable to vertically-launched vehicle only. Not applicable to horizontally-launched 
vehicle. 
The W T  escape system range requirements 
The ELV is 61 single-stage-to-orbit vehicle which Standard explosive 
makes extensive use of combined cycle hazard design requirements in terms of safe 
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are as previously discussed. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
d i s t a n c e s  as a funct ion of TNT equivalent  
explosives  are u t i l i z e d .  It is noted t h a t  t h e  
main dangers due t o  explosion a r e :  shockwave, 
peak and dura t ion ,  thermal r a d i a t i o n ,  shrapnel ,  
and f i r e b a l l .  The cont rac tor  has  considered a 
complete a r r a y  of crew pro tecs ion  requirements 
which must be s a t i s f i e d  by t h e  designed escape 
systems t o  ensure no o r  minima1 TfFjiiries t o  t h e  
crewmenbers. 1.e. a c c e l e r a t i o n s ,  angular  rates, 
total pressure,  oxygen p a r t i a l  pressure,  carbon 
dioxide,  environmental temperature, ion iz ing  
r a d i a t i o n ,  windblast ,  exposure t o  shock waves. 
f lashbl indness  p r o t e c t i o n ,  space motion 
s ickness ,  and waste management. The 
c o n t r a c t o r  has i n i t i a l l y  i n v e s t i g a t e d  16 escape 
system concepts of var ious  c a p a b i l i t i e s  which 
exhib i ted  p o s s i b i l i t i e s  t o  s a t i s f y  t h e  crew 
during p e r t  of t h e  HVT v e h i c l e  f l i g h t  envelopes. 
:@ese concepts are: 
escape and p r o t e c t i o n  requiremenfs f o r  escape ~ O X I M A T R  c.a. 
Extrac t ion  system 
Open e j e c t i o n  seat U T V V L T l l l 8 U  121 
Encapsulated s e a t  wi th  thermal p r o t e c t i o n  A I ~ I A ~ L A ~ ~ L E O A ~ N ~  
Separable nose capsule  wi th  thermal 
p r o t e c t i o n  
Pod-type capsule  with thermal p r o t e c t i o n  
I n f l a t a b l e  capsule  with r e e n t r y  c a p a b i l i t y  
Paracone with r e e n t r y  c a p a b i l i t y  
Mating wi th  o r b i t i n g  space rescue s t a t i o n  
Rocket-pack escape t o  space rescue s t a t i o n  
Rocket-pack escape t o  a r e e n t r y  rescue 
capsule  
Mating with rescue v e h i c l e  
Non-reentry capsule  escape t o  rescue 
v e h i c l e  
Ejecpion seat with o r b i t a l  rescue 
Extract ion system with o r b i t a l  rescue 
15. Ejec t ion  seat with i n f l a t a b l e  re-entry 
capsule  
16. Ejec t ion  seat with rocket-pack t r a n s f e r  t o  
rescue capsule  
The r e s u l t s  of a t r a d e  s tudy of t h e  
f e a t u r e s  of t h e s e  concepts a g a i n s t  t h e  des i red  
SOW requirements i d e n t i f i e d  t h a t  only t h e  
concepts numbered 3 and 5 were detprmined t o  be 
f e a s i b l e  f o r  a l l  phases of f l i g h t .  
The cont rac tor  h a s  conducted d e t a i l e d  
design of  the  candidate  escape concepts 
including d e f i n i t i o n  of t h e  opera t iona l  escape 
sequence. The advanced encapsulated s e a t  
designs f o r  hyperveloci ty  v e h i c l e s  is shown i n  
Figure 4, 5 ,  and 6. 
Figure 4 Encapsulated Seat  Design for 
Hypervelocity Vehicles  
r in. 
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Figure 5 Front V i e w  of 2-Place Encapsulated 
Seat 
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Figure 6 Front View of Single Place 
Encapsulated Seat 
Figure 4 shows basically a modified B-58 
ejection seat with doors to shield the crew 
member from the environment during escape and to 
provide emergency life slupport environment. It 
includes a heat shield, solid-propellant 
retrorocket engine, reaction control jets, life 
support system and a control system. A front 
view of a two place side by aide version of the 
encapsulated seat for the H1.V is shown in Figure 
5 while a single place version for the VLV is 
shown in Figure 6. The emergency escape 
sequence and system operation for the 
encapsulated seat which follows after a 
crewmember pulls the ejection handle initiating 
the digital control sequencer is summarized 
below (Figure 7): 
Figure 7 Encapsulated Seat Escape Sequence 
(Hypersonic/Reentry FI ight Phase) 
1. Escape condition evaluated based on 
information from the vehicle data bus and 
seat-mounted sensors, and life threst assessment 
conducted (start at 0.010 bec, complete at 0.020 
sec after initiation). 
2. Thermal batteries initiateE (0.010 sec start, 
0.050 sec complete). 
3. Crewmember haulback devices initiated (G.030 
sec start, 0.200 sec complete). 
4. Limb capture devices initiated (0.030 sec 
start, 0.200 sec complete) 
5. Close and lock seat door (0.200 sec start. 
0.250 sec complete) 
6. Initiate seat oxygen and pressurization 
system (0.200 sec). 
7. Jettifion ejection hatch (0.2GC sec start, 
0.300 sec complete) 
8. Initiate catapult (0.300 sec) 
The following events depend upon the fnitial 
flight condition occurring at the time of 
escape : 
Atnospheric Flight below Mach 3 (includes zero 
altitude/zero airspeed) 
9a. Propulsion system ignites after catapult 
stroke (0.5 seconds) 
loa. Deceleration drogue pararhute deployed if 
airspeed is between 300 and 500 KEAS. 
Ila. Piin recovery parachute deployed if 
airspeed is below 300 KEAS and the altitude is 
below 15,000 feet altitude. Note: fabric door 
and drogue are jettisoned. 
12a. Restraints severed and crewmember removed 
with survival kit. 
13a. Crewmember makes conventional parachute 
landing. 
Hypersonic flight (including atmospheric entry) 
9h. Propulsion system ignites after catapult 
stroke (0.5 seconds) Seat I s  positioned with 
heat shield forward. 
lob. Propulsion module is jettisoned (1.5 
seconds) 
Ilb. With inertial sensing unit and attitude 
control thrusters, the seat varies its lift 
vector orientation to control aerodynamic 
heating rate and to provide cross range 
capability (1.5 sec - 20 mins) 
12b. After velocity decreases below Mach 3 
sequence 10a to 13a occurs. 
Orbital flight 
9c. Following catspulting from vehicle the seat 
orbits untfl appropriate time to deorbit (0.5 
sec - 12 hrfi) 
1Oc. Attitude thrusterfi orient seat for deorbit 
(IO secs) 
llc. Propulsion deorbit burn (10 sec) 
12c. The heat shield is positioned forward. 
13c. Proceed with 10b to 12b. 
The single place encapfiulated seat, shown in 
Figure 6, for the VLV varies jn the design 
detalls of the thjckness of ablative coating and 
attitude control system capability due to the 
differences in marimum dynamic pressure (400 psf 
for VLV compared with 2000 psf for HLV) and 
aerodynamic drag area anticipated. The escape 
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sequencing and ope ra t ion  of  t h e  s i n g l e  p l a c e  VLV 
encapsulated s e a t  is t h e  same as prev ious ly  
desc r ibed  f o r  t h e  d u a l  p l a c e  HLV system. 
F igu res  8 and 9 show Concept 5, t h e  
pod-type capsu le s  w i t h  thermal  p r o t e c t i o n .  
Figure 8. Pod-Type Capsule f o r  
Horizontally-Launched Hyperveloci ty  Vehicle  
Figure 9. Pod-Type Capsule f o r  
Vertically-Launched Hyperveloci ty  Vehicle  
These c a p s u l e s  s h a r e  b a s i c  s t r u c t u r e  w i t h  t h e  
crew cab in .  The f i g u r e s  d e p i c t  t h e  d e t a i l e d  
s i d e  views f e a t u r i n g  t h e  component subsystems. 
The HLV pod capsu le  u t i l i z e s  f o l d i n g  wings 
as shown i n  Figure 10. 
RETRACTED DEPLOY ED 
Figure 10. Pod Capsule Wings i n  Re t r ac t ed  and 
Deployed P o s i t i o n  
These deploy t o  ach ieve  l i f t  t o  d rag  r a t i o  of 2 
t o  4. Th i s  c a p e b i J i t y  coupled w i t h  a t y p i c a l  
r o l l  maneuver y i e l d s  a s i d e  f o r c e  f o r  c r o s s  
range requirements.  The escape sequence and 
ope ra t ion  fol lowing i n i t i a t j o n  is (Figures  11):  
F igu re  11 Escape Sequence f o r  HLV Pod Capsule 
1. I n i t i a l  cond i t ion  e v a l u a t i o n  (0.010 s e c  
s ta r t ,  0.020 s e c  complete).  
2. I n i t i a t e  thermal b a t t e r i w  (0.010 s e c  s t a r t ,  
0.050 s e c  complete).  
3. I n i t i a t e  crewaember haulback (G.030 s e c  
s t a r t ,  0.200 s e c  complete).  
4. I n i t i a t e  oxygen and p r e s s u r i z a t i o n  (0.030 
sec ) .  
5. Severe capsu le  s t r u c t u r e  (0.050 sec). 
6. I n i t i a t e  p ropu l s ion  system (0.2 sec s ta r t ,  
0.4 s e c  end) 
The subsequent sequence depends upon escape 
i n i t i a l  cond i t ions :  
Atmospheric f l j g h t  below Xach 3 
7a. P ropu l s ion  system s t a b i l i z e s  f l i g h r ,  
s t e e r s ,  and reduces d e c e l e r a t i o n  ( 0 . 4  s e c  s t a r t ,  
1 , 2  sec end).  
8a. Propu l s ion  cu t  o f f  and drogue deployed. 
When v e l o c j t y  and a l t i t u d e  are below 300 KEAS 
and 15,000 f e e t ,  o r  du r ing  low speed l o r  
a l t i t u d e  e scapes  t h e  recovery pa rachu te  i s  
deployed. 
9a. Re t ro rocke t s  a t t e n u e t e  ground impact. 
Hypersonic f l i g h t  ( i nc lud ing  atmospheric  e n t r y )  
7b. P ropu l s ion  con t inues  f o r  t h r u s t ,  
stabilization,deceleration, and r o l l i n g  (0.4 - 
1.2 sec )  
8b. Wings deployed and naln  nozz le s  j e t t i s o n e d  
9b. Pod a t t i t u d e  c o n t r o l  used t o  o r i e n t  l i f t  
v e c t o r  for t h e  d e s i r e d  d e c e l e r a t i o n  and c r o s s  
range ( up t o  20 min). 
O r b i t a l  F l i g h t  
7c. 
t o  d e o r b i t  (0.5 sec.  - 12 h r s )  
8c. T h r u s t e r s  o r i e n t  pod f o r  d e o r b i t  (10 s e c ) .  
9c. Deorbi t  maneuvers ( 2.0 s e c )  
1Oc. T h r u s t e r s  r e o r i e n t  pod f o r  hea t  s h i e l d  
p o s i t i o n i n g .  
I lc .  Follow sequence 7b t o  lob. 
Figure 0 shows t h e  pod-type capsu le  as 
designed f o r  t h e  VLV. The f i g u r e  i l l u s t r a t e s  t h e  
l o c a t i o n  of v a r i o u s  subsystems and components. 
Th i s  pod capsu le  design is considered a hybrid 
system i n  t h a t  i t  u t i l j z e s  a rocke t  e x t r a c t i o n  
system t o  remove the  crewmcmbers f o r  f i n a l  
recovery under pe r sona l  parachutes .  The escape 
sequence and ope ra t ion  fol lowing i n i t i a t j o n  is 
(Figure 12): 
During Upper Atmospheric Escape 
(0 .4 )  
Pod remajns i n  o r b i t  u n t i l  a p p r o p r i a t e  t i m e  
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Figure 12 Recovery Sequence Diagram for 
Vertically-Launched Vehicle Capsule 
1. Initial conditions evaluated (0.010 sec 
start, 0.020 sec complete). 
2. Thermal batteries initiated (0.010 sec 
start, 0.050 sec complete). 
3. Crewmember haulback (0.030 sec start, 0.200 
sec complete) 
4. Initate oxygen and pressurization (0.03 
sec) . 
5. Severe capsule structure (0.050 sec) 
6. Propulsion initiation (0.2 sec start, 0.4 
sec complete) 
The subsequent sequence depends upon escape 
initial conditions: 
Atmospheric flight below Mach 3 .  
7a. Propulsion system continues (0.4 sec start, 
1.2 sec complete). 
8a. Drogue deployed except at low altitude the 
extraction of crew occurs immediately. Below 
300 KEAS and 15,000 feet altitude the ejection 
hatch blows. 
9a. Extraction tractor rocket for each 
crewmember fires. 
loa. Crewmembers make conventional parachute 
landing. 
HypersonQc flight including atmospheric entry. 
7b. Propulsion system continues (0.4 sec start, 
1.2 sec complete). 
8b. Pod lift vector controlled for desired 
deceleration profile and cross range (up to 20 
minutes). 
9b. Below Mach 3 follow 8a through loa. 
Orbital flights 
7c. Pod remains in orbit until appropriate time 
for deorbit maneuver (0.5 sec - 12 hours). 
8c. Thrusters orient pod for deorbit (10 sec). 
9c. Deorbit burn (2.0 sec) 
1Oc. Thrusters reorient pod for forward-facing 
heat shield position. 
llc. Follow sequence 7b through 9b. 
During Task 11, the contractor investigated 
emerging technologies in the structures, 
materials, thermal protection, propulsion, 
aerodynamics, flight controls, sensors, crew 
station integration, and life support to the 
extent that the selected escape concepts could 
be developed within minimum weight and volume 
constraints yet be capable of meeting SOW 
requirements. The results of Task I1 is 
presented as a weight summary in Table 2. 
Table 2. Weight Summary 
Weight 
Concept (lbs) 
Dual Encapsulated Seat 1741 
Single Encapsulated Seat 1055 
HLV Pod Capsule 5576 
VLV Pod Capsule 2972 
CONCLUSIONS Conceptual designs of escape 
systems for hypervelocity technology class 
aerospace vehicles have been identified with 
state-of-the-art or near term state-of-the-art 
enabling technologies. The initial weight 
estimates for the selected subsystem components 
provide sufficient confidence for further 
development of the concepts. The development of 
computer models of the selected concepts for 
performance studies is being pursued by the 
contractor as a part of Task 111. Additionally, 
a detailed study of the escape system weights 
compared to necessary common structural weights 
of the airframe crew station will be performed 
to identify the actual escape system weight 
penalty to the HLV and VLV. 
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ABSTRACT 
In human factors studies, operational performance 
measures have de facto validity, but they also 
tend to have very low numerical reliability 
(~=.10-.30). We have proposed the use of 
surrogate measures as an alternative to direct 
assessment of operational performance for pur- 
poses of screening agents (e.g., drugs, environ- 
mental stress, etc.), particularly when the 
surrogate can be empirically validated against 
the operational criterion. The focus is on 
cognitive (or throughput) performances in humans 
as opposed to sensory (input) or motor (output) 
measures, but the methods should be applicable 
for development of batteries which will tap 
inputloutput functions. 
For several years. we have been developing under 
NASA, NSF, and U.S. Army sponsorship. a menu of 
performance tasks implemented on a battery- 
operated portable microcomputer. Currently, 21 
tests are available on a disk for microcomputer 
presentation. These tasks are reliable and 
become stable in minimum amounts of time, appear 
sensitive to some agents, comprise constructs 
related to actual job tasks, and are easily 
administered in most environments. We will 
review our progress with this program, and 
describe implications for human factors engineer- 
ing studies in environmental stress. 
INTRODUCTION 
The presence of related environmental stressors 
in space necessitates the generation of a stan- 
dardized human factors testing tool in order to 
detect subtle differences in the integrity of 
human performance and welfare. This testing tool 
could be used to predict premonitory onset of 
decrements in performance. physiology, mood. and 
behavior before such stressors effect operational 
efficiency: to enhance identification of suscep- 
tible personnel, to explore the possibility oE 
resistance training. and to monitor the neuro- 
logical status of persons subjected to hazards in 
their occupations, as well as for longitudinal 
monitoring in connection with regular physical 
examinations. 
Environmental stressors are most often studied 
with a pre-. pef-. paradigm. This approach 
makes maximum use of the "each subject serves as 
his or her own control" philosophy. Repeated- 
measures studies, where environmental stress has 
served as an agent which alters performance, 
include weightlessness (Nicogossian & Parker, 
1982). high altitude (Fowler, Paul, Porlier, 
Elcombe, & Taylor, 1985), temperature ( E l l i s ,  
1982), toxic chemicals (Guillion & Eckerman, 
1985). pharmacological agents (Kohl, Calkins. & 
Mandell, 1986). pressure at depth (Logie & 
Baddeley, 1985). physical exercise (Englund, 
Ryman. Naitoh, & Hodgdon, 1985). sleep loss 
(Woodward & Nelson, 1974), motion (Kennedy & 
Frank, 19861, fatigue (West & Parker, 1975). 
dehydration (Banderet, MacDougall, Roberts, 
Tappan, Jacey, & Gray, 19841, simulated 
environments (McComas, 1986), vibration (LaRue, 
1965, Hornick & Lefritz. 1966). and many other 
agents have received research consideration. 
Organismic and induced states within subjects 
have also received attention and these have 
invariably been with repeated-measures designs. 
Kiziltan (1985). Thorne, Genser, Sing, and Hegge 
(1983), and Donne11 (1969) have examined the 
ePfects of sleep deprivation on performanct. One 
of the forerunners of Automated Performance 
Testing (the Neptune Project: McKenzie, White, 
and Hartman. 1968). built on earlier work by 
Fleishman and Ellison (1962), who undertook the 
identification of factors common to psychomotor 
tests, and French (1951; French, Ekstrom, & 
Price, 1963) addressed the identification and 
measurement of cognitive abilities to produce 
(McKenzie et al., 1968) a fully functioning 
battery in the late 1960s. 
However, as a practical matter, measures of 
operational performance are elusive and several 
problems remain in the assessment of human 
performance; chronically low retest reliability, 
instability across days due to learning, wide 
individual differences of unknown or uncontrolled 
variation, not knowing what to measure, etc. 
Reviews of the older literature concerning 
assessment of operational performance document 
the unreliability of performance measures (Lane, 
1986). This problem is not a data acquisition 
I 
problem and does not disappear in our era of 
increasing technology, where it is now possible 
to measure nearly every variable we wish, 1000 
times per second, and save a11 or play it back at 
will. The problem is a "what to measure" problem 
and is partly related to human variablity. The 
two metric issues which are central to an under- 
standing of this problem are concerns with 
"stability" and "reliability." 
Stability. A development program was undertaken 
several years ago by the Navy to evaluate the 
repeated-measures stability of paper-and-pencil 
based human performance tests. This program 
(Performance Evaluation Tests for Environmental 
Research [PETER]) began in 1977 (Kennedy & 
Bittner. 1977) and has provided specific 
paradigms and methods for the evaluation and 
selection of performance tests applicable to 
repeated-measures research (Carter & Kennedy, 
1980). Typically, alternate forms of a test 
would be repeatedly administered to the same 
group of subjects (i.e.. 1 to 15 trials). These 
data would then be analyzed for three types of 
stability -- Means, Standard Deviations, and 
Correlations (Kennedy, Bittner. Harbeson, & 
Jones, 1981). 
Reliability. For the past nine years studies of 
military €lying performance in a sophisticated 
flying trainer, the Visual Technology Research 
Simulator (VTRS). have been conducted (Lintern, 
Nelson, Sheppard, Westra, & Kennedy, 1981). In 
this research tool, the ability to hold many 
confounding variables constant, the precise data 
acquisition systems available. and the size of 
the retest reliability from that which is avail- 
able in the field setting for the same task 
changes very little. For example, single carrier 
landing approach performances on the simulator 
had retest reliabilities of -23 to -32 for the 
mean of four trials: air-to-ground bomb miss 
distance reliabilities were lower, slightly above 
-20 for the mean of eight trials. 
As has been mentioned (Lane, Kennedy. & Jones, 
1986), not enough attention has been paid to the 
reliability of criteria or dependent variables in 
experimental studies. The consequence of this 
omission can be seen in the well known correction 
for attenuation formula reported by Guilford 
(1954) and symbolized as: 
L 
Xy 
1/2 Rt = 
(Ixx) ( r  ) YY 
where rxy is the predictive validity, rxx is 
the reliability of the predictor, ryy is the 
reliability of the criterion. and Ht is the 
true relationship. Without good reliability in x 
or y, the greatest possible relationship between 
the two is limited. For measuring operational 
performance this relationship is considerable. 
Although automated systems will permit signifi- 
cant amounts of data to be recorded in real 
time,we do not believe that the use of automated 
systems per se will rectify this problem. 
Insufficient attention to reliability can lead to 
reduction of statistical power, higher sample 
size requirements, cost of experiments, and when 
hazard is involved, other problems. Without 
attention to reliability, the outcome can be 
misinterpreted. Utilizing the correction for 
attenuation formula (above) often changes con- 
clusions, but not always negatively. For 
instance, the true predictive validities of 
operational criteria from paper-and-pencil 
aptitude tests are often misinterpreted because 
of criterion unreliability. Again. using our 
example, an operational reliability may be 
improved from .20 to -30 even at great expense, 
but predictor reliability might go from -70 to 
-90 with much less investment. The alliance in 
the denominator suggested to us a focus on 
developing highly reliable measure sets, separate 
from the operational criteria but highly similar 
to the criteria in skill requirements. If the 
measure sets correlate well with the criteria. 
and behave similarly under changing task condi- 
tions, perhaps they could be used for the 
criteria. The Eocus should be on developing 
highly reliable measurement sets, separate from 
the operational criteria but highly similar to 
the criteria in skill requirement. 
We do not believe that meaningful examinations of 
environmental effects on human performance can be 
undertaken unless these performances can be ade- 
quately measured. A possible solution would be 
surroqate measures. Surrogate measures are those 
which are related or predictive of a construct of 
interest but are not direct measures. In our 
plan these are composed of tests or batteries 
that exhibit five characteristics: 1) stable so 
that the "what is being measured" is constant: 2) 
correlate with the performance construct; 3) 
sensitive to the same factors that would affect 
performance as the performance variable would; 4) 
more reliable than field measures: 5) involve 
minimal training time. 
Surrogate measures differ from conventional 
performance measures in that tests need not 
involve operations in common with the performance 
measures, only components or factors in common. 
They also differ from "synthetic" or "job 
samples" because the surrogate takes so little 
practice and is easy to score. Given the great 
difficulty of obtaining reliable enough field 
measures to carry out stressor-sensitivity 
studies on the operational task itself, the case 
for using a surrogate is strong. Large portions 
of the variance in extremely complex tasks can be 
predicted from performance on relatively simple 
tests. An external test (or battery), though it 
cannot be as "valid" as the measure itself from a 
practical standpoint. may tap more of the true 
variance of the field performance because its 
reliability is much greater. 
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Performance Evaluation Tests for Environmental 
Research. In order to study the metric proper- 
ties of existing performance tests, the Navy 
evaluated over 140 tests and tasks in a 
repeated--measures paradigm where a small group of 
subjects were examined repeatedly on alternate 
forms of the tests over a fifteen day period. 
The full report of the work of that program 
appears in over 90 publications, most of which 
are listed in Harbeson, Bittner. Kennedy, Carter, 
and Krause (1983) and fully reviewed and 
summarized in Bittner, Carter, Kennedy, Harbeson, 
and Krause, (1986). Only about one fourth of the 
tests were worthy according to the criteria 
mentioned above. 
Microcomputerized vs. Paper-and-Pencil Versions 
of Tests. Although in the past much of the early 
work in the field of environmental effects made 
use of paper-and-pencil based tests, or tests 
which made use of modest apparatus (Bittner et 
al., 1986; Harbeson et al., 1983). the wide 
availabilty of low-cost, high-speed computer 
systems has encouraged psychologists to transfer 
to such apparatus in their laboratory studies of 
human performance measurement. In recent years 
there has been widespread interest in computer- 
ized performance tests. The Army (Thorne, 
Genser, Sing, & Hegge, 1985). Navy (Kennedy, 
Wilkes, Lane, & Homick. 1985; Kiziltan, 1985; 
McComas, 1986). Air Force (O'Donne11, 1981; 
Christal. 1981; Payne. 1982; Shingledecker. 
Acton. & Crabtree, 1983). and Environmental 
Protection Agency (Guillion & Eckerman, 1985) 
have active programs. These programs constitute 
valuable resources for the research and develop- 
ment of a computerized testing system. 
The Automated Performance Test System (APTS) 
Background. The tests of the NASA battery have 
been implemented on a NEC PC8201A portable lap- 
top computer and is now called the Automated 
Performance Test System (APTS). The 8201A was 
selected because of the amount of onboard memory 
available (64K bytes), and the low cost of the 
unit and peripherals (approximately $850.00). 
The display screen consisted of 240 x 64 pixel 
(40 characters by 8 lines) liquid crystal display 
(LCD) with adjustable contrast control. The unit 
is lightweight ( 3 . 8  pounds) and durable. After 
several tosses down a flight of 22 noncarpeted 
stairs, the only damage to the NEC was a crack in 
the housing, four keys fell off, and one 
horizontal line on the LCD was lost. The NEC 
also meets minimum requirements for approval for 
flight on the Space Shuttle. 
A11 tests are written in the BASIC software 
language. Many functions such as prompting for 
input, converting lower case letters to upper 
case, test timing. and response timing were 
common to all the tests. Assembly language 
programs were written to perform these common 
functions. thereby providing more room in memory 
for data storage and the tests themselves. With 
careful utilization of the Head Only Memory (HOM) 
routines written by Microsoft, 10 difEerent tests 
could be stored in the onboard memory, and enough 
memory was available to allow the data of 40 
subjects to be stored for later off-line storage. 
Since the initial implementation of the test 
battery on the NEC, the IBM Personal Computer has 
become an industry standard. The widespread use 
of the TBM and compatibles has made it the 
"hands-on" favorite in all sorts of laboratories. 
More and more requests for IBM compatible soft- 
ware has prompted us to convert our test battery 
to a format which makes it usable on IBM and 
compatible equipment. Indeed, today it is 
possible to purchase an IBM clone with 640K bytes 
memory, two 360K byte floppy drives, keyboard, 
monitor, serial and parallel interface for the 
same price as that of the NEC. For the same 
price, more capability, increased data storage, 
faster timing increments and better instructions 
are possible! 
We are committed to maintaining the portability 
aspect of the test battery. Because of this 
commitment, we have selected the Zenith Data 
Systems ZFL-181 as the current host of the 
portable assessment battery. The 181 contains 
640K onboard memory, two 720K byte 3.5 inch 
floppy drives, serial and parallel interfaces, an 
RGB interface, and 80 characters by 25 line super 
twist, backlit LCD display, and is completely IBM 
PC compatible. The batteries are capable of 
powering the unit with both drives running and 
the brightness control set on high for 4.2 hours. 
APTS - Usage. The test battery has been used in a 
variety of environments ranging from a classroom 
setting to the cockpit of jet airliners. This 
versatility provides the experimenter with a 
multitude of options with respect to the APTS 
usage. Because of the portability of both 
systems, on-the-spot testing, rather than in the 
laboratory, is possible. 
Advantages to computer administered testing 
include: 1) standardized testing conditions 
leading to higher reliabilities; 2) reduced 
variability between test procedures and admin- 
istrators which enhances comparison of results 
between similar studies; 3) accurate and objec- 
tive response scoring eliminating unintelligible 
responses, improper scoring, and subjective 
interpretation; 4) complete automation of all 
testing, scoring, and data collection procedures 
resulting in a reduction of problems associated 
with lost or misplaced data; 5) utilization of a 
variety of response measures such as speed and 
latency; 6) presentation of complex and innova- 
tive stimuli involving a variety of sensory 
modalities; 7) capabilities for precise timing 
and control of stimulus materials; 8 )  immediate 
scoring of responses with easy access to data for 
rapid analysis or feedback to the subject or 
administrator; 9) automatic data storage with 
capabilities for handling quantities of diverse 
data over repeated trials, with large N's; 10) 
self-administration of interesting and challeng- 
ing materials resulting in increased subject 
motivation and reduced boredom; 11) increased 
convenience and efficiency in data collection 
reducing the need for highly skilled 
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professionals or psychological technicians; 12) 
portability of the system with the accompanying 
advantages of reduced size and weight; and 13) 
adaptive testing, where difficulty level changes 
with performance, which can shorten testing time. 
Despite the advantages to microbased testing, it 
was our view that in order to avoid unknown in- 
fluences from medium differences it was necessary 
to compare the "good" paper-and-pencil tests of 
the PETER program to serve as markers in building 
a battery (or menu) of computer-based performance 
tests. In addition to the issues related to 
reliability and stability previously mentioned, 
the studies cited above also call attention to 
the necessity for careful preparation and eval- 
uation of research tools during development. For 
example, Moran and Mefford (1959) identified the 
need for comparability of alternate forms. 
Repeated measurements must possess certain 
characteristics to be meaningful and easily and 
clearly interpretable (American Psychological 
Association. 1974; Jones, 1972; Lord & Novick, 
1968). To summarize the characteristics, the 
statistical requirements for easily interpretable 
results of repeated-measures include level or 
linearly increasing means, level variances, and 
differential stability (Bittner et al., 1986). 
Objectives of the Automated Performance Test 
System. In summary, the philosophy of our 
approach to performance test development involves 
three different goals. The first is to deal with 
only tests or tasks that can be shown to be 
psychometrically sound. This requires that we 
demonstrate stability of means and standard 
deviations within few administrations, and most 
important, that correlational stability, the 
stability of trial-to-trial intercorrelations, be 
shown to occur quickly and with high test-retest 
prescreening correlations (i.e., reliability). 
The second goal will be to demonstrate that the 
battery has factorial multidimensionality and 
that the subscales cross-correlate with earlier 
performance tests and other recognized instru- 
ments oE ability. Then it is necessary to demon- 
strate and document sensitivity to factors known 
to compromise performance potential in the 
laboratory and ultimately real-world situations. 
Lastly, the tasks must be shown to be predictive 
of the types of work performed in the real world. 
PSYCHoElgTRIC STUDIES 
NASA I. Originally, for proof of concept, we 
began our first testing under NASA sponsorship 
using the methodology of stability and relia- 
bility with a microbased computer (Kennedy, 
Wilkes, Lane, & Homick, 1985). Twenty subjects 
were tested over four replications using paper- 
and-pencil versions as well as the computerized 
version of six tests. All tests achieved sta- 
bility within the four test sessions, reliability 
efficiencies were generally high ( E  >.707 for 
3-minute testing), and the computerized tests 
were largely comparable to the paper-and-pencil 
version from which they were derived. The tests 
that were evaluated for inclusion in this exper- 
iment were Grammatical Reasoning, Pattern 
Comparison, Code Substitution, and the Tapping 
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series, tests which had largely proven their 
metric properties in paper-and-pencil versions 
earlier in the PETER work. As these tests all 
exhibited stability and reliability within our 
proposed standards, all were proposed for further 
testing. 
NASA 11. In this study, in addition to evalua- 
ting stability and reliability of the tests, 
predictive validity was also examined. Twenty- 
five subjects were tested over significantly more 
replications (10) and tests (11) than previously. 
The 11 tests were concurrently administered in 
paper-and-pencil (marker battery) and 
microcomputer-based versions and compared to the 
Wechsler Adult Intelligence Scale (WAIS). Nine 
of the 11 microcomputer-based tests achieved 
stability. ReLiabilities were generally high, 
with 2 -77 for 3 minutes of testing for the 
recommended tests. Cross-correlations of micro- 
based tests with traditional paper-and-pencil 
versions and indices of stability suggest 
equivalency between the tests in the different 
modes. Correlations between certain microbased 
subtests and the WAIS identified common variance. 
NASA 111. In this experiment, we administered 21 
different tests, including six short-term memory 
tests which had not been administered before. 
Air Combat Manuvering, Pattern Comparison, and 
Reaction Time Four Choice took the longest of the 
original battery to stabilize, but all tests 
stabilized by trial 5; the memory tests took a 
little longer and with only modest reliabilities. 
ARMY I & 11. Currently, under contract to the 
U.S. Army Medical Research and Development 
Command, we are evaluating other tests from the 
tri-service Performance Assessment Battery (PAB) 
(Englund, Reeves, Shingledecker, Thorne, Wilson, 
& Hegge, 1986) along with our existing menu of 
tests for potential inclusion into a menu of 
tests for the battery. This menu would permit 
investigators to customize a battery to their 
specific needs. These studies, while completed, 
are still in draft form. In general, the tests 
from the NASA battery performed better than 
candidate PAB tests despite differences in test 
administration. The best PAB tests were Recall, 
Mathematical Processing, and Matrix Rotation, 
with average reliabilities of 0.60, 0.63, and 
0.71, respectively. In contrast, Item Order, 
Memory Search. and Successive Pattern Comparison 
average reliabilities were 0.43, 0.49, and 0.44, 
respectively. The best NASA battery tests were 
Grammatical Reasoning, Simuitaneous Pattern 
Comparison, and Manikin tests, with average 
reliabilities of 0.84, 0.79, and 0.95, 
respectively. The two Reaction Time tests were 
also good measures, although they are highly 
intercorrelated. Perhaps just the 4-Choice 
version, which is the more reliable of the two, 
should be used in the future. Tapping tests, 
which were used in both test batteries, exhibited 
consistently high levels of stability and relia- 
bility. What is most intriguing, however, is the 
lack of significant overlap of Tapping tests with 
other tests, indicating their relatively pure 
nature. Because of the ease of administering the 
measure and its independence from perceptual and 
cognitive tests, it may be a measure of motiva- 
tion. Further testing should address this issue. 
NSF 11. A factor analysis was conducted on 11 
selected tests from the PAB, and NASA performance 
test batteries were administered three times to 
each of 108 Central Pennslyvania college students 
(48 males and 60 females). The Wonderlic Person- 
nel Test was administered just before the first 
and just after the last administration of the 
performance tests. The test-retest reliability 
of the Wonderlic in the total sample was -78, 
which yields a Spearman-Brown estimated relia- 
bility for the sum of the two Wonderlic scores, 
the "combined" Wonderlic, of -88. The multiple R 
in the total sample between the combined Wonder- 
lic as criterion and Grammatical Reasoning (NASA) 
and Math Processing (PAB) as predictors ranged 
between -48 and -55 on the three test administra- 
tions. Factor analyses carried out on each 
administration yielded three consistent factors: 
a spatial/numerical factor on which Pattern 
Comparison (NASA) loads most heavily, a verbal 
factor oE which Grammatical Reasoning (NASA) 
loads most heavily, and a motor Eactor defined by 
the Tapping tests (NASA). Based on these results 
we would recommend a core battery consisting of 
Grammatical Reasoning (NASA), Mathematical 
Processing (PAB), Pattern Comparison (NASA), and 
the Preferred and Nonpreferred (but not the Two- 
Finger) Tapping tests. This battery provides a 
good short estimate of IQ. based on Grammatical 
Reasoning and Mathematical Processing and three 
well identified factors, one verbal, another 
spatial/numerical, and the third motor. This 
core battery can be usefully augmented, 
especially in operational situations, by Code 
Substitution and Choice Reaction Time tests, both 
from the NASA battery. Manikin (NASA) is another 
recommended test for augmentation because it 
measures a different factor from IQ. 
SENSITIVITY STUDIES 
Altitude. Until recently, lack of an adequate 
human performance research tool has resulted in 
the employment of a variety of techniques, 
methods, and measures that limit systematic 
comparisons across altitude studies. Such 
limitations have delayed the development of a 
cohesive body of knowledge regarding human 
performance at altitude. Measurement and data 
collection inadequacies have further contributed 
to research difficulties. While highly 
controlled studies systematically relating 
sustained exposure to human performance are 
largely lacking, we believe that exceptions are 
beginning to appear (cf. e.g., Banderet & Burse 
1984; Banderet, Benson, McDougall, Kennedy, & 
Smith, 1984). 
The NASA battery has been tested at simulated 
altitude by scientists of the U.S. Air Force, and 
the U.S. Army Institute for Environmental 
Medicine (Banderet et al., 1984). The initial 
results show a definite cognitive performance 
decrement with sustained periods at altitudes of 
23,000 Eeet, and with abrupt, short periods at 
27,000 feet. However, motor performance remained 
essentially unchanged. An important point to 
note is that typical measures of performance 
would not have detected the effect altitude had 
on the mental capabilities of the participants. 
Drugs. With regular doses of certain motion 
sickness drugs, virtually all of the scores €or 
both motor and cognitive tests changed in a 
theoretically rational direction in studies 
conducted by Dr. Charles Wood at Louisiana State 
University Medical School. That is, amphetamine 
scores increased and scqpolamine scores decreased 
over placebo. A simple ANOVA revealed no sig- 
nificant outcomes (other than that Pattern Com- 
parison, one oE the APTS tests, scores appeared 
to be significantly poorer with hyoscine). The 
within-subject variables were scopolamine and 
dexedrine, arranged factorially in a totally 
within-subject design (a more powerful approach). 
The results indicate that amphetamine signifi- 
cantly increased Nonpreferred Hand Tapping (a 
motor skill test) and there was a trend for 
increased scores on the Sternberg (an item 
recognition test). This would mean there were 
more "hits" or that latency improved. There was 
not a significant effect of scopolamine on 
Preferred-Hand Tapping. The study further showed 
an interaction of scopolamine and dexedrine with 
lWo-Hand tapping. Though not statistically 
significant, overall it appears that scopolamine 
Eacilitates performance more when dexedrine is 
also present then it does without dexedrine. 
Chemoradiotherapy Treatments. From the 
University of Washington, Dr. Parth has been 
studying patients who are receiving bone marrow 
transplants and chemoradiotherapy treatments. In 
this study, the tests of the basic NASA battery 
were administered, along with other tests, to 
both a patient population undergoing chemotherapy 
subsequent to bone marrow transplants and to a 
control population oE sibling donors. Four 
replications of the battery were given spaced 
over one year, including prior to transplant 
therapy, during therapy, and in a follow-up 
examination. The primary purpose of N A S A ' s  use 
was to determine battery sensitivity to physio- 
logical stressors different from those examined 
in previous studies. The battery as a whole was 
strikingly effective in detecting performance 
shifts in patients and significantly differen- 
tiating patients from controls throughout the two 
therapy test periods. Greatest discrimination 
was apparent in the complex cognitive measures 
(i.e., Code Substitution) than in the "motor" 
(i-e.. Tapping). Discrimination was present for 
both accessory and latency measures, although 
effects were stronger for accuracy pereormance. 
Study with Sleep Loss. Two different studies of 
sleep loss have been conducted. In the first 
study, Kiziltan (1985) at the U.S. Naval Post- 
graduate School in Monterey, Cali€ornia, observed 
statistically eEfects on Code Substitution but 
obtained only directional changes (nonsignifi- 
cant) on the other tests following one night 
without sleep. Another study was performed with 
the NASA battery tests at Ames Research Center in 
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Moffett Field, California. The experiment lasted 
41 days, 30 of which was the bedrest phase. The 
results of this study revealed modest or no 
change on most tests. 
In summary, for the past few years our research 
efforts have concerned study and identification 
of reliable performance measurement instruments 
for exotic environments. Under the sponsorship 
of NASA, NSF, and Army MRDC a menu of performance 
tasks implemented on a battery-operated portable 
microcomputer has been developed. These measures 
differ from conventional performance measures in 
that tests need not involve operations in common 
with the performance measures. only components/ 
factors in cOmmOn. The tests also exhibit higher 
reliabilities (r 2-70) than traditional perfor- 
mance measures ( r  = -10-.30). Currently, 21 
tests are available on a disc for microcomputer 
presentation. These tasks are reliable and 
become stable in minimum amounts of time, appear 
sensitive to some agents, comprise constructs 
related to actual job tasks, and are easily 
administered and scored. Collectively these 
tests are known as the Automated Performance Test 
System (APTS). In numerous experiments the APTS 
has been shown to be a stable and reliable 
indicator of performance. If a person performs 
in a predictable manner and an intervening factor 
is introduced that may have an adverse effect on 
performance (i.e.. zero gravity, stress) it may 
be detected by the APTS. Using a stable, sensi- 
tive, battery of performance tests would be 
analogous to taking a person's temperature, blood 
pressure, or weight. If administered on a daily 
basis it would be a form of record keeping that 
would show whether a person's performances were 
being affected by the environment or factors such 
as fatigue or workload. The APTS tests cognitive 
factors related to job performance and is there- 
fore more predictive of performance than tradi- 
tional methods of respiration. heart rate, blood 
pressure, et cetera. 
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