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Abstract Differential cross-section measurements are pre-
sented for the electroweak production of two jets in asso-
ciation with a Z boson. These measurements are sensitive
to the vector-boson fusion production mechanism and pro-
vide a fundamental test of the gauge structure of the Stan-
dard Model. The analysis is performed using proton–proton
collision data collected by ATLAS at
√
s = 13 TeV and
with an integrated luminosity of 139 fb−1. The differen-
tial cross-sections are measured in the Z → +− decay
channel ( = e, μ) as a function of four observables: the
dijet invariant mass, the rapidity interval spanned by the
two jets, the signed azimuthal angle between the two jets,
and the transverse momentum of the dilepton pair. The
data are corrected for the effects of detector inefficiency
and resolution and are sufficiently precise to distinguish
between different state-of-the-art theoretical predictions cal-
culated using Powheg+Pythia8, Herwig7+Vbfnlo and
Sherpa 2.2. The differential cross-sections are used to
search for anomalous weak-boson self-interactions using a
dimension-six effective field theory. The measurement of the
signed azimuthal angle between the two jets is found to be
particularly sensitive to the interference between the Stan-
dard Model and dimension-six scattering amplitudes and pro-
vides a direct test of charge-conjugation and parity invariance
in the weak-boson self-interactions.
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1 Introduction
Measurements that exploit the weak vector-boson scattering
(VBS) and weak vector-boson fusion (VBF) processes have
become increasingly prevalent at the Large Hadron Collider
(LHC) in the last few years. In the Higgs sector, measure-
ments of Higgs boson production via VBF have been used
to determine the strength, charge-conjugation (C) and parity
(P) properties of the Higgs boson’s interactions with weak
bosons [1–7]. These measurements have recently been aug-
mented by the observation of the electroweak production of
two jets in association with a weak-boson pair [8–12], which
is extremely sensitive to the VBS production mechanism and
provides a stringent test of the gauge structure of the Stan-
dard Model of particle physics (SM). In the search for physics
beyond the SM, the VBF and VBS production mechanisms
have been used to search for dark matter [13,14], heavy-
vector triplets [15], Higgs-boson pair production [16], and
signatures of warped extra dimensions [17].
All of these measurements and searches rely on theoret-
ical predictions to accurately model the electroweak pro-
cesses that are sensitive to the VBF and VBS production
mechanisms. Specifically, Monte Carlo (MC) event genera-
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tors are used to optimise the event selection and to extract the
electroweak signal from the dominant background, with the
signal extraction typically performed using fits to kinematic
spectra. However, it is known that the theoretical predictions
from different event generators do not agree, both in the over-
all production rate [9] as well as in the kinematic properties
of the final state [18]. Model-independent measurements that
directly probe the kinematic properties of VBF and VBS are
therefore crucial, to determine which event generators can be
used reliably in physics analysis at the LHC experiments.
This article presents differential cross-section measure-
ments for the electroweak production of dijets in association
with a Z boson (referred to as EW Z j j production). The EW
Z j j process is defined by the t-channel exchange of a weak
vector boson, as shown in Fig. 1a, b, and is very sensitive to
the VBF production mechanism. Previous measurements of
EW Z j j production by ATLAS [19,20] and CMS [21–23]
have focused on measuring only an integrated fiducial cross-
section in a VBF-enhanced topology. The analysis presented
in this article measures differential cross-sections of EW Z j j
production in the Z → +− decay channel ( = e, μ) and
as a function of four observables; the transverse momentum
of the dilepton pair (pt,), the dijet invariant mass (m j j ),
the absolute rapidity1 separation of the two jets (|y j j |), and
the signed azimuthal angle between the two jets (φ j j ). The
φ j j variable is defined as φ j j = φ f − φb, where the
two highest transverse-momentum jets are ordered such that
y f > yb [24]. Collectively, these four observables probe the
important kinematic properties of the VBF and VBS produc-
tion mechanisms. The measurements are performed using
proton–proton collision data collected by the ATLAS exper-
iment at a centre-of-mass energy of
√
s = 13 TeV and with
an integrated luminosity of 139 fb−1.
The EW Z j j differential cross-section measurements pre-
sented here are sufficiently precise that they can be used to
probe a diverse range of physical phenomena. First, under
the assumption of no beyond-the-SM physics contributions
to the EW Z j j process, the measurements can be used to dis-
tinguish between the SM EW Z j j predictions produced by
different event generators or by different parameter choices
within each event generators. In the short term, the mea-
surements will therefore help determine which event gener-
ator predictions can be used reliably in analyses that seek
to exploit VBF and VBS at the LHC. In the longer term,
1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-
axis along the beam pipe. The x-axis points from the IP to the centre
of the LHC ring, and the y-axis points upwards. Cylindrical coordi-
nates (r, φ) are used in the transverse plane, φ being the azimuthal
angle around the z-axis. The pseudorapidity is defined in terms of
the polar angle θ as η ≡ − ln tan(θ/2), and is equal to the rapidity
y ≡ 0.5 ln ((E + pz)/(E − pz)) in the relativistic limit. Angular dis-
tance is measured in units of R ≡ √(y)2 + (φ)2.
the measurements will provide crucial input if the theoreti-
cal predictions are to be improved. Second, and more gen-
erally, the measurements provide a new avenue to search
for signatures of physics beyond the SM. The differential
cross-section as a function of φ j j , for example, is found
to be particularly sensitive to anomalous weak-boson self-
interactions that arise from CP-even and CP-odd operators
in a dimension-six effective field theory. This parity-odd
observable has been proposed as a method to search for CP-
violating effects in Higgs boson production [24], but has not
yet been measured in a final state sensitive to anomalous
weak-boson self-interactions.
The layout of the article is as follows. The ATLAS detec-
tor is briefly described in Sect. 2. The signal and background
simulations used in the analysis are described in Sect. 3. The
event reconstruction and selection are described in Sect. 4.
The method used to extract the electroweak component is
described in Sect. 5. This includes a data-driven constraint
on the dominant background process in which the jets that
are produced in association with the Z boson arise from
the strong interaction (strong Z j j production) as shown in
Fig. 1c, d. The corrections applied to remove the impact of
detector resolution and inefficiency are described in Sect. 6.
The experimental and theoretical systematic uncertainties are
presented in Sect. 7. Finally, the differential cross-sections
for EW Z j j production are presented in Sect. 8. Differen-
tial cross-sections for inclusive Z j j production are also pre-
sented in Sect. 8 for the signal and control regions used to
extract the electroweak component. The EW Z j j differen-
tial cross-sections are used in Sect. 9 to search for anomalous
weak-boson self-interactions. A brief summary of the anal-
ysis is given in Sect. 10.
2 ATLAS detector
The ATLAS detector [25] at the LHC covers nearly the
entire solid angle around the collision point. It consists of an
inner tracking detector surrounded by a thin superconducting
solenoid, electromagnetic and hadronic calorimeters, and a
muon spectrometer incorporating three large superconduct-
ing toroidal magnets.
The inner-detector system is immersed in a 2 T axial mag-
netic field and provides charged-particle tracking in the range
|η| < 2.5. The high-granularity silicon pixel detector cov-
ers the vertex region and typically provides four measure-
ments per track, the first hit normally being in the insertable
B-layer (IBL) installed before the start of Run 2 [26,27].
The IBL is followed by the silicon microstrip tracker which
usually provides eight measurements per track. These sili-
con detectors are complemented by the transition radiation
tracker (TRT), which enables radially extended track recon-
struction up to |η| = 2.0. The TRT also provides electron
123
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Fig. 1 Representative Feynman
diagrams for EW Z j j
production (a, b) and strong Z j j
production (c, d). The
electroweak Z j j process is
defined by the t-channel
exchange of a weak boson and
at tree level is calculated at
O(α4EW) when including the
decay of the Z boson. The
strong Z j j process has no weak
boson exchanged in the
t-channel and at tree level is
calculated at O(α2EWαs
2) when




identification information based on the fraction of hits (typ-
ically 30 in total) above a higher energy-deposit threshold
corresponding to transition radiation.
The calorimeter system covers the pseudorapidity range
|η| < 4.9. Within the region |η| < 3.2, electromag-
netic calorimetry is provided by barrel and endcap high-
granularity lead/liquid-argon (LAr) calorimeters, with an
additional thin LAr presampler covering |η| < 1.8, to cor-
rect for energy loss in material upstream of the calorimeters.
Hadronic calorimetry is provided by the steel/scintillator-
tile calorimeter, segmented into three barrel structures within
|η| < 1.7, and two copper/LAr hadronic endcap calorime-
ters. The solid angle coverage is completed with forward cop-
per/LAr and tungsten/LAr calorimeter modules optimised for
electromagnetic and hadronic measurements respectively.
The muon spectrometer comprises separate trigger and
high-precision tracking chambers measuring the deflection
of muons in a magnetic field generated by the supercon-
ducting air-core toroids. The field integral of the toroids
ranges between 2.0 and 6.0 T m across most of the detec-
tor. A set of precision chambers covers the region |η| < 2.7
with three layers of monitored drift tubes, complemented
by cathode-strip chambers in the forward region, where the
background is highest. The muon trigger system covers the
range |η| < 2.4 with resistive-plate chambers in the barrel,
and thin-gap chambers in the endcap regions.
Interesting events are selected for further analysis by the
level-one (L1) trigger system, which is implemented in cus-
tom hardware. The selections are further refined by algo-
rithms implemented in software in the high-level trigger
(HLT) [28]. The L1 trigger selects events from the 40 MHz
bunch crossings at a rate below 100 kHz. The HLT further
reduces the rate in order to write events to disk at about 1 kHz.
3 Dataset and Monte Carlo event simulation
The analysis is performed on proton–proton collision data
at a centre-of-mass energy of
√
s = 13 TeV. The data were
recorded between 2015 and 2018 and correspond to an inte-
grated luminosity of 139 fb−1.
Monte Carlo event generators are used to simulate the
signal and background events produced in the proton–proton
collisions. These samples are used to optimise the analysis,
evaluate systematic uncertainties, and correct the data for
detector inefficiency and resolution. A summary of the event
generators is presented in Table 1 and further details of each
generator are given below.
Electroweak Z j j production was simulated using three
MC event generators. The default EW Z j j sample was pro-
duced with Powheg-Boxv1 [29–31] using the CT10nlo [32]
parton distribution functions (PDF) and is accurate to next-
to-leading order (NLO) in perturbative QCD. The sample
was produced with the ‘VBF approximation’, which requires
a t-channel colour-singlet exchange to remove overlap with
diboson topologies [33]. The parton-level events were passed
to Pythia8.186 to add parton-showering, hadronisation and
underlying-event activity, using the AZNLO [34] set of tuned
parameters. The EvtGenprogram [35] was used for the
properties of the bottom and charm hadron decays. This sam-
ple is referred to as Powheg+Py8 EW Z j j production.
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Table 1 Summary of generators used for simulation. The details and the corresponding references are provided in the body of the text. In the final
column, ‘default’ refers to the default set of tuned parameters provided with the event generator
Process Generator ME accuracy PDF Shower and hadronisation Parameter set
EW Z j j Powheg-Boxv1 NLO CT10nlo Pythia8+EvtGen AZNLO
Herwig7+ Vbfnlo NLO MMHT2014lo Herwig7+EvtGen Default
Sherpa 2.2.1 LO (2–4j) NNPDF3.0nnlo Sherpa Default
Strong Z j j Sherpa2.2.1 NLO (0–2j), LO (3–4j) NNPDF3.0nnlo Sherpa Default
MadGraph5_aMC@NLO NLO (0–2j), LO (3–4j) NNPDF2.3nlo Pythia8+EvtGen A14
MadGraph5 LO (0–4j) NNPDF3.0lo Pythia8+EvtGen A14
VV Sherpa NLO (0–1j), LO (2–3j) NNPDF3.0nnlo Sherpa Default
t t̄ Powheg-Boxv2 hvq NLO NNPDF3.0nnlo Pythia8+EvtGen A14
VVV Sherpa LO (0–1j) NNPDF3.0nnlo Sherpa Default
W+jets Sherpa NLO (0–2j), LO (3–4j) NNPDF3.0nnlo Sherpa Default
The second EW Z j j sample was produced in the VBF
approximation withHerwig7.1.5 [36,37]. The samples were
produced at NLO accuracy in the strong coupling using
Vbfnlo v3.0.0 [38] as the loop-amplitude provider. The
MMHT2014LO PDF set [39] was used along with the default
set of tuned parameters for parton showering, hadronisation
and underlying event. EvtGen was used for the properties of
the bottom and charm hadron decays. This sample is referred
to as Herwig7+Vbfnlo EW Z j j production.
The third EW Z j j sample was produced in the VBF
approximation with the Sherpa 2.2.1 event generator [40].
The samples were produced using leading-order (LO) matrix
elements with up to two additional parton emissions. The
NNPDF3.0nnlo PDFs [41] were used and the matrix ele-
ments were merged with the Sherpa parton shower using the
MEPS@LO prescription [42]. Hadronisation and underlying-
event algorithms were used to construct the fully hadronic
final state using the set of tuned parameters developed by the
Sherpa authors. This sample is referred to as Sherpa EW
Z j j production.
The dominant background arises from Z j j final states
in which the two jets are produced from the strong inter-
action, as shown in Fig. 1c, d. This is referred to as the strong
Z j j background and was simulated using three different MC
event generators. Sherpa 2.2.1 was used to produce Z+n-
parton predictions (n = 0, 1, 2, 3, 4), at NLO accuracy for
up to two partons in the final state and at LO accuracy for
three or four partons in the final state, using the Comix [43]
and OpenLoops [44,45] libraries. The different final-state
topologies were merged into an inclusive sample using an
improved CKKW matching procedure [42,46], which has
been extended to NLO accuracy using the MEPS@NLO pre-
scription [47]. The Sherpa prediction was produced using
the NNPDF3.0nnlo PDFs and normalised to a next-to-next-
to-leading-order (NNLO) prediction for inclusive Z -boson
production [48]. The default set of tuned parameters in
Sherpa was used for hadronisation and underlying-event
activity. This sample is referred to as Sherpa strong Z j j
production.
The second strong Z j j sample was produced using the
MadGraph5_aMC@NLO generator [32] and is accurate
to NLO in the strong coupling for up to two partons in
the final state. The NNPDF2.3nlo PDF set [49] was used
in the calculation. The MadGraph5_aMC@NLO generator
was interfaced to Pythia8.186 to provide parton shower-
ing, hadronisation and underlying-event activity, using the
A14 set of tuned parameters. To remove overlap between
the matrix element and the parton shower, the different jet
multiplicities were merged using the FxFx prescription [50].
EvtGenwas used for the properties of the bottom and charm
hadron decays. The sample is normalised to the same NNLO
prediction as for the Sherpa sample and is referred to as
MG5_NLO+Py8 strong Z j j production.
The third strong Z j j sample was also produced with
MadGraph5_aMC@NLO, but with the Z+n-parton matrix-
elements produced at LO accuracy for up to four partons in
the final state. The NNPDF3.0lo PDFs were used in the calcu-
lation. The parton-level events were passed to Pythia8.186
to provide parton-showering, hadronisation and underlying-
event activity, using the A14 set of tuned parameters [51].
To remove overlap between the matrix element and the par-
ton shower, the CKKW-L merging procedure [52,53] was
applied. EvtGenwas used for properties of the bottom and
charm hadron decays. The sample is normalised to the same
NNLO prediction as for the Sherpa sample and is referred
to as MG5+Py8 strong Z j j production.
Production of diboson (VV ) final states were simulated
using Sherpa at NLO accuracy for up to one parton in the
final state, and at LO accuracy for two or three partons in
the final state. The NNPDF3.0nnlo PDF set was used in the
calculation. The virtual corrections were taken from Open-
Loops and the different topologies were merged using the
123
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MEPS@NLO algorithm. The default set of tuned parameters
in Sherpa was used for hadronisation and underlying-event
activity.
Backgrounds from events containing a single top quark
or a top–antitop (t t̄) pair were estimated at NLO accuracy,
using the hvq program [54] in Powheg-Boxv2. The parton-
level events were passed to Pythia8.230 to provide the par-
ton showering, hadronisation and underlying-event activity
using the A14 set of tuned parameters. EvtGenwas used for
the properties of the bottom and charm hadron decays. The
NNPDF3.0nnlo PDF set was used and the hdamp parame-
ter in the Powheg-Box was set to 1.5mtop. The background
from theW+jets final state was estimated usingSherpa, with
the same set-up as for the Z+jets final state. The small con-
tribution from triboson events (VVV production) was esti-
mated using Sherpa at LO accuracy for up to one parton
in the final state. The MEPS@LO prescription was used
to merge the samples. The samples were produced using
the NNPDF3.0nnlo PDF and the Sherpa authors’ default
parameterisation was used for hadronisation and underlying-
event activity.
The signal and background events were passed through
the Geant4 [55] simulation of the ATLAS detector [56] and
reconstructed using the same algorithms as used for the data
(except for the Herwig7+Vbfnlo and MG5_NLO+Py8
samples, which were produced only at particle level). Dif-
ferences in lepton trigger, reconstruction and isolation effi-
ciencies between simulation and data are corrected on an
event-by-event basis using pt- and η- dependent scale factors
for each lepton [57,58]. The effect of multiple proton–proton
interactions (pile-up) in the same or nearby bunch crossings
is accounted for using inelastic proton–proton interactions
generated by Pythia8 [59], with the A3 tune [60] and the
NNPDF2.3LO PDF set [49]. These inelastic proton–proton
interactions were added to the signal and background sam-
ples and weighted such that the distribution of the average
number of proton–proton interactions in simulation matches
that observed in the data.
An approximate detector-level prediction for
MG5_NLO+Py8 is obtained by reweighting the strong Z j j
simulation produced by MG5+Py8 such that the kinematic
distributions match MG5_NLO+Py8 at particle level. This
is referred to as MG5_NLO+Py8’. Similarly, an approx-
imate detector-level prediction for Herwig7+Vbfnlo is
obtained by reweighting the EW Z j j simulation produced by
Powheg+Py8 to matchHerwig7+Vbfnlo at particle level.
This is referred to as Herwig7+Vbfnlo’.
4 Event reconstruction and selection
Events are required to pass unprescaled dilepton triggers
with transverse momentum thresholds that depend on the
lepton flavour and running periods. In 2015, the dielectron
triggers retained events with two electron candidates that
had pt > 12 GeV, whereas the dimuon triggers selected
events with leading (subleading) muon candidates having
pt > 18 (8) GeV. The transverse momentum thresholds for
the lepton candidates were gradually increased during data
taking, such that both electron candidates had pt > 24 GeV
in 2018, whereas the leading muon threshold was increased
to 22 GeV in the same running period.
Events are used in the analysis if they were recorded dur-
ing stable beam conditions and if they satisfy detector and
data-quality requirements [61]. The positions of the proton–
proton interactions are reconstructed using tracking infor-
mation from the inner detector, with each associated vertex
required to have at least two tracks with pt > 0.5 GeV. The
primary hard-scatter vertex is defined as the one with the
largest value of the sum of squared track transverse momenta.
Muons are identified by matching tracks reconstructed in
the muon spectrometer to tracks reconstructed in the inner
detector. Each muon is then required to satisfy the ‘medium’
identification criteria and the ‘Gradient’ isolation working
point [57]. Muons are required to be associated with the
primary hard-scatter vertex by satisfying |d0/σd0 | < 3 and
|z0 × sinθ | < 0.5 mm, where d0 is the transverse impact
parameter calculated with respect to the measured beam-line
position, σd0 is its uncertainty, and z0 is the longitudinal dif-
ference between the point at which d0 is measured and the
primary vertex. Reconstructed muons are used in the analysis
if they have pt > 25 GeV and |η| < 2.4.
Electrons are reconstructed from topological clusters of
energy deposited in the electromagnetic calorimeter that are
matched to a reconstructed track [58]. They are calibrated
using Z → ee data [62]. Each electron is required to satisfy
the ‘medium’ likelihood identification criteria [58], as well
as the same isolation working point as for muons. Electrons
are required to be associated with the primary hard-scatter
vertex by satisfying |d0/σd0 | < 5 and |z0 × sinθ | < 0.5 mm.
Reconstructed electrons are used in the analysis if they have
pt > 25 GeV and |η| < 2.47, but excluding the transition
region between the barrel and end-cap calorimeters (1.37 <
|η| < 1.52).
Jets are reconstructed with the anti-kt algorithm [63,64]
using a radius parameter of R = 0.4. The inputs to the algo-
rithm are clusters of energy deposited in the electromag-
netic and hadronic calorimeters. The jets are initially cali-
brated by applying energy- and pseudorapidity- dependent
correction factors derived from simulation in the ‘EM+JES’
scheme [65], and then further calibrated using data-driven
correction factors derived from the transverse momentum
balance of jets in γ +jet, Z+jet and multijet topologies. Jets
are used in the analysis if they have pt > 25 GeV and
|y| < 4.4. As all high-pt electrons pass the above require-
ments, jets are required to not overlap with a reconstructed
123
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Table 2 Observed and expected event yields in the dielectron and dimuon decay channels following the event selection described in Sect. 4. The first
(second) uncertainty quoted for each generator is the experimental (theoretical) systematic uncertainty. The experimental systematic uncertainties
are shown for each prediction. Theoretical uncertainties are calculated for all predictions except for MG5+Py8 strong Z j j , which is denoted ‘N/A’
in the table. The statistical uncertainty on each prediction is negligible
Sample Z → ee Z → μμ
Data 10 870 12 125
EW Z j j (Powheg+Py8) 2670 ± 120 ± 280 2740 ± 120 ± 290
EW Z j j (Sherpa) 1280 ± 60 ± 140 1350 ± 60 ± 150
EW Z j j (Herwig7+Vbfnlo’) 2290 ± 100 ± 210 2350 ± 100 ± 220
Strong Z j j (Sherpa) 13 500 ± 600 ± 4500 15 100 ± 600 ± 5000
Strong Z j j (MG5+Py8) 13 140 ± 480 ± N/A 14 810 ± 540 ± N/A
Strong Z j j (MG5_NLO+Py8’) 8800 ± 300 ± 1000 10 000 ± 400 ± 1200
ZV (V → j j) 179 ± 8 ± 6 178 ± 8 ± 6
Other VV 45 ± 2 ± 2 45 ± 2 ± 2
t t̄ , single top 92 ± 8 ± 6 98 ± 8 ± 6
W (→ ν)+jets, Z(→ ττ)+jets Negligible Negligible
electron (i.e. R( j, e) > 0.2). Jets with pt < 120 GeV and
|η| < 2.4 are also required to be consistent with originat-
ing from the primary hard-scatter vertex using the ‘medium’
working point of the jet vertex tagger (JVT > 0.59) [66].
Following jet reconstruction, an additional quality require-
ment is placed on the events, by removing events containing
jets that originate from noise bursts in the calorimeter. This
removes 0.4% of the events in data.
Events are then selected if they have a topology con-
sistent with EW Z j j production. A Z -boson candidate is
reconstructed by requiring that each event contains exactly
two charged leptons ( = e, μ) that are opposite in charge
and of the same flavour. These leptons are required to be
well separated from jets by imposing R(, j) > 0.4.
The invariant mass and transverse momentum of the dilep-
ton system is required to fulfil m ∈ (81, 101) GeV and
pt, > 20 GeV. Events are required to contain two or
more jets, with the leading and subleading jets satisfying
pt > 85 GeV and pt > 80 GeV, respectively. The dijet
system is then constructed from the two leading jets and is
required to fulfil m j j > 1 TeV and |y j j | > 2.0. The Z
boson is required to be centrally produced relative to the dijet
system by imposing ξZ < 1.0; the quantity ξZ is defined as
ξZ = |y − 0.5(y j1 + y j2)| / |y j j |, where y, y j1 and y j2
are the rapidities of the dilepton system, the leading jet, and
the subleading jet, respectively. Finally, to reduce the impact
of jets that originate from pile-up interactions and that sur-
vive the JVT selection criteria, the Z -boson candidate and
the dijet system are required to be approximately balanced in
transverse momentum, by requiring that pbalt < 0.15, where
pbalt = |i pt,i | /i pt,i and the summation includes the
dilepton system, the dijet system, and the highest transverse-
momentum additional jet reconstructed in the rapidity inter-
val spanned by the dijet system.
The number of events in data that pass these selection
requirements is shown in Table 2. The predicted event yield
for each MC simulation is also presented. There is a large
spread of EW Z j j event yields predicted by the differ-
ent event generators. Furthermore, the predicted strong Z j j
event yield also has significant uncertainties, with large the-
ory uncertainties in each prediction and a large difference
between the predictions of the different event generators. The
contribution of the other processes amounts to about 3%.
The disagreement between data and simulation is not just
observed in the total event yield. Figure 2 shows the data
and predicted event yield as a function of m j j , |y j j |, pt,,
and φ j j , with Sherpa used to model the strong Z j j pro-
cess and Powheg+Py8 used for the EW Z j j process. The
level of agreement between data and simulation depends on
the kinematic properties of the event, with agreement at large
m j j being particularly poor for this configuration of MC sim-
ulations.
5 Extraction of electroweak component
The poor agreement between data and simulation observed in
Fig. 2 implies that the EW Z j j event yield cannot be extracted
by simply subtracting the background simulations from the
data. Furthermore, the level of mismodelling in the simula-
tion changes when different strong Z j j simulations are used,
as shown in Fig. 3 for them j j and pt, distributions. A data-
driven method is therefore used to constrain both the shape
and normalisation of the strong Z j j background during the
extraction of the EW Z j j event yield.
The data are split into four regions by imposing criteria on
ξZ as well as on the multiplicity of jets in the rapidity inter-
val between the leading and subleading jets, N gapjets . These
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Fig. 2 Event yields as a function of m j j (top left), |y j j | (top right), pt, (bottom left) and φ j j (bottom right) in data and simulation, measured
after the event selection described in Sect. 4. The data are represented as black points and the associated error bar includes only statistical uncertainties.
The m j j spectrum is shown starting from 250 GeV, and hence includes more events than the other plots that use the default m j j > 1000 GeV
criterion
Fig. 3 Ratio of Monte Carlo prediction to data for different physics processes and generators for the m j j and pt, distributions, following the
event selection described in Sect. 4. The data contain all processes that pass the event selection and the ratio demonstrates the contribution to the
observed event yield that is predicted by each MC generator. The m j j distribution extends down to 250 GeV and hence includes a larger phase space
than the pt, distribution, which requires m j j > 1000 GeV. Only statistical uncertainties are shown. The prediction labelled MG5_NLO+Py8’ for
the strong Z j j prediction is obtained by a particle-level reweighting of the strong Z j j simulation provided by MG5+Py8. The EW Z j j prediction
labelled Herwig7+Vbfnlo’ is also obtained by a particle-level reweighting of the EW Z j j simulation provided by Powheg+Py8
123
  163 Page 8 of 42 Eur. Phys. J. C           (2021) 81:163 
Fig. 4 Definition of the signal region (SR) and control regions (CRa,
CRb, CRc) used in the extraction of the electroweak component
two variables are chosen because they are almost uncorre-
lated for both the strong and EW Z j j processes, with calcu-
lated correlation coefficients ranging from −0.04 to +0.02
depending on the event generator and process. Approxi-
mately 80% of the EW Z j j events are predicted to fall into
the EW-enhanced signal region (SR) defined by N gapjets = 0
and ξZ < 0.5. The remaining three regions define EW-
suppressed control regions (CR), which can be used to con-
strain the dominant background from strong Z j j production.
These regions are labelled as CRa (N gapjets ≥ 1, ξZ < 0.5),
CRb (N gapjets ≥ 1, ξZ > 0.5) and CRc (N gapjets = 0, ξZ > 0.5)
and are depicted in Fig. 4. All analysis decisions and opti-
misations were performed with the signal region blinded, to
avoid any unintended biases.
The EW Z j j event yield is measured in the EW-enhanced
SR using a binned maximum-likelihood fit [67,68]. The log













where r is an index corresponding to the region r ∈
{CRa, CRb, CRc, SR}, i is the bin of the kinematic observ-
able, N datari is the observed event yield and νri (θ) is the pre-
diction that is dependent on the s sources of experimental
systematic uncertainty that are each constrained by nuisance
parameters θ = (θ1, . . . , θs).2 The fitted number of events in
each region and in each bin of a distribution is given by
νri = μi νEW,MCri + νstrongri + νother,MCri , (1)
2 The dependence of the prediction on the systematic uncertainties is
given by νri (θ) = νMCri
∏
s(1 + λris θs), where s is an index for the
uncertainty source, θs is the associated nuisance parameter and λris is
the fractional uncertainty amplitude for bin i in region r .
where μi is the EW Z j j signal strength of bin i , ν
EW,MC
ri
and νother,MCri are the MC predictions of EW Z j j and con-
tributions from other processes (diboson, t t̄ and single top),
respectively. The strong Z j j prediction is constrained using
the different EW-suppressed control regions according to
ν
strong
CRa,i = bL,i νstrong,MCCRa,i ,
ν
strong
CRb,i = bH,i νstrong,MCCRb,i ,
ν
strong
SRi = bL,i f (xi ) νstrong,MCSR,i ,
ν
strong
CRc,i = bH,i f (xi ) νstrong,MCCRc,i . (2)
Here, the bL,i and bH,i are sets of bin-dependent factors that
apply to the ξZ < 0.5 and ξZ > 0.5 regions, respectively.
These factors are primarily constrained in CRa and CRb,
where they adjust the predicted simulated strong Z j j event
yields and bring the total predicted yield (vri of Eq. 1) into
better agreement with data. The f (xi ) is a two-parameter
function of the observable that is being measured and is
evaluated at the centre of each bin. This function provides
a residual correction to the constrained strong Z j j yield to
account for the extrapolation from CRa (N gapjets ≥ 1) to the SR
(N gapjets = 0) and is primarily constrained by CRb and CRc.
The function is taken to be a first-order polynomial.
The free parameters in the binned maximum-likelihood
fit are therefore the signal strengths μi , the two parameters
of the function f (xi ), and the bL,i and bH,i corrections to
the strong Z j j process. In total, this amounts to 3 Nbins + 2
parameters that are constrained using 4 Nbins measurements
in data, where Nbins is the number of bins measured for a
specific observable (m j j , |y j j |, pt, andφ j j ).
The pre-fit and post-fit agreement between data and sim-
ulation is shown in Fig. 5 as a function of m j j in the signal
and control regions. Two separate fits are shown, one using
the Sherpa strong Z j j prediction (top row) and one using
the MG5_NLO+Py8’ prediction (bottom row). These simu-
lations initially have very different mismodelling as a func-
tion of m j j , but produce very good agreement with the data
following the fitting procedure. The overall scaling factor
applied to the strong Z j j prediction from MG5_NLO+Py8’
in the signal region is 0.93 at low m j j rising to 2.2 at high
m j j . For Sherpa, the corresponding scaling factors are 0.86
at lowm j j and 0.26 at highm j j . The pre-fit systematic uncer-
tainties shown on the plots are derived as outlined in Sect. 7.
Since there is no a priori reason to prefer any strong Z j j
generator over another, the EW Z j j component is extracted
three times, once using the Sherpa strong Z j j prediction,
once using the MG5_NLO+Py8’ strong Z j j prediction, and
once using the MG5+Py8 strong Z j j prediction. The final
electroweak signal yield in each bin of the differential distri-
bution is taken to be the midpoint of the envelope of yields
obtained using the three different strong Z j j event genera-
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Fig. 5 Comparison between data and prediction before (left) and after (right) the fit using strong Z j j estimates based on Sherpa (top) and
MG5_NLO+Py8’ (bottom) in bins of m j j in the different control and signal regions. The MG5_NLO+Py8’ prediction is obtained by a particle-
level reweighting of the strong Z j j simulation provided by MG5+Py8. The m j j bin edges are defined by (1.0, 1.5, 2.25, 3.0, 4.5, 7.5) TeV
tors. The envelope itself is used to define a systematic uncer-
tainty as outlined in Sect. 7.
The constraints on the strong Z j j simulation in Eq. 2
are evaluated independently for each of the measured dif-
ferential distributions (m j j , |y j j |, pt, and φ j j ). This
results in slightly different total EW Z j j and strong Z j j event
yields when summed across each differential spectrum. To
ensure consistency between the distributions, an additional
constraint is applied in the likelihood to ensure that the same






SR,i = ν̂strongSR,m j j , (3)
where ν̂strongSR,m j j is the event yield obtained by integrating the
constrained strong Z j j template for the m j j distribution in
the SR .
The electroweak extraction methodology is validated in
four ways. First, a variation of the likelihood method is imple-
mented by switching the control regions used to define the
strong Z j j simulation as defined in Eq. 2, such that the bi
factors are constrained in CRs at high ξZ and the f (xi ) func-
tion is then defined to correct for non-closure when trans-
ferring these corrections to low ξZ . Second, the constraint
on the strong Z j j background includes a function ( f (xi ))
that is taken to be a first-order polynomial by default. This
choice is validated by changing the function to a second-
order polynomial. Third, the constraint applied to the inte-
grated strong Z j j event yield (Eq. 3) is removed. Finally, a
simpler ‘sequential’ method is used to extract the EW Z j j
event yields. In this approach, the data-driven correction to
the strong Z j j is derived in CRa (assuming the SM predic-
tion for the electroweak process in this region) and directly
applied to the strong Z j j simulation in the SR. A transfer
factor to account for mismodelling between the SR and CRa
is evaluated at low m j j (250 ≤ m j j < 500 GeV). Non-
closure of the sequential method is evaluated in CRc using
corrections to the strong Z j j process derived in CRb; this
non-closure is used as a systematic uncertainty in the sequen-
tial method. The extracted electroweak event yields obtained
with these four variations are found to be in good agreement
with the nominal results and are presented in Appendix A.
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Table 3 Particle-level definition
of the measurement.
Rmin(1, j) denotes the
minimum R distance between
the highest
transverse-momentum lepton
(1) and any of the jets in the
event. Rmin(2, j) is similarly
defined
Dressed muons pt > 25 GeV and |η| < 2.4
Dressed electrons pt > 25 GeV and |η| < 2.47 (excluding 1.37 < |η| < 1.52)
Jets pt > 25 GeV and |y| < 4.4
VBF topology N = 2 (same flavour, opposite charge), m ∈ (81, 101) GeV
Rmin(1, j) > 0.4, Rmin(2, j) > 0.4
Njets ≥ 2, p j1t > 85 GeV, p
j2
t > 80 GeV
pt, > 20 GeV, p
bal
T < 0.15
m j j > 1000 GeV, |y j j | > 2, ξZ < 1
CRa VBF topology ⊕ N gapjets ≥ 1 and ξZ < 0.5
CRb VBF topology ⊕ N gapjets ≥ 1 and ξZ > 0.5
CRc VBF topology ⊕ N gapjets = 0 and ξZ > 0.5
SR VBF topology ⊕ N gapjets = 0 and ξZ < 0.5
6 Correction for detector effects
Particle-level differential cross-sections are produced by cor-
recting the inclusive Z j j and EW Z j j event yields in each
bin for the effects of detector inefficiency and resolution. The
EW Z j j event yields are extracted in the signal region using
the method outlined in the previous section. The inclusive
Z j j event yields are obtained by subtracting, from the data,
the small number of events predicted by simulation for pro-
cesses that do not contain a Z boson and two jets in the final
state (t t̄ , single-top, VV 
→ Z j j , and W+jets production).
For both inclusive and EW Z j j production, the event yields
in the e+e− and μ+μ− decay channels are added together
and unfolded in a single step.
The particle level is defined using final-state stable par-
ticles with mean lifetime satisfying cτ > 10 mm. To
reduce model-dependent extrapolations across kinematic
phase space, the particle-level event selection is defined to
be as close as possible to the detector-level event selection
defined in Sect. 4. Leptons are defined at the ‘dressed’ level,
as the four-momentum combination of a prompt electron or
muon (that do not originate from the decay of a hadron) and
all nearby prompt photons within R < 0.1. Leptons are
required to have pt > 25 GeV and have the same acceptance
requirement as used at the analysis level, i.e. muons satisfy
|η| < 2.4 and electrons satisfy |η| < 2.47 (but exclude the
region 1.37 < |η| < 1.52). Jets are reconstructed using the
anti-kt algorithm using all final-state stable particles as input,
except those that are part of a dressed-lepton object. Jets are
required to have pt > 25 GeV and |y| < 4.4. Using these
jets and leptons, events are then selected in a VBF topology
using requirements identical to those imposed at detector
level. The EW Z j j differential cross-sections are measured
in the SR, whereas inclusive Z j j differential cross-sections
are measured in the SR and the three CRs. The VBF topology,
SR and the three CRs are defined in Table 3.
Each distribution is unfolded separately using the iterative
Bayesian method proposed by D’Agostini [69,70] with two
iterations. This procedure uses MC simulations to (i) cor-
rect for events that pass the detector-level selection but not
the particle-level selection, (ii) invert the migration between
bins of the differential distribution, and (iii) correct for events
that pass the particle-level selection but not the detector-
level selection. For the EW Z j j differential cross-section
measurements, the Powheg+Py8 EW Z j j simulation is
used to define the corrections and the response matrices.
For the inclusive Z j j differential cross-section measure-
ments, all sources of Z j j production are part of the measure-
ment and the unfolding is carried out using the cross-section
weighted sum of the Powheg+Py8 EW Z j j simulation,
the Sherpa strong Z j j simulation, and the Sherpa diboson
samples that contain a leptonically decaying Z boson pro-
duced in association with a hadronically decaying weak
boson.
Statistical uncertainties in the data are propagated through
the unfolding procedure using the bootstrap method [71] with
1000 pseudo-experiments. For the EW Z j j measurements,
the electroweak extraction is repeated for each pseudo-
experiment after fluctuating the event yields, in each bin
of the signal and control regions, using a Poisson distribu-
tion. For the inclusive Z j j measurements, the background-
subtracted event yields are fluctuated using a Gaussian distri-
bution centred on the data-minus-background value and with
a width given by the data statistical uncertainty. The statistical
uncertainties in the MC simulation are propagated through
the unfolding procedure in a similar fashion, by fluctuating
each bin of the response matrix using a Gaussian distribution.
The unfolding is repeated with the modified distributions (or
response matrices) created for each pseudo-experiment. The
final statistical uncertainties in the measurement are taken
to be the standard deviation of the unfolded values obtained
from the ensemble of pseudo-experiments.
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7 Systematic uncertainties
Experimental systematic uncertainties
Experimental systematic uncertainties arise from jet recon-
struction, lepton reconstruction, the pile-up of multiple
proton–proton interactions, and the luminosity determina-
tion. These uncertainties affect the normalisation and shape
of the background simulations used in the extraction of the
EW Z j j process, as well as the MC simulations used to
unfold the EW Z j j and inclusive Z j j event yields. For the
extraction of the electroweak signal, each source of exper-
imental uncertainty is included as a Gaussian-constrained
nuisance parameter in the likelihood, as outlined in Sect. 5.
For the unfolding, each source of uncertainty is propagated
to the MC simulations and the change in the unfolded event
yield is taken as the systematic uncertainty.
The luminosity is measured to an accuracy of 1.7%
using van der Meer beam separation scans, as outlined in
Refs. [72,73]. Uncertainties in the modelling of pile-up inter-
actions are estimated by repeating the analysis after varying
the average number of pile-up interactions in the simulation.
This variation accounts for the uncertainty in the ratio of the
predicted and measured inelastic cross-sections within the
ATLAS fiducial volume [74].
A variation in the pile-up reweighting of simulated events
(referred to as pile-up uncertainty) is included to account for
the uncertainty in the ratio of the predicted and measured
inelastic cross-sections.
The lepton trigger, reconstruction and isolation efficien-
cies in simulation are corrected using scale factors derived
from data, as outlined in Sect. 3. Systematic uncertainties
associated with this procedure are estimated by varying
these scale factors according to their associated uncertain-
ties [57,58]. In addition, uncertainties due to differences
between data and simulation in the reconstructed lepton
momentum [57,62] are estimated by scaling and smearing
the lepton momentum in the simulation. The overall impact
on the differential cross-section measurement from system-
atic uncertainties associated with leptons is typically 1%, but
rises to 2% at the highest dilepton transverse momentum.
The uncertainties associated with jet energy scale and jet
energy resolution have a larger impact on the analysis. As
discussed in Sect. 4, the jets are calibrated in data using a
combination of MC-based and data-driven correction fac-
tors. The uncertainty in the measurement due to these cor-
rections is estimated by scaling and smearing the jet four-
momentum in the simulation by one standard deviation in
the associated uncertainties of the calibration procedure [65].
The impact on the differential cross-section measurements is
between 5% at low m j j or pt,, but more than 10% for
m j j > 4 TeV. An additional uncertainty arises from the use
of the jet vertex tagger, which suppresses jets arising from
pile-up interactions but is not fully efficient for jets produced
in the hard scatter. Uncertainties arising from imperfect mod-
elling of the JVT efficiency are estimated by varying the JVT
requirement [66] and result in an uncertainty of about 1%,
which is anti-correlated between the N gapjets = 0 and N gapjets ≥ 1
regions.
Theoretical uncertainties in the electroweak signal
extraction
Theoretical uncertainties associated with the modelling of the
signal and background processes can impact the extraction
of the electroweak signal yield. The impact of each source of
theory uncertainty on the extracted signal yield is evaluated
by repeating the electroweak extraction procedure (outlined
in Sect. 5) after varying the input MC event generator tem-
plates in the SR and the CRs. The variation in the extracted
signal yield is then propagated through the unfolding proce-
dure.
Theoretical uncertainties associated with the modelling of
the strong Z j j process are the dominant uncertainties in the
extraction of the electroweak signal yield. Three sources of
uncertainty in the strong Z j j modelling are investigated, aris-
ing from (i) the choice of event generator, (ii) the renormal-
isation and factorisation scale dependence in the strong Z j j
calculations, and (iii) the parton distribution functions. The
systematic uncertainty associated with the choice of event
generator is defined by the envelope of electroweak event
yields extracted using the Sherpa, MG5_NLO+Py8’ and
MG5+Py8 strong Z j j simulations (the default electroweak
event yield defined as the midpoint of this envelope, as dis-
cussed in Sect. 5). The uncertainty associated with the choice
of renormalisation and factorisation scales is assessed by
repeating the analysis using new strong Z j j templates for
Sherpa in which the renormalisation (μR) and factorisa-
tion (μF) scales have been varied independently by factors
of 0.5 and 2.0. Six variations are considered for each gen-
erator corresponding to (μR, μF) = (0.5, 1.0), (2.0,1.0),
(1.0, 0.5), (1.0, 2.0), (0.5,0.5) and (2.0,2.0). For each vari-
ation, the change in the extracted EW event yield relative
to that obtained with the default Sherpa strong Z j j sam-
ple is evaluated, and the envelope of the variations is then
taken to be the relative uncertainty in the extracted elec-
troweak yields. Finally, the impact of uncertainties associated
with the parton distribution functions is estimated using the
Sherpa generator, by reweighting the nominal strong Z j j
sample to reproduce the variations of the NNPDF3.0nnlo
PDF set (including the associated αsvariations) and repeat-
ing the full analysis chain for each variation. The systematic
uncertainty in the extracted EW signal yields due to PDFs is
then taken as the RMS of signal yields extracted from the PDF
set variations. Of the three sources of uncertainty associated
with modelling strong Z j j production, the choice of event
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generator has the largest impact on the extracted electroweak
yields.
Theoretical uncertainties associated with the modelling
of the EW Z j j process have a much smaller impact on the
extraction of the electroweak component because, for each
bin of a measured distribution, the only theoretical input is
the relative event yields in the SR and CRs. The theoretical
uncertainty due to the mismodelling of the EW Z j j pro-
cess is determined by repeating the analysis after reweight-
ing the default Powheg-BoxEW Z j j simulation such that
it matches the prediction of the Herwig7+Vbfnlo EW Z j j
simulation at particle level. The change in extracted EW
event yield with respect to the nominal event yield extracted
with Powheg+Py8 is taken as a symmetric uncertainty. The
signal-modelling dependence is further validated using the
leading-order Sherpa EW Z j j simulation to extract the elec-
troweak event yield and the results are found to be consistent
and within the assigned uncertainty due to electroweak Z j j
modelling. Systematic uncertainties associated with the par-
ton distribution functions used in the matrix-element calcu-
lation are investigated, by applying the NNPDF3.0nnlo PDF
set variations to the Sherpa EW Z j j simulation, and found
to have a much smaller impact than the choice of event gen-
erator. Variations of renomalisation and factorisation scales
in the matrix-element calculations are also found to have a
negligible impact on the final result. The total systematic
uncertainty associated with the signal modelling is typically
between 2–3%.
The electroweak extraction methodology assumes that
there is no interference between the EW Z j j process and
the strong Z j j process. The size of the interference contri-
bution relative to the electroweak signal process is estimated
at particle level using MadGraph5 as a function of the mea-
sured kinematic variables in the SR and CRs. The uncertainty
associated with the interference is then defined as the change
in the extracted electroweak yield induced by reweighting the
default Powheg+Py8 EW Z j j sample such that it contains
the interference contribution, and is taken to be symmetric.
This source of uncertainty is typically a factor of five smaller
than the uncertainty associated with the modelling of the
strong Z j j process.
Uncertainties in the unfolding procedure
Uncertainties associated with the unfolding procedure are
estimated in two ways. First, the data are unfolded using a
different simulation and the deviation from the nominal result
is taken as a systematic uncertainty. For the EW Z j j dif-
ferential cross-section measurements, the Sherpa EW Z j j
simulation is used in place of the Powheg+Py8 EW Z j j
simulation. For the inclusive Z j j differential cross-section
measurements, the MG5+Py8 strong Z j j simulation is used
in place of theSherpa strong Z j j simulation. Second, a data-
driven closure test is performed separately for each observ-
able, to assess the potential bias in the unfolding method.
In this approach, the particle-level distribution is reweighted
such that it provides a better description of the data at detec-
tor level. The reweighted detector-level prediction is then
unfolded using the response matrix and other corrections
derived from nominal (unweighted) Powheg+Py8 EW Z j j
simulation. The systematic uncertainty associated with the
unfolding method is defined as the difference between the
unfolded spectrum and the reweighted particle-level predic-
tion; it is taken to be a symmetric uncertainty.
Summary of systematic uncertainties
The final uncertainties in the differential cross-section mea-
surements of EW Z j j production and inclusive Z j j produc-
tion are shown in Fig. 6. For the inclusive Z j j measure-
ments, the jet energy scale and jet energy resolution uncer-
tainties dominate. However, for the EW Z j j measurements
the uncertainties associated with the modelling of the strong
Z j j process dominate.
8 Results
The differential cross-sections for EW Z j j production as
a function of m j j , |y j j |, pt,, and φ j j are shown in
Fig. 7 and are compared with theoretical predictions pro-
duced by Herwig7+Vbfnlo , Powheg+Py8 and Sherpa.
The set-up of the theoretical predictions is discussed in
Sect. 3. The effects of scale uncertainties on the Her-
wig7+Vbfnlo prediction are estimated by independently
varying the scale used in the matrix-element calculation
and the scale associated with the parton shower by fac-
tors of 0.5 or 2.0. The effects of scale uncertainties on the
Sherpa prediction are estimated by varying the renormalisa-
tion and factorisation scales used in the matrix-element cal-
culation independently by a factor of 0.5 or 2.0. The effects of
scale uncertainties on the Powheg+Py8 prediction are eval-
uated by independently varying the renormalisation, factori-
sation and resummation scales by factors of 0.5 or 2.0. Addi-
tional uncertainties on the Powheg+Py8 prediction associ-
ated with the parton-shower and underlying-event parame-
ters in Pythia8 are evaluated using the AZNLO eigentune
variations [34]. PDF uncertainties on the EW Z j j predic-
tions are estimated by reweighting the nominal sample to
reproduce the 100 variations of the NNPDF3.0nnlo PDF sets
and taking the RMS of these variations; the impact of PDF-
related uncertainties on the EW Z j j predictions are found to
be much smaller than the impact of scale uncertainties.
In general, the Herwig7+Vbfnlo prediction is found
to be in reasonable agreement with the data for all mea-
sured distributions. The Powheg+Py8 prediction is found
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Fig. 6 Fractional uncertainty in the inclusive Z j j measurement (top) and the EW Z j j measurement (bottom) as a function of m j j (left) and pt,
(right). Uncertainty sources are grouped in categories that are added in quadrature (denoted ⊕) to give the total uncertainty. The ‘EW Z j j model’
component includes the uncertainty on the EW Z j j prediction and the impact of interference between the strong Z j j and EW Z j j processes.
The ‘strong Z j j model’ uncertainty is dominated by the choice of generator used for the strong Z j j prediction, but also includes the impact of
renormalisation/factorisation scale variations and PDF set variations
to overestimate the EW Z j j cross-section at high m j j , high
|y j j |, and intermediate pt,. Furthermore, the central value
of the Powheg+Py8 prediction often does not agree with
the Herwig7+Vbfnlo prediction, within the assigned the-
oretical uncertainties. A similar discrepancy between the-
oretical predictions was noted for EW VV j j processes
in Ref. [18] and was attributed to the set-up of the par-
ton shower when matched to the matrix-element calcula-
tions. The Sherpa prediction significantly underestimates
the measured differential cross-sections, due to a non-optimal
setting of the colour flow [18]. However, despite the offset
in normalisation, the shape of the measured distributions is
reasonably well produced by Sherpa. Under the assumption
that there are no new physics contributions to the EW Z j j
process, the measurements presented in this article therefore
constrain the choice of theoretical predictions that should be
used for signal modelling in future measurements that exploit
weak-boson fusion or weak-boson scattering. In particular,
the EW Z j j differential cross-section measurements can be
used to determine the optimal parameter choices for each
event generator, and poor parameter choices can be ruled out
entirely.
A fiducial cross-section for EW Z j j production is calcu-
lated, by integrating the differential cross-section as a func-
tion of m j j , and found to be
σEW = 37.4 ± 3.5 (stat) ± 5.5 (syst) fb.
This is in excellent agreement with the theoretical predic-
tion from Herwig7+Vbfnlo , which is 39.5 ± 3.4 (scale)±
1.2 (PDF) fb.
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Fig. 7 Differential cross-sections for EW Z j j production as a function of m j j (top left), |y j j | (top right), pt, (bottom left) and φ j j (bottom
right). The unfolded data are shown as black points, with the statistical uncertainty represented by an error bar and the total uncertainty represented
as a grey band. The data are compared with theoretical predictions produced by Herwig7+Vbfnlo (red points), Powheg+Py8 (blue points) and
Sherpa 2.2.1 (orange points). Uncertainty bands are shown for the three theoretical predictions. Each theory prediction is slightly offset from the
bin center to avoid overlap
Differential cross-sections for inclusive Z j j production
as a function of m j j , |y j j |, pt, and φ j j are also mea-
sured in the signal and control regions that are used to
extract the electroweak component. These measurements
can be used to re-evaluate the electroweak contribution in
the future, when new theoretical predictions for the strong
Z j j background presumably will become available. The dif-
ferential cross-sections for inclusive Z j j production mea-
sured in the SR as a function of m j j , |y j j |, pt,, and
φ j j are shown in Fig. 8. The differential cross-sections
measured in CRa for inclusive Z j j production as a function
of m j j and pt, are shown in Fig. 9. The data are compared
with the strong Z j j predictions provided by Sherpaand
MG5_NLO+Py8, augmented with the EW Z j j contribution
predicted by Herwig7+Vbfnlo and the V Z contribution
predicted by Sherpa. The effects of scale uncertainties on
the strong Z j j predictions dominate the overall uncertainty
in each prediction and are estimated by independently vary-
ing the renormalisation and factorisation scales by factors of
0.5 and 2.0 (with six variations considered for each gener-
ator). PDF uncertainties on the strong Z j j predictions are
estimated using the variations of the NNPDF PDF sets. The
total uncertainty on the strong Z j j predictions is taken to
be the envelope of the scale variations added in quadrature
with the PDF uncertainty. Overall, the data is best described
when using the MG5_NLO+Py8 prediction for strong Z j j
production.
The unfolded differential cross-sections for EW Z j j pro-
duction and inclusive Z j j production are documented in tab-
ular form in Appendix B. The data are also provided in the
HEPDATA repository [75] and a Rivet analysis routine is
provided [76,77].
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Fig. 8 Differential cross-sections measured in the SR for inclusive Z j j production as a function of m j j (top left), |y j j | (top right), pt, (bottom
left) and φ j j (bottom right). The unfolded data are shown as black points, with the statistical uncertainty represented by an error bar and the
total uncertainty represented as a grey band. The data are compared with theoretical predictions constructed from different strong Z j j predictions
provided by Sherpa (green) and MG5_NLO+Py8 (blue). Uncertainty bands are shown for the two theoretical predictions. Each theory prediction
is slightly offset from the bin center to avoid overlap
9 Constraints on anomalous weak-boson
self-interactions
In this section, the measured EW Z j j differential cross-
sections are used to constrain extensions to the SM that pro-
duce anomalous weak-boson self-interactions. The anoma-
lous interactions are introduced using an effective field theory
(EFT), for which the effective Lagrangian is given by






where LSM is the SM Lagrangian, the Oi are dimension-six
operators in the Warsaw basis [78], and the ci/2 are Wilson
coefficients that describe the strength of the anomalous inter-
actions induced by those operators. Constraints are placed on
two CP-even operators (OW , OHWB) and two CP-odd oper-
ators (ÕW , ÕHWB), which are known to produce anomalous
WWZ interactions.
Theoretical predictions are constructed for the EW Z j j
process using the effective Lagrangian in Eq. 4. The ampli-
tude for the EW Z j j process is split into a SM part, MSM,
and a dimension-six part, Md6, which contains the anoma-
lous interactions. The differential cross-section or squared
amplitude then has three contributions
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Fig. 9 Differential cross-sections measured in CRa for inclusive Z j j production as a function of m j j (left) and pt, (right), where CRa is defined
by N gapjets ≥ 1 and ξZ < 0.5. The unfolded data are shown as black points, with the statistical uncertainty represented by an error bar and the
total uncertainty represented as a grey band. The data are compared with theoretical predictions constructed from different strong Z j j predictions
provided by Sherpa (green) and MG5_NLO+Py8 (blue). Uncertainty bands are shown for the two theoretical predictions. Each theory prediction
is slightly offset from the bin center to avoid overlap
|M|2 = |MSM|2 + 2 Re(M∗SMMd6) + |Md6|2, (5)
namely a pure SM term |MSM|2, a pure dimension-six term
|Md6|2, and a term that contains the interference between the
SM and dimension-six amplitudes, 2 Re(M∗SMMd6). The
constraints on the dimension-six operators presented in this
section are derived both with and without the pure dimension-
six terms included in the theoretical prediction. This tests
whether the results are robust against missing dimension-
eight operators in the EFT expansion.
The pure-SM contribution to the EW Z j j differential
cross-sections in Eq. 5 is taken to be the prediction fromHer-
wig7+Vbfnlo . The contributions arising from the interfer-
ence and pure dimension-six terms are generated at leading
order in perturbative QCD using MadGraph5+Pythia8,
with the interactions from the dimension-six operators pro-
vided by the SMEFTSim package [79]. The A14 set of tuned
parameters is used for parton showering, hadronisation and
multiple parton scattering. To account for missing higher-
order QCD corrections, the interference and pure dimension-
six contributions are scaled using a bin-dependent K -factor,
which is defined by the ratio of pure-SM EW Z j j differential
cross-sections predicted by Herwig7+Vbfnlo and Mad-
Graph5+Pythia8 in each bin.
The impact of the interference and pure dimension-six
contributions to the EW Z j j differential cross-sections is
shown relative to the pure SM contribution in Fig. 10. The
Wilson coefficients were chosen to be cW /2 = 0.2 TeV−2,
c̃W /2 = 0.2 TeV−2, cHW B/2 = 1.8 TeV−2 and
c̃HW B/2 = 1.8 TeV−2. For the CP-even OW operator,
the high-pt, region is particularly sensitive to the anoma-
lous interactions, a feature that was seen in previous stud-
ies for EW V j j production [23,80]. The pure dimension-six
contributions to the cross-section dominate in this region.
The φ j j observable is also found to be very sensitive to
the anomalous interactions induced by the OW operator, but
in this observable the interference contribution dominates.
For the CP-even OHWB operator, the interference contribu-
tion dominates in all distributions, with the φ j j observable
showing the largest kinematic dependences. For the CP-odd
operators, the interference contribution is zero in the parity-
even observables (m j j , |y j j |, pt,). However, the interfer-
ence contribution produces large asymmetric effects in the
parity-odd φ j j observable. Constraints are therefore placed
on Wilson coefficients using the measured EW Z j j differen-
tial cross-section as a function of φ j j .
The measured differential cross-section as a function of
φ j j and the corresponding EFT-dependent theoretical pre-
diction are used to define a likelihood function. Statisti-
cal correlations amongst the bins of φ j j in the EW Z j j
measurement are estimated using a bootstrap procedure (as
outlined in Sect. 6) and included in the likelihood func-
tion. Each source of systematic uncertainty in the mea-
surement is implemented as a Gaussian-constrained nui-
sance parameter and is hence treated as fully correlated
across bins, but uncorrelated with other uncertainty sources.
Uncertainties in the theoretical prediction are also imple-
mented as Gaussian-constrained nuisance parameters. These
uncertainties include (i) scale and PDF uncertainties in
the Herwig7+Vbfnlo prediction, (ii) an additional shape
uncertainty defined by the difference between the Her-
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Fig. 10 Impact of the OW ,
ÕW , OHWB and ÕHWB
operators on the EW Z j j
differential cross-sections. The
expected contributions from the
pure dimension-six term
(|Md6|2) and from the
interference between the SM
and dimension-six amplitudes
(2 Re(M∗SMMd6)) are shown
relative to the pure-SM
prediction and represented as
dotted and dashed lines,
respectively. The total
contribution to the EW Z j j
cross-section is shown as a solid
line
wig7+Vbfnlo and Powheg+Py8 predictions, and (iii) an
uncertainty in the bin-dependent K -factor that arises from
finite statistics in the MC samples. The confidence level
at each value of Wilson coefficient is calculated using the
profile-likelihood test statistic [81], which is assumed to be
distributed according to a χ2 distribution with one degree of
freedom following from Wilks’ theorem [82]. This allows the
95% confidence intervals to be constructed for each Wilson
coefficient. The expected 95% coverage is validated by gen-
erating pseudo-experiments, both around the SM hypothesis
and at various points in the EFT parameter space.
The expected and observed 95% confidence intervals on
the dimension-six operators are shown in Table 4. For each
Wilson coefficient, confidence intervals are shown when
including or not-including the pure dimension-six contribu-
tion in the theoretical prediction. As expected from Fig. 10,
the 95% confidence intervals are almost unaffected if the pure
dimension-six contributions are excluded from the theoret-
ical prediction. The compatibility with the SM hypothesis
is found to be poor for one of the operators (ÕHWB), with
a corresponding p-value of 1.6%. The probability that fluc-
tuations around the SM prediction cause this feature when
constraining these four Wilson coefficients is investigated
using pseudo-experiments. For each pseudo-experiment, the
p-value for the compatibility with the SM hypothesis is cal-
culated for each of the four Wilson coefficients. The fraction
of pseudo-experiments that produce a p-value lower than
1.6% for any of the Wilson coefficients is found to be 6.2%.
The 95% confidence intervals for the CP-even and CP-
odd operators can be translated into the HISZ basis [83–85]
and be compared with previous ATLAS and CMS results.
The observed and expected 95% confidence intervals for the
cWWW /2 Wilson coefficient are [–2.7, 5.8] TeV−2 and [–
4.4, 4.1] TeV−2, respectively. The observed and expected
95% confidence intervals for the c̃WWW /2 Wilson coeffi-
cient are [–1.6, 2.0] TeV−2 and [–1.7, 1.7] TeV−2 respec-
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Table 4 Expected and observed 95% confidence interval for the four Wilson coefficients, using fits to the EW Z j j differential cross-section
measured as a function of φ j j . Results are presented when including or excluding the pure dimension-six contributions to the EFT prediction.
The p-value quantifying the compatibility with the SM hypothesis is also shown for each Wilson coefficient. The global p-value associated with
constraining these four Wilson coefficients is investigated using pseudo-experiments, as outlined in the text
Wilson coefficient Includes |Md6|2 95% confidence interval [TeV−2] p-value (SM)
Expected Observed
cW /2 No [−0.30, 0.30] [−0.19, 0.41] 45.9%
Yes [−0.31, 0.29] [−0.19, 0.41] 43.2%
c̃W /2 No [−0.12, 0.12] [−0.11, 0.14] 82.0%
Yes [−0.12, 0.12] [−0.11, 0.14] 81.8%
cHW B/2 No [−2.45, 2.45] [−3.78, 1.13] 29.0%
Yes [−3.11, 2.10] [−6.31, 1.01] 25.0%
c̃HW B/2 No [−1.06, 1.06] [0.23, 2.34] 1.7%
Yes [−1.06, 1.06] [0.23, 2.35] 1.6%
tively. These confidence intervals are slightly weaker in sen-
sitivity than the confidence intervals derived using measure-
ments of W+W− production at ATLAS [86], WZ produc-
tion at CMS [87], and measurements of EW Z j j production
at CMS [23]. However, the constraints from those previous
measurements were obtained with the pure dimension-six
terms included in the theoretical prediction and therefore are
more sensitive to the impact of missing higher-dimensional
operators in the effective field theory expansion. For example,
the constraints obtained from measurements ofWW andWZ
production are shown to weaken by a factor of ten when the
pure dimension-six terms are excluded, due to helicity selec-
tion rules that suppress the interference contribution in dibo-
son processes [88,89]. Similarly, the constraints obtained
from EW Z j j production at CMS were obtained from a fit
to the pt, distribution, which can be dominated by the pure
dimension-six terms as shown in Fig. 10. The results pre-
sented in this paper therefore have two novel aspects. First,
they constitute the strongest limits when pure dimension-six
contributions are excluded from the theoretical prediction.
Second, the limits are derived from a parity-odd observable,
which is sensitive to the interference between the SM and CP-
odd amplitudes and is therefore a direct test of CP invariance
in the weak-boson self-interactions [5].
10 Conclusion
Differential cross-section measurements for the electroweak
production of dijets in association with a Z boson (EW Z j j)
are presented for the first time, using proton–proton collision
data collected by the ATLAS experiment at a centre-of-mass
energy of
√
s = 13 TeV and with an integrated luminos-
ity of 139 fb−1. This process is defined by the t-channel
exchange of a weak vector boson and is extremely sensitive
to the vector-boson fusion process. Measurements of elec-
troweak Z j j production therefore probe the WWZ interac-
tion and provide a fundamental test of the SU(2)L×U(1)Y
gauge symmetry of the Standard Model of particle physics.
The differential cross-sections for EW Z j j production are
measured in the Z → +− decay channel ( = e, μ) as
a function of four observables: the dijet invariant mass, the
rapidity interval spanned by the two jets, the signed azimuthal
angle between the two jets, and the transverse momentum of
the dilepton pair. The data are corrected for detector inef-
ficiency and resolution using an iterative Bayesian method
and are compared to state-of-the-art theoretical predictions
from Powheg+Pythia8, Herwig7+Vbfnlo and Sherpa.
The data favour the prediction from Herwig7+Vbfnlo .
Powheg+Pythia8 predicts too large a cross-section at high
values of dijet invariant mass, at large dijet rapidity intervals,
and at intermediate values of dilepton transverse momen-
tum. Sherpa predicts too small a cross-section across the
measured phase space. Differential cross-section measure-
ments for inclusive Z j j production are also provided in the
signal and control regions used to extract the electroweak
component.
The detector-corrected measurements are used to search
for signatures of anomalous weak-boson self-interactions
using the framework of a dimension-six effective field theory.
The signed azimuthal angle between the two jets is found to
be the most sensitive observable when examining the impact
of both the CP-even and CP-odd dimension-six operators.
The dimension-six operators are found to be primarily con-
strained by the contribution to the cross-section from the
interference between the SM and dimension-six scattering
amplitudes. This makes the results less sensitive to missing
higher-order operators in the effective field theory expansion
when compared to previous results that search for anoma-
lous weak-boson self-interactions. Furthermore, all limits are
derived from a parity-odd observable, which is sensitive to
123
Eur. Phys. J. C           (2021) 81:163 Page 19 of 42   163 
the interference between the SM and CP-odd amplitudes and
is therefore a direct test of charge conjugation and parity
invariance in the weak-boson self-interactions.
Acknowledgements We thank CERN for the very successful oper-
ation of the LHC, as well as the support staff from our institutions
without whom ATLAS could not be operated efficiently. We acknowl-
edge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC,
Australia; BMWFW and FWF, Austria; ANAS, Azerbaijan; SSTC,
Belarus; CNPq and FAPESP, Brazil; NSERC, NRC and CFI, Canada;
CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIEN-
CIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech Republic;
DNRF and DNSRC, Denmark; IN2P3-CNRS and CEA-DRF/IRFU,
France; SRNSFG, Georgia; BMBF, HGF and MPG, Germany; GSRT,
Greece; RGC and Hong Kong SAR, China; ISF and Benoziyo Center,
Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; NWO,
Netherlands; RCN, Norway; MNiSW and NCN, Poland; FCT, Portu-
gal; MNE/IFA, Romania; MES of Russia and NRC KI, Russia Fed-
eration; JINR; MESTD, Serbia; MSSR, Slovakia; ARRS and MIZŠ,
Slovenia; DST/NRF, South Africa; MINECO, Spain; SRC and Wal-
lenberg Foundation, Sweden; SERI, SNSF and Cantons of Bern and
Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey; STFC, United
Kingdom; DOE and NSF, United States of America. In addition,
individual groups and members have received support from BCKDF,
CANARIE, Compute Canada and CRC, Canada; ERC, ERDF, Horizon
2020, Marie Skłodowska-Curie Actions and COST, European Union;
Investissements d’Avenir Labex, Investissements d’Avenir Idex and
ANR, France; DFG and AvH Foundation, Germany; Herakleitos, Thales
and Aristeia programmes co-financed by EU-ESF and the Greek NSRF,
Greece; BSF-NSF and GIF, Israel; CERCA Programme Generalitat
de Catalunya and PROMETEO Programme Generalitat Valenciana,
Spain; Göran Gustafssons Stiftelse, Sweden; The Royal Society and
Leverhulme Trust, United Kingdom. The crucial computing support
from all WLCG partners is acknowledged gratefully, in particular from
CERN, the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Den-
mark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany),
INFN-CNAF (Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Tai-
wan), RAL (UK) and BNL (USA), the Tier-2 facilities worldwide and
large non-WLCG resource providers. Major contributors of computing
resources are listed in Ref. [90].
Data Availability Statement This manuscript has no associated data
or the data will not be deposited. [Authors’ comment: All ATLAS sci-
entific output is published in journals, and preliminary results are made
available in Conference Notes. All are openly available, without restric-
tion on use by external parties beyond copyright law and the standard
conditions agreed by CERN. Data associated with journal publications
are also made available: tables and data from plots (e.g. cross section
values, likelihood profiles, selection efficiencies, cross section limits,
...) are stored in appropriate repositories such as HEPDATA (http://
hepdata.cedar.ac.uk/). ATLAS also strives to make additional material
related to the paper available that allows a reinterpretation of the data
in the context of new theoretical models. For example, an extended
encapsulation of the analysis is often provided for measurements in the
framework of RIVET (http://rivet.hepforge.org/). This information is
taken from the ATLAS Data Access Policy, which is a public docu-
ment that can be downloaded from http://opendata.cern.ch/record/413
[opendata.cern.ch].]
Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adaptation,
distribution and reproduction in any medium or format, as long as you
give appropriate credit to the original author(s) and the source, pro-
vide a link to the Creative Commons licence, and indicate if changes
were made. The images or other third party material in this article
are included in the article’s Creative Commons licence, unless indi-
cated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permit-
ted use, you will need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.
Funded by SCOAP3.
A Validation of electroweak extraction methodology
The method used to extract the EW Z j j event yield uses three
control regions to constrain the modelling of the strong Z j j
background process (see Sect. 5). In this appendix, additional
details and validations of the method are presented. First, the
EW yields extracted with different strong Z j j predictions is
presented. The spread of the extracted yields constitutes the
dominant modelling uncertainty in the measured EW Z j j
differential cross-sections. Second, EW yields are presented
for variations of the electroweak extraction method.
Impact of strong Z j j generator choice
Figure 11 shows the EW Z j j event yields extracted using
the Sherpa, MG5_NLO+Py8’ and MG5+Py8 event gener-
ators to predict the strong Z j j background. The results are
presented for each bin of the four measured distributions
(m j j , |y j j |, pt, and φ j j ). Also shown is the nominal
measurement, the central value of which is taken to be the
midpoint of the EW Z j j event yields extracted using the
three strong Z j j predictions. The EW Z j j yields obtained
using Sherpa for the strong Z j j process are typically the
largest, while those obtained using MG5+Py8 for the strong
Z j j process are typically the lowest. The uncertainty on the
nominal measurement due to strong Z j j generator choice is
defined as the envelope of the EW Z j j event yields obtained
using the three strong Z j j predictions.
Variations of the electroweak extraction method
The degree to which the measured EW Z j j differential cross-
sections depend on the electroweak extraction method is
investigated in this section. First, three variations are applied
to the nominal likelihood-based extraction method presented
in Sect. 5. These are:
1. Inverted Control Regions: In this variation, CRa and CRc
are swapped in Eq. 2. This means that the bi factors are
constrained in control regions at high ξZ and the f (xi )
function is then defined to correct for non-closure when
transferring these corrections to low ξZ .
2. Function choice: In this variation, the choice of f (xi )
in Eq. 2 is changed from a first-order polynomial to a
second-order polynomial.
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Fig. 11 EW Z j j event yields obtained when using the Sherpa, MG5_NLO+Py8’ and MG5+Py8 predictions for the strong Z j j process. The
extracted EW Z j j yields are presented for each bin of the four observables (m j j , |y j j |, φ j j and pt,). The nominal EW Z j j measurement is
defined as the midpoint of the three generator-specific measurements, with a ‘generator choice’ systematic defined by the envelope. Experimental
systematic uncertainties are not shown (they tend to be small as can be seen in Fig. 6)
3. Unconstrained strong Z j j yield: In this variation, the
constraint applied to the integrated strong Z j j event yield
(Eq. 3) is removed. This allows the integrated strong Z j j
yield to be different between different differential distri-
butions.
In addition, a simpler ‘sequential’ method is used to
extract the EW Z j j yields. In this approach, the EW Z j j
yield of bin i in the signal region (SR) is defined by
νEWSR,i = N dataSR,i − k rCRa,i νstrong,MCSR,i − νother,MCSR,i , (6)
where N dataSR,i is the observed event yield in that bin, ν
strong,MC
SR,i
is the strong Z j j background yield predicted by simulation,
and νother,MCSR,i is the event yield from other simulated back-
ground processes. The data-driven constraints on the strong
Z j j background, rCRa,i and k, are defined by
rCRa,i =
(





and k = rSR,0/rCRa,0,
where νEW,MCCRa,i is the predicted EW Z j j contamination in the
control region and is estimated using Herwig7+Vbfnlo .
The index ‘0’ in the definition of k specifies a normalisation
region defined by 250 ≤ m j j < 500 GeV. The electroweak
signal yield in each bin of the differential distribution is taken
to be the midpoint of the envelope of yields obtained using
the Sherpa, MG5_NLO+Py8’ and MG5+Py8 predictions
for the strong Z j j background. The systematic uncertainties
on the sequential method are evaluated in the same way as
for the nominal method, using the procedures outlined in
Sect. 7. Non-closure of the sequential method is evaluated
by deriving the constraints on the strong Z j j process using
data in CRb and applying them to the strong Z j j prediction in
CRc. This non-closure is assigned as an additional systematic
uncertainty in the sequential method.
Figure 12 shows the EW Z j j event yields measured with
the four variations in the electroweak extraction method. The
results are found to be in good agreement with the nominal
method. In particular, the deviation in the extracted event
yields tend to lie within the uncertainty that arises from the
strong Z j j generator choice. The agreement between the
nominal result and the result obtained with each variation in
extraction method is quantified using a χ2 test for each dis-
tribution, with the correlations between measurements deter-
mined using the bootstrap method [71]. Good agreement is
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Fig. 12 Extracted EW Z j j event yields in bins of the four observables measured using five different methods. The nominal measurements with
their associated uncertainties are shown as bands, while the measurements based on the four variations to the EW Z j j extraction methodology
are shown as points with error bars corresponding to their associated total uncertainty (excluding the experimental systematics, that tend to be
significantly smaller)
found between the nominal result and each of the results
obtained with the different electroweak extraction methods.
B Tabulated differential cross-section measurements
In this section, the measured EW Z j j and inclusive Z j j dif-
ferential cross-sections are presented in tabular form. The
differential cross-sections measured as a function of m j j ,
|y j j |, pt,, and φ j j are presented in Tables 5–8. The
EW Z j j differential cross-sections are measured in the sig-
nal region, whereas the inclusive Z j j differential cross-
sections are measured in the signal region and the three con-
trol regions. The fiducial definition for the signal and control
regions are defined in Sect. 6.
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Table 5 Differential cross-section measurements for EW Z j j production and inclusive Z j j production as a function of m j j . The EW Z j j
measurements are performed in the signal region. The inclusive Z j j measurements are performed in the signal region and three control regions.
The different sources of uncertainty are grouped together for each measurement, with a more granular breakdown of each uncertainty available in
HEPDATA
EW Z j j SR, m j j cross-section measurements
dσ / dm j j [ab/GeV] - - - - 41 14 5.5 1.3 0.10
Stat. unc. [%] – – – – 13 13 13 17 26
Gen. choice [%] – – – – 11 11 9.4 14 7.6
Theory syst. [%] – – — – 8.1 6.6 4.3 3.1 1.2
Jet syst. [%] – – – – 8.4 6.9 6.3 9.4 14
Unfolding syst. [%] – – – – 2.3 1.1 0.7 0.6 0.6
Other syst. [%] – – – – 2.0 2.0 2.3 2.2 3.0
Inclusive Z j j SR, m j j cross-section measurements
dσ / dm j j [ab/GeV] 510 1040 700 320 120 31 8.8 1.7 0.12
Stat. unc. [%] 1.6 1.0 0.9 1.3 1.5 2.3 4.5 7.2 21
Jet syst. [%] 5.2 3.8 3.3 3.6 3.6 3.5 4.1 6.6 15
Unfolding syst. [%] 2.3 1.6 0.9 0.6 0.5 0.4 0.5 0.6 0.6
Other syst. [%] 2.8 2.8 2.8 2.8 2.8 2.8 2.9 2.9 3.4
Inclusive Z j j CRa, m j j cross-section measurements
dσ / dm j j [ab/GeV] 250 610 560 320 130 37 8.7 1.6 0.10
Stat. unc. [%] 2.2 1.2 1.0 1.3 1.3 2.1 4.4 7.3 22
Jet syst. [%] 11 11 9.4 8.6 8.6 8.1 9.9 11 14
Unfolding syst. [%] 6.7 5.3 4.1 3.3 2.7 2.6 3.0 3.9 5.3
Other syst. [%] 2.3 2.3 2.3 2.4 2.4 2.5 2.5 2.6 2.8
Inclusive Z j j CRb, m j j cross-section measurements
dσ / dm j j [ab/GeV] 190 430 330 150 54 10 1.4 0.11 -
Stat. unc. [%] 2.5 1.4 1.2 1.8 2.2 4.2 11 28 –
Jet syst. [%] 11 9.0 7.6 8.0 7.4 7.9 9.0 8.9 –
Unfolding syst. [%] 2.3 2.4 2.4 2.1 1.8 2.1 3.0 3.8 –
Other syst. [%] 2.3 2.3 2.3 2.4 2.4 2.5 2.6 2.6 –
Inclusive Z j j CRc, m j j cross-section measurements
dσ / dm j j [ab/GeV] 350 690 390 140 37 5.7 0.60 0.07 -
Stat. unc. [%] 1.9 1.2 1.2 2.0 2.7 5.8 18 36 –
Jet syst. [%] 6.7 3.6 3.3 5.0 2.3 4.7 5.5 4.0 –
Unfolding syst. [%] 1.2 1.0 0.8 0.9 1.1 1.6 2.1 2.3 –
Other syst. [%] 2.8 2.8 2.8 2.8 2.8 2.9 2.9 3.1 –
Low bin edge [TeV] 0.25 0.35 0.50 0.75 1.0 1.5 2.2 3.0 4.5
High bin edge [TeV] 0.35 0.50 0.75 1.0 1.5 2.2 3.0 4.5 7.5
123
Eur. Phys. J. C           (2021) 81:163 Page 23 of 42   163 
Table 6 Differential cross-section measurements for EW Z j j production and inclusive Z j j production as a function of |y j j |. The EW Z j j
measurements are performed in the signal region. The inclusive Z j j measurements are performed in the signal region and three control regions.
The different sources of uncertainty are grouped together for each measurement, with a more granular breakdown of each uncertainty available in
HEPDATA
EW Z j j SR, |y j j | cross-section measurements
dσ / d|y j j | [fb] 3.6 6.3 9.3 13 14 13 10 7.1 1.2
Stat. unc. [%] 38 22 16 14 15 15 20 13 14
Gen. choice [%] 7.5 4.0 9.8 17 17 14 10 12 10
Theory syst. [%] 18 11 8.5 6.7 8.0 7.5 7.5 3.6 1.8
Jet syst. [%] 21 10.0 6.9 7.0 6.4 8.3 13 6.2 11
Unfolding syst. [%] 8.4 6.3 3.9 2.8 2.3 1.5 1.1 0.7 0.1
Other syst. [%] 2.6 2.3 2.2 2.4 2.1 2.0 2.0 1.9 2.2
Inclusive Z j j SR, |y j j | cross-section measurements
dσ / d|y j j | [fb] 13 18 25 32 36 36 31 14 1.6
Stat. unc. [%] 3.9 3.8 3.2 3.5 3.3 2.9 3.2 3.0 6.3
Jet syst. [%] 2.7 2.1 2.2 2.6 2.9 5.7 4.5 4.2 7.7
Unfolding syst. [%] 0.7 0.6 0.5 0.4 0.3 0.3 0.4 0.4 0.3
Other syst. [%] 2.9 2.9 2.9 2.9 2.9 2.8 2.9 2.8 2.9
Inclusive Z j j CRa, |y j j | cross-section measurements
dσ / d|y j j | [fb] 13 21 30 36 43 42 37 15 1.6
Stat. unc. [%] 3.8 3.5 2.9 3.3 3.0 2.6 2.9 2.8 6.2
Jet syst. [%] 9.3 8.1 8.0 7.5 7.5 8.1 8.7 9.5 13
Unfolding syst. [%] 2.0 2.1 2.3 2.5 2.7 2.8 2.9 3.2 3.7
Other syst. [%] 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.6
Inclusive Z j j CRb, |y j j | cross-section measurements
dσ / d|y j j | [fb] 11 14 15 14 13 9.6 6.1 1.1 -
Stat. unc. [%] 4.1 4.1 4.0 5.4 5.6 5.8 7.1 10 –
Jet syst. [%] 6.3 6.1 6.1 7.1 8.3 9.5 8.7 11 –
Unfolding syst. [%] 1.1 1.3 1.7 2.0 2.1 2.0 2.0 2.0 –
Other syst. [%] 2.4 2.4 2.5 2.5 2.5 2.5 2.5 2.6 –
Inclusive Z j j CRc, |y j j | cross-section measurements
dσ / d|y j j | [fb] 7.9 9.2 9.6 8.2 8.2 6.1 3.7 0.70 -
Stat. unc. [%] 4.9 5.2 5.2 7.3 7.3 7.3 9.4 13 –
Jet syst. [%] 1.8 2.6 2.2 3.2 2.5 3.5 10 9.7 –
Unfolding syst. [%] 0.5 0.6 0.6 0.6 0.6 0.5 0.4 0.2 –
Other syst. [%] 2.9 2.9 2.9 2.9 2.9 2.9 3.1 3.4 –
Low bin edge 2.0 2.6 3.1 3.6 3.9 4.2 4.6 5.0 6.0
High bin edge 2.6 3.1 3.6 3.9 4.2 4.6 5.0 6.0 8.0
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Table 7 Differential cross-section measurements for EW Z j j production and inclusive Z j j production as a function of pt,. The EW Z j j
measurements are performed in the signal region. The inclusive Z j j measurements are performed in the signal region and three control regions.
The different sources of uncertainty are grouped together for each measurement, with a more granular breakdown of each uncertainty available in
HEPDATA
EW Z j j SR, pt, cross-section measurements
dσ / dpt, [ab/GeV] 210 190 180 130 150 110 59 31 8.8 1.4
Stat. unc. [%] 21 20 18 17 12 12 15 13 20 25
Gen. choice [%] 36 19 22 24 14 6.9 4.2 −0.9 −12 −21
Theory syst. [%] 4.7 11 9.8 12 5.8 6.0 5.0 3.5 5.0 4.1
Jet syst. [%] 10 13 11 13 7.5 6.4 5.9 2.9 3.1 8.5
Unfolding syst. [%] 1.2 2.4 3.3 3.5 3.0 2.0 1.3 1.3 1.7 2.0
Other syst. [%] 3.5 2.1 2.1 2.2 2.1 2.0 2.1 2.2 3.0 3.4
Inclusive Z j j SR, pt, cross-section measurements
dσ / dpt, [ab/GeV] 530 580 530 440 380 270 140 58 16 2.1
Stat. unc. [%] 5.2 4.0 3.3 3.2 2.9 2.8 3.2 3.9 7.0 11
Jet syst. [%] 5.3 6.9 4.1 4.2 3.6 3.6 2.2 1.4 2.5 5.6
Unfolding syst. [%] 0.4 0.4 0.5 0.5 0.4 0.3 0.2 0.2 0.3 0.3
Other syst. [%] 2.9 2.9 2.8 2.8 2.8 2.8 2.8 3.0 3.4 3.6
Inclusive Z j j CRa, pt, cross-section measurements
dσ / dpt, [ab/GeV] 480 570 580 520 430 320 170 66 19 2.3
Stat. unc. [%] 5.4 3.9 3.1 2.9 2.7 2.5 2.9 3.5 6.2 10
Jet syst. [%] 13 7.7 9.5 7.8 7.4 7.1 7.7 8.2 11 13
Unfolding syst. [%] 3.4 3.4 3.4 3.2 2.8 2.3 1.6 1.1 0.8 0.7
Other syst. [%] 2.5 2.5 2.4 2.4 2.4 2.4 2.5 2.6 3.0 3.3
Inclusive Z j j CRb, pt, cross-section measurements
dσ / dpt, [ab/GeV] 190 210 200 190 140 97 56 24 6.8 -
Stat. unc. [%] 8.4 6.8 5.3 4.7 4.6 4.3 5.2 5.9 11 –
Jet syst. [%] 5.8 7.6 7.3 7.4 6.4 6.5 6.8 6.8 7.0 –
Unfolding syst. [%] 1.6 1.8 2.0 2.1 1.9 1.5 1.0 0.7 0.8 –
Other syst. [%] 2.5 2.5 2.4 2.4 2.4 2.4 2.4 2.6 3.0 –
Inclusive Z j j CRc, pt, cross-section measurements
dσ / dpt, [ab/GeV] 100 160 150 120 89 62 32 15 4.0 -
Stat. unc. [%] 12 8.0 6.4 5.9 5.9 5.5 7.0 7.8 13 –
Jet syst. [%] 3.4 4.3 3.0 4.2 2.5 4.4 1.9 2.2 5.8 –
Unfolding syst. [%] 1.1 1.1 0.9 0.7 0.5 0.5 0.5 0.3 0.3 –
Other syst. [%] 3.0 2.9 2.9 2.9 2.9 2.9 2.9 3.0 3.4 –
Low bin edge [GeV] 20 30 45 70 100 140 200 275 400 550
High bin edge [GeV] 30 45 70 100 140 200 275 400 550 1050
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Table 8 Differential cross-section measurements for EW Z j j production and inclusive Z j j production as a function of φ j j . The EW Z j j
measurements are performed in the signal region. The inclusive Z j j measurements are performed in the signal region and three control regions.
The different sources of uncertainty are grouped together for each measurement, with a more granular breakdown of each uncertainty available in
HEPDATA
EW Z j j SR, φ j j cross-section measurements
dσ / dφ j j [fb] 26 17 12 4.2 1.4 1.2 1.2 2.0 4.9 12 15 23
Stat. unc. [%] 15 16 13 14 24 23 22 17 12 12 19 17
Gen. choice [%] 25 17 7.4 4.5 −14 −10 −11 −6.9 2.5 8.8 22 30
Theory syst. [%] 7.8 9.5 8.2 5.1 4.6 4.7 4.3 3.2 4.3 8.2 12 8.2
Jet syst. [%] 8.9 8.0 6.6 7.9 11 7.0 7.6 7.5 7.4 6.3 8.7 9.9
Unfolding syst. [%] 2.6 2.4 2.2 2.1 1.8 1.1 0.6 0.8 1.7 2.8 3.4 3.9
Other syst. [%] 2.6 2.1 2.1 2.1 2.3 2.6 2.5 2.3 2.1 2.1 2.2 2.7
Inclusive Z j j SR, φ j j cross-section measurements
dσ / dφ j j [fb] 71 49 29 10 3.3 2.1 2.0 3.8 11 29 48 69
Stat. unc. [%] 3.1 3.6 3.3 3.8 6.4 8.1 8.6 6.1 3.7 3.3 3.8 3.3
Jet syst. [%] 2.0 5.1 3.6 4.2 4.4 8.2 6.6 8.0 4.6 3.4 4.0 2.6
Unfolding syst. [%] 0.4 0.4 0.3 0.3 0.3 0.1 0.1 0.1 0.2 0.4 0.5 0.6
Other syst. [%] 2.8 2.8 2.9 2.9 3.0 3.1 3.1 3.0 2.9 2.9 2.9 2.8
Inclusive Z j j CRa, φ j j cross-section measurements
dσ / dφ j j [fb] 62 50 33 14 4.9 3.1 3.1 5.7 14 33 54 64
Stat. unc. [%] 3.2 3.5 3.0 3.2 5.2 6.4 6.6 5.1 3.2 3.1 3.5 3.3
Jet syst. [%] 7.7 7.4 7.5 7.4 8.2 8.6 12 9.6 8.1 8.1 7.6 7.0
Unfolding syst. [%] 2.0 2.1 2.3 2.4 2.5 2.6 2.5 2.5 2.5 2.5 2.5 2.5
Other syst. [%] 2.4 2.5 2.5 2.5 2.6 2.6 2.6 2.6 2.5 2.5 2.4 2.4
Inclusive Z j j CRb, φ j j cross-section measurements
dσ / dφ j j [fb] 28 21 12 3.4 0.96 0.62 0.35 0.90 3.8 12 22 29
Stat. unc. [%] 4.8 5.4 5.2 6.3 12 14 19 12 6.1 5.2 5.4 4.9
Jet syst. [%] 5.4 6.5 7.0 8.1 11 12 14 9.7 7.5 7.5 6.1 6.3
Unfolding syst. [%] 1.1 1.4 1.5 1.4 1.0 0.6 0.6 1.0 1.6 2.0 1.8 1.4
Other syst. [%] 2.4 2.4 2.5 2.5 2.7 2.9 2.8 2.7 2.5 2.5 2.4 2.4
Inclusive Z j j CRc, φ j j cross-section measurements
dσ / dφ j j [fb] 25 15 6.3 1.7 0.36 0.26 0.15 0.49 1.7 6.0 16 22
Stat. unc. [%] 5.2 6.6 7.0 8.9 18 23 31 16 9.1 7.4 6.7 5.8
Jet syst. [%] 1.8 3.0 2.0 7.3 7.2 10 15 8.0 9.2 3.8 5.1 3.4
Unfolding syst. [%] 0.8 0.8 0.7 0.4 0.2 0.2 0.2 0.2 0.3 0.6 0.7 0.7
Other syst. [%] 2.8 2.9 2.9 3.0 3.1 3.9 3.7 3.3 3.0 2.9 2.9 2.9
Low bin edge [π/16] −16 −15 −14 −12 −8.0 −4.0 0.00 4.0 8.0 12 14 15
High bin edge [π/16] −15 −14 −12 −8.0 −4.0 0.00 4.0 8.0 12 14 15 16
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T. Javůrek36 , M. Javurkova103 , F. Jeanneau144 , L. Jeanty131 , J. Jejelava159a , P. Jenni52,c , N. Jeong46,
S. Jézéquel5 , H. Ji181, J. Jia155 , H. Jiang79, Y. Jiang60a, Z. Jiang153, S. Jiggins52 , F.A. Jimenez Morales38,
J. Jimenez Pena115 , S. Jin15c , A. Jinaru27b , O. Jinnouchi165 , H. Jivan33e , P. Johansson149 , K.A. Johns7 ,
C.A. Johnson66 , R.W.L. Jones90 , S.D. Jones156 , T.J. Jones91 , J. Jongmanns61a , J. Jovicevic36 , X. Ju18 ,
J.J. Junggeburth115 , A. Juste Rozas14,w , A. Kaczmarska85 , M. Kado73a,73b, H. Kagan127 , M. Kagan153 ,
A. Kahn39, C. Kahra100 , T. Kaji179 , E. Kajomovitz160 , C.W. Kalderon29 , A. Kaluza100, A. Kamenshchikov123 ,
M. Kaneda163 , N.J. Kang145 , S. Kang79 , Y. Kano117 , J. Kanzaki82, L.S. Kaplan181 , D. Kar33e , K. Karava134 ,
M.J. Kareem168b , I. Karkanias162 , S.N. Karpov80 , Z.M. Karpova80 , V. Kartvelishvili90 , A.N. Karyukhin123 ,
E. Kasimi162 , A. Kastanas45a,45b , C. Kato60d,60c , J. Katzy46 , K. Kawade150 , K. Kawagoe88 , T. Kawaguchi117 ,
T. Kawamoto144 , G. Kawamura53, E.F. Kay176 , S. Kazakos14 , V.F. Kazanin122a,122b, R. Keeler176 , R. Kehoe42 ,
J.S. Keller34 , E. Kellermann97, D. Kelsey156 , J.J. Kempster21 , J. Kendrick21 , K.E. Kennedy39 , O. Kepka140 ,
S. Kersten182, B.P. Kerševan92 , S. Ketabchi Haghighat167 , M. Khader173 , F. Khalil-Zada13, M. Khandoga144 ,
A. Khanov129 , A.G. Kharlamov122a,122b , T. Kharlamova122a,122b , E.E. Khoda175 , A. Khodinov166 , T.J. Khoo54 ,
G. Khoriauli177 , E. Khramov80 , J. Khubua159b , S. Kido83 , M. Kiehn36 , C.R. Kilby94 , E. Kim165 ,
Y.K. Kim37 , N. Kimura95 , A. Kirchhoff53 , D. Kirchmeier48 , J. Kirk143 , A.E. Kiryunin115 , T. Kishimoto163 ,
D.P. Kisliuk167, V. Kitali46 , C. Kitsaki10 , O. Kivernyk24 , T. Klapdor-Kleingrothaus52 , M. Klassen61a , C. Klein34,
M.H. Klein106 , M. Klein91 , U. Klein91 , K. Kleinknecht100, P. Klimek121 , A. Klimentov29 , T. Klingl24 ,
T. Klioutchnikova36 , F.F. Klitzner114 , P. Kluit120 , S. Kluth115 , E. Kneringer77 , E.B.F.G. Knoops102 ,
A. Knue52 , D. Kobayashi88, M. Kobel48 , M. Kocian153 , T. Kodama163, P. Kodys142 , D.M. Koeck156 ,
P.T. Koenig24 , T. Koffas34 , N.M. Köhler36 , M. Kolb144 , I. Koletsou5 , T. Komarek130 , T. Kondo82,
K. Köneke52 , A.X.Y. Kong1 , A.C. König119 , T. Kono126 , V. Konstantinides95, N. Konstantinidis95 , B. Konya97 ,
123
Eur. Phys. J. C           (2021) 81:163 Page 33 of 42   163 
R. Kopeliansky66 , S. Koperny84a , K. Korcyl85 , K. Kordas162 , G. Koren161, A. Korn95 , I. Korolkov14 ,
E.V. Korolkova149, N. Korotkova113 , O. Kortner115 , S. Kortner115 , V.V. Kostyukhin149,166 , A. Kotsokechagia65 ,
A. Kotwal49 , A. Koulouris10 , A. Kourkoumeli-Charalampidi71a,71b , C. Kourkoumelis9 , E. Kourlitis6 ,
V. Kouskoura29 , R. Kowalewski176 , W. Kozanecki101 , A.S. Kozhin123 , V.A. Kramarenko113 , G. Kramberger92,
D. Krasnopevtsev60a , M.W. Krasny135 , A. Krasznahorkay36 , D. Krauss115 , J.A. Kremer100 , J. Kretzschmar91 ,
P. Krieger167 , F. Krieter114 , A. Krishnan61b , M. Krivos142 , K. Krizka18 , K. Kroeninger47 , H. Kroha115 ,
J. Kroll140 , J. Kroll136 , K.S. Krowpman107 , U. Kruchonak80 , H. Krüger24 , N. Krumnack79, M.C. Kruse49 ,
J.A. Krzysiak85 , A. Kubota165 , O. Kuchinskaia166 , S. Kuday4b , D. Kuechler46 , J.T. Kuechler46 , S. Kuehn36 ,
T. Kuhl46 , V. Kukhtin80 , Y. Kulchitsky108,ae , S. Kuleshov146b , Y.P. Kulinich173, M. Kuna58 , T. Kunigo86 ,
A. Kupco140 , T. Kupfer47, O. Kuprash52 , H. Kurashige83 , L.L. Kurchaninov168a , Y.A. Kurochkin108 ,
A. Kurova112 , M.G. Kurth15a,15d, E.S. Kuwertz36 , M. Kuze165 , A.K. Kvam148 , J. Kvita130 , T. Kwan104 ,
F. La Ruffa41a,41b , C. Lacasta174 , F. Lacava73a,73b , D.P.J. Lack101 , H. Lacker19 , D. Lacour135 , E. Ladygin80 ,
R. Lafaye5 , B. Laforge135 , T. Lagouri146c , S. Lai53 , I.K. Lakomiec84a , J.E. Lambert128 , S. Lammers66,
W. Lampl7 , C. Lampoudis162 , E. Lançon29 , U. Landgraf52 , M.P.J. Landon93 , M.C. Lanfermann54 ,
V.S. Lang52 , J.C. Lange53 , R.J. Langenberg103 , A.J. Lankford171 , F. Lanni29 , K. Lantzsch24 , A. Lanza71a ,
A. Lapertosa55a,55b , J.F. Laporte144 , T. Lari69a , F. Lasagni Manghi23a,23b , M. Lassnig36 , T.S. Lau63a ,
A. Laudrain65 , A. Laurier34 , M. Lavorgna70a,70b , S.D. Lawlor94 , M. Lazzaroni69a,69b , B. Le101,
E. Le Guirriec102 , A. Lebedev79 , M. LeBlanc7 , T. LeCompte6 , F. Ledroit-Guillon58 , A.C.A. Lee95, C.A. Lee29 ,
G.R. Lee17 , L. Lee59 , S.C. Lee158 , S. Lee79 , B. Lefebvre168a , H.P. Lefebvre94 , M. Lefebvre176 ,
C. Leggett18 , K. Lehmann152 , N. Lehmann20 , G. Lehmann Miotto36 , W.A. Leight46 , A. Leisos162,u ,
M.A.L. Leite81c , C.E. Leitgeb114 , R. Leitner142 , D. Lellouch180,* , K.J.C. Leney42 , T. Lenz24 , S. Leone72a ,
C. Leonidopoulos50 , A. Leopold135 , C. Leroy110 , R. Les107 , C.G. Lester32 , M. Levchenko137 , J. Levêque5 ,
D. Levin106 , L.J. Levinson180 , D.J. Lewis21 , B. Li15b , B. Li106 , C-Q. Li60a , F. Li60c, H. Li60a , H. Li60b ,
J. Li60c , K. Li148 , L. Li60c , M. Li15a,15d , Q. Li15a,15d, Q.Y. Li60a , S. Li60d,60c , X. Li46 , Y. Li46 , Z. Li60b ,
Z. Li134 , Z. Li104 , Z. Liang15a , M. Liberatore46 , B. Liberti74a , A. Liblong167 , K. Lie63c , S. Lim29,
C.Y. Lin32 , K. Lin107 , R.A. Linck66 , R.E. Lindley7, J.H. Lindon21, A. Linss46 , A.L. Lionti54 , E. Lipeles136 ,
A. Lipniacka17 , T.M. Liss173,ak , A. Lister175 , J.D. Little8 , B. Liu79 , B.X. Liu6 , H.B. Liu29, J.B. Liu60a ,
J.K.K. Liu37 , K. Liu60d , M. Liu60a , P. Liu15a , Y. Liu46 , Y. Liu15a,15d , Y.L. Liu106 , Y.W. Liu60a ,
M. Livan71a,71b , A. Lleres58 , J. Llorente Merino152 , S.L. Lloyd93 , C.Y. Lo63b , E.M. Lobodzinska46 ,
P. Loch7 , S. Loffredo74a,74b , T. Lohse19 , K. Lohwasser149 , M. Lokajicek140 , J.D. Long173 , R.E. Long90 ,
I. Longarini73a,73b , L. Longo36 , K.A. Looper127 , I. Lopez Paz101, A. Lopez Solis149 , J. Lorenz114 ,
N. Lorenzo Martinez5 , A.M. Lory114 , P.J. Lösel114, A. Lösle52 , X. Lou46 , X. Lou15a , A. Lounis65 , J. Love6 ,
P.A. Love90 , J.J. Lozano Bahilo174 , M. Lu60a , Y.J. Lu64 , H.J. Lubatti148 , C. Luci73a,73b , F.L. Lucio Alves15c ,
A. Lucotte58 , F. Luehring66 , I. Luise135 , L. Luminari73a, B. Lund-Jensen154 , M.S. Lutz161 , D. Lynn29 ,
H. Lyons91, R. Lysak140 , E. Lytken97 , F. Lyu15a , V. Lyubushkin80 , T. Lyubushkina80 , H. Ma29 , L.L. Ma60b ,
Y. Ma95 , D.M. Mac Donell176 , G. Maccarrone51 , A. Macchiolo115 , C.M. Macdonald149 , J.C. MacDonald149 ,
J. Machado Miguens136 , D. Madaffari174 , R. Madar38 , W.F. Mader48 , M. Madugoda Ralalage Don129 ,
N. Madysa48 , J. Maeda83 , T. Maeno29 , M. Maerker48 , V. Magerl52 , N. Magini79, J. Magro67a,67c,q ,
D.J. Mahon39 , C. Maidantchik81b , T. Maier114, A. Maio139a,139b,139d , K. Maj84a , O. Majersky28a ,
S. Majewski131 , Y. Makida82, N. Makovec65 , B. Malaescu135 , Pa. Malecki85 , V.P. Maleev137 , F. Malek58 ,
D. Malito41a,41b , U. Mallik78 , D. Malon6 , C. Malone32 , S. Maltezos10, S. Malyukov80, J. Mamuzic174 ,
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