Abstract. In a recent paper Bentley et al. [1] presented some fast (low-multipticative constants) linear-expected-time algorithms for finding the maxima of N points chosen independently identically distributed (i.i.d.) from a Component Independent (CI) distribution. They also presented another algorithm, the Move-To-Front (MTF) algorithm, which empirical evidence suggests runs faster than the other algorithms. They conjectured that the MTF algorithm runs in N + o(N) expected time. In this paper we prove their conjecture for N points chosen i.i.d, from any two-dimensional distribution. The proof mixes probabilistic and amortized techniques.
1. Introduction. In a recent paper Bentley et al. [1] presented a collection of new algorithms for finding the maxima of point sets in fast expected time. One of their algorithms, a Move-To-Front (MTF) heuristic, ran faster than their others. Based on empirical evidence they conjectured that this MTF algorithm performs only N + o(N) expected point comparisons on inputs of N points chosen independently identically distributed (i.i.d.) from any distribution that possesses the Component Independence (CI) property. Thus, in a probabilistic sense, their algorithm is asymptotically optimal. Furthermore, their algorithm is simple to code and seemingly robust in practice.
In this paper we prove the validity of their conject/lre when the input points are chosen from any two-dimensional CI distribution. We in fact prove something stronger, that with very high (superpolynomial) probability, the MTF algorithm runs in N + o(N) time.
Section 2 of this paper introduces the MTF algorithm and the empirical evidence that led Bentley et al. [13 to their conjecture. Section 3 presents our analysis. Section 4 concludes the paper by addressing some remaining open questions.
2. The Algorithm. A two-dimensional point p = (p. x, p. y) is said to dominate another two-dimensional point q = (q. x, q. y) if p. x >_ q. x and p. y >__ q. y. Similarly, when p = (Pl, P2 ..... Pk) and q = (ql, q2 ..... qk) are k-dimensional points we say that p dominates q if Pi >-q~ for all i _ k.
A point Pi is said to be maximal in a set of points Pl, P2 ..... PN if no point pj, pj ~ p~, dominates p~. The maximal points of the set are known, collectively, as the maxima.
Maxima occur quite naturally in many applications. Examples abound in statistics, economics, and graphics. For further details see [9] . The algorithmic question is to find the maxima of a point set efficiently.
First we need some background. It is possible to show that finding the maxima of a set of N points in two dimensions requires fl(N log N) time in the comparison tree model of computation. For details see [9] which also discusses an algorithm for finding maxima that matches this lower bound; it requires only O(N log N) comparisons. Kung et al. [8] present an algorithm for finding maxima in Kdimensions. It runs in O(N log s-2 N + N log N) time and is extremely complicated to implement.
Deterministic running times are not our major concern here. In this paper we are interested in algorithms with fast expected running times. The major early work in this area was done by Bentley et al. [2] who presented algorithms that ran in O(N) expected time on N points chosen i.i.d, from a K-dimensional CI distribution.
A two-dimensional distribution is said to have the CI property if, for a point (x, y) chosen from the distribution:
(i) The x and y components are independent random variables.
(ii) The x and y components are chosen from continuous distributions.
For example, the x component might be chosen from an N(0, 1) normal distribution and the y coordinate from a Cauchy distribution. This definition generalizes naturally to higher dimensions.
Although Bentley et al.' s [2] algorithm does have linear expected time it has high overhead and is not easy to implement. In their recent SODA paper Bentley et al. ['1] present some "fast, linear-expected-time algorithms for finding maxima." By fast they mean that not only does an algorithm have O(N) expected time but that it runs fast in practice, e.g., the multiplicative constants implicit in the O(N) notation are small. The first algorithm they present is one that runs in O(N) expected time on a set of N points chosen i.i.d, from a unit square whose sides are parallel to the Cartesian axes. They then extend their algorithm so that it runs in O(N) expected time whenever the points are chosen i.i.d, from an arbitrary distribution that has the CI property.
After presenting this second algorithm Bentley et al. [1] comment that it was "designed to be efficient for CI inputs and easy to analyze for that case but not necessarily robust for point sets from other distributions." They then continue, "We will now study an algorithm that is easy to implement, very efficient for CI distributions, and somewhat robust for other distributions." The algorithm referred to in the second quote is the MTF algorithm. We present their pseudocode implementing the algorithm and then give a verbal description. Notice that the algorithm is simple, robust, and easily coded.
The Move-To-Front maxima algorithm The algorithm scans the points Pl, P2 ..... PN in sequential order maintaining an ordered list T that contains the current maximal elements among the currently scanned points. In the pseudocode T is maintained in the array MAX[ ]. The algorithm updates the list by comparing p, the current point being scanned, to the current maxima in the list T in left-to-right order. Let p = p~ be the point currently being examined. If p dominates some point q already in the list T, then q is no longer maximal and is discarded. If p is not dominated by any point in the list, then p is currently maximal and is placed at the end of the list. Otherwise, p is dominated by at least one maximal element, q, in the list. The first such maxima found is moved to the front of the list. We present a fully worked example: the points are as shown in Figure 1 . The table illustrates how the contents of T change after examining point Pillow fast is the MTF algorithm? Obviously the algorithm runs in O(N 2) time since T can contain at most i -1 points when Pi is examined. It is not hard to construct a degenerate two-dimensional example where i -1 comparisons are all made, e.g., when the points (p. x, p. y) are all on the line p. x = -p. y.
We are more concerned with discovering the expected running time of the algorithm. As a first step in the average-case analysis of the MTF algorithm's running time, Bentley et al. [1] This is because T contains exactly Mi maxima when point pl + 1 is being examined. It is known that E(M~)= O(logd-1 i) for N points chosen i.i.d, from any Kdimensional CI distribution [2] , [3] . Therefore, if the points are chosen i.i.d, from such a distribution the expected running time of the algorithm will be upperbounded by They hoped that the algorithm's expected running time would actually be much faster. This hope is plausible because of the possibility that the MTF rule will keep "powerful" dominators (points that dominate most other points) at the front of the list. Most of the p~ will thus be dominated by a point near the front of the list, possibly even the first point. In the worked example P4 was such a powerful dominator.
Bentley et al. [1] ran empirical tests to study the actual behavior of the algorithm on random inputs. We present here two of their graphs based on the results of some of their tests. The graphs are the result of generating ten point sets of size N in dimensions 2, 3, and 4, where N runs over all powers of 2 from 32 to 65,536. The points were chosen "randomly" from a K-dimensional hypercube. Both dimensions are plotted using logarithmic scales.
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The first graph ( Figure 2 ) plots the number of point comparisons used divided by N, i.e., the average number of comparisons per point. The plot symbol is the dimension K and the lines pass through the mean values (taken over the ten sets).
This graph led them to their first conjecture, that the average number of point comparisons performed by the MTF algorithm when examining N points is asymptotic to CaN, where C~ is a constant dependent on K. After further experiments they decided to examine the number of "surplus comparisons." The MTF algorithm must compare each point it examines (except the first) to at least one other point, the point at the front of T. The number of surplus point comparisons is the total number of comparisons minus N; the number of comparisons used over and above the absolute minimum needed. They plotted the number of surplus comparisons in a second graph (see Figure 3) .
A weighted least-squares regression showed that, for K ~-2, the number of surplus comparisons grew as 7.589N ~ _ 27.74. Regressions performed on data for K = 3, 4, and 5 also had the number of surplus comparisons being sublinear in N. This prompted the following conjecture: In the next section we prove the validity of this conjecture when K = 2. The analysis utilizes a combination of probabilistic and amortized techniques. 3. The Analysis. This is the main section of the paper. In it we prove the validity of Bentley's et al. [1] Unfortunately, we know of no such direct proof. Instead, we provide an amortized proof of Theorem 1, one that distributes the costs of the algorithm among the number of occurrences of certain types of points. Our proof is divided into three parts. In the first part we define geometric regions and random variables which are functions of the inputted point set and the regions. In the second part we present two lemmas: Lemma 1 bounds the number of point comparisons as functions of the defined random variables. Lemma 2 provides probabilistic bounds on these same random variables. We show that, taken together, these two lemmas imply Theorem 1. Finally, in the third part we prove the two lemmas.
A caveat: in our proof we assume that the input points are uniformly distributed in the unit square. It is not difficult to modify the proof so that it remains valid when the points are chosen from any two-dimensional CI distribution, we sketch how to do this at the conclusion of this section.
PROOF OF THEOREM 1.
(I) Random Regions and Variables.
Let Pl, P2, "",PN be the input points listed in the order in which they are examined. We partition the unit square into nine rectangles dependent upon parameters a, fl as shown in Figure 4 .
Note:
Figures 4-9 are not drawn to scale. In reality, region C would be much smaller than region D which, in turn, would be much smaller than region V. In fact, V would be so large that in a drawing to scale it would be difficult to see any of the rectangles other than V. Therefore we present the figures in the way that we do and leave it to the readers' imagination to provide the proper scale.
Formally A and W are the number of points found in the regions A~ u B1 u C u B2 w A2 and W1 u D u W2, respectively. Equivalently, A is the number of points in the strip of width N -" bordering the upper and right sides of the square; as we shall see later this strip will, with high probability, contain all of the maximal points. W is the number of points in the strip of width N -p bordering the strip of width N-'; as we shall see later most of the comparisons performed by the MTF rule can be attributed to the points in this strip. Fc is the index of the first point in C (if there is no such point, then Fc = N). GD is the maximum gap between points of D. That is, GD is the maximum number of points that we must scan to the fight of any point p, before we see the next point in D. The four random variables defined above can best be understood by example. EXAMPLE 1. The points are as in Figure 5 . In the table each point is listed above the name of the region in which it is located. We have N = 15, p6~D, Pll ~D, and pl4ED with none of the other points in D. Therefore GD = 11 --6 = 5. In this example A = 5, W = 5, and F c = 3. We also need N other random variables: 
The constants implicit in the f~( ) notation are dependent only upon, and ft. These two lemmas separate the deterministic part of the analysis from the probabilistic part. Inserting the probabilistic bounds of Lemma 2 into the deterministic one of Lemma 1 yields that the MTF algorithm performs (,) N + O(max(N 2~ log 4 N, N 1-"+2# log 4 N, N 1 -p log 2 N)) point comparisons with probability 1 -N -f~(l~ To get the best possible bound we minimize this expression by (ignoring the log factors and) setting
Solving these three equations simultaneously yields c~ = 7 3, fl = -17. Substituting these values back into (,) shows that, with probability 1 -N-atlogm, the MTF algorithm finds the maxima of N points drawn uniformly from the unit square using only N + O(N 6/7 log 4 N) point comparisons and proves Theorem 1.
[] (III) Proofs of Lemmas 1 and 2.
(A) PROOF OF LEMMA 1. Plan: To prove this lemma we partition the input sequence Pl, P2,-.-, PN into a number of contiguous subsequences. We then show that the number of point comparisons performed while examining each subsequence can be bounded by functions of the random variables defined in part (I).
To be more specific: we define k variables i3 and tj with i k -= N such that
We will show that:
The total number of point comparisons needed to examine Pl, P2 ..... Pio is at most MF c. The total number of point comparisons needed to examine Pit_l + 1, P~j_, + 2 ..... P,~ summed over all j is at most MAGD. The total number of point comparisons needed to examine Ptj+l, Ptj+2 ..... Pi t summed over all j is at most N + MW + MA.
The proof of the lemma follows from these three facts.
PROOF. We define the initial (0th) subsequence to consist of all points up to and including PFc: the only point in the 0th subsequence that is located in region C is its last point, PFc-The other subsequences are inductively defined as starting immediately after their predecessor ends and containing all points up to and including the next point in A 1 w B1 w C w B E t.3 A 2. Formally the 0th subsequence is the sequence 
i>ij-I
We stop when i k = N for some k. This notation might seem overly complicated but in the end it simplifies our analysis. To make matters more concrete we refer back to Example 1. For the points given there io = 3, il = 5, i 2 = 9, i 3 = 13, and i 4 = 15. Thus the initial subsequence is Po, Ps, P2, P3, the first subsequence is P4, Ps, the second subsequence is P6, PT, P8, P9, the third subsequence is P,o, Pss, P12, Pa3, and the final subsequence is Ps4, Pss. We now make a simple but extremely useful observation. This claim follows immediately from the fact that i o = F c and the fact that M is an upper bound on the number of point comparisons performed while examining any point.
The 0th subsequence is defined differently from the other subsequences because its purpose is different from the other subsequences. The purpose of the 0th subsequence is to ensure that T will always contain some current maximal point in C. More specifically, immediately after examining the 0th subsequence the point Pvc will be inserted into T. Since points in C can only be dominated by other points~in C we find that after examining the 0th subsequence T will always contain some current maximal point located in C. As a consequence, each of the points in the jth subsequence (j > 0) except possibly for ij are dominated by at least one point in T and will activate the MTF rule when they are examined.
Next, we bound the number of point comparisons that are performed while examining the points in the jth stage (j > 0):
With the exception of the last point, Plj, all of the points in the jth stage are in W~ u WE t_) V u D and, therefore, by the reasoning of the last paragraph, are dominated by some maximal point in T. For each i, ij_ 1 < i < i~, the number of point comparisons performed while examining p~ is the index in T of the first maximal point that dominates p~. We would like to show that all points in the jth subsequence are dominated by the point at the front of T. Unfortunately, as we shall soon see (Example 3), this does not have to be true.
As a first step we would like to guarantee that the maximal point at the front of T will dominate all points in V. We know that maximal points in B 1 u C u B 2 dominate all points in 7. It makes sense, then, to force such a maximal point to the front of T. Simple geometric reasoning shows that, immediately after examining a point in region D, the maximal point at the front of T must be in B1 u C ~ B2. Therefore we define tj = min {Pie D or i = ij}, j > 0;
tg is the index of the first point in the jth subsequence that is located in region D.
(Failing the existence of a point in D we set tj = ij.) After examining Ptj either the maximal point at the front of T will be in B1 u C u B 2 or the jth subsequence will be finished. EXAMPLE 2. We have already seen that i o = 3, i t = 5, i 2 = 9, i 3 = 13, and i 4 = 15 for the points in Example 1. Inspection shows that t 1 = 5 (because the first subsequence contains no point in T), t 2 = 6, t a = 11, and t 4 = 14.
We split the jth subsequence into two parts at the tjth point. The first part contains the points P~j-1 + 1, Pij.~ + 2,..., P,~ while the second part contains Ptj+ 1, Ptj+ 2 ..... p~j. The number of points in the first part, tj -ij_ 1, is at most GD where we have already defined Go= max min{k:pi+k~Dori+k=N}. Given this new lemma we can easily bound the total number of point comparisons performed while examining the second part of the jth subsequence, j > 0. This is because the second part of the jth subsequence (except for pi) satisfies the conditions of the lemma. Condition (i) is satisfied because after examining the 0th subsequence some maximal point c ~ C is in T. Condition (ii) is satisfied because immediately after examining p~j a maximal point in b ~ B1 u V u B 2 is forced to the front of T. Condition (iii) is satisfied because all of the points p~j+ 1, Ptj+2 .... ,
We can therefore apply Lemma 3 to the second part of the jth subsequence (except for p~): Ptj+ 1, P,j+ 2, ..., Pij-1. Set m s = ij -tj -1, the number of points in the second part, and Wj = I{i: p~ W~ u D u W2, tj < i < ij}l.
Application of Lemma 3 shows that the total number of point comparisons performed while examining the points in the second part of the jth subsequence is upper bounded by m i + MWj + M (the final M is the number of comparisons needed to examine Pt). The subsequences were originally defined as partitioning the entire point set so ~j mj _< N and ~j W~ < W. We also know that there are at most A subsequences so ~ M < MA. We have just proven the following: are counted by W). Unfortunately this is not the case. It is possible to construct situations where points in V require an arbitrarily large number of point comparisons to find a maxima that dominates them.
EXAMPLE 3. The points are as portrayed in Figure 6 . The MTF algorithm is ready to examine q~, q2, q3, q4, qs. Because of points that it has previously examined the algorithm starts with T = [b, a~, a2, a3, a4, C]. After examining q~, q2, q3, q4 we find that T = [a 4, a 3, al, b, c]. Examining q5 will require five point comparisons to find b and move it to the front of T. It is not hard to see how to extend this example so that a point in V will require an arbitrarily large number of point comparisons to find a point that dominates it. In the notation of Lemma 3 we have W = 4, m = 5, and M = 6. Therefore Lemma 3 tells us that the algorithm will require at most 5 + 6.4 = 29 point comparisons to examine q~, q2, q3, q4, qs. In reality, only 19 comparisons are performed.
We should stress two properties of this example. The first is that the ai's are moved to the front of T sorted by decreasing x-coordinate. The second is that the number of surplus comparisons performed while examining qs is not arbitrary. Rather, it is the number of points in W1 u D u W2 that were examined since the last time point c was at the front of T.
We will show that these two properties are not particular to this specific example. This fact enables us to take all of the surplus comparisons performed while scanning ql, qz, -.., q,, and amortize them over the W occurrences of points in W1 w D u 14:2. By amortization we mean distributing the total cost of a long sequence of operations over the number of appearances of certain specific occurrences (see [10] for more on the theory of amortization). We now proceed with the proof of Lemma 3. Our proof is by induction on the length of the sequence In the new state terminology, condition (ii) of Lemma 3 requires that T be in state 0 before ql is examined. We now show that if T is in state i, then examining a new point qEVuW1uDuW 2 can only put T into states 0, i, or i+l. Therefore, the defined states include all of the possible configurations that can occur while examining qa, qz ..... qm" While proving this we also count how many point comparisons are performed during the state transitions. Table 1 summarizes the possible outcomes and associated costs. The last column, point comparisons, is an upper bound on the number of point comparisons that can be performed. Table 1 before, we find that q. x > a i . x > ai_ t. x > "-> a 1 . x and none of the aj dominates q. We know (condition (i)) that there is some maximal point in T that dominates q and this point will be moved to the front of T. We do not know where in T this point was located so we can only say that it takes at most M point comparisons to find it. If this new maximal point is in A2 u B2, then we Examining q" transforms T into T = I-c, a3, a2, al, b, a4] and T is in state 0:
outcome (e).
We now use these facts about transitions to complete the proof of Lemma 3. The general idea is that the only expensive outcomes are of type (b), (d), and (e). Furthermore, type (b) outcomes are special in that they can be charged to the type (d) outcomes that precede them. Remember our assumptions; that the lemma is true for all sequences of less than m points and that T = [b .... ], where b ~ B1 u C (T starts in state 0).
First suppose that while examining ql, T enters state 1 and subsequently, while examining q2,..., qm it never returns to state 0. Let i be the state that T is in after examining qm. Referring to Table 1 Furthermore, we know that after examining qm'-1, T is in some state i > 0, where i<W'.
We now look at how many point comparisons are performed while examining qm,. Since this step returns us to state 0 we know that it must end in an outcome of type (b) or type (e). Let 
Pr(M > 2 log 2 N) < N -n~176
In Figure 9 we recall the random regions introduced at the beginning of this section. i.e., A is a binomially distributed random variable with parameters N and p. We now use a standard Chernoff-type bound, equation (6) Pr(x, < s) = Fx(s) and Pr(yi < t) = Fy(t).
We now define N, the natural mapping from the support of the CI distribution to the unit square: We are left with two open questions. The first is how well the MTF algorithm works when the points are chosen from a non-CI two-dimensional distribution. The second is how well the algorithm works if the points are chosen from a higher-dimensional distribution.
Bentley et al. [1] ran their algorithm on random inputs where the points were chosen i.i.d, from a two-dimensional ball distribution (points chosen uniformly from a circle). In that case they found empirical evidence to suggest that the MTF algorithm runs in O(N log N) expected time on such inputs.
Similarly, we ran the MTF algorithm on points chosen from the uniform distribution over the triangle with vertices (0, 0), (1, 0) , and (0, 1). Our observations are collected in Table 2 . For each value of N we ran the algorithm on 100 sets of N points and averaged the results.
First, note that the average number of maxima for N points drawn from this distribution is x/~ = 1.772x/~. (This result is easily shown using standard analytic techniques but is beyond the scope of this paper and is not derived here.) It is the rightmost column of the table which is most interesting in our context. This column presents the average number of comparisons performed per point as a function of N. Here, as in the case of the ball distribution, the MTF algorithm seems to use only O(N log N) point comparisons. In some ways this triangle is a worst-case figure since if N points are chosen i.i.d, uniformly from any convex region, then the expected number of maxima will be O(x/~ ) [5] , [6] . Perhaps the algorithm always has O(N log N) expected behavior when its input points are chosen i.i.d, uniformly from a convex region. The second, and more interesting, question is whether Theorem 1 can be generalized to show that, with high probability, the number of surplus point comparisons is sublinear no matter what the dimension of the space that underlies the CI distribution. That is, is the Bentley et al. [lJ conjecture valid for all dimensions? Unfortunately, it does not seem possible to extend the techniques used in this paper to solve the more general problem. This is because the techniques made implicit use of the ordering properties of points in two dimensions. More explicitly, Lemma 3 cannot be extended to higher dimensions. In Lemma 3 we used the fact that the a i that were brought to the front of the list by the MTF rule were brought there sorted by decreasing x-coordinate. This fact does not seem capable of generalization to higher dimensions.
