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Abstract - -We study the boundary layer equation 
F'" + R(FF" - (F') 2) +/~ = 0 
subject o the conditions F(0) = F"(O) = F(1) = F'(1) - 1 = 0 and F ( -1 )  = F ' ( -1 )  = F(1) = 
F~(1) - 1 = 0, respectively, which arises from the study of two-dimensional steady flows in a channel 
with two equally accelerating walls or one accelerating wall. The preliminary classification ofpossible 
solutions was introduced by Cox [1]. In this paper, we are able to verify the existence of families 
of solutions as indicated from the numerical computations. Moreover, multiple solutions for some 
positive R and local uniqueness are also obtained. 
geywords - -Boundary  layer equation, Shooting method, Classification, Homogeneity. 
, 
The boundary layer equation 
F"  + R (RE"  - ( f ' )  2) +/~ = 0, 
INTRODUCTION 
was first introduced by Berman [2] in 1953. The given equation was obtained from the similarity 
reduction of a two-dimensional Navier-Stokes system for the study of steady laminar flow in a 
channel with parallel walls. Here R denotes the crossflow Reynolds number of the flow and/~ is 
an integration constant. By assuming the upper and lower walls have equal rate of acceleration, 
the symmetric boundary conditions 
F(0) = F"(0) = F(1) = F'(1) - 1 = 0 (2) 
were derived, in [3], where y = 0, 1 denotes the position at the midpoint of the vertical cross 
section and on the upper wall of the channel, respectively. Also, by assuming stationary on the 
lower wall and normalized acceleration on the upper wall, another set of boundary conditions 
f ( -1 )  = F ' ( -1 )  = F (1)  = F ' (1)  - 1 = 0 (3) 
was also given in [3], where y = -1 denotes the position on the lower wall. 
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Figure 1. The bifurcation diagram in the parameter (R,/~) space for the problem 
(1),(2). 
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Figure 2. The bifurcation diagram in the parameter (R,/~) space for the problem 
0) , (3) .  
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Following the preliminary studies as in [3,4], Cox [1] classified all possible solutions of (1),(2) 
and (1),(3) by applying suitable transformations and reported that the given problems possess 
three different ypes of solutions when the parameters (R, 13) lie on the branches as shown in the 
bifurcation diagrams Figures 1 and 2, respectively. All types of solutions are shown in Figures 3 
and 4. From Figures 1 and 2, it was conjectured that either problem has at least one solution for 
each R and (1),(2) has at least three different solutions when R is sufficiently large. 
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The profiles of solution F corresponding to Type I, II and III for the 
problem (1),(2). 
In this paper, we extend the classification result from [1] in Section 2 by applying the homo- 
geneity property as in [5,6]. Then, in Section 3, the existence of all types of solutions are given 
for verifying the following main result. 
THEOREM A. There exist two connected sets F. and F* in the R-13 plane such that the problem 
(1), (2) has a solution if and only if the pair (R, 13) lies in F, U F*. Moreover, the given problem 
possesses at least one solution for every real R and at/east hree different ypes of solutions for 
every sufficiently large positive R. 
THEOREM B. There exists a connected set F in the parameter ( R, 13) plane such that the problem 
(1),(3) has a solution if and only if (R, 13) lies in F. Moreover, the given problem possesses at 
least one solution for every real R. 
Furthermore, nonexistence r sults and local uniqueness of solutions when R is small are also 
obtained in Section 4. 
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Figure 4. The profiles of solution F corresponding to Type Z, ZZ and ZZZ for the 
problem (1),(3). 
2. CLASS IF ICAT ION 
It is clear that (1),(2) has a unique solution F(y )  = -(1/2)y(1 - y2) and (1),(3) has a unique 
solution F(y )  = (1/4)(y + 1)2(y - 1) when R = 0. Hence, we now assume that R ?~ 0 in the 
following study. 
In [1], scaling techniques 
RF(y)  = -b f (~) ,  ~? = by, 
and 
with 
with 
f(O) =f"(O)  =f (b )  =f ' (b )+~2 =0,  (5) 
g,,, + (g,)2 _ gg,, _ 16f~R 
b+ ' (6) 
4R 
g(0) = g'(0) = g(b) = 9'(b) + V = O. (7) 
and 
RF(y )  = - bg(~), ~ = -~ b(y + 1), 
were introduced for (1),(2) and (1),(3), respectively. Then, the corresponding equivalent problems 
were obtained by 
f,,, + (f,)2 _ f f , ,  = ~R 84 , (4) 
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It enables us to study initial value problems, instead of (1)-(3), with the shooting scheme for 
locating positive zeros of f and g. 
That is, set f'(0) = A and f"'(0) -- B, then A 2 + B =/3R/b 4. Let f (E  A, B) be the unique 
solution of (4) subject o 
f (O)=f ' (O)  -A=f" (O)=f" (O)  -B=O,  (8) 
on the corresponding maximal interval [0, M) for some 0 < M = M(A,  B) <_ oo. Suppose 
f0?; A, B) meets the ~-axis at ~ = 7/*. Then set b = 7" and a solution of (1),(2) is obtained when 
R = -b2f'(b) and/3 = (A 2 + B)b~/R. Also, it is clear that f(~; A, 0) = AT has no positive zero. 
Therefore, by assuming B ~ 0, some properties of f were obtained in [1] as following. 
PROPOSITION 2.1. (equally accelerating walls). Suppose B ~ O. 
(i) f '"'(~) < 0 on (0, M). 
(ii) I f  A <_ 0 and B <_ O, then f(~l) has no zero on (0, M). 
(iii) I f  A >_ 0 and B > O, then f(~) has precisely one zero on (0, M). At  this zero f'(b) < 0 
and so the corresponding F(y) has R > O, F'(1)  > 0,/3 > 0. This is the flow of Type II. 
(iv) I rA  > 0 and B < O, then f(~l) has precisely one zero on (0, M). At  this zero f'(b) < 0 and 
so the corresponding F(y) has R > O, F'(1)  > 0 which is the flow of Type I, for positive 
Reynolds number. 
(v) I rA  < 0 and B > O, then f(T1) has two zeros on (0, M). At the first zero in f(T1) , f'(b) > O, 
and so the corresponding F(y) has R < O, F'(1)  > 0,/3 < 0. This is a continuation of the 
flow of Type I for a negative Reynolds number. At the second zero in f(rl) , ft(b) < O, and 
so the corresponding F(y) has R > 0, F '(1) > 0,/3 > 0 which is the flow of Type III. 
Note that, if A > 0 and -A  2 _< B < 0, the zero of f(F/) leads to the Type I solution with 
R > 0,/3 _> 0 while the Type I solution with R > 0,/3 < 0 can be obtained when B < -A  2. 
Similarly, set g'(0) = A, g"(0) = B and we have B = 16/3R/b 4. Let g(~; A, B) be the solution 
of (6) subject o 
g(O) = g'(O) = g'(O) - A = g"(0) - B = 0, (9) 
on the maximal interval [0,/~/) for some 0 </V/= _~/(A, B) _< oo. Then, for prescribed A and B, 
some properties were also obtained in [1] as follows. 
PROPOSITION 2.2. (one accelerating wall). Suppose A 2 + B 2 ~ O. 
(i) < 0 on (0, M). 
(ii) I f  A <_ 0 and B <_ O, then g(~) has no zero on (0, IVI). 
(iii) I f  A >_ 0 and B > O, then g(~) has precisely one zero on (0, IYl). At  this zero, g'(b) < 0 
and so the corresponding F(y) has R > 0, F ' ( -1 )  < 0, F ' (1)  > 0,/3 > 0, which is the 
flow of Type ZZ. 
(iv) I f  A > 0 and B <_ O, then g(~) has precisely one zero on (0,/V/). At this zero, g'(b) < 0 
and so the corresponding F(y) has R > O, F ' ( -1 )  < 0, F '(1) > O, which is the flow of 
Type Zfor positive Reynolds number. 
(v) I rA  < 0 and B > O, then g(~) has as many zeros on (0, hT/) as g'(~). 
Note that Proposition 2.1 provided the classification of all possible solutions of (1),(2). How- 
ever, from Proposition 2.2(v), the classification is not clear if the shooting parameter (A, B)'s are 
chosen with A < 0 and B > 0. In fact, there exists a unique curve in the given quadrant hat 
makes the classification be completely clear. 
Suppose g(~; A, B) has a positive zero, say 6, then set b -- 5. Then, the corresponding pair 
(R,/3) is obtained by 
R(A,B)  - b~g'(b) (10) 
4 ' 
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and 
Bb 4 
~(A, B) = 16R" 
Now, let h(~) = g(~/A; A, B)/A, A > 0. Then h(~) solves the problem 
(11) 
h'" + (h') 2 - hh" B =-~,  
subject o h(0) = h'(0) = h" (0) -A /A  S = h"(O) -B /A  t = O. This gives the homogeneity property 
of g(~) as described below. 
LEMMA 2.3. For a/1 A > 0, g(~; A, B) = Ag(A~; A/A 3, B/A4). 
Let 5(A, B) be a positive zero of g(~; A, B). We have the following homogeneity properties for 
5(A, S),  R(A, B) and ~(A, B) by 
(% ((A/A3), (B/A4)) 
5(A,B) = A 
R(A ,B)= R , -~ , 
(12) 
(13) 
and 
for a l lA>0.  
applying the similar arguments. 
LEMMA 2.4. For all A > 0, f(r/; A, B) = Af(Ar/; A/A 2, B/A4). 
Let a(A, B) be a positive zero of f(~; A, B). Also, a(A, B), R(A, B) and f~(A, B) satisfy 
a(A, B) = a ((A/A2), (B/A4)) 
A 
and 
Z(A, B) =/3 , ~-~ , (14) 
Note that we can obtain the homogeneity properties for the problem (4),(8) by 
(15) 
(16) 
Z(A, B)  = Z , , (17) 
for all A > 0. 
We should point out that the obtained homogeneity property enables us to study the property 
of f or g both numerically or mathematically b choosing A and B along some simple curves 
in one parameter, instead of choosing them from the whole certain quadrant. For example, on 
{(A,B)  I A < 0, B > 0}, R(A,B)  = R(r, 1) = R(-1,w) if A = B 1/4 and r = A /B  3/4 or 
A = IAI 1/3 and w = B/IAI 4/3 for (6),(9). Then, we may improve the result on Proposition 2.2(v) 
by showing that there exists a unique curve B = (A/c) 4/s, c < 0, on the quadrant A < 0, B > 0 
such that g(~) has two zeros if B > (A/c) 4/3 and no zero B < (A/c) 4/3 by locating the unique c 
on the line {(r, 1) I -~  < r < 0}. Thus, we have the following result. 
PROPOSITION 2.5. There exists a unique c < 0 such that 
(i) it" (r0, 1) e S = {(r, 1) I c < r < 0}, then g(~;r0, 1) has exactly two zeros and, at the 
first and the second positive zeros, the corresponding F(y) 's are the flows ot. Type Zt.or a 
negative Reynolds number and Type ZZZ, respectively, 
(ii) it. (ro, 1) e S = {(% 1) [ -oo < r <_ c}, then g(~; ro, 1) has no zero. 
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PROOF. We divide the proof into the following steps. 
Step 1. We first claim that S ¢ q}. It is clear that, from Proposition 2.2(iii), g(~; 0, 1) has a 
unique positive zero, say a0. Let e = ]g(ho/2;0, 1)1/2 where g(50/2;0, 1) > 0. By the 
continuous dependence on initial data, there exists a 6 > 0 such that 
Ig(~;0, 1) - g(~;r, 1)] < 6, 
for r e (-6, 0), ~ • [0, (50)/2]. Then, we get that 
50 
Since g(~; r, 1) < 0 initially, g must have one zero on [0, 50/2]. By g"'(0) > 0, g"(0) < 
0, g(0) --- 0 and g'"'(~) < 0 for all ~ E (0, it:/), there is a ~0 > 50 such that g(~) is 
decreasing and concave downwards on (~0,/17/). Hence, g(~) must have exactly two 
zeros. This proves that S ~ 0. 
We want to show that S ~ 0. Consider g(~;-1,0). Since g ' (~; -1 ,0)  < 0 and 
g'~(~; -1, 0) < 0 on (0,21~/), for a fixed ~ > 0, there exists a 61 > 0 such that 
g ' (~; -1 ,0)  < 0 on [0,~] and g"(~; -1 ,  w) < 0, for w C (0,61). By the continu- 
ous dependence, there exists a 62 > 0 such that 
-1 ,  0) - < -1 ,  0)1 
2 
for ~ E [0,~], w e (0,62). It follows that g"(~;-1, w) <: 0, for ~ • [0,~], w • 
(0,~i2). Hence, g"(~;-1,w) < 0 at the first zero of g"(~; -1,  w). This yields that 
g"(~;-1,w) < 0 for ~ • (0, it?/). Since g'(0;-1,w) = 0 and g ' (~; -1 ,w)  <: 0 on 
(0, it:/), we get that g'(~;-1, w) < 0 for ~ • (0,217/). Thus, g'(~) has no zero. By 
Proposition 2.2(v), g(~) also has no zero. Hence, S ¢ O. 
Existence of the unique c. Since S ¢ 0, there is a (to, 1) • S such that g(~; r0, 1) has 
two zeros 51 and 52 where 51 < 52. For given ¢ > 0 such that 51 - ¢ > 0 and 52 + ¢ < 
]iT/, let ¢1 = min{Ig(51 - ¢;r0, 1)1, Ig((51 + 52)/2;r0, 1)1, Ig(52 + 6;r0, 1)1}/2 where 
g(51-6; to, 1) < 0, g((51 +52)/2; to, 1) > 0 and g(52 +¢; ro, 1) < 0. By the continuous 
dependence on initial data, there exists a 5 > 0 such that Ig(~; to, 1) - g(~; r, 1)1 < 61 
for r E (r0 - 6, ro + ~f) on ~ • [0, 52 + 6]. Then, 
g(51 - 6; r, 1) < ¢1 + g(51 - ¢; ro, 1) < 0, 
g 2 ;r, 1 >-61+g ~ ;ro, z) >0,  
Step 2. 
Step 3. 
and 
g(52 + e; r, 1) < E1 + g(52 + ¢; ro, 1). 
It follows that g(~; r, 1) has two zeros. That is, (r0 - 5, r0 + 6) C S. Hence, S is open. 
Now we want to verify that S is connected. Suppose that S is not connected. Then 
there is a component ((r, 1)Jr1 < r < r2 < 0} C S. By the homogeneity property, 
we may also consider the set {(-1,w) I 1/ I r l l  4/3 < w < 1/]r214/3} : ((-1,w)10 < 
Wl < w < w2}. In fact, g(~;-1,Wl) and g(~;-1,w2) have no zero. It follows that 
g'(~;-1,Wl) < 0 and g'(~;-1, w2) < 0. Let d l ( -1 ,w)  be the first zero of g'(~;-1, w) 
for w E (wl, w~). Then, it is clear that 
lim dl ( -1 ,w)  = co, 
W-'~W 2 
lim d l ( -1 ,w)  = co, 
~0--~01~ 
forwl ~w <w2. 
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Define ¢(i)(4;-1, w) = Og (i) (4;-1, w)/Ow, i = 0, 1, 2, 3, 4. Thus, ¢(0) ~- 0, ¢'(0) = 0, ¢"(0) = 0 
and ¢ ' (0 )  = 1. It is clear that ¢(~) > 0 initially, i = 0, 1, 2, 3. Differentiating g" + (g,)2 _gg, = w 
with respect o w, we obtain the following variational equation 
¢"  -F 2¢'g" - Cg" - ¢"g = 1. ( is)  
By differentiating (18) with respect o 4, we get that 
¢"" + ¢ 'g"  + g '¢"  - Cg'" - ¢ '"g = 0. 
Let d2 be the first zero of g"(4; -1,w) and a3 be the first zero of ¢'"(4;-1, w). If a3 < d2, then 
¢(O~3) > 0, ¢'(O~3) > 0, ¢"(a3) > 0, g(a3) < 0, g'(oz3) < 0, g"(a3) < 0 and g"(O~3) > 0. It follows 
that 
~bt/tt(o~3) = (~(0:3)g///(0~3) -I- (~/t/(o/3)g(o/3) - ¢/(0~3)gt/(0/3) - (~"(0/3)g'(0~3) > 0. 
This contradicts the definition of c~3. Hence, d2 < ~3. Let dl be the first zeros of g~(4; -1,  w) and 
c~2 be the first zero of ¢"(4; -1,  w). If c~2 < dl, then ¢(c~2) > 0, ¢'(c~2) > 0, g(a2) < 0, g'(a2) < 0 
and g"(c~2) > 0. It follows that 
¢'"(~2) = 1 + ¢"(~2)g(~2) + ¢(~2)g"(~2) - 2¢'(~:)9'(~2) > o. 
This contradicts to the definition of ~2. Hence, dl < (~2. It follows that ¢'(dl) > 0. 
g'(dl(-1,  w); -1,  w) = 0, we have 
w) Odl ( -  1, w) ¢ ' (d l ( -1 ,w) ; -1 ,w)  +g"(dl(-1,w);-1, ~w = O. 
Since 
Thus, Odl(-1,w)/Ow < 0. This shows that d l ( -1 ,w)  never tends to +oo as w tends to w~- 
or w +. Hence, S is connected and the desired c is obtained. | 
Note that the classification provides the information of the quadrants in the R-fl plane on 
which certain types of solutions may exist. However, it is far away from verifying existence of 
certain families of solutions in some variables, as shown from the bifurcation diagrams Figures 1 
and 2. Also, the classification for (1),(2) and (1),(3) indicates that either problem has no solution 
for R < 0, fl > 0. In fact, the nonexistence r sult can be further extended in Section 4. 
3. EX ISTENCE OF  SOLUTIONS 
3.1. The Equally Accelerating Walls Problem 
Recall that a(A, B) is a positive zero of f for the problem (4),(8). In fact, a(A, B), R(A, B) 
and fl(A, B) are C 1 functions in (A, B) since ] '  never vanishes at positive zero of f(~/; A, B). 
Define 
D1 = {(A,B) t A > 0, B > 0}, 
D2 = {(A,B) [A < 0, B > 0}, 
and 
D4 = {(A,B) I A > 0, B < 0}. 
Let ~.(A,B) -- (R(A,B),~(A,B)) for (A,B) e D1 U D4 and ~(A,B)  = (R~:(A,B), 13~(A,B)), 
where (R~:(A,B), ~:(A,B)) are obtained from two positive zeros a-  < a +, respectively, of 
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f(rl; A, B) for (A, B) E D2. Then (1),(2) may possess Type I, II or III solution by choosing (R,/3) 
from the following sets: 
F1 = {3(A,B) I(A,B) e D4}, 
F2 = {3(A,B)[ (A,B)  e D1}, 
F3 = {3-(A,B) I(A ,B) e D2}, 
and 
F4 = {3+(A,B) [ (A ,B)e  Dr}. 
Suppose we are able to verify that Fi's are connected, and obtain their limiting behaviors in some 
parameter, then the existence of continuous families of solutions is clear. By the homogeneities 
(16),(17), Fi, i = 1, 2, 3, 4, can be written as 
F1 -- {3( r , -1 )  I 0 < r < 1} tA {3(1, w) I -1  < w < 0}, 
r2 = {3(r, 1) I 0 < r < 1} u {3(1, w) I 0 < w < 1}, 
r3 = {3-( r ,  1) I -1  < r < O} u {3- ( -1 ,w)  I 0 < w < 1}, 
and 
r4={3+(r ,  1) I - l  -< r < 0} U {3+(-1, w) 10<w< 1}. 
Then the connections of Fi, i = 1,2, 3,4, are clear. The necessary and sufficient condition for 
existence of Type I solutions for R > 0 can be obtained by the following theorem. 
THEOREM 3.1.1. The problem (1), (2) has a Type I solution with R > 0 if and only if ( R./3) c Fz. 
PROOF. For each (R.~3) E F1, there exists A and B such that F(y) = -a(A, B ) f  (a(A'B)RY;A'B) is 
a solution of (1),(2) with R > 0. Thus, the sufficient condition holds. Conversely, let F(y) be 
the desired solution. That is, R > 0, F(y) < 0 and F"(y) > 0. Define f(y) = -RF(y ) .  Then 
f(y) solves (4),(8) with A = -RF'(O) and B =/3R - R2(F'(0)) 2. Since F(y) < 0, F'(0) < 0. 
Thus, A > 0. We can get - /3+R(F ' (0))  2 > 0 from F'"(O) > 0. It follows that B < 0. Therefore, 
(A, B) E D4. Hence, R(A, B), /3(A, B) are well-defined. Moreover, we have a(A, t3) -- 1 and 
f(a; A, B) = -R.  | 
b-hrthermore, the limiting behavior of F1 can be obtained by the following two corollaries. 
COROLLARY 3.1.2. 
(i) limr__.0+ a(r,--1) = 0; 
(ii) limw--.o- a(1,w) = c~. 
PROOF. We first consider the case (i). It is clear that f'"(rl; O, 1) < 0 for all ~ c (0.M) since 
f'"(O; 0, -1) = -1 < 0 and fm(rl; O, -1) is decreasing on (0, M). This implies that f "  is decreasing 
on (0, M). Hence, f"(~?; 0, -1) < 0 on (0, M). Since f"(r l ;0 , -1 ) < 0 and f ' (0 ;0 , -1)  = 0, it 
follows that f~(r/; 0, -1) is decreasing and f'(r/; 0, -1) < 0 on (0, M). It also implies f(~/; 0, -1) < 
0. By the continuity on initial data, for any ¢ :> 0, there exists a 6 > 0 such that 
I/(~; o, -1)1 
If(~; r, -1) - / (~;  O, -1)1 < 
2 
for r E (0,6). However, f(~?;r,-1) > 0 for r/sufficiently close to 0. Then a(r,-1) < ¢ and the 
desired result is obtained. 
CA/4~ 30:lO-B 
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Now we want to verify the assertion (ii). It is clear that f(r/; 1, 0) = r/is the solution for the 
problem (4),(8). It implies that f~(r/; 1,0) = 1. By the continuity on initial data, for any # > 0, 
there exists a 6 > 0 such that 
1 
[f'(r/; 1,w) - f'(r/; 1,0)1 < 2' 
for w • (-6,0), r /•  [0,#]. It implies that f'(r/; 1,w) > 1/2 and f(r/; 1,w) > r//2 for w • (-6,0), 
• (0, #]. Thus, a(1, w) > #. This completes the proof. | 
COROLLARY 3.1.3. 
(i) ]imr--,o+ R(r,-I) --- 0 and limr__,o+/~(r,-i) - -3; 
(ii) limw_.0- R(1,w) = co. 
PROOF. There exists a 61 > 0 such that a(r , -1)  _< #, Vr • (0,61), for a given # > 0, since 
limr-.0+ a(r,-1) = 0. By the continuity on initial data, there exists 62 > 0,  where 62 _< dil, such 
that lf'(w; 0, -1) - f'(~?;r,-1)1 < 1 for r • (0,62), 77 • (0,#]. It implies that 
If '(r/;r,-1)l < 1 + sup If'(r/; O, -1)1. (19) 
~e(o,~] 
Since R(r , -1)  = -a(r , -1)2f ' (a(r , -1) ;  r , -1) ,  we get that limr-~0+ R(r , -1)  = 0. 
For the second part of assertion (i), it is required to obtain an a priori estimate of fL Let 
a = a(A, B) and G(r/) -- (f'(r/)) 2 - f(~?)f"(~?). Integrating (4) on (0, a), we get that 
fo a G(~)(a - rl) drl = 
(A ~ + B)a 2 
2 + A - f'(a), (20) 
and 
f0 a (a - 77) 2 . (A 2 + B)a 3 
G( r l )~  a~? = 6 + Aa. (21) 
Multiplying (20) by a and subtracting it from (21), it yields that 
foaG(r l ) (a22r]2)  drl= (A2+B)a33 af'(a) 
Since G(rl) is increasing on (0, M), it follows that 
A 2 -- (]'(0)) 2 -- a(0) _< G(r/) < a(a) --- (f'(a)) 2, (22) 
for 7/E [0,a]. Thus, for A = r and B = -1, we get that 
a2r 2 ~(r, -1) a2f'(a) 
0 < - ~ < ~ + 1 _ _ _  - - ,  
f'(a) - 3 3 
since f'(a) = f~(a(r, -1); r, -1) < 0. Hence, the desired limit of f3 can be obtained as r tends to 
0 + by (22). 
For the assertion (ii), it is clear that f'(a(1,w); 1,w) 2 > 1. By f'(a(1,w); 1,w) < 0, we have 
f'(a(1, w); 1, w) < -1. Hence, -(a(1, w))2f'(a(1, w); 1, w) > (a(1, w)) 2. From Corollary 3.1.2(ii), 
we obtain that lim,~__.o- R(1, w) = co. II 
Corollary 3.1.3 implies that F1 is a connected subset of {(R, f~) : R > 0, fl E ~} with a limit 
point (0, -3). Also F1 can be extended continuously as R tending to co on the quadrant R > 0, 
> 0, since f~(1,-1) = 0 and f~(1,w) > 0 for -1 < w < 0. For the Type I solutions with R < 0, 
we have the following result by using a similar technique as in the preceding arguments. 
THEOREM 3.1.4. The problem (1),(2) has a Type I solution with R < 0 if and only if (R, f~) e F3. 
COROLLARY 3.1.5. 
(i) limr--.0- a-(r, 1) -- 0; 
(ii) limw__.0+ a - ( -1 ,w)  ---- c~. 
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COROLLARY 3.1.6. 
(i) lim~--.o- R-(r, 1) -- 0 and lim~__.o- /3- (r, 1) = -3;  
(ii) limw--.o+ R- ( -1 ,w)  -- -oo. 
Hence, F3 is a connected subset of {(R,/3) : R < 0,/3 < 0} which has a limit point (0, -3) and 
it can also be extended continuously as R tending to -~ .  Let F. = F1 U (0, -3) U F3. Then F. 
is the desired connected set in Theorem A and (1),(2) possesses at least one Type I solution for 
every real R. 
Now we consider the existence of Type II solutions. By applying similar arguments as in 
Theorem 3.1.1, we have the following theorem. 
THEOREM 3.1.7. The problem (1),(2) has a Type H solution if and only if (R,/3) c F2. 
The asymptotic behavior of F2 can be obtained by the following corollaries. 
COROLLARY 3.1.8. 
(i) limr--.o+ a(r, 1) = a(0, 1); 
(ii) lim~_~0+ a(1,w) = c~. 
PROOF. We omit the verification of the assertion (ii), since the arguments are similar to the 
ones in Corollary 3.1.2(ii). It is clear that f'0?;0, 1) has exactly one zero, say ~0- Let Co = 
a(0 ,1 ) -~0.  For any 0 < e < e0/2, we set ~' = a(0,1) +e ,  ~1" = a(O, 1 ) -¢  and m = 
min{lf'(y'; 0, 1)[, [f(~"; 0, 1)[}. By the continuity on initial data, there exists a ~ > 0 such that 
m 
[f(~'; r, 1) - f(r/; 0, 1)] < 
2 '  
and 
[f(~"; r, 1) - f(~"; 0, 1)[ < 
for r e (0, ~). Hence, f(~'; r, 1) < 0 and f(~"; r, 1) > 0. It 
limr--.o+ a(r, 1) - a(0, 1). 
COROLLARY 3.1.9. 
(i) limr--.0+ R(r, 1) = R(0, 1) and limr--.o+ j3(r, 1) =/3(0, 1); 
(ii) lim~--.o+ R(1, w) -- oo. 
We omit the proof since the assertion (i) is trivial due to continuity and (ii) can be easily 
obtained. 
Note that F2 is a connected subset of the quadrant {R > 0,/3 > 0} with an endpoint 
(R(0, 1),/3(0, 1)) and it can be extended as R tending to +oo. In fact, by applying SDPdV2 [7], 
it is found that R(0, 1) ~ 337.3633 and/~(0, 1) ~ 0.6699. For the existence of Type III solutions 
we have the next theorem. 
m 
2'  
follows that a(r, 1) C (~7", ~'). Thus, 
I 
THEOREM 3.1.10. The problem (1),(2) has a Type III solution if and only if (R, fl) E F4. 
Furthermore, the following corollaries are required for obtaining behavior of F4. 
COROLLARY 3. i. 1 i. 
(i) limr--.o- a+(r, 1) = a+(0, 1); 
(ii) limw--.0+ a+(-1,w)  = a+(-1,w)  = oc. 
PROOF. The assertion of (ii) is trivial since a-  ( -  1, w) < a + ( -  1, w) and limw__.0+ a-  ( -  1, w) = oo. 
By applying similar arguments as in Corollary 3.1.8, the assertion (ii) can be obtained. I 
COROLLARY 3.1.12. 
(i) limr--.0- R+(r, 1) -- R(0, 1) and limr-.o-/~+(r, 1) =/~(0, 1); 
(ii) lim~__.o+ R+(-1 ,w)  = oo. 
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Again, F4 is a connected subset of the quadrant {R > 0,~ > 0} with a limit point 
(R(0, 1),/~(0, 1)). Again, F4 can be extended continuously as R tending to +00. Let F* = F2 UF4. 
Then F* is the desired connected set and (1),(2) possesses at least three different types of solution 
for R > R(0, I). 
3.2. The Acce le ra t ing /Sta t ionary  Wall  P rob lem 
For convenience, we shall use the same notation as in Section 3.1. By the homogeneities 
(13),(14) and Proposition 2.1, 2.5, we know that the problem (1),(3) may possess Type Z, ZZor 
ZZZsolution by choosing (R, j3) from the following sets: 
r~ = {~(r, -1 )  I o < r _< 1) u {~(1, w) I -1  < w _< 0}, 
r2 = {37(r, 1) I 0 < r < 1} U {£(1, w) I 0 < ~ < 1}, 
r3 = { i - (~,  1) I c < r < 0}, 
and 
r4 = {~+(r, 1) I c < r < 0). 
By applying similar arguments as in Theorem 3.1.1, we can obtain the necessary and sufficient 
condition for existence of Type Zsolutions for R > 0 as follows. 
THEOREM 3.2.1. The problem (1), (3) has a Type Isolution with R > 0 if and only ff (R,/3) E F1. 
Furthermore, the asymptotic behavior of F1 can be obtained by the following corollaries. 
COROLLARY 3.2.2. 
(i) limr-.0+ a(r , -1)  -- 0; 
(ii) limw_~0+ a(1, w) = a(1, 0). 
The verification of Corollary 3.2.2 is similar to the proof of Corollary 3.2.1(i) and Corollary 
3.1.8(i), respectively, so we omit the proofs. Now, by applying similar arguments as in Corollary 
3.1.3(i) and the continuity, we have the following corollary. 
COROLLARY 3.2.3. 
(i) limr--.0* R(r , -1)  = 0 and limr--.0+ ~(r , -1)  = -3/2; 
(ii) limw--.0- R(1, w) = R(1, 0) and limw-.0-/3(1, w) = 0. 
From Corollary 3.2.3, F1 is a connected subset of {(R,/3) : R > 0, j3 E ~} which connected the 
limit point (0,-3/2) and the endpoint (R(1, 0), ~3(1,0)). By using the subroutine code SDRIV2 
[7], we get that R(1 ,0)~ 26.6357. 
For the existence of Type :Z'solutions with R < 0, we have the following theorem. 
THEOREM 3.2.4. The problem (1),(3)has a Type Zsolution with R < 0 if and only if(R,/3) E [~3. 
Furthermore, we get the limiting behavior of F3 from the following corollaries. 
COROLLARY 3.2.5. 
(i) limr__, o- a-(r ,  1) = O; 
(ii) limr--.c+ a-(r, 1) ---- c~. 
PROOF. We can obtain the assertion (i) by using similar arguments as in Corollary 3.1.2(ii). To 
verify the assertion (ii), we first suppose that limr--.c+ a-(r, 1) = k < +oo. Then g(k;c, 1) = 
limr--.c+ g(a- (r, 1); r, 1) = 0. It contradicts to the fact that g(~; c, 1) is negative. This completes 
the proof. | 
COROLLARY 3.2.6. 
(i) lim~-_.o- R-(r ,  1) = 0 and limr--.0- 13-(r, 1) = -3/2; 
(ii) limr--.c+ R-(r ,  1) -- -co. 
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PROOF. We can easily prove the assertion (i) by using similar arguments as in Corollary 3.1.30). 
Next, we verify the assertion (ii). Let ~. be the positive zero of g'(~; r, 1). Then, we have 
a-(r ,  1) > ~. and g'"(a-(r, 1);r, 1) < 0. Hence, we have 
g'(a-(r, 1);r, 1) 2 = 1-g'"(a-(r ,  1);r, 1) > 1. 
Since g'(a-(r, 1); r, 1) > 0, it follows that g'(a-(r, 1); r, 1) > 1. Therefore, we get that, 
- (a-( -1,w))2g'(a-( -1,w); -1,w) < - (a - ( -1 ,  w)) 2. 
It implies that lim~-~c+ R-  (r, 1) = -oc.  | 
Note that F3 is a connected subset of {(R,/3) : R < 0,13 < 0} with a limit point (0 , -3 /2)  
and it can be extended continuously as R tending to -oc.  Now, we shall study the existence of 
Type ZZsolutions for the problem (1),(3). By applying similar arguments as in Theorem 3.1.1, 
we have the following theorem. 
THEOREM 3.2.7. The problem (1),(3) has a TypeZZsolution if and only if (R,/3) E F2. 
Also, the asymptotic behavior of ['2 can be obtained as follows. 
COROLLARY 3.2.8. 
(i) lima-m+ a(r, 1) = a(0, 1); 
(ii) l im~0+ a(1, w) = a(1,0). 
We omit the proof of Corollary 3.2.8, since the verification is similar to the proof of Corol- 
lary 3.1.8(i). Now the corresponding limits of (R,/3) can be obtained from the following corollary 
which can be easily proven by continuity. 
COROLLARY 3.2.9. 
(i) lim~_0+ R(r, 1) -- R(0, 1) and lim~__.0+/3(r, 1) =/3(0, 1); 
(ii) limw--.0+ R(1, w) = R(1, 0) and limw--.0+/3(1, w) =/3(1,0). 
Note that P2 is a connected subset of {(R,/3) : R > 0,/3 > 0} which connects the endpoint 
(R(0, 1),/3(0, 1)) and the limit point (R(1, 0), /3(1, 0)). By using SDRIV2 [7], we obtain that 
R(0, 1) ~ 84.3408 and/3(0, 1) ~ 0.1675. Now, we turn to study the existence of Type IZZsolutions 
for (1),(3). We have the following theorem and corollaries. 
THEOREM 3.2.10. The problem (1),(3) has a Type ZZZsolution if and only if (R,/3) E F4. 
COROLLARY 3.2.11. 
(i) l im~o-  a+(r, 1) = a(O, 1); 
(ii) lim~_~c+ a+(r, 1) = oo. 
PROOF. We omit the verification of the assertion (i) since the arguments are similar to Corol- 
lary 3.1.8(i). By a+(r, 1) > a-(r, 1) and limr-.c+ a-(r, 1) = +co, we obtain the second assertion. 
COROLLARY 3.2.12. 
(i) limr--0- R+(r, 1) = R(0, 1) and limr__. 0-/3+(r, 1) =/3(0, 1); 
(ii) lim~__,c+ R+(r, 1) = +co. 
By applying the continuity and using similar arguments as in Corollary 3.2.6(ii), the assertion 
can be easily obtained. Again, F4 is also a connected subset of {(R,/3) : R > 0,/3 > 0} with a 
limit point (R(0, 1),/3(0, 1)). Also, F4 can be continuously extended as R tending to +oo. Let 
F = F1 U F2 U F3 U F4 U (0, -3/2) .  Then F is the desired connected set in Theorem B and (1),(3) 
possesses at least one solution for every R. 
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4. NONEXISTENCE AND LOCAL UNIQUENESS 
Recall the classification in Section 2; neither problem has a solution for R < 0, D > 0. The 
result can be extended further by integrating (1) directly subject o (2) or (3), respectively. Also, 
as shown in Figures I and 2, the solution is unique where R is small. Therefore, nonexistence 
and local uniqueness can be obtained in this section. 
4.1. A Priori Est imate  and Nonex is tence  
In fact, an a priori estimate of a solution of (1),(2) or (1),(3) can be obtained by integrating 
(1) directly. 
LEMMA 4.1.1. I f  F is a solution of the problem (1),(2), then HF"Hoo <_ 3 - 3/2R if R < 0 and 
]IF"Hoo <_ 3 + R if R > O. Moreover, the corresponding parameter (R, ~) satisfies R(~ + 3) > 0. 
PROOF. Integrating (1) subject to (2), we have 
/o' F"(y) + R (FF"  - (F') 2) dt + 3y = 0, (23) 
r'(y) - p'(o) + R fo~(~ - t)(FF 'r - (F') ~) ,~t + 1~ = o, (24) 
and 
F(y) - F'(O)y + R - yt + (FF"  - (F') 2) dt + - -~ = 0. (25) 
Set y = 1 on (24),(25) and subtract (24) from (25), we then have 
1 
and rewrite (23) by 
I' F"(y) = 3y - 3Ry (FF"  - (F') 2) dt - R (FF"  - ( r ' )  2) dt. (26) 
From Proposition 2.1, it follows that FF"  - (Ft) 2 is decreasing and -1 /2  _< t 2 - 1/2 _< 0 for all 
t • (0, 1). This implies that 
f01 ( ~ )  1 0 <_ (FF" -  (F') 2) dt <_ 2" 
Consequently, if R > 0, 
and if R < 0, 
Furthermore, 
3 
3~] - -~RT] << F"(~]) <_ 37] + R, 
3 
3~ + R < F"(~) < 37] - -~R~. 
/01t' 1 ,>0 R2 t 2 1 (FF"  (F') 2) dt>_-R  2(F'(O)) 2 2 
since FF"  - (Fr) 2 is decreasing and t 2 - 1 is negative in (0, 1). Then R(/~+ 3) > 0 is obtained. |
For (1),(3), we integrate (1) subject to (3) and then get 
F"(y) l+3y  R / :  ( 3t2y ) /-__' 
- - -2  + ~ 1 2 - t + T + 6y (RE" - ( f ' )  2) dt - R I (FF"  - ( f ' )  2)(27)dt. 
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By applying similar arguments in Lemma 4.1, we obtain the following lemma. 
LEMMA 4.1.2. I f  F is a solution of the problem (1),(3), then ]tF"tloo < 2 + (49/2)]R I. Moreover, 
the corresponding parameter (R, f~) satisfies R(/3 + 3/2) > 0. 
From Lemma 4.1.1 and 4.1.2, the connected sets F* and F. in Section 3 can only lie on the 
plane {(R, f~) ] R(f~ + 3) > 0} for (1),(2) while the set F lies on {(R, f~) I R(/~ + 3/2) > 0} for 
(1),(3), respectively. Therefore, we immediately obtain the following nonexistence r sult. 
THEOREM 4.1.3. 
(i) The problem (1),(2) has no solution if the parameters R, j3 satis?y R(/3 + 3) < 0. 
(ii) The problem (1),(3) has no solution if the parameters R,/3 satis?y R(/~ ÷ 3/2) < 0. 
Note that, in fact, existence of solutions can also be verified by applying either Schauder fixed 
point theorem or Leray-Schauder fixed point theorem. However, the result holds only for Type I 
solutions with small R. 
4.2. Local  Un iqueness  
Now the local uniqueness of the solution with small R for the problem (1), (2) can be obtained 
in the following theorem. 
THEOREM 4.2.1. There exist two constants R -  < 0 < R + such that the problem (1),(2) has a 
unique solution if R C ( R - ,  R+ ). 
PROOF. Define T(F) = FF" -  (F') 2 and assume that F1 and F2 are two solutions of the problem 
(1),(2) for a given R. First, we consider the case of R < 0. It is clear that 
IF'(n)l <_ 
IF(n)l _< 
rE; - F~l <_ and 
IF1 - F21 _< 
Then, we get that, from Lemma 4.1 .1 ,  
IT(F1) - T(F2)[ < IF; - F~I(IF;[ + lEVI) + IFI[[F~' - F~'I ÷ IF~'llFi - F21 
-<-5R4 (11-  2--72R ) [T(F1) - T(F2)I + (15-18R)HF~' -  F~'II+. 
1 + HF"II~, 
1 + IIF"II~, 
IR I IT (F1)  - T(F2)I + IIF;' - Fg'llo~, 
~In l IT (F1)  - T(F~)I + IIF;' - F~'ll~o. 
liE;' - F~'lloo. (28) 
liE;' - F~%o.  
Suppose 1 ÷ (5/4)R(11 - (27/2)R) > 0. Then 
15 - 18R 
IT(F1) - T(F2)[ <_ 
1 + (5/4)R (11 - (27/2)R) 
From equation (23) and (28), we get that 
[F~' - F~' I < -1-~ R]T(F1) - T(F2)I 
< ( - l lR ) (15  - 18R) 
- 2(1 + (5/4)R(11 - (27/2)R)) 
To reach the contradiction, it is required that 
(-11R)(15 - 18R) 
<1.  
2 (1 + (5/4)R (11 - (27/2)R)) 
(29) 
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Then, let R -  be the negative zero of 927R 2 - 770R - 8 = 0 with R -  ..~ -1.026 x 10 -2 such that 
(1),(2) has a unique solution if R -  < R < 0. By applying similar arguments for R > 0, we obtain 
that  
l lR  ( 15 + 4R '~ 
IF;' - F2'l -< T _ 1 - (55 /4 - -~-  -~5/4)R 2] IIF[' - F2'II°°" 
Suppose R + is the positive zero of 103R 2 + 385R - 4 = 0 with R + ~ 1.036 x 10 -2. Then (1),(2) 
has a unique solution for R E (0, R+). Hence, the desired result is obtained. | 
Now we continue the study of the local uniqueness of solution for (1),(3). 
THEOREM 4.2.2. There exist two constants R o < 0 < R+o such that the problem (1),(3) has a 
unique solution if R E ( R o, R+ ). 
PROOF. Assume that F1 and F2 are two solutions of the problem (1),(3) for a given R. Recall 
that  T(F) = FF"  - ( f , )2 .  Then, we have 
,T(F1) - T(F2), <16 (2+ 4--96,R,),,F;'- F~'Hoo. (30) 
From equation (27) and inequality (30), we obtain 
i f ; '  - F 'l < --5-Jnr 2 + Inl liE;' - Fi'lloo. 
Suppose R < 0. Then it is required to have 
for verifying the uniqueness of the solution. Let R o be the negative zero of 11956R 2 -  2928R-9  = 
0 with R o -~ -3.036 x 10 -3. Then (1),(3) has a unique solution for R o < R < 0. Similarly, it is 
required to ask 
for R > 0. Therefore, let R + be the positive zero of 11956R 2 + 2928R - 9 = 0 
with R + -- -R  o and (1),(3) has a unique solution for 0 < R < R +. Hence, the desired 
uniqueness is obtained for R o < R < R0 +. | 
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