A generalization of imaginary parts of eigenvalues for matrices: Chain rotation numbers  by Stender, Torben
Linear Algebra and its Applications 426 (2007) 53–70
www.elsevier.com/locate/laa
A generalization of imaginary parts of eigenvalues
for matrices: Chain rotation numbers
Torben Stender
Institut für Mathematik, Universität Augsburg, Universitätsstrasse 14, 86135 Augsburg, Germany
Received 3 April 2006; accepted 28 March 2007
Available online 22 April 2007
Submitted by H. Schneider
Abstract
Rotation numbers and chain rotation numbers may be interpreted as a generalization of the imaginary
parts for matrices. In dimension two they measure how the solutions of a linear autonomous differential
equation rotate in the phase space, and they reduce to the imaginary parts of the eigenvalues of the system’s
matrix. In higher dimensions they measure how a two-frame of vectors rotate under the induced flow in
the plane which is spanned by the frame. For their calculation, only special sets in the oriented Grassmann
manifold of planes are relevant, and to each of these sets corresponds a compact interval of chain rotation
numbers. In this paper we will determine these relevant sets and calculate the corresponding sets of chain
rotation numbers.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The spectrum of a matrix is a key concept of linear algebra. For linear autonomous differential
equations x˙(t) = Ax(t) in Rd , the real parts of the eigenvalues of A give valuable information for
the stability behaviour of the solutions. While generalizations of the real parts of eigenvalues are
quite well understood by now (Lyapunov exponents, Sacker-Sell theory, Oseledets’ multiplicative
ergodic theorem, Morse spectrum), this cannot be said for the imaginary parts of the eigenvalues.
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When interpreted for the solutions of linear autonomous differential equations in dimension two,
the imaginary part measures the rotation of the solution in the plane. For a generalization of this
idea to higher dimensions and to nonautonomous systems x˙ = A(t)x(t), San Martin proposed a
concept of rotation numbers (cp. [11]), by measuring how a 2-frame of vectors (u, v) (i.e. two
vectors which are orthonormal) rotate under the flow  : R × Rd → Rd , (t, x0) → t (x0) =
etAx0 = exp(tA)x0 in the oriented plane u ∧+ v which is the linear span of u and v. Since t (u)
and t (v) need not to be orthonormal for all times t ∈ R one considers an induced flow St2 in
the Stiefel manifold St2Rd of orthonormal 2-frames, which one gets by Gram-Schmidt orthonor-
malization. In order to measure the rotation of (ut , vt ) :=St2t (u, v) in the plane ut ∧+ vt , one
needs a reference frame in ut ∧+ vt to compare with (ut , vt ). One passes over to the principal fibre
bundle π+ : St2Rd → G+2 Rd with structure group SO(2,R) (the Lie group of real orthonormal
2 × 2 matrices), where G+2 Rd is the Grassmann manifold of oriented 2-planes, and gets an
appropriate reference frame by the horizontal lift of ut ∧+ vt into St2Rd . The canonical choice
of a connection form ω in the fibre bundle π+ is given by ω( ddt (ut , vt )) :=〈u˙t , vt 〉 = 〈Aut , vt 〉,
where 〈·, ·〉 denotes the standard inner product in Rd . The interpretation of this connection is that
it measures infinitesimal rotation of (ut , vt ) (cp. [10]). Thus, the following formula offers itself
as the definition of the rotation number of the plane u ∧+ v:
rot(u ∧+ v) := lim
T→∞
1
T
∫ T
0
〈Aut , vt 〉 dt,
where (u, v) ∈ π−1+ (u ∧+ v). Note that the rotation number is independent of the choice of the
2-frame in the fiber over u ∧+ v. The rotation number has found applications in the theory of
random differential equations, where an ergodic invariant measure in the base space is present;
see, in particular, Arnold and San Martin in [3]. In [7], a topological analogue to the ergodic
theory has been proposed for general linear flows. It is based on chain recurrence (in the oriented
2-Grassmannian).
While all generalizations of the real parts of eigenvalues reduce nicely to exactly the real parts
for constant square matrices, this is unfortunately not true for rotation numbers and the imaginary
parts, i.e. neither the ergodic concept nor the topological concept reduces to the imaginary parts
of the eigenvalues (cp. [2, Example 6.5.4] for an easy example). Another problem is that rotation
numbers are in general not invariant under linear conjugation of the matrix A. These facts are
exactly the problems which the present paper approaches. One cornerstone of this approach is the
application of a concept proposed by Colonius, Fabbri and Johnson in [7], where one considers
so-called chain rotation numbers, i.e. rotation numbers along (, T )-chains. They show that the
set of chain rotation numbers on every chain recurrent component in the oriented Grassmann
manifold is a compact interval whose boundary points are rotation numbers; thus, every rotation
number lies in one of these compact intervals.
The present paper is organized as follows: In Section 2, we will give the necessary definitions,
and Section 3 cite the basic results which are relevant for this paper. In Section 4, we will show
how the chain recurrent components in the oriented Grassmannian are determined by the chain
recurrent sets in the Grassmannian. In the last section we will explicitly do the calculation of
the compact intervals of chain rotation numbers. The main result of this paper is Theorem 17.
Its assertion is, that those intervals are either symmetric intervals around zero, whose boundary
points are the largest imaginary parts of the eigenvalues corresponding to the chain recurrent
components, or discrete values, which are the imaginary parts of the eigenvalues corresponding
to the chain recurrent components. Furthermore, the sets of chain rotation numbers are invariant
under linear conjugation.
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2. Preliminaries on Grassmannians
In the following we denote by {e1, . . . , ed} the canonical basis of Rd . For d  2 we denote by∧2 Rd the twofold exterior product of Rd . We recall thatB :={ei ∧ ej |1  i < j  d} is a basis
of
∧2 Rd . In particular: dim∧2 Rd = (d2) [8, Chapter 19]. The elements in ∧2 Rd of the form
u ∧ v are called decomposable 2-vectors, and the set of all decomposable 2-vectors is denoted
by
∧2
0 R
d
. For u = ∑di=1 uiei, v = ∑di=1 viei, x = ∑di=1 xiei, y = ∑di=1 yiei , we express now
u ∧ v and x ∧ y in the basis B:
u ∧ v =
∑
i,j=1,...,d
i<j
(uivj − ujvi)ei ∧ ej ,
(1)
x ∧ y =
∑
i,j=1,...,d
i<j
(xiyj − xjyi)ei ∧ ej .
As shown in [2, Lemma 3.2.6(iv)], for u := ∑i,j=1,...,d;i<j uij ei ∧ ej , x := ∑i,j=1,...,d;i<j
xij ei ∧ ej ∈ ∧2 Rd as in (1) we obtain via
〈u, x〉 :=
∑
i,j=1,...,d
i<j
uij xij
a scalar product in
∧2 Rd . In particular we obtain an induced norm ‖ · ‖ in ∧2 Rd :
‖u‖ :=
√√√√ ∑
i,j=1,...,d
i<j
(uij )2.
Next we will give the definitions of the Grassmannian G2Rd and of the oriented Grassmannian
G+2 R
d in Rd and introduce a suitable metric on these spaces. Consider two pairwise linearly
independent vectors u, v and x, y ∈ Rd . The linear spans span{u, v} and span{x, y} are equal if
and only if u ∧ v = λx ∧ y with λ ∈ R\{0}. For λ > 0, u ∧ v and x ∧ y have the same orientation,
for λ < 0, they are oppositely oriented. We introduce the following equivalence relations:
u ∧ v ∼ x ∧ y :⇔ ∃λ /= 0 : u ∧ v = λx ∧ y,
u ∧ v ∼+ x ∧ y :⇔ ∃λ > 0 : u ∧ v = λx ∧ y.
The equivalence classes are denoted by [u ∧ v] and u ∧+ v, respectively. The sets of all equiv-
alence classes are called the Grassmannian G2Rd and the oriented Grassmannian G+2 R
d
, respec-
tively. We will also need the Stiefel manifold St2Rd which is the set of all 2-frames u, v ∈ Rd
with ‖u‖ = ‖v‖ = 1, 〈u, v〉 = 0. Its elements will be denoted by (u, v). One can show that this
is a 2d-3-dimensional submanifold of R2d (cp. [4, Example 6.3.3]). Denote the Lie group of
real orthogonal k × k matrices by O(k,R), and SO(k,R) :={A ∈ O(k,R) : det(A) = 1}. π :
St2R
d → G2Rd is a principal fibre bundle with structure group O(2,R), and π+ : St2Rd →
G+2 R
d is a principal fibre bundle with structure group SO(2,R) (cp. [9, Chapter 5, Section 5] for
the definitions). Furthermore we have a fibre bundle πG : G+2 Rd → G2Rd .
The metric on
∧2 Rd induces metrics on the Grassmannians: Let u ∧+ v, x ∧+ y ∈ G+2 Rd
and [u ∧ v], [x ∧ y] ∈ G2Rd . A metric on G+2 Rd respectively on G2Rd is defined by
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d+(u ∧+ v, x ∧+ y) :=
∥∥∥∥ u ∧ v‖u ∧ v‖ − x ∧ y‖x ∧ y‖
∥∥∥∥ ,
d([u ∧ v], [x ∧ y]) := min{d+(u ∧+ v, x ∧+ y), d+(u ∧+ v,−x ∧+ y)},
where (u, v) ∈ π−1+ (u ∧+ v) and (x, y) ∈ π−1+ (x ∧+ y).
Remark 1. We have: d+(u ∧+ v, v ∧+ u) = ‖(u ∧+ v) − (−(u ∧+ v))‖ = 2‖u ∧ v‖. In partic-
ular, d+(ei ∧+ ej , ej ∧+ ei) = 2 holds, but d(u ∧ v, v ∧ u) = 0.
3. Formulation of the problem
Consider a linear autonomous differential equation
x˙(t) = Ax(t) (2)
with x : R → Rd and A in the set of all real d × d-matrices M(d × d,R).
The solution of this differential equation
 : R × Rd → Rd , (t, x0) → t x0 :=(t, x0) :=etAx0
is a flow on Rd . As in [2, 6.5.2] the rotation number of an oriented plane u ∧+ v ∈ G+2 Rd is
defined by
rotA(u ∧+ v) := lim
T→∞
1
T
∫ T
0
〈Aut , vt 〉 dt, provided the limit exists, (3)
where 〈·, ·〉 is the notation for the standard scalar product in Rd and ut and vt are defined by
Gram-Schmidt orthonormalization in the following sense: Take (u, v) ∈ π−1+ (u ∧+ v) in St2Rd
and denote
ut := t u‖t u‖ , vt :=
t v − 〈t u,t v〉〈t u,t u〉t u
‖t v − 〈t u,t v〉〈t u,t u〉t u‖
.
Clearly  induces a flow St2 on St2Rd via St2t (u, v) = (ut , vt ), for (u, v) ∈ St2Rd . In a
similar way induces a flow G+2  on G
+
2 R
d via G+2 (u ∧+ v) = ut ∧+ vt for u ∧+ v ∈ G+2 Rd .
In order to avoid the problem of existence of the limit, we consider (, T )-chains ζ in G+2 R
d
which are given by a natural number n and
u0 ∧+ v0, . . . , un ∧+ vn ∈ G+2 Rd , T0, . . . , Tn−1 > T with
d+(Ti (ui ∧+ vi), ui+1 ∧+ vi+1) <  for all i = 0, . . . , n − 1.
The rotation number of the chain ζ is defined by
ρ(ζ ) :=
(
n−1∑
i=0
Ti
)−1 n−1∑
i=0
∫ Ti
0
〈Aui(t), vi(t)〉 dt.
A point x ∈ G+2 Rd or respectively in G2Rd is called chain recurrent if for all , T > 0 there
exists an (, T )-chain from x to x. The chain recurrent set is the set of all chain recurrent points
and its connected components are called chain recurrent components.
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Remark 2. If the chain recurrent set has only finitely many components, the chain recurrent
components coincide with the Morse sets of the finest Morse decomposition (cp. [5, Theorem
B.2.26]).
Now we define the set of chain rotation numbers, the central object of this paper.
Definition 3. Let M be a chain recurrent component of the induced flow of  on G+2 R
d
. The set
of chain rotation numbers on M is defined by
ρ(M) =
{
λ ∈ R : there are 
k → 0, T k → ∞ and
(k, T k)chains ζ k with ρ(ζ k) → λ
}
.
The following result is a special case of [7, Theorem 4.7]. It shows that the set of chain rotation
numbers over every chain recurrent component in the oriented Grassmannian is a compact interval.
Theorem 4. Consider a linear autonomous differential equation in Rd given by x˙ = Ax with a
matrix A ∈ M(d × d,R) and let t = etA be the corresponding flow. Then for every compact
chain recurrent component M of the induced G+2  flow on the oriented Grassmannian G+2 Rd
the corresponding set of chain rotation numbers is a compact interval
ρ(M) = [ρ∗(M), ρ∗(M)].
Furthermore the boundary points ρ∗(M) and ρ∗(M) are rotation numbers of certain planes in
M.
The next theorem is proven in [7, Theorem 2.7]. It shows that we only have to consider planes
in the chain recurrent components in the oriented Grassmannian.
Theorem 5. Let π+ : St2Rd → G+2 Rd be the Stiefel bundle. For arbitrary (u, v) ∈ St2Rd there
exists a chain recurrent component M in G+2 R
d with ω(π+(u, v)) ⊂ M, where ω(π+(u, v)) is
the notation for the ω-limit set of π+(u, v) for the flow G+2 . For all sequences tk → ∞ we have
lim
k→∞
1
tk
∫ tk
0
〈Aut , vt 〉 dt ∈ ρ(M),
provided the limit exists.
4. The chain recurrent sets in the oriented Grassmannian
As we have seen in Theorems 4 and 5 we only have to consider planes in the chain recurrent
components in the oriented Grassmannian. In this section we will show that there are two dif-
ferent types of them and determine both. We recall that if W is the sum of all (real) generalized
eigenspaces of a d × d-matrix A corresponding to all eigenvalues λi with fixed real part, then
W is called a Lyapunov space and the projection PW of W onto the projective space is a chain
recurrent component of the induced differential equation and every such component is of this
form. If there are N different Lyapunov spaces of the matrix A, the following decomposition
holds:
Rd = W1
⊕
· · ·
⊕
WN.
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The next proposition, which is a special case of [6, Theorem 6 and Remark 7] explains how
the chain recurrent sets in the Grassmannian are determined.
Proposition 6. Consider a linear autonomous differential equation in Rd given by x˙ = Ax with
a matrix A ∈ M(d × d,R) and let t = etA be the corresponding flow. Let W1, . . . ,WN with
dimension di, i = 1, . . . , l, be the different Lyapunov spaces of the matrix A. Define the index set
I :={(I1, . . . , IN )|I1 + · · · + IN = 2 and 0  Ii  di}.
Then the finest Morse decomposition in the Grassmannian G2Rd is given by the sets
NI1,...,IN = GI1W1
⊕
· · ·
⊕
GINWl, (I1, . . . , Il) ∈ I,
with the interpretation that on the right hand side we have the sum of arbitrary Ii-dimensional
subspaces of Wi.
Proposition 6 tells us that Morse sets in G+2 R
d either have the form
N0,...,0,2,0,...,0 =
{
E ∈ G2Rd : dim(E ∩ Wi) = 2,dim(E ∩ Wj) = 0 for all i /= j
}
= G2Wi
or
N0,...,0,1,0,...,0,1,0,...,0 =
{
E ∈ G2Rd : dim(E ∩ Wi) = 1, dim(E ∩ Wj) = 1,dim(E ∩ Wm) = 0 for all m /= i, j
}
= G1Wi
⊕
G1Wj .
We will show that there is a representation of the oriented Grassmannian as an orbit (cp.
Proposition 8). First we need the following lemma.
Lemma 7. LetW,X ⊂ Rd be two different Lyapunov spaces of dimension k, l.Then the following
assertions hold.
(i) The Lie group O(k,R) acts as a Lie transformation group transitively on G+2 W via
O(k,R) × G+2 W → G+2 W, (S, u ∧+ v) → F−1u,v◦S◦Fu,v(u) ∧+ F−1u,v ◦ S ◦ Fu,v(v).
Here u, v are completed to an orthonormal basis a1 :=u, a2 :=v, a3, . . . , ak of W and
Fu,v : W → Rk is the canonical isomorphism aj → ej .
(ii) The Lie group O(k,R) × O(l,R) acts as a Lie transformation group transitively on
G+1 W
⊕
G+1 X via
(O(k,R) × O(l,R)) × G+1 W
⊕
G+1 X → G+1 W
⊕
G+1 X,
((S1, S2), u ∧+ v) → F−1u ◦S1◦Fu(u) ∧+ F−1v ◦ S2 ◦ Fv(v).
Here u is completed to an orthonormal basis a1 :=u, a2, . . . , ak of W, v is completed to
an orthonormal basis b1 :=v, b2, . . . , bl of X, Fu : W → Rk is the canonical isomorphism
aj → ej and analogously Fv : X → Rl , bj → ej .
Proof. We just prove (i). The second part follows analogously. Choose u, v ∈ W orthonormal
and complete to an orthonormal bases of W as described above. Then we have
T. Stender / Linear Algebra and its Applications 426 (2007) 53–70 59
S(u) = F−1u,v◦S◦Fu,v(u) = F−1u,v◦S(e1) = F−1u,v (first column of S)
and in the same way
S(v) = F−1u,v (second column of S).
Then F−1u,v◦S◦Fu,v(u) and F−1u,v◦S◦Fu,v(v) are orthonormal, thus S(u ∧+ v) ∈ G+2 W .
Consider now u ∧+ v and x ∧+ y ∈ G+2 W . We have to show that there exists a matrix S ∈
O(k,R) such that S(u ∧+ v) = x ∧+ y. Complete a1 :=u, a2 :=v, a3, . . . , ak and c1 :=x, c2 :=
y, c3, . . . , ck to orthonormal bases of W . Define the linear mapping
s : W → Waj → cj =
k∑
i=1
λij ai, j = 1, . . . , k.
Then we have
Sej := (F◦s◦F−1)(ej ) = (F◦s)(aj )
= F(s(aj )) = F(cj ) = F
(
k∑
i=1
λij ai
)
=
k∑
i=1
λij ei .
Thus S exists and is orthonormal by
δij = 〈ci, cj 〉 =
〈
k∑
ν=1
λνi, aν,
k∑
μ=1
λμj , aμ
〉
=
k∑
l=1
λliλlj . 
The next proposition is a direct consequence of the preceding lemma.
Proposition 8. Let W,X ⊂ Rd be two different Lyapunov spaces of dimension k, l. Then we can
describe the oriented Grassmannians by
G+2 W = {S(u ∧+ v) : S ∈ O(k,R)},
where one may choose u ∧+ v ∈ G+2 W arbitrarily, and analogously
G+1 W
⊕
G+1 X = {(S1, S2)u ∧+ v : S1 ∈ O(k,R), S2 ∈ O(l,R)}.
The following proposition gives answer to the question, if the sets G+2 W and G
+
2 W
⊕
G+2 V
are connected.
Proposition 9. The following assertions hold:
(i) Let W ⊂ Rd be a linear subspace of dimension k. Then the oriented Grassmannian G+2 W
is connected if and only if k > 2. For k = 2 the set G+2 W decomposes into two connected
components.
(ii) Let W,X ⊂ Rd be two linear subspaces of dimension k, l and with W∩X = {0}. Then
the set G+1 W
⊕
G+1 X is connected if and only if k > 2 or l > 2. For k = l = 1 the set
G+1 W
⊕
G+1 X is a one point set, and for k = 2, l = 1 or k = 1, l = 2 or k = l = 2 the set
G+1 W
⊕
G+1 X decomposes into two connected components.
60 T. Stender / Linear Algebra and its Applications 426 (2007) 53–70
Proof. In order to prove the first assertion, let
T2 :=
⎛
⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
1 0 0 · · · 0
0 0 1 · · · 0
...
...
...
.
.
.
...
0 0 0 · · · 1
⎞
⎟⎟⎟⎟⎟⎠
be (k × k)-matrix. Then T2 ∈ O(k,R) with det(T2) = −1. Pick v ∧+ u ∈ G+2 W . By
{S(v ∧+ u) : S ∈ SO(k,R)}
= {T1T2(v ∧+ u) : T1 ∈ O(k,R), det(T1) = −1}
=
{
T1◦(F−1v,u◦T2◦Fv,u(v) ∧+ F−1v,u◦T2◦Fv,u(u)) : T1 ∈ O(k,R),det(T1) = −1
}
= {T1◦(F−1v,u◦T2(e1) ∧+ F−1v,u◦T2(e2)) : T1 ∈ O(k,R), det(T1) = −1}
= {T1◦(F−1v,u(e2) ∧+ F−1v,u(e1)) : T1 ∈ O(k,R), det(T1) = −1}
= {T1(u ∧+ v) : T1 ∈ O(k,R), det(T1) = −1}
with Fv,u as in Lemma 7 we have
G+2 W = {S(u ∧+ v) : S ∈ SO(k,R)}
∪ {S(u ∧+ v) : S ∈ O(k,R), det(S) = −1}
= {S(u ∧+ v) : S ∈ SO(k,R)} ∪ {S(v ∧+ u) : S ∈ SO(k,R)}.
Each of these two sets is connected, since SO(k,R) is connected. For k = 2 these two sets are
obviously disjoint. For k > 2 with
S :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 1
1 0
−1
1
.
.
.
1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
∈ SO(k,R)
we have
S(u ∧+ v) = F−1u,v◦S◦Fu,v(u) ∧+ F−1u,v◦S◦Fu,v(v)
= F−1u,v◦S(e1) ∧+ F−1u,v◦S(e2)
= F−1u,v (e2) ∧+ F−1u,v (e1)
= v ∧+ u.
Now we prove the second assertion. By the same arguments as in the first part we may write
G+1 W
⊕
G+1 X = {(S1, S2)u ∧+ v : S1 ∈ SO(k,R), S2 ∈ SO(l,R)}
∪{(S1, S2)v ∧+ u : S1 ∈ SO(k,R), S2 ∈ SO(l,R)},
and thus we get the second assertion by the same arguments as in the first part. 
The next proposition is on chain recurrence.
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Proposition 10. Consider the differential equation (2) and the corresponding flow  on Rd . Let
W,X be two different Lyapunov spaces. Then G+2 W and G+1 W
⊕
G+1 X are chain recurrent sets
for the induced flow G+2  on G+2 Rd .
Proof. We only prove the assertion for G+2 W . The assertion for G
+
1 W
⊕
G+1 X follows by substi-
tuting G+2 W by G
+
1 W
⊕
G+1 X. Pick u ∧+ v ∈ G+2 W and  > 0, T > 0 arbitrarily. Because
G2W is chain recurrent for the induced flow on G2Rd , for fixed δ, T > 0 there is a (δ, T )-chain
ζ from [u ∧ v] to [u ∧ v]:
x0 :=[u ∧ v], x1, . . . , xn, xn+1 = [u ∧ v] ∈ G2Rd; T0, T1, . . . , Tn > T
with d(eTiAxi, xi+1) < δ, i = 0, . . . , n.
Let {Uα} be the finite cover of G2W corresponding to the fiber bundle structure of πG : G+2 W →
G2W (cp. [5, Definition B.1.11]). Let ϕα be the homeomorphisms defined on Uα . One can choose
ζ such that eTiAxi and xi+1 are in the same neighborhood Uαi . On every neighborhood Uα there
are two continuous sections:
σ 1α : Uα → π−1(Uα), x → ϕ−1α (x, 1),
σ 2α : Uα → π−1(Uα), x → ϕ−1α (x,−1),
such that for δ small enough we get an (, T )-chain ξ from u ∧+ v to u ∧+ v or to v ∧+ u. In
the first case, we are finished. In the second case there is also an (, T )-chain ξ˜ from v ∧+ u to
u ∧+ v: Let ξ be given by
p0 :=u ∧+ v, p1 = u1 ∧+ v1, . . . , pn+1 :=v ∧+ u ∈ G+2 W, t0, . . . , tn > T
with d(etiApi, pi+1) < .
The chain ξ˜ defined by
z0 := − p0 = v ∧+ u, z1 := − p1, . . . , zn+1 := − pn+1 = u ∧+ v ∈ G+2 Rd
satisfies
d+(etiAzi, zi+1) = d+(etiA − pi,−pi+1) = d+(−etiApi,−pi+1) = d+(etiApi, pi+1).
The first equality follows by the definition of the zi , the second equality from the linearity of the
flow etA and the last equality by the definition of the metric in G+2 R
d
. The concatenation ξ˜◦ξ of
the chains yields an (, T )-chain from u ∧+ v to u ∧+ v. Hence the assertion follows. 
Now we can state the main theorem of this section:
Theorem 11. Consider the differential equation (2) and the corresponding flow  on Rd . Let
W,X ⊂ Rd be different Lyapunov spaces of dimension k, l. Then the following assertions hold:
(i) The set G+2 W is a compact chain recurrent component of the flow G+2  if and only if k > 2.
For k = 2 the set G+2 W decomposes into two connected components.
(ii) The set G+1 W
⊕
G+1 X is a compact chain recurrent component of the flow G+2  if and
only if k > 2 or l > 2 or k = l = 1. For k = l = 1 the set consists of a single point, and
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for k = 2, l = 1 or k = 1, l = 2 or k = l = 2 the set G+1 W
⊕
G+1 X decomposes into two
connected components.
Proof. This is a direct consequence of Proposition 10 and compactness ofG2W andG1W
⊕
G1X.
The compactness of G+2 W and G
+
1 W
⊕
G+1 X follows by the compactness of the Lie group
O(k,R). 
5. Computation of the rotation numbers
In this section we calculate the sets of chain rotation numbers given in Theorem 4 explicitly.
In the following we first work under the assumption that the matrix A in (2) and (3) is in real
Jordan canonical form, where the blocks of A appear in a special way:
blockdiag(A1, . . . , AN),
with the blocks Ai in the following form:
Ai = blockdiag(Bi1, . . . , Biki ),
where the blocks Bij , j = 1, . . . , ki are either of the form
Bij =
⎛
⎜⎜⎜⎜⎝
ai 1 0 · · · 0
0 ai 1 · · · 0
· · ·
0 · · · ai 1
0 · · · 0 ai
⎞
⎟⎟⎟⎟⎠ or Bij =
⎛
⎜⎜⎜⎜⎝
Hij I 0 · · · 0
0 Hij I · · · 0
· · ·
0 · · · Hij I
0 · · · 0 Hij
⎞
⎟⎟⎟⎟⎠
with
Hij =
(
ai −bij
bij ai
)
, I =
(
1 0
0 1
)
, 0 =
(
0 0
0 0
)
and
biri+1  biri+2  · · · > 0.
The Jordan blocks appear in such a way that in each Ai the Jordan blocks corresponding to the
real eigenvalue ai (i.e., with vanishing imaginary part) come first, namely up to an index iri .
The following definition will be useful:
1∗∗ := dim A1, m∗∗ := dim A1 + · · · + dim Am, m = 1, . . . , N
and furthermore m∗ := (m − 1)∗∗ + 1.
Since A is given at the real Jordan form as described in the beginning of this section, it is clear
that the Lyapunov spaces Wi, i = 1, . . . , N satisfy
Wi = Span{ei∗ , . . . , ei∗∗},
where the ei are vectors of the standard canonical basis. In particular the Lyapunov spaces are
orthogonal with respect to the standard scalar product.
The matrix A decomposes into A = D + N + S with
D = blockdiag(D1, . . . , DN),Di = diag(ai, . . . , ai),
S = blockdiag(S1, . . . , SN)
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with
Si = blockdiag(Si1, . . . , Siki ).
The dimension of Sij , j = 1, . . . , ki is equal to the dimension of Bij . It holds
Si1 = · · · = Siri = 0
respectively
Sij =
⎛
⎜⎜⎜⎜⎜⎝
(
0 −bij
bij 0
)
.
.
. (
0 −bij
bij 0
)
⎞
⎟⎟⎟⎟⎟⎠ , j  ri + 1.
Furthermore write the nilpotent part as
N = blockdiag(N1, . . . , NN), Ni = Ai − Di − Si, i = 1, . . . , N.
According to Proposition 6 there are two different types of Morse sets in the oriented Grassman-
nian:
Type 1 : G+2 Wi, i = 1, . . . , N Type 2 : G+1 Wi ⊕ G+1 Wj, i, j = 1, . . . , N, i /= j.
First we consider Morse sets of type 2. Pick u = (0, . . . , 0, ui∗ , . . . , ui∗∗ , 0, . . . , 0) in Wi normal-
ized. We drop the zeros inu, and in the following we do not distinguish between (0, . . . , 0, ui∗ , . . . ,
ui∗∗ , 0, . . . , 0) and (ui∗ , . . . , ui∗∗). Since etA|Wi = etAi = et (Di+Si+Ni) holds andDi, Si, Ni com-
mute we have
ut := e
tAu
‖etAu‖ =
etai etSi etNi u
‖etai etSi etNi u‖ =
et (Si+Ni)u
‖et (Si+Ni)u‖ = e
tSi
etNi u
‖etNi u‖ .
By denoting
u˜t := e
tNi u
‖etNi u‖ (4)
it holds: ut = etSi u˜t . Now pick v ∈ Wj, i /= j . We calculate
vt · ‖vt‖ = etAv − 〈e
tAu, etAv〉
〈etAu, etAu〉e
tAu.
Since A has the form as described at the beginning of this section and the Lyapunov spaces are
orthogonal with respect to the standard scalar product 〈·, ·〉, it follows that 〈etAu, etAv〉 = 0 for
all t ∈ R. Hence
vt = e
tAv
‖etAv‖ ,
and for the integrand in (3) it holds 〈Aut , vt 〉 = 〈Aiut , vt 〉 = 0. This yields the following lemma,
which clarifies the situation for Morse sets of type 2, where the matrix A is in Jordan form.
Lemma 12. Let A ∈ M(d × d,R) be a matrix in real Jordan canonical form as described in the
beginning of this section and Wi,Wj , i /= j, two different Lyapunov spaces corresponding to A.
Then the set of chain rotation numbers (with respect to the standard scalar product) over a Morse
set of the type G+1 Wi
⊕
G+1 Wj is zero,i.e.ρ(G
+
1 Wi ⊕ G+1 Wj) = {0}, i /= j.
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Remark 13. In the proof of Theorem 17 we will see that Lemma 12 remains true if one considers
general matrices and the standard scalar product. The problem which appears is, that the scalar
product changes under linear conjugation and hence the chain rotation numbers. Thus, only Morse
sets of the form G+2 W are important for the sets of chain rotation numbers.
Now we will consider Morse sets of type 1. We decompose the integrand in (3) as follows:
〈Aut , vt 〉 = 〈Aiut , vt 〉 = 〈Diut , vt 〉 + 〈Niut , vt 〉 + 〈Siut , vt 〉.
By D|Wi = Di = aiid we have 〈Diut , vt 〉 = ai〈ut , vt 〉 = 0 for all (u, v) ∈ St2Rd , u, v ∈ Wi .
Thus
〈Aut , vt 〉 = 〈Niut , vt 〉 + 〈Siut , vt 〉.
We first take care of the nilpotent part. Recall that etSi and Ni commute.
Lemma 14. Let u ∈ Wi such that Nli u /= 0, Nmi u = 0 for all m > l. Then u˜t converges to an
eigenvector of Ni, namely to
u∞ := N
l
i u
‖Nli u‖
.
Furthermore let v ∈ Wi such that Nki v /= 0, Nmi v = 0 for all m > k. Then also v˜t converges to
an eigenvector of Ni, namely to
v∞ :=
N
k−j
i v − 〈N
k
i v,N
l
i u〉
〈Nli u,Nli u〉
Nli u∥∥∥∥Nk−ji v − 〈Nki v,Nli u〉〈Nli u,Nli u〉Nli u
∥∥∥∥
,
where j ∈ N0 is the smallest number such that the numerator does not vanish, and
u˜t := e
tNi u
‖etNi u‖ , v˜t :=
etNi v − 〈etNi u,etNi v〉〈etNi u,etNi u〉etNi u
‖etNi v − 〈etNi u,etNi v〉〈etNi u,etNi u〉etNi u‖
.
Proof. In the following we use the notation Pl(t |b) for a real polynomial with variable in R (or
Rd respectively) of degree l with leading coefficient b and t as its argument. For u, v ∈ Wi we
may write
etNi u = u + tNiu + t2 12N
2
i u + · · · + t l
1
l!N
l
i u = Pl
(
t
∣∣∣ 1
l!N
l
i u
)
etNi v = v + tNiv + t2 12N
2
i v + · · · + tk
1
k!N
k
i v = Pk
(
t
∣∣∣ 1
k!N
k
i v
)
.
With this notation it follows:
〈etNi u, etNi v〉
〈etNi u, etNi u〉 =
〈Pl(t
∣∣ 1
l!N
l
i u), Pk(t
∣∣ 1
k!N
k
i v)〉
〈Pl(t
∣∣ 1
l!N
l
i u), Pl(t
∣∣ 1
l!N
l
i v)〉
= Pl+k(t
∣∣ 1
l!k! 〈Nli u,Nki v〉)
Pl+l (t
∣∣ 1
l!l! 〈Nli u,Nli u〉)
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= Pk−l
(
t
∣∣∣ l!
k!
〈Nli u,Nki v〉
〈Nli u,Nli u〉
)
.
Inserting these formulas we get
u˜t = e
tNi u
‖etNi u‖ =
1
t l
Pl(t
∣∣ 1
l!N
l
i u)
‖ 1
t l
Pl(t
∣∣ 1
l!N
l
i u)‖
→ N
l
i u
‖Nli u‖
=: u∞,
v˜t =
etNi v − 〈etNi u,etNi v〉〈etNi u,etNi u〉etNi u∥∥∥etNi v − 〈etNi u,etNi v〉〈etNi u,etNi u〉etNi u
∥∥∥
=
Pk(t
∣∣ 1
k!N
k
i v) − Pk−l
(
t
∣∣ l!
k!
〈Nli u,Nki v〉
〈Nli u,Nli u〉
)
Pl(t
∣∣ 1
l!N
l
i u)∥∥∥∥Pk(t∣∣ 1k!Nki u) − Pk−l
(
t
∣∣ l!
k!
〈Nli u,Nki v〉
〈Nli u,Nli u〉
)
Pl(t
∣∣ 1
l!N
l
i u)
∥∥∥∥
=
Pk(t
∣∣ 1
k!N
k
i v) − Pk
(
t
∣∣ 1
k!
〈Nli u,Nki v〉
〈Nli u,Nli u〉
Nli u
)
∥∥∥∥Pk(t∣∣ 1k!Nki u) − Pk
(
t
∣∣ 1
k!
〈Nli u,Nki v〉
〈Nli u,Nli u〉
Nli u
)∥∥∥∥
.
It might happen that
1
(k − s)!N
k−s
i u =
1
(k − s)!
〈Nli u,Nk−si v〉
〈Nli u,Nli u〉
Nli u
for s = 0, 1, . . . , j − 1, i.e. the first j summands in the two polynomials are equal. Hence we just
get
v˜t =
1
(k−j)!Pk−j
(
t |Nk−ji u − 〈N
l
i u,N
k−j
i v〉
〈Nli u,Nli u〉
Nli u
)
∥∥∥∥ 1(k−j)!Pk−j
(
t |Nk−ji u − 〈N
l
i u,N
k−j
i v〉
〈Nli u,Nli u〉
Nli u
)∥∥∥∥
→
N
k−j
i v − 〈N
k
i v,N
l
i u〉
〈Nli u,Nli u〉
Nli u∥∥∥∥Nk−ji v − 〈Nki v,Nli u〉〈Nli u,Nli u〉Nli u
∥∥∥∥
=: v∞
as t → ∞. 
In the following we consider rotation numbers, since the boundary points of the sets of chain
rotation numbers are rotation numbers.
Proposition 15. Consider the differential equation (2)withA in the real Jordan form as described
in the beginning of this section, and let Wi be a Lyapunov space of the matrix A. For the nilpotent
part Ni of A the rotation number vanishes, i.e.
lim
T→∞
1
T
∫ T
0
〈Niut , vt 〉 dt = 0,
where (u, v) ∈ St2Rd , u, v ∈ Wi.
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Proof. It suffices to show that
∀ > 0 ∃T1 ∈ R+∀T  T1 :
∣∣∣∣ 1T
∫ T
0
〈Niut , vt 〉 dt
∣∣∣∣ < .
Let  > 0 be given. Because Ni : Wi → Wi is continuous as a linear mapping, there is δ :=δ() >
0 such that for all x, y ∈ Wi with ‖x − y‖ < δ it holds: ‖Nix − Niy‖ < /2. By Lemma 14 there
is T0 :=T0(δ) ∈ R+, such that for all t  T0 it holds
δ >
∥∥∥∥∥u˜t − N
l
i u∥∥Nli u∥∥
∥∥∥∥∥ =
∥∥∥∥∥ut − etSi N
l
i u∥∥Nli u∥∥
∥∥∥∥∥ ,
where we use the fact, that etSi is orthogonal for all t ∈ R. Hence∥∥∥∥∥Niut − NietSi N
l
i u
‖Nli u‖
∥∥∥∥∥ =
∥∥∥∥∥Niut − etSi N
l+1
i u
‖Nli u‖
∥∥∥∥∥ = ‖Niut‖ < 2 .
Now we have∣∣∣∣ 1T
∫ T
0
〈Niut , vt 〉 dt
∣∣∣∣  1T
∣∣∣∣
∫ T0
0
〈Niut , vt 〉 dt
∣∣∣∣︸ ︷︷ ︸
=:K<∞
+ 1
T
∣∣∣∣
∫ T
T0
〈Niut , vt 〉
∣∣∣∣ dt.
There is T1  T0, such that 1T K < /2 for all T > T1. We estimate the second summand by
1
T
∣∣∣∣
∫ T
T0
〈Niut , vt 〉
∣∣∣∣ dt  1T
∫ T
T0
|〈Niut , vt 〉| dt
 T − T0
T︸ ︷︷ ︸
<1
max
tT0
‖Niut‖︸ ︷︷ ︸
</2
· max
tT0
‖vt‖︸︷︷︸
=1︸ ︷︷ ︸
=1
 /2.
Thus ∣∣∣∣ 1T
∫ T
T0
〈Niut , vt 〉 dt
∣∣∣∣ < 2 + 2 = 
for all T > T1. 
Finally, we consider the skew symmetric term.
Proposition 16. Consider the differential equation (2)withA in the real Jordan form as described
in the beginning of this section, and let Wi be a Lyapunov space of the matrix A. The skew
symmetric part Si satisfies
lim
T→∞
1
T
∫ T
0
〈Siut , vt 〉 dt = 〈Siu∞, v∞〉,
where (u, v) ∈ St2Rd , u, v ∈ Wi and u∞, v∞ are defined as in Lemma 14.
Proof. Let  > 0 be given. For T0 > 0 it holds that∥∥∥∥ 1T
∫ T
0
〈Siut , vt 〉 dt − 1
T
∫ T
0
〈SietSi u∞, etSi v∞〉 dt
∥∥∥∥
T. Stender / Linear Algebra and its Applications 426 (2007) 53–70 67
=
∥∥∥∥ 1T
∫ T
0
〈Siut , vt 〉 − 〈SietSi u∞, etSi v∞〉 dt
∥∥∥∥
 1
T
∥∥∥∥
∫ T0
0
〈Siut , vt 〉 − 〈SietSi u∞, etSi v∞〉 dt
∥∥∥∥︸ ︷︷ ︸
=:K<∞
+ 1
T
∥∥∥∥
∫ T
T0
〈Siut , vt 〉 − 〈SietSi u∞, etSi v∞〉 dt
∥∥∥∥ .
There is T1  T0, such that 1T K <

2 for all T  T1. Furthermore we have
1
T
∥∥∥∥
∫ T
T0
〈Siut , vt 〉 − 〈SietSi u∞, etSi v∞〉 dt
∥∥∥∥
 1
T
∫ T
T0
∥∥∥〈Siut , vt 〉 − 〈SietSi u∞, etSi v∞〉∥∥∥ dt.
Choose T0 large enough, such that for all t  T0 we have by continuity of Si : Wi → Wi as a
linear mapping and since etSi is orthogonal
‖〈Siut , vt 〉 − 〈SietSi u∞, etSi v∞〉‖ < 2 .
It follows
1
T
∫ T
T0
‖〈Siut , vt 〉 − 〈SietSi u∞, etSi v∞〉‖ dt < T − T0
T︸ ︷︷ ︸
<1

2
<

2
.
Since
d
dt
〈SietSi u∞, etSi v∞〉 = 〈Si2etSi u∞, etSi v∞〉 + 〈SietSi u∞, SietSi v∞〉 = 0,
holds, the integrand in 1
T
∫ T
0 〈SietSi u∞, etSi v∞〉 dt is constant. The assertion follows by evaluating
it in t = 0. 
Now we are able to prove the main result of this paper. For a succinct formulation, recall
that every Lyapunov space W is the sum of all real generalized eigenspaces corresponding to all
eigenvalues μj = a ± ibj with fixed real part a. Every Lyapunov space and hence every Morse
set G+2 W corresponds uniquely to one fixed real part. In the proof of the following theorem we
will see, that the set of chain rotation numbers (with respect to the standard scalar product) over
Morse sets of the form G+2 W
⊕
G+2 X, where W and X are different Lyapunov spaces, is zero
(cp. Remark 13). Thus, we may say that to every real part corresponds one set of chain rotation
numbers.
Theorem 17. Let μj = aj ± ibj , j = 1, . . . , k, be the different eigenvalues of a d × d real
matrix A. Let us arrange the eigenvalues according to their real parts (or Lyapunov spaces
Wi with Rd = W1⊕ · · ·⊕WN) as
(a1 ± ib11, . . . , a1 ± ib1k1 , a2 ± ib21, . . . , a2 ± ib2k2 , . . . , aN ± bN1, . . . , aN ± bNkN ),
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where
∑N
j=1 kj = k and a1, . . . , aN are the different real parts. Then the following assertion
holds:
(i) If a real part a has at most one imaginary part b /= 0 associated with it and if the corre-
sponding eigenvalue a ± ib is algebraically simple, then the set of chain rotation numbers
associated with a coincides with the imaginary parts of the eigenvalues.
(ii) For all other real parts am the set of chain rotation numbers is a compact interval [−β, β],
where β = max{bmr |r = 1, . . . , km}.
Proof. Let the matrix J be the real Jordan form of A where the blocks are ordered in the same way
as in the beginning of this section. Then A = P−1JP for a matrix P ∈ GL(d,R). If W1, . . . ,WN
are the Lyapunov spaces forA, thenPW1, . . . , PWN are the Lyapunov spaces forJ . First we prove
(i). If u ∧+ v is an element of a Morse set over G1PWi⊕G1PWj , then the rotation number of
u ∧+ v is zero by Lemma 12. If u˜ ∧+ v˜ is an element of G+1 Wi
⊕
G+1 Wj , then (u˜t , v˜t ) with
u˜t := e
tAu˜
‖etAu˜‖ , v˜t :=
etAv˜ − 〈etAu˜,etAv˜〉〈etAu˜,etAu˜〉etAu
‖etAv˜ − 〈etAu˜,etAv˜〉〈etAu˜,etAu˜〉etAu˜‖
,
is a curve in St2Rd with π+(u˜t , v˜t ) = u˜t ∧+ v˜t . Since etAu˜ = P−1etJ u˜ and P is regular, there
is u ∈ PWi such that P−1u = u˜. We now distinguish three cases:
Case 1: dim(Wi) = dim(Wj ) = 1: We have obviously etAu˜ = P−1etJ u = P−1eai tu = eai t u˜.
Hence for all t ∈ R it holds
〈Au˜t , v˜t 〉 = ai〈u˜t , v˜t 〉 = 0.
Case 2: dim(Wj ) > 2: The rotation number limT→∞ 1T
∫ T
0 〈Au˜t , v˜t 〉 dt becomes maximal/mini-
mal if the integrand is maximal/minimal at every time t . Since
〈Au˜t , v˜t 〉 = 〈 ˙˜ut , v˜t 〉 = −〈u˜t , ˙˜vt 〉
(which can be seen by an easy calculation or cp. [2, Definition 6.5.2]) the integrand is extremal
if ˙˜ut is parallel to v˜t and u˜t is parallel to ˙˜vt . This is the case if and only if
(u˜t , v˜t ) = (u˜, v˜)
(
cos αt − sin αt
sin αt cos αt
)
(5)
for certain α ∈ R, and we denote the corresponding rotation number by ρ. By Theorem 11(ii) then
also (v˜t , u˜t ) yields an extremal rotation number, namely −ρ. Since in the case of (5) the curve
(u˜t , v˜t ) remains in the fiber π−1+ (u˜ ∧+ v˜), the plane u˜ ∧+ v˜ must be an eigenplane of A. Hence
we might reduce the systems x˙ = Ax and x˙ = Jx to two two-dimensional systems which are
linearly conjugated. Since the restriction of x˙ = Jx has rotation number zero, and in dimension 2
the rotation number is invariant under linear conjugation (cp. [11, Proposition 3.1]) , the restriction
of A has also rotation number zero, i.e ρ = 0. If the curve (u˜t , v˜t ) is not like in (5), the rotation
numbers must be elements of the interval [−ρ, ρ]. Since ρ = 0, the assertion (i) follows.
Case 3: dim(Wi) = 2, dim(Wj ) = 1 or 2: By Theorem 11 the set G+1 Wi
⊕
G+1 Wj decomposes
into two connected components. To be more specific, these two connected components are one
point sets, denoted by u ∧+ v and −u ∧+ v, which yield two rotation numbers ρ and −ρ. Now
we can use the same arguments as in case 2.
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Now we prove (ii): First we prove the assertion for the matrix J with the decomposition
J = D + N + S as in the beginning of this section. Let u∞, v∞ as in Lemma 14. With the
notations as in the beginning of this section and by defining K := 12 (i∗∗ − ri), we now denote
u∞ = (u0, u1, . . . , uK), v∞ = (v0, v1, . . . , vK)
with u0 := (u∞,i∗ , . . . , u∞,ri ), u1 := (u∞,ri+1, u∞,ri+2), . . . , uK := (u∞,i∗∗−1, u∞,i∗∗) and
analogously v0 := (v∞,i∗ , . . . , v∞,ri ), v1 := (v∞,ri+1, v∞,ri+2), . . . , vK := (v∞,i∗∗−1, v∞,i∗∗).
We have∥∥∥∥ limT→∞
∫ T
0
〈SietSi u∞, etSi v∞〉 dt
∥∥∥∥= ‖〈Siu∞, v∞〉‖
=
∥∥∥b1 det(u1v1) + · · · + bK det(uKvK)∥∥∥
 b1‖ det(u1v1)‖ + · · · + bK‖ det(uKvK)‖.
By Hadamard’s inequality of determinants (cp. [1, 10.17 Bsp.(a)]) it holds
b1‖ det(u1, v1)‖ + · · · + bK‖ det(uKvK)‖  b1‖u1‖‖v1‖ + · · · + bK‖uK‖‖vK‖.
One can easily show that ‖u1‖‖v1‖ + · · · + ‖uK‖‖vK‖  1, thus we finally have∥∥∥∥ limT→∞
∫ T
0
〈SietSi u∞, etSi v∞〉 dt
∥∥∥∥  bK.
The value bK is attained for
u = ei∗ , v = ei∗+1.
By Nli u = Nli v = 0 for all l ∈ N we have by Lemma 14 u∞ = u and v∞ = v and thereby
lim
T→∞
1
T
∫ T
0
〈Siu∞, v∞〉 dt = max
j
bij .
By Proposition 16 the assertion follows for J. By similar arguments as in (i) we can also prove
invariance under linear conjugation. 
Remark 18. Since the real parts aj of the eigenvalues aj ± ibj of matrices are invariant under
linear conjugation and by Theorem 17 we can define the chain spectrum of A:
(A) :={a1; ρ(a1)} ∪ · · · ∪ {ad; ρ(ad)},
where ρ(aj ) are the sets of chain rotation numbers corresponding to Lyapunov spaces which
correspond to the real parts as described in the preceding theorem.
Remark 19. Note that the chain spectrum of a matrix is invariant under linear conjugation. But
it need not be invariant under general topological conjugation, since two matrices of the same
dimension whose eigenvalues only have negative real parts, are topologically conjugated. (cp.
[12, Theorem 7.1(a)]).
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