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0. INTRODUCTION 
Several authors have proved many existence theorems for the Dirichlet 
problem 
x” = f( t, x, x’), x(0)=x(1)=0 (O<tt 1) (0.1) 
These authors have usually assumed a growth restriction on f of 
Bernstein-Nagumo type: 1 f(t, x, y)( d hR( 1 yl ) if 1x1 < R (see [ 1, 2, or 31 
for details). But as Granas, Guenther, and Lee [3], have remarked, the 
two Dirichlet problems 
x” zz p + x2 xf’ = p - 7c2 
x(0)=x(1)=0 x(0)=x(1)=0 
have virtually identical growth as lx’1 -+ co; however, the first problem has 
no solutions while the second one has one solution. The essential point 
here is the location of zeros of polynomials y2 + 7~’ and y2 - II’. Actually 
Granas, Guenther, and Lee [3] have proved that the problem 
x” = g(x’), x(0)=x(1)=0 
has at least one solution if g has two zeros of opposite sign. In this paper 
we shall prove the following result: 
0.1. THEOREM. Suppose that there are r, < 0 < r,, such that f (t, x, ri) 2 0 
forO<x<r,r,(r,-r,)P’.Iff(t,O,O)<O then theproblem (0.1) hasat feast 
one solution u such that 0 d u 6 rOr,(r, - rO)-l. 
0.2. Remark. Suppose that there are r, < 0 < r,, such that f(t, x, ri) < 0 
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for rOrl(rO - rl) -’ < x Q 0. Iff(t, 0,O) 2 0 then the problem has at least one 
solution (see Corollary 1.6 below). In particular the problem 
x” = h( t, x) + g(x’), x(0)=x(1)=0 
has a solution if g has two zeros r,,r,; r,<O<r, and h(t,x)x>O for 
1.x < rorl(rl - ro)-l. 
1. THE MAIN RESULTS 
From now on C I denotes the space of all continuously differentiable 
functions x: [0, 1 ] -+ Iw with the usual norm 
llxll I =max{ SUP Ix(t)l, w I~‘(t)l>~ 
O<I<l O<l<l 
For reference purposes we state a classical and general existence 
theorem; see [ 1 or 33 for details. 
1.1. THEOREM. Let U be an open and bounded neighborhood of 0 E C ’ 
such that the problem 
x” = Af( t, x, x’), x(0) = x( 1) = 0 (1.11, 
has no solutions in the boundary of U for 0 < 2 < 1. Then the problem (0.1) 
has at least one solution in the closure cl(U) of U. 
1.2. PROPOSITION. Let u: [a, b] + 52 be a function of class C2 such that 
u’(a) < 0 = u(a) = v(b); and suppose that u”(a) < 0 if u’(a) = 0. Then there is 
t,E(a, b)such that o’(t,)=Oandu’<O in (a, t,). Inparticular u”(t,)>O and 
u(t,) < 0. 
ProojI Elementary. 
1.3. PROPOSITION. Suppose that there is E > 0 such that f (t, x, 0) < 0 for 
-E < x < 0; and let u be a solution of (0.1) such that v > --E. Then u > 0 in 
(0.1) and u’(l) < 0 <u’(O). 
Proof: Suppose that u(t,) = 0 for some to E [0, 1). If u’(t,) < 0, by 
Proposition 1.2 there are t,e(t,, 1) such that u(t,)<O and u’(t,)=O< 
u”(tl); but u”(t,) = f(tl, u(t,), 0) ~0, and this contradiction proves the 
following: 
CLAIM. o’(t,) > 0 if u( to) = 0 and to E [0, 1). 
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In particular o’(0) >O and u >O in (0, b) for some b >O; consequently 
there exists t, E (0, l] such that v > 0 in (0, to) and v(t,) = 0. In particular 
u’( to) Q 0 and by the claim above, t, = 1. Thus v > 0 in (0, 1) and v’( 1) 2 0; 
therefore u’( 1) > 0 because f( 1, 0,O) < 0. This completes the proof. 
1.4. PROPOSITION. Suppose that there exist rl < 0 < r0 such that 
f(t, x, r,) > 0 $0 < x < r0r1(r3 - rO))l. Assume further that v is a solution of 
(0.1) such that o>O in (0, l), v’(l)<O< u’(O), and rl du’<ro. Then 
r, < v’ < rO. 
Proof Since v(0) = u( 1) = 0 we obtain v(t) = jr, v’(s) ds < r0 t, -v(t) = 
ji u(s)dsar,(l -t), or (l/r,,)u(t)-(l/r,)u(t)< 1, or u(t)<r,r,(r,--r,,)‘; 
in particular, f (t, v( t j, ri) > 0 (0 < t d 1; i = 0, 1). 
Suppose now that u’(t,) = r0 for some t, E [0, 11; we have t, < 1 since 
v’( 1) < 0; hence v”(t,) < 0 because u’ attains his maximum at t,. On the 
other hand, u”(t,) = f(t,, v(t,,), rO) > 0, and this contradiction proves that 
v’ < rO. Analagously rl < v’ and the proof is complete. 
1.5. Remark. Let VE C’ such that v(0) = v(1) =O; if rl < v’<r, 
(r, < 0 < r,); it is easy to prove that 
Iu(t)l < rorl(rl - role1 (O<t<l). 
Proof of the Theorem 0.1. By the Tietze-Uryshon lemma there exists a 
continuous function A: [w x Iw -+ [ - 1, l] such that A(0, 0) = -1 and 
A(x, ri)= 1 for O<x<r,r,(r,-t-,)-l (i=O, 1). For each integer n2 1 put 
f,(t, 4 yj =f(t, x, Y) + n ~ ‘A( x, y); then f,( t, 0,O) < 0 and f,( t, x, ri) > 0 for 
0 <x 6 r0r,(r3 - ro)-‘. 
Fix now n 2 1 and choose E, > 0 such that f,,( t, x, 0) < 0 if -a,, < x < 0. 
Define U, as the open and bounded neighborhood of 0 E C’ consisting of 
v E C ’ such that 
-.5, < v < r0r1(r3 - rO)-‘, r, < 0’ < rO. 
By Propositions 1.3 and 1.4 and Remark 1.5 we conclude that the 
problem 
X” = AfH( t,x, x’), x(0)=x(1)=0 
has no solutions in the boundary of U; for I > 0. Hence, by Theorem 1.1, 
the problem 
x”=f(t,x, x’)+n-‘A(x, x’), x(0)=x(1)=0 
has at least one solution u, E cl( U,). Note that, by Proposition 1.3 we have 
U” 2 0. 
4 RODRIGUEZ ANDTINEO 
Since r, < u; < rO, it is easy to prove that the sequence {u,} has a sub- 
sequence which converges in the C2-topology to a solution of (0.1); and 
this complete the proof. 
Remark. Let rl < 0 < r,; and suppose 0 < R < rOrl(rl - r,,)l such that 
f(t,R,O)>O and f(t,x,ri)20 if O<x<R. If f(t,O,O)<O then, the 
problem (0.1) has at least one solution u such that 0 6 u < R. 
Outline of the Proof Let A be as in proof of the Theorem 0.1; we can 
assume that A(R, 0) = 1. Now define f,, E, as above and U, by v E U, iff 
-e,<v<R, r, < 0‘ < rO. 
1.6. COROLLARY. Suppose that there are r, < 0 < r0 such that 
f(t,x,ri)<Oforr,r,(r,-r,))‘Qx<O. Zff(t,O,O)>O (O<t<l); then the 
problem (0.1) has at least one solution v such that r,,r,(rO-r,))’ <v<O. 
Proof By Theorem 0.1 the problem 
x” = -f( t, -x, -x’), x(0) = x( 1) = 0 
has at least one solution u such that 0 G u 6 rOrl(r, - rO) ~ ’ (actually -r,, 6 
u’ Q -r,); now we take v = -u and the proof is complete. 
In the next theorem we do not assume any sign condition on 
t +f(t, 0, 0). 
1.7. THEOREM. Suppose there are rl < 0 < r,, such that f (t, x, r,) x 2 0 if 
Ixl$r,r,(r,-rO))‘. Zf,f is differentiable at points (t,O,ri), O<t<l, 
i=O, 1; then the problem (0.1) has at least one solution v such that 
r, d v’ 6 rO. 
Proof Remark that f (t, 0, ri) = 0 and then 
$(t,O, ri)=O, g (t, 0, ri) 2 0. 
For each integer n 3 1 put f,(t,x, y)=f(t,x, y)+n-‘x; then 
xf,(t,x, ri)>O if O< 1x1 <r,r,(r, -r,))‘, 
g(t,O,ri)>O and g (t, 0, ri) = 0. (1.2) 
Let U be the open and bounded neighborhood of E C’ defined by v E U iff 
Iv1 <rlro(rl-f-o)~l, r, < v’ < rO. 
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Fix 1 E (0, 1) and assume that u E cl( U) is a solution of the problem 
x” = l”fn( t, x, x’), x(0) = x( 1) = 0. 
Suppose that u’( to) = r0 for some to E [0, 11; if 0 < t,, < 1 we get u”(t,,) = 0 
since u’ attains its maximum at t = to. If t, = 0, 1 we obtain o”(t,) = 
Ilf,( t,, 0, yO) = 0. Hence J.f,,( t,, v( to), rO) u( to) = u”( to) u( to) = 0 and by ( 1.2) 
one has u(to) = 0. 
On the other hand, t”’ is differentiable at t, and 
consequently there exists a non-trivial interval I of [0, I] such that u’ > r0 
on I. But we know that ri <u’ Q r,,, and this contradiction proves that 
u’ < rO. Similarly we can show that rl < u’. By Remark 1.5 we conclude that 
u E U and by Theorem 1.1 the problem x” =f( t, x, x’) + n ~ lx, x(0) = 
x( 1) = 0, has at least one solution u, E a’. The proof follows now as in 
Theorem 0.1. 
2. ADDITIONAL RESULTS 
In this section we outline a generalization of Theorem 0.1, and a new 
existence theorem. 
2.1. THEOREM. Suppose that there exist two functions RO, R,: 
[0, a,) + [w (some a,>O) of class C2 such that Ri(0) =O, R; <O < Rb, 
R;‘<OQR:,andR,(a)-R,(a)=lf or some a E (0, ao). Assume further that 
f(t,O,O)<O andf(t,x, R:(x)-‘)>0 if(t,x)~K, where 
K={(t,x)~[0, l]xaB:O<x6a,R,(x)<t<l+R,(x)}. 
Then the problem (0.1) has at least one solution u such that (t, u(t)) E K. 
Outline of the Proof: We can assume that: 
(i) f(t,x, R:(x))-‘>0 if (t,x)~K; 
(ii) there is E>O such thatf(t,x,O)<O if -.s<x<O. 
Now let us fix bE (a, a,,) and two continuous functions So, S,: 
[ --~,a~) -+ [w such that Si= Ri in [0, a,,); and S, < 0 < S,. Define U as the 
open and bounded neighborhood of 0 E C ’ such that u E U iff 
--E < u(t) < 6, S,(u(t))-’ <u’(t) < S,(u(t))-1; O<t<l. 
If u~cl(U) is a solution of (l.l)>, for some A>0 we get v>,Oa --E and 
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R’,(v(t))~‘du’(t)dR~(v(t))~‘; hence (Rioa)‘< and R,(u(t))<t<l+ 
R,(u(t)). In particular (R,-R,)(v(t))d(R,-R,)(a) and thus u(t)<a<b. 
As in Theorem 0.1 it can be proved that R;(v(t)))’ <u’(t) < Rb(u(t))-’ (in 
particular, R;(O) ~ ’ < u’(t) < R;(O) ~ ’ because R; < 0 6 Rg), and the proof 
follows from Theorem 1.1. 
EXAMPLE. Suppose that there is p > 0 such that f(t, x, y) 2 0 if x > 0 
and x2 + y2 = p2. If f(t, 0,O) < 0 then the problem (0.1) has at least one 
solution. 
Proof It is a consequence of Theorem 2.1 with -R,(x) = R,(x) = 
arc sin x/p, 0 < x < p. 
Remark. If Ri(x) = r;-‘x (yl <O< yO) in Theorem 2.1, we obtain 
Theorem 0.1. 
2.2. THEOREM. Suppose that there is a continuous function h: [r,, r,,] + 
iw such that: r, <O<r,, h(r,)=h(r,)=O, h>O in (r,, r,); h is dzfferentiuble 
in (rO, r,); yh’(y) 6 0 for r, < y < r o; andf(t,h(y),y)>O. Zff(t,O,O)<O 
(0 6 t < l), then the problem (0.1) has at least one solution. 
Proof We can assume that f(t,h(y),y)>O (r,<y<r,), and 
f (t, X, 0) < 0 if --E d x 6 0 (some E > 0). Define U as the open and bounded 
neighborhood of 0 E C i consisting of u E C ’ such that 
rl < u’(t) < ro, --E < u(t) < h(v’(t)), O<t<l. 
Suppose that u E cl( U) is a solution of (l.l), for some 2 > 0, by 
Proposition 1.3 one has u > 0 in (0, 1); in particular u > --E and u’(O) > 0 > 
v’( 1). 
CLAIM 1. r, < v’ < rO. 
Proof: Suppose that v’(t,) = r. for some to E [0, 11, then 0 < u(t,) < 
h(u’(t,))= h(r,)=O and hence t,~ (0, l}, thus to=0 since v’(l)<O. 
Therefore u”(t,) = Af(t,, 0, ro) = Af(to, h(r,), ro) > 0 and we get u’ > r. in 
(0, E) for some E > 0. But we know that u’< r. and this contradiction 
proves that u’ < ro. Analogously r, < u’ and Claim 1 is proved. 
CLAIM 2. u(t) < h( v’( t)). 
Proof Suppose v(t,) = h(u’(t,)) for some to E [0, 11. By Claim 1 we get 
h(v’(t,)) > 0 and hence to E (0, 1). Since v - h 0 u’ atains its maximum at to, 
one has u'( to) = h’(v’( to)) u”( to) and, consequently, 0 6 u’( to)2 = 
[h’( v’( to)) v’( to)] v”( to) < 0, since v”( to) = Af ( to, h(v’( to)), u’( to)) > 0, and 
h’(y) y < 0. Therefore v’(t,) = 0 and v(tO) = h(0) and hence v > h(0) in a 
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nontrivial interval I of [0, 1) containing t,. Remember that u”(t,,) > 0. On 
the other hand, h(y) < h(O) (rr d y < rO) and we know that u(t) </1(0’(t)); 
thus u(t) 6 h(O) (0 < t G 1). This contradiction proves Claim 2. 
By Claims 1 and 2 one has II E U and the proof follows for Theorem 1.1. 
Remark. Theorem 2.2 remains true if the hypothesis f(t, h(y), y) 3 0 
(r, d ydr,) is replaced by h(0) >r,r,(r, -rO))’ and f(t, h(y), y)>O if 
h’(y) # 0. 
Proof: A change in the proof of Claim 2 above is necessary. Suppose 
that u(t,) = h(u’(t,)) for some t, E [O, 11. We know that r0 E (0, 1) and 
u’( to) = h’( u’( to)) IJ”( t,); hence u’( to) = 0 if h’(u’( to)) = 0. Assume now that 
h’(u’( to)) # 0, then ZI”( to) > 0 and thus 0 < u’( t,)’ = [h’(u’(&,)) u’( to)] 
u”( to) < 0 or u’( to) = 0. Therefore u( to) = h(O) > r, r,,(r 1 - ro) - ‘, contradicting 
Remark 1.5 and proving Claim 2. The proof follows as in Theorem 2.2. 
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