We study the effect of ownership structure and regulatory independence on the interaction between capital structure and regulated prices using a comprehensive panel data of publicly traded European utilities. We find that firms in our sample tend to have a higher leverage if they are privately-controlled and regulated by an independent regulatory agency. Moreover, the leverage of these firms has a positive and significant effect on their regulated prices, but not vice versa. Our results are consistent with the theory that privately-controlled regulated firms use leverage strategically to obtain better regulatory outcomes.
Introduction
The wave of privatization and institutional reforms that swept network industries in Europe during the 1990s dramatically affected the incentives, strategies, and performance of regulated utilities. One peculiar and often neglected aspect of this process is the change in their capital structure: casual observation suggests that regulated utilities have substantially increased their financial leverage since the early 1990's. This trend is widespread across countries and across sectors, and seems to be independent of the leverage boom which fed the global crisis in the second half of 2000s. For example, Telefonica de Espana, the Spanish incumbent telecom operator, increased its leverage after being privatized in 1997 from 36% to 68% in 2005;
Autostrade per l'Italia, the largest freight road operator in Italy, increased its leverage from 32% in 1999, when it was completely privatized, to 88% in 2003; National Grid Group Plc, the UK energy transport operator, increased its leverage from 30% in 1997 to 72% in 2005; and Anglian Water Plc, the largest water company in England and Wales, raised its leverage from 7% in 1997 to 49% in 2005. A joint study of the UK Department of Trade and Industry (DTI) and the HM Treasury (DTI-HM, 2004 ) has expressed a concern about the "dash for debt" or "flight of equity" within the UK utilities sector from the mid-late 1990's and argued that such high leverage "could imply greater risks of financial distress, transferring risk to consumers and taxpayers and threatening the future financeability of investment requirements" (DTI-HM, 2004, p. 6) . 1 Similar concerns have been recently expressed by the Italian energy regulatory agency, AEEG, which announced its intention to start monitoring the financial leverage of Italian energy utilities in order to discourage speculative behavior that might jeopardize their financial stability (see AEEG, 2007; p. 38) .
Given these concerns, it is clearly important to understand the determinants of the capital structure of regulated firms and its implications for regulated prices. Existing empirical literature has focused however almost exclusively on the U.S., where the high leverage of privately-owned regulated utilities is a well-known and well-documented phenomenon. 2 Yet, the institutional framework in Europe differs from that in the U.S. in at least two important respects. First, while large utilities in the U.S. were always privately owned, private ownership and control of utilities in the EU is still the exception rather than 1 For a related report, see Ofwat and Ofgem (2006) . In December 2008, the UK energy regulatory agency, Ofgem, published a position paper that sets out the arrangements for responding in the event that a network company experienced financial distress (see Ofgem, 2008) . In particular, Chapter 4 of the position paper considers the scope for reopening a price control in case of a financial distress, the factors that are likely justify this procedure, and its key elements. 2 See for example, Bowen, Daly and Huber (1982) , Bradley, Jarrell, and Kim (1984) , Smith (1986) , and Barclay, Marx, and Smith (2003) .
the rule -despite the privatization wave of the last two decades, many EU utilities are still controlled by central or local governments (see Bortolotti and Faccio, 2008) . Second, utilities in the U.S. were subject to rate regulation by state and federal regulatory commissions since the 1910's. In the EU by contrast, Independent Regulatory Agencies (IRA) were established only recently and are fully operational only in the energy and the telecom sectors; in other sectors, e.g., transports, water, etc. utilities are still regulated directly by ministries, governmental committees, or local governments.
In light of these institutional differences, we believe that it is important to study the capital structure of regulated utilities in the EU, study its interaction with regulated prices, and examine if and how this interaction varies across ownership structures and whether and how it is affected by the existence of an IRA. To this end, we have constructed a comprehensive panel data on 92 publicly traded EU utilities over the period [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] . Our data covers practically all major publicly traded regulated utilities in the EU-15 member states before the 2004 enlargement. These firms were involved in major privatization transactions which account for almost a half of the EU-15 total privatization revenues across all sectors (including banking and insurance, oil companies, basic materials, and consumer goods).
To the best of our knowledge, our paper is the first systematic study of the capital structure of EU utilities and the first to examine empirically the relationship between capital structure, regulated prices, ownership structure, and regulatory independence. Our analysis reveals the following:
(i) Firms tend to have higher leverage when they are privately controlled and regulated by an independent regulatory agency (IRA).
(ii) When firms are privately controlled and regulated by an IRA, leverage Granger-causes regulated prices (but not vice versa). When firms are state controlled, leverage and regulated prices do not Granger-cause one another.
These results hold even after controlling for various firm-specific characteristics such as size, asset tangibility, profitability, and non-debt tax shield, and for key features of the macroeconomic and institutional environment, such as the growth rate of GDP, the political orientation of the government, and the strength of the legal protection of investors' rights.
Result (i) suggests that the "dash for debt" phenomenon is a by-product of the transition towards private-control of utilities in the EU and regulation by independent agencies. Result
(ii) supports the concerns of regulators that the financial leverage of regulated firms may lead to higher prices. However, leverage does not necessarily hurt consumers: to the extent that high prices boost the incentives of regulated firm to invest, it may benefit consumers by allowing them to enjoy better and more reliable services.
As mentioned earlier, existing empirical studies on the capital structure of regulated firms have mainly focused on the U.S.. Taggart (1985) finds that electric utilities have increased their debt-to-equity ratios following the introduction of rate regulation in various states in the U.S. in the 1910's. He argues that this increase may have been due to the fact that state regulation made the business environment safer for utilities, but cannot be rule out that some utilities may have adopted higher debt-to-equity ratios in an attempt to win price concessions from regulators. Hagerman and Ratchford (1978) show that, for a sample of 79 electric utilities in 33 states, the allowed rate-of-return on equity is increasing in the debtequity ratio. 3 Dasgupta and Nanda (1993) study a cross-section of U.S. electric utilities, and find that firms operating in less pro-firm regulatory environments tend to have higher debtequity ratios. Klein, Phillips and Shiu (2002) study a cross-section of U.S. property-liability insurers and find strong and robust evidence that the degree of price regulation and its stringency have positive effects on the insurers' leverage. Bulan and Sanyal (2005) study a panel of U.S. investor-owned electric utilities for the period 1990-2000 and find that they reduced their debt-to-total assets ratios in response to the heightened regulatory and competitive uncertainty created by the deregulation process. Bulan and Sanyal (2006) , use a similar panel to show that after deregulation, U.S. investor-owned electric utilities respond to growth opportunities in a two-step process: first, they accumulate financial slack in anticipation of new growth opportunities, but then, when the growth opportunities become more viable, they use debt finance to finance them. Ovtchinnikov (2008) studies a large sample of U.S. firms in industries which were subject to some form of deregulation during the 1966-2006 period, including entertainment, petroleum and natural gas, electricity, telecommunications, and transportation. He finds that following deregulation, firms reduce their leverage by about 30%, and moreover, leverage becomes much less negatively correlated with profitability and market-to-book ratios and much more positively correlated with firm size. To the best of our knowledge, the only paper that does not focus on the U.S. is
Correia da Silva, Estache and Jarvela (2006) . They examine the leverage of 121 regulated utilities in 16 less developed countries over the period 1991-2002 and find that leverage varies significantly across sectors, with the highest leverage being observed in transportation and the lowest in water supply. They also find that leverage steadily increases over time while investment levels fall.
The rest of the paper is organized as follows. Section 2 provides a brief institutional framework of the regulatory environment in the EU. Section 3 presents the theoretical background and the empirical implications that we test. We describe our panel data in Section 4 and present our empirical results in Sections 5 and 6. Concluding remarks are in Section 7.
Background: liberalization and structural reforms in European network industries
Following a big wave of nationalization after the Second World War, network industries in Europe were largely dominated by vertically integrated, stated-owned, monopolies. Under this regime, utilities were viewed as an operational branch of the government and were instructed to provide universal services at low prices, absorb unemployment, and invest in infrastructure. The government in turn played the dual role of owner and "regulator," and set tariffs, quality standards, and investment levels. This arrangement however created illperforming and highly inefficient public monopolies (Megginson and Netter, 2001 ).
Starting from the mid 1980's, the European Commission has promoted a gradual liberalization process intended to improve the efficiency and service quality of EU public utilities and boost their investments. In particular, the European Commission has enacted a number of directives aimed at setting up a common regulatory framework for EU member states, which were in turn required to transpose these directives into national legislation.
However, the Commission left the decision about the ownership structure of utilities in liberalized markets entirely in the hands of national governments. As a result, many privatized utilities in the EU are still partially owned either by state or by local governments, despite being publicly traded in the stock exchange. In some cases, the state holds a "golden share" in the firm which grants the state special control rights, including the right to appoint board members, veto proposed acquisitions, and cap shareholders' voting rights. 4 The extent of effective liberalization varies considerably across member states and across industries. In telecommunications, liberalization started in 1987 with the publication of the Green Paper for the Development of the Common Market for telecommunication services and equipment. The Green Paper was followed by a sequence of directives, starting from Directive 90/388 on "Competition in the markets for telecommunications services," which established the institution of national IRAs in each member state. 5 In the energy sector, the European Commission has been undertaking legislative actions since 1988 to establish an internal energy market for both electricity and natural gas within the EU. The milestone legislation is Directive 96/92 for the electricity, followed by Directive 98/30 for the gas market; these directives aimed at gradually introducing competition in generation/production and distribution, and at unbundling the different segments in the energy value chain.
Importantly, these directives established independent national regulatory agencies. 6 Table 1 shows the year in which an IRA in telecommunications and in energy were established, as well as the extent of privatization in these years. The table shows that in most cases, the establishment of an IRA preceded large scale privatization, which is consistent with EU policy guidelines which required member states to "ensure effective structural separation of the regulatory functions from activities associated with ownership or control" (Directive 97/51 for the telecommunication industry, see also Gilardi, 2005) .
Unlike the telecommunications and energy sectors, the liberalization efforts in the water and transportation sectors are still in early stages. At present, privatization activity is still limited, and, with the exception of the UK, where firms were privatized and two IRAs were established to regulate the water industry (Ofwat) and the railway industry (ORR), no
IRAs were yet established, and privatization is still extremely limited and limited to only 6 member states.
Theoretical predictions
Regulators set the prices of regulated firms by explicitly taking into account the firm's capital structure. In the U.S., this practice stems from the need to ensure regulated firms a "fair rate of return" on their investments. This fair rate of return depends, among other things, on the firm's cost of capital, which in turn depends on the firm's capital structure. 7 Under RPI-X regulation which is widely used in the EU, regulators set price caps that ensure that the regulated firm's revenue will cover its operating costs, depreciation, and infrastructure Comm. v. Hope Natural Gas Co.,(1944) 320 U.S. 591, the Supreme court elaborated on the concept of "fair return" and stated that "the return to the equity owner should be commensurate with returns on investments in other enterprises having corresponding risks." renewals charges, and will yield a sufficiently high return on its capital to induce it to enhance and maintain its network. As in the U.S., the return on capital depends on the firm's capital structure.
The fact that regulated prices are set on the basis of the firm's capital structure suggests that regulated firms can affect their prices by appropriately choosing their capital structure. There are two conflicting views on the link between capital structure and regulated prices. The first view starts with the observation that in practice, regulators often use the firm's Weighted Average Cost of Capital (WACC) in computing the firm's cost of capital which regulated price is designed to cover. Taggart (1981, Sec. IIB) then shows that as long the allowed return to equity exceeds the after-tax imbedded cost of debt, the regulated firm can induce price increases by substituting equity for debt. The positive effect of equity financing on regulated price in turn creates a strong incentive for regulated firms to use equity financing. It should be noted however that this view is inconsistent with the empirical evidence mentioned in the Introduction which shows that regulated rates-of-return and prices tend to increase with leverage (Hagerman and Ratchford, 1978, and Besley and Bolton, 1990) and that firms tend to increase their leverage in response to regulation (Taggart, 1985, and Ovtchinnikov, 2008) , and it is also inconsistent with the recent concern in the U.K. and in Italy regarding the "dash for debt" of regulated utilities.
An alternative view, advanced by Taggart (1981, Sec. IIC), Spiegel and Spulber (1994 and 1997 ), and Spiegel (1994 and 1996 is that regulators are averse to the possibility that the firm they regulated will become financially distressed and therefore raise prices when the firm increases its leverage in order to minimize the risk of financial distress. 8 According to this view, regulated firms have a strong incentive to increase their leverage in order to induce regulators to set high prices. In a recent document, the Italian Corte Dei Conti (National Audit Office) expressed a similar opinion and wrote that "Privatized firms strategically increase the risk of insolvency in order to obtain higher tariffs to finance investments. The regulated firm uses leverage as a commitment device vis-à-vis the regulator to maintain a high level of profitability." 9 Of course, the strategic effect of leverage on prices begs the question why 8 For example, Owen and Braeutigam (1978) argue that "One of the worst fears of a regulatory agency is the bankruptcy of the firm it supervises, resulting in 'instability' of services to the public or wildly fluctuating prices." 9 See Corte Dei Conti, "Obiettivi E Risultati Delle Operazioni Di Privatizzazione Di Partecipazioni Pubbliche," Roma, February 10, 2010, p. 195 regulators do not restrict the leverage of regulated firms. 10 Spiegel (1994 10 Spiegel ( , 1996 provides a possible answer to this question by showing that the increase in regulated prices due to leverage may lead to more efficient investment choices by the regulated firm.
The above theoretical predictions are based however on the implicit assumption that the regulated firm is privately owned and regulated by an independent regulatory agency. But as mentioned in the Introduction, many European regulated utilities are still state-controlled and in many cases, are still regulated by ministries, governmental committees, or local governments rather than by an IRA. These institutional features have important implications.
First, when the state controls the regulated firm, it plays the dual role of an owner and a regulator. Hence, unlike privately-controlled regulated firms, state-controlled regulated firms do not need to use their capital structure strategically as a way to induce higher prices.
Second, it is often argued that IRAs have a better ability to make credible long-term commitments to regulatory policies than ministries and government agencies (see e.g., Levy and Spiller, 1994 , and Gilardi 2002 ). An empirical support for this argument is provided by Guasch, Laffont, and Straub (2008) . They study a sample of 307 transportation and water concession contracts in Argentina, Brazil, Chile, Colombia, and Mexico over the period 1989 to 2000, 11 and find that although 45% of the transport concession contracts and 71% of the water concession contracts were renegotiated, the presence of an IRA lowered the probability of renegotiation by 5%-7.3%. This effect is significant given that the average probability of renegotiation of any individual contract at any point in time is around 1%. The better ability of IRAs to make long-term commitments suggests that IRAs are less likely to cut prices once the firm's investment is sunk and thereby benefit consumers at the expense of the firm's owners. 12 This implies in turn that privately-controlled firms which are subject to 10 In the U.S. regulatory commissions allow regulated firms to exercise discretion in choosing their capital structures (see Phillips, 1988 (39 PUR 4th 222, (247) (248) stated that "a guiding principle of utility regulation is that management is to be left free to exercise its judgment regarding the most appropriate ratio between debt and equity." As for the EU, we are not aware of any case in which EU regulators have interfered with the financing decisions of a privatized regulated firm. 11 A concession is the right to use the assets of a former state company for a limited period of time (usually 20 to 30 years), being fully responsible for all investments and having to secure a number of targets specified in the contract. At the end of the concession, all the assets go back to the government. In a sense then, concessions could be viewed as limited-term privatizations. Guasch, Laffont, and Straub (2008) regulation by IRAs anticipate, other things being equal, higher regulated prices and hence a lower risk of financial distress. As a result, these firms are likely to issue more debt. In other words, the cost of using debt strategically in order to induce regulators to raise prices is cheaper when regulators are independent and hence, regulated firms are expected to have a higher leverage when facing an independent regulator.
13 Taggart (1981) suggests another reason why leverage may be higher when the firm is regulated by an IRA: he argues that lags or uncertainties in the regulator's reaction to the firm's capital structure decision decrease the firm's incentive to manipulate its capital structure in an attempt to influence the regulated price. As a result, the regulated firm has a stronger incentive to issue debt when it faces effective regulators who are expected to respond in an immediate and predictable way to changes in the firm's financing mix.
A third reason why leverage may be higher when the firm is regulated by an IRA is that when the state acts as a regulator, the firm may lobby the state directly to obtain more favorable terms and hence may not have to use leverage strategically in order to achieve the same goal.
The two hypotheses that we test in this paper are therefore as follows: Hypotheses 1 and 2 exploit the heterogeneity in our sample across ownership structures (private vs. state control) and regulatory frameworks (independent vs. nonindependent regulatory agencies) to examine the strategic interaction between regulation and capital structure.
Data and main variables
Using Worldscope, we identify publicly traded firms operating in regulated sectors during the period 1994-2005 in the EU-15 member states. 14 We define regulated sectors to be those in which entry and prices are subject to regulatory oversight either by the state or by an IRA.
These sectors include electricity, natural gas, water supply, telecommunications, freight roads concessions, ports, and airports. Excluded from the sample are airlines, oil and refinery companies, and companies operating exclusively in wireless telecommunications or in electricity generation because the prices of these services are typically not regulated.
By applying these selection criteria, we end up with an unbalanced panel of 92 publicly traded utilities and transportation infrastructure operators. In all, we have 44 firms that engage in electricity and gas distribution, 13 water supply companies, 15 telecoms (mainly vertically integrated operators), 8 freight roads concessionaires, and 12 transportation infrastructure operators (airport, ports and docks). Table 2 lists the firms in our sample and provides relevant information on each firms. Table 3 provides summary statistics for the main variables we use in the econometric analysis.
As mentioned above, our main objective is to find out if and how capital structure and regulated prices are affected by regulatory independence and by firm ownership. In the rest of this section we describe in detail how we constructed our main dependent variables (leverage and regulated prices) and our main explanatory variables (regulation and ownership). Apart from these variables we also use in our regression analysis in Section 5 various firm level controls which we will described below in the relevant regressions in which they are used.
Leverage and regulated prices
To test our theoretical predictions, it is important for us to use a measure of leverage that captures the risk of default because the theory suggests that leverage induces regulators to raise prices in order to minimize the risk of costly financial distress. Therefore, in most of the analysis, our measure of leverage will be market leverage which is defined as total financial debt (both long-and short-term) in book values divided by the sum of total financial debt and the market value of equity. 15 The latter is computed by multiplying the number of outstanding shares at the end of the relevant year by the share price at that date converted into U.S.
dollars. It should be emphasized that market leverage can increase (decrease) either because the face value of debt increases (decreases) or because the market value of equity decreases (increases). We believe however that in both cases, the firm becomes more vulnerable to financial distress and hence regulators may be forced to raise regulated prices. In some of our analysis we will also use the book value of leverage, i.e., the total financial debt divided by the sum of total financial debt and the book value of equity, as an alternative a measure of leverage to check the robustness of the results.
Accounting and financial market data have been collected from Worldscope. Table 3 shows that the mean market leverage in our sample is 18.1%, while mean book leverage is 27.2%, mean debt-to-total assets is 13.5% and mean debt to sales ratio is 51.9%. Moreover, market leverage is higher for privately-controlled firms than for state-controlled firms (19.1%
vs. 15.7%). Table 3 reveals a large variability in the debt ratios: market leverage (D/(D+ME))
ranges from 0 to 88%, while book leverage may be as large as 100%.
16 Unreported statistics at the industry level shows that on average, the most highly leveraged firms in our sample are electric utilities with a mean market leverage of 22.8%, followed by multiutilities, 19.2%, and telecoms with a mean market leverage of 17.4%. The least leveraged are airports with a mean market leverage of 5.5%, and ports and docks with a mean market leverage of 8.4%.
To test Hypothesis 2, we need data on regulated prices. Unfortunately, we were unable to find reliable data on regulated retail prices at the individual firm level. Instead, we collected country-and sector-specific retail price indices (see the Appendix for the sources). 17 All price indices are in constant 2005 prices. We believe that given that there is still limited competition in the utilities sectors and given that there is little price dispersion, these price indices appropriately reflect the relevant prices for the firms in our sample. 
Regulation
In order to study the effect of regulatory independence on the interaction between capital structure and regulated prices, we constructed an IRA dummy which is equal to 1 in all years in which the firm was subject to regulation by an IRA and equals 0 otherwise, that is when the firm is subject to regulatory oversight by the state or by local governments. Hence, for each sector/country in our dataset, the IRA dummy switches from 0 to 1 in the year when the Independent Regulatory Agency was set up. The IRA dummy was constructed using the inception dates collected by Gilardi (2002) for the energy and telecommunications sectors in which IRAs already exist in all countries in our sample. We complemented this data by drawing from additional sources for freight roads, airports, port and docks, and water. As described in Section 2, except for the water and railway industries in the UK, in all other member states IRAs were not in place in the water and transportation sectors.
Ownership
In most of our analysis, we define firms as "privately-controlled" if the state holds less than 50% of the control rights (otherwise the firm is "state-controlled") and define the year of privatization as the year in which the state's control rights dropped below 50% for the first time. We also examine the robustness of the results by using a more restrictive definition of private control, whereby firms are defined as "privately-controlled" if the state holds less than 30% of the firm's control rights instead of 50% (i.e., private investors hold at least 70% of the control rights). Since our sample often exhibits a complex web of cross-ownership patterns among firms (one firm holds the shares of another firm, which in turn holds the shares of a third firm -see Figure 1 for an example), the state may hold both direct as well as indirect control rights in firms. In order to measure the state's ultimate control rights (UCR), we use the weakest link approach (see La Porta, Lopez-de-Silanes, and Shleifer (1999) , Claessens, Djankov, and Lang (2000) , Faccio and Lang (2002) , and Bortolotti and Faccio (2008) ).
According to this approach, the UCR of a given investor (the state in our case) is simply equal to the minimum ownership stake along a chain (i.e., the weakest link). In the case of multiple chains, the UCR's are summed up across all chains. 19 The sources used to compute the state's UCR are listed in the Appendix.
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Among the 92 firms in our sample, 43 firms are privately-controlled throughout our sample, 25 are state-controlled throughout our sample period, and 24 were privatized during our sample period and hence we observe them before and after their privatization. 21 Table 3 shows that the mean UCR of the state (including both central and local governments, ministries, and various branches of public administration) in the firms in our sample is 34.8%
for the entire sample, 10% for privately-controlled firms, and 75.1% for state-controlled firms. In terms of size, the mean total assets of firms in our sample are slightly over Our definition of private control may be overstated due to the presence of "golden shares" which give the state special control rights in the firm, including the right to appoint board members, the right to veto proposed acquisitions, and the right to cap the share of voting rights that individual shareholders can own. Our sample includes 11 firms with golden shares (see Table 3 ). Of these firms, 4 are telecoms, 4 are electric utilities, 2 are natural gas utilities, and 1 is an airport. In practically all cases, golden shares are present only when the firm is privately-controlled.
Empirical results
Our main goal is to test Hypotheses 1-2 stated in Section 3. In the following subsections we examine these hypotheses in turn.
Leverage
In total, we have 765 firm-year observations on market leverage (in the regression analysis below, the sample size is lower due to missing data in some control variables). We begin by dividing these observations into four groups, depending on whether firms are privately-or state-controlled and depending on whether they are regulated by an IRA or by some branch of the government. In Table 4 we report the mean leverage of each group. Panel A shows that irrespective of whether an IRA exists, the mean market leverage of regulated firms is significantly higher if they are privately-controlled, and irrespective of ownership, the mean leverage is higher when an IRA exists. Panel B of Table 4 shows that these results continue to hold when we use a more stringent definition of private-control (i.e., firms are defined as privately-controlled only if the state's UCR are 30% or less rather than 50% or less). Overall, Table 4 shows that the mean market leverage of firms is particularly high when they are privately-controlled and subject to regulation by an IRA (20.7% in Panel A and 21% in Panel B) and is particularly low when they are state-controlled and not subject to regulation by an IRA (12.7% in Panel A and 13.7% in Panel B).
The preliminary results in Table 4 suggest that both the ownership structure and the existence of an IRA matter for the financial structure of regulated firms. In particular, leverage tends to be higher when firms are privately-controlled and when an IRA exists. Of course, these results are only suggestive because we are yet to control for various possible alternative determinants of capital structure. We therefore turn now to a regression analysis.
Our core specification is the following:
where L it is the Market Leverage of firm i in year t, Private Control it is a dummy which is equal to 1 if firm i was privately-controlled in year t and is equal to 0 otherwise, IRA it is a dummy which is equal to 1 if firm i was subject to regulation by an IRA in year t and is equal to 0 otherwise, X it is a vector of firm-specific variables, Y it is a vector of country-specific variables, Country, Sector, and Year are country, sector, and year dummies, and ε it is an error term.
The vector X it of firm-specific variables includes various firm characteristics that were shown in the empirical corporate finance literature to be reliable determinants of capital structure. 22 Our main goal is to find out if ownership structure and regulatory independence have a significant effect on leverage (as we show in Table 4 ) even after controlling for these alternative potential determinants of capital structure. Specifically, the vector X it includes the log of real total assets to control for firm's size (size is typically shown to have a positive effect of leverage), the ratio of fixed to total assets which reflects asset tangibility (tangible assets can serve a collateral and hence lower the cost of debt financing), the ratio of EBIT (earnings before interests and taxes) to total assets which is a proxy for profitability and "efficiency," (more efficient firms are likely to have higher earnings with the same assets), and the ratio of depreciation and amortization to total assets as a proxy for non-debt tax shields (tax deductions for depreciations are substitutes for the tax benefits of debt financing).
Given that our sample covers firms from 14 different countries over a period of 12 years, we include in the regression a vector Y it of time-varying country-specific variables which includes GDP Growth to account for differences in macroeconomic conditions over time, a Political Orientation index which measures the political orientation of the government, and an Investor Protection index which measures the legal protection of shareholders' rights (the latter two indices appear in only some of our specifications). The
Political Orientation index ranges from 0 (extreme left wing) to 10 (extreme right wing) and is computed as the weighted average of the right-left political orientation scores of the parties forming the executive branch of government, where the weights are equal to the number of parliamentary seats held by each party divided by the total number of parliamentary seats held by the ruling coalition as a whole (see Inglehart, 1995, and Faccio, 2008) . We expect higher values of the Political Orientation index to be associated with more pro-firm regulation (this is true even when an IRA exists although naturally to a lesser extent).
The Investor Protection index we use is the "anti-director rights" index developed by La Porta et al. (1998) and updated by Pagano and Volpin (2005) . We expect that higher values of this index would be associated with lower cost of equity and hence lower leverage.
The regulatory and institutional environment in our sample may differ across sectors, across countries, and over time. One way to control for unobserved characteristics of the regulatory and institutional environment (like the effectiveness of the regulatory rules, the regulatory climate, the internal organization of the regulatory body, etc.) is to include country and sector dummies. Unfortunately, time invariant country-and sector-specific dummies cannot be estimated by the fixed effects model because they are perfectly collinear with the firm fixed effects. Therefore, we often rely on random effect estimation which allows us to include country-and sector-specific dummies and which is more efficient. This approach is valid however only when the firm-specific effect included in the error term is not correlated with the regressors. To ensure that this is the case, we perform the Hausman (1978) specification test and report the associated p-values along with the results. predicts that the sum of α 1 +α 3 is positive and significant. Apart from this prediction it is also interesting to examine the effect, if any, that IRA has on the leverage of privately-controlled firms. In the regression below we will therefore report the p-values associated with the tests on the significance of α 1 +α 3 and α 2 +α 3 . Table 5 .1 tests our baseline specifications, using alternative estimation techniques.
Columns (1) and (2) report estimation results using OLS on pooled data. A full set of time dummies is included in all columns. In Column (2) we add country and sector dummies and also interact these dummies to allow the sector effects to vary across different countries. In
Column (3) we report fixed effect estimates that allow us to control for firm-specific fixed effects, but not for unobserved country-and sector-effects. In Column (4) we turn to random effects estimation which allows us to include the country and sector dummies in the estimation. In Columns (5) and (6) we examine the robustness of the results by replacing the Private Control dummy with the more restrictive Private Control_30 dummy. Note that the Wald tests of the country and sector dummies in Columns (4) and (6) indicate that both dummies are jointly significant (and hence should be included in the regression), while the Hausman specification test indicates that the random effects model is valid. We therefore believe that the random effects model is more appropriate than the fixed effects model (where we cannot include country-and sector-specific dummies).
The estimates in Table 5 .1 are very similar across all specifications. The various firmspecific controls are significant and their signs are generally consistent with earlier empirical studies on the determinants of capital structure (see e.g., Rajan and Zingales, 1995) . The only exception is the negative and significant coefficient on fixed-to-total assets, which is our proxy for tangibility. Earlier studies typically find that tangibility has a positive effect on leverage, the logic being that tangible assets can serve as a collateral and hence lower the cost of debt financing. In our sample however, fixed assets are highly firm-specific and nonredeployable (e.g., roads, airports, physical electricity or telecommunications networks) and may therefore serve as poor collaterals.
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More importantly for us, the sum of the Private Control and Private Control*IRA dummies (α 1 +α 3 ) is positive and mostly significant; the only exceptions are in Columns (3) and (5) where we use fixed effects estimates (recall though that in these regressions we cannot include country-and sector-specific dummies). These results hold both when we use the Private Control dummy (Columns (1)- (4)), as well as when we use the more restrictive Private Control_30 dummy (Columns (5) and (6) shows that this is mainly due to firms that were state-controlled throughout our sample.
24 Estimating the leverage regressions separately for the subsamples of telecoms, electric utilities, and energy utilities (electricity and natural gas), water, and transportation infrastructures (freight roads, ports, and airports), reveals that the significant negative coefficient on tangibility is due to telecoms; the coefficient is not significant for other sectors and is even positive (though not significant) for electric utilities. 25 We tested the robustness of the Private Control_30*IRA coefficient in Columns (3)- (6) to the clustering of observations by regulatory agencies (i.e., all firms regulated by the same agency are in the same cluster), and by countries (all firms that belong to the same country are in the same cluster) rather than by firms, as we do in Table 5 .1. We found that when we cluster by regulatory agencies the interacted dummy remains significant in Columns (3) and (4), and when we cluster by countries, the Private Control_30*IRA dummy is significant in Columns (4)- (6) . In addition, since there are some firm-year observations where the Market Leverage is zero, we also tested the baseline specification on the sub-sample of utilities with strictly positive Market Leverage. The resulting coefficient on the Private Control*IRA dummy is 0.081(the p-value is 0.02) and the coefficient on the Private Control_30*IRA dummy is 0.064 (the p-value is 0.04).
In Table 5 (1) and (3) show that the Political Orientation variable, which reflects how right wing the government is, is negative and significant under both definitions of private control. If we think of right-wing governments as being more pro-firm, then this result suggests that firms facing more pro-firm governments do not need to rely on high leverage to obtain favorable regulatory outcomes as much as firms facing pro-consumer governments. On the other hand, Columns (2) and (4) show, as expected, that stronger investor protection is associated with lower leverage, presumably because it lowers the cost of equity financing.
Like Table 5 .1, the results in Table 5 .2 also provide empirical support for Hypothesis 1 as the sum of the Private control and Private control*IRA dummies (α 1 +α 3 ) is once again positive and significant across all specifications. Moreover, in Columns (2) and (4), the sum of the IRA and Private control*IRA dummies (α 2 +α 3 ) is positive and significant. This suggests that once we control for investor protection, privately-controlled firms have significantly higher leverage when they are subject to regulation by an IRA.
One might argue that the results in Table 5 .2 are at least partly driven by exogenous fluctuations in equity markets which affect the market leverage of firms for reasons that have nothing to do with our hypotheses. To address this concern, we re-estimate our core specification in Table 5 .3, using Book Leverage (the ratio between total financial debt and the sum of total financial debt and the book value of equity) as our measure of leverage. The sample size is now larger than in Tables 5.1 by an IRA is robust to the measure of leverage that we use.
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In Table 5 .4 we look more closely at the effect of ownership on leverage. To this end, we separate the firms in our sample into two subsamples. Columns (1)- (3) examine firms that were privatized during our sample period (i.e., the government's UCR in the firm dropped below 50% during our sample period). Here, the Private control dummy captures the difference in leverage before and after privatization. Column (4) examines, separately, firms that stayed either privately-or state-controlled throughout our sample period (i.e., the government's UCR in the firm remained either below or above 50% throughout our sample period). This allows us to estimate the impact of IRA after controlling for the effect of ownership on leverage through other regressors.
Column (1) in Table 5 Table 5 .4 we control for the existence of golden share by including Golden Share and Golden Share*IRA dummies in the regression (the Golden Share dummy is equal to 1 in all years in which the firm had golden shares and is equal to 0 otherwise). Once the Golden Share and Golden Share*IRA dummies are included in the regression, the value of the intercept in equation (1) 29 We also added a Privatization Year dummy which is equal to 1 in the year of privatization and is equal to 0 in all other years, but this dummy was not significant. 30 The lack of a privatization effect on leverage is in contrast to Dewenter and Malatesta (2001) , Megginson, Nash, and Van Radenborgh (1994) , and D'Souza and Megginson (1999 Ownership effect without golden shares Column (4) in Table 5 .4 examines the differences between firms which stayed privately-or state-controlled throughout our sample period (i.e., were not involved in a "privatization" process). The results show that there are several important differences between firms that are privately-or state-controlled throughout our sample period. First, tangibility (Fixed-to-Total Assets) has a significantly negative coefficient for privately-controlled firms, but not for state-controlled firms; this difference is probably due to the fact that telecoms are heavily represented in the group of privately-controlled firms (see Footnote 24 above).
Second, the measure of profitability (EBIT-to-Total Assets) has a significant negative effect in the case of privately-controlled firms, which is consistent with the typical findings in the empirical corporate finance literature, but has a significant positive effect in the case of statecontrolled firms. Third, the GDP Growth coefficient is significant only in the case of statecontrolled firms, but not in the case of privately-controlled firms. Fourth, the Political Orientation variable is not significant in the case of state-controlled firms, but is negative and significant in the case of privately-controlled firms. Since an increase in the Political Orientation variable indicates that the government is more right-wing and hence likely to be more pro-firm, the latter result suggests that when privately-controlled firms face a more profirm government, they do not need to rely on high leverage to obtain favorable regulatory outcomes. The fact that the leverage of state-controlled firms is not affected by the political orientation variable is consistent with the theory since state-controlled firm do not need to issue debt to shield themselves from regulatory opportunism. Finally, the IRA variable is positive and significant in the case of privately-controlled firms which is consistent with Hypothesis 1, and is negative and highly significant in the case of state-controlled firms. The latter result, together with the fact that Column (1) shows that the IRA variable is positive in the case of privatized firms, suggests that the negative coefficient of the IRA variable in Table   5 .1 is driven by firms that were state-controlled firms throughout our sample.
Leverage and regulated prices
Next, we consider Hypothesis 2 which states that higher leverage induces regulators to raise regulated prices provided that the firm is privately-controlled. When the firm is statecontrolled, the state plays a dual role of an owner and a regulator and hence the firm does not need to use its leverage as a way to induce higher regulated prices.
To test Hypothesis 2, we apply the Granger (1969) and Sims (1972) causality tests to examine whether leverage Granger-causes regulated prices. That is, we examine whether an increase in leverage is followed by an increase in regulated prices, but not vice versa. 31 There are three alternative possibilities. First, if regulators can make a long-term commitment to regulated prices, then regulated prices will determine the firm's revenues (up to some exogenous demand shocks), and the firm in turn would adjust its capital structure to match its expected revenue stream. In that case, regulated prices would Granger-cause leverage.
Second, it could be that leverage and regulated prices are correlated but neither one Granger 
where P it and L it are the regulated price and market leverage of firm i in period t, Firm i and Year t are firm and year dummies, and ε (2), while P i,t-1 and P i,t-2 do not contribute significantly to the explanatory power of equation (3). We expect these results to hold in the case of privately-controlled firms, but not in the case of state-controlled firms.
A main concern when estimating a dynamic model as in equations (2) and (3) is that the lagged dependent variables are endogenous to the fixed effects in the error term, thus giving rise to a dynamic panel bias. To deal with this bias and with the potential endogeneity of other regressors in the leverage equation, we use the Arellano and Bond (1991) and Arellano and Bover (1995) linear generalized method of moments (GMM) estimators. More specifically, we use the dynamic System-GMM model developed by Arellano and Bond (1991) and Blundell and Bond (1998) . This model estimates a system of level and firstdifferenced equations and uses lags of first-differenced variables as instruments for equations in levels and lags of variables in levels as instruments for equations in first-differences. 32 For the validity of the GMM estimates it is crucial, however, that the instruments are exogenous.
We therefore calculate the two-step Sargan-Hansen statistic under the null of joint validity of the instruments and report the resulting p-values with the regression results. To ensure that the lagged variables are valid instruments, we use the Arellano and Bond (1991) autocorrelation test control for AR(1) and AR(2). Since AR(2) was detected, we restrict the lags instrumenting the lagged leverage to t-3 and t-4.
32 For estimation we used the xtabond2 Stata command created by David Roodman (2006) . Tables 6.1 and 6 .2 report the results from estimating equations (2) and (3). In both tables, we examine the full sample in Column (1), and several subsamples in Columns (2)- (7). Table 6 .1
shows that with the exception of firms which are not regulated by an IRA (Column (3)), or are state-controlled (Column (7)), the second lag of market leverage has a significant positive effect on regulated prices. Moreover, a Wald statistics tests indicates that the first and second lags of market leverage are jointly significantly. On the other hand, Table 6 .2 shows that the lagged regulated prices do not have significant effect on leverage either individually or jointly. Together, these results imply that, so long as firms are privately-controlled and/or regulated by an IRA, leverage Granger-causes regulated prices, but not vice versa. These results are consistent with the hypothesis that regulated firms which are either privatelycontrolled or regulated by an IRA (or both), choose their leverage strategically in order to induce regulators to set higher prices, and inconsistent with the alternative hypotheses that long-term regulatory commitments to prices induce firms to adjust their capital structure to match their resulting expected revenue stream, or that leverage and regulated prices are driven by a third variable that causes both of them. The results are also inconsistent with the hypothesis that regulated prices increase when the firm issues more equity, say because regulators base prices on the firm's Weighted Average Cost of Capital (WACC) which is in turn decreasing with the firm's leverage.
The subsample of energy utilities
So far our analysis was based on a diverse set of firms operating in a wide array of industries.
Although all of our regressions include sector specific dummies, one may worry that the large heterogeneity of firms in our sample and the fact that they are subject to different regulatory environments biases our results in some way. To address this concern we now reestimate our main specifications using a subsample of energy utilities (gas a electricity). This group of firms is the largest in our sample and comprises of 44 utilities and 354 firm-year observations (46% of our full sample). Firms in this subsample are all regulated by energy regulatory agencies and are subject to the same EU directives, described in Section 2, which member states were required to transpose into national legislation. It should also be noted that the "dash for debt" concern was raised mainly in the context of energy utilities (see Ofgem, 2008; AEEG, 2008) .
In Table 7 , we reestimate our baseline specification for the leverage equation using random effects estimation. The main difference between the results in Tables 5 and 7 is that the coefficients of the IRA and the Private Control*IRA dummies are larger in absolute values and more significant than in Section 5. Moreover, Column (1) in Table 7 shows that as in (2)- (4) show that this conclusion is not altered when Golden Shares are taken into account, when we restrict attention only to firms that were privatized during our sample period, and when we replace the Private Control dummy with the Private Control_30 dummy. Table 8 presents the results of our Granger tests regarding the interaction between leverage and regulated rates for the subsample of energy utilities. Columns (1), (3), (5), and (7) report the results from estimating equation (2), while Columns (2), (4), (6), and (8) report the results from estimating equation (3). The results are very similar to those in Table 6 : the coefficients of the lagged leverage terms in the price equation are jointly significant and so is their sum for the full sample and the subsamples of privately-controlled firms and firms that are regulated by an IRA, but not for state-controlled firms. 33 By contrast, the coefficients of the lagged prices are insignificant in the leverage equation. These results are consistent with Hypothesis 2 that regulated prices increase when firms become more highly leveraged.
Conclusion
Following the large scale privatization and structural reforms in network industries in Europe over the past 20 years, it appears that European regulated utilities in telecommunications, electricity, natural gas, water, and transportation, have accumulated large amounts of debt. This phenomenon has been described by the UK Department of Trade and Industry (DTI) and the HM Treasury (DTI-HM, 2004) as the "dash for debt," and has raised concerns among policymakers about the financial stability of regulated utilities and their ability to finance future investments. Theoretical models and earlier empirical work based on U.S data suggest however that high leverage is a natural response of regulated firms to the inability of regulators to make long-term commitments to prices. High leverage protects regulated firms against the "regulatory opportunism" -the risk that regulators will lower prices in the future once investments become sunk in order to benefit consumers at the firm's expense.
In this paper we examine this idea empirically, using a comprehensive panel of virtually all major publicly traded regulated utilities in the EU-15 member states. Our data covers firms with various degrees of state ownership which are either regulated by independent regulatory agencies or by ministries, governmental committees, or local governments. This heterogeneity allows us to examine the effect of private-versus state ownership and of regulatory independence on the capital structure of regulated firms and its implications for regulated prices. Our analysis reveals that privately-controlled firms tend to have a higher leverage than state-controlled firms provided that they are regulated by independent regulatory agencies, and that the increased leverage is associated with higher regulated prices. By contrast, we do not find a significant effect of leverage on prices in the case of state-controlled firms. These results provide strong support for the hypothesis that privately-controlled regulated firms rely on debt financing as a way to induce independent regulatory agencies to set higher prices. To the extent that regulated firms may take "regulatory opportunism" into account when making investment decisions, our results suggest that debt financing may have some desirable consequence since it may boost the incentives of privately-controlled regulated firms to invest. Of course, given that debt financing also leads to higher regulated prices and may also increase the likelihood of financial distress, it is clear that more research, both theoretically and empirically, is needed to determine if the "dash for debt" phenomenon is desirable and provides (at least in part) a solution to a regulatory opportunism problem, or whether it is an unintended consequence of the privatization of firms in network industries and should be discouraged. The year of privatization is the first year in which the state's stake in the firm fell under 50%. An asterisk next to the year of privatization indicates that the state holds a golden share which gives it special control rights, such as the right to appoint board members or veto proposed acquisitions. The status column indicates whether the firm is privatelycontrolled throughout our sample (PC), state-controlled throughout our sample SC), or was privatized during our sample period (PRIV). Table 5 .1 -Leverage, Regulation and Ownership: the baseline equation
Company
The dependent variable is Market Leverage; it is defined as in Table 4 . IRA is a dummy equal to 1 if an independent regulatory agency (IRA) is in place and is equal to 0 otherwise. Private Control is a dummy equal to 1 when the firm is privately-controlled (i.e., the government's UCR are below 50%) and is equal to 0 otherwise. Private control_30 is a dummy equal to 1 when the state's UCR are below 30%. Standard errors in parentheses are robust to heteroschedasticity and also to within group serial correlation (observations are clustered by firms). The F tests the null of that all coefficients are jointly equal to zero. ***, **, * denote significance at 1%, 5% and 10%. The dependent variable is Market Leverage; it is defined as in Table 4 . Private control_30 is a dummy equal to 1 when the state's UCR are below 30%. Political Orientation ranges from 0 (extreme left wing) to 10 (extreme right wing) and is equal to a weighted average of scores given in expert surveys supporting government (see Inglehart, 1995, and Faccio, 2008) . Investor Protection is the time-varying "antidirector rights" index by Pagano and Volpin (2005) . All regressions include year, sector and country dummies. Random-effects estimates. Standard errors in parentheses are robust to heteroschedasticity and to within group serial correlation (observations are clustered by firms). The Wald χ 2 tests the null of that all coefficients are jointly equal to zero. The Hausman χ 2 tests the null of nonsystematic differences of the fixed and random effects model. ***, **, * denote significance at 1%, 5% and 10%. 
Market

-Regulated Price Equations -Granger Tests
The dependent variable in Table 6 .1 is the country-sector-specific utility price index (see Section 3). The dependent variable in Table 6 .2 is Market Leverage. Column (3) focuses on firms that are subject to regulation by an IRA (telecom, energy, and water supply firms in the U.K.) (see Gilardi, 2002) . Dynamic panel-data estimation, one-step system GMM estimates. Lagged values of Market Leverage and Utility Price used as instruments: lagged levels are used in first-differences equations and lags of first-differenced variables are used in levels equations (see last row). All regressions include year dummies. Standard errors in parentheses are robust to heteroschedasticity and to within group serial correlation (observations are clustered by firms). AR(1) tests the null hypothesis of no first-order correlation in the differenced residuals (Arellano-Bond test is still valid if differenced errors are AR (1)). AR(2) tests the null hypothesis of no second-order correlation in the differenced residuals (Arellano-Bond test is not valid if differenced errors are AR(2)). The Sargan-Hansen statistic tests the null hypothesis that the over-identifying restrictions are valid. ***, **, * denote significance of the coefficients at 1%, 5% and 10%. t-3; t-4; ∆t-2 t-3; t-4; ∆t-2 t-3; ∆t-2 t-3; t-4; ∆t-2 t-3; t-4; ∆t-2 t-3; ∆t-2 t-2; ∆t-1 Tables 4-5 . Column (3), reports the results for the subsample of energy utilities that were privatised during the period. All regressions include year and country dummies. Random-effects estimates with robust standard errors. The Wald χ 2 tests the null of that all coefficients are jointly equal to zero. The Hausman χ 2 tests the null of non-systematic differences of the fixed and random effects model. ***, **, * denote significance at 1%, 5% and 10%. ***, **, * denote significance at 1%, 5% and 10%. The dependent variables in Columns (1), (3), and (5) is the country-sector-specific utility price index. The dependent variable in Columns (2), (4) and (6) is Market Leverage. Dynamic panel-data estimation, one-step system GMM estimates. Lagged values of Market Leverage and Utility Price used as instruments: lagged levels are used in firstdifferences equations and lags of first-differenced variables are used in levels equations (see last row). All regressions include year dummies. Standard errors in parentheses are robust to heteroschedasticity and to within group serial correlation (observations are clustered by firms). AR(1) tests the null hypothesis of no first-order correlation in the differenced residuals (Arellano-Bond test is still valid if differenced errors are AR (1)). AR(2) tests the null hypothesis of no second-order correlation in the differenced residuals (Arellano-Bond test is not valid if differenced errors are AR (2)). The Sargan-Hansen statistic tests the null hypothesis that the over-identifying restrictions are valid. ***, **, * denote significance of the coefficients at 1%, 5% and 10%. t-3; ∆t-2 t-3; ∆t-2 t-3; ∆t-2 t-3; ∆t-2 t-3; ∆t-2 t-3; ∆t-2 t-3; ∆t-2 t-3; ∆t-2
