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Abstract
These notes grew out of an expose´ on M. Gromov’s paper “Convex sets and Ka¨hler
manifolds” (“Advances in Differential Geometry and Topology,” World Scientific, 1990)
at the DMV-Seminar on “Combinatorical Convex Geometry and Toric Varieties” in
Blaubeuren in April ‘93. Gromov’s paper deals with a proof of Alexandrov–Fenchel
type inequalities and the Brunn–Minkowski inequality for finite dimensional compact
convex sets and their variants for compact Ka¨hler manifolds. The emphasis of these
notes lies on basic details and the techniques from various mathematical areas involved
in Gromov’s arguments.
Introduction
These notes grew out of an expose´ of the author on M. Gromov’s paper [Gr90] at the DMV-
Seminar on “Combinatorical Convex Geometry and Toric Varieties” in Blaubeuren in April
‘93. Gromov’s paper deals with connections of Alexandrov–Fenchel type inequalities and the
Brunn–Minkowski inequality (for subsets of Rn) with inequalities for the volume of irreducible
complex projective varieties obtained by B. Tessier [Te82] and A. Hovanskii [Ho84].
The Brunn–Minkowski inequality for two compact convex subsets Y1, Y2 ⊆ R
n asserts
that their Minkowski sum Y1 + Y2 := {a+ b : a ∈ Y1, b ∈ Y2} satisfies
vol(Y1 + Y2)
1
n ≥ vol(Y1)
1
n + vol(Y2)
1
n . (1)
For bounded convex subsets Y1, . . . , Yk ⊆ Rn and a multiindex J = (j1, . . . , jk) ∈ Nk0 , the
mixed volumes [Y J ] := [Y j11 , . . . , Y
jk
k ] are defined by the coefficients of the homogeneous
polynomial
vol(t1Y1 + . . .+ tkYk) =
∑
|J|=n
bJ t
J [Y j11 , . . . , Y
jk
k ], bJ :=
n!
j1! · · · jk!
,
on (R+)
n. The Alexandrov–Fenchel Theorem for convex sets asserts that, for J ∈ ∆nk (the
set of all multiindices of degree |J | ≤ n in Nk0) the corresponding mixed volumes [Y
J ] define
a function ∆nk → R, J 7→ log[Y
J ] which is concave on every “discrete line” parallel to the
edges.
In [Gr90] these inequalities are transferred to compact Ka¨hler manifolds, where one ob-
tains the following Brunn–Minkowski inequality for Ka¨hler manifolds (Theorem 4.13): Let
1
W1, . . . ,Wk be compact n-dimensional Ka¨hler manifolds andM ⊆W1× . . .Wk be a compact
connected complex submanifold of complex dimension n and Mj ⊆ Wj the projection of M
to Wj . Then
vol(M)
1
n ≥
k∑
j=1
vol(Mj)
1
n . (2)
Here one has equality for n = 1. Replacing the Ka¨hler manifolds Wj by projective spaces
andM by an irreducible projective variety, the inequality remains valid. For n = 2 this is the
Hodge index theorem [GH78], and for n ≥ 3 and k = 2, this inequality is due to Hovanskii
and Tessier [Te82, Ho84].
The central point of [Gr90] is to establish connections between the following three con-
texts:
(A) Convex sets,
(B) Convex functions, and
(C) Ka¨hler structures
These connections are so tight that they permit us to translate certain theorems such as the
Brunn–Minkowski inequality which originally belongs to (A) to the areas (B) and (C). The
passage from (A) to (B) is based on Legendre and Laplace tranforms and representing convex
sets as the image of the differential of a convex function (Fenchel’s Convexity Theorem 1.12).
The passage from (B) to (C) is based on Ka¨hler potentials on tube domains TD = D + iRn
and the quotients TD/iZ
n, where D ⊆ Rn is an open convex subset, and the corresponding
Hamiltonian actions of Rn, respectively the torus Tn = Rn/Zn, obtained from translations
in the imaginary direction. Finally, the passage from (C) back to (A) is established by
momentum maps for Hamiltonian Tn-actions on toric varieties (which correspond to the case
D = Rn) and their convexity properties as developed in [At82, At83, GS82] for compact
manifolds and for non-compact manifolds and proper momentum maps in [HNP94]. For a
generalization from abelian to real reductive groups and corresponding gradient maps, see
[HS10].
Tn the first three sections we describe these three translation mechanisms. In Section 4
we turn to Gromov’s results and explain how the Brunn–Minkowski inequality is transferred
to (B) and (C). Eventually we explain how it fits into a broader context also including a
version of the Alexandrov–Fenchel inequality in (C). The emphasis of this note lies rather on
the techniques from various mathematical areas involved than on the final results contained
in [Gr90]. This note does not contain new results, but we hope that it supplies useful details
in a reasonably self-contained fashion and shed some additional light on how convex geometry
interacts with Ka¨hler geometry.1
1After we wrote the first version of these notes in 1993, they were a starting point for Chapter V on convex
sets and functions in the monograph [Ne00]. So we added references to this book in Section 2. We also added
a last section on related subjects and more recent developments in this area. The work in [Ne98, Ne99] was
also very much inspired by [Gr90]. It constitutes an extension of the connections between (A), (B) and (C)
to the context of non-compact non-abelian Lie groups.
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1 Convex sets and convex functions
In this section we establish a translation mechanism between convex sets and convex func-
tions.
Definition 1.1. Let V be a real finite dimensional vector space. A function f : V → R∞ :=
R ∪ {+∞} is called convex if its epigraph
epi(f) := {(v, t) ∈ V × R : f(v) ≤ t}
is a convex set and the set Df = f
−1(R), the domain of f , is non-empty. We say that f is
closed if epi(f) is closed.
If C is a convex subset of V and f is a convex function on C, then we think of f as a
function f : V → R∞ by extending f to take the value ∞ on the complement of C. Note
that this does not enlarge the epigraph.
Remark 1.2. If the convex function f is not closed, then we can always consider the closure
epi(f) of its epigraph, which is a closed convex subset of V × R. One can show that this set
is the epigraph of the convex function
f(x) := inf{t : (x, t) ∈ epi(f)}
([Ne00, Prop. V.3.7]).
Let U ⊆ V be an open convex set. Further we consider a function f ∈ C2(U) which has
the property that for each x ∈ U the symmetric bilinear form d2f(x) is positive definite.
This implies in particular that f is a strictly convex function in U because for each pair of
different points x, y ∈ U the function t 7→ f
(
tx + (1 − t)y
)
on ]0, 1[ has a positive second
derivative.
Lemma 1.3. The differential df : U → V ∗, x 7→ df(x) maps U diffeomorphically onto the
open subset df(U) of V ∗.
Proof. It is clear that df is a C1-map. Since the second differential d2f(x) is regular for each
x ∈ U , it follows from the inverse function theorem that df has a local inverse everywhere.
We conclude in particular that df(U) is an open set.
3
To see that df maps U diffeomorphically onto its image, it remains to prove injectivity.
This follows from
〈df(y)− df(x), y − x〉 =
∫ 1
0
d
2f
(
x+ t(y − x)
)
(y − x, y − x) dt > 0
for x 6= y.
We are interested in properties of open subset df(U) of V ∗ and in particular in those
cases where this set is convex. This is not always the case (cf. [Ef78]), so we will have to
impose a stronger condition on the function f . To see what this condition could be, we first
have to recall some concepts from Fenchel’s duality theory for convex functions.
Definition 1.4. Let f be a convex function on V . Then
f∗ : V ∗ → R∞, f
∗(α) := sup(α − f)
is called the conjugate of f .
The following proposition shows that the passage from f to f∗ is similar to the passage
to the adjoint of an unbounded linear operator on a Hilbert space (cf. [Ru73]).
Proposition 1.5. ([Ro70, Th. 12.2]) The conjugate f∗ of the convex function f on V has
the following properties:
(i) f∗ is a closed convex function.
(ii) f∗(α) + f(x) ≥ α(x) for all x ∈ V, α ∈ V ∗.
(iii) (f∗)∗ = f .
Proof. (i) A pair (α, t) is contained in epi(f∗) if and only if f∗(α) = sup(α − f) ≤ t, which
is equivalent to
(∀x ∈ Df ) t− α(x) ≥ −f(x). (3)
Therefore epi(f∗) is an intersection of a family of closed half spaces and therefore a closed
convex set.
(ii) is immediate from the definition of f∗.
(iii) In view of (3), (α, t) ∈ epi(f∗) if and only if f ≥ α − t on V , and this is equivalent
to f ≥ α− t, so that f∗ = (f)∗.
Next we observe that f ≥ α − f∗(α) for all α ∈ V ∗ leads to f ≥ f∗∗. If α + t ≤ f , then
f∗(α) ≤ −t, so that α(x) ≤ f∗(α) + f∗∗(x) ≤ f∗∗(x)− t, i.e., α+ t ≤ f∗∗. Now the assertion
follows from
f = sup{α+ t : α+ t ≤ f} = sup{α+ t : α+ t ≤ f} = sup{α+ t : α+ t ≤ f∗∗} = f∗∗
([Ne00, Lemma V.3.9(ii)]).
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Definition 1.6. Let f : V ⊇ Df → R be a convex function on V . Then every linear
functional α ∈ V ∗ with
f(y) ≥ f(x) + α(y − x) ∀y ∈ Df ,
is called a subgradient of f at x. Note that the preceding condition is equivalent to
f∗(α) = max(α− f) = α(x) − f(x).
The set of all subgradients of f at x is called the subdifferential of f at x. It is denoted
∂f(x). It is easy to see that ∂f(x) = {df(x)} if f is differentiable in x (cf. [Ro70, Th. 25.1]).
Note that ∂f(x) = ∅ if x 6∈ Df .
The following proposition makes the symmetry between f and f∗ apparent.
Proposition 1.7. ([Ro70, Th. 23.5], [Ne00, Prop. V.3.22]) Let f be a closed convex function
on V . Then the following are equivalent:
(1) α ∈ ∂f(x).
(2) f(x) + f∗(α) = α(x).
(3) x ∈ ∂f∗(α).
Definition 1.8. (a) In the following we write algint(C) for the relative interior (also called
the algebraic interior) of a convex set C with respect to the affine subspace it generates.
(b) A subset C of a vector space V is said to be almost convex if C is convex and algintC
is contained in C.
The following observation basically asserts the convexity of the range of the multi-valued
mapping ∂f . It is a first approach to the result on the convexity of the image of df for
differentiable convex functions.
Corollary 1.9. If f is a closed convex function, then im(∂f) is an almost convex dense
subset of Df∗ .
Proof. ([Ne00, Cor. V.3.23]) In view of Proposition 1.7, α ∈ im(∂f) if and only if ∂f∗(α) 6= ∅.
On the other hand, ∂f∗(α) = ∅ for α 6∈ Df∗ and ∂f∗(α) 6= ∅ for α ∈ algintDf∗ ([Ro70, Th.
23.4] or [Ne00, Lemma V.3.21(iii)]). Therefore im(∂f) is an almost convex set contained in
Df∗ which contains algint(Df∗).
This corollary shows us that in the case where f is differentiable on the interior of its
domain, the difficulties are caused by the sets ∂f(x) for x ∈ ∂U . So we need a condition
which guarantees that these sets do not contribute to the image of ∂f .
Definition 1.10. Let U ⊆ V be an open convex subset. A function f ∈ C2(U) with d2f(x)
positive definite for all x ∈ U is called a C2-Legendre function if for every x ∈ U and every
y ∈ ∂U we have that
lim
t→1−
df
(
x+ t(y − x)
)
(y − x) =∞.
We will see that the C2-Legendre functions are those which are of interest for our purposes.
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Lemma 1.11. ([Ro70, Th. 26.1] or [Ne00, Lemma V.3.30]) If f is a closed convex function
such that int(Df ) 6= ∅ and the restriction of f to int(Df ) is a C2-Legendre function, then
∂f(x) = ∅ for x ∈ ∂Df .
The following theorem is a sharper version of a result of Fenchel (cf. [Fe49]). Fenchel did
assume that f tends to infinity at the boundary of U which is not necessary.
Theorem 1.12. (Fenchel’s Convexity Theorem 2) Let U be an open convex set and f : U →
R a C2-Legendre function. Then df(U) = int(Df∗) is an open convex set, df maps U
diffeomorphically onto df(U), f∗|int(Df∗ ) is C
2, and d(f∗) : df(U)→ U is an inverse of df .
Proof. We know from Lemma 1.3 that df(U) is an open set. Further, f is a closed convex
function, epi(f) = epi(f), U is dense in Df , and f |U = f ([Ne00, Prop. V.3.2(iii)]).
Now we use Lemma 1.11, to see that im(∂f) = df(U), so that df(U) = int(Df∗) by
Corollary 1.9 since an open dense almost convex subset of Df∗ must be equal to int(Df∗).
In view of Proposition 1.7, it is clear that ∂f∗(α) = ∅ for α 6∈ int(Df∗), that ∂f∗ is single
valued on intDf∗ , and that it is an inverse of the function df : U → int(Df∗).
Corollary 1.13. Let f ∈ C2(V ) be such that d2f(x) is positive definite for all x ∈ V .
Then df(V ) = intDf∗ is an open convex set, df maps V diffeomorphically onto df(V ), and
d(f∗) : df(V )→ V is an inverse of df .
Proof. This is an immediate consequence of Theorem 1.12 because in the case where U = V
the additional condition for a Legendre function is trivially satisfied.
So far we have considered general convex functions. Now we turn to the special class of
Laplace transforms of (positive) measures.
Laplace transforms
Let V be a finite dimensional real vector space and µ a non-zero positive Borel measure on
V ∗. We define the Laplace transform of µ to be the function
L(µ) : V →]0,∞], x 7→
∫
V ∗
eα(x) dµ(α).
Definition 1.14. We define the functions ex(α) := e
α(x) on V ∗. Note that L(µ)(x) > 0
for all x ∈ V since µ 6= 0. We say that µ is admissible if there exists an x ∈ V such that
L(µ)(x) <∞. If µ is admissible, then there exists an x ∈ V such that exµ is a finite measure
and since ex is bounded from below on every compact set, it follows in particular that µ is a
Radon measure and therefore σ-finite. We write Cµ for the closed convex hull of the support
of µ. This is the smallest closed convex subset of V ∗ such that its complement is a µ-null
set.
Proposition 1.15. (i) The functions L(µ) and logL(µ) are closed, convex and if Cµ has
interior points, then L(µ) is strictly convex on DL(µ).
2See [Gr90] for a C1-version of this theorem.
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(ii) The function L(µ) is analytic on intDL(µ) and it has a holomorphic extension to the
tube domain intDL(µ) + iV .
(iii) If Cµ has interior points, then the bilinear form d
2(logL(µ))(x) is positive definite for
all x ∈ intDL(µ).
(iv) DL(µ)∗ is a convex set which is dense in Cµ.
Proof. (i) [BN78, Th. 7.1] or [Ne00, Prop. V.4.3, Cor. V.4.4]
(ii) [BN78, Th. 7.2] or [Ne00, Cor. V.4.4, Prop. V.4.6]
(iii) ([Ne00, Prop. V.4.6]) In view of (ii), the function logL(µ) is analytic on intDµ. We
calculate
d(logL(µ))(x) =
1
L(µ)(x)
dL(µ)(x) =
1
L(µ)(x)
∫
Cµ
αeα(x) dµ(α).
Hence
d
2(logL(µ))(x)(y, y)
= −
1
L(µ)(x)2
(∫
Cµ
α(y)eα(x) dµ(α)
)2
+
1
L(µ)(x)
∫
Cµ
α(y)2eα(x) dµ(α).
To see that this expression is positive for 0 6= y, let g(α) := e
1
2α(x) and h(α) = α(y)g(α).
Then
L(µ)(x)2d2(logL(µ))(x)(y, y)
= −
(∫
Cµ
g(α)h(α) dµ(α)
)2
+
∫
Cµ
g(α)2 dµ(α)
∫
Cµ
h(α)2 dµ(α) ≥ 0
by the Cauchy–Schwartz inequality. In the case of equality it follows that
α 7→ h(α)g(α)−1 = α(y)
is a µ-almost everywhere constant function, i.e., supp(µ) lies in an affine hyperplane, contra-
dicting the hypothesis that Cµ has interior points.
(iv) [BN78, Th. 9.1]
Note that Proposition 1.15(iv) shows in particular that the image of dL(µ) is contained
in the convex set Cµ. The following results gives a good criterion for the convexity of the set
dL(µ)(intDL(µ)):
Theorem 1.16. (Convexity Theorem for Laplace transforms) Suppose that intDL(µ) 6= ∅
and intCµ 6= ∅. Then
dL(µ)(intDL(µ)) = intCµ
if and only if the restriction of L(µ) to intDµ is a Legendre function.
If only intDL(µ) 6= ∅ and α0+H is the affine subspace generated by Cµ, then L(µ) factors
to a function on V/H⊥ and the first assertion applies to the translated measure (−α0)∗µ on
H ∼= (V/H⊥)∗.
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Proof. ([Ne00, Thm. V.4.9]) The first part follows from [BN78, Th. 9.2]. For the second part
we note that for y ∈ H⊥ we clearly have that
L(µ)(x + y) =
∫
Cµ
eα(x+y) dµ(α) = eα0(y)
∫
Cµ
eα(x) dµ(α) = eα0(y)L(µ)(α).
Translating µ by −α0, we obtain a measure µ
′ which is supported by the subspace H ,
L(µ′)(x) = e−α0(x)L(µ)(x) is its Laplace transform which in fact factors to a function on
V/H⊥, where it is the Laplace transform of µ′, and d(logL(µ′))(x) = −α0 + d(logL(µ))(x).
This proves the second part since now the first part applies to the measure µ′.
Corollary 1.17. If DL(µ) = V , then dL(µ)(V ) = algint(Cµ).
Theorem 1.18. For every open convex subset C ⊆ V ∗ there exists a C2-Legendre function
f on V such that df(V ) = C.
Proof. ([Ne00, Prop. V.4.14]) If C is bounded, then we define µ to be Lebesgue measure
on C. In general we identify V and V ∗ with Rn, and define µ by dµ(y) = e−‖y‖
2
dy on C
and zero outside of C. Then DL(µ) = V and intCµ = C 6= ∅. Therefore dL(µ)(V ) = C by
Corollary 1.17.
For later applications in Section 4 we record the following two lemmas.
Lemma 1.19. If f1 and f2 are C
2-Legendre functions on V , then
d(f1 + f2)(V ) = df1(V ) + df2(V ).
Proof. The inclusions
d(f1 + f2)(V ) ⊆ df1(V ) + df2(V ) ⊆ Df∗1 +Df∗2 ⊆ D(f1+f2)∗
follow directly from the definitions and Proposition 1.7. Since f1 + f2 is also a C
2-Legendre
function on V , we conclude that d(f1 + f2)(V ) = intD(f1+f2)∗ so that the left most set is
dense in the right most set. Now the fact that df1(V ) + df2(V ) is an open convex set proves
the equality with d(f1 + f2)(V ).
Lemma 1.20. Let U ⊆ Rn be an open convex set and f ∈ C2(U) such that d2f(x) is positive
definite for all x ∈ U . Then
vol
(
df(U)
)
=
∫
U
det(d2f)(x)dx,
where we identify d2f with the matrix whose entries are
(
∂2f
∂xixj
)
i,j=1,...,n
.
Proof. Since d2f(x) is the Jacobian of the mapping df : U → Rn, and it has positive deter-
minant, the assertion follows from the transformation theorem for integrals:
vol
(
df(U)
)
=
∫
df(U)
1 dx =
∫
U
| det(d2f(x))| dx =
∫
U
det(d2f(x)) dx.
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2 Convex functions and Ka¨hler structures
Now we turn to the relations between convex functions and Ka¨hler structures. A good
reference for foundational material concerning this section is Chapter 0.2 in [GH78].
We consider Cn ∼= R2n as a 2n-dimensional real vector space and write J for the linear
mapping representing the multiplication by i.
Definition 2.1. (a) A skew symmetric real bilinear form ω on V = R2n is said to be
(1) positive if ω(v, Jv) ≥ 0 holds for all v ∈ V .
(2) strictly positive if ω(v, Jv) > 0 holds for all v ∈ V \ {0}.
(3) a (1, 1)-form if ω(Jv, Jw) = ω(v, w) holds for all v, w ∈ V .
Note that ω is a (1, 1)-form if and only if h(v, w) := ω(v, Jw) defines a real symmetric bilinear
form on V .
(b) Using the concepts of (a) in each point, we get similar concepts for differential 2-forms
on open subsets of Cn and more generally on a complex manifold (one only needs an almost
complex structure).
Let M be a complex manifold and J the corresponding almost complex structure, i.e.,
for every x ∈ M the mapping Jx : Tx(M) → Tx(M) represents multiplication by i. Then J
acts simply by multiplication on vectors, hence on tensors, and via duality its also acts on
differential forms such that the pairing between forms and vectors is invariant under J . It
follows in particular that, if ω is a 1-form and X a vector field,
〈Jω,X〉 = 〈ω, J−1X〉 = −〈ω, JX〉.
Let E(p,q)(M) denote the space of (p, q)-forms on M . Recall that a (p, q)-form can be
expressed in local coordinates z1, . . . , zn as a sum
ω =
∑
I,J
fI,JdzI ∧ dzJ ,
where I = (i1, . . . , ip) ∈ {1, . . . , n}
p and J = (j1, . . . , jq) ∈ {1, . . . , n}
q are multiindices,
dzI = dzi1 ∧ . . . ∧ dzip , dzJ = dzj1 ∧ . . . ∧ dzjq , and the fI,J are smooth functions.
Since
J
∂
∂xj
=
∂
∂yj
and J
∂
∂yj
= −
∂
∂xj
,
it follows that Jdxj = dyj and Jdyj = −dxj which in turn yields
Jdzj = −idzj and Jdzj = idzj .
Thus Jω = iq−pω holds for every (p, q)-form ω and the J-invariant forms are precisely those
with p ≡ q mod 4.
Next we decompose the exterior derivative d : Em → Em+1 as d = ∂ + ∂, where ∂E(p,q) ⊆
E(p+1,q) and ∂E(p,q) ⊆ E(p,q+1). On functions we have locally
∂f =
∑
j
∂f
∂zj
dzj, ∂f =
∑
j
∂f
∂zj
dzj (4)
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and on a (p, q)-form ω =
∑
I,J fI,JdzI ∧ dzJ we find
∂ω =
∑
I,J
∂fI,J ∧ dzI ∧ dzJ and ∂ω =
∑
I,J
∂fI,J ∧ dzI ∧ dzJ .
Note that d2 = 0 yields ∂2 = ∂
2
= ∂∂ + ∂∂ = 0.
Lemma 2.2. Let f be a smooth function on the complex manifold M . Then the following
assertions hold:
(i) dJdf = 2i∂∂f is a (1, 1)-form and in particular J-invariant.
(ii) If hf is the symmetric form defined by
hf (v, w) := dJdf(v, Jw),
then hf = d
2f + Jd2f in local coordinates.
Proof. (i) We write df = ∂f + ∂f . Then
Jdf = J∂f + J∂f = −i∂f + i∂f = i(∂ − ∂)f.
Therefore
dJdf = i(∂ + ∂)(∂ − ∂)f = 2i∂∂f.
Since ∂f is a (0, 1)-form, ∂∂f is a (1, 1)-form and the assertion follows.
(ii) First we calculate
dJdf = 2i
∑
j,k
∂2f
∂zj∂zk
dzj ∧ dzk.
Writing
dzj ∧ dzk = dzj ⊗ dzk − dzk ⊗ dzj,
we find with (4) that
hf = 2i
∑
j,k
∂2f
∂zj∂zk
(dzj ⊗ J
⊤
dzk − dzk ⊗ J
⊤
dzj)
= 2i
∑
j,k
∂2f
∂zj∂zk
(−idzj ⊗ dzk − idzk ⊗ dzj)
= 2
∑
j,k
∂2f
∂zj∂zk
(dzj ⊗ dzk + dzk ⊗ dzj).
On the other hand we have
d
2f =
∑
j,k
( ∂2f
∂zj∂zk
dzj ⊗ dzk +
∂2f
∂zj∂zk
(dzj ⊗ dzk + dzk ⊗ dzj) +
∂2f
∂zj∂zk
dzj ⊗ dzk
)
.
In d2f + Jd2f , the first and the last term cancel and we obtain d2f + Jd2f = hf .
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Note that the definition ofH rests on the choice of local coordinates but that the definition
of hf is coordinate free.
We pave the way to later applications with the following proposition which relates Leg-
endre functions to exact positive (1, 1)-forms on complex tori.
Proposition 2.3. Let M = Cn/iZn ∼= (C×)n be endowed with the usual complex structure.
(i) Let U ⊆ Rn be an open subset and f ∈ C∞(U) be such that d2f(x) is positive semidef-
inite for all x ∈ U . We define the function f˜ on MU := {z + iZn : Re z ∈ U} by
f˜(z + iZn) := f(Re z). Then ωf := dJdf˜ is a positive (1, 1)-form which is strictly
positive if and only if d2f is everywhere positive definite. Moreover
1
n!
∫
MU
ωnf =
∫
U
det(d2f).
(ii) If ω is a positive exact (1, 1)-form on M which is invariant under the action of the
torus T = iRn/iZn, then there exists a smooth function f on Rn such that ω = ωf and
d
2f is everywhere positive semidefinite.
Proof. (i) We have already seen in Lemma 2.2 that ω := ωf is a (1, 1)-form. Let v, w ∈ Rn
and m = x+ iy + iZn ∈M . Then we use Lemma 2.2(ii) to see that
ω(m)
(
v + iw, i(v + iw)
)
= ω(m)(v + iw,−w + iv)
= d2f˜(m)(v + iw, v + iw) + d2f˜(m)(w − iv, w − iv)
= d2f(x)(v, v) + d2f(x)(w,w) ≥ 0.
This calculation also shows that ω is strictly positive if and only if d2f is everywhere positive
definite.
To prove the integral formula, we first use the above calculation and polarization to obtain
ω(m)(v + iw, v′ + iw′) = d2f(x)(v, w′)− d2f(x)(w, v′).
Thus we can write
ω =
∑
j,k
∂2f
∂xj∂xk
dxj ∧ dyk. (5)
Let αk :=
∑n
j=1
∂2f
∂xj∂xk
dxj . Then ω =
∑
k αk ∧ dyk and therefore
1
n!
ωn = α1 ∧ dy1 ∧ α2 ∧ . . . ∧ dyn =
n∑
j1,...,jn=1
∂2f
∂xj1∂x1
dxj1 ∧ dy1 ∧
∂2f
∂xj2∂x2
dxj2 ∧ . . . ∧ dyn
= det(d2f)dx1 ∧ dy1 ∧ dx2 ∧ . . . ∧ dyn.
Now we calculate the integral:
1
n!
∫
M
ωn =
∫(
R×(R/Z)
)n det(d2f)(x)dx1dy1dx2dy2 . . . dxndyn = ∫
Rn
det(d2f)(x)dx.
11
(ii) First we observe that every invariant exact 2-form β = dα on the torus T is also the
differential of an invariant exact form, hence zero. This can be achieved by averaging α.
On the other hand every invariant 1-form on T is closed because T is abelian (cf. [ChE48]).
Therefore T permits no non-zero invariant exact 2-forms.
This shows that the restriction of ω to the T -cosets in M vanishes. Since ω is also J-
invariant, it follows that iRn is also everywhere isotropic for ω. Therefore, in coordinates
from the mapping R2n →M , we have that
ω(x) =
∑
j,k
ajk(x)dxj ∧ dyk,
where we have used the T -invariance to see that the functions ajk do not depend on the yk’s.
The closedness of ω:
dω =
∑
j,k,ℓ
∂ajk
∂xℓ
dxℓ ∧ dxj ∧ dyk = 0
now shows that the 1-forms αk :=
∑
j,k ajkdxj are also closed. Hence there exist smooth
functions fk on R
n with dfk = αk, i.e., ajk =
∂fk
∂xj
.
The J-invariance of ω further yields
ω = Jω =
∑
j,k
ajkdyj ∧ (−dxk) =
∑
j,k
ajkdxk ∧ dyj
and therefore ajk = akj . Thus
∂fk
∂xj
=
∂fj
∂xk
which means that
∑
k fkdxk is closed. Therefore we find a smooth function f on R
n with
df =
∑
k fkdxk. Finally ω = dJdf˜ follows from (5).
3 Ka¨hler structures, Hamiltonian actions and momen-
tum maps
In this section we describe how the momentum map for Hamiltonian group actions can be
used to relate Ka¨hler manifolds and convex sets. We apply this in particular to orbits of
complex tori in projective spaces. Again we do not intend to describe the geodesic way to
the final results but rather to show how the different approaches in the literature fit together.
For more details on symplectic manifolds, momentum maps and Hamiltonian actions we
refer to [GS84] and [LM87].
Definition 3.1. (a) Let M be a smooth real manifold. A symplectic structure on M is a
closed, non-degenerate 2-form ω.
(b) Let M be a complex manifold. A Ka¨hler structure on M is a strictly positive, closed
(1, 1)-form ω.
Then ω is in particular non-degenerate, so that it defines a symplectic structure on M .
If J denotes the almost complex structure of M , then for each x ∈M the sesquilinear form
h(x)(v, w) := ω(x)(v, Jw) − iω(x)(v, w)
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is positive definite, so that it defines a complex Hilbert space structure on the tangent space
Tx(M).
Let (M,ω) be a connected symplectic manifold. Then we can associate to each smooth
function F ∈ C∞(M) a Hamiltonian vector field XF which is determined by the equation
dF = −iXFω.
If we define a Lie algebra structure on C∞(M) by the Poisson bracket
{F,G} := ω(XF ,XG) = XFG = −XGF,
then
C∞(M)→ V(M), F 7→ XF
is a homomorphism of Lie algebras whose kernel consists of the constant functions.
Now let G be a connected Lie group acting on (M,ω) and leaving the symplectic structure
invariant. Then we obtain a homomorphism of Lie algebras ψ : g = L(G)→ V(M) with
ψ(X)p :=
d
dt
∣∣∣
t=0
exp(−tX).p for all p ∈M.
Such an action is called Hamiltonian if there exists a homomorphism ϕ : g→ C∞(M) in such
a way that
Xϕ(X) = ψ(X)
holds for all X ∈M , i.e., ψ lifts to a homomorphism g→ (C∞(M), {·, ·}).
For a Hamiltonian action one has a mapping
Φ: M → g∗, Φ(m)(X) := ϕ(X)(m)
)
called the momentum map. It is an equivariant map from M to g∗, where G acts on g∗ by
the coadjoint action g.α := Ad∗(g)α := α ◦Ad(g)−1.
In the last section we have seen how to obtain Ka¨hler structures on a complex manifoldM
via smooth functions as ω = dJdf . Now we bring this together with holomorphic Hamiltonian
actions of a connected Lie group G on M .
Let G ×M → M be an action of G on M by holomorphic mappings and ψ : g → V(M)
the corresponding homomorphism into the Lie algebra of vector fields. For X ∈ g we set
ϕ(X) := 〈Jdf, ψ(X)〉 = −
(
Jψ(X)
)
f for f ∈ C∞(M). (6)
Proposition 3.2. Suppose that the function ψ(X)f is constant for every X ∈ g. Then
Φ(m)(X) := ϕ(X)(m) defines a momentum map for the action of G on the symplectic man-
ifold (M,ω).
Proof. Let X ∈ g and write Lψ(X) for the Lie derivative along the vector field ψ(X). Then
the fact that G acts holomorphically means that Lψ(X)J = 0 for all X ∈ g and therefore
Lψ(X)Jdf = JLψ(X)df = Jdiψ(X)df = Jd
(
ψ(X)f
)
= 0
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by the Cartan formula. Hence
0 = Lψ(X)Jdf = iψ(X)dJdf + diψ(X)Jdf = iψ(X)ω + dϕ(X)
shows that Xϕ(X) = ψ(X).
It remains to show that ϕ is a homomorphism of Lie algebras. To this end, we first
note that J [ψ(X), ψ(Y )] = [Jψ(X), ψ(Y )] follows from the fact that G acts holomorphically
because the Lie algebra of all vector fields generating holomorphic flows is a complex Lie
subalgebra with respect to the complex structure induced by J . We also recall that ψ(Y )f
is constant so that Xψ(Y )f = 0 holds for every vector field X on M . With these remarks in
mind we calculate:
ϕ([X,Y ]) = −
(
Jψ([X,Y ])
)
f = −
(
J [ψ(X), ψ(Y )]
)
f = −
(
[Jψ(X), ψ(Y )]
)
f
= ψ(Y )
(
Jψ(X)
)
f − Jψ(X)
(
ψ(Y )f
)
= ψ(Y )
(
Jψ(X)
)
f = −ψ(Y )ϕ(X)
= −Xϕ(Y )ϕ(X) = −{ϕ(Y ), ϕ(X)} = {ϕ(X), ϕ(Y )}.
Remark 3.3. If the vector field ψ(X) on M has compact orbits, then the constancy of
the function ψ(X)f implies that even ψ(X)f = 0 because every periodic affine function is
constant. It follows in particular that, for a compact group G, the function f has to be
invariant under the action of G.
Projective spaces
A particular interesting case for these constructions is the complex projective space P(Cn).
For a non-zero vector v ∈ Cn we write [v] = C×v for the corresponding ray in P(Cn) and
write (v1 : . . . : vn) for [(v1, . . . , vn)] (homogeneous coordinates).
We want to define a Ka¨hler structure ω on the projective space (the Fubini–Study metric)
(cf. [GH78, p. 30]). The most transparent way to do this is to construct π∗ω on the unit
sphere S2n−1, where π : Cn \ {0} → P(Cn) is the canonical projection.
We start with the function F (z) := 12 log ‖z‖
2. Then
dF (z)(v) =
1
‖z‖2
Re〈z, v〉, JdF (z)(v) =
1
‖z‖2
Im〈v, z〉,
and
dJdF (z)(v, w) =
2
‖z‖4
(Re〈z, v〉 Im〈z, w〉 − Re〈z, w〉 Im〈z, v〉) +
2
‖z‖2
Im〈w, v〉.
For w = Jv, this specializes to
dJdF (z)(v, Jv) = −
2|〈z, v〉|2
‖z‖4
+
2‖v‖2
‖z‖2
=
2
‖z‖2
(
‖v‖2 −
∣∣∣∣〈 z‖z‖ , v
〉∣∣∣∣2
)
.
This number only depends on the length of the projection of v to the complex hyperplane
orthogonal to the ray Cz.
Therefore there exists a smooth 2-form ω on P(Cn) such that π∗ω|S2n−1 = dJdF . It
follows in particular that ω is J-invariant, hence a (1, 1)-form, and that it is strictly positive.
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Since the unitary group Un(C) acts by holomorphic maps on C
n and F is constant under
this action, the action of Un(C) preserves the Ka¨hler structure on P(C
n).
Often it is more convenient to have the form ω in homogeneous coordinates. So let z ∈ Cn
with ‖z‖ = 1. We obtain a chart β : z⊥ → P(Cn), v 7→ [v + z]. We want to calculate the
pullback β∗ω as a (1, 1)-form on the (n− 1)-dimensional complex vector space z⊥. Since we
know already that the pullback to the unit sphere is dJdF , we simply have to calculate the
pullback of dJdF under the mapping β′ : v 7→ 1‖v+z‖ (v + z). Let x, v, w ∈ z
⊥. Then
dβ′(x)(v) =
1
‖x+ z‖
(
v −
x+ z
‖x+ z‖2
Re〈x+ z, v〉
)
.
Therefore, using that the form dJdF depends in β′(x) only on the orthogonal projection of
the vectors on the complex hyperplane β′(x)⊥ and that dJdF (λz) = 1‖λ‖2 dJdF (z), we see
that
dJdF
(
β′(x)
)
(dβ′(x)v, dβ′(x)w) =
1
‖x+ z‖2
dJdF
(
x+ z
‖x+ z‖
)
(v, w)
= dJdF (x+ z)(v, w).
Hence the pullback β∗ω is simply the restriction of dJdF to the hyperplane z + z⊥ in Cn,
but this is the form dJdFz, where
Fz(x) = F (x+ z) =
1
2
log ‖x+ z‖2 =
1
2
log(1 + ‖x‖2).
Here we are merely interested in linear torus actions on projective space, so we consider
the following situation. Let V ∼= Ck be a finite dimensional complex Hilbert space, P(V ) the
projective space endowed with the Fubini–Study metric, T = Rn/Zn, TC = (C
×)n ∼= Cn/iZn,
and π : TC → GL(V ) a holomorphic representation. Then we find an orthonormal basis
e1, . . . , ek in V (which we use to identify V with C
k), and holomorphic characters χ1, . . . , χk
of (C×)n such that π(z)ej = χj(z)ej for j = 1, . . . , k and z ∈ TC. We write χj(z) = e−iαj(z)
for αj ∈ t∗, where t = L(T ).
Let Ψ: Ck−1 → P(Ck) be a coordinate chart obtained by homogeneous coordinates by
Ψ(v′) = (1 : v2 : . . . : vk), where v
′ = (v2, . . . , vk). Then the image of Ψ in the projective
space is invariant under the induced action of the group TC. In homogenous coordinates the
action of TC is given by
z.(1 : v2 : . . . : vk) =
(
1 : χ1(z)
−1χ2(z)v2 : . . . : χ1(z)
−1χk(z)vk
)
.
Let π′ : TC → GLk−1(C) denote the representation defined by the characters χ2χ
−1
1 , . . . , χkχ
−1
1 .
Then the function Fe1 (v
′) = 12 log(1 + ‖v
′‖2) is invariant under the action of T . So we can
use Proposition 3.2 to see that the action of T is Hamiltonian and with v = (1, v2, . . . , vk)
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the momentum map is given by
Φ
(
[(1, v′)]
)
(X) = −
(
Jψ(X)F )e1 (v
′) = dFe1(v
′)
(
− iψ(X)v′
)
=
1
1 + ‖v′‖2
Re〈v′, iXv′〉
= i
〈Xv′, v′〉
1 + ‖v′‖2
=
k∑
j=2
(αj − α1)(X)
|vj |2
1 + ‖v′‖2
= −α1(X)
‖v′‖2
1 + ‖v′‖2
+
k∑
j=2
αj(X)
|vj |2
1 + ‖v′‖2
= −α1(X) +
k∑
j=1
αj(X)
|vj |
2
‖v‖2
. (7)
Therefore
Φ
(
[(1, v′)]
)
=
k∑
j=2
(αj − α1)
|vj |2
1 + ‖v′‖2
.
The next step is to investigate the image of a TC-orbit in projective space under the
momentum map. Let z = x+ iy + iZn ∈ TC. Then
Φ
(
z.[(1, v′)]
)
=
∑k
j=2(αj − α1)|e
−i(αj−α1)(z)vj |2
1 +
∑k
j=2 |e
−i(αj−α1)(z)vj |2
=
∑n
j=2(αj − α1)e
2(αj−α1)(y)|vj |2
1 +
∑k
j=2 e
2(αj−α1)(y)|vj |2
.
Write δα for the Dirac measure concentrated in the point α ∈ t∗ and let
µ = δ0 +
k∑
j=2
|vj |
2δαj−α1 =
k∑
j=1
|vj |
2δαj−α1 .
Then the above formula for the momentum mapping shows that
Φ
(
z.[(1, v′)]
)
= d(logL(µ))(2y), (8)
where L(µ) is the Laplace transform of the measure µ (cf. Section 1). Now the results of
Section 1 make it easy for us to compute the image of the TC-orbit of the line [(1, v
′)] as the
relative interior of the convex hull of the support of µ (Corollary 1.17). Therefore
Φ
(
TC.[(1, v
′)]
)
= algint(conv{αj : j = 1, . . . , k})− α1. (9)
This result shows that the natural momentum map which was defined by the chart ob-
tained by homogeneous coordinates depends on the choice of this chart. Of course, since T is
abelian, we could easily define another momentum map by taking ϕ′(X) := ϕ(X) + γ(X)1,
where 1 is the function constant to 1 and γ is a linear functional on t. Then the image of
the momentum map is shifted by γ. In view of formula (9), it seems to be natural to take
γ = α1. That this choice is in fact a rather natural one can be seen as follows.
We have already observed that the Fubini–Study metric on P(Ck) is invariant under the
action of the unitary group Uk(C). We will see that the action of Uk(C) is in fact Hamiltonian.
16
Writing uk(C) for the Lie algebra of Uk(C) which consists of the space of skew-Hermitean
matrices, we define for each X ∈ uk(C) the function
ϕ′(X)([v]) := i
〈Xv, v〉
〈v, v〉
on P(Ck) (note that the right hand side only depends on [v] = C×v). As we have seen above
in homogeneous coordinates, this is up to a constant the correct Hamiltonian function, hence
iXϕ′(X)ω + dϕ
′(X) = 0. On the other hand
{ϕ′(X), ϕ′(Y )}([v]) = Xϕ′(X)ϕ
′(Y )([v]) =
d
dt
∣∣∣
t=0
ϕ′(Y )([e−tXv]) =
d
dt
∣∣∣
t=0
i
〈Y e−tXv, e−tXv〉
〈e−tXv, e−tXv〉
=
d
dt
∣∣∣
t=0
i
〈etXY e−tXv, v〉
〈v, v〉
= i
〈[X,Y ]v, v〉
〈v, v〉
= ϕ′([X,Y ])([v]).
Therefore Φ′([v])(X) := ϕ′(X)([v]) defines a momentum map for the action of Uk(C) on
P(Ck).
If π : TC → GLk((C) is a representation of the complex torus given by the characters
χ1, . . . , χk as above, we find in particular that
Φ′([v])(X) = i
∑k
j=1(−iαj)(X)|vj |
2
〈v, v〉
and therefore
Φ′([v]) =
1
‖v‖2
k∑
j=1
|vj |
2αj .
This shows that the image of the whole projective space is the convex hull of the set P :=
{α1, . . . , αk} of all weights. But as we have already seen, much stronger results hold. To
make this explicit with the new momentum map, let z = x+ iy + iZn ∈ TC. Then
Φ′(z.[v]) =
∑k
j=1 αje
2αj(y)|vj |2∑k
j=1 e
2αj(y)|vj |2
= d(log fµv)(2y) for µv =
k∑
j=1
|vj |
2δαj . (10)
Theorem 3.4. Let TC = C
n/iZn and π be a holomorphic representation on Cn given by
the characters χ1, . . . , χk with χj(z) = e
−iαj(z) and αj ∈ t∗. Let further [v] ∈ P(Ck) and
consider the holomorphic action of TC on P(C
k) induced by π. Then the momentum map
Φ′([v]) =
1
‖v‖2
k∑
j=1
|vj |
2αj
for the Hamiltonian action of the torus T = iRn/iZn on P(Ck) satisfies
Φ′(TC.[v]) = algint(Pv), where Pv := conv{αj : vj 6= 0} (11)
is a polyhedron in t∗.
The orbit closure TC.[v] is mapped onto the whole polyhedron Pv. The other TC-orbits
are mapped onto the relative interior of the faces of Pv. This establishes a bijection between
TC-orbits in the orbit closure and faces of Pv.
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Proof. The first assertion about the image of TC.[v] follows from (10) and Corollary 1.17.
Since the orbit closure is compact, it has a compact image and since the orbit is dense (the
Zariski closure and the closure in the manifold topology coincide) and Φ′ is continuous, it
follows that Φ′ maps it onto Pv.
Now let [v′] be contained in the closure of TC.[v]. Then, by taking another element in
TC.[v
′] if necessary, we can assume that there exists a set J ⊆ {1, . . . , k} such that
v′j =
{
vj for j ∈ J
0 for j 6∈ J
and FJ := conv{αj : j ∈ J} is a face of Pv (cf. [Ne92, Th. IV.13], [Od88, Prop. 1.6], or [Od91,
p.416]). Then it follows from the first part of the theorem that
Φ′(TC.[v
′]) = algint(FJ )
and that two different orbits are mapped into different faces.
Orbit closures as we have seen above are called projective toric varieties. Therefore
Theorem 3.4 establishes a connection between the projective toric variety TC.[v] and the
polyhedron in t∗ which arises as the image of the momentum map and which describes the
stratification of the orbit closure into orbits.
More information on toric varieties and momentum mappings can be found in [Ju81,
At82, At83, GS82, Br85]. For a discussion of the normality of the orbits closures TC.[v] we
refer to [Od88, pp.95/96].
4 Mixed volumes and inequalities
In this section we eventually turn to the applications of the techniques explained above to
the Brunn–Minkowski inequality and the Alexandrov–Fenchel inequality.
In the following we fix k ∈ N and write I ⊆ Nk0 for a multiindex I = (i1, . . . , ik). We
define its degree by |I| :=
∑k
j=1 ij ∈ N0 and write ∆
n
k for the set of all k-multiindices of
degree n and ∆≤nk for the set of all k-multiindices with degree ≤ n. We consider ∆
≤n
k as a
“discrete simplex” of dimension k.
Lemma 4.1. Let n ∈ N, K a field of characteristic 0, and for a multiindex I write Iy :=∑k
j=1 ijyj for the corresponding linear form on K
k. Then the polynomials (Iy)n, I ∈ ∆nk
form a basis of the space of homogeneous polynomials of degree n in y1, . . . , yk.
Proof. For a multiindex J ∈ ∆nk we write
bJ :=
n!
j1! . . . jk!
for the corresponding binomial coeffficient. Then
(Iy)n =
∑
J∈∆n
k
bJ(i1y1)
j1 · . . . · (ikyk)
jk =
∑
J∈∆n
k
bJI
JyJ .
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Therefore the square matrix with entries aIJ = bJI
J describes the coefficients of the poly-
nomials (Iy)n in the monomial basis. To show that this matrix is regular, it suffices to deal
with the matrix given by a′IJ = I
J . We thus have to show that
∑
J cJI
J = 0 for all I ∈ ∆nk
implies cJ = 0 for all J .
This is equivalent to show that, for a homogeneous polynomial f(y) =
∑
|J|=n cJy
J to
vanish, it suffices to vanish on ∆nk . We consider the affine map
ϕ : Kk−1 → Kk, (y1, . . . , yk−1) 7→ (y1, . . . , yk−1, n− y1 − . . .− yk−1)
which maps ∆≤nk−1 onto ∆
n
k . Therefore f vanishes on ∆
n
k if and only if the inhomogeneous
polynomial g := f ◦ ϕ of degree ≤ k vanishes on ∆≤nk−1. We thus have to show that a
polynomial g(y) =
∑
J∈∆≤n
k−1
cJy
J of k−1 variables y1, . . . , yk−1 vanishes if it vanishes on the
set ∆≤nk−1. This means that the subset ∆
≤n
k−1 ⊆ K
k−1 is a determining subset for the space of
polynomials of degree ≤ k − 1.
This is done by induction. Since it is trivial for k = 1 or n = 1 (affine maps), we assume
that k, n > 1 and that the assertion is true for all smaller values of k and n. Suppose that
g(I) = 0 for all I ∈ ∆≤nk−1. Restricting to the hyperplanes given by yℓ = 0, it follows from our
induction hypothesis that cJ = 0 if jℓ = 0 for some ℓ. Therefore cJ 6= 0 implies that there
exists a multiindex J ′ with J = J ′ + (1, 1, . . . , 1). Hence
g(y) =
∑
J∈∆≤n
k−1
cJy
J = y1 · . . . · yk−1
∑
J′∈∆≤n−k+1
k−1
cJ′+(1,1,...,1)y
J′ .
We conclude that the polynomial g′(y) =
∑
J′∈∆≤n−k+1
k−1
cJ′+(1,1,...,1)y
J′ vanishes on the set
(1, . . . , 1)+∆≤n−k+1k−1 . By our induction hypothesis, the set ∆
≤n−k+1
k−1 is a determining subset
for the space of polynomials of degree ≤ n − k + 1. Hence all translates of this set are
determining, and this leads to g′ = 0, so that also cJ′+(1,1,...,1) = 0 for all J
′ ∈ ∆≤n−k+1k−1 ,
and therefore that cJ = 0 for all J ∈ ∆
≤n
k−1. This completes the proof.
The preceding lemma will permit us later to define mixed volumes via positive (1, 1)-
forms. Let k ∈ N and Ω := (ω1, . . . , ωk) be a sequence of positive (1, 1)-forms on the compact
complex manifold M of complex dimension n. For I ∈ ∆nk we put
ΩI := ωi11 ∧ . . . ∧ ω
ik
k .
We are interested in the behaviour of the function I 7→
∫
M Ω
I .
Definition 4.2. A function ℓ : ∆nk → R is called 1-concave if it is concave on every (discrete)
line (isomorphic to some ∆≤m1 ) parallel to the edges.
If, for example, k = 2, then ∆m2 = {(0,m), (1,m − 1), . . . , (m, 0)} and the 1-concavity
means that
ℓ
(∑
j
αj(j,m− j)
)
≥
∑
j
αjℓ(j,m− j)
whenever αj ≥ 0 with
∑
j αj = 1 and
∑
j αj(j,m− j) ∈ ∆
m
2 .
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Lemma 4.3. To check that a function ℓ : ∆nk → R is concave, it suffices to check that
ℓ(y0) ≥
1
2
ℓ(y−) +
1
2
ℓ(y+),
where (y−, y0, y+) forms a part of a “discrete line segment” in ∆
n
k which is parallel to an
edge, i.e., y+ − y0 = y0 − y− = ej1 − ej2 for two canonical basis vectors ej1 , ej2 of R
n.
Proof. Since we only have to consider a line segment parallel to an edge of ∆nk , we may
w.l.o.g. assume that k = 2. Let I = conv∆n2 ⊆ R
2. Then we extend ℓ to a continuous
piecewise affine function on I. The graph of this function is a polygon and the condition
imposed on ℓ yields that this polygon is concave at every vertex. Therefore it is a concave
polygon and this implies that ℓ is a concave function.
It is the preceding lemma which is responsable for the fact that one gets merely 1-concavity
in the following theorem.
Theorem 4.4. (Alexandrov–Fenchel Theorem for compact complex manifolds) Let M be
a connected compact complex manifold, n = dimCM , and Ω = (ω1, . . . , ωk) a sequence of
positive closed (1, 1)-forms. Then the function
ℓ : ∆nk → R
+, I 7→ log
∫
M
ΩI
is 1-concave.
Proof. For a proof we refer to [Gr90, Thm. I.6B].
Remark 4.5. The preceding theorem remains true for irreducible projective varieties in the
sense that one has to consider only those (1, 1)-forms ω on the set Mreg of regular points
which have the property that for every holomorphic map β : U → M , U ⊆ Cn open, the
pull-back β∗ω on β−1(Mreg) extends smoothly to U . Again we refer to [Gr90]. The main
ingredient in the proof is Hironaka’s theorem on the resolution of singularities (cf. [Hi70]).
Applications to convex sets
Definition 4.6. Let Y1, . . . , Yk be compact convex subsets of R
n. Consider Legendre func-
tions fj with algint(Yj) = dfj(R
n), and write ωj := ωfj = dJdf˜j for the corresponding
positive (1, 1)-form on the complex manifold M = Cn/iZn ∼= TC (cf. Proposition 2.3).
For I ∈ ∆nk the integral
1
n!
∫
M Ω
I is called the I-th mixed volume of (Y1, . . . , Yk), denoted
[Y I ] = [Y i11 , . . . , Y
ik
k ] =
1
n!
∫
M
ωi11 ∧ · · · ∧ ω
ik
k .
This definition is motivated by the following observation. For t1, . . . , tk ≥ 0 with∑
j tj > 0, the function f := t1f1+ · · ·+ tkfk is a Legendre function with df(R
n) = algint(Y )
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for Y = t1Y1 + · · ·+ tkYk (Lemma 1.19). By an easy induction we derive from Lemmas 1.19,
1.20 and Proposition 2.3(i) that
vol(t1Y1 + . . .+ tkYk) = vol
(
d(t1f1 + · · ·+ tkfk)(R
n)
)
=
∫
Rn
det
(
d2(t1f1 + · · ·+ tkfk)
)
(x) dx by Lemma 1.20
=
1
n!
∫
M
ωnf by Proposition 2.3
=
1
n!
∫
M
(t1ω1 + . . .+ tkωk)
n
=
1
n!
∫
M
∑
|J|=n
bJ t
Jωj11 ∧ · · · ∧ ω
jk
k
=
∑
|J|=n
bJ t
J [Y j11 , . . . , Y
jk
k ]
because ωf = dJdf˜ = t1ω1 + · · ·+ tkωk. This calculation shows that the function
R
n
+ → R, (t1, . . . , tn) 7→ vol(t1Y1 + . . .+ tkYk) =
∑
|J|=n
bJ t
J [Y j11 , . . . , Y
jk
k ] (12)
is a polynomial of degree ≤ n whose coefficients are determined by the mixed volumes. This
justifies the terminology. For k = 1, we obtain in particular
[Y n] = vol(Y ).
Lemma 4.7. Let Yj , fj, and ωj, j = 1, . . . , k, be as above. Then the following assertions
hold:
(i) For I, J ∈ ∆nk , let cIJ be the coefficients for which y
I =
∑
J cIJ (Iy)
n. Then we have
the relation
ΩI =
∑
J
cIJ(j1ω1 + . . .+ jkωk)
n.
(ii) [Y I ] =
∑
J cIJ vol(j1Y1 + . . .+ jkYk).
(iii) vol(Y1 + Y2) = [(Y1 + Y2)
n] =
∑n
j=0
(
n
j
)
[Y j1 , Y
n−j
2 ].
Proof. (i) First we note that the existence of the cIJ follows from Lemma 4.1. Since the
2-forms ωj generate a commutative algebra, it follows from y
I =
∑
J cIJ(Iy)
n that
ΩI =
∑
J
cIJ(i1ω1 + . . .+ ikωk)
n.
(ii) For f := j1f1 + · · ·+ jkfk, we have seen above that
vol(j1Y1 + . . .+ jkYk) =
1
n!
∫
M
(j1ω1 + . . .+ jkωk)
n.
Therefore (ii) follows from (i).
(iii) is a special case of (12).
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Note that Lemma 4.7(ii) shows in particular that [Y I ] does not depend on the choice of
the functions fj.
Theorem 4.8. (Alexandrov–Fenchel Theorem for convex sets) Let Y1, . . . , Yk be bounded
convex subsets of Rn. Then
ℓY (I) := log[Y
I ]
defines a 1-concave function on ∆nk .
Proof. Since one can approximate bounded convex sets arbitrarily well by polyhedra gener-
ated by rational points, and since [Y I ] is positively homogeneous, it suffices to prove Theo-
rem 4.8 for polyhedra with integral extreme points. We may even assume that one extreme
point of each polyhedron is the origin.
Suppose that Y1 = conv{0, α11, . . . , α
1
ℓ1
} with α1j (Z
n) ⊆ 2πZ for all j. Then we identify
Rn with t∗ for T = iRn/iZn and consider the representation of TC defined by the characters
χ10(z) = 1, χ
1
j (z) := e
−iα1j (z), j = 1, . . . , ℓ1 on C
ℓ1+1. Let v1 = (1, . . . , 1) ∈ Cℓ1+1 and consider
the orbit closure M1 := TC.[v1] in the projective space P(C
ℓ1+1). Then the corresponding
momentum map maps M1 onto Y1 ⊆ t
∗ (Theorem 3.4) in such a way that the pull-back ω˜1
of the Ka¨hler form ω1 on M1 via the orbit map TC → M1, z 7→ z.[v1] can be written as
ω˜1 = dJdF1, where
F1(z) =
1
2
log(1 + ‖zv′1‖
2) =
1
2
log
(
1 +
ℓ1∑
j=1
|χ1j(z)|
2
)
=
1
2
log
(
1 +
ℓ1∑
j=1
e2α
1
j(y)
)
.
So F1 = − logL(µ)(−2y), where L(µ) is the Laplace transform of the measure
µ = δ0 +
ℓ1∑
j=1
δαj .
Then dF1(y) = d(logL(µ))(2y) and therefore ω˜1 is a positive (1, 1)-form on TC representing
the polyhedron Y1. We proceed similarly for Y2, . . . , Yk.
Now, by definition of the mixed volume,
[Y I ] =
1
n!
∫
TC
(i1ω˜1 + . . .+ ikω˜k)
n.
We consider the mapping
β : TC → P(C
ℓ1+1)× . . .× P(Cℓk+1), z 7→ (z.[v1], . . . , z.[vk])
and the toric variety M := β(TC). The projection πj onto the j-th factor maps M onto Mj
and the pull-back π∗jωj satisfies ω˜j = β
∗π∗jωj . Therefore
[Y I ] =
1
n!
∫
TC
(i1ω˜1 + . . .+ ikω˜k)
n =
1
n!
∫
TC
β∗(i1π
∗
1ω1 + . . .+ ikπ
∗
kωk)
n
=
1
n!
∫
M
(i1π
∗
1ω1 + . . .+ ikπ
∗
kωk)
n =
1
n!
∫
M
ΩI
for Ω = (π∗1ω1, . . . , π
∗
kωk). Now Remark 4.5 tells us that Theorem 4.4 applies and this
completes the proof.
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Lemma 4.9. If f : ∆nk → R is a 1-concave function, then
f(i1, . . . , ik) ≥
k∑
j=1
ij
n
f(nej) and e
f(i1,...,ik) ≥
k∏
j=1
(ef(nej))
ij
n ,
where e1, . . . , ek ∈ ∆1k are the extreme points.
Proof. This is verified by induction on k. Fu¨r k ≤ 2 the assertion follows from the definition.
So let us assume that k > 2 and that it holds for k − 1. If one entry ij vanishes, then
the induction hypothesis applies directly. If this is not the case, then we observe that, for
m := i1 + i2, the element (i1, . . . , ik) lies on the discrete line between
(m, 0, i3, . . . , ik) and (0,m, i3, . . . , ik).
Therefore 1-concavity and the induction hypothesis leads to
f(i1, . . . , ik) ≥
i1
m
f(m, 0, i3, . . . , ik) +
i2
m
f(0,m, i3, . . . , ik)
≥
i1
m
(m
n
f(ne1) +
∑
j>2
ij
n
f(nej)
)
+
i2
m
(m
n
f(ne2) +
∑
j>2
ij
n
f(nej)
)
=
i1
n
f(ne1) +
i2
n
f(ne2) +
i1 + i2
m
∑
j>2
ij
n
f(nej) =
k∑
j=1
ij
n
f(nej).
With Lemma 4.9 we derive from Theorem 4.8:
Corollary 4.10. [Y I ] ≥ vol(Y1)
i1
n · . . . · vol(Yk)
ik
n .
Proof. ℓY (I) = ℓY (i1, . . . , ik) ≥
∑
j
ik
n ℓY (0, . . . , 0, n, 0, . . . , 0).
Corollary 4.11. (Brunn–Minkowski inequality)
vol(Y1 + Y2)
1
n ≥ vol(Y1)
1
n + vol(Y2)
1
n . (13)
Proof. We calculate with Lemma 4.7(iii) and Corollary 4.10:
vol(Y1 + Y2) =
∑
j
(
n
j
)
[Y j1 , Y
n−j
2 ] ≥
∑
j
(
n
j
)
vol(Y1)
j
n vol(Y2)
n−j
n
=
(
vol(Y1)
1
n + vol(Y2)
1
n
)n
.
Remark 4.12. Let f1 and f2 be C
2-Legendre functions on Rn and Cfj = dfj(R
n). Then
Lemma 1.20 shows that
vol(Cfj ) =
∫
Rn
det d2f(x) dx.
Since Cf1+f2 = Cf1 + Cf2 by Lemma 1.19, we see that on the level of convex functions the
Brunn–Minkowski inequality reads(∫
Rn
det d2(f1 + f2)(x) dx
) 1
n
≥
(∫
Rn
det d2f1(x) dx
) 1
n
+
(∫
Rn
det d2f2(x) dx
) 1
n
. (14)
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That, conversely, this inequality also implies (13) follows from Theorem 1.18 which permits
us to represent each bounded open convex set as Cf for a C
2-Legendre function f on Rn.
Using Proposition 2.3, we can translate (14) into to the inequality(∫
TC
(ω1 + ω2)
n
) 1
n
≥
(∫
TC
ωn1
) 1
n
(∫
TC
ωn2
) 1
n
for all positive exact T -invariant (1, 1)-forms on TC.
In the context of Ka¨hler manifolds, one has the following version of the Brunn–Minkowski
inequality.
Theorem 4.13. (Brunn–Minkowski inequality for Ka¨hler manifolds) Let W1, . . . ,Wk be
compact connected n-dimensional Ka¨hler manifolds and M ⊆W :=W1×. . .Wk be a compact
connected complex submanifold of complex dimension n, πj : M → Wj the projections, and
Mj := πj(M). Then
vol(M)
1
n ≥
k∑
j=1
vol(Mj)
1
n . (15)
Proof. Let ωj denote the Ka¨hler form on Wj and Ω := (π
∗
1ω1, . . . , π
∗
kωk). Then ω :=∑k
j=1 π
∗ωj defines the induced Ka¨hler structure on M . Now we have
vol(M) =
1
n!
∫
M
ωn =
1
n!
∫
M
 k∑
j=1
π∗ωj
n
=
1
n!
∫
M
∑
|I|=n
bIΩ
I =
1
n!
∑
|I|=n
bI
∫
M
ΩI
≥
1
n!
∑
|I|=n
bI
(∫
M
(π∗ω1)
n
) i1
n
· . . . ·
(∫
M
(π∗ωk)
n
) ik
n
by Corollary 4.10
=
1
n!
 k∑
j=1
(∫
M
(π∗ωj)
n
) 1
n
n =
 k∑
j=1
(
1
n!
∫
Mj
ωnj
) 1
n
n =
 k∑
j=1
vol(Mj)
1
n
n .
Note that one has equality for n = 1 in the preceding theorem because one trivially has
equality in Theorem 4.4 in this case.
Remark 4.14. The preceding result remains true if we replace the Ka¨hler manifolds Wj by
projective spaces and M by an irreducible projective variety (cf. Remark 4.5 and [Gr90]).
For k = 2, we have M ⊆ P1 × P2 and
vol(M)
1
n ≥ vol(M1)
1
n + vol(M2)
1
n .
As already mentioned above, we have equality for n = 1. As explained in [Gr90, §3.3], for
n = 2 this inequality can be derived from Hodge’s inequality, resp., Hodge’s index theorem
in the form (∫
M
ω1 ∧ ω2
)2
≥
(∫
M
ω21
)(∫
M
ω22
)
,
24
(cf. [GH78]), and for n ≥ 3, this inequality is due to Hovanskii–Tessier. Therefore it is called
the Hodge–Tessier–Hovanskii inequality (cf. [Te82, Ho84]).
For further connections of the topics of this paper with algebraic geometry, cohomology
and Ka¨hler manifolds we refer to [Gr90] and [Od88, pp.102–104].
5 Perspectives
In this final section we comment on some more recent developments related to the themes of
[Gr90].
Pushforwards of measure by gradients of convex functions: One interesting issue
we touched in Section 1 is writing an open convex subset C ⊆ Rn as df(Rn) for a C2-
Legendre function, which may be a Laplace transform f = L(µ), where dµ(y) = e−‖y‖
2
dy on
C (Theorem 1.18). A slightly different issue is to consider measures on a convex set C which
are the push-forward µψ under the differential dψ of a convex function ψ : R
n → R ∪∞, of
the measure e−ψ(x) dx. Since ψ is locally Lipschitz, its differential dψ exists almost every-
where, so that such measures make sense for general convex functions. Here the finiteness
and non-triviality of the measure e−ψ(x) dx is equivalent to 0 <
∫
Rn
e−ψ(x) dx < ∞, which
in turn is equivalent to the domain Dψ having interior points and limx→∞ ψ(x) = ∞. In
[CK15, Thm. 2] a class of convex functions is determined for which the assignment ψ 7→ µψ
leads to a bijection onto the class of finite Borel measures whose barycenter is the origin and
whose support spans the whole space.
Optimal transport: This connects to optimal transport theory as follows. For a given
measure µ = µψ, the differential dψ is the quadratic optimal map, or Brenier map, between
the measure e−ψ(x) dx on Rn and the measure µ ([Br91]). This refers to the existence of
the unique polar factorization of a measurable map u : X → Rn from a probability space
(X,µ) to Rn in the form u(x) = dψ(s(x)), where Ω ⊆ Rn is a bounded domain endowed
with the normalized Lebesgue measure µΩ, s : (X,µ) → (Ω, µΩ) is measure preserving, and
ψ : Ω→ R is convex ([Br91]). Note that, for ψ(x) = 12‖x‖
2, the measure e−ψ(x) dx simply is
the Gaussian measure on Rn. For applications of the measures µψ and momentum maps to
Poincare´ type inequalities in analysis, we refer to [Kl13].
Generalizations and applications of the Brunn–Minkowski inequality (BMI):
The BMI for bounded subsets Y0, Y1 ⊆ Rn implies with a2 + b2 ≥ 2ab for a, b ≥ 0 the
inequality
vol
(Y0 + Y1
2
)
≥ vol(Y0)
1
2 vol(Y1)
1
2 .
This in turn implies that, for Yt := (1− t)Y0+ tY1, the function log(vol(Yt)) is concave. This
observation can be generalized as follows. In Rn+1 ∼= R×Rn, we consider the convex subset
Y :=
⋃
0≤t≤1
{t} × Yt.
Then the function t 7→ vol(Yt) is a marginal of Lebesgue measure restricted to Y . The
log-concavity of this function is a special case of Pre´kopa’s Theorem asserting that, for any
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convex function F : Rn+1 → R ∪ {∞} with
∫
Rn+1
e−F <∞, the function
t 7→ log
∫
Rn
e−F (t,x) dx
is concave. In fact, if FY is the convex indicator function of Y which is 0 on Y and ∞
elsewhere, then the right hand side specializes to log(vol(Yt)) (see [CK12]).
For the connections of the BMI and its generalizations in various branches of mathematics,
we refer to Gardner’s nice survey [Ga02]. Here one finds in particular a discussion of the
BMI for non-convex subsets, the situations where equality holds, and its applications to
isoperimetric inequalities and estimates in analysis. Moreover, generalizations of the BMI to
the sphere, hyperbolic space, Minkowski space and Gauss space (euclidean space where the
volume is measured with respect to a Gaussian density) are explained. For subsets A,B of
the integral lattices Zn, analogs of the BMI giving lower bounds of the cardinality of |A+B|
in terms of |A| and |B| can be found in [GG01].
Connections to the representation theory of reductive groups have been established by
the work of V. Okounkov who used the BMI to study weight polytopes ([Ok96]).
Infinite dimensional convex geometry: There exist natural infinite dimensional con-
texts in which substantial portions of the duality theory for convex functions work. Here one
may start with a real bilinear duality pairing (·, ·) : V ×W → R of two infinite dimensional
real vector spaces V and W . This pairing defines natural (weak) locally convex topologies
on V and W . Accordingly, one may consider convex functions f : V → R ∪ {∞}, define
closedness in terms of the weak closedness of the epigraph epi(f) ⊆ V × R and consider
the conjugate convex function f∗ : W → R ∪ {∞}, f∗(w) := supv∈V (v, w) − f(v) which is
automatically closed. However, for more refined applications, it is important to also have a
finer locally convex topology on V for which the domain of f has interior points. For more
details, further developments and applications see [Mi08], [Bou07] and [Ro70, §3].
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