Abstract. In this paper we investigate the following Kirchhoff type elliptic boundary value problem involving a critical nonlinearity:
Introduction
We consider the following Kirchhoff type elliptic equation with a Dirichlet boundary condition:
where Ω ⊂ R 3 is a bounded domain with smooth boundary ∂Ω. We assume that a, b ≥ 0 and a + b > 0. In addition we emphasize that u 5 in the right hand side of the equation is a critical term, since 6 is a critical exponent in the sense of the Sobolev embedding H 1 0 (Ω) → L p (Ω). In this paper we prove the existence of solutions of (K1).
(K1) has its origin in the theory of nonlinear vibration. For instance, we give the following equation which describes the free vibration of a stretched string (cf. [27] ):
where ρ > 0 is the mass per unit length, T 0 is the base tension, E is the Young modulus, a is the area of cross section and L is the initial length of the string. (K0) takes account the change of the tension on the string which is caused by the change of its length during the vibration. The nonlocal equation of this type was first proposed by Kirchhoff in 1876 [19] . After that, several physicists also consider such equations for their researches in the theory of nonlinear vibrations theoretically or experimentally [10, 11, 26, 27, 31] . Moreover mathematically, the solvability of several Kirchhoff type quasilinear hyperbolic equations has been extensively discussed. See earlier results [7, 30] and the work by Lions [23] , and recent ones [5, 13] . For more details in the physical and mathematical background of Kirchhoff type equations, see the survey [4] . Recently, the Kirchhoff type elliptic equations such like (K1) get so many attentions. Many authors prove the existence of solutions of their problems using variational or topological methods. The main goal of their works is to study the effect of the non-local coefficients: a + b Ω |∇u| 2 dx (or in general denoted by m( Ω |∇u| 2 dx)) on the principal term of their equations, on the existence results. See earlier results [1, 25] [2, 3, 14, 15, [20] [21] [22] 28, 33, 35] and so on.
On the other hand, as is well-known, when a nonlinear elliptic boundary value problem has a critical term such as (K1), a crucial difficulty occurs in proving the existence of solutions of the problem. Such difficulty is caused by the lack of compactness of the Sobolev embedding H 1 0 (Ω) → L 6 (Ω). Because of this difficulty, over these three decades, (K1) with a = 1 and b = 0 has been extensively studied by many authors. One of the most important results is obtained by Brezis and Nirenberg [9] . Our main aim in this paper is to extend their results in Section 2.5 in [9] to the case a, b ≥ 0 and a + b > 0. Compare the results below with those in Section 2.5 in [9] .
To show our main results, we introduce some conditions on the function g : Ω × R → R: Here we introduce the following assumptions (g5) and (g6) on g which are weaker than (g3) and (g4) respectively. (g5) There exists a constant θ > 0 such that 2 < θ < 6 and g(x, u)u − θG(x, u) ≥ 0 for all x ∈ Ω and u ≥ 0. (g6) There exist a nonempty open set w ⊂ Ω and an interval I ⊂ (0, ∞) such that g(x, u) > 0 if x ∈ w and u ∈ I. Now we can give the following theorem and corollary. An almost same result for (K1) with a more general nonlocal coefficient has already been obtained in [14] . As additional results for Corollaries 1.2 and 1.4, we can get the following nonexistence results. The first one is a Pohozaev type result [29] . The next one concludes that the value μ * in Corollary 1.4 must be strictly positive if Ω is strictly star-shaped. Theorem 1.6. In addition to the assumption of Corollary 1.4, we assume Ω ⊂ R 3 is strictly star-shaped. Then there exists a constant μ 0 > 0, which is determined by a, q and Ω, such that (K1) has no solution for all μ ≤ μ 0 .
We can obtain these nonexistence results by slightly extension of the argument in [8] or [9] . For reader's convenience, we show the proof in Appendix A.
Recently some results related to (K1) are obtained in [2, 14, 15, 33] . For (K1) with Ω = R N , see [3, 22, 35] . In [15, 33] , they consider the case 0 < q < 1 and g(x, u) = |u| q−1 u. In [15] , they show the existence of infinitely many (possibly sign-changing) solutions of (K1) for sufficiently small μ > 0. They use both the minimax theorem which is based on the Clark Theorem [12] and the second concentration compactness lemma by Lions [24] . In [33] , they prove the existence of a positive solution of (K1) for sufficiently small μ > 0 by applying the method of the Nehari manifold and also using the second concentration compactness lemma. The results in [2, 14] are closely related to Theorem 1.3. In particular, in [14] , they consider the general dimensional case, i.e., N ≥ 3 and Ω ⊂ R N . Using an appropriate truncation method, they obtain an almost same result with Theorem 1.3 for more general nonlocal 
Before beginning the proof, we define the weak solutions of (K1). We call u ∈ H 1 0 (Ω) a weak solution of (K1) if and only if u satisfies
is a nontrivial weak solution for (K1), then we can trivially modify the usual elliptic regularity theorems (see for example, Lemma B.3 in [32] and the regularity theorems in [16] ) and ensure the smoothness of u up to C 2 (Ω) even if b > 0. Furthermore if u is nonnegative, by the strong maximum principle, we have u > 0 in Ω. Consequently we can conclude that u is a classical solution of (K1).
In the following sections we denote C > 0 as some constants. If there occurs no confusion, we use same character C even if the values of constants are different. Furthermore we denote B(x, r) ⊂ R 3 as an open ball which is concentrated at x with radius r.
Proof of Theorem 1.1
In this section, we prove Theorem 1.1 and Corollary 1.2. Our argument is based on that in [9] . Let a, b ≥ 0, a + b > 0 and fix μ > 0. Assume g satisfies (g1)-(g4). We define the energy functional associated to (K1) so that
where
g(x, t)dt and u + := max{u, 0}. Thanks to (g1) and (g2), I is well-defined and continuously Fréchet differentiable on H 1 0 (Ω). Furthermore every critical point of I is a weak solution of (K1). Hence we shall find a nontrivial critical point of I. In the following argument, we often use the next fact which says, for all δ > 0 there exists a constant C δ > 0 such that This is a consequence of our hypotheses (g1) and (g2). We begin with the next lemmas.
Lemma 2.1. Let g satisfies (g1) and (g2). Then there exist constants α, ρ > 0 such that
Proof. By (g1) and (g2), there exists a constant C > 0 such that
for all x ∈ Ω and t ∈ R, where λ 1 > 0 is the first eigenvalue of the problem:
Here we recall the well-known inequality: (2.3) and the Sobolev embedding we get
for some constant C > 0. Since a, b ≥ 0 and a + b > 0, taking ρ > 0 sufficiently small, we conclude that there exists a constant α > 0 such that
This completes the proof.
Lemma 2.2. Suppose g satisfies (g1) and (g2). Then for every nontrivial func-
Proof. Take any nontrivial function v ∈ H 1 0 (Ω) with v ≥ 0. Note that by (g1), G(x, s) ≥ 0 for all x ∈ Ω and s ≥ 0. Using this fact, we have Now we define 
I(u).
Note that from Lemma 2.2, Γ = ∅. In addition, from the argument in Lemma 2.1, clearly 0 is a local minimum of I and c ≥ α > 0. Consequently we have the existence of (PS) c sequences for I (see Theorem 2.8 in [34] for instance). We prove the following lemma which is important to ensure the local compactness of PS sequences for I. Lemma 2.3. Let g satisfy (g1), (g2) and (g3) and assume that {u j } is a (PS) c sequence for I with c < a
, where
Then there exists a function
, by (g1) and (g3), we have 
up to subsequences but still denoted {u j }. Moreover from second concentration compactness lemma by Lions [24] , there exist an at most countable set J , Vol. 21 (2014) Positive solutions of Kirchhoff type elliptic equations 891
in the measure sense, here δ x is the Dirac delta measure concentrated at x ∈ R 3 with mass 1. In addition we also have the inequality
Now we claim that J = ∅. To ensure this, we suppose on the contrary J = ∅.
where o(1) → 0 as ε → 0. The last equality comes from the facts that
We first verify (2.6). Actually, noting the boundedness and L 2 (Ω) convergence of {u j } and using the Schwartz and the Hölder inequality we have
where for the last inequality we use our assumption |∇φ| ≤ 2/ε. This ensures (2.6). We next verify (2.7). By (g1) and (g2), we have the inequality (2.1).
Using that, we get
for some constant C > 0, where for the last inequality we use the Sobolev embedding, the boundedness and the L 2 (Ω) convergence of {u j }. Hence we have lim sup
Considering (2.4) together with (2.8), we get
Solving this inequality with respect to η k , we estimate
On the other hand, again using (2.4) together with (2.8), we have 0 ≥ (a + bSν 1 3 k )Sν
k − ν k . Solving this with respect to ν k , we obtain
, recalling (g1) and (g3), we get c = lim
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Using (2.9) and (2.10), we have
where the last equality comes from the fact that aC K + bC
This leads us to the conclusion. Remark 2.4. We can easily check that u is nonnegative. In fact, since {u j } is bounded, there exist a subsequence, still denoted {u j }, and a constant A ≥ 0 such that u j 2 → A. If A = 0 the conclusion follows. If A > 0, considering the weak convergence, (g1), (g2), and L p (Ω) convergence for all 1 ≤ p < 6, we have
Taking h = u − , where u − := − min{0, u} and considering (g1), we have
The conclusion follows.
We ensure the local PS condition for I.
Lemma 2.5. Let g satisfy (g1)-(g3) and assume
Then I satisfies the (PS) c condition.
Proof. Let {u j } be a (PS) c sequence for I. Then by (g1) and (g2), we have that {u j } is bounded as in the proof of Lemma 2. 
up to subsequences, but still denoted {u j }. Since I (u j ) → 0 in H −1 (Ω) and {u j } is bounded, we have
where o(1) → 0 as j → ∞. Here we claim 
≤ Cδ for all δ > 0, where for the last inequality we use the Sobolev embedding and the boundedness and L 2 (Ω) convergence of {u j }. This proves (2.12). Next we show (2.13). Actually, by the Hölder inequality, the boundedness of {u j } and the L 6 (Ω) convergence of (u j ) + we get
here we use the relation (u j )
+ . This shows (2.13). Consequently from (2.11)-(2.13), we conclude that
By the weak convergence, we have u j → u as j → ∞. This completes the proof.
Here we recall (g4): (g4) There exists a nonempty open set ω ⊂ Ω such that
With no loss of generality, we can assume 0 ∈ ω. For every ε > 0, we define a cut off Talenti function in Ω so that
Vol
where τ is a smooth function in Ω such that τ = 1 on some neighborhood of 0 and sptτ ⊂ ω. From the estimate in [9] , we get
14)
where K 1 , K 2 > 0 are some constants with S = K 1 /K 2 . Here S > 0 is given by
Then by (2.14), we have
(2.15)
The following lemma gives a sufficient condition on g (which is weaker than (g4)) to ensure the compactness of (PS) c sequences for I. The argument is strictly based on Lemma 2.1 in [9] . 
Lemma 2.6. Let g satisfy (g1) and (g2). We assume that there exist a nonempty open set ω ⊂ Ω and a measurable function g(u) such that g(x, u) ≥ g(u)
Proof. We define v ε as above. Take t ≥ 0. By (2.15), we have
We take t ε so that f (t ε ) = max t≥0 f (t). From Lemma 2.1, clearly we have t ε > 0. Put A ε := v ε 2 . Then noting (g1) and (g2), we get
Since g(x, u) ≥ 0 for all x ∈ Ω and u ≥ 0 by (g1), we have 
we can take ε 0 > 0 so small that 
as ε → 0. In fact, by (2.1), we get
for all δ > 0 and some constant C δ > 0. On the other hand, since T ε is bounded, t ε is also bounded by (2.17 
for some constant C > 0 where C ε denotes some constant which converges some positive value as ε → 0 and for the last inequality we perform an appropriate rescaling for ε. If C ≥ 1, (2.18) immediately follows. If C < 1, we have
Using (2.1), we get for some δ > 0,
for some constant C > 0. This concludes (2.18).
We can also conclude the following lemma as in the proof of Corollary 2.3 in [9] . 
Proof of Theorem 1.3
In Sect. 3, we prove Theorem 1.3 and Corollary 1.4. Assume a > 0 and b ≥ 0. In addition, let g satisfy (g1), (g2), (g5) and (g6). But if there exists a constant 4 < θ < 6 such that g(x, u)u − θG(u) ≥ 0 for all x ∈ Ω and t ≥ 0, the proof is simpler. We can refer to the argument in [2] for that situation. Hence we only consider the following condition instead of (g5): (g5)' There exists a constant θ > 0 such that 2 < θ ≤ 4 and g(x, u)u − θG(x, u) ≥ 0 for all x ∈ Ω and u ≥ 0. As in Sect. 2, we define the energy functional associated to (K1) so that
g(x, t)dt and u + := max{u, 0}. Inspired by [6, 20] , we introduce a truncation method, already used in earlier researches [17, 18] . Let ψ be a smooth function on [0, ∞) such that ψ = 1 on [0, 1), ψ = 0 on [2, ∞)
We consider a truncated functional on
Then by (g1) and (g2), we can easily verify that J T λ is well defined and continuously Fréchet differentiable on H 1 0 (Ω). Its first Fréchet derivative is given by
Choose T > 0 as
Note that by (3.1) and the fact that | u
and
Note also that if u ∈ H We begin with following two lemmas.
Lemma 3.1. We assume g satisfies (g1) and (g2). Then there exist constants
Proof. For ρ > 0, take u ∈ H 1 0 (Ω) with u = ρ. By (g1) and (g2), as in the proof of Lemma 2.1, we get the inequality
for some constant C > 0. Hence by taking ρ small enough, we conclude that there exists a constant α > 0 such that
This finishes the proof.
Lemma 3.2. Suppose g satisfies (g1) and (g2). Then there exists a function
Proof. Take a nontrivial function v ∈ H 1 0 (Ω) with v ≥ 0 and t > 0. Since by (g1), G(x, s) ≥ 0 for all x ∈ Ω and s ∈ R, we get As in Sect. 2 we define
We prove the next lemma. 
We put t μ > 0 so that f (t μ ) = max t≥0 f (t). Then, using (g2) we have
By (g1), we get
Hence there exists a constant C > 0 such that t μ ≤ C for all μ > 0. Furthermore t μ → 0 as μ → ∞. If not, there exist a sequence {μ n } and a constant β > 0 such that μ n → ∞ and t μn → β as n → ∞. Then by (g1) and (g2), we have 1
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The positivity of the right hand side is ensured by (g6) and the definition of v. But in view of (3.5), ω g(x, βv)vdx must be 0. This is a contradiction. Therefore we obtain
Next we prove an important lemma which ensures the local compactness of the PS sequences for J μ . .
Then {(u j ) + } has a subsequence which strongly converges in L 6 (Ω).
Firstly we claim that {u j } is bounded in
, we have by (g1) and (g5)',
for large j ∈ N, where for the last inequality we use the facts that
. This inequality proves the claim. Consequently as in the previous section, we conclude that there exists
up to subsequences but still denoted {u j }. Furthermore by the second concentration compactness lemma, there exist an at most countable set J , points (x k ) k∈J ⊂ Ω and positive values (η k ) k∈J , (ν k ) k∈J with
in the measure sense. To complete the proof, we claim
c , and 0 ≤ φ ≤ 1 otherwise. In addition we assume |∇φ| ≤ 2/ε. Then we have
Now we estimate the first and second terms in the right hand side of (3.6). We compute the first term so that
where o(1) → 0 as ε → 0. The last inequality comes from (3.2) and the fact that
We verify (3.8) . Using the facts
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where for the second inequality we use the Schwartz inequality, and for the third inequality we use the boundedness and L 2 (Ω) convergence of {u j } and the Hölder inequality, and for the fourth inequality we use our assumption that |∇φ| ≤ 2/ε. This proves (3.8). Next using (2.1), we compute the second term in the right hand side of (3.6) similarly to (2.7) in the previous section so that
Using the computations (3.7) and (3.9) for (3.6), we get
Taking ε → 0, we obtain
k , we estimate
, we have by (3.3), (g1), (g5)' and the fact that ψ ≤ 0,
where ν and ∂/∂ν denote the outer normal vector and the outer normal derivative on ∂Ω respectively, and further σ is the 2 dimensional surface measure on ∂Ω.
Proof. Fix a solution u of (K1). We define
Then u is a solution of
The Pohozaev type identity for the solutions of the above equation is shown by a usual procedure. We get If μ < 0, the right hand side of the above equality is strictly less than 0. This is a contradiction since x · ν > 0 on ∂Ω. Now we assume μ = 0. Then we have from the above equality, ∂u ∂ν = 0 on ∂Ω.
Therefore we have
But the right hand side of the above equality must be strictly positive. This is a contradiction. Hence there exists no solution for (K1) with μ ≤ 0. This is the desired conclusion.
Lastly we prove Theorem 1.6. We refer to the argument in [8] . for some constant C > 0 which depends only on q and Ω, where [u] 
