Abstract: This paper analyzes the error in MUSIC results due to the effect of finite precision arithmetic. Thus, relation of this error to sources correlation level and array and sources configuration parameters is clearly identified. As a result efficient array design algorithm suitable for acoustic environments is derived. This algorithm is efficient in the sense that it can determine minimum number of sensors. This algorithm is quite general as it includes the effect of all parameters such as number of sources, sources correlation level, maximum resolution, maximum source angle, number of sensors, sensor spacing and arithmetic precision. Also this algorithm is shown to be seamlessly applicable in realistic environments where many additional effects and sources of error often exist. During this paper it is shown that this algorithm is indispensable for DOA estimation in wide-band and reverberant environments.
INTRODUCTION
Many practical applications rely on microphone arrays to detect and localize multiple acoustic sources. Direct examples include automated systems for surveillance, video conferencing and hands free speech acquisition. Other industrial applications include acoustic mapping of machines and vehicles for identification of noisy regions or parts. Localization data is also used indirectly for other tasks such as dereverberation of speech, fault prediction and analysis of machinery, cuing and tracking of television cameras, speaker verification, etc.
Compared to beamformer based [1] and time difference of arrival (TDOA) based [2] methods, eigenvector based methods are the only direction of arrival (DOA) estimation methods designed for multiple sources and are characterized by their super-resolution [1] . Eigenvector based methods have become very popular in narrow-band array processing [1] and led to a family of well known algorithms for narrow band direction finding like MUSIC [3] , ESPRIT [4] and MIN-NORM [5] . However, these methods are still not well applied in acoustical applications.
The basic assumption of eigenvector based methods is that the rank of the noise free array output covariance matrix (Eq. (8)) equals to the number of sources [1] . This assumption implies two subsequent assumptions, namely non coherent source signals and independent direction vectors associated with true angles of arrivals. Since the emergence of these methods, many researches concerned the case when the first assumption is violated [1] . However, for most narrow-band applications, the second assumption is an always valid fact.
Trying to apply techniques like MUSIC to realistic acoustic scenarios, two major problems are faced, which are reverberation and wide-band nature of sound signals. Reverberation not only yields the problem of coherent sources but also increases the number of sources to be resolved. On the other hand, wide-band nature of sound signals led to the development of some wide-band generalizations as incoherent averaging [6] , coherent averaging [7] and focusing techniques [8] [9] [10] [11] [12] . Most of these methods can also handle the coherent sources problem and rely on applying eigenvector based methods on an array whose sensor spacing is considerably less than half wave length.
Considering the increase of the number of sources and the decrease of sensor spacing, violation of the second assumption of eigenvector based methods began to appear as a problem on computers with finite precision arithmetic. That is to say, for some number of sources, sensor spacing and sources separation, independence of direction vectors associated with the true DOA's may be lost within the finite precision arithmetic. In this case, the rank of the noise free covariance matrix will seem less than the number of sources and the hence obtained results will be erroneous.
In this paper, this phenomenon is analyzed for the MUSIC method and an efficient array design algorithm that is guaranteed for accurate results for any sources configuration and arithmetic precision is derived. This array design algorithm is quite general in the sense that it includes the effect of all parameters such as number of sources, sources correlation level, maximum resolution, maximum source angle, number of sensors, sensor spacing and arithmetic precision. Also this algorithm is shown to be seamlessly applicable in realistic environments where many additional effects and sources of error often exist. During this paper it is shown that this algorithm is indispensable for DOA estimation in wide-band and reverberant environments.
Kaveh in [13] derived a statistical expression for the deviation of MUSIC results from true values at the true DOA's. This quite complex expression was approximated for the special case of two plane waves to obtain MUSIC resolution threshold. However, Kaveh did not consider the effect of the finite precision arithmetic. This appears clearly from his expression which claims that infinitesimally separated sources can be resolved when the exact covariance matrix is available. It is however shown in this paper that there is still a resolution limit even when the exact covariance matrix is available. This paper is organized as follows. In section 2 the signal propagation model is formulated and the MUSIC method is presented. In section 3 the condition number is introduced as a numerical measure of the rank of the covariance matrix. Then error in MUSIC results is derived in terms of this condition number and arithmetic precision. Relation between this condition number and array and sources configuration parameters is clearly identified in section 3.1. In section 3.2 a global array design algorithm is derived which guarantees accurate MUSIC results for any sources configuration and arithmetic precision. In section 4 the proposed array design algorithm is verified through simulations applied to an ideal wide-band DOA estimation problem. Applicability of the proposed algorithm in realistic environments is examined in section 4.1. In section 4.2 it is shown how the proposed array design algorithm can still be used in realistic experimentations where many additional effects and sources of error often exist. Throughout this paper, plane wave propagation model is assumed and the number of sources is assumed known beforehand.
MODEL FORMULATION
Consider a uniform linear array (ULA) of M identical sensors receiving the wave signal generated by K narrowband sources in the presence of an arbitrary noise signal. At time instant t, the received signal at the m-th sensor; m ¼ 1; 2; . . . ; M, can be written as [1] 
where u k is k-th source signal and n m is noise signal generated at the m-th sensor. Assuming plane wave propagation model, the delay mk is expressed as mk ¼ Àx m sin k =c where x m is the m-th sensor position, k is the angle of arrival of the k-th signal measured from the normal to the line joining the sensors, and c is propagation speed. If the center frequency of the received signals, f , is fairly large compared to the frequency band-width, narrow-band signals can be assumed. In this case (Eq. (1)) reduces to [1] 
is the m-th sensor position normalized by half wavelength =2. During this paper, we will use the tilde ''~'' to denote normalization by half wavelength. Based on this formulation, several narrow-band techniques for DOA estimation were developed [1] . Among them, is the Multiple Signal Classification (MUSIC) technique described in the following subsection. [3] Writing (Eq. (2)) more compactly in vector form yields Assuming noises are uncorrelated between themselves and with source signals, it follows that the array output covariance matrix defined by
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has the form
where E½ denotes statistical expectation, the superscript '' y '' denotes hermitian transpose, R u is the source covariance matrix defined as
and 2 represents the noise power common to all sensors. The first term in (Eq. (6)) expresses the noise free covariance matrix. This term will be denoted by R
Assuming independent source signals, R u is full rank. On the other hand, for M > K, due to the linear independence of the direction vectors að k Þ 8k, A is also of rank K. Consequently the matrix R _ is also of rank K. Based on these assumptions, peaks of the function
will correspond to the true DOA's [3] , where B n will be defined later in (Eq. (12)) in section 3.
However, sometimes the computer feels the linearly independent columns of the matrix A as dependent. This can happen when the true angles of arrival are very close or nearly collinear. In this case, due to the finite precision of the computer and the finite length of the direction vectors, M, the full rank matrix A will seem rank deficient to the computer. Accordingly, the rank of the matrix R _ and hence the distinct eigenvalues of R will seem less than K. This falseness not only causes wrong prediction of the number of sources, in case it is unknown beforehand, but also MUSIC results of (Eq. (9)) will be wrong, even if the correct number of sources is substituted. This led the authors to inspect which sources and array configurations are sufficient for maintaining the full rank property of A for finite precision calculations, as detailed in section 3.
Application of MUSIC for Wide-Band
For this case, the narrow band assumption used to derive (Eq. (2)) is no longer valid. Applying Fourier transformation to (Eq. (1)) yields
Equation (10) is identical to (Eq. (2)) but in the frequency domain. Please note thatx x m ð f Þ defined in (Eq. (2)) is now frequency dependent. In other words, although the physical sensor location x m is constant, the normalized sensor locationx x m ð f Þ does change with frequency. This in turn means that covariance matrices at different frequencies cannot be averaged as they are considered for different sensor arrays. This is the source of pain for which narrow-band DOA estimation techniques cannot be directly applied to wide-band signals. Among wide-band generalizations of are incoherent and coherent averaging methods. They are formulated in appendices A and B respectively.
EFFECT OF FINITE PRECISION ARITHMETIC ON MUSIC RESULTS
Let 1 ! 2 ! . . . ! K denote the K nonzero eigenvalues of the non-negative definite matrix R _ . Then for the ideal model described by (Eq. (6)), eigenvalue decomposition of R yields the M eigenvalues
shown in Fig. 1 and their associated eigenvectors 1 ; 2 ; . . . ; K ; Kþ1 ; . . . ; M . Defining B n as the matrix whose columns are eigenvectors associated with the noise eigenvalues,
MUSIC spectrum can be calculated as in (Eq. (9)) [3] . For the eigen decomposition problem, as any finite precision arithmetic operation, numerical error between calculated and true eigenvalues, eigenvectors and subspaces does exist. Fortunately the perturbation theory [15, 16] provides us with bounds for these errors. Defining the noise subspace as the subspace spanned by the columns of matrix B n , it becomes clear from (Eq. (9) ) that MUSIC spectrum is affected only by the noise subspace calculation error. In [17] Davis et al. gave a general error bound for subspaces and later in [18] Stewart gave a more restricted one. During this section, bounds given in [17] and applied in [16] and [19] will be used. Readers interested in differences between these bounds may refer to [18] .
Let , and N be a true eigenvalue, its associated eigenvector and the noise subspace for the complex hermitian matrix R defined by (Eq. (6) 
where " is the calculation precision and fnðMÞ is a modestly growing function of M which depends on the particular numerical algorithm. Substituting (Eq. (14)) in (Eq. (13)) yields
The reciprocal of ''gap'' can be thought of as a measure of the sensitivity of the subspace N to calculation errors [15] . Thus the cluster of noise eigenvalues which is far away from the signal eigenvalues, may have well determined noise subspaceN N even if its individual eigenvectors are ill-conditioned [19] .
Considering (Eq. (15)), substituting fnðMÞ ¼ 1 is usually quite acceptable [19] . From its definition, gap
However, accurate calculation of eigenvectors, and hence subspaces, of R defined by (Eq. (6)) is independent on 2 and is dependant only on R _ . Hence and since the goal of this paper is to keep accurate noise subspace calculation, 2 can be omitted when substituting for kRk 2 in (11) [20] . Thus, substituting fnðMÞ, ''gap'' and kRk 2 in (Eq. (15)) yields
Since A y AR u has the same nonzero eigenvalues as R
where ðA y AR u Þ denotes the condition number for the matrix A y AR u with respect to Euclidian norm and is defined by ðA
where max and min are the maximal and minimal singular values respectively. By definition the condition number satisfies 1 1. Since the most reliable measure of matrix rank is the number of non-zero singular values, the condition number is a very reliable numerical measure of matrix rank [21] . For any matrix C, ðCÞ values close to 1 indicate that columns of C are very independent (orthogonal). The higher ðCÞ the weaker the independence until C columns become dependent (rank deficient) for ðCÞ ¼ 1 [22] . By constraining the right hand side of (Eq. (17)) not to exceed some threshold E max yields the condition
For calculations with precision ", (Eq. (18)) gives the maximum allowable threshold for ðA y AR u Þ. If this threshold is exceeded, the rank of the matrix A y AR u will seem less than K to the computer. Consequently the matrix R will have less than K distinct eigenvalues and erroneous MUSIC spectrum will result. Substituting the identity ðA (17)), we can similarly obtain the more conservative condition
Since ðAÞ represents the dependence of direction vectors að k Þ 8k and ðR u Þ determines the correlation level between source signals, then (Eq. (19)) gives the maximum allowable ðAÞ, or the maximum attainable resolution, for a specific level of correlation of source signals.
In the following subsection, the condition number ðAÞ will be related to array and sources configuration parameters. This relation will then be used to design an array such that ðAÞ never exceeds the limit set by (Eq. (19)) for certain sources configuration.
ðAÞ Relation to Array and Sources Configuration
Parameters By definition 2 ðAÞ ¼ ðA y AÞ. For a ULA symmetric with respect to the origin and with normalized sensor
, and making some mathematical simplifications, we obtain where
and a i , að i Þ 8i : 1; . . . ; K.
A plot for ja y i a j j versus j ij j is shown in Fig. 2 . As shown in this plot, ja y i a j j has two main lobes at j ij j ¼ 0 and j ij j ¼ and has other small oscillations in between. Now we define the safe zone in Fig. 2 as the zone which includes that in between small oscillations. The bound of this zone is denoted by ( limit , aa limit ). This zone is characterized by small values for ja y i a j j 8i; j : 1; . . . ; K. This indicates well independence of a i and a j . Thus, according to Gershgorin circle theorem [15] , eigenvalues of A y A=M matrix will be close to 1 and hence ðAÞ will be small for the safe zone. The best case is when ja y i a j j ¼ 0 8i; j. In this case, a i and a j are orthogonal and ðAÞ ¼ 1. Conversely, we define the dangerous zone in Fig. 2 as the remaining zone which has higher values for ja y i a j j and can cause high values for ðAÞ. Now, let's make the following definitions. Define as the minimum angle separating two sources, max as the maximum angle of a source, aa max 1 as the maximum possible left hand side value for ja y i a j j and aa max 2 as the maximum possible right hand side value for ja y i a j j as shown in Fig. 2 . Fig. 2 by case (1) and case (2) respectively. Substituting these values in (Eq. (21)) yields the corresponding values of j ij j as
In cases (1) and (2) of Fig. 2 , s i is the opposite of the DOA for angle i and is corresponding to a i .
Based on the two worst cases of Fig. 2 , it was noticed that an upper bound for ðAÞ can be calculated as stated in the following observation.
Observation (1) Fig. 2 .
Proof: Theoretical proof of this observation is extremely difficult. However, this observation is found valid through extensive Monte Carlo simulations.
Observation (2): Substituting l ¼ 1, m ¼ 2, and n ¼ K in cases (1) and (2) of Fig. 2 , if aa max 1 > aa max 2 , then scenario (1) of Fig. 3 has ðAÞ higher than scenario (2). Conversely, if aa max 2 > aa max 1 , then scenario (2) of Fig. 3 has ðAÞ higher than scenario (1) . In other words, if case (1) is more dangerous than case (2), then scenario (1) of Fig. 3 is more dangerous than scenario (2). Conversely, if case (2) is more dangerous than case (1), then scenario (2) of Fig. 3 is more dangerous than scenario (1) .
Proof: Also no theoretical proof is given for this observation. It is found always valid in our extensive Monte Carlo simulations.
Based on observation (1), max ðAÞ can be calculated as the maximum of ðAÞ for scenarios (1) and (2). In Fig. 4 , 
Efficient Array Design Algorithm
We mean by array design how to determine array configuration parameters M,d d, and array distance from sources plane (equivalent to determining max ) such that the array is capable of resolving any K sources whose arrival angles are within [À max , max ] and with maximum 
Scenario (2) Fig. 3 Most dangerous scenarios for any K sources.
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resolution of . The proposed algorithm is efficient in the sense that it can determine minimum number of sensors. Many design algorithms can be set to choose the above mentioned parameters for different scenarios. Two of such scenarios are shown in Fig. 5 . As shown in this figure, the proposed design algorithm is quite general and can be used for any combination of input parameters.
VERIFICATION OF THE PROPOSED ARRAY DESIGN ALGORITHM
Example (1): Consider the problem of designing a ULA for the very wide-band extending from 1 kHz to 10 kHz. Using the incoherent averaging approach, physical sensor spacing is set to half the wavelength of the maximum frequency. Thusd dð f Þ will range from 0.1 to 1, which is too severe variation. Hence application of the MUSIC algorithm over wide frequency bands gives us an excellent opportunity to verify our claimed array design algorithm for different values ofd d. Now we apply our design algorithm of Fig. 5(b) on the DOA estimation problem defined by: K ¼ 5 white Gaussian noise sources, max ¼ 30 , ¼ 5 and SNR ¼ 1, where SNR is the input signal to noise ratio defined by SNR ¼ E½jUð f Þj 2 = 2 ð f Þ. Infinite SNR was chosen to express the difference of this work from that of Kaveh [13] . As Kaveh did not consider the effect of finite precision arithmetic, his expression showed that infinitesimally separated sources can be resolved for infinite SNR and number of averagings, i.e. when the exact covariance matrix is obtained. In contrast, we prove through this simulation that, due to finite precision arithmetic, MUSIC still has finite resolution even when the exact covariance matrix is available and the SNR is infinity.
Concerning the incoherent averaging approach, MUSIC results should be kept accurate all over this largẽ d dð f Þ variation. From Fig. 4(b) , it is clear that the smallerd d the higher Using 100 averagings or higher, ðR U ð f ÞÞ can be kept around 2. Following the algorithm of Fig. 5 are obtained for single and double precision arithmetic respectively. These values of M are the minimum number of sensors required for MUSIC error E 10 À3 . As was discussed in section 3.1, for the above defined problem, case (1) 
Applicability of the Proposed Algorithm in Real-
istic Environments So far the exact ensemble averages of the array output covariances, Eq. (6), were assumed available. In this case, MUSIC results are unaffected by the SNR and averaging is not necessary. In reality however the exact covariance matrix is not available and is instead estimated from the array output. Considering realistic experimentations, additional effects that cause violations to the model of Eq. (6) often exist. Some example effects include measurement precision, noise signals correlated between themselves and/or with source signals, non-planer propagation wavefronts, sensors positioning error, sensors calibration error, etc. For such experimentations the estimated covariance matrix can be written as
where R errors is an additional error term due to the effect of several imperfections and sources of error of the particular experiment. The resulting error in the calculated noise subspace due to the use of R est instead of R of Eq. (6) can still be bounded using the perturbation theory [15, 16] . Similar to Eq. (13) this error can be written as (keeping in mind that R and R 
As was the case for errors due to arithmetic precision, for a specific experimentation usually estimation of kR errors k 2 is not possible. Hence, without loss of generality, the following assumption is made
Thus using Eq. (26) we can write Res
where fn 0 ðÞ is some fussy function depending on the details of the particular experimentation. " was introduced in Eq. (28) to make fn 0 ðÞ independent on the calculation arithmetic precision and to allow the utilization of the proposed array design algorithm as explained in the following. Substituting Eq. (28)
Comparing Eq. (29) with Eq. (16) we can write
Thus the MUSIC error of a realistic experiment, E est , and the realistic environment details, fn 0 ðÞ, can be represented by a single parameter E which denotes the MUSIC error due to finite precision arithmetic of a similar ideal experiment whose exact covariance matrix is available and given by Eq. (6). Thus substituting Eq. (30) in Eq. (29) we arrive at equation identical to Eq. (16) . Hence all the subsequent discussion of section 3 and the proposed array algorithm still hold and can be systematically used as will be clarified subsequently.
Example (2): In this example the effect of measurement precision will be examined. This precision is governed by the weakest point in the measurement chain, which is the analog to digital converter (ADC) [23] , and is determined by the number of bits used to digitize (quantize) the analog input signal [14] . To examine this effect simulations given in example (1) is repeated here ford d ¼ 0:8, M ¼ 10 and different quantization levels and arithmetic precisions as shown in Fig. 8 .
As shown in Fig. 8 for 16 -bit ADC, which is much less than the 24-bit and 53-bit significand precision of single and double precision floating point [24] , MUSIC results obtained by single and double precision arithmetic are very similar. On the other hand, using 24-bit ADC converter, whose precision is same as the single precision floating point arithmetic, double precision MUSIC results are considerably better than single precision results. This concludes that the arithmetic precision should be fairly, and not so much, higher than measurement precision.
Example (3): Consider the problem of designing a ULA for the same wide-band and source specifications considered in example (1). The following changes are however introduced to imitate realistic acoustic environments. To simulate reverberation the last four source signals are now exactly delayed versions of the first one. Delays are given by T=8, 3T=8, and 5T=8 where T is the measurement snapshot duration. Also contiguous nonoverlapping intervals of the sources frequency spectrum, Uð f Þ, are intensionally removed (set to zero) to simulate signals like speech where the effective number of speakers may change with time and frequency. Widths of these intervals are fixed to ð f max À f min Þ=K. Due to these adverse conditions, the more robust coherent averaging method formulated in appendix B will be used in this example.
In contrast to the ideal example (1), the following effects and sources of error are also included in this example to imitate effects usually found in realistic experimentations. Noise signals are now correlated between themselves and with the source signals with SNR ¼ 30 dB. Physical array output, p m ðtÞ, is also quantized using 16-bit ADC. In addition, using the approximate Eq. (B·9) for calculating the virtual array output, P v m ð f Þ, does add a considerable amount of error [12] . Due to these effects the ideal model of Eq. (6) To avoid aliasing sensor spacing of the physical array is set to half wavelength corresponding to f max , as in example (1) . By using
Thus we arrive at the same array design problem considered in example (1) for single precision arithmetic.
In that example when the exact covariance matrix of Eq. (6) (or equivalently Eq. (A·3) for that example) was available, MUSIC error threshold of E max ¼ 10 À3 was enough for satisfactory MUSIC spectrum as shown in Fig. 6 . The ideal version of the current example can be obtained by substituting the same source signals and DOA's of the current example into the exact covariance matrix model of Eq. (6) (or equivalently Eq. (B·7) for the current example). Using the array designed in example (1), i.e., M ¼ 97, results obtained from such ideal version was found to yield results completely identical to the whole Fig. 6 and hence they are not plotted here again. Results obtained for the current non-ideal example are however plotted in Fig. 9 for differentd d v . As shown in this figure, and as expected, MUSIC spectrum is worse than that of Fig. 6(c) . Thus it is clear that smaller E max should be used when designing arrays for realistic experiments. Appropriate choice of E max is the topic of the following subsection.
Quality of DOA Estimation and Suitable
Choice of E max So far, the MUSIC error threshold, E max , of an ideal experiment whose exact covariance matrix is available and given by Eq. (6), was arbitrarily chosen as 10 À3 . This value was shown to yield satisfactory MUSIC spectrum. On the other hand for realistic experimentations where the exact covariance matrix is instead estimated, it was shown that more appropriate choice is needed. Moreover we are usually interested in the quality of DOA estimation rather than the ad hoc parameter E. Quality of DOA estimation can be quantified using different measures depending on the particular application. Detection probability, dynamic range, bias, variance and root mean square error are some examples of these measures. Hence, a methodology for proper choice of E max for some desired quality of DOA estimation is proposed in the following steps: a) For whatever realistic DOA estimation environment, perform an experiment (will be called calibration experiment) using some reference source signals and DOA's. Using different frequency bandwidths plot different MUSIC spectrums versusd d as those displayed in Fig. 9 for the case of example (3) .
Note that similar spectrums can be obtained versus other parameters like M, max or . However this will be much more expensive for the case of M as an increased number of sensors will be needed. Also it will be much more difficult for the case of max or as for each max or value a new experimental setup is needed. b) Using the same source signals and DOA's of the calibration experiment, calculate the exact covariance matrix using Eq. (6) (or its equivalent variant). Using this exact covariance matrix, calculate the ideal MUSIC spectrums and plot figures similar to Figs. 6(b) and 6(c).
c) By comparing Fig. 6(b) with both Figs. 6(c) and 9, obtain the relation between the MUSIC error, E, and any desired measure of DOA estimation quality, for the calibration experiment (and its corresponding ideal experiment if needed).
In this demonstration we choose the detection minimum dynamic range as the measure of DOA estimation quality. Thus the relation between E and the detection dynamic range is obtained and plotted in Fig. 10. d) Using the obtained relation, and for the desired DOA estimation quality, choose the suitable MUSIC error threshold E max for use with the proposed array design algorithm. For example using Fig. 10 , for a target dynamic range of approximately 40 dB., E max % 10 À5 is obtained for the environment considered in example (3) . Using this value in the proposed array design algorithm (using the 10 À5 =2=" single contour of Fig. 4(b) ), M ¼ 156 is obtained. Using this number of sensors in example (3) yields the results shown in Fig. 11 . In contrast to Fig. 9, Fig. 11 shows accurate DOA estimation with minimum dynamic range of % 44 dB. atd d v ¼ 0:1.
CONCLUSION
The MUSIC method, as an example of eigenvector based DOA estimation methods, is known to have a number of limitations. For example it assumes narrowband signal model and its performance deteriorates with increased correlation of source signals. Hence it cannot be directly applied in acoustical environments due to their wide-band and reverberant nature. Hence a number of generalizations were proposed to overcome these limitations. Most wide-band generalizations share in applying the plain MUSIC algorithm on an array whose normalized sensor spacing is considerably less than unity. In addition, reverberation not only produce highly correlated sources but also increase the number of sources and decrease their separation.
Considering these characteristics, applicability of the MUSIC method was considered in this paper. MUSIC error was expressed in terms of the number of sources, sources correlation level, maximum resolution, maximum source angle, number of sensors, sensor spacing and arithmetic precision. As a consequence, efficient array design algorithm, capable of determining minimum number of sensors, was established. This design algorithm was shown to be seamlessly applicable to realistic environments where many additional sources of error and violations to the ideal signal model usually exist. Hence this algorithm is indispensable for situations requiring many sensors such as acoustical environments. Also it was shown that the arithmetic precision should be fairly, and not so much, higher than measurement precision. Thus for different frequencies, covariance matrices of the corresponding virtual arrays can be coherently averaged (focused) to obtain the focused covariance matrix defined by
where the superscript '' F '' denotes focused covariance matrix and n f is the number of narrow-band frequency components within the considered wide frequency band. Thus the focused covariance matrix can be written as and ð v ð f ÞÞ 2 I represents noise power common to all the virtual sensors in frequency domain. Note that the summation over frequency in Eq. (B·8) implicitly performs frequency smoothing [26, 27] for R F U and consequently for R F . This smoothing step is why coherent averaging methods can handle fully correlated signals and have the advantages of statistical stability, less measurement and computational time [7, 26, 27] .
Finally by using R F of Eq. (B·7), A v ð f 0 Þ and a v ðÞ of Eq. (B·5) instead of R of Eq. (6), A and aðÞ of Eq. (4), MUSIC results can similarly be calculated using Eq. (9).
B.1. Calculation of Virtual Arrays' Output
Output of the virtual arrays, P v m ð f Þ, can be calculated by interpolating (resampling) the output of the physical array [25] . Krolik and Swingler in [28] proposed an optimum linear shift-variant resampling filter for calculating P with bM=2c is the largest integer smaller than or equal to M=2.
