The goal of link prediction is to estimate the possibility of future links among nodes using known network information and the attributes of the nodes. According to the time-varying characteristics and the node's mobility of opportunistic networks, this paper proposes a novel link prediction method based on the Bayesian recurrent neural network (BRNN-LP) framework. The time series data of a dynamic opportunistic networks is sliced into snapshots in which there exist the correlation information and spatial location information. A vector of a snapshot is constructed based on such information, which represents the link information. Then, the vectors of multiple network snapshots constitute a spatiotemporal vector sequence. Benefiting from the BRNN's ability of extracting the features of time series data, the correlation between spatiotemporal vector sequence and node connection states is learned, and the law of the link evolution is captured to predict future links. The results on the MIT Reality dataset show that compared with methods such as the similarity-based indices, the support vector classifier, linear discriminant analysis and recurrent neural network, the proposed prediction method is more accurate and stable.
I. INTRODUCTION
Opportunistic network (ON) [1] is an ad hoc network based on Mobile Ad Hoc Networks (MANETs) and Delay Tolerant Networks (DTNs). ON utilizes node mobility and the ''storecarry-forward'' routing pattern to realize network communications, and the network topology changes over time [2] . Figure 1 shows the process of sending messages from the source node S to the destination node D. The network topology of ON changes constantly. ON does not require the full connectivity of the network and is more suitable for the actual requirements of a self-organizing network, which can meet the needs of network communications under bad conditions [3] . ON is one of the hot fields in network, and it is widely applied in many fields such as Location-based Service [4] , Media Services [5] , Mobile Data Offloading [6] , and Intelligent Traffic [7] and so on.
Among the various aspects, the opportunistic forwarding mechanism is the first and foremost issue in ON field. Link prediction can dig out the potential relationships between The associate editor coordinating the review of this manuscript and approving it for publication was Bilal Alatas . nodes by analysing the known link information, which is helpful to obtain the evolutional law of the network structure [9] , and provide decisions for ON routing and forwarding, so as to provide better services for the upper-layer application.
According to the time-varying characteristics and the nodes' mobility of ON, a link prediction method based on a Bayesian recurrent neural network (BRNN) [11] , [12] is proposed.
This paper makes two research contributions. Firstly, it proposes a representation method for the link information in ON. We construct a vector to represent the link information, which includes the correlation information and the spatial location information of node pairs. Secondly, this paper puts forward a deep learning model, BRRN-LP, to predict the links of ON. It converts prediction problems into classification problems, and a better result of link prediction is achieved by the proposed model.
The rest of the paper is organized as follows. Section 2 analyses the related work. Section 3 describes the problem of link prediction. Section 4 explains the representation methods for link information. Section 5 introduces the construction of the BRRN-LP model. The experiments and analyses are described in Section 6. The last part is the conclusion.
II. RELATED WORK
The link prediction methods for ON can be grouped into the following categories: link prediction methods based on similarity indices, probabilistic models, machine learning and time series.
A. SIMILARITY INDICES-BASED PREDICTION METHODS
Similarity indices-based prediction methods predict links by constructing similarity indices which are used to describe the similarity between nodes. The similarity between nodes is characterized by attribute similarity and structure similarity. Usually, structure similarity is employed to predict links, because the attributes of node are difficult to obtain and not accurate. Researchers have proposed around 30 traditional algorithms [13] that are based on different network structures. The structure similarity indices-based prediction is further categorized as local, global, and quasi-local methods [14] .
Local similarity methods use local information of an edge to calculate the similarity matrix, such as the degree of a node, common neighbour (CN) [15] , etc. The CN similarity index considers the impact of a one-hop neighbour on the node pairs, and assumes that the more common neighbours are, the more possibility of connection between nodes is, and thus deriving a series of new similarity index, such as Salton, Jaccard, preferential attachment (PA) [16] , and Adamic-Adar (AA) [17] . Shang et al. [18] points out that the performance of these algorithms on highly sparse or treelike networks is poor, and proposes heterogeneity index, homogeneity index and heterogeneity adaption index for their heterogeneity.
Global similarity method uses total information on network to calculate the similarity matrix between nodes. Katz [19] takes into account all paths and distributes different weights to paths with different lengths. The similarity indices based on random walks uses the node random walk to establish the probability transfer matrix, so as to obtain the probability from one node going to another node, thus obtaining the probability that the node pairs establish a connection.
Quasi-Local similarity Methods do not require global topological information but use more information than local index. The local path (LP) [20] takes into account the contributions of path information of third-order neighbour. In [21] , SimRank is defined in a self-consistent way, according to the assumption that two nodes are similar if they are connected to similar nodes.
A successful similarity indices-based prediction method depends upon the exact representation of the network's structural features. This method can be effective for networks with static topology or topology changing slowly, but it has a poor predictive effect on ON with sparse and topological changes because it cannot depict the changes of ON [22] .
B. PROBABILISTIC MODEL-BASED PREDICTION METHODS
Probabilistic model-based prediction methods constructs a probabilistic model that can describe the network structure and the relational features primarily by optimizing of the parameter. Wang et al. [23] design a local probability model with two-hop neighbours, which utilize Markov random field and undirected graphs to solve the link prediction problem in large graphs. Das and Das [24] considered the impacts of finegrained and coarse-grained time on links, and established a Markov prediction model based on time-varying graphs of social networks, which can better predict the connection of the node pairs in a dynamic network. Shalforoushan and Jalali [25] use a bayesian network to learn the relationships between variables, and propose friend recommendation method based on Bayesian network for a social network.
Probabilistic model-based prediction methods describe the entire network (including the node attribute information and network structural information), which allows the method to obtain more accurate prediction result. However, this method is computationally complex. The model parameters need to be adjusted according to the requirements of different networks, causing poor applicability.
C. MACHINE LEARNING AND TIME SERIES-BASED PREDICTION METHODS
Machine learning based prediction methods predict links by learning the more essential features of the network. Link information is the input of the machine learning model. Output is 0 or 1, where 0 means that the node pairs are not connected, and 1 means that the node pairs are connected. The commonly used supervision classification algorithms, such as the support vector machine (SVM), kernel regression [26] , decision tree and linear discriminant analysis (LDA) [27] , can solve link prediction problems, and the SVM is better than the most classification algorithms on the link prediction for Sina Weibo [28] . Yang et al. [29] propose a link prediction method based on clustering and decision trees. After clustering two types of objects, the method constructs decision trees to solve the link prediction problem of heterogeneous networks.
With further studies on link prediction for ON, scholars have paid more attention to the regulation of network changes, and predict links using time series. There are usually three steps. First, the similarity indices is chosen. Second, the time series method is employed to analyse the law of the similarity indices changes. Finally, the predicted scores of the future connections of the node pairs is obtained [30] . Güneş et al. [31] used time series prediction models to weight different similarity indices (such as the CN, PA, AA, and Jaccard), which showed that the traditional similarity indices are suitable for link prediction in dynamic networks. Wang et al. [32] proposed a time series link prediction method based on evolution. In this method, the tensor decomposition is used to find the time factor in the network, and the time factor is analysed using time series to obtain the time factor value of the next time. This allows the network structure of the next time slice to be obtained and the link prediction problem to be solved. Ozcan et al. proposed NARX neural networks [33] and Multivariate Time Series Link Prediction method [34] to solve the link prediction problem in heterogeneous dynamic networks. K-K Shang et al. proposed the concepts of current or history network and the future network to analyse the link evolution, then proposed the new link prediction metric and algorithms for evolving networks, and they found that the direct link algorithm performs better than the indirect link algorithm for a range of time-varying networks [35] . Furthermore, they found that geographical location and link weight both have significant influence on the transport network [36] .
For a dynamic ON with more sparse connections, it is necessary for time series analysis by deep learning method. Using convolutional neural networks (CNNs), [37] extracted ON's structural features from the evolutionary process of the state diagram, and predicted the links between multiple nodes. Considering the historical connection information, [38] constructed a sequence vector, and extracted the features of the changes of the historical information using a recurrent neural network (RNN). Then, link prediction is performed.
In this paper, we turn link prediction problems into classification problems. We construct a vector to represent the link information, which includes the correlation information and the spatial location information of node pairs. We also construct the spatiotemporal vector sequence to represent historical link information. We propose a link prediction method based on the Bayesian recurrent neural network model (BRNN-LP) to extract the spatiotemporal features from the evolutionary process of ON. The method achieves a better link prediction.
III. PROBLEM DESCRIPTION
The topology of ON changes over time. The network topology is divided into several continuous network snapshots. As shown in Figure 2 , the network snapshot set is G =
, G t represents the network snapshot at t − th moment, and V t and E t respectively represent the sets of nodes and edges in the network snapshot at t − th moment. The link prediction in ON is to predict connection state in the (t + 1) − th network snapshot according to the historical link information of the node pairs in the previous t network snapshots [38] .
IV. LINK INFORMATION REPRESENTATION
The ON dataset are stored in chronological order. Firstly, ON is sliced into several continuous network snapshots. Then the correlation information and location information within each slice is defined using the contact information and spatial information respectively. Finally, we construct the vector with correlation information and location information to represent the link information.
A. DATA CONVERSION This paper employs the time series analysis method to segment the continuous data in the data set and divide ON into several continuous network snapshots. Figure 3 shows the connection information of the node pairs (A, B) in a single network snapshot [T S , T N ]. T denotes the time slice length. T S and T N represent the moments when the time slice begin and end, respectively. T 1S and T 2S represent the moments when the node pairs connect during the time slice. T 1N and T 2N represent the moments when the node pairs disconnect during the time slice. t con 1 and t con 2 represent the duration of connection between two nodes. If the time slice length T is too large or too small, the information may be blurry or insufficient. Thus, the link prediction results will be affected according to their different values. Later, we determine the value of T by experiments.
B. INFORMATION REPRESENTATION
The generation of links depends on the encounter chance that is determined by two factors: the location and the reason for encounter. The location factors are influenced by the habits of the nodes' movement. The reason for the encounter seems to be random, but it is more likely that there is some correlation between the nodes. Thus, this paper represents the link information with respect to the correlation information and spatial location information.
1) REPRESENTATION OF THE CORRELATION INFORMATION
In ON, there are often potential correlations between nodes, such as social relationships among people in social networks and race relationships among animals in animal tracking networks. However, reliable data are often difficult to obtain. The contact information of nodes can reflect their correlation. The contact information includes the frequency and duration of the connection [39] . The bigger the frequency and duration of connections are, the stronger the correlation between the nodes is. We believe that the correlation of the nodes is proportional to the frequency and duration of connections. Thus, we define the correlation of the node pairs at t − th time slice as w t , as shown in (1).
where T denotes the time slice length, L denotes the number of links that are generated by node pairs, t con i denotes the duration corresponding to the i − th connection, and L/T denotes the connection frequency of the node pairs within the time slice. The more connections that exist in a time slice, the bigger the connection frequency is. The exponential function e t con i represents that the duration impacts on correlation.
When w t is 0, there is no connection between nodes in the time slice.
2) REPRESENTATION OF THE SPATIAL LOCATION INFORMATION
The spatial location information of the node pairs is the location information when the nodes meet. This paper marks the location of the node pairs using the communication area. If two nodes are in the same communication area within a certain period of time, it is more likely that two nodes will connect [40] . M is the set of whole communication area marks to indicate the locations where the link was generated in the network, where M = {x|x ∈ Z +}. The spatial location information metric of the node pairs at t − th time slice is the location p t , as shown in (2).
where m denotes the subset of M to indicate the locations where the link was generated in the time slice, j is the element in the m. If the j is repeated, it is only calculated once. If the p t value is 0, there is no connection between nodes in the time slice.
3) REPRESENTATION OF THE LINK INFORMATION
Comprehensively considering the correlation information and location information, we construct a vector V t to represent link information at t − th time slice, as shown in (3). 
V. THE CONSTRUCTION OF PREDICTION MODEL
To learn the deep relationship between the node connection states and link information, BRNN is employed to capture the spatiotemporal features of the connections between nodes in ON. The trained link prediction model can predict the connection states of the node pairs at the next moment. We construct the spatiotemporal vector sequence, which consists of vectors in several time slices, and take it as the input of the link prediction model BRNN-LP. The output of the model is the connection states of the node pairs at the next moment. The BRNN-LP model is constructed with the following sections: network structure, hyper-parameter setting, and training optimization algorithm.
A. INPUT AND OUTPUT OF THE MODEL
We construct the spatiotemporal vector sequence and take it as the input of the BRNN-LP model. The spatiotemporal vector sequence consists of vectors of several time slices, where the length of the spatiotemporal vector sequence is the prediction window size. The vector sequence is defined in (4) .
In order to reduce computational complexity, we don't use all historical link information. It is commonly assumed that the present connection state is only related to link information of previous n time slices. Selecting an appropriate input sequence length is helpful for feature extraction and link prediction. We determine the optimal value of the length of the vector sequence by experiments.
Assuming that the length of the space-time vector sequence is 3, construction process of the input sample set for BRNN-LP model is shown in Figure 4 .
We turn link prediction problems into classification problems. The input of the BRNN-LP is spatiotemporal vector sequence in a link prediction window. The model's output of the node pairs at the next moment is 0 or 1. 0 means that the node pairs are not connected, and 1 means that the node pairs are connected.
B. NETWORK STRUCTURE
Recurrent neural network (RNN) [41] are a kind of neural network, which can be used to analyse time series data. BRNN uses Bayesian method to express the uncertainty of neural network parameters. These parameters are treated as random variables. Furthermore, the posterior distribution of the parameters based on the given data can be inferred, so that the BRNN model does not need much data training which is suitable for solving classification problems with smaller and sparser samples. We use the model BRNN trained by vector sequence to extract potential features of the link information changes of the node pairs over time. The construction process of the BRNN for the link prediction classification task is shown in formulas (5), (6) and (7) .
where θ is the weight of the neural network f NN , which is the potential feature between nodes, π is the non-normalized log probability for predicting all classes, which indicates the connection probability of the node pairs, y is a category label indicating whether the node pairs generates a connection at the next moment. Cat denotes the classification distribution. When f NN is a recurrent neural network, the above process describes a BRNN. Long short-term memory (LSTM) improves the traditional RNN through the ''gate'' limit mechanism, which can memorize useful information and solve the problem of gradient vanishing. The goal of Bayesian LSTM is to obtain the posterior distribution of weights, which reduces the training parameters and shortens the training time. The BRNN model is shown in Figure 5 [42] .
We use the current input, vector V i is taken as the input of BRNN for the next moment. Bayesian LSTM uses input gates to control the inflow of spatiotemporal features at the last moment and updates the implicit spatiotemporal features of the previous moment using the forget gate. The implicit spatiotemporal features are obtained from the output gate. The input of Bayesian LSTM is the vector sequence, and the output layer is a classifier using a Logistic Regression, the result of which is whether the node pairs' is connected or not.
C. HYPER-PARAMETER SETTING
We adjust the hyper-parameters of the model when training the deep learning model. Due to there is no good theoretical support, it is often difficult to determine the optimal hyper-parameters. The construction of the BRNN in this paper involves the following hyper-parameters: the activation function of the hidden layer, the initialization weight and the length of the input sequence.
1) THE ACTIVATION FUNCTION OF THE HIDDEN LAYER
The performance of the BRNN-LP model is affected by the activation function. To ensure successful training of the deep network structures, one must select a reasonable activation function. For example, the sigmoid function has double-end saturation characteristics, which makes it subject to the ''vanishing gradient'' problem when training deep networks, and the convergence rate of the model becomes very slow. In view of this issue, the rectified linear unit (ReLU) was proposed by some scholars. The ReLU is a linear activation function with the characteristics of simple calculations, high efficiency, and no gradient saturation. Therefore, we use the ReLU activation function to accelerate network training.
2) THE INITIALIZATION WEIGHT
Too bigger or too small initial weights in the RNN may lead to gradient exploding or gradient vanishing in back propagation. The BRNN learns the distribution of weights from the training samples using Bayesian backpropagation, which avoids the gradient vanishing and gradient exploding problems. Thus, the initial weight values are generated by randomly sampling.
3) THE LENGTH OF THE INPUT SEQUENCE
The input of the BRNN-LP model is a spatiotemporal vector sequence Seq, and the length of sequence is n which indicates the link information of the n network snapshots. We use Seq to predict the connection status of the node pairs in the (n + 1) − th network snapshot. If the length of the input sequence is too long, it will make the BRNN-LP model have too many features at one input, leading to increasing the difficulty of model training. If the length of the input sequence is too short, the BRNN-LP model cannot learn feature of link evolution. In this paper, an appropriate length of the input sequence is determined contrast experiments.
D. OPTIMIZATION ALGORITHM FOR TRAINING
This paper chooses Bayes by backpropagation (BBB) to learn the weights of the BRNN. BBB is a variational inference scheme for learning the posterior distribution of the weights θ of neural networks. The posterior distribution generally follows the Gaussian distribution with a mean of µ and a standard deviation of σ , and it is denoted as N(θ |µ, σ 2 ). p(y|θ, Seq) is the log-likelihood of the model. Then we train the network by minimizing the variational free energy which is shown in (8) .
where p(θ ) is the prior probability of the weight. The variational free energy minimization is equivalent to the log likelihood p(y|θ, Seq) maximization. Equation (8) can be converted to equation (9) .
In the case of a zero θ , the KL term can be seen as a form of weight decay on the mean parameters, where the rate of weight decay is automatically tuned by the standard deviation parameters of the prior and posterior [12] .
VI. EXPERIMENTS AND ANALYSIS
We select the MIT Reality dataset for the experiments. Different comparison experiments are designed to verify the effectiveness of the proposed link prediction method. The evaluation indices are AUC, Accuracy and Precision.
A. EXPERIMENTAL DATASET
The parameters of the MIT Reality dataset are shown in Table 1 .
The MIT Reality dataset records the communications of Bluetooth cell phones that are carried by 97 MIT experimenters over 246 days. This dataset includes cell phone communication records and Bluetooth connection records. This dataset also has recorded the location information and activity information of the experimenters. The sampling period is 300s.
B. EVALUATION INDICES
In this paper, the area under the receiver operating characteristic curve (AUC), accuracy and precision are used to evaluate the effect of the BRNN-LP model.
1) EVALUATION INDICES OF AUC
The AUC evaluates the algorithm's performance according to the whole list. Then, at each time we randomly pick a missing link and a non-existent link to compare their scores. The AUC takes a test edge from the test set and a non-existent edge from the non-existing edge set [13] . T he AUC is defined as equation (10) .
where n is the number of times of independent comparisons, there are n times the missing link having a higher score and n" times they have the same score.
2) EVALUATION INDICES OF ACCURACY
Accuracy assesses whether the prediction results are accurate using the ratio of the number of correctly predicted linked and unlinked to the total number of predictions. The accuracy is defined as equation (11).
where TP is the number of correctly predicted links, TN is the number of correctly predicted disconnections, P is the total number of predicted links and N is the total number of predicted disconnections.
3) EVALUATION INDICES OF PRECISION
The Precision only focuses on the L links with the top ranks or the highest scores [13] . The precision is defined as equation (12) .
Here, m is the number of correctly predicted links. When L does not change, we can use a prediction method with comparatively better precision. Then, the larger m is, the more probable that a correct link can be found.
C. EXPERIMENTAL RESULTS AND ANALYSIS
This experiment is divided into two steps. The first step is to compare the results of BRNN with different parameters using the validation set and test set, and to choose the optimal parameters for BRNN. The second step is to compare BRNN with other link prediction methods, and to verify the validity of the proposed model by results. The proportion of the training set to the testing set for all experiments was 4:1.
1) PERFORMANCE OF THE BRNN-LP MODEL UNDER DIFFERENT PARAMETERS
The experiments in this section verify the influences of different parameters on our method. By experiments of different the number of training iterations, time slice length, and input sequence lengths for BRNN-LP, the optimal number of iterations, time slice length and sequence length can be determined.
a: THE EFFECT OF THE TRAINING ITERATIONS
The number of iterations will affect the generation of the model. Too many or too few iterations will lead to overfitting or under-fitting. Hence, we use different numbers of iterations of 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 in experiments to choose optimum number of iterations. The loss value and accuracy curve of the objective function are shown in Figure 6 and Figure 7 . Figure 6 and figure 7 show that the connection of MIT data set is relatively sparse, the accuracy at the beginning is relatively high. When the number of iterations is less than 10, the loss value of the BRNN-LP model is reduced dramatically, and the accuracy is increased slowly. When the number of iterations increased from 10 to 40, the loss value of the BRNN-LP model is gradually reduced, and the accuracy is increased slowly. This phenomenon indicates that the BRNN-LP model is under-fitting. When the number of iterations increased from 40 to 90, the loss value does not change much, and the change of accuracy is not obvious. When the number of iterations is more than 90, the loss value of the BRNN-LP model begins to fluctuate up and down slightly and its accuracy of the model is basically the same as the number of iterations at 40, which reflect that the BRNN-LP model is over-fitting. The analysis of the above experimental results show that the BRNN model has strong feature extraction ability and can obtain better results when the number of iterations is approximately 40. Considering the performance and training time of model, the optimal number of iterations of the BRNN-LP model is 40.
b: THE EFFECT OF THE TIME SLICE LENGTH
The length of the time slice has a great impact on the BRNN-LP model. We use different time slice lengths including 180s, 240s, 300s, 360s, 480s and 600s [38] , to obtain the most suitable time slice length for this model on the MIT dataset. Then, we randomly sample 30 times to assess the accuracy and precision of the prediction model for each time slice length. The results are shown in Figure 8 and Figure 9 , and the average values are shown in Table 2 .
It can be seen from TABLE 2 that when the slice length is 360s with 30 times random sampling, the average accuracy and average precision of the BRNN-LP model are the best, comparing to other slice lengths. When the time slice length is too short, the information in the slice will be less, and the model cannot further extract the features of the link information. When the slice length is too long, the information in the slice will be too much, and the model feature extraction ability will be affected. Therefore, 360s is employed as the time slice length in this paper.
c: THE EFFECT OF THE INPUT SEQUENCE LENGTH
From the selected time slice lengths, it can be seen that the amount of link information will affect the performance of the BRNN-LP model. If the length of the input sequence is too long, the amount of information and training complexity will increase, which will lead to model over-fitting. If the length of the input sequence is too short, the amount of information will be insufficient, which will lead to underfitting. This paper sets different input sequence lengths of 1, 2, 3, 4, 5 and 6. We randomly extract 30 samples to calculate the accuracy and precision of the prediction of the model under different sequence lengths. The results are shown in the Figures 10 and 11 . The average values are shown in Table 3 .
The experimental results show that the length of the input sequence has a certain impact on the model predictive performance. When the length of the input sequence is 2, its predictive performance is best, and the average prediction accuracy and precision are 99.45% and 99.79%, respectively, which represents the BRNN-LP model can better capture the hidden features of links. Thus, the optimal length of the input sequence of the BRNN-LP model is 2.
2) PERFORMANCE COMPARISON OF DIFFERENT PREDICTION METHODS
The experiments compare the performance of BRNN-LP with ones of other prediction models. Firstly, we compare the link prediction methods of the BRNN-LP model with the similarity indices (CN, AA, RA, PA, Katz and LP). Then, this model is compared with the link prediction model (LDA) [18] , and the link prediction model based on the support vector classifier (SVC). Finally, this model is compared with the link prediction model (RNN) [23] . 
a: COMPARISON WITH PREDICTION METHODS BASED ON SIMILARITY INDEX
On the condition that the slice length is 360s, the number of BRNN-LP iterations is 40, and the input sequence length is 2, we compare with similarity indices based link prediction methods. The samples are chosen from the test sample set, and the sample sizes are 50, 100, 150, 200, and 250. Five total rounds of tests are conducted. The AUC is used to evaluate the performance of the link prediction methods. The experimental results are shown in Figure 12 .
The experimental results show that the prediction effect of the similarity indices is affected by the number of test samples. Since the information that is obtained from the pathbased similarity indices is more comprehensive, the pathbased similarity indices (Katz and LP) perform better than the structure-based similarity indices (AA, RR and CN). Furthermore, the prediction performance of the above similarity indices is not stable. The performance of the proposed BRRN-LP model is comparatively stable and better than that of the above similarity indices.
b: COMPARISON WITH PREDICTION METHODS BASED ON MACHINE LEARNING
On the condition that the slice length is 360s, the number of BRNN-LP iterations is 40, and the input sequence length is 2, we compare with the machine learning based link prediction methods. All the experiments were conducted 30 times. The test samples are taken from the test set, and the number of samples is 200. AUC and precision are employed to comprehensively evaluate the performance of the link prediction methods. The experimental results are shown in Figure 13 and Figure 14 , respectively.
The experimental results show that the SVC-based method is not ideal because it cannot extract deep features of the links in ON. The LDA-based approach portray link information, and its performance is better than those of the SVC-based methods. However, it can be seen that the SVC and LDA are not as good as the RNN and BRNN prediction methods which consider the spatiotemporal features of ON. The AUC and precision for the RNN and BRNN-LP methods are all above 0.98. It can be seen From Figure 14 that the precision of the BRNN prediction method is 0.9972, which is better than the RNN. This results show that the proposed BRNN-LP model can better characterize the features of ON and then make more effective link predictions for ON.
The above experiments show that the precision, AUC, and accuracy of the proposed BRNN-LP model are better compared with link prediction methods based on similarity indices. In addition, compared with the machine learningbased link prediction models (SVC, LDA) and deep learning method RNN, the prediction performance of the BRNN-LP model is netter as well.
VII. CONCLUSION
This paper proposes a BRNN-LP method for ON. We construct a vector to represent the link information after considering the correlation information and the spatial location information of node pairs. Taking BRNN advantages of extracting the spatiotemporal features in the sparse network, a better prediction performance is achieved. In the MIT dataset, the experimental results show that the BRNN-LP model achieves better predictive precision and accuracy compared with existing methods of link prediction including the CN, AA, RA, LP, Katz, SVC, LDA, and RNN.
The method proposed in this paper is to predict link for single node pair. We will further study the link prediction method of multi-node pairs in the future.
