Abstract. In this paper we study multiobjective optimization problems with equilibrium constraints (MOECs) described by generalized equations in the form
Introduction
This paper is devoted to the study of necessary optimality conditions of an important class of constrained optimization problems called multiobjective optimization with equilibrium constraints (MOECs) , which extend various other classes of optimization-related problems well recognized in optimization theory and applications. When there is only one objective, MOECs reduce to the so-called mathematical programs with equilibrium constraints (MPECs) , which cover a variety of models particularly arising in applications to problems of operations research, engineering, economics, etc. The reader can find more information in the books from Refs. 1-7 and the bibliographies therein. are extended-real-valued functions, n is a subset of X x Y, and S: X =t Y is a set-valued mapping describing the so-called equilibrium constraints. The "minimization" in ( 1) is understood in some multiobjective/vector sense; see below.
The main difference of the MOEC problem (1) from standard mathematical programs and their vector optimization counterparts consists of the presence of the "equilibrium constraint" mappingS(-), which usually describes moving/parameterized sets of optimal and/or equilibrium solutions to parametric problems on the lower hierarchical level. In particular, S(x) in (1) can be sets of optimal solutions and/or KKT (Karush-Kuhn-Tucker) vectors for lower level parametric mathematical programs (which relates to the so-called bilevel programming, or complementarity problems, or variational (hemivariational, quasivariational) inequalities, etc.; see more examples and discussions in the books cited above.
It has been well recognized, starting with the seminal work by Robinson (Ref. 8) , that solution sets to the afore-mentioned classes of optimization-related problems, as well as to other models arising in both the theory and applications, can be conveniently described by the so-called parameterized generalized equations in the form 0 E g(x, y) + Q(y) (2) with the decision variable y E Y and the parameter x E X, where g: X x Y -) W is a single-valued mapping while Q: Y =t W is a set-valued one. In particular, the generalized equation (2) reduces to the parametric variational inequality (VI) find y E 3 with (g(x,y),u-y) ~ 0 for all u E 3 C Y (3) when Q(y) = N(y; 3) is the normal cone mapping to a convex set. The classical parametric complementarity problem corresponds to (2) when 3 is the nonnegative orthant in mn. It is well known that the latter model covers sets of optimal solutions with the associated Lagrange multipliers or sets of KKT vectors satisfying first-order necessary optimality conditions in parametric problems of nonlinear programming with smooth data.
A characteristic feature of equilibrium constraints (2) and even simple MPECs associated with them is their intrinsic nonsmoothness, which usually requires the usage of certain tools of generalized differentiation. The reader can find more results and discussions in the above references dealing with various classes of MPECs. We particularly mention the developments in Refs. 9-15 among other publications, where optimality conditions are derived via coderivatives of set-valued mappings introduced by the third author; see his books (Refs. 7, 16) with more discussions and references therein.
Quite recently, results in this vein have been extended to some problems of multiobjective optimization with several types of equilibrium constraints (2) and preference relations defining vector optimality; see Refs. 7, [17] [18] [19] . It happens that MOECs are closely connected to a kind of equilibrium problems with equilibrium constraints (EPECs) with Pareto-like preferences on the upper level of hierarchy; see more discussions in Refs. 7, 18-20. Observe also relationships with vector variational inequalities studied, e.g., in Refs. 3, 6 .
Note the classical generalized equation model (2) , well investigated in optimization theory, does not cover nevertheless some classes of problems important in applications. Let us particularly mention the following two types of equilibrium constraints S(-) in (1):
• S(x) stand for sets of solutions to the so-called set-valued variational inequality (SVI) (called also "generalized variational inequalities"); see, e.g., Ref. 21 
Obviously SVI ( 4) reduces to the standard variational inequality in (3) when the mapping
• Consider the parametric problem of nonsmooth constrained optimization:
where cp: The main difference between (6) and the equilibrium constraints (2) considered before is that the subdifferential mapping 8ycp(x, y) is always set-valued unless cp is smooth. It is easy to show the SVI model (4) can also be written in the generalized form (2), where both mappings in the sum are set-valued.
The primary goal of the paper is to derive necessary optimality conditions in constrained problems of multiobjective optimization containing among their constraints equilibrium ones governed by generalized equations in the extended form 0 E G(x, y) + Q(x, y), (7) where both G: X x Y =t W and Q: X x Y =t W are set-valued mappings between Banach spaces. Following the terminology in Ref. 7 (which is used for convenience), we call G the base and Q the field of the generalized equation (7) . To our knowledge, equilibrium constraints involving set-valued base mappings G have never been considered explicitly in the literature, even for more special forms in finite-dimensional settings. As seen, they particularly cover models (4) and (6) important for both optimization theory and applications.
Observe one more feature that distinguishes (7) from (2): the field mapping Q in (7) depends not only on the decision variable y E Y but also on the parameter x E X. The latter model covers, in particular, the class of quasi variational inequalities often arising in applications to mechanics, economics, etc.; see more discussions and examples in Refs. 2, 6 . Note that various problems with equilibrium constraints (2) involving Q = Q(x, y) (i.e., those in (7) with single-valued base mappings G = g: X x Y ---* W) have been recently studied in Refs. 7, 16, 22; see also the bibliographies therein.
The general class of MOEC problems under consideration in this paper is formulated as follows (the "minimization" is understood in the multiobjective sense defined below):
where both G, Q: X x Y =t W are set-valued mappings. We also consider in more detail some important specifications of this general MOEC problem. Most of the results obtained seem to be new not only for (8) and its specifications in the general case of set-valued base mappings G but also when
The rest of this paper is organized as follows. Section 2 contains basic definitions and preliminaries from variational analysis and generalized differentiation broadly used in the paper. In Section 3 we establish necessary optimality conditions for general MOECs, while Sections 4-6 contain necessary conditions for their various specification including problems of multiobjective fractional programming, multiobjective optimization of set-valued variational inequalities, and certain problems related to bilevel programming. Finally, in Section 7 we illustrate the use of the obtained necessary optimality conditions by considering a numerical example from nondifferentiable bilevel programming.
Thoroughout the paper we employ the standard notation of variational analysis; cf. the books in Refs. 7 and 23. For a Banach space X, we denote its norm by 11·11 and consider the dual space X* equipped with the weak* topology w*, where (-, ·) stands for the canonical pairing between X and X*. Given a set-valued mapping F: X =t X*, recall that 
Basic Tools of Variational Analysis
In this section we overview some basic tools of variational analysis widely used in formulations and proofs of the main result of the paper. We follow the recent books by Mordukhovich (Refs. 7, 16) , where the reader can find more details, discussions, and references. We also refer the reader to the now classical (finite-dimensional) book by Rockafellar Let 0 c X be a subset of an Asplund space that is locally closed around x E 0. Then the (basic, limiting) normal cone to n at x is defined by N(x;n) := LimsupN(x;n) (9) x--..x via the sequential Painleve-Kuratowski outer limit of the so-called Frechet normal cone
with N(x; n) := 0 if x rf. n. Note that, in contrast to (10), our basic normal cone (9) is often nonconvex enjoying nevertheless full calculus, which is mainly based on the extremal principle; see Ref. 16 for the detailed study and more discussions. Dealing primarily in this paper with set-valued mappings F: X =t Y of closed graphs
between Asplund spaces, we use the following construction of the (basic, normal) coderiva-
which is a positively homogeneous mapping of y*; we omit fi = f(x) in (11) Observe also the useful representation of the coderivative (13) provided that cp is continuous around x.
One of the most important ingredients of variational analysis in infinite-dimensional spaces, in contrast to its finite-dimensional counterpart, is the necessity to impose some "normal compactness" properties, which particularly allow us to perform limiting procedures of deriving nontrivial calculus rules and optimality conditions and which are automatic in finite dimensions. In this paper we employ the following property for locally closed sets comprehensively studied in Ref. 16 . We say that n c X is sequentially normally compact (SNC) at X En if for any sequence Xk En and xt:
Besides finite dimensions, this property automatically holds for sets that are compactly epiLipschitzian (CEL) around x in the sense of Borwein and Str6jwas (Ref. 27) . In general, the implication (CEL)==>(SNC) may be strict even for convex subcones of Asplund spaces; see Ref. 28 for a detailed study of relationships between SNC and CEL properties. It is important to emphasize that the SNC and related properties of sets and its modifications for mappings enjoy full calculus (in the sense of comprehensive rules for their preservation under various operations performed with sets and mappings), which is mainly based on the extremal principle in variational analysis; see Ref. 16 .
We now present the basic version of the (exact) extremal principle for finitely many sets used in this paper; see Chapter 2 of Ref. 16 . Given closed subsets 01. ... , On (n;:::: 2) ofthe space X, we say that a point x E nf=l Oi is locally extremal for the set system { 01, ... , rln} if there exist a neighborhood U of x and sequences {aik} C X, i = 1, ... ,n, such that 
xi+ ...
The extremal principle can be viewed as a variational counterpart of the convex separation theorem for finitely many sets in nonconvex settings. In fact it plays a fundamental role in variational analysis similar to that played by convex separation and equivalent results in convex analysis as well as in its outgrowths and applications; see the books in Refs. 7 and 16, which fully revolve around the extremal principle and its modifications. In this paper we develop new applications of the extremal principle to the general MOECs formulated above and their important specifications.
Necessary Optimality Conditions for General MOECs
In this section we study the general class of multiobjective optimization problems (8) with equilibrium constraints governed by generalized equations in the extended form (7), where the multiobjective/vector optimization is understood in the following sense. In what follows we study local(!, e)-optimal solutions, in the sense of Definition 3.1, to various constrained multiobjective optimization problems containing particularly the equilibrium constraints described above and their remarkable specifications. To derive necessary optimality conditions for the general MOEC problem (8) in the next theorem, we develop the approach from Ref. 7 reducing the reference local optimal solution for the MOEC problem under consideration to a local extremal point of a set system constructed upon the initial data of problem (8) and then employing the extremal principle for finitely many sets formulated in Section 2.
This approach was realized in Ref. 7 for single-valued base mappings G = g: X x Y ~ W in the equilibrium constraint of (8) by reducing it to the geometric constraint defined by the closed set
and by applying then calculus rules to present the obtained results via the initial data g and Q of the corresponding MOEC. However, the implementation of this approach in the case of MOEC (8) with set-valued base mappings G requires imposing the inner semicontinuity assumption on the solution map
to the extended generalized equation (7), which is automatic for single-valued bases while seems to be significantly restrictive in the set-valued case of our main interest in this paper, even in finite-dimensional settings. To avoid this limitation, we modify the approach from Ref. 7 and deal now with the graphical sets gph G and gph Q as with two separate members of the new extremal set system.
Our first result establishes in this way necessary optimality conditions for the general MOEC problem (8) without imposing any constraint qualification. ( 19) Proof. Consider the product space mm+r X X X y X z X w endowed with the standard sum norm and construct the following subsets of this space: (20) where a := (a1, ... , am+r) E JRm+r. It is easy to see that all these sets are locally closed around the point (0, x, y, z, w). Furthermore, the space mm+r X X X y X z X w is Asplund as the product of Asplund spaces; see Ref. 25. Let us show that the point (0, x, y, z, w) is locally extremal to the systems of locally closed sets defined in (20) . It is easy to see that this point belongs to each of the sets in (20) . To check the local extremality, we need to justify condition (14) along some sequences aik ---+ 0 as k---+ oo. Indeed, by the local (!,e)-optimality of the point (x, y) to the MOEC problem (8) , there exist a neighborhood U of (x, jj) and a sequence {zk} C Z with llzkjj ---+ 0 as k ---+ oo satisfying the relationships f(x,y)-f(x,y)rj.e-zk forall (x,y)E3nU forall kEJN, (21) where 3 stands for the set of feasible solutions to (8) . To justify the extremal property (14) of the set system {no,fh, ... ,nm+r.na,nq,no}, it suffices to show that • (x, y) satisfies the equilibrium constraint in MOEC (8), since
• (x,y) satisfies the geometric constraint in MOEC (8), since (a,x,y,z,w) E no.
This shows that the pair (x, y) is a feasible solution to the MOEC problem under consideration, i.e., (x, y) E 3. Furthermore, we also have from (22) that
which contradicts the local (!,e)-optimality of (x, y) to (8) and so justifies the extremal property (14) of sets (20) at the point (0, x, jj, z, w).
Thus we can apply to sets (20) (27) It is obvious that the last equality implies the nontriviality condition (17) of the theorem.
To derive the necessary optimality conditions (18) from the above relationships, we exploit the structures of the sets in (20) together with the definitions of coderivatives and subgradients given in Section 2 and the product formula for computing basic normals:
In this way we get the following:
• (23) implies (x*,y*) ED* f(x, Y)(z*);
• (24) and (25) and xi = Yi = Ai = 0 for this i, which completes the proof of the theorem.
The next theorem provides an improvement of necessary optimality conditions of Theorem 3.2 under additional assumptions. To establish this theorem, we need to recall the notion of the mixed coderivative for a set-valued mapping F: X =t Y between Banach (in fact Asplund) spaces at (x, y) E gph F defined as follows:
Comparing this construction with that (11) for the normal coderivative and taking into account definitions (9) and (10) 
where the equality holds if Y is finite-dimensional. In fact, the equality holds in (28) in broad classes of mappings with infinite-dimensional images; the latter property is postulated in Ref. 16 as strong coderivative normality of the mapping F at the point (x, y). We refer the reader to Proposition 4.9 in Ref. 16 , which summarizes major classes of single-valued and set-valued mappings that are strongly coderivatively normal and presents also some calculus rules for this important property.
A significant advantage of the mixed coderivative is that
provided that F enjoys a certain robust Lipschitzian behavior around the points in question.
Namely, (29) always holds if a locally closed-graph mapping F: X =t Y is Lipschitz-like
around (x, y) with modulus£ 2: 0, i.e., there are neighborhoods U of x and V of y such that (32) ask~ oo, where the sequences of dual elements are uniformly bounded. Since they belong to duals to Asplund spaces, we may assume without loss of generality (!'lee Ref. 25 ) that all of them weak* sequentially converge to the corresponding limiting elements, which thus satisfy the necessary optimality conditions of Theorem 3.2. Let us justify the enhanced nontriviality condition (31) under the additional assumptions made above.
Arguing by contradiction, suppose that (.AI, ... , Am+r 1 z*, w*) = 0.
Then z 0 k ~ 0 with z 0 k E N(znki (z + 8)) due to the structure of the set On in (20) .
Since e is SNC at 0, we have (19) and such that m m+r ,y) ; n). 
+D*G(x,y,w)(w*) + D*Q(x,y, -w)(w*) + N((x

MOECs with Finitely Many Objectives
In this section we establish certain versions of necessary optimality conditions from Section 3 for the case of MOECs with finitely many objectives and derive their specifications for general problems of multiobjective fractional programming with equilibrium constraints.
Given /j : X x Y --) lR as j = 1, ... , n, consider the following multiobjective problem:
where the vector "minimization" is understood in the sense of Definition 3.1 with 8 = Rr;._ (i.e., in the sense of (weak) Pareto) and where the other data are the same as in the generai constraint MOEC problem (8) .
The next result presents major necessary optimality conditions for (34), which are in the line of Theorem 3.3. Observe, however, that the assumptions of the following theorem are less restrictive in comparison with Theorem 3.3 due to the nature of the objective mapping fin (34), where the component functions fi can be assumed to be merely lower semicontinuous (vs. full continuity in Theorem 3.3) around the local minimizer. Furthermore, some conclusions of this theorem are stronger than those of Theorem 3.3; see the discussion and example presented after the proof of the theorem. at (x,y,zj), (x,y,O), (x,y,w), (x,y,-w), and (x,y) , respectively. 
while ni, no, and nq are the same as in (20) . It is easy to check that for all j = 1, ... , n. Thus we arrive at all the conclusions of the theorem similarly to the afore-mentioned proofs in Section 3.
!:::.
Observe that, even for continuous (but not-Lipschitzian) functions fi, the conclusion Next we consider the multiobjective fractional program with equilibrium constraints formulated as follows: and thus complete the proof of the theorem.
6.
The results obtained in Theorem 4.2 related to those from Ref. 30 , where the authors consider nonsmooth multiobjective fractional programs in finite dimensions with Lipschitzian data and no equilibrium constraints and use Clarke's generalized gradients to formulate necessary (sub )optimality conditions. Note that most of the work on optimality conditions in fractional programming has been carried out under certain assumptions involving convexity and/or invexity; see Ref. 30 and the bibliography therein.
Multiobjective Optimization of Set-Valued Variational Inequalities
In this section we consider multiobjective optimization problems with equilibrium constraints described by set-valued variational inequalities of type (4); see Section 1 for more discussions. The main problem under consideration in this section is formulated as follows:
where G: X x Y =t Y* and 3 C Y while f, <pi, and n are the same as in the general MOEC problem (8) . Recall that we understand the multiobjective "minimization" in (38) in the sense of the generalized order (f, G)-optimality from Definition 3.1.
It is easy to observe that problem (38) can be treated as a particular case of (8) with the set-valued base G: X x Y =t Y* and the field Q in the extended generalized equation (7) defined as the normal cone of convex analysis to the set 3 C Y, i.e., as (19) and the enhanced nontriviality 
Problems of Bilevel Programming
In this section we study various problems related to bilevel programming and derive results providing necessary optimality conditions for them based on the above approach and development. Let us first consider the following problem of parametric optimization involving the decision variable y (under minimization) with the parameter variable x:
where cp: X x Y ~ lR is the cost function and S: X .::::::1 Y is the moving (parameterdependent) feasible solution set that may be given in more specific forms using, e.g., equality and inequality constraints; see below for the further consideration.
Problem (39) can be viewed as the lower-level problem of hierarchical optimization, with the parameterized set S(x) of optimal solutions to (39). Then considering problem (1) formulated in Section 1 in the case of S(-) given as the optimal solution map to (39) with a scalar cost function J, we get an upper-level problem of bilevel programming. The multiobjective version of (1) discussed in Section 1 from the viewpoint of vector optimization can be treated in this case as a multiobjective bilevel program.
On the other hand, for any fixed x, a first-order necessary condition for optimal solutions to (39) is given via our basic normals and (partial) subgradients from Section 2 as
under natural assumptions on the initial data, e.g., when cp is locally Lipschitzian in y, S(x) is closed, and Y is Asplund; see Proposition 5.3 in Ref. 7 . Condition ( 40) is known to be also sufficient for optimality under certain convexity-type and qualification requirements. In general, it is conventional (see. e.g., Ref. 4) to replace the lower-level problem (39) by the generalized equation (40) written in the extended form (7), with both base and field mappings being set-valued whenever the cost function cp is nonsmooth in y. Thus upper level problems of (multiobjective) bilevel programming reduce to the basic MOEC problem (8) In the final section of the paper, we illustrate the scheme of applications of the results obtained by the example from nondifferentiable bilevel programming, which reduces to the MOEC problem (8) governed by the extended generalized equations (7). Thus such points (x, 0) do not satisfy the conclusions of Theorem 3.2 and hence cannot be optimal to the problem under consideration. Summarizing, we conclude that the pair (0, 0) is the only point satisfying the necessary optimality conditions of the theorem. In fact, this point is the unique optimal solution to the above bilevel program.
