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a  b  s  t  r  a  c  t
Recent  international  efforts  have  brought  renewed  emphasis  on  the  comparison  of  different  agricultural
systems  models.  Thus  far,  analysis  of  model-ensemble  simulated  results  has  not  clearly  differentiated
between  ensemble  prediction  uncertainties  due  to  model  structural  differences  per  se  and  those  due
to parameter  value  uncertainties.  Additionally,  despite  increasing  use  of  Bayesian  parameter  estimation
approaches  with  ﬁeld-scale  crop  models,  inadequate  attention  has  been  given  to  the  full posterior  distri-
butions  for  estimated  parameters.  The  objectives  of  this  study  were  to quantify  the impact  of parameter
value  uncertainty  on  prediction  uncertainty  for modeling  spring  wheat  phenology  using  Bayesian  analysis
and  to  assess  the relative  contributions  of model-structure-driven  and  parameter-value-driven  uncer-
tainty to  overall  prediction  uncertainty.  This  study  used  a random  walk  Metropolis  algorithm  to  estimate
parameters  for 30 spring  wheat  genotypes  using  nine  phenology  models  based  on  multi-location  trial
data  for days  to heading  and days  to  maturity.  Across  all cases,  parameter-driven  uncertainty  accounted
for  between  19  and 52%  of predictive  uncertainty,  while  model-structure-driven  uncertainty  accounted
for between  12  and 64%.  This  study  demonstrated  the  importance  of  quantifying  both  model-structure-
and  parameter-value-driven  uncertainty  when  assessing  overall  prediction  uncertainty  in  modeling
spring  wheat  phenology.  More  generally,  Bayesian  parameter  estimation  provided  a  useful framework
for quantifying  and analyzing  sources  of  prediction  uncertainty.
© 2016  The  Author(s).  Published  by Elsevier  B.V.  This  is an  open  access  article  under  the CC. Introduction
Recent international efforts, such as the Agricultural Model
ntercomparison and Improvement Project (AgMIP; http://www.
gmip.org; Rosenzweig et al., 2013) and Modelling European Agri-
ulture with Climate Change for Food Security (MACSUR; http://
ww.macsur.eu), have brought renewed emphasis on the com-
arison of different agricultural systems models. In particular, the
gMIP wheat modeling team has produced a number of recent
ublications documenting the utility of multi-model ensembles
s a means of improving climate impact assessments for wheatPlease cite this article in press as: Alderman, P.D., Stanﬁll, B., Quantifyin
wheat phenology prediction with Bayesian analysis. Eur. J. Agron. (20
Alderman et al., 2013; Asseng et al., 2013, 2015; Martre et al.,
015). As with previous efforts (e.g. Jamieson et al., 1998; Porter
t al., 1993), these recent model comparisons have strongly focused
∗ Corresponding author at: Department of Plant and Soil Sciences, 371 Agricultural
all, Stillwater, OK, USA.
E-mail address: phillip.alderman@okstate.edu (P.D. Alderman).
ttp://dx.doi.org/10.1016/j.eja.2016.09.016
161-0301/© 2016 The Author(s). Published by Elsevier B.V. This is an open access articl
.0/).BY-NC-ND  license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
on model structure. Nevertheless, the analysis of simulated results
of model ensembles has not yet been able to differentiate prediction
uncertainties in simulations due to differences in model structure
per se and those due to parameter value uncertainty, despite spe-
ciﬁc simulation protocols (Asseng et al., 2013; Martre et al., 2015).
Furthermore, even if a model’s structure is perfectly speciﬁed (i.e.
it is the correct model), it is not guaranteed to predict accurately
if the uncertainties about parameter values are not accounted for
(Wallach, 2011).
While the importance of selecting appropriate parameters for
dynamic crop models has long been acknowledged, approaches
to setting parameter values have ranged from manual calibra-
tion (Boote et al., 2002; White et al., 2008; Jamieson et al., 2007)
to automated, objective approaches (Alderman et al., 2015; Hunt
et al., 1993; Zheng et al., 2013). Previously, the goal of theseg model-structure- and parameter-driven uncertainties in spring
16), http://dx.doi.org/10.1016/j.eja.2016.09.016
approaches has been to determine a single acceptable value for each
parameter which will permit correspondence between simulated
results and measured data. Recently, the importance of quantifying
the uncertainties associated with parameter estimates has gained
e under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
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ecognition (Confalonieri et al., 2009; Wallach, 2011), which has led
o greater interest in Bayesian parameter estimation approaches
hat permit such quantiﬁcation, e.g. Generalized Likelihood Uncer-
ainty Estimation (GLUE) and Markov Chain Monte Carlo (MCMC)
ethods (He et al., 2010; Makowski et al., 2002; Archontoulis et al.,
014; Iizumi et al., 2009; Dzotsi et al., 2015). However, the use
f such methods with ﬁeld-scale crop models has not resulted in
 concomitant emphasis on the implications of such uncertainty.
ndeed, the end goal of parameter estimation in this context has
argely remained unchanged, namely, to determine a single accept-
ble value for each parameter. This has led to an over-emphasis on
arameter posterior means without an accompanying analysis of
he full posterior distribution. To be fully consistent with Bayesian
heory, the posterior distributions for parameters should give rise
o distributions in simulated output. That is, the uncertainties one
as about parameter values should be reﬂected in uncertainties
n the simulated output based on those parameter values. Fur-
hermore, when being applied to out-of-sample prediction, e.g.
limate change impact assessment, the contribution of parameter
alue uncertainties on prediction uncertainties must be adequately
ccounted for (Wallach, 2011).
Thus, frameworks are needed which can combine analysis
f parameter-value- and model-structure-driven uncertainty and
elate these uncertainties to out-of-sample prediction uncertain-
ies. The objectives of this study were to quantify the impact of
arameter value uncertainty on prediction uncertainty for mod-
ling spring wheat phenology using Bayesian analysis and to
ssess the relative contributions of model-structure-driven and
arameter-value-driven uncertainty to overall prediction uncer-
ainty.
. Methods
.1. Datasets
This study made use of two spring wheat phenology datasets.
he ﬁrst dataset came from a multi-location trial established across
7 locations within 14 countries in collaboration with the Interna-
ional Maize and Wheat Improvement Center (CIMMYT) through
he International Wheat Improvement Network (Chavez et al.,
013). Sixty elite breeding lines and historical spring wheat geno-
ypes from within the CIMMYT breeding program, known as the
IMMYT Core Germplasm (CIMCOG) collection (Reynolds et al.,
011), were grown under non-yield-limiting nutrient, water, and
est management over the years 2010 and 2011 (Chavez et al.,
013). Data on days to heading and days to maturity were screened
or anomalies (e.g. unusually high variation within genotype across
eplications) and missing values, and a subset of 13 locations were
dentiﬁed for use in this study. The subset of locations included sites
cross 8 countries and ranging in latitude from 34.58 ◦S to 43.77 ◦N.
The second wheat phenology dataset included heading and
aturity data collected on a subset of 30 CIMCOG genotypes over
 three-year period from 2010 to 2013 at the CIMMYT Norman E.
orlaug Experiment Station near Ciudad Obregón, Sonora, Mexico
Molero et al., 2015). Two sowing dates were used to create con-
rasting thermal conditions: one temperate (December sowing)
nd one hot (February sowing). Other than supra-optimal tempera-
ure stress, ﬁelds were managed to ensure non-limiting conditions.
or this study, only data from the 30 genotypes common to both
atasets were used thus resulting in a combined dataset of 30 geno-
ypes across 19 site × year × sowing date combinations.Please cite this article in press as: Alderman, P.D., Stanﬁll, B., Quantifyin
wheat phenology prediction with Bayesian analysis. Eur. J. Agron. (20
Daily maximum and minimum temperature data for simulating
he multi-location dataset were extracted from the NASA/POWER
atabase (Stackhouse, 2015) at each location. These data have esti-
ated biases of −1.83 and 0.24 ◦C for monthly-averaged maximum PRESS
gronomy xxx (2016) xxx–xxx
and minimum temperature, respectively. For the CIMMYT-
Mexico dataset, the primary temperature data were measured on
station. Gaps in these data were ﬁrst ﬁlled using temperature
data from the nearby Agroson weather station (http://agroson.
org.mx) and remaining gaps were ﬁlled from NASA/POWER
data.
2.2. Wheat phenology models
Three wheat phenology models were developed for this study
based on the phenology modules of 24 wheat models participating
in AgMIP (Alderman et al., 2013; Asseng et al., 2015). Underly-
ing the AgMIP models and the three developed for this study is
the concept of daily accumulation of development units as a func-
tion of temperature and photoperiod. Until simulated heading date,
the development units were calculated on a daily time step as the
product of thermal time accumulated on a given day (TT) and a pho-
toperiod factor (Fp) which accounted for the effect of photoperiod
on the rate of development. After heading date, the photoperiod
factor was  excluded from calculations, resulting in a purely TT-
driven simulation between heading and maturity. Because this
study focused on spring wheat (which has generally small ver-
nalization response; Ottman et al., 2013; Zheng et al., 2013),
vernalization response was not modeled. The number of days to
heading or maturity were simulated by accumulating development
units until genotype-speciﬁc development-unit requirements were
satisﬁed. Once the development-unit requirements for phases from
emergence to heading (tth) or from heading to maturity (tthm) were
met, the days to heading or maturity were calculated. A recent
collection of model documentation (Alderman et al., 2013) was
reviewed and it was  found that the differences between the phen-
ology modules for most AgMIP wheat models lies in the shape of
the function used to calculate daily thermal time.
2.2.1. Thermal time
For this study, we selected three thermal time functions,
namely, a triangular-shaped piece-wise linear function (triangu-
lar), a trapezoidal-shaped piece-wise linear function (trapezoidal),
and a non-linear function (Wang–Engel). The triangular-shaped
piece-wise linear function was given by:
TT =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Topt
(
Tavg − Tbase
Topt − Tbase
)
if Tbase < Tavg < Topt
Topt
(
Tmax − Tavg
Tmax − Topt
)
if Topt ≤ Tavg ≤ Tmax
0 otherwise
(1)
where TT is daily thermal time, Tavg is the midway point between
daily maximum and minimum temperature, Topt is the optimal
temperature at which phenological development rate is at its max-
imum,  Tbase is the base temperature below which no development
occurs, and Tmax is the maximum temperature above which no
development occurs. Similarly, the trapezoidal-shaped function
was given by:
⎧⎪⎪⎪ 0 if Tavg ≤ Tbase( )g model-structure- and parameter-driven uncertainties in spring
16), http://dx.doi.org/10.1016/j.eja.2016.09.016
TT =
⎨
⎪⎪⎪⎩
Topt
Tavg − Tbase
Topt − Tbase
if Tbase < Tavg < Topt
Topt if Tavg ≥ Topt
(2)
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Fig. 1. Wheat development units as calculated across a range of temperatures using
a  triangular-shaped piecewise linear function (triangular; see Eq. (1)), a trapezoidal-
shaped piecewise linear function (trapezoidal; see Eq. (2)), and a non-linear function
(
o
w
f
m
T
Tbase
erwi
w
e
˛
A
a
a
f
A
t
m
a
c
p
T
t
h
t
2
(
result in a sharper increase above ppmin.  For the Hasegawa func-Wang–Engel; see Eq. (3)) assuming a base temperature of 0, an optimal temperature
f  26, and a maximum temperature of 34.
here TT,  Tavg, Topt, Tbase are as deﬁned previously. The non-linear
unction used in this study was the Wang–Engel temperature
odel (Wang and Engel, 1998) and is given as:
T =
⎧⎪⎨
⎪⎩
Topt
[
2(Tavg − Tbase)˛(Topt − Tbase)˛ − (Tavg − Tbase)2˛
(Topt − Tbase)2˛
]
if 
0 oth
here TT,  Tavg, Topt, Tbase are as deﬁned previously and  ˛ is a param-
ter derived by:
 = ln(2)
ln
(
Tmax−Tbase
Topt−Tbase
) .
 visual representation of the three thermal time functions across
 temperature range of 0–40 ◦C is provided in Fig. 1 and is based on
 Tbase of 0, a Topt of 26, and a Tmax of 34. Note that the trapezoidal
unction overlaps exactly with the triangular function below Topt.
bove Topt, the trapezoidal function calculates the same thermal
ime as at Topt despite an increase in temperature, while the ther-
al  time calculated with the triangular function declines linearly
s the temperature approaches Tmax. The Wang–Engel function
alculates lower thermal time than the other two  functions at tem-
eratures below approximately 20 ◦C, whereas between 20 ◦C and
opt the Wang–Engel function calculates slightly higher thermal
ime. Between Topt and Tmax, the Wang–Engel function calculates
igher thermal time than the triangular function and lower thermal
ime than the trapezoidal function.Please cite this article in press as: Alderman, P.D., Stanﬁll, B., Quantifyin
wheat phenology prediction with Bayesian analysis. Eur. J. Agron. (20
.2.2. Photoperiod
For all photoperiod response models, the daily photoperiod
P; daylength plus civil twilight) was approximated by a set of PRESS
gronomy xxx (2016) xxx–xxx 3
≤ Tavg ≤ Tmax
se
(3)
equations used the in the DSSAT-CSM (Hoogenboom et al., 2013),
namely:
Ls = sin(0.01745Lat)
Lc = cos(0.01745Lat)
dec = 0.4093 sin(0.0172[Dyr − 82.2])
dlv = max
{
−0.87, −Ls sin(dec) − 0.1047
Lc cos(dec)
)
}
P = 7.639 arccos(dlv)
where Lat is the latitude of the simulated location in decimal
degrees, and Dyr is the simulated day of year. This photoperiod was
then used to calculate a photoperiod factor using one of three pho-
toperiod response models. The ﬁrst is a quadratic function used
within the DSSAT-CSM-CERES model (Hoogenboom et al., 2013)
and is given as:
Fp =
⎧⎪⎪⎨
⎪⎪⎩
0 if
ppsen
100
(20 − P)2
(20 − ppmin)2
> 1
1 − ppsen
100
(20 − P)2
(20 − ppmin)2
if
ppsen
100
(20 − P)2
(20 − ppmin)2
< 1
(4)
where Fp is the daily photoperiod factor, ppsen is a photoperiod sen-
sitivity parameter, and P is the daily photoperiod as deﬁned above.
The second photoperiod response model is a piece-wise linear func-
tion adapted from the model described by Chew et al. (2012) and
is given as:
Fp =
⎧⎪⎪⎨
⎪⎪⎩
sddev if P < ppmin
sddev + (P − ppmin)(1 − sddev)
ppmax − ppmin if ppmin < P < ppmax
1 if P > ppmax
(5)
where Fp, P, and ppmin are as deﬁned previously, sddev is the
minimum development rate, and ppmax is the photoperiod at
which development rate is at its maximum. The third photope-
riod response model is an asymptotic exponential function adapted
from the model described by Hasegawa et al. (2008) and is given
by:
Fp =
⎧⎨
⎩
0 P < ppmin
1 − eppslope(ppmin−P) if P ≥ ppmin (6)
where Fp, P, and ppmin are as deﬁned previously and ppslope is
a parameter controlling the slope of the photoperiod response
curve.
Fig. 2 visually illustrates the shape of each of the photoperiod
response functions over a range of photoperiods. All three functions
saturate at a maximum value of 1. The CERES and Hasegawa func-
tions have a minimum value of 0 below the photoperiod deﬁned by
ppmin.  The value of the Chew function below ppmin is determined
by sddev, which is set to 0.25 for Fig. 2. The shape of response for
the CERES model is determined by ppsen,  higher values of whichg model-structure- and parameter-driven uncertainties in spring
16), http://dx.doi.org/10.1016/j.eja.2016.09.016
tion, the parameter ppslope controls the shape of the curve. Low
values of ppslope result in a shape that roughly approximates the
shape of the CERES function. High values of ppslope result in a sharp
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Fig. 2. Wheat photoperiod factor (FP) as calculated across a range of photoperiods
using a quadratic function from the DSSAT-CSM-CERES-Wheat model (CERES; see
E
n
p
i
m
t
i
t
2
p
(
h
f
c
e
w
t
a
t
t
f
w
p
o
r
b
2
t
s
p
p
g
d
tq.  (4)), a piecewise linear function (Chew; see Eq. (5)), and an asymptotic expo-
ential function (Hasegawa; see Eq. (6)) assuming parameter values of ppmin = 10,
psen = 100, sddev = 0.25, ppslope = 1, and ppmax = 15.
ncrease above ppmin.  The shape of the Chew function is deter-
ined by the proximity of the parameters ppmin and ppmax.  When
he two parameters are closer together, the increase above ppmin
s sharp. When the two parameters are further apart, the response
o photoperiod is more gradual.
.2.3. Model parameters estimated
Several parameters controlling response to photoperiod (ppsen,
pmin, sddev, ppmax,  and ppslope), optimum cardinal temperature
Topt), and the number of development units from emergence to
eading (tth) and from heading to maturity (tthm) were estimated
or each of the 30 genotypes. Minimum (Tbase) and maximum (Tmax)
ardinal temperature parameters for all three temperature mod-
ls were assumed to be ﬁxed at 0 and 34 ◦C, values consistent
ith a review of previous research on wheat cardinal tempera-
ures (Porter and Gawith, 1999). While some uncertainty exists
s to the values for Tbase and Tmax, initial attempts at including
hese parameters were unsuccessful due to the limited tempera-
ure range represented in the dataset. Consequently, the analysis
ocused on the other parameters, for which sufﬁcient information
as available. From a practical standpoint, cardinal temperature
arameters are less frequently estimated in crop models than the
ther parameters affecting phenological development, thus, the
esults of the analysis should still have sufﬁciently broad applica-
ility.
.3. Bayesian analysis
To employ Bayesian analysis, a model for the parameters prior
o incorporating data (i.e. a parameter prior distribution) must be
peciﬁed as well as a model for the data (i.e. a data likelihood). The
rior distribution for each of the parameters is given in Table 1. ThePlease cite this article in press as: Alderman, P.D., Stanﬁll, B., Quantifyin
wheat phenology prediction with Bayesian analysis. Eur. J. Agron. (20
ositive normal distribution is a truncated normal distribution that
ives probability zero to any value less than 0. The truncated normal
istribution is a normal distribution that gives probability of zero
o any value outside of a given upper or lower bound. These priors PRESS
gronomy xxx (2016) xxx–xxx
were chosen based on recent research on modeling spring wheat
phenology (Ottman et al., 2013; White et al., 2011; Zheng et al.,
2013; Porter and Gawith, 1999). A brief sensitivity analysis revealed
that the choice of prior distribution did not have a noticeable effect
upon the results (results omitted).
For each of the nine models (3 thermal time functions × 3 pho-
toperiod functions), we  assumed the observed days to heading
values were independent and normally distributed about the model
prediction for days to heading with an unknown, model-speciﬁc
variance. The data mean and variance was  assumed to vary for each
model and genotype but not location. Other variance structures,
such as location speciﬁc variances, were considered but ultimately
discarded because no evidence of a relationship between the loca-
tion and uncertainty in model predictions was evident.
Let l = 1, . . .,  nj indicate the observation number for genotype
j = 1, . . .,  30, where nj is the total number of genotype j  observa-
tions across locations and i ∈ {1, . . .,  9} indicates one of the nine
models resulting from a pair-wise combination of thermal time
functions (triangular, trapezoidal and Wang–Engel) and photope-
riod response functions (CERES, Chew, and Hasegawa). Then let
yjl represent the lth observed days to heading for genonotype j
and fi(ij) is the estimated days to heading given parameter vec-
tor ij = (ttoptij, tthij, thmij, . . .)  using phenology model fi. Then we
assume
yjl∼N(fi(ij), 2h,ij)
where 2
h,ij
is the days to heading residual variance for model
i, genotype j. Therefore the likelihood of the parameter vector
˚ij = [ij, h,ij] given the data vector y =
(
y11, . . .,  y30,n30
)
is given
by
L(˚ij|y) =
30∏
j=1
nj∏
l=1
1√
22
h,ij
exp
{
−
[
yjl − fi(ij)
]2
22
h,ij
}
.
The days to maturity likelihood can be written similarly. An ini-
tial inspection of the data supported the assumption that days to
heading and maturity are independent and normally distributed,
but further examination of the bivariate alternative is of interest.
To get samples from the posterior distributions of the parame-
ters given the data, a random walk Metropolis algorithm was used.
The random walk Metropolis algorithm can be summarized as fol-
lows. Let ˚ij be the vector of parameters of interest for model i,
genotype j and K be the total number of draws to be selected.
1 Randomly select initial values ˚0ij from the assumed prior distri-
bution.
2 For time k = 1, . . .,  K
(a) Propose a candidate parameter vector ˚∗ij from the symmetric
transition kernel g(˚k−1ij , ) where  is a matrix of tuning
parameters and covariances used to control the dispersion of
the transition kernel.
(b) Given the data vector y, calculate the acceptance ratio
r = (˚
∗
ij|y)
(˚k−1ij |y)
= P(˚
∗
ij)L(˚
∗
ij|y)
P(˚k−1ij )L(˚
k−1
ij |y)
where P(˚ij) is the prior distribution and L(˚ij|y) is the like-
lihood of the parameter vector ˚ij given the data vector y.
(c) Randomly generate a value U from the uniform distribution
on the range [0, 1].
(d) If r > U then set ˚kij = ˚∗ij , otherwise set ˚kij = ˚k−1ij .g model-structure- and parameter-driven uncertainties in spring
16), http://dx.doi.org/10.1016/j.eja.2016.09.016
For this application we chose the multivariate normal distribu-
tion for the transition kernel g(·, ·) and the tuning parameters 
were chosen such that the acceptance rate was  between 20 and 30%
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Table  1
Prior distributions assumed for the parameters of interest.
Parameter (abbrev.) Prior distribution Prior parameters
  a b
Photoperiod sensitivity (ppsen) Positive normal(, ) 60 20
Minimum photoperiod (ppmin) Truncated normal(, , a, b) 10 1 0 24
Maximum photoperiod (ppmax) Truncated normal(, , a, b) 15 1 0 24
Slope  of photoperiod response (ppslope) Positive normal(, ) 0.28 2.72
Short-day development rate (sddev) Truncated normal(, , a, b) 0.4 0.4 0 1
Optimal cardinal temperature (topt) Normal (, ) 22.7 2.4
Development units to heading (tth) Positive normal (, ) 800 200
al (, 
al (, 
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mDevelopment units from heading to maturity (tthm) Positive norm
Residual standard deviation − days to heading (h) Positive norm
Residual standard deviation − days to maturity (m) Positive norm
Roberts et al., 1997). Typically, the ﬁrst several parameter vectors
enerated in this fashion are discarded as burn-in. The resultant
hains were checked for convergence; see Gelman et al. (2014) for
ore MCMC  diagnostics.
To assess the predictive accuracy of each model, a leave-one-out
ross-validation approach was used. The posterior distribution of
he model parameters was estimated using all of the data except
or one year-by-sowing date combination. The average phenology
utcomes for the omitted location are then predicted using the esti-
ate posterior distribution. The distribution of the predicted days
o heading and maturity that results represents the predicted mean
esponse for that year-by-sowing date.
For example, the Metropolis algorithm detailed in Section 2 was
sed to get draws from the posterior distribution for the photope-
iod sensitivity, thermal time and variance parameters for each
odel and genotype at all sites except the December sowing in
bregón, Mexico during 2013. Each draw from the posterior distri-
ution, ˆk
ij
, was used to predict the average days to heading for the
ecember sowing at Obregón in 2013, fi(ˆkij). The predicted mean
ays to heading was then compared to the observed average days
o heading for that same location genotype during the same time
eriod, which is given by
∑L
l=1yjl/L.  We  compared predicted and
bserved means because the crop models under investigation here
re not intended to predict single observations, rather the average
esponse for a given genotype, location and sowing. The following
iscussion on prediction accuracy is referring to the prediction of
n average response as just described.
The mean square error of prediction (MSEP) is used to quantify
rediction uncertainty. MSEP can be decomposed into two parts:
quared bias and prediction variance or prediction uncertainty. The
quared bias accounts for the predictive accuracy (the distance
etween prediction and truth) while the prediction uncertainty
uantiﬁes the prediction precision (the spread in predictions).
Recall that yjl represents the lth observed days to heading for
enotype j and let fi(ˆkij) represent the predicted mean days to head-
ng for genotype j using model i and parameter vector k. The squared
ias for each year and sowing date is estimated by
1
30
30∑
j=1
⎡
⎣
(
1
L
L∑
l=1
yjl −
1
IK
I∑
i=1
K∑
k=1
fi(ˆ
k
ij)
)2⎤⎦ . (7)
The prediction uncertainty can be further decomposed into
ources: genotype, model formulation and parameters. It is possi-
le for the uncertainty associated with genotype to be different for
ach model, therefore the interaction between model and genotypePlease cite this article in press as: Alderman, P.D., Stanﬁll, B., Quantifyin
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s also included. Because different parameter vectors are estimated
or each model and genotype combination, parameters are con-
idered a nested variable and do not interact with genotypes or
odels.) 800 200
) 21 10
) 20 10
Using notation from Wallach et al. (2016), the prediction uncer-
tainty can be decomposed as
Var(yˆkij) = 2f + 2X + 2Xf + 2 (8)
where 2X is the variance due to differences in genotype, 
2
f
is the
variance due to model formulation, 2
Xf
is the interaction between
genotypes and model formulation and 2

is the variance due to
parameter uncertainty.
The variance components in Eq. (8) are estimated using a ran-
dom effects model where the response is the parameter vectors
drawn from the posterior distributions for the days to heading mod-
els and the covariates are indicator variables for each genotype,
model formulation and the product of those indicator variables. To
illustrate, consider the triangle model for the December sowing at
Obregón in 2013. For each genotype and model, 25,000 parameter
vectors are drawn from the joint posterior distribution for ij result-
ing in 25,000 predictions for days to heading and days to maturity
for each genotype. Since there are nine models, 30 different geno-
types and 25,000 parameter vectors, each variance component in
(8) is estimable. Because we  are treating the predictions as mea-
sured without error, the parameter uncertainty 2

is estimated by
what is commonly referred to as the residual variance.
All simulations and calculations were completed within the
R statistical software environment (R Core Team, 2015). Figures
were generated using the ggplot2 (Wickham, 2009) and standard
graphics packages. Two-dimensional kernal density estimates
were computed using the MASS package (Venables and Ripley,
2002). Data tables were generated using the xtable package (Dahl,
2016).
3. Results and discussion
For each model and genotype, the posterior distribution for the
parameters was estimated using the Metropolis algorithm detailed
in Section 2. Parameter inference is based on three independent
chains of length 25,000 after an initial burn-in of 25,000 each with
random starting values. In all cases the independent chains reached
the same posterior distribution according to visual inspection of the
trace plots and calculation of the potential scale reduction statistic
(Gelman and Rubin, 1992).
3.1. Posterior prediction accuracy
The draws from the parameter posterior distributions were fed
into the phenology models to predict the heading and maturity
dates for the year-sowing date combination that was omitted fromg model-structure- and parameter-driven uncertainties in spring
16), http://dx.doi.org/10.1016/j.eja.2016.09.016
the parameter estimation process. The output from these simula-
tions was used to calculate average squared posterior predictive
biases for each year and sowing date using Eq. (7), which are pre-
sented in Table 2. Across all models, days to heading was generally
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Table 2
Estimates of mean squared bias for simulated days to heading (DTH) and days to maturity (DTM) for wheat grown at Ciudad Obregón, Mexico for normal (Temperate) and
high  temperature (Hot) sowing dates over three years for pairwise combinations of functions for thermal time (TT Function) and photoperiod response (PPD Function). The
thermal  time functions included a trapezoidal piecewise linear function (Trap.; See Eq. (2)), a triangular piecewise linear function (Tri.; See Eq. (1)), and a non-linear function
(Wang; See Eq. (3)). Photoperiod response functions included a quadratic function from the DSSAT-CSM-CERES-Wheat model (CERES; see Eq. (4)), a piecewise linear function
(Chew;  see Eq. (5)), and an asymptotic exponential function (Hasegawa; see Eq. (6)).
Resp. TT Function PPD Function Temperate Hot
2011 2012 2013 2011 2012 2013
DTH Trap. CERES 21.72 72.72 247.95 3.25 48.44 3.97
Chew  22.44 78.20 249.23 2.86 46.40 21.03
Hasegawa 6.05 22.93 181.07 17.71 18.84 14.46
Tri.  CERES 55.10 138.26 309.58 23.76 12.97 5.90
Chew  56.72 141.04 310.11 21.43 14.39 6.26
Hasegawa 42.46 114.25 293.76 33.75 8.63 16.02
Wang  CERES 53.88 166.60 315.25 9.37 21.32 2.70
Chew  56.68 170.15 318.37 7.29 25.81 2.69
Hasegawa 35.89 120.69 285.56 7.50 26.19 2.17
DTM  Trap. CERES 6.20 9.75 19.77 24.27 4.06 10.81
Chew  6.75 8.58 20.18 22.87 4.19 23.41
Hasegawa 3.62 44.39 9.71 91.74 28.21 85.10
Tri.  CERES 11.79 5.83 16.61 9.15 16.15 8.77
Chew  13.26 5.78 16.62 7.85 18.63 10.29
Hasegawa 7.17 14.48 12.51 18.74 14.70 10.00
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redicted better for the high temperature sowings than for the tem-
erate sowings. The only exception to that general trend was the
ombined Trapezoidal-Hasegawa model, which predicted the tem-
erate 2011 days to heading better than any other year-sowing date
ombination. This model combination also had the lowest average
quared bias across all years and sowing dates for days to heading.
or days to maturity, models generally performed better overall.
n this case, the combined Triangular-CERES model had the lowest
verage squared bias. Unlike days to heading, prediction of days to
aturity was generally better for the temperate sowing than for the
igh temperature sowing. These results suggest a degree of com-
ensation between the accuracy of predictions for days to heading
nd days to maturity.
Within the temperate sowings, the Trapezoidal function per-
ormed best overall for days to heading, followed by the Triangular,
ith the Wang-Engel function last. Also within days to heading
or the temperate sowings, the Hasegawa function performed best
ith the CERES function performing approximately equal to the
hew function. Within the high temperature sowings, the effect of
hotoperiod function was diminished substantially with the CERES
unction narrowly performing better than the other two. For the
hermal time functions, the Wang-Engel function performed best
ollowed by the Triangular function, with the Trapezoidal function
ast. For days to maturity within the temperate sowings, the Wang-
ngel function performed best followed closely by the Triangular
unction while the Trapezoidal function performed least well. For
he high temperature sowings, the Triangular function predicted
ays to maturity best with the Wang-Engel and Trapezoidal func-
ions performing second and third, respectively.
Given the longer photoperiod for the high temperature sow-
ngs, it is not surprising that differences between photoperiod
unctions would be diminished for days to heading since all three
hotoperiod functions produce similar photoperiod factor values
or long photoperiods. Thus, the performance of these functions at
he temperate sowings might be more indicative of their predictive
apacity. Similarly, the high temperature sowing may  give a better
ndication of the performance of the thermal time functions due toPlease cite this article in press as: Alderman, P.D., Stanﬁll, B., Quantifyin
wheat phenology prediction with Bayesian analysis. Eur. J. Agron. (20
he increased range in temperatures over which the functions were
eing applied. When considered across days to heading and days to
aturity, the Triangular function seemed to perform best overall
or thermal time. Although the Hasegawa function performed best.43 11.28 9.21 29.72 25.98
.95 10.34 11.14 34.36 29.86
7.92 10.13 14.45 35.63 25.84
for days to heading for temperate sowing dates, no photoperiod
function was  consistently better for the high temperature sowing
dates. Furthermore, the consistently poor predictive accuracy for
days to heading across all models for temperate sowing dates in
2012 and 2013 points to a need for improving these models. Prelim-
inary analysis of weather data suggests that the particularly poor
prediction of days to heading in the temperate sowing of 2013 may
be due to lower light intensity, an effect which is presently not
included in any of the models used in this study or in wheat phen-
ology modeling generally (Alderman et al., 2013; Harrison et al.,
2012; Jamieson et al., 2007; Ottman et al., 2013; Zheng et al., 2013).
3.2. Posterior parameter value uncertainty
The parameter posterior distributions for development units to
heading (tth) for genotype 775 are plotted in Fig. 3 along with the
prior distribution as speciﬁed in Table 1. Similar results were seen
for the other parameters and genotypes and are therefore omitted.
Overall, the effect of prior distribution choice on these results was
minimal according to the results of a Bayesian sensitivity analysis
(results omitted). Compared to the prior distributions, the poste-
rior distributions for each parameter show a decreased uncertainty
(narrowing of the distribution) and a location shift.
It is important to note that several parameters showed corre-
lations. Most notably, tth was  correlated with some parameters
controlling the shape of the photoperiod response (ppsen, ppmin,
ppmax, and ppslope). Thus, the apparent uncertainty shown in Fig. 3
may  overestimate the actual uncertainty. That is, for any given
value of ppsen,  ppmin,  ppmax,  or ppslope the uncertainty about tth
was narrower than indicated by the marginal density estimates.
Fig. 4 illustrates this concept. Fig. 4A shows the marginal density
plot of the posterior draws for estimating tth for GID775 across
the full dataset using the Trapezoidal function for thermal time
and the Chew function for photoperiod response. Fig. 4B shows
a three-dimensional plot of two-dimensional kernel density esti-
mates for the parameters tth and ppmax.  Comparing Fig. 4A and B,
the peak indicating the joint posterior mode is more pronounced ing model-structure- and parameter-driven uncertainties in spring
16), http://dx.doi.org/10.1016/j.eja.2016.09.016
the two-dimensional density plot than in the marginal density plot.
Further, when Fig. 4B is rotated about the vertical axis such that the
viewpoint is looking along the line of correlation between tth and
ppmax (Fig. 4C), one can see that the distribution of tth within a
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Fig. 3. Prior and posterior distributions for the development units to heading (tth) for spring wheat genotype 775 for combinations of the Triangular-shaped (Triangular),
Trapezoidal-shaped (Trapezoidal), and Wang–Engel (WangEngel) functions for thermal time and the quadratic (CERES), piece-wise linear (Chew), and asymptotic exponential
(Hasegawa) functions for photoperiod response using all years and sowing dates.
F stima
t  plot o
g
s
r
e
s
v
t
t
eig. 4. Plots of one- (A) and two-dimensional (B and C) posterior kernel density e
hermal  time and the Chew (Eq. (5)) function for photoperiod response. Panel C is a
iven value of ppmax is much narrower than the marginal density
hown in Fig. 4A. Thus, caution should be taken in interpreting the
esults of Bayesian parameter estimation when applied to mod-
ls that have strong interactions between parameters. Given the
trong feedbacks and interactions between parameters and statePlease cite this article in press as: Alderman, P.D., Stanﬁll, B., Quantifyin
wheat phenology prediction with Bayesian analysis. Eur. J. Agron. (20
ariables typical of many dynamic crop models and dynamics sys-
ems models generally, summarizing the posterior distribution in
erms of the marginal posterior mean and standard deviation for
ach parameter would likely give biased parameter estimates. Intes for the tth and ppmax parameters using the Trapezoidal (Eq. (2)) function for
f the same data from Panel B rotated 45 ◦ about the vertical axis.
this context, careful examination of the joint posterior parameter
distribution is essential for ensuring accurate and reliable results.
3.3. Posterior prediction uncertaintyg model-structure- and parameter-driven uncertainties in spring
16), http://dx.doi.org/10.1016/j.eja.2016.09.016
Table 3 shows the decomposition of the mean squared error of
prediction (MSEP) into the squared bias and the components of
posterior prediction uncertainty. For days to heading, the squared
bias accounted for the majority of MSEP when averaged across
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Table 3
Estimates of squared bias (Sq. Bias) and components of the prediction uncertainty due to model (M), genotype (G), model × genotype interaction (M × G), and parameter
values  (P). The italicized squared bias values indicate cases where the squared bias accounts for a majority of the MSEP. The bold values are the largest sources of prediction
uncertainty.
Resp. Sowing Year Sq. Bias M (2
f
) G (2
X
) M × G (2
fX
) P (2

)
DTH Temp. 2011 34.90 4.33 9.76 0.31 3.80
2012  107.12 7.28 10.58 0.36 4.27
2013  276.65 2.23 9.58 0.40 5.32
Hot  2011 10.99 2.87 8.62 0.60 6.67
2012  22.35 2.20 9.54 0.56 6.69
2013  3.86 2.77 7.64 2.31 6.80
DTM  Temp. 2011 3.64 3.23 4.57 0.59 6.54
2012  11.75 3.00 4.57 0.66 7.92
2013  11.38 2.31 3.15 0.75 6.63
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ll models for all three years of the temperate sowing and for
012 of the high temperature sowing. Within the posterior predic-
ion uncertainty, the largest component for days to heading across
ears and sowings was genotype. This result indicates that there
ere differences between genotypes in the prediction uncertainty
nd the generally small values of the genotype × model interac-
ion indicates that this effect was consistent across models. When
omparing model-structure- and parameter-driven uncertainty for
ays to heading, the parameter-driven uncertainty (P) was higher
or the temperate sowing in 2013 and for all three years of the high
emperature sowing. However, for the temperate sowing in 2011
nd 2012 model-structure-driven uncertainty was higher, though
nly marginally in 2011. For days to maturity, posterior predic-
ion uncertainty accounted for the majority of MSEP for all years
nd sowings (Table 3). Parameter-driven uncertainty accounted for
he highest proportion of prediction uncertainty for all years of the
emperate sowing, while model-structure-driven uncertainty was
igher for the high temperature sowing. The lower genotype com-
onent (G) for days to maturity, as compared to days to heading,
ndicates that there was less variation between genotypes in the
rediction uncertainty for days to maturity.
Overall for days to heading, the parameter-driven uncertainty
ccounted for between 19 and 36% of the posterior prediction
ncertainty while the model-structure-driven uncertainty ranged
rom 12 to 32% of the total posterior prediction uncertainty. Simi-
arly, parameter-driven uncertainty was between 23 and 52% of the
rediction uncertainty for days to maturity, while model-structure
riven uncertainty ranged from 18 to 64%. Thus, for both days
o heading and days to maturity, the contribution of parameter-
nd model-structure-driven uncertainty each contributed signif-
cantly to prediction uncertainty depending on year and sowing
ate. That differences in model-structure would contribute to
ncertainty in model ensemble predictions is intuitive and, thus,
as been the focus of previous efforts in model-intercomparisons
Jamieson et al., 1998, 2007; Porter et al., 1993). However, these
ndings highlight the importance of also considering parameter
alue uncertainty when working with crop models a point sup-
orted by other recent research (Confalonieri et al., 2009; Wallach,
011).
. Summary and conclusions
This study demonstrated the importance of quantifying both
odel-structure- and parameter-value-driven uncertainty whenPlease cite this article in press as: Alderman, P.D., Stanﬁll, B., Quantifyin
wheat phenology prediction with Bayesian analysis. Eur. J. Agron. (20
ssessing overall prediction uncertainty in modeling spring wheat
henology. Either source of uncertainty could represent a large
ortion (up to 52 or 64%) of total prediction uncertainty depend-
ng on the predicted variable and year of analysis. This study also13.49 3.23 1.47 7.63
12.33 3.22 1.18 6.97
20.54 2.29 1.91 7.28
showed the limited ability of current wheat phenology models
to predict across a wide range of conditions and highlighted the
need for continued model improvement. More generally, we have
demonstrated that Bayesian parameter estimation can provide a
useful framework for quantifying and analyzing sources of predic-
tion uncertainty. However, care must be taken when using such
methods with crop models which have strong interactions between
parameters. Appropriate application of Bayesian parameter esti-
mation in these cases requires that such correlations be accounted
for both in the estimation process and in the analysis of poste-
rior distributions. Although the particular case analyzed here was
limited to spring wheat phenology models, in principle, similar
efforts could be undertaken with more complex models. Indeed,
further work with more complex models should be pursued to con-
ﬁrm the results of this study. A potentially fruitful extension of this
work would be to undertake a similar study analyzing winter wheat
phenology where more phenological stages and different models
for vernalization could be included.
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