Abstract-Cyclic codes are an interesting type of linear codes and have wide applications in communication and storage systems due to their efficient encoding and decoding algorithms. Cyclic codes have been studied for many years, but their weight distributions are known only for a few cases. In this paper, let F r be an extension of a finite field F q and r = q m , we determine the weight distributions of the cyclic codes C = {c(a, b) : a, b ∈ F r }, c(a, b) = (Tr r/q (ag 0 1 + bg 0 2 ), . . . , Tr r/q (ag n−1 1 + bg n−1 2 )), g 1 , g 2 ∈ F r , in the following two cases: 1) ord(g 1 ) = n, n|r − 1 and g 2 = 1 and 2) ord(g 1 ) = n, g 2 = g 2 1 , ord(g 2 ) = n/2, m = 2, and 2(r − 1)/n|(q + 1).
The sequence (1, A 1 , A 2 , . . . , A n ) is called the weight distribution of the code C. In coding theory it is often desirable to know the weight distributions of the codes because they can be used to estimate the error correcting capability and the error probability of error detection and correction with respect to some algorithms. This is quite useful in practice. Unfortunately, it is a very hard problem in general and remains open for most cyclic codes. Let r = q m for a positive integer m and α a generator of F * r . Let h(x) = h 1 (x)h 2 (x) · · · h t (x), where h i (x)(1 ≤ i ≤ t) are distinct monic irreducible polynomials over F q . Let g
−1 i
= α −s i be a root of h i (x) and n i the order of g i , which is denoted by ord(g i ) = n i , for 1 ≤ i ≤ t. Denote δ = gcd(r − 1, s 1 , s 2 , . . . , s t ) and n = r−1 δ . The cyclic code C can be defined by
and Tr r/q denotes the trace function from F r to F q . It follows from Delsarte's Theorem [7] that the code C is an [n, k] cyclic code over F q with the parity-check polynomial h(x), where
. The weight distributions of such cyclic codes have been studied for many years and are known in some cases. We describe the known results as follows.
(1) For t = 1, C is called an irreducible cyclic code. The weight distributions of irreducible cyclic codes have been extensively studied and can be found in [1] , [2] , [8] , [9] , [12] , [23] , [24] . x) ). Then the weight distributions of such cyclic codes had been determined for some special cases [11] , [13] , [15] , [21] , [28] - [32] , [36] . If F * r = g 1 = g 2 , then the weight distribution of the code C which is called the dual of primitive cyclic code with two zeros had been studied in [3] - [6] , [14] , [20] , [22] , [25] , [27] , [34] .
0018-9448 © 2013 IEEE (3) For t = 3, the results on the weight distribution of the dual of cyclic code C with three zeros can be found in [19] , [35] , [37] . (4) For arbitrary t, Yang et al. [33] described a class of the duals of cyclic codes with t zeros and determined their weight distributions under special conditions. Li et al. [17] also studied such cyclic codes and developed a connection between the weight distribution and the spectra of Hermitian forms graphs. In this paper, we always assume that α is a primitive element of F r and r − 1 = n N for two positive integers n > 1 and N > 1. We mainly consider two classes of cyclic codes as follows.
(1) Let g = α N , we define a cyclic code over F q by
By Delsarte's Theorem [7] we know that
The lower bound on the minimum weight of C 1 had been given by Ding [10] . In this paper, we shall determine the weight distribution of the cyclic code C 1 and get a tight lower bound on its minimum weight. (2) Let r = q 2 , 2N|(q + 1), and g = α N , we define a cyclic code over F q by
Let h g −1 (x) and h (g 2 ) −1 (x) be the minimal polynomials of g −1 and (g 2 ) −1 over F q , respectively. It is easily known that g and g 2 are not conjugates. By Delsarte's Theorem [7] we know that
In this paper, we will determine the weight distribution of the cyclic code C 2 and present a lower bound on its minimum weight. We can use our method and the method in [11] or [21] to dealt with a general case. This paper is organized as follows. In Section 2, we introduce the Gauss periods. In Section 3, we shall determine the weight distribution of the cyclic code C 1 . In Section 4, we shall give the weight distribution of the cyclic code C 2 .
II. GAUSS PERIODS
Let F r be the finite field with r elements, where r is a power of prime p. For any a ∈ F r , we can define an additive character of the finite field F r as follows:
p is a p-th primitive root of unity and Tr r/ p denotes the trace from F r to F p . If a = 1, then ψ 1 is called the canonical additive character of F r . The orthogonal property of additive characters which can be found in [18] is given by
Let r − 1 = n N and α a fixed primitive element of F r , where r = q m = p sm . We define C 
where ψ is the canonical additive character of F r and η
In general, the explicit evaluation of Gauss periods is a very difficult problem. However, they can be computed in a few cases. For N = 2, 3, 4, the semiprimitive case, and the index 2 case, the Gauss periods have been determined in [12] , [26] .
In the following lemma, we introduce a bound on the values of Gauss periods which can be found in [12] .
Lemma 2.1 [12] :
III. THE WEIGHT DISTRIBUTION OF C 1
Let α be a primitive element of F r , where r = q m . Let r − 1 = n N for two positive integers n > 1 and N > 1. For g = α N we define a cyclic code over F q by
We have known that C 1 is an [n, k + 1] cyclic code with the parity-check polynomial (x − 1)h g −1 (x), where k is the order of q modulo n (i.e. the degree of h g −1 (x)) and h g −1 (x) is the minimal polynomial of g −1 over F q . The lower bound on the minimum weight of C 1 had been given by Ding [10] . In the following, we start to determine its weight distribution.
For any a, b ∈ F r , the Hamming weight of c(a, b) is equal to
Let φ be the canonical additive character of F q . Then ψ = φ • Tr r/q is the canonical additive character of F r . By the 
orthogonal property of additive characters we have
To compute the values of Z (r, a, b), we introduce the following lemma (see [16] ).
Lemma 3.1: Let H and K be two subgroups of a finite Abelian group G. Then we have
We know that C 1 is the [n, k + 1] cyclic code and
Hence we need only to determine the weight distribution of the multiset {c(a, b) : Table II .
Proof: Since α is a primitive element of F r , we have
, and
Then by Lemma 3.1 we have
. Hence
Using the orthogonal property of additive characters, we have
It is known that Z (r, a, b) and their frequencies as follows.
(1) Assume that a = 0, Tr r/q (b) = 0. Then we have
This value occurs once. (2) Assume that a = 0, Tr r/q (b) = 0. Then we have
This value occurs q − 1 times.
This value occurs
i+k .
This value occurs
r−1 , b) , we obtain Table I . Similarly, we can get Table II . This completes the proof.
We have determined the weight distribution of the cyclic code C 1 clearly if Gauss periods of order N are known. The explicit values of the Gauss periods can be found in [12] , [26] for some special cases. (2) Let N = 2, q = 5, and r = 25. Then by (3) Let N = 7, q = 2, and r = 2 6 . Then by 
Proof: It is immediate from Lemma 2.6 and Theorem 3.2.
IV. THE WEIGHT DISTRIBUTION OF C 2
Let α be a primitive element of F r and r − 1 = n N for two positive integers n > 1 and N > 1. In the section, we always assume that r = q 2 and 2N|(q + 1), so q must be odd. For g = α N we define a cyclic code over F q by
For any a, b ∈ F r , the Hamming weight of c(a, b) is equal to
Similarly, we have
It is known that the parity-check polynomial of C 2 is h g −1 (x)h g −2 (x), where h g −1 (x) and h g −2 (x) are the minimal polynomial of g −1 and g −2 over F q , respectively. Since ord(g) = (q − 1) · q+1 N and ord(g 2 ) = (q − 1) · q+1 2N , we have g / ∈ F q and g 2 ∈ F q only if q + 1 = 2N. By Delsarte's Theorem [7] we know the dimension of cyclic code C 2 over F q is given as follows: 
For convenience, we will determine the weight distribution of multiset {c(a, b) : (a, b) ∈ F r × F r } in the sequel. Then the weight distribution of the cyclic code C 2 follows from the weight distribution of multiset {c(a, b) :
Theorem 4.1: Let r = q 2 and 2N | (q +1). Then the weight distribution of the multiset {c(a, b) : (a, b) ∈ F r × F r } can be determined by Table III if+1 2N is even and can be determined by Table IV if 
This value occurs 
This value occurs
r−1 2N times. Suppose that a = 0 and b = 0. Then we have
and Tr r/q (az) = 0. Then we have az + (az) q = 0 and
This means that there exist exactly q − 1 solutions z ∈ C 
times.
In the following, we consider the case a ∈ C (N,r) 0
. We have 
, and Tr r/q (ba −2 ) = 0, then we have
r−1 
This value occurs r, a, b) , we can obtain Table III  and Table IV . This completes the proof.
We have determined the weight distribution of the cyclic code C 2 when Gauss periods of order 2N are known. In the following, we consider the semi-primitive case and the Gauss periods can be known in this case [12] , [26] . Then we have the following result.
Corollary 4.2:
Assume that there exists the least positive integer e such that p e ≡ −1 (mod 2N), we know that p is odd. Let q = p ef for some positive integer f and r = q 2 = p 2ef .
(1) If f and p e +1 2N are both odd, then the weight distribution of multiset {c(a, b) : (a, b) ∈ F r × F r } can be given by Table VI. (2) In all other cases, the weight distribution of multiset {c(a, b) : (a, b) ∈ F r × F r } can be given by [12] , [26] ) (2) In all other cases, we have (see [12] , [26] ) is even and Table VI can be obtained by Table III of Theorem 4.1.
Example 4.3:
Let q = p = 3, r = 9, and N = 2. Then we have 2N = q + 1 and dim F q (C 2 ) = 3 by (4.1). By 
