I. FLAW IN THE PROOF OF ALGORITHM 2
T HE work of Jindal, et al., [1] is foundation to many recent advances on pursuing the capacity limit of Gaussian Multi-Input Multi-Output (MIMO) Multiple Access Channel (MAC) and Gaussian MIMO Broadcast Channel (BC). The concept of convergence of algorithms, which has been used in many fields and may be referred to in the classical reference of [2, p. 235] , was previously discussed in [1] for sum power iterative water-filling with multi-antenna Gaussian BC. The convergence proof of [1] has also been used in other works (e.g., [3] ) 1 . In this section, we point out a flaw in the proof of the convergence theorem of [1, Algorithm 2] for sum power iterative water-filling with multi-antenna Gaussian BC.
To clearly understand where the flaw appears in [1] and how the correct proof should appear, the models for the MIMO BC and its sum capacity are revisited.
The base-station has antennas and there are mobile stations, each of which has antennas. A downlink channel or BC is described as , where C , denotes the fixed channel matrix and C , is an additive Gaussian noise vector with identity covariance. A dual uplink channel or dual MAC of the downlink channel can be described as , where C is an additive Gaussian noise vector with identity covariance. If , then the mathematical formulation of the sum capacity [1] of the dual MIMO MAC is (1) To easily compute the sum capacity of the MIMO BC, only the dual MIMO MAC, with the equivalence of the optimal values, i.e., , is being considered here [1] . An algorithm was proposed in [1] to compute the sum capacity of the MIMO BC and the optimal transmission policy. Since our discussion centers around that algorithm, i.e., [ In [1, Algorithm 2], a method based on the iterative waterfilling algorithm for computing the optimal transmission distribution is used, which maximizes the sum rate of a Gaussian multiple antenna BC with a vector output. To examine the proof of the convergence theorem of Algorithm 2 in detail, the relationship between [1, Algorithm 1] and Zangwill's cyclic coordinate ascent algorithm is first re-assessed. This is necessary because [1, Algorithm 2] is implemented as Algorithm 1 with the insertion of an average step, and the convergence proof of Algorithm 2 has utilized the convergent property of Algorithm 1.
A. Algorithm 1 and Zangwill's Cyclic Coordinate Ascent Algorithm
Zangwill's definition of the cyclic coordinate ascent algorithm is that the cyclic coordinate ascent algorithm is a mapping, i.e., a Cartesian product mapping. Further, this Cartesian product mapping is a product of the sub-mappings (see [2, p. 111] ). Let us use the symbol to represent the cyclic coordinate ascent algorithm. Hence, is a Cartesian product mapping. This Cartesian product mapping is:
, where, for variables , means, while holding the other variables in the fixed values, maximizing an objective function with respect to the -th set of the variables . Obviously, itself is a mapping. However, the Cartesian product mapping is . Hence, to the Cartesian product mapping , is a submapping. One iteration of is completed only if projects a point to the next point, i.e., only if a point passes through a series of operations successively performed by without any interruption. Such a series of operations can then be defined as one iteration of . In short, is not , for any .
Because the combined action performed by step 1) and step 2) of Algorithm 1, i.e., maximizing the objective function with respect to the -th set of variables, is equivalent to , hence, after iterations of Algorithm 1, only one iteration of is actually being performed. In [1] , the convergence proof of Algorithm 2 utilized Zangwill's Convergence Theorem B by treating Algorithm 1 as Zangwill's cyclic coordinate ascent algorithm. From the re-assessed relationship between Algorithm 1 and Zangwill's cyclic coordinate ascent algorithm, this flaw in the convergence proof of Algorithm 2 is illustrated in the next subsection.
B. Zangwill's Convergence Theorem B Cannot be Used for Algorithm 2
Let us use the symbol to represent the spacer step (refer to [2, p. 135]) , i.e., step 3) of Algorithm 2, with step 1) and step 2) of Algorithm 2 being . Algorithm 2 iterates using this order:
The cyclic coordinate ascent algorithm with the spacer step iterates using this order:
i.e., the cyclic coordinate ascent algorithm with the spacer step iterates using this order:
Without further ado, the difference between the iterative process of Algorithm 2 and that of the cyclic coordinate ascent algorithm with the spacer step is obvious. A counter example can be easily constructed so that a sub-mapping of , e.g., , is not guaranteed to converge under Zangwill's Convergence Theorem B. Hence, Zangwill's Convergence Theorem B cannot be used to guarantee convergence of Algorithm 2. Therefore, the attempted convergence proof in [1] , which relies on Zangwill's Convergence Theorem B, does not guarantee convergence of Algorithm 2.
II. CONVERGENCE PROOF OF ALGORITHM 2
To prove convergence of Algorithm 2, i.e., the subsequence convergence of Algorithm 2, we will not utilize any assumption of the optimal solution uniqueness (refer to [1, Appendix II]). Correspondingly, we will assume that a mapping projects a point to a set. First, two concepts will be introduced. The first concept is the image of a mapping (algorithm) projecting a point to a set; the second one is a fixed point under the mapping (algorithm). The second concept is new. Then, some lemmas are proposed. Last, convergence of Algorithm 2 will be obtained.
Definition II.1: Assume that and are two sets. Let be a mapping or an algorithm from to , which projects from a point in to a set of points in . If the point is denoted by and the set of the points is denoted by , then is called the image of under .
Definition II.2: Let be a mapping or an algorithm from to . Assume . If , is said to be a fixed point under .
Note that (2) of Algorithm 2 will be expressed into a general form in the following:
as the uniqueness condition of the optimal solution is being removed. Further, to be consistent with this general expression, step 2) of Algorithm 2 will be regarded as: given a feasible point, its image under step 2) of Algorithm 2 being a set of points. A point in this set is chosen arbitrarily. Algorithm 2 will then generate a point sequence. We will still call this generalized Algorithm 2 by Algorithm 2 for convenience.
The mathematical expression (1) may be regarded as an optimization problem over the field of complex numbers. However, this optimization problem is also equivalent to an optimization problem over the field of real numbers based on the following proposition. This proposition is an indispensable tool to prove the necessary condition in Lemma II.5 below, without going through the somewhat tedious discussions of the problems of several complex variables or the matrix calculus for convergence of Algorithm 2.
Proposition II.3: The optimization problem in (1) is equivalent to a convex optimization problem over the field of real numbers.
This proposition is easy to show due to the existence of isomorphism between and , for any . Representation for this real convex optimization problem is stated as follows.
Real vectors , as the variables utilized in the latter of Proposition II.3, are generated by the method that matrix can be vectorized into a vector denoted by (refer to J. R. Magnus [4] ). The feasible set for , is formed from and is convex and closed. The real objective function is denoted by and is concave over .
Note that we do not assume that there exists a non-zero channel matrix , in the following lemmas. According to Proposition II.3, the prior introduced and the function , the problem in (1) may be written into the following real convex optimization problem:
Furthermore, it is easily seen that is differentiable and the feasible set is compact. Compared with , we denote the feasible set of the problem in (1) by ; compared with , we denote the objective function of the problem in (1) by .
For any convergent subsequence, whose limit is denoted by , generated by Algorithm 2, we may prove using the following lemma that the limit point is a fixed point under Algorithm 2, when Algorithm 2 is regarded as a mapping.
Lemma II.4:
A point is the limit of a convergent subsequence of the point sequence generated by Algorithm 2 if and only if this point is a fixed point under Algorithm 2.
Proof: See Appendix A.
Lemma II.5: is a fixed point under Algorithm 2 if and only if
is an optimal solution to the problem in (1) .
Proof: See Appendix B.
Based on the lemmas above, we may obtain the conclusion that Algorithm 2 is convergent. Its details are described below.
Theorem II.6: Algorithm 2 is convergent, i.e., any convergent subsequence of a point sequence generated by Algorithm 2 converges to an optimal solution to the problem in (1) . At the same time, the sequence of objective values, obtained by evaluating the objective function at the point sequence, monotonically increases to the optimal objective value .
Proof: Due to compactness of the set of feasible solutions for the problem in (1), the point sequence generated by Algorithm 2 already includes a convergent subsequence. For every convergent subsequence, according to Lemma II.4, the convergent subsequence must converge to a fixed point under Algorithm 2. Then, according to Lemma II.5, i.e., a fixed point under Algorithm 2 is an optimal solution to the problem in (1), the convergent subsequence converges to an optimal solution to the problem in (1) . Therefore, any convergent subsequence of a point sequence generated by Algorithm 2 converges to an optimal solution to the problem in (1).
With Algorithm 2 generating the point sequence, the definition of Algorithm 2 mentioned above and the formula (7) in Appendices imply that the sequence of objective values, obtained by evaluating the objective function at the point sequence, monotonically increases to the optimal objective value. This is due to (7) and the conclusion of previous paragraph, i.e., any convergent subsequence of the point sequence converges to the optimal solution.
Hence, Algorithm 2 is convergent.
Therefore, although the convergence proof of Algorithm 2 in [1] is incorrect, the conclusion for Algorithm 2 is still correct, i. e., Algorithm 2 is convergent. This point is proved in the proposed correction. At the same time, the proposed strict proof for convergence of Algorithm 2 is based on a weaker assumption than [1] , i.e., there is no assumption of the optimal solution being unique.
The necessity is proved first. For the limit of any convergent subsequence, there is a convergent subsequence such that , where is the point sequence generated by Algorithm 2.
It is seen that from the definition of Algorithm 2. The definition of Algorithm 2 implies that (5) for any and . Replacing with , we obtain (6) According to step 3) of Algorithm 2 Due to the function being concave, According to step 2) of Algorithm 2, i.e., the definition of Thus, is monotonically increasing with respect to increasing, and (7) From (7), we obtain From (6), we acquire Hence, it is true that Letting approach infinity, we may acquire that Thus Note that the set is not guaranteed to be a single-point set. However, we may choose to be an optimal solution to the problem . This corresponds to step 2) of Algorithm 2. Further, , based on the choice of the optimal solution mentioned above. This corresponds to step 3) of Algorithm 2. Therefore, resulting from the two correspondences mentioned above and the definition of Algorithm 2, it is true that is a fixed pointed under Algorithm 2, which is viewed as a mapping.
The sufficiency will be proved as follows: If is a fixed pointed under Algorithm 2, it is seen that if is denoted by , then , i.e., the former is assigned by the latter, due to being a fixed pointed under Algorithm 2. If it is assumed that , then due to being a fixed pointed under Algorithm 2. According to the principle of mathematical induction, . Furthermore, . Therefore, the sufficiency is true.
APPENDIX B PROOF OF LEMMA II.5
The necessity is proved first. According to the correspondences between (1) and (4) mentioned above, it is easily known, for the fixed point , that
Since (8) is a convex optimization problem with a concave objective function, noting the optimality condition, which is necessary and sufficient for (8) , of the convex optimization problems (refer to [5, (4. 21)]), (8) implies that . . .
where, , and we denote a transpose of the gradient with respect to the variables of by the row vector . It is seen that (9) is just the optimal condition of (4). Due to (4) being a convex optimization problem with a concave objective function, is an optimal solution to (4). Furthermore, according to the correspondence between (1) and (4), the fixed point is an optimal solution to the problem in (1) .
The sufficiency will be proved as follows: For
Due to concavity of the function and convexity of the set of feasible solutions
Since is the optimal solution to the problem in (1) Hence According to definition of the optimal solution to (3) According to steps 2) and 3) of Algorithm 2, is a fixed point under Algorithm 2.
