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A COMBINATORIAL APPROACH TO THE SET-THEORETIC
SOLUTIONS OF THE YANG-BAXTER EQUATION
TATIANA GATEVA-IVANOVA
Abstract. A bijective map r : X2 −→ X2, where X = {x1, · · · , xn} is a
finite set, is called a set-theoretic solution of the Yang-Baxter equation (YBE)
if the braid relation r12r23r12 = r23r12r23 holds in X3. A non-degenerate
involutive solution (X, r) satisfying r(xx) = xx, for all x ∈ X, is called square-
free solution. There exist close relations between the square-free set-theoretic
solutions of YBE, the semigroups of I-type, the semigroups of skew polynomial
type, and the Bieberbach groups, as it was first shown in a joint paper with
Michel Van den Bergh.
In this paper we continue the study of square-free solutions (X, r) and
the associated Yang-Baxter algebraic structures — the semigroup S(X, r), the
group G(X, r) and the k- algebra A(k,X, r) over a field k, generated by X and
with quadratic defining relations naturally arising and uniquely determined
by r. We study the properties of the associated Yang-Baxter structures and
prove a conjecture of the present author that the three notions: a square-
free solution of (set-theoretic) YBE, a semigroup of I type, and a semigroup
of skew-polynomial type, are equivalent. This implies that the Yang-Baxter
algebra A(k,X, r) is Poincare´-Birkhoff-Witt type algebra, with respect to some
appropriate ordering of X. We conjecture that every square-free solution of
YBE is retractable, in the sense of Etingof-Schedler.
1. Introduction
The Yang-Baxter equation appeared in 1967 [33] in Statistical Mechanics and
turned out to be one of the basic equations in mathematical physics, and more
precisely for introducing the theory of quantum groups. At present the study of
quantum groups, and, in particular, the solutions of the Yang-Baxter equation
attracts the attention of a broad circle of scientists and mathematicians.
Let V be a vector space over a field k. We recall that a linear automorphism R
of V ⊗ V is a solution of the Yang-Baxter equation, if the equality
(1.1) (R⊗ idV )(idV ⊗R)(R ⊗ idV ) = (idV ⊗R)(R⊗ idV )(idV ⊗R)
holds in the authomorphism group of V ⊗ V ⊗ V. R is a solution of the quantum
Yang-Baxter equation (QYBE) if
(1.2) R12R13R23 = R23R13R12
where Rij means R acting on the i-th and j-th component.
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Finding all solutions of the Yang-Baxter equation is a difficult task far from
being resolved. Nevertheless many solutions of these equations have been found
during the last 20 years and the related algebraic structures (Hopf algebras) have
been studied (for example see [19]). Most of these solutions were ”deformations”
of the identity solution. In 1990 V. Drinfeld [5] posed the problem of studying a
class of solutions that are obtained in a different way - the so called set-theoretic
solutions.
Definition 1.1. Let X be a nonempty set. Let r : X × X −→ X × X be a
bijection of the Cartesian product X × X onto itself. The map r is called a set-
theoretic solution of the Yang-Baxter equation, if
(r × idX)(idX × r)(r × idX) = (idX × r)(r × idX)(idX × r).
Each set-theoretic solution r of the Yang-Baxter equation induces an operator R
on V ⊗ V for the vector space V spanned by X , which is, clearly, a solution of 1.1.
Various works dealing with set-theoretic solutions appeared during the last decade,
cf. [32], [17], [14], [6], [7], [30], [21], [24], [27].
The purpose of this paper is first to present some recent conjectures on the
set-theoretic solutions of the Yang-Baxter equation, and to give an account of the
research in this area, and, second to continue the study of the general algebraic and
homological properties of the algebraic structures related to the so called square-
free solutions. Our approach is combinatorial. To each solution (X, r) we associate
a semigroup S = S(X, r), a group G = G(X, r) (the group was also studied in [6]),
and a quadratic algebra over a field k, A(k,X, r) ≃ kS, each of them with a set of
n generators X and with quadratic defining relations ℜ(X, r) naturally arising and
uniquely determined by r. We study the ”behaviour” of these relations, and use
the obtained information for establishing structural and homological properties of
the associated algebraic objects. This approach is natural, for usual linear solutions
one has similar ideas for instance Manin’s work [23]. In the case of set-theoretic
solutions to YBE it was initiated in the joint paper with Michel Van den Bergh
[14], and applied to the study of the close relations between different mathemati-
cal objects such as set-theoretic solutions of the Yang-Baxter equation, semigroups
of I-type (which appeared in the study of Sklyanin algebras) and the semigroups
S0 associated with the class of skew-polynomial rings with binomial relations, in-
troduced and studied in [8] and [9]. The semigroups S0, called semigroups of
skew-polynomial type are standard finitely presented, more precisely, they are de-
fined in terms of a finite number of generators and quadratic square-free relations,
which form a Groebner basis (or equivallently, the algebra A = kS is a PBW alge-
bra) cf. 2.19. It is proven in [14] that each skew-polynomial semigroup S0 defines
a nondegenerate set-theoretic solution r = r(S0) of the Yang-Baxter equation. In
connection with this result the present author made the conjecture that under the
restriction that X is finite and “square-free” i.e. r(x, x) = (x, x) for each x ∈ X,
all nondegenerate involutive solutions can be obtained in this way, cf. 2.18.
In this work we will not be in a position to develop specific physical applications
but already we can say that several of the structures we introduce are highly relevant
for physics. For example, the groups G(X, r) act on each other to form a matched
pair of groups and are hence a natural source of quantum groups of bicrossproduct
type. More details are to appear in our sequel [15] . Bicrossproduct quantum groups
themselves are increasing importance in noncommutative geometry as for example
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the Connes-Kreimer quantum groups associated to renormalisation, the κ-Poincare´
quantum groups related to deformed spacetime, and the original ’Planck-scale’
quantum group; see [22] for this background.
2. Basic notions and results
In this section we first recall some basic notions, definitions, and results, from
[6], and [14]. They are related to both quantum group theory and noncommutative
algebra, so we recall them for convenience of readers with various mathematical
background. Next we formulate the main results of the paper and a conjecture
about set-theoretic solutions of YBE.
We fix a finite nonempty set X with n elements. We shall often identify the sets
X ×X and X2, the set of all monomials of length two in the free semigroup 〈X〉.
Definition 2.1. [6] Let r : X×X → X×X be a bijective map, we shall refer to it
as (X, r). The components of r are the maps L : X ×X → X and R : X ×X → X
defined by the equality
r(x, y) = (Lx(y),Ry(x)).
(i) (X, r) is left nondegenerate if for each x the map Lx(y) is a bijective function of
y; (X, r) is right nondegenerate if for each y the map Ry(x) is a bijective function
of x; (X, r) is nondegenerate if it is left and right nondegenerate.
(ii) (X, r) is involutive if
(2.1) r2 = idX×X
(iii) (X, r) is a braided set if r satisfies the braid relation:
(2.2) r1r2r1 = r2r1r2,
where r1 = r × idX and r2 = idX × r.
(iv)(X, r) is symmetric if it is braided and involutive.
(v) If (X, r) is a braided, involutive and nondegenerate set we shall call it simply
a solution.
Clearly, every braided set presents a set-theoretic solution of the Yang-Baxter
equation. A general study of nondegenerate symmetric sets was given in [6].
In [14] was found a special class of of solutions, here we call them square-free
solutions (cf. 2.2), which are defined via the semigroups with relations of skew-
polynomial type. These semigroups were introduced and studied first in [8]. The
study continued in [9], [10], [14], [18], cf. also [16].
Definition 2.2. A map r : X2 → X2 is square-free if it acts trivially on diag(X2),
i.e. r(xx) = xx, for all x ∈ X.
Example 2.3. Let X be a nonempty set and let r(xy) = yx. Then (X, r) is a
square-free solution, which is called the trivial solution.
Example 2.4. (Permutational solution, Lyubashenko, [5]). Let X be a non-empty
set, let f, g be maps X → X and let r(xy) = g(y)f(x). Then a) (X, r) is nondegen-
erate if and only if f and g are bijective; b) (X, r) is braided if and only if fg = gf ;
c) (X, r) is involutive if and only if f = g−1.
Remark 2.5. Note that for any permutation f of X , the map r defined as r(xy) =
f(y)f−1(x), is a solution, but in general r is not square-free. In fact, a permuta-
tional involutive solution r is square-free if and only if f = idX , i.e. r = idX2 .
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Nevertheless, we prove in 3.7 that each square-free solution behaves ”locally” as a
permutational solution.
Clearly, when the order | X |= 2, the only square-free solution (X, r) is the
trivial one. The lowest order of X which allows a nontrivial, square-free solution is
3, as shows the following.
Example 2.6. Let X = {x1, x2, x3}. Up to re-numerating of the set X there exists
a uniqie non-trivial square-free solution (X, r) namely :
r(x3x1) = x2x3, r(x2x3) = x3x1;
r(x3x2) = x1x3, r(x1x3) = x3x2,
r(x2x1) = x1x2, r(x1x2) = x2x1, r(xixi) = xixi, i = 1, 2, 3.
Up to isomorphism of solutions, there exist 5 square-free solutions (X, r) with
| X |= 4. The one with the greatest number nontrivial relations is given in the
following example.
Example 2.7. Let X = {x1, x2, x3, x4} and let r be defined as:
r(x1x3) = x4x2, r(x4x2) = x1x3, r(x1x4) = x3x2, r(x3x2) = x1x4,
r(x2x3) = x4x1, r(x4x1) = x2x3, r(x2x4) = x3x1, r(x3x1) = x2x4,
r(x1x2) = x2x1, r(x2x1) = x1x2, r(x3x4) = x4x3, r(x4x3) = x3x4,
r(xixi) = xixi, i = 1, · · · , 4.
Then (X, r) is a square-free solution. Consider the permutation σ = (12)(34). For
x, y which belong to different orbits of σ one has r(xy) = σ(y)σ−1(x), and when x
and y belong to the same orbit, then r(xy) = σ2(y)σ−2(x) = yx.
Definition 2.8. The braid group Bn is the group generated by n generators
b1, · · · , bn and defining relations
(2.3) bibj = bjbi, | i− j |> 1;
(2.4) bibi+1bi = bi+1bibi+1.
Recall that the symmetric group Sn is isomorphic to the quotient of Bn by the
relations b2i = 1.
The following remark is obvious, see for example [6].
Remark 2.9. Letm ≥ 3 be an integer. (i) The assignment bi → rii+1, 1 ≤ i ≤ m−1,
extends to an action of Bm on X
m if and only if (X, r) is a braided set. (ii) The
assignment bi → rii+1, 1 ≤ i ≤ m − 1, extends to an action of Sm on Xm if and
only if (X, r) is a symmetric set. (Here, as usual, rii+1 = idX(i−1) × r× idX(m−i−1)).
The next well-known fact (see [6]) gives the relation between the braided sets
(i.e. the set-theoretic solutions of the Yang-Baxter equation) and the set-theoretic
solutions of the quantum Yang-Baxter equation.
Fact 2.10. Let r : X2 → X2 be a bijection, σ : X2 → X2 be the flip σ(xy) = yx,
for all x, y ∈ X. Let R = σ ◦ r. (i.e. R is the so called R-matrix corresponding to
r). Then r satisfies the set-theoretic Yang-Baxter equation if and only if R satisfies
the quantum Yang-Baxter equation:
(2.5) R12R13R23 = R23R13R12.
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Furthermore, r is involutive if and only if R satisfies 2.5 and the unitarity condition
(2.6) R21R = 1.
In the spirit of a recent trend called a combinatorial approach in algebra, to each
bijective map r : X2 → X2 we associate canonically finitely presented algebraic
objects (see precise definition in 2.12) generated by X and with quadratic defining
relations ℜ naturally determined as
(2.7) ℜ = ℜ(r) = {(u = r(u)) | u ∈ X2, u 6= r(u) as words inX2}
We study the close relations between the combinatorial properties of the defining
relations, e.g. of the map r, and the structural properties of the associated algebraic
objects.
Notation 2.11. For a non-empty set X , as usual, we denote by 〈X〉 the free
semigroup generated by X, and by k〈X〉- the free associative k-algebra generated
by X , where k is an arbitrary field. For a set F ⊆ k〈X〉, (F ) denotes the two sided
ideal of k〈X〉, generated by F .
Definition 2.12. Assume that r : X2 −→ X2 is an involutive, bijective map.
(i) The semigroup
S = S(X, r) = 〈X ;ℜ(r)〉,
with a set of generatorsX and a set of defining relationsℜ(r), is called the semigroup
associated with (X, r).
(ii) The the group G = G(X, r) associated with (X, r) is defined as
G = G(X, r) = gr〈X ;ℜ(r)〉.
(iii) For arbitrary fixed field k, the k-algebra associated with (X, r) is defined as
(2.8) A = A(k,X, r) = k〈X〉/(ℜ(r)).
Clearly A is a quadratic algebra, generated by X and with defining relations
ℜ(r). Furthermore, A is isomorphic to the semigroup algebra kS(X, r).
Manin, [23], introduced the notion of a Yang-Baxter algebra. He calls a Yang-
Baxter algebra a quadratic algebraA with defining relation determined via arbitrary
fixed Yang-Baxter operator. In this spirit we give the following definition.
Definition 2.13. Assume (X, r) is a solution. Then S(X, r), G(X, r) andA(k,X, r)
are called respectively: the Yang-Baxter semigroup, the Yang-Baxter group, and
the Yang-Baxter k-algebra, associated to (X, r). We shall also use the abbreviation
”YB” for ”Yang-Baxter”.
In the case when (X, r) is a solution, G(X, r) is also called the the structure
group of (X, r), see [6].
Example 2.14. Let (X, r) be the trivial solution, i. e. r(xy) = yx, for all x, y ∈ X,
then clearly, S(X, r) = [x1, · · · , xn], is the free abelian semigroup generated by
X , G(X, r) = ZX , is the free abelian group generated by X , and A(k,X, r) =
k[x1, · · · , xn] is the commutative polynomial ring over k.
Definition 2.15. Let S = 〈X ;ℜ〉 be a semigroup with a set of generators X and
a set of quadratic binomial defining relations:
ℜ = {xy = y′x′ | x, y, x′, y′ ∈ X},
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We assume that each monomial u ∈ X2, occurs in at most one relation in ℜ. Define
the map r = r(S) : X2 → X2 as follows:
(i) r(xy) = xy, if xy is a monomial of length 2 which does not occur in any
relation in ℜ; and
(ii) if (xy = y′x′) ∈ ℜ, then we set r(xy) = y′x′ and r(y′x′) = xy.
We call r(S) the map associated with the semigroup S.
Note that if r is the map defined by the set of relations of a YB- semigroup
S = 〈X ;ℜ〉, then the set (X ; r) is always symmetric, since clearly, r2 = idX2 .
We give now an example of a Yang-Baxter semigroup S with 11 generators. In
fact, S belongs to the class of semigroups of skew-polynomial type, 2.19, and the
map r(S) is a square-free solution.
Example 2.16. Let S = 〈X ;ℜ〉, where the set of generators isX = {1, 2, · · · , 8, a, b, c}
and the defining relations are:
1a = a2, 2a = a1, 2b = b3, 3b = b2, 3a = a4, 4a = a3, 4c = c1, 1c = c4,
5a = a6, 6a = a5, 6b = b7, 7b = b6, 7a = a8, 8a = a7, 8c = c5, 5c = c8,
1b = b5, 5b = b1, 2c = c6, 6c = c2, 3c = c7, 7c = c3, 4b = b8, 8b = b4,
ab = ca, ac = ba, bc = cb, ij = ji, 1 ≤ i, j ≤ 8.
Remark 2.17. Let S0 be a semigroup of skew-polynomial type (see 2.19). Let
r = r(S0) be the map defined by the relations of S0. Then (X, r) is a square-free
solution (cf [14], Th. 1.2, also Theorem 2.26). Furthermore, S0 is a cancellative
semigroup, and has a group of quotients gr(S0), which is a central localization of
S0, see [18]. It is clear, that the groups gr(S0) and the associated group G(X, r)
are isomorphic. Moreover, the set X is embedded in G(X, r).
The semigroups of skew-polynomial type were discovered while the author was
searching for a new class of Artin-Schelter regular rings. It turned out that the
skew-polynomial rings with binomial relations introduced and studied in [8], [9],
[10] provide a class of Artin-Schelter regular rings of arbitrary global dimension.
Furthermore, with each ring A0 of this type we associate (uniquely) a semigroup
S0 which defines (via its relations) a non-degenerate set-theoretic solution r(S0) of
the Yang-Baxter equation, cf. [14]. It is easy to generalize this result by showing
that each skew-polynomial ring with binomial relations defines a solution of the
classical Yang-Baxter equation, see Theorem 9.7. The semigroup S0 is called a
semigroup of skew-polynomial type. The results in [14] and further study of the
combinatorial properties of the solutions inspired the following Conjecture, which
we reported first in a talk at the International Conference in Ring Theory, Miskolc
1996, see also [11], [12].
Conjecture 1 2.18. [13] Let (X, r) be a square-free (non-degenerate, involutive)
solution of the Yang-Baxter equation. Then the set X can be ordered so, that the
associated semigroup S = S(X, r) is of skew-polynomial type.
Definition 2.19. We say that the semigroup S0 is a semigroup of skew-polynomial
type, (or shortly, a skew-polynomial semigroup) if it has a standard finite presenta-
tion as S0 = 〈X ;ℜ0〉, where the set of generatorsX is ordered: x1 < x2 < · · · < xn,
and the set
ℜ0 = {xjxi = xi′xj′ ) | 1 ≤ i < j ≤ n, 1 ≤ i
′ < j′ ≤ n},
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contains precisely n(n−1)/2 quadratic square-free binomial defining relations, each
of them satisfying the following conditions:
i) each monomial xy ∈ X2, with x 6= y, occurs in exactly one relation in ℜ0; a
monomial of the type xx does not occur in any relation in R0;
ii) if (xjxi = xi′xj′ ) ∈ R0, with 1 ≤ i < j ≤ n, then i
′ < j′, and j > i′.
[ further studies show that this also implies i < j′ see [9]]
iii) the monomials xkxjxi with k > j > i, 1 ≤ i, j, k,≤ n do not give rise to new
relations in S0, or equivalently, cf. [4], ℜ0 is a Groebner basis with respect to the
degree-lexicographic ordering of the free semigroup 〈X〉.
Remark 2.20. Suppose S0 is a semigroup of skew-polynomial type. It follows from
the Diamond Lemma [4] that, each element w of S can be presented uniquely as
an ordered monomial
w = xα11 x
α2
2 · · ·x
αn
n
where αi ≥ 0, 1 ≤ i ≤ n. This presentation is called the normal form of w and
denoted asNor(w). It follows from the Diamond lemma, that two monomials w1, w2
in the free semigroup 〈X〉 are equal in S if and only if their normal forms coincide,
Nor(w1) = Nor(w2). Thus S0 can be identified as a set with the set of ordered
monomials
(2.9) N0 = {x
α1
1 x
α2
2 · · ·x
αn
n | αi ≥ 0, 1 ≤ i ≤ n}.
Furthermore, for an arbitrary field k, the set N0 is a k- basis of the quadratic
algebra
A0 = k〈X〉/(ℜ0) ≃ kS0.
Clearly, A0 is a Poincare´-Birkghoff-Witt - algebra in the sense of Priddy [25] with
N0 as a PBW-basis.
Remark 2.21. In [18] the skew-polynomial semigroups S0 are called binomial semi-
groups.
We now recall the definition of the semigroups of I-type, see [14], which are
closely related to both- the semigroups of skew-polynomial type and the set-theoretic
solutions of Yang-Baxter equation. The rings of I-type were introduced and studied
by J.Tate, and M. Van den Bergh in their work on the homological properties of
Sklyanin Algebras, [31].
Notation 2.22. Till the end of the paper we shall denote by
(2.10) U = [u1, · · · , un],
the free commutative multiplicative semigroup generated by u1, · · · , un.
Definition 2.23. [14], A semigroup S generated by {x1, · · · , xn} is said to be
of (left) I-type if there exists a bijection v : U −→ S called (a left I-structure),
such that v(1) = 1, and such that for each a ∈ U there is an equality of sets
{v(u1a), v(u2a), · · · , v(una)} = {x1v(a), x2v(a), · · · , xnv(a)}. Analogously one de-
fines a right I-structure v1 : U −→ S.
Remark 2.24. It can be extracted from [14], see also 4.1, that if (X, r) is a square-
free solution, and S = S(X, r) the associated YB semigroup, then
a) There exists a unique left I-structure v : U → S, such that v(ui) = xi, for
1 ≤ i ≤ n.
b) There exists a unique right I-structure v1 : U → S, such that v1(ui) = xi, for
1 ≤ i ≤ n.
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In section 4, Proposition 4.14, we show that a semigroup of I-type is a distribu-
tive lattice with respect to the order induced from ”one-sided” divisibility, defined
bellow.
Definition 2.25. For every pair a, b ∈ S we set:
(i) a |l b, if and only if there exists a monomial c ∈ S, such that b = ca. We call
this relation divisibility with respect to the left multiplication.
(ii) a |r b, if and only if there exists a monomial c ∈ S, such that b = ac. This
relation is called divisibility with respect to the right multiplication.
The following theorem proved in section 6 verifies Conjecture 2.18.
Main Theorem 2.26. Assume that X is a finite set of order n ≥ 1, and r :
X × X −→ X × X is a square-free involutive bijection. Let S = S(X, r) be the
semigroup associated with (X, r), and let A = A(k,X, r) be the quadratic k-algebra
associated with (X, r), where k is an arbitrary field. Then the following conditions
are equivalent.
(1) (X, r) is non-degenerate solution of the set-theoretic Yang-Baxter equation.
(2) S = S(X, r) is a semigroup of I-type.
(3) There exists an ordering on X, X = {x1 < x2 < · · · < xn}, such that
S = S(X, r) is a semigroup of skew-polynomial type.
(4) There exists an ordering on X, X = {x1 < x2 < · · · < xn} such that for
every field k the quadratic k-algebra A = A(k,X, r) is a Poincare´-Birkhoff-
Witt algebra, with a k-basis - the set of ordered monomials N0.
Moreover, each of these conditions implies that the solution (X, r) is decomposable,
i.e. X a disjoint union of two nonempty r-invariant subsets.
Corollary 2.27. Let (X, r) be a square-free solution, with associated semigroup
S = S(X, r). Then (S, |l) is a distributive lattice. Furthermore the left I-structure
v : U −→ S is an isomorphism of lattices.
Condition 2.26.2 implies cf. [14], various nice algebraic an homological properties
of the algebra A = A(k,X, r), like being a Noetherian domain, Koszul, Cohen-
Macaulay, Artin-Schelter regular, etc. In particular the semigroup S is cancellative.
Hence it is naturally embedded in its group of quotients gr(S) = G(X, r). We recall
these results in Theorem 6.1.
My student, M.S. Garcia Roman has shown that for an explicitly given solution
(X, r), condition 2.26.3 is equivallent to a standard problem from Linear Program-
ming.
In [15] is presented a matched pairs approach to the set-theoretic solutions of the
Yang-Baxter equation. One of the main results in [15], given here as Theorem 5.6
covers all known constructions of solutions (X, r), restricted to the case of square-
free solutions, with X a finite set.
In section 8 we study the generalized twisted unions of solutions, and multiper-
mutation solutions.
Section 9 gives an application of the Main Theorem to a particular class of
solutions of the classical Yang-Baxter equation.
We close this section with the following conjecture
Strong Conjecture 2.28. I. Every square-free solution (X, r), where X is a finite
set of order n ≥ 2, is retractible. Furthermore (X, r) is a multipermutation solution
of level m < n.
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II. Every multipermutation square-free solution of levelm is a generalized twisted
union of multipermutation solutions of levels ≤ m− 1
3. The cyclic condition and combinatorics in S(X, r)
In this section we introduce a combinatorial technique for non-degenerate square-
free solutions (X, r), which associates cycles in Sym(X) to each pair of elements
y, x in X . We call the corresponding property of r cyclic condition. The cyclic
condition is the base for all combinatorial techniques in this paper. We use it here
to deduce more precise pictures of the left and right actions of the group G(X, r)
on X , and to to show that each involutive square-free solution acts “locally” as
a permutational solution. We obtain some important relations of higher degrees
in S(X, r), and use the lengths of the cycles occurring in S(X, r) to associate an
invariant integer M = M(X, r) with every solution (X, r) called the cyclic degree
of (X, r).
Definition 3.1. Let r : X ×X −→ X ×X be a bijection.
(1) We say that (X, r) satisfies the weak cyclic condition, if for every pair y, x ∈
X , there exist two disjoint cycles Lxy = (x1, · · · , xm) and R
y
x = (yk, · · · , y1)
in the symmetric group Sym(X), such that x = x1, y = y1,, and for all
1 ≤ i ≤ m, 1 ≤ j ≤ k, there are equalities:
(3.1) r(yjxi) = L
x
y(xi)R
y
x(yj) = xi+1yj−1,
where xm+1 := x1, and y0 := yk.
In particular, r(yx) = Lxy(x)R
y
x(y) = x2yk.
(2) (X, r) satisfies the cyclic condition, if for every pair y, x ∈ X , there exist
two disjoint cycles Lxy = (x1, · · · , xm) and L
y
x = (y1, · · · , yk) in Sym(X),
such that x = x1, y = y1,, and for all 1 ≤ i ≤ m, 1 ≤ j ≤ k, there are
equalities:
(3.2) r(xiyj) = yj+1xi−1 and r(yjxi) = xi+1yj−1,
where x0 = xm, xm+1 := x1,, and y0 := yk, yk+1 = y1.
In particular, for every pair (y, x) ∈ X ×X , the disjoint cycles Lxy and
Lyx satisfy:
(3.3) r(y, x) = Lxy(x)(L
y
x)
−1(y), and r(x, y) = Lyx(y)(L
x
y)
−1(x).
We call Lyx and L
x
y the pair of cycles associated to (y, x).
Remark 3.2. Clearly, the (strong) cyclic condition implies that r is involutive. We
will show that every involutive square-free solution (X, r) satisfies the cyclic con-
dition and use this to study the left (and the right) action of G(X, r) on X . Note
that if the cyclic condition holds, and we set
σ = σy,x = σx,y = (x1, · · · , xm)(y1, · · · , yk) ∈ Sym(X),
the map r is expressible ”locally” as a permutational solution
r(yjxi) = σ(xi)σ
−1(yj) and r(xiyj) = σ(yj)σ
−1(xi).
If we do not assume involutiveness for r, then, in general, only the weak cyclic
condition is satisfied. We give an example, see 3.3, of a non-involutive solution in
which the cyclic condition does not hold.
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Example 3.3. Let X = {x1, x2, x3, x4, x5, x6}, and suppose the map r : X2 → X2
is defined as:
x1x2 ↔ x2, x1;x3x4 ↔ x4x3;
x3x5 ↔ x5x3;x3x6 ↔ x6x3;
x4x5 ↔ x5x4;x4x6 ↔ x6x4;xx↔ xx, for all x ∈ X
x1x3 → x4x2 → x1x5 → x6x2 → x1x3;
x1x4 → x3x2 → x1x6 → x5x2 → x1x4;
x2x3 → x4x1 → x2x5 → x6x1 → x2x3;
x2x4 → x3x1 → x2x6 → x5x1 → x2x4.
Then (X, r) is a non-involutive solution, with r4 = idX2 . Furthermore
Lx1 = (x3x4)(x5x6);Rx1 = (x3x6)(x4x5), and Rx1 6= (Lx1)
−1.
Recall first a well known fact from [6].
Fact 3.4. [6] Let (X, r) be nondegenerate, G = G(X, r). Then (X, r) is a braided
set if and only if the following three conditions are satisfied:
(1) The assignment x→ Lx induces a left action of G on X;
(2) The assignment x→Rx induces a right action of G on X;
(3) The following equality holds for any x, y, z ∈ X:
(3.4) LRLy(z)
(x)(Rz(y)) = RLRy(x)
(z)(Lx(y)).
Notation 3.5. We shall denote by OG(x) the orbit of x, x ∈ X, under the left
action of G on X .
Lemma 3.6. With notation being as in 3.1,
(1) (X, r) satisfies the weak cyclic condition if and only if for all i, j, 1 ≤ i ≤ m,
1 ≤ j ≤ k, there are equalities
(3.5) Lxiyj = L
x
y = (x1, · · · , xm), and R
yj
xi
= Ryx = (y1, · · · , yk).
(2) (X, r) satisfies the cyclic condition if and only if for all i, j, 1 ≤ i ≤ m,
1 ≤ j ≤ k there are equalities
(3.6) Lxiyj = (R
xi
yj
)−1 = (x1, · · · , xm),
and
(3.7) Lyjxi = (R
yj
xi
)−1 = (y1, · · · , yk).
The following theorem gives an account of various conditions on the bijective
maps r : X2 → X2 and the corresponding semigroup S(X, r). For some of them
we assume neither that r is necessarily a solution of the Yang-Baxter equation, nor
we assume that r is involutivene.
Theorem 3.7. Let r : X2 → X2 be a bijective map, denoted by (X, r). Let
S = S(X, r) be the semigroup associated to (X, r). Let Lx and Rx be the left and
right components of r, introduced in 2.1. Consider the following conditions:
(1) a) (X, r) is left nondegenerate; b) (X, r) is right nondegenerate.
(2) a) (Right Ore condition) For every pair a, b ∈ X there exists a unique
pair x, y ∈ X, such that ax = by; b) (Leftt Ore condition) For every pair
a, b ∈ X there exists a unique pair z, t ∈ X, such that za = tb.
(3) (X, r) is square-free and nondegenerate.
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(4) Lx is a bijection and Lx(y) 6= x, for each y 6= x; Ry is a bijection and
Ry(x) 6= y, for each y 6= x.
Then the following is true:
A. The conditions 1 a), and 2 a) are equivalent; the conditions 1 b), and 2 b)
are equivalent;
B. The conditions 3 and 4 are equivalent.
C. If (X, r) is a non-degenerate square-free solution of the Yang-Baxter equation,
(not necessarily involutive) then the weak cyclic condition 3.11 holds.
D. If (X, r) is a non-degenerate involutive square-free solution of the Yang-Baxter
equation, then the cyclic condition 3.1.2 holds.
Proof. A. (1.a) =⇒ (2.a)) Let a, b ∈ X . By our assumption the function La is a
bijection of X onto itself, so there exists a unique y such that La(y) = b, hence
the equality r(ay) = La(y)Ry(a) gives r(ay) = bz, for some z ∈ X . But r is a
bijective map on X2 onto itself, so z is also determined uniquely. The implication
(1.b) =⇒ (2.b)) is analogous.
The implications (2.a) =⇒ (1.a)) and (2.b) =⇒ (1.b)) are obvious.
B. 3 =⇒ 4. Let x, y ∈ X, x 6= y. By assumption r(xx) = xx, so Lx(x) = x 6=
Lx(y). 4 =⇒ 3. Let x ∈ X , clearly thre is an equality of sets
{Lx(y) | y ∈ X, y 6= x} = X \ {x}
so Lx(x) = x. Similarly Rx(x) = x, thus r(xx) = xx.
For the following lemmas we assume the hypothesis of the theorem.
Lemma 3.8. If (X, r) is nondegenerate and square-free, then r(xy) 6= xy if and
only if x 6= y.
Proof. The statement of the lemma follows immediately from B. and from the
equation r(xy) = Lx(y)Ry(x) 
Lemma 3.9. If (X, r) is a non-degenerate and square-free solution of the Yang-
Baxter equation (not necessarily involutive), then the following conditions hold in
S:
(3.8) [yx = x′y′, x 6= y] =⇒ [yx′ = x′′y′, y′x = x′y′′],
for some x′′, y′′ ∈ X.
Furthermore, there are equalities:
(3.9) yxx = x′x′y′′, and yyx = x′′y′y′.
Proof. Let x 6= y and let yx = x′y′, or equivalently, r(yx) = x′y′. It follows from
3.8 that yx 6= x′y′, as monomials in the free semigroup 〈X〉 Assume that
(3.10) r(yx′) = x′′y′′.
12 TATIANA GATEVA-IVANOVA
Now consider the ”Yang-Baxter diagram”
(3.11)
yyx
r×idX−−−−→ yyx
idX×r
y yidX×r
yx′y′ yx′y′
r×idX
y yr×idX
x′′y′′y′
idX×r−−−−→ x′′y′′y′
It follows then that r(y′′y′) = y′′y′, which, since r is square-free, is possible only if
y′′ = y′. We have shown that
(3.12) (yx = x′y′) =⇒ (yx′ = x′′y′).
(y′ = y is possible). Note that x′′ 6= y, y′.
Similarly, we prove that
(3.13) (yx = x′y′) =⇒ (y′x = x′y′′).
for some appropriate y′′ ∈ X
The equality yyx = x′′y′y′ in S also follows from the diagram 3.11. 
The valididy of conditions C and D can be deduced from the following lemma.
Note that in the hypothesis of the lemma we do not assume that (X, r) is a solution.
Lemma 3.10. i) (X, r) satisfies the weak cyclic condition 3.1.1 if and only if r is
non-degenerate and satisfies condition (3.8).
ii) Suppose (X, r) satisfies the weak cyclic condition. Then r is involutive if and
only if for every pair y, x ∈ X one has Lxy = (R
x
y)
−1.
Proof. Clearly, the weak cyclic condition 3.1.1 implies (3.8) and r non-degenerate.
Assume now that r is non-degenerate and condition (3.8) holds.
Suppose y, x ∈ X, y 6= x, and r(yx) = x′y′ (x′ = x, or y′ = y are possible.) We
denote x1 = x, x2 = x
′, and apply 3.8 successively to obtain a sequence of pairwise
distinct elements x1, · · · , xm ∈ X , such that
(3.14) r(yxi) = xi+1y
′, for 1 ≤ i ≤ m− 1, and r(yxm) = x1y
′.
Similarly, (after an appropriate re-numeration) we obtain y1 = y, y2, · · · , yk = y′ ∈
X, such that
(3.15) r(yjx1) = x2yj−1, for 2 ≤ j ≤ k, and r(y1x1) = x2ym.
We claim that
(3.16) r(yjxi) = xi+1yj−1, for 1 ≤ i ≤ m, 1 ≤ j ≤ k,
where xm+1 := x1, y0 := ym. We prove 3.16 by induction on j.
Step 1. j = 1. Clearly 3.14, with yk = y
′, give the base for the induction.
Assume 3.16 is satisfied for all j, 1 ≤ j ≤ j0 − 1. We shall prove 3.16 for j = j0,
1 ≤ i ≤ m− 1, using induction on i . The base of the induction:
(3.17) r(yj0x1) = x2yj0−1.
follows from 3.15. Assume now 3.16 is true for all i < i0. In particular,
(3.18) r(yj0xi0−1) = xi0yj0−1.
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Then by (3.8) one has:
(3.19) r(yj0xi0) = tyj0−1, for some t ∈ X.
we apply (3.8) again and obtain
(3.20) r(yj0−1xi0) = tz,
for some z ∈ X . It follows from the inductive assumption that:
(3.21) r(yj0−1xi0 ) = xi0+1yj0−2,
which together with 3.20 gives t = xi0+1 thus r(yj0xi0) = xi0+1yj0−1. We have
proved that 3.16 holds for all i, 1 ≤ i ≤ m, and j = j0, which verifies 3.16. This
proves i).
We set Lxy = (x1, · · · , xm) ∈ Sym(X), and (R
y
x)
−1 = (y1, · · · , yk) ∈ Sym(X).
Consider the permutation
σy,x = (x1, · · · , xm)(y1, · · · , yk).
Clearly,
(3.22) r(yjxi) = σy,x(xi)σ
−1
y,x(yj).
Assume now that r is involutive, and apply r to 3.16 to obtain r(xi+1yj−1) =
yjxi. This implies for 1 ≤ i ≤ m and 1 ≤ j ≤ k :
(3.23) Lyx = L
y
xi
= (y1, · · · yk) = (R
y
x)
−1 = (Ryxi)
−1,
(3.24) Lxy = L
x
yj
= (x1, · · ·xm) = (R
x
y)
−1 = (Rxyj )
−1.
Conversely, 3.23 and 3.24 imply that σy,x = σx,y therefore r is involutive. This
proves the lemma, and completes the proof of the theorem. 

Remark 3.11. Let (X, r) be an arbitrary square-free non-degenerate solution (not
necessarily involutive). Consider the left and the right actions of G on X , see 3.4,
extending the assignment y → Ly, respectively, x→ Rx, where Ly,Rx ∈ Sym(X)
are the permutations defined via r(yx) = Ly(x)Rx(y). Since each permutation has a
presentation as a product of disjoint cycles in Sym(X), (unique up to commutation
of multiples) we obtain that the cycle Lxy = (x1, · · ·xm), (x1 = x) occurs as a
multiple in such a presentation of Ly and the cycle R
y
x = (y1, · · · yk) is a multiple
of the corresponding presentation for Rx. The surprising part is that each pair
yj, xi with 1 ≤ j ≤ k and 1 ≤ i ≤ m, produces the same pair of cycles: L
xi
yj
=
Lxy = (x1, · · ·xm), and R
yj
xi
= Ryx = (y1, · · · , yk). Therefore although in general
Lyj 6= Ly, each permutation Lyj , 1 ≤ j ≤ k contains the same cycle (x1, · · · , xm)
in its presentation as products of disjoint cycles in Sym(X). Analogously, the cycle
(y1, · · · , yk) participates in the presentation of each Rxi , 1 ≤ i ≤ m, as a product of
disjoint cycles. We do not know how the cycles Lxy and R
x
y , are related to each other,
in the general (non-involutive) case of square-free non-degenerate solutions, besides
the obvious property, that each of them contains x, see example 3.3. In the case of
involutive solutions (X, r) there is a ”symmetry” Lxy = (R
x
y)
−1 = (x1, · · · , xm) for
each pair y 6= x, y, x ∈ X .
Notation 3.12. To avoid complicated expressions, sometimes we shall use also the
notation xy = Lx(y) and y
x = Rx(y).
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The following corollary is a ”translation” of the cyclic condition in the new
notation. It can be extracted from a more general result in [15].
Corollary 3.13. Let r : X×X → X×X be a non-degenerate involutive bijection.
Consider the following conditions:
(1)
xx = x for every x ∈ X.
(2)
r(x, x) = (x, x) for every x ∈ X.
(3) (X, r) satisfies the cyclic condition.
(4) For every x, y ∈ X there are equalities:
(3.25) (
xy)x = yx; (yx)y = y(xy) = x.
Then the following is true:
a) Conditions 1 and 2 are equivalent.
b) Conditions 3 and 4 are equivalent.
Convention 3.14. In the rest of the paper we shall consider only involutive non-
degenerate square-free solutions (X, r) of the Yang-Baxter equation; they will be
briefly called square-free solutions.
Let x ∈ X . Clearly, for t ∈ X the cycle Ltx is of length one if and only if xt = tx
′.
Notation 3.15. We denote by GL = GL(X, r) the image of G(X, r) under the
group homomorphism L : G −→ Sym(X), which extends the assignment x −→ Lx.
GR = GR(X, r) denotes the image of G(X, r) under the group homomorphism
R : G −→ Sym(X), which extends the assignment x −→ Rx.
Lemma 3.16. Let (X, r) be a square-free solution, Lx, and Rx be the left and right
components of r, which are extended to a left, respectively right action of G(X, r)
on X. Then
(1) The permutation Lx is presented as a product of disjoint cycles in Sym(X)
via the equality:
(3.26) Lx = L
t1
x L
t2
x · · · L
ts
x
where t1, · · · , ts are representatives of all disjoint orbits of Lx in X.
(2) The permutations Lx and Rx satisfy the equality:
(3.27) Rx = (Lx)
−1.
Furthermore, the two permutation groups determined by the left and right
action of G(X, r) on X coincide:
GR = GL.
(3) The assignment x −→ Lx, x ∈ X, determines the solution r uniquely, via
the formula:
r(x, y) = Lx(y)(Ly)
−1(x).
To each solution we associate an invariant integer number M =M(X, r) defined
as follows.
Definition 3.17. (1) For every x ∈ X we denote by Mx the order of the
permutation Lx in Sym(X), i.e. (in the notation of 3.16) the least common
multiple of the lengths of the cycles Ltix , 1 ≤ i ≤ s.
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(2) By M = M(X, r) we denote the least common multiple of all Mx, where
x ∈ X , and call M the cyclic degree of the solution (X, r).
Lemma 3.18. Suppose ax = ya′, for some x, y, a, a′ ∈ X Then Mx =My.
Proof. It will be enough to show that the length k of each cycle Lξx occurring in Lx
divides My. 
Proposition 3.19. Assume x, y ∈ X, and OG(x) = OG(y). Then My =Mx.
Corollary 3.20. Suppose Mx 6= My, for some x, y ∈ X. Then G acts non-
transitively on X, and X is decomposable into a disjoint union of two r-invariant
subsets.
The following proposition follows easily from the cyclic condition, and 3.17.
Proposition 3.21. Let (X, r) be a square-free solution of cyclic degree M . Let p,
and q be arbitrary natural numbers. Suppose y, x ∈ X, y 6= x, and let k,m be the
natural numbers defined in 3.1. Let Mx,denote the order of Lx. Then the following
equalities hold.
(3.28) ymx = xymk .
(3.29) ypxq = (x′)q(y′)p,where x′ = (Ly)
p(x), and y′ = (Lx)
−q(y).
(3.30) xMxy = y(xm)
Mx .
(3.31) xMyM = yMxM .
The next corollary follows immediately from 3.31.
Corollary 3.22. Let (X, r) be a square-free solution, then the center of the Yang-
Baxter algebra A(k,X, r) contains all symmetric functions in xM1 , x
M
2 , · · · , x
M
n .
Corollary 3.23. Let (X, r) be a square-free solution. Then the group A = gr[xM1 , · · · , x
M
n ]
is a free abelian subgroup of G(X, r) of index Mn.
4. The lattice structure of S(X, r)
In this section we show that for a semigroup S of left I-type, the relation |l of
left divisibility, defined in 2.25, and the left I-structure v : U −→ S , see 2.23, are
compatible, and prove that (S, |l) is a distributive lattice. Analogous results are
true for semigroups with right I-structure v1 : U −→ S. As a corollary we obtain
that the Yang-Baxter semigroup S = S(X, r) has a structure of distributive lattice,
induced by its left I-structure v. We keep the notation from the previous sections,
In particular,
(4.1) U = [u1, · · · , un]
is the free commutative multiplicative semigroup generated by u1, · · · , un, and 〈X〉
denotes the free semigroup generated by X. The definition of an I- structure is
given in 2.23.
The following result can be extracted from [14], Theorem 1.3.
Theorem 4.1. Let (X, r) be a square-free solution, and S = S(X, r) be the asso-
ciated Yang-Baxter semigroup. Then
A. There exists a unique left I-structure v : U → S, which is inductively defined
by the following conditions:
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(1) v1(1) = 1, v(ui) = xi, for 1 ≤ i ≤ n.
(2) For every b ∈ U and every i, 1 ≤ i ≤ n, there exists an xb,i ∈ X, such that
v(uib) = xb,iv(b). Moreover, there is an equality of sets
(4.2) {xb,i | 1 ≤ i ≤ n} = {x1, · · · , xn}.
(3) For every b ∈ U , and 1 ≤ i, j ≤ n, there is a relation in S:
(4.3) xujb,ixb,j = xuib,jxb,i.
B. There exists a unique right I-structure v1 : U → S, which satisfies the follow-
ing conditions:
(1) v1(1) = 1, v1(ui) = xi, for 1 ≤ i ≤ n.
(2) For every b ∈ U and every i, 1 ≤ i ≤ n, there exists an xi,b ∈ X, such that
v(bui) = v(b)xi,b. Furthermore, there is an equality of sets
(4.4) {xi,b | 1 ≤ i ≤ n} = {x1, · · · , xn}.
(3) For every b ∈ U , and 1 ≤ i, j ≤ n, there is a relation in S:
(4.5) xi,bujxj,b = xj,buixi,b.
Remark 4.2. Suppose S, is a semigroup of (left) I-type generated by x1, · · · , xn,
with a left I-structure v : U → S. Then in general, v satisfies a modified version
on condition A where condition 1 is modified to
(4.6) v(uj) = xij , 1 ≤ j ≤ n,
where i1, · · · , in is a permutation of 1, · · · , n, and conditions 2, and 3 are unchanged.
Moreover 4.6 determines the bijection v uniquely. Analogous statement is true for
right I- structures. Without loss of generality we can consider only the special
I-structures v and v1 defined in theorem 4.1.
Notation 4.3. Throughout this section S will denote a semigroup of I-type gener-
ated by x1, · · · , xn with a left I-structure v and a right I-structure v1. We assume
that v and v1 satisfy conditions 4.1 A, and B, respectively.
Remark 4.4. Note that given a ∈ U , in finitely many steps one can find effectively
the monomials v(a) and v1(a). In particular, it is easy to see that for any i, 1 ≤ i ≤
n, and any positive integer k there are equalities v(uki ) = v1(u
k
i ) = x
k
i . In general,
for a monomial u ∈ U there might be inequality v(u) 6= v1(u) (as elements of S),
see 4.11.
We study first the properties of the relations ”|l”- divisibility with respect to left
multiplication or shortly- left divisibility and ”|r”- right divisibility on S, defined as
(4.7) a |l b, if there exists a c ∈ S, such that b = ca.
(4.8) a |r b, if there exists a d ∈ S, such that b = ad.
The following lemma shows that the left I-structure v is compatible with the left
divisibility.
Lemma 4.5. |l is a partial order on S, compatible with the left multiplication.
Furthermore, this order is compatible with the left I-structure v. More precisely,
the following two conditions hold:
a) If a | b ∈ U (i.e. b = ca is an equality in U) then v(a) |l v(b);
b) Conversely, let a, b, c ∈ S satisfy b = ca. Let a0, b0 be the unique elements of
U which satisfy v(a0) = a and v(b0) = b. Then b0 = c0a0, for some c0 ∈ U .
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Proof. First we show that |l is an ordering on S as a set. Clearly, a |l a for every
a ∈ S. It is known that each semigroup S of I-type is with cancellation low, see
[14]. It follows then that a |l b and b |l a imply a = b. The transitiveness follows at
once from the definition of |l.
Next we prove a). Assume b = ca, for a, b, c ∈ U . We use induction on the length
| c | of c to find a monomial c′ ∈ S, such that v(b) = c′v(a). If c = ui, then by the
definition of v we have v(b) = v(uia) = xa,iv(a). Assume that the statement of the
proposition is true for all c of length ≤ m. Let b = ca, where | c |= m + 1. Then
c = uid, where 1 ≤ i ≤ n, and | d |= m. We have v(b) = v(uida) = xda,iv(da). By
the inductive assumption v(da) = d′v(a), so v(b) = xda,id
′v(a), which proves a).
Assume now that a, b ∈ S , and b = ca, for a c ∈ S. By definition,v is a bijection,
so there are unique a0 and b0 in U , such that v(a0) = a, and v(b0) = b. We have to
find a c0 ∈ U , such that b0 = c0a0. We show this again by induction on the length
| c | of c. If | c |= 1, then c = xi ∈ X . It follows from 4.1 that there is an equality
of sets
(4.9) {v(u1a0), · · · , v(una0)} = {x1v(a0), · · · , xnv(a0)}.
Clearly, then there exists a j, such that v(uja0) = xiv(a0) = xia = b. This gives
b0 = uja0. Assume b) is true for all c ∈ S with length | c |≤ k. Let b = ca, where
| c |= k + 1. Then c = xd, for some x ∈ X and | d |= k. It follows from the
inductive assumption that there is a d0 ∈ U , such that
(4.10) v(d0a0) = dv(a)
In addition an equality of sets similar to 4.9 shows that there exists an uj, such
that v(ujd0a0) = xv(d0a0). The last equality together with 4.10 gives v(ujd0a0) =
xv(d0a0) = xda = ca, so c0 = ujd0 satisfies the desired equality b0 = c0a0. 
An analogous statement is true for the right I-structure v1.
Lemma 4.6. Let a, b ∈ S. a) There exist a uniquely determined least common
multiple of a and b, with respect to |l, that is a monomial w of minimal length, such
that w = w1a = w2b, for some w1, w2 ∈ S. b) There exist a uniquely determined
least common multiple, of a and b, with respect to |r, that is a monomial w′ of
minimal length, such that w′ = aw′1 = bw
′
2, for some w
′
1, w
′
2 ∈ S.
Proof. The map v is bijective, so a = v(a0), and b = v(b0), for some uniquely
determined a0 and b0 in U . Let w0 be the least common multiple a0 ⊔ b0 of a0 and
b0 in U . It follows from 4.5 that v(w0) = ξv(a0) = ηv(b0). Thus w = v(w0) satisfies
(4.11) w = ξa = ηb.
is a common multiple of a and b (with respect to |l). That w is of minimal possible
length among the monomials satisfying 4.11 follows from 4.5. This proves a). An
analogous argument proves b). 
Notation 4.7. By a ⊔ b we denote the least common multiple of a and b with
respect to |l. a ∨ b denotes the the least common multiple of a and b with respect
to |r .
Lemma 4.8. Let v, v1 be the left and the right I-structures on S, defined in 4.3.
Then a) v is a lattice isomorphism for (U , |) and (S, |l); b) v1 is a lattice isomor-
phism for (U , |) and (S, |r).
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Definition 4.9. Let u ∈ S. We say that h ∈ X is a head of u (as an element of
S), if u can be presented as u = hu′, for some u′ ∈ X. The element t ∈ X is called
a tail of u (in S) if u = u′′t is an equality in S, for some u′′ ∈ S.
Note that a monomial may have more than one heads (respectively tails).
Example 4.10. The relation (xy = y′x′) ∈ ℜ implies that the heads of xy are x
and y′, and its tails are y and x′. Furthermore, xy = x ∨ y′ = y ⊔ x′.
Example 4.11. Consider the YB semigroup S = 〈X ;ℜ〉, whereX = {x1, x2, x3, x4}
and the set of relations is
x4x1 = x2x3, x4x2 = x1x3, x3x1 = x2x4, x3x2 = x1x4, x1x2 = x2x1, x3x4 = x4x3.
Then
v(u2u4) = x1x4 = x3x2 = v1(u1u3), v1(u2u4) = x4x1 = x2x3 = v(u1u3).
v(u22u4) = x3x
2
2 = x1x4x2 = x
2
1x4 = v1(u
2
1u3).
v1(u
2
2u4) = x
2
2x4 = x2x3x1 = x4x
2
1.
Clearly, v(u22u4) 6= v1(u
2
2u4) as elements of S. In fact, v(u
2
2u4) = v1(u
2
1u3). For
w = x21x4 there are equalities in S
w = x22 ⊔ x4 = x
2
1 ∨ x3.
Remark 4.12. In general, for w ∈ U there might be an inequality v(w) 6= v1(w),
and it is not true that a ⊔ b = a ∨ b, cf. 4.11. Still for the special monomial
(4.12) W0 = u1u2 · · ·un
one has
(4.13) v(W0) = v1(W0) = x1 ⊔ x2 ⊔ · · · ⊔ xn = x1 ∨ x2 ∨ · · · ∨ xn.
Lemma 4.13. Let w0 ∈ U . Suppose w0 = u
α1
i1
uα2i2 · · ·u
αk
ik
, where 1 ≤ i1 < i2 <
· · · ik ≤ n, and all αj are positive integers. Then
a) v(w0) = x
α1
i1
⊔ xα2i2 ⊔ · · · ⊔ x
αk
ik
;
b) v1(w0) = x
α1
i1
∨ xα2i2 ∨ · · · ∨ x
αk
ik
;
Proposition 4.14. Let S be a semigroup of I-type, let v and v1 be the left and
right structures on S as in 4.3. Then following conditions hold.
(1) (S, |l) is a distributive lattice. More precisely, any monomial w ∈ S has a
unique presentation as w = xα11 ⊔ x
α2
2 ⊔ · · · ⊔ x
αn
n , where αi is a uniquely
determined nonnegative integer for each i, 1 ≤ i ≤ n. In particular, for
each i, with αi ≥ 1, there is an equality w = wix
αi
i , where wi ∈ S, and xi
does not occur as a tail of wi.
(2) The properties of the lattice (S, |r) are analogous. In particular, every ele-
ment w ∈ S has a unique presentation as w = xβ11 ∨ x
β2
2 ∨ · · · ∨ x
βn
n , where
all βi are nonnegative integers. Moreover
(3) The following are equalities in S:
W0 = v1(u1u2 · · ·un) = x1 ∨ x2 ∨ · · · ∨ xn = x1 ⊔ x2 ⊔ · · · ⊔ xn = v(u1u2 · · ·un)
Proof. It is well known that U is a distributive lattice with respect to the order
of divisibility, a | b. In particular, every element a ∈ U has a unique presentation
a = uk11 u
k2
2 · · ·u
kn
n , where k1, · · · , kn are nonnegative integers, and a = u
k1
1 ⊔ u
k2
2 ⊔
· · ·⊔uknn (v⊔w denotes the least common multiple of v, w in U). Lemma 4.8 implies
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condition (1). One can show using induction on k that a monomial of the shape
ui1ui2 · · ·uik , where all uij are pairwise distinct, has exactly k different heads and
k distinct tails. Therefore the monomial W0 = v(u1u2 · · ·un) has exactly n distinct
heads (respectively, n distinct tails) so the set of heads forW0 coincides with X . 
5. Unions of solutions and matched pairs of groups
In this section we briefly recall some definitions and properties of unions of
solutions. We also state a recent result from [15], in which matched pairs approach
is used to describe extensions of solutions.
Definition 5.1. [6] Let (X, r) be a solution. A subset Y ⊆ X is r-invariant, if
r restricts to a bijection rY : Y × Y −→ Y × Y. (X, r) is decomposable if it can
be presented as a union of two non-empty disjoint r-invariant subsets. A solution
(Z, r) is a union of the solutions (X, rX) and (Y, rY ), if if X
⋂
Y = ∅, Z = X
⋃
Y,
as a set, and the bijection r extends rX , and rY .
Clearly, (Z, r) is a union of two nonempty r-invariant subsets, if and only if it is
decomposable.
Remark 5.2. [6] Suppose the solution (Z, r) is a union of (X, rX) and (Y, rY ). Then
the map r induces bijections
X × Y → Y ×X, and Y ×X → X × Y.
Note that a (disjoint) union (Z, r) of two square-free solutions (X, rX), and
(Y, rY ) is also a square-free solution. The cyclic condition implies then that for
every z ∈ Z, there is an equality Rz = L
−1
z . Therefore the equality r(x, y) =
(Lx|Y (y),L
−1
y|X(x)) defines a left action of the groups G(X, rX) on the set Y and a
left action of the group G(Y, rY ) on the set X . Furthermore for every z ∈ Z there
is an equality of permutations in Sym(Z): Lz = Lz|XLz|Y The following lemma is
straightforward.
Lemma 5.3. Let (X, r) be a solution. Suppose X1, X2, · · · , Xk are all disjoint
orbits of the left action of G(X, r) on X. Then r induces solutions (Xi, ri), 1 ≤ i ≤
k, where each ri is the restriction of r on Xi × Xi. Furthermore, X is a disjoint
union of (X, ri), 1 ≤ i ≤ k.
Clearly, (X, r) is decomposable if and only if G(X, r) acts non-transitively on X .
Remark 5.4. W. Rump [27] proved that every square-free solution (X, r) is decom-
posable.
Therefore to understand the structure of a solution and also for constructing
solutions it is essential to study extensions of solutions.
Definition 5.5. [6] Suppose (X, rX) and (Y, rY ) are (disjoint) solutions. The
set of extensions of X by Y , denoted by Ext(X,Y ), is defined as the set of all
decomposable solutions Z which are unions of X and Y .
It is shown in [6], that given (X, rX), and (Y, rY ), an element Z of Ext(X,Y ) is
uniquely determined by the function : rX,Y : X × Y −→ Y ×X.
The fact that every square-free solution (Z, r) can be presented as a union of two
disjoint solutions (X, rX), and (Y, rY ), where the bijective map r : Z×Z −→ Z×Z
extends the maps rX , and rY , implies that the following theorem covers all known
constructions of solutions restricted to the square-free case.
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Theorem 5.6. [15] Let (X, rX) and (Y, rY ) be disjoint solutions, GX = G(X, rX),
GY = G(Y, rY ) be the groups associated with (X, rX), and (Y, rY ), respectively.
Suppose that Z = X
⋃
Y , and the bijective map r : Z ×Z → Z ×Z is an extension
of the maps rX and rY . Then (Z, r) is a solution if and only if (GX , GY ) is a
matched pair of groups, in the sense of Majid [22]. Moreover (Z, r) is square-free
if and only if (X, rX) and (Y, rY ) are square-free solutions.
6. The equivalence of the notions square-free set-theoretic
solution of the Yang-Baxter equation, semigroup of I type, and
semigroup of skew-polynomial type
We keep all notation and conventions from the previous sections. As usual
(X, r) is a square-free solution, where X = {x1, · · · , xn} is a finite set with n
elements, S = S(X, r), G = G(X, r), and A(k,X, r) are the associated Yang-
Baxter semigroup, group and algebra over a field k, defined in 2.12. In this section
we prove Theorem 2.26.
For convenience of the reader, we first recall some basic algebraic and homological
properties of S = S(X, r) and A(k,X, r).
Theorem 6.1. [14] Let X be a finite set of n elements, (X, r) be a square-free
solution. Let S = S(X, r), G(X, r), and A = k〈X ;ℜ(r)〉 be the associated Yang-
Baxter semigroup, group, and algebra over a field k, respectively. Then the following
conditions hold.
(1) The semigroup S is of I-type.
(2) S is a semigroup with cancellation, and G(X, r) is its group of quotients.
(3) S is Noetherian
(4) The algebra A is a Noetherian domain.
(5) The Hilbert series of A is HA(t) =
1
(1−t)n , the same as the Hilbert series
of the commutative polynomial rings in n variables over k.
(6) A is Koszul.
(7) A satisfies the Auslander condition.
(8) A is Cohen-Macaulay.
(9) A is Artin-Schelter regular ring of global dimension n.
(10) The Koszul dual A! of A is a Frobenius algebra.
(11) [16] A satisfies a polynomial identity. Moreover, S satisfies a semigroup
identity.
(12) A is catenary.
Sketch of the proof. For the definition of ”Cohen-Macaulay” and the ”Auslander
condition” see [20]. Artin-Schelter regular rings are defined in [3]. Conditions 6.1.1
till 6.1.9 can be extracted from [14] (cf. [14], Theorems 1.3, 1.4)
Condition 6.1.11 follows from a more general result in [16]. It is proved (cf.
[16], Theorem 3.1 and Corollary 3.2) that if a semigroup S has homogeneous defin-
ing relations, and the semigroup algebra k[S] is right Noetherian and has finite
Gelfand-Kirillov dimension, then k[S] satisfies a polynomial identity, and S satis-
fies a semigroup identity.
Condition 6.1.12 follows from [28]. The Koszul dual algebra A! is defined in
[23]. Condition 6.1.10 follows from the fact that a Koszul algebra A of finite global
dimension is Gorenstein if and only if A! is Frobenius, cf [29], Proposition 5.10.
The following theorem proofs Conjecture 2.18
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Theorem 6.2. Let (X, r) be a square-free solution, where X is a finite set with n
elements, n ≥ 2. Then there exists an ordering of X = {x1 < x2 < · · · < xn}, such
that the Yang-Baxter semigroup S(X, r) is of skew-polynomial type (with respect to
this ordering), and the Yang-Baxter algebra A(k,X, r), over an arbitrary field k is
a PBW algebra with a k-basis the set of ordered monomials:
N0 = {x
α1
1 x
α2
2 · · ·x
αn
n | αi ≥ 0, 1 ≤ i ≤ n}.
Under the hypothesis of the theorem we first prove some lemmas.
Lemma 6.3. There exist an ordering on X, X = {x1 < x2 < · · · < xn}, such that
for any pair x, t ∈ X the following holds.
(6.1) (tx = x′t′) ∈ ℜ(X, r), and (t > x) =⇒ (x′ < t′)
Proof. We use induction on n =| X |. Assume that the statement of the lemma is
true for all solutions (X, r), with | X |≤ n− 1. It follows from a theorem of Rump,
[27], that every square-free solution (X, r), where X is a finite set, is decomposable
into a disjoint union X = Y
⋃
Z of two nonempty r-invariant subsets Y, Z. Suppose
| Y |= k, | Z |= m, k +m = n. Let rY and rZ be the restrictions on r on Y 2 and
Z2, respectively. It follows from the inductive assumption that there exist orderings
Y = {y1 < · · · < yk}, and Z = {z1 < · · · < zm}, which satisfy condition 6.1. We
set: y1 < · · · < yk < z1 < · · · zm and verify that this is an ordering on X , which
satisfies 6.1. Assume
(6.2) tx = x′t′ ∈ ℜ(X, r), and t > x.
We have to show that x′ < t′. Clearly if t, x ∈ Y, or t, x ∈ Z, then by the inductive
assumption and by the choice of the ordering <, condition 6.1 is satisfied. Assume
now x ∈ Y, and t ∈ Z. (Note that the case t ∈ Y, x ∈ Z is impossible since we
assume t > x). The sets Y, and Z, are r-invariant, therefore by 5.2 r induces a
map Z × Y → Y × Z. In particular tx = x′t′ ∈ ℜ(X, r), and t ∈ Z, x ∈ Y , imply
that x′ ∈ Y, t′ ∈ Z. Hence, by the choice of <, there is an inequality x′ < t′, which
proves 6.1. 
Lemma 6.4. Suppose condition 6.1 holds. Let x, t ∈ X, and let Lxt = (x1, · · · , xk),
Ltx = (t1, ...., tm) be their associated disjoint cycles, see 3.1. Then t1 > x1 implies
tj > xi, for all i, j, 1 ≤ i ≤ k, 1 ≤ j ≤ m.
Proof. Using induction on i, we first show that
(6.3) t1 > xi, 1 ≤ i ≤ k.
By hypothesis t1 > x1, which gives the base for the induction. Assume
(6.4) t1 > xs, for 1 ≤ s ≤ i− 1.
We claim t1 > xi. Assume the contrary,
(6.5) t1 < xi.
Note that t1 = xi is impossible, since the cycles L
x
t and L
t
x are disjoint. By the
cyclic condition, 3.1 one has:
(6.6) t1xi−1 = xitm,
and
(6.7) t1xi =
{
xi+1tm if i < k
x1tm if i = k
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In the case when i = k, we obtain immediately a contradiction with 6.1, since
(6.8) t1xk = x1tm, and x1 < t1 < xk < tm.
Assume now i < k. Then 6.1, 6.7 and the assumption 6.5, imply
(6.9) xi+1 > tm.
At the same time, the equality 6.6 and 6.4 give
(6.10) tm > xi.
We have obtained:
(6.11) xi+1 > tm > xi > t1 > x1.
Induction on j and analogous argument show, that for 1 ≤ j ≤ k− i, the following
inequalities hold:
(6.12) xi+j > tm > xi > t1 > x1.
In particular,
(6.13) xk > tm > xi > t1 > x1.
Now the equality t1xk = x1tm together with 6.13 give a contradiction with 6.1. We
have shown that
(6.14) t1 > xi, for all i, 1 ≤ i ≤ k.
Induction on j and analogous argument show that
(6.15) tj > xi, for all i, 1 ≤ i ≤ k.
This proves the lemma. 
Lemma 6.5. Let (X, r) be a square-free solution, with an ordering < on X which
satisfies 6.1, S = S(X, r) be the associated Yang-Baxter semigroup. Then the
following two conditions are satisfied:
(1)
(6.16) (tx = x′t′) ∈ ℜ(X, r), and (t > x) =⇒ (x′ < t′), and (t > x′).
(2) The relations ℜ(X, r) form a Groebner basis, with respect to the degree-
lexicographic ordering in the free semigroup 〈X〉, induced by <, or equiva-
lently the monomials txu, where t, x, u ∈ X and t > x > u do not give rise
to new relations in S(X, r).
Proof. Condition 6.16 follows immediately from Lemma 6.4. Therefore the set of
defining relations ℜ = ℜ(X, r) for the Yang-Baxter semigroup S(X, r) satisfies the
following
(6.17) (xjxi = xi′xj′ ) ∈ ℜ and (j > i) =⇒ (i
′ < j′), and (j > i′).
We have to show that ℜ is Groebner basis. It follows from the theory of Groebner
bases, that each monomial u ∈ 〈X〉 has a unique normal form, denoted by Nor(u),
with respect to the so called reduced Groebner basis, ℜ0 which is uniquely deter-
mined by the set ℜ and, ℜ ⊆ ℜ0. As a set S can be identified with the set of normal
monomials
(6.18) N (S) = {Nor(u) | u ∈ 〈X〉}.
Knowing the normal monomials one can uniquely restore the set of obstructions,
i.e. the set of highest monomials in the reduced Groebner basis, Re0. To verify
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the equality ℜ = ℜ0, therefore ℜ is a Groebner basis, it will be enough to show
that the ”ambiguities” xkxjxi, where n ≥ k > j > i ≥ 1, do not give rise to new
relations in S(X, r), or equivalently, that each monomial of the shape xixjxk, with
1 ≤ i ≤ j ≤ k ≤ n is normal, with respect to ℜ0. This will follow immediately from
a stronger statement:
Lemma 6.6. Each ordered monomial u = xα11 x
α2
2 · · ·x
αn
n , where αi ≥ 0, 1 ≤ i ≤ n
is in normal form with respect to the reduced Groebner basis ℜ0 in 〈X〉.
Proof. Each relations in ℜ satisfies 6.17, so its highest monomial is xjxi, with j > i,
therefore the normal form Nor(u) of each u ∈ 〈X〉 does not contain xjxi, j > i as
a sub word. This shows that
(6.19) S = N (S) ⊆ N0,
whereN0 is the set of ordered monomialsN0 = {x
α1
1 x
α2
2 · · ·x
αn
n | αi ≥ 0, 1 ≤ i ≤ n}.
The existence of the I-structure v on S(X, r) (by definition v : U −→ S is a
bijection) implies the equality N (S) = N0 . 
We have proved 6.5. 
Proof of the theorem. The theorem follows from Lemma 6.5. Note that the
Diamond Lemma 2.2 implies that the Yang-Baxter algebra A = A(k,X, r) is PBW
in the sense of Priddy [25], and the set of ordered monomials N0 projects to a
k-basis of A (as a k- vector space).
Proof of theorem A. The equivalence of 2.26.1 and 2.26.2 follow from [14],
Theorem 1.4. The implications 2.26.1 =⇒ 2.26.3, and 2.26.1 =⇒ 2.26.4 follow
from theorem 6.2. Clearly, the theory of Groebner basis implies the equivalence of
conditions 2.26.3 and 2.26.4. Theorem 1.2, [14], proves the implication 2.26.3 =⇒
2.26.1.
7. More about S(X, r) and G(X, r)
In this section, as usual (X, r) denotes a square-free solution, where X is a finite
set of n elements. We show that G = G(X, r) acts by conjugation on the set
XM = {xM1 , · · · , x
M
n }, where M =M(X, r) is the cyclic degree of (X, r) defined in
3.17. We compare this action with the left action of G(X, r) on the set X . Next we
prove that G(X, r) contains a free abelian subgroup A of index Mn, and prove that
the quotient group G = G/A can be presented as a product of its Sylow subgroups
((cf. 7.10). This implies a presentation of the group GL(X, r) as a product of its
Sylow subgroups. As a corollary we obtain a result of Etingof-Schedler-Solovyev,
[6], that the group G(X, r) is solvable.
Notation 7.1. For any positive integer k we set X(k) = {xk1 , · · ·x
k
n}. By S
k =
〈X(k)〉 we denote the submonoid of S = S(X, r) generated by X(k). If A,B ⊂ S,
then as usual, AB denotes the set of all elements u of the form u = ab, with
a ∈ A, b ∈ B.
Proposition 7.2. Let k be a positive integer, X(k) and Sk as in 7.1. Then the
following conditions hold.
(1) The map r induces a map rk : X
(k) × X(k) −→ X(k) × X(k) such that
(X(k), rk) is a square-free solution.
(2) Sk is of I-type.
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(3) SkSj = SjSk is an equality of sets in S, for every two positive integers k
and j.
It follows from 3.21 that for any pair x, y ∈ X andM =M(X, r) being the cyclic
degree of the solution, there is an equality in S :
yxM = xM2 y,where Ly(x) = x2.
This implies that G acts by conjugation on the set X(M). The following corollary
follows easily from the existence of the I-structure v, and 3.21.
Corollary 7.3. Suppose (X, r) is a square-free solution., Then
(1) S(X, r) contains the free abelian semigroup [xM1 , · · · , x
M
n ] = S
M .
(2) S(X, r) is left and right Noetherian.
(3) The group A = gr[xM1 , · · · , x
M
n ] is a free abelian normal subgroup of G of
index Mn.
(4) The group G = G(X, r) acts by conjugation on the set X(M). Moreover the
action of A on X(M) is trivial, thus the quotient group G = G/A acts on
X(M) by conjugation. Clearly, G is a finite group of order Mn.
(5) The group A is contained in the kernel kerL of the homomorphism L :
G −→ Sym(X). Therefore there exists an epimorphism LG −→ GL, in-
duced by L, satisfying the equality: L = L ◦ ν, where ν is the natural epi-
morphism ν : G −→ G.
(6) The order of GL divides Mn.
Notation 7.4. For every y ∈ X we denote by O(yM ) the orbit of yM under the
action if G on X(M). For x, y ∈ X we define an equivalence on X by setting x ≈ y
iff O(xM ) = O(yM ). By X(y) we denote the equivalence class of y, y ∈ X .
The lemma below follows straightforward from the definition of the actions of G
on the sets X and XM , and from Proposition 3.21.
Lemma 7.5. The following conditions hold.
(1) There exists a one-to-one correspondence between the G-orbits of XM and
the G-orbits of X. More precisely for every ξ ∈ X, there are equalities
OG(ξ) = X(ξ) = {x ∈ X | xM ∈ O(ξM )}. Furthermore, the orbits OG(ξ)
can be obtained simply by acting with the ”semigroup” elements of G: e.g.
y ∈ OG(x) if and only if, there exist monomials a, b ∈ S, a = a1 · · ·ak, and
b = b1 · · · bk ( ai, bi ∈ X) and elements y1, · · · , yk ∈ X, such that there are
equalities:
(7.1) akx = ykbk, ak−1yk = yk−1bk−1, · · · , a1y1 = yb1.
(2) If x ∈ X(a), and y ∈ X(b), for some a, b ∈ X (not necessarily a 6= b) then
there is an equality xy = y′x′, with y′ ∈ X(b), x′ ∈ X(a).
(3) Each orbit OG(ξ), ξ ∈ X is r- invariant.
(4) X is r-decomposable if and only if G does not act transitively on XM . More
precisely, if OG(ξ
M
i ), 1 ≤ i ≤ k are all disjoint orbits of this action then
X splits into a disjoint union of k nonempty r-invariant subsets: X1 =
OG(ξ1), · · · , Xk = OG(ξk).
Remark 7.6. It is a routine fact, that the order of each orbit O(xM ), x ∈ X is a
divisor of the order Mn of G, see for example [2], 6.1.
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A sufficient condition for r-decomposability of X follows immediately from 7.6.
As a corollary we obtain a result from [6], that every solution (X, r), where X is of
prime order p is decomposable.
Corollary 7.7. If M is not divisible by some prime divisor p of n, then the action
of G (and of G) on X(M) is not transitive and X is a disjoint union of k r-invariant
subsets, where k ≥ 2 is the number of orbits in X(M).
Corollary 7.8. [6] If n = p is a prime number, then X is a disjoint union of two
nonemty r-invariant subsets.
Next we study the relations between the cyclic degree M =M(X, r), the Sylow
subgroups of G and the cyclic properties of the semigroup S(X, r). Note that
Notation 7.9. LetM =M(X, r) be the cyclic degree of the solution (X, r) defined
in 3.17. Suppose M = pα11 p
α2
2 · · · p
αk
k where p1, · · · , pk are distinct prime numbers,
and α1 · · ·αk are positive integers. For i = 1, · · · , k, we set
qi =M/p
αi
i ,
Sqi = 〈xqi1 , · · · , x
qi
n 〉,
the sub-monoid of S generated by xqi1 , · · · , x
qi
n , 1 ≤ i ≤ k. We denote by S
qi the
natural image of Sqi in the quotient group G, and by L(Sqi) the image of Sqi under
the homomorphism L : G −→ GL ⊂ Sym(X), defined by the left action of G on X .
Clearly, the integers q1, · · · , qk are pairwise coprime, and Sqi are submonoids of
G.
The next theorem gives a presentation of G as a product of its Sylow subgroups.
Surprisingly it also allows to consider each element of G as an element of the monoid
S.
Theorem 7.10. The following conditions hold.
(1) For every i, 1 ≤ i ≤ r, the submonoid Sqi is a subgroup of order pnαii in G.
In particular, it is a Sylow pi-subgroup of G.
(2) For every pair qi, qj , 1 ≤ i, j ≤ r, there is an equality Sqi .Sqj = Sqj .Sqi .
(3) The group G is a product of its Sylow subgroups: G = Sq1 · · ·Sqk . In par-
ticular , G = S.
(4) For each i, 1 ≤ i ≤ k, such that L(Sqi) 6= idX , L(S
qi) is a pi-Sylow subgroup
of GL.
(5) Let 1 ≤ i1, · · · , is ≤ k be all indices, for which L(S
qij ) 6= {idX}, 1 ≤ j ≤ s.
Then the group GL = GL(X, r) is a product of its Sylow subgroups:
GL = L(S
qi1 ) · · · L(Sqis ).
In particular, GL = L(S).
(6) The groups GL, G, and G are solvable.
Proof. Consider Sqi , where 1 ≤ i ≤ k. Note first that as a finite submonoid of the
group G, Sqi is a subgroup of G. We claim that the order of Sqi is exactly pnαii .
The equalities 3.29 imply that every element w of Sqi can be presented as
(7.2) w = v((uqi1 )
β1 · · · (uqin )βn , where 0 ≤ βs ≤ p
αi
i for all s, 1 ≤ s ≤ n.
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We set β = (β1, β2, · · · , βn), and w = w(β), for the monomial w determined by 7.2.
It follows from the properties of the I-structure v on S and from 3.29 that each
inequality β′ 6= β′′ implies an inequality in S:
(7.3) w(β′) 6= w(β′′).
This implies that Sqi is a group of order (pαii )
n thus a Sylow pi subgroup of G,
which proves 1.
Next we recall that for every pair of integers i, j, 1 ≤ i, j ≤ k, and for every pair
x, y ∈ X there exist z, t ∈ X, such that the equality
(7.4) xqiyqj = zqj tqi
holds in S. This implies that SqiSqj = SqjSqi for all i, j, which verifies 2. Let
S′ = 〈Sq1 , · · ·Sqk〉 be the submonoid of S, generated by Sq1 , · · ·Sqk . It follows
from 7.4 that there is an equality
(7.5) S′ = Sq1 · · ·Sqk .
Hence
(7.6) S′ = Sq1 · · ·Sqk .
is a presentation of S′ as a product of subgroups with pairwise co-prime orders:
pnα11 , · · · , p
nαk
k , respectively. It follows then that the order of S
′ is exactly pnα11 · · · p
nαk
k =
Mn, thus G = Sq1 · · ·Sqk . This proves 3. The proof of 4, and 5 is routine. 
Note that, in general the Sylow subgoups Sqi might not be normal subgroups of
G, as shows the following example.
Example 7.11. Let S = 〈X ;ℜ〉, where X = {xi | 1 ≤ i ≤ 6}
⋃
{yj | 1 ≤ j ≤ 4}
and the relations ℜ are defined by the permutation
(7.7) σ = (x1x2x3x4x5x6)(y1y2y3y4);
as follows:
(7.8) yjxi = σ(xi)σ
−1(yj), and xiyj = σ1(yj)σ
−1(xi) for 1 ≤ i ≤ 6; 1 ≤ j ≤ 4;
(7.9) xixk = σ
3(xk)σ
−3(xi), for all i 6= k(mod 3), 1 ≤ i, k ≤ 6;
(7.10) xixk = xkxi, for all i = k(mod 3), 1 ≤ i, k,≤ 6
(7.11) yjyk = σ
2(yk)σ
−2(yj), for all j 6= k (mod 2), 1 ≤ j, k ≤ 4.
(7.12) yjyk = ykyj , for all j = k (mod 2), 1 ≤ j, k ≤ 4.
It is easy to verify that the set of relations ℜ defines naturally a square-free solution,
r, thus S is an YB semigroup. The set of all lengths of cycles is 6, 4, 2, thus
M = 12 = 22.3, and (in the notation 7.9), q1 = 3, and q2 = 4. Thus, by Theorem
7.10, G = S3S4. Note that none of the subgroups S3, S4 is normal in G
One can use Theorem 7.10 to give a straightforward proof of the r- decompos-
ability of (X, r) in all cases when the cycles are not enough ”dense” on X . More
precisely, the following corollary is true.
Corollary 7.12. Suppose that there exists a prime divisor p of n, and an x ∈ X,
such that x does not belong to a cycle of length divisible by p. Then the action of G
on X is non-transitive, therefore (X, r) is decomposable.
SET-THEORETIC SOLUTIONS OF THE YANG-BAXTER EQUATION 27
8. Multipermutation solutions and generalized twisted unions
We give a description of the generalized twisted unions of solutions Z = X
⋃
Y ,
showing that the group GY = G(Y, rY ) acts as automorphisms on X , and all the
elements ξ of an orbit O(x) = OGY (x) have the same action on Y see 8.3. Lemma
8.10 generalizes the cyclic condition. We give a conjecture that every multiper-
mutation solution of level m is a generalized twisted union of multipermutation
solutions of level ≤ m−1. We keep the notation and conventions from the previous
sections. In particular, to avoid complicated expressions sometimes we shall use
both notation xy = Lx(y) and yx = Rx(y).
Definition 8.1. [6] Let (Z, r), be a disjoint union of the solutions (X, rX), and
(Y, rY ).
(1) (Z, r) is called a twisted union ofX and Y if the maps rXY : X×Y → Y ×X
and rY X : Y ×X → X × Y are defined as
(8.1) rXY (x, y) = (g(y), f
−1(x))
and
(8.2) rY X(y, x) = (f(x), g
−1(y)),
where f ∈ Sym(X), and g ∈ Sym(Y ) are fixed.
(2) (Z, r) is a generalized twisted union of X and Y if the map r is determined
by the formula:
(8.3) rXY (x, y) = (Lx|Y (y),Ry|X(x)),
where the permutations Lx|Y ∈ Sym(Y ), and Ry|X ∈ Sym(X) satisfy the
following condition:
(*) For every y ∈ Y the permutation Lxy|Y : Y → Y is independent of
y, and for every x ∈ X, the permutation Rxy|X : X → X is independent of
x.
Notation 8.2. When the element ξ ∈ Z is specified we shall simply write, as usual,
Lx(ξ), or xξ instead of Lx|Y (ξ), respectively Ly(ξ),
yξ instead of Ly|X(ξ).
Proposition 8.3. Let (Z, r) be union of the disjoint solutions (X, rX), and(Y, rY ).
Then (Z, r) is a generalized twisted union of X and Y if and only if for every pair
x, y, x ∈ X, y ∈ Y the following equalities hold:
(8.4) Lxy|Y = Lx|Y = Lyx|Y ;
(8.5) Lxy|X = Ly|X = Lyx|X ;
Proof. Note first that the equalities 8.4 and 8.5 imply that (Z, r) is a generalized
twisted union of X and Y .
Assume now that (Z, r) is a generalized twisted union of X and Y . Let x ∈ X ,
y ∈ Y . We have to show that for every z ∈ Y there is an equality
(8.6) Lxy(z) = Lx(z).
By definition 8.1 the map Lxy|Y : Y → Y is independent of y ∈ Y . Hence for every
pair y, z ∈ Y there is an equality
(8.7) Lxy (z) = Lxz (z)
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By the cyclic condition in (Z, r), see 3.25, one has:
(8.8) Lxz(z) = Lx(z).
Now the equations 8.7 y 8.8 imply
(8.9) Lxy (z) = Lx(z)
for every z ∈ Y. We have shown that
(8.10) Lxy|Y = Lx|Y
for arbitrary x ∈ X and y ∈ Y . We apply this to the pair yx ∈ X and y ∈ Y and
obtain
(8.11) L(yx)y|Y = Lyx|Y .
By 3.25 there is an equality:
(8.12) (yx)y = x,
which together with 8.11, 8.10 implies Lyx|Y = Lx|Y = Lxy|Y .
This completes the proof of 8.4. Analogous argument proves 8.5. 
Theorem 8.4. Let (Z, r) be a generalized twisted union of the solutions (X, rX)
and (Y, rY ), and let GX = G(X, rX), GY = G(Y, rY ) be the associated Yang-Baxter
groups. Suppose OGY (ξ1), · · · , OGY (ξp) are the (distinct) orbits of the action of the
group GY on X, and OGX (η1), · · · , OGX (ηq) are the (distinct) orbits of the action
of GX on Y . Then the following conditions are satisfied.
(1) The assignment
x→ Lx|Y , for all x ∈ X
extends to a group homomorphism
LX : G(X, rX)→ Aut(Y, rY )
(2) Let HX denotes the kernel KerLX. Then each orbit OGY (ξi), is contained
in the left coset ξiHX , i.e. OGY (ξi) ⊆ ξiHX . In particular, for every x ∈
OGY (ξi) , 1 ≤ i ≤ p there is an equality
(8.13) Lx|Y = Lξi|Y .
(3) The assignment
y → Ly|X , for all y ∈ Y
extends to a group homomorphism
 LY : G(Y, rY )→ Aut(X, rX).
(4) Let HY denotes the kernel KerLY . Then OGX (ηj) ⊆ ηjHY , for 1 ≤ j ≤ q.
In particular, for every y ∈ OGX (ηj) , there is an equality:
(8.14) Ly|X = Lηj |X .
Definition 8.5. [6] Let (X, r) be a square-free solution. Define an equivalence
relation on X as x ∼ y iff Lx = Ly.
Clearly , since Rx = L
−1
x , one has also x ∼ y iff Rx = Ry. Let X
∼ = X/ ∼ .
It is known, see [6], that the solution r : X × X → X × X induces a bijection
r∼ : X∼×X∼ → X∼×X∼, so that (X∼, r∼) is a solution. It is not difficult to see
that this solution is also square-free. The solution X∼, r∼) is called the retraction
of (X, r) and is denoted by Ret(X, r). The solution is retractible if ∼ is a nontrivial
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equivalence relation. (or equivalently Ret(X, r) 6= (X, r). In the case when ∼ is the
trivial equivalence on X , the solution (X, r) is called irretractible.
Lemma 8.6. For any x, y ∈ X the equivalence x ∼ y implies xy = yx.
Definition 8.7. Inductively, for 1 < k we define the retractions of higher level as
Retk(X, r) = Ret(Retk−1(X, r)).
We denote by x(k) the image of x in Retk(X, r). The set
(8.15) [x(k)] := {ξ ∈ X | ξ(k) = x(k)}
is called the kth retract orbit of x.
Definition 8.8. [6], A solution (X, r) is called multipermutation solution of level
m if m is the minimal nonnegative integer, such that Retm(X, r) is finite of order
1.
Lemma 8.9. For any positive integer k, and any x ∈ X the kth retract orbit [x(k)]
is r-invariant. Furthermore, if we denote by rx,k the corresponding solution induced
by r, then ([x(k)], rx,k) is a multipermutation solution of level k.
Lemma 8.10. Let (X, r) be a square-free solution. Then the following conditions
hold:
(1) For every x, y, t ∈ X, and k a positive integer,
(8.16) y(k) = t(k) =⇒ (yx)(k−1) = (tx)(k−1).
(2) For every x, y, t ∈ X
(8.17) y(2) = t(2) =⇒ yx ∼ tx, in particular, yt ∼ t, and ty ∼ y.
Proof. We first prove 1. By hypothesis, y(k) = t(k), or equivalently
(8.18) y(k−1) ∼ t(k−1).
Let x ∈ X . Clearly,
(8.19) yx = ξy1, tx = ξ1t1, for some ξ, ξ1, y1, t1 ∈ X.
This implies the following equalities in Retk−1(X, r)
(8.20) y(k−1)x(k−1) = ξ(k−1)y
(k−1)
1 , and t
(k−1)x(k−1) = ξ
(k−1)
1 t
(k−1)
1 .
It follows then from 8.18 that
(8.21) ξ(k−1) = ξ
(k−1)
1 , or equivalently, ξ
(k−2) ∼ ξ
(k−2)
1 .
By 8.19, one has ξ = yx, and ξ1 =
tx, which proves 1. Condition 2 follows straight-
forward from 1, with k = 2, and the cyclic condition. 
Corollary 8.11. Let (X, r) be a multipermutation solution of level m, GX =
G(X, r) be the associated Yang-Baxter group. Then for every y ∈ X one has:
OGX (y) ⊆ [y
(m−1)],
where OGX (y) is the GX orbit of y in X, and [y
(m−1)] is the (m−1)-th retract orbit
of y. In particular, OGX (y) is a multipermutation solution of level at most m− 1.
The cyclic condition, (
yx)(y) = xy is ”extended” to the class [y(2)] by the following
lemma.
Lemma 8.12. Let (X, r) be a solution. Then the following conditions hold.
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(1) For every x ∈ X, and z ∈ [y(2)] there is an equality
(8.22) (
yx)(z) = xz.
and
(8.23) Lyx|[y(2)] = Lx|[y(2)].
(2) Suppose that [x(2)] 6= [y(2)], and the set [y(2)] is invariant under the left
action of G([x(2)], rx,2), respectively, [x
(2)] is invariant under the left action
of G([y(2)], ry,2). Then the disjoint union Z = [x
(2)]
⋃
[y(2)] is a generalized
twisted union of [x(2)] and [y(2)]. Moreover, (Z, rZ) is a multipermutation
solution of level 3, where rZ is the restriction of r on Z × Z.
Proof. Let x ∈ X , and let z ∈ y(2). We will show that 8.22 holds. It follows from
8.17 that
(8.24) yx ∼ zx.
So, by the definition of ∼, and by the cyclic condition,
(8.25) (
yx)(z) = (
zx)(z) = xz
We have shown 8.22. Clearly, 8.22 implies 8.23. Condition 2 follows easily from
1. 
Corollary 8.13. Let (X, r) be a multipermutation solution of level 3. Then (X, r)
is a generalized twisted union of multipermutation solutions of level ≤ 2.
Example 8.14. Let X = {x, x1, ξ, ξ1, t, t1, η, η1, y, y1} and let r be determined via
(8.26) Lx = Lx1 = (tt1)(ηη1)(yy1);
(8.27) Lξ = Lξ1 = (tη)(t1η1)(yy1);
(8.28) Lt = Lt1 = Lη = Lη1 = idX
(8.29) Ly = Ly1 = (xξ)(x1ξ1).
Then Ret(X, r) = (X∼, r∼), where X∼ = {x∼, ξ∼, t∼, y∼}, and r∼ is determined
by Ly∼ = (x∼ξ∼), Lx∼ = Lξ∼ = Lt∼ = idX∼ . Clearly, X(2) = {y(2), x(2)}, and
Ret2(X, r) is the trivial solution, therefore Ret3(X, r) = 1. In this case (X, r) is a
multipermutation solution of level 3.
9. Binomial solutions of the classical Yang-Baxter equation
In this section we study a particular class of solutions of the classical Yang-
Baxter equation, called binomial solutions. We show that there is a close relation
between a class of Artin-Schelter regular rings, which we call skew-polynomial rings
with binomial relations and the square-free binomial solutions of the classical Yang-
Baxter equation.
Definition 9.1. Let V be a finite dimensional vector space over a field k with a k-
basis X = {x1, · · · , xn}. Suppose the linear automorphism R : V ⊗ V −→ V ⊗ V
is a solution of the Yang-Baxter equation. We say that R is a binomial solution of
the (classical) Yang-Baxter equation or shortly binomial solution if the following
conditions hold
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(1) for every pair i 6= j, 1 ≤ i, j ≤ n,
(9.1) R(xj ⊗ xi) = cijxi′ ⊗ xj′ , R(xi′ ⊗ xj′ ) =
1
cij
xjxi, where cij ∈ k, cij 6= 0.
(2) R is non-degenerate, that is the associated set-theoretic solution (X, r(R)),
where r = r(R) : X ×X −→ X ×X is defined as
(9.2) r(xj , xi) = (xi′ , xj′ ) if R(xj ⊗ xi) = cijxi′ ⊗ xj′ ,
is non-degenerate.
We call the binomial solution R square-free if R(xi ⊗xi) = xi⊗ xi, or equivalently,
(X, r) is square-free.
Notation 9.2. By (k,X,R) we shall denote a square-free binomial solution of the
classical Yang-Baxter equation.
Each square-free binomial solution (k,X,R) defines a quadratic algebra AR =
A(k,X,R), namely the associated Yang-Baxter algebra, in the sense of Manin [23].
The algebra A(k,X,R) is generated by X and has quadratic defining relations,
ℜ(R) determined by R similarly to 2.7:
(9.3) ℜ(R) = {(xjxi − cijxi′xj′ ) | R(xj ⊗ xi) = cijxi′ ⊗ xj′}
Sometimes it will be more convenient to work with the free associative algebra
k〈X〉, instead of working with the tensor algebra, generated by V. Similarly to the
identification of X ×X and the set of X2, now we identify the vector spaces V ⊗m
and SpankX
m, m ≥ 1. We will show that the square-free binomial solutions of the
classical Yang-Baxter equation are closely related with a class of quadratic PBW-
algebras, the so called skew-polynomial rings with binomial relations and will prove
an analogue of Theorem 2.26. We recall the definition.
Definition 9.3. [8]. Let A0 = A0(k,X,ℜ0) = k < X > /(ℜ0) be a finitely
presented quadratic algebra.
a)We say thatA0(k,X,ℜ0) is an algebra with binomial relations of skew-polynomial
type, if the set of generators X is ordered: X = {x1 < x2 < · · · < xn}, and the set
of defining relations
ℜ0 = {xjxi = cijxi′xj′ | 1 ≤ i < j ≤ n, },
contains precisely n(n−1)/2 quadratic square-free binomial relations such that the
following three conditions hold:
1) each monomial xy, with x 6= y, x, y ∈ X occurs in exactly one relation in ℜ0;
a monomial of the type xx does not occur in any relation in ℜ0
2) cij 6= 0, for all i, j with 1 ≤ i < j ≤ n.
3) For every pair i, j with 1 ≤ i < j ≤ n, there are inequalities: j > i′, i′ < j′.
b) An algebra A0 = A0(k,X,ℜ0) with binomial relations of skew-polynomial
type is called a skew-polynomial ring with binomial relations if
4) ℜ0 is a Groebner basis of the ideal I = (ℜ0) in the free associative algebra
k < X > , with respect to the degree-lexicographic ordering of the free semigroup
〈X〉.
Remark 9.4. It follows from the Diamond Lemma, cf. [4], that condition 9.3.4) is
equivalent to each of the conditions 4′) and 4′′) below.
4′) The set of ordered monomials,
N0 = {x
α1
1 x
α2
2 · · ·x
αn
n | αi ≥ 0, 1 ≤ i ≤ n}
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is a k-basis of A0, as a k-vector space.
4′′) The monomials xkxjxi, with k > j > i do not give rise to new relations in
A0.
Note that given the relations ℜ0, condition 4
′′) is recognizable.
Definition 9.5. Let A0 = A0(k,X,ℜ0) be an algebra with binomial relations of
skew-polynomial type.
Let V be the k-vector space with a basis x1, · · · , xn. Consider the linear auto-
morphism R = R(ℜ0) of V ⊗ V defined as follows:
a) for each pair i, j, 1 ≤ i < j ≤ n, we set
R(xj ⊗ xi) = cijxi′ ⊗ xj′ , 1 ≤ i < j ≤ n,
R(xi′ ⊗ xj′ ) =
1
cij
xjxi, 1 ≤ i < j ≤ n,
b) for each i, 1 ≤ i ≤ n
R(xi ⊗ xi) = xi ⊗ xi.
We say that R is the automorphism associated with the relations ℜ0, and denote it
by R(ℜ0). We also define the bijection r = r(ℜ0) of X2 onto itself, as
(9.4) r(xx) = xx, for all x ∈ X, r(xjxi) = (xi′xj′ )
and
(9.5) r(xi′xj′ ) = xjxi, whenever xjxi = cijxi′xj′ ∈ ℜ0.
Lemma 9.6. Assume that A0(k,X,ℜ0) = k〈X〉/(ℜ0) is an algebra with binomial
relations of skew-polynomial type, and let R = R(ℜ0) be the automorphism of V ⊗V
associated with the relations ℜ0. Then R is a solution of the classical Yang-Baxter
equation if and only if ℜ0 is Groebner basis.
Proof. Assume that R = R(ℜ0) is a solution of the Yang-Baxter equation. We will
prove that ℜ0 is a Groebner basis. It will be enough to show that each monomial
xkxjxi, with k > j > i, can be reduced by means of reductions defined via ℜ0 to
a unique element of the shape αijkxi′xj′xk′ , where 1 ≤ i′ < j′ < k′ ≤ n, and αijk
is a uniquely determined coefficient, 0 6= αijk ∈ k. Let (X, r(R)) be the associated
set-theoretic solution, see 9.2. Denote r1 = r × idX , r2 = idX × r. Then the group
gr〈r1, r2〉, which is isomorphic to the symmetric group S3, acts on the set X3.
Consider the orbit O0 of w = xkxjxi under this action. It is not difficult to see
that it has precisely 6 elements. By Lemma 6.5, the relations ℜ(r) form a Groeber
basis, therefore the orbit O0 contains exactly one ordered monomial, namely some
w0 = xi′xj′xk′ , such that 1 ≤ i′ < j′ < k′ ≤ n.
Clearly, the orbit O of xkxjxi under the action of gr〈R12, R23〉 on kX3 contains
the same monomials of X3 as O0, but, in general, they occur with non-zero co-
efficients which might be different from 1. In particular, O contains exactly one
element in normal form modulo ℜ0, namely αxi′xj′xk′ where α ∈ k, α 6= 0. It is
also clear that each sequence of reductions (in the sense of [4]) reduces the mono-
mial xkxjxi to some element of the orbit O. It follows then, that the ambiguity
xkxjxi, k > j > i is solvable, therefore ℜ0 is Groebner basis.
Conversely, let ℜ0 be a Groebner basis. Consider the associated linear automor-
phism R(ℜ0) and the associated bijective map r = r(R(ℜ0)) : X2 −→ X2. By [14],
Theorem 1.4, r is a solution of the set-theoretic Yang-Baxter equation. Now one can
easily deduce that R(ℜ0) is a solution of the classical Yang-Baxter equation. 
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Theorem 9.7. Let V be finite-dimensional vector space over a field k, with a
k-basis X. Suppose R is a linear automorphism of V ⊗ V . Then the following
conditions are equivalent:
(1) (k,X,R) is a square-free binomial solution of the classical Yang-Baxter
equation.
(2) There exists an ordering of X, X = {x1 < x2 · · · < xn}, such that the
associated quadratic algebra A = A(k,X,R) = k〈X〉/(ℜ(R)) is a skew-
polynomial ring with binomial relations.
Furthermore, each of the above conditions implies that A is a Yang-Baxter alge-
bra which satisfies conditions 4 through 11 of Theorem 6.1. In particular, A is a
Noetherian domain and an Artin-Schelter regular ring of global dimension n.
Proof. 1) =⇒ 2). Assume (k,X,R) is a a square-free binomial solution of the classi-
cal Yang-Baxter equation. Consider the associated set-theoretic solution (X, r(R)).
It follows from 2.26 that there exists an ordering X = {x1 < · · · < xn} such that
the relations ℜ(r(R)) are of skew-polynomial type. Then the relations ℜ(R) of the
Yang-Baxter algebra A associated to (k,X,R) are also of skew-polynomial type.
Now Lemma 9.6 implies that ℜ(R) is a Groebner basis, therefore A(k,X,R) is a
skew-polynomial ring. The implication 1) =⇒ 2) follows from Lemma 9.6.
The remaining part of the theorem presents properties of the skew-polynomial
rings with binomial relations, A0, which can be extracted from our previous works.
The Noetherian properties were proved in [9], a combinatorial proof of the Artin-
Schelter regularity ofA0 was first given in [10]. Conditions 4, through 11 of Theorem
6.1, have been deduced in [14] from algebraic and homological properties of the
semigroups S of I-type and the associated semigroup algebras kS. 
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