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Resumo
Este trabalho objetiva a avaliac¸a˜o do potencial discriminativo de decomposic¸o˜es tempo-
escala-frequ¨eˆncia para o reconhecimento de formas naturais a partir de seus contornos. Mais es-
pecificamente, ele proveˆ a ana´lise e a comparac¸a˜o de descritores obtidos com base na Trasfor-
mada de Fourier (FT), na Trasformada de Fourier de Curta Durac¸a˜o (STFT), nas Transformadas de
Wavelet Contı´nua (CWT) e Discreta (DWT), e na Transformada de Fourier Multiresoluc¸a˜o (MFT).
Para tal fim, contornos de formas naturais sa˜o extraı´dos e parametrizados pelas assinatu-
ras de coordenadas complexas e distaˆncia contorno-centro´ide. As transformadas citadas sa˜o enta˜o
aplicadas sobre os contornos parametrizados, permitindo-se que, das decomposic¸o˜es resultantes,
conjuntos de atributos nume´ricos sejam medidos e normalizados para aquisic¸a˜o das invariaˆncias
quanto a rotac¸a˜o, reflexa˜o, translac¸a˜o, mudanc¸a de escala e do ponto inicial de amostragem dos
contornos. Procedimentos para reduc¸a˜o de dimensionalidade e selec¸a˜o dos atributos mais signi-
ficativos sa˜o empregados, respectivamente, atrave´s da te´cnica de Ana´lise de Varia´veis Canoˆnicas
(CVA) e do algoritmo de Selec¸a˜o Sequ¨eˆncial Inversa, obtendo-se os descritores das formas. Os
classificadores estatı´sticos Mı´nima Distaˆncia Mahalanobis e Bayesiano sa˜o utilizados para discri-
minac¸a˜o das classes e os erros de decisa˜o sa˜o estimados pelo me´todo Leave-One-Out. Visando-se
o aumento da capacidade discriminativa das abordagens, o trabalho preveˆ ainda a possibilidade de
classificac¸a˜o das amostras de modo hiera´rquico.
O custo, a precisa˜o e o potencial discriminativo das abordagens sa˜o analisados e compara-
dos considerando-se resultados de experimentos realizados com uma base de folhas digitalizadas
pertencentes a diferentes espe´cies de plantas. Dentre as abordagens testadas, as baseadas na Trans-
formada de Fourier Multiresoluc¸a˜o apresentaram os melhores resultados.
Palavras Chaves: Descric¸a˜o de Formas Naturais, Transformadas de Sinais, Decomposic¸o˜es Tempo-
Escala-Frequ¨eˆncia, Ana´lise de Varia´veis Canoˆnicas, Classificac¸a˜o de Folhas.
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Abstract
This work aims to evaluate the discriminative potential of time-scale-frequency decompo-
sitions for contour-based recognition of natural shapes. More specifically, it provides the analysis
and comparison of descriptors derived from the Fourier Transform (FT), the Short-Time Fourier
Transform (STFT), the Continuous (CWT) and Discrete (DWT) Wavelet Transforms, and the
Multi-Resolution Fourier Transform (MFT).
For this purpose, natural shapes contours are extracted and parameterized by the complex
coordinates and the contour-centroid distance signatures. The mentioned transforms are then ap-
plied over the parameterized contours, allowing that, from the resulted decompositions, attributes
sets be measured and normalised for invariance acquisition for rotation, reflection, translation,
scale and contour sampling initial point changes. Procedures for dimensionality reduction and se-
lection of the most significant attributes are employed, respectively, through the Canonical Variate
Analysis technique and the Backward Sequential Selection, obtaining the shape descriptors. The
statistical classifiers Minimum Mahalanobis Distance and Bayesian are used for class discrimina-
tion and the decision errors are estimated by the Leave-One-Out method. For the improvement of
discriminative capability of the approaches, this work also permits a hierachical classification of
the samples.
The cost, accuracy and discriminative potential of the approaches are analysed and com-
pared considering results of experiments developed over a base of digitalized leaves of different
plant species. Among all tested approaches, those based on the Multi-Resolution Fourier Trans-
form showed the best results.
Key Words: Natural Shapes Description, Signal Transforms, Time-Scale-Frequency Decomposi-
tions, Canonical Variate Analysis, Leaves Classification.
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“Apenas a insensibilidade espiritual pode facultar
ao tipo comum o pensar-se realizado...”
Newton Boechat
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Capı´tulo 1
Introduc¸a˜o
Nas diversas aplicac¸o˜es cientı´ficas que envolvem processamento de imagens ou visa˜o com-
putacional, o reconhecimento de objetos atrave´s de imagens e´ geralmente necessa´rio para o eˆxito da
tarefa. Presente em diversas a´reas, as aplicac¸o˜es de reconhecimento de formas sa˜o ta˜o numerosas
quanto a imaginac¸a˜o e a necessidade podem conceber, enquanto sua importaˆncia e complexidade
variam de acordo com a aplicac¸a˜o. Em robo´tica, o reconhecimento de formas possibilita desde o
simples desvio de obsta´culos por roboˆs navega´veis, ate´ a precisa localizac¸a˜o de alvos por brac¸os
mecaˆnicos. Em linhas de montagem de qualquer espe´cie, as te´cnicas de reconhecimento permitem
a detecc¸a˜o automa´tica de erros e a separac¸a˜o entre diferentes produtos. Em aplicac¸o˜es me´dicas,
o reconhecimento de formas e´ potencialmente capaz de identificar macro e micro leso˜es, ale´m de
destacar regio˜es especı´ficas do corpo humano, como ce´lulas e o´rga˜os. Fundamental em muitas
a´reas da Biologia, etapas importantes de diversas aplicac¸o˜es podem ser eficientemente automa-
tizadas, possibilitando, por exemplo, a determinac¸a˜o e discriminac¸a˜o de espe´cies de plantas ou
animais.
A tarefa de reconhecimento de formas pode ser dividida em treˆs etapas: (1) aquisic¸a˜o e
pre´-processamento dos objetos; (2) descric¸a˜o da forma dos objetos; e (3) classificac¸a˜o das amos-
tras. A etapa de aquisic¸a˜o e pre´-processamento compreende, principalmente, a digitalizac¸a˜o de
amostras e o processamento das imagens, visando, por exemplo, a segmentac¸a˜o e extrac¸a˜o dos
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2contornos. A descric¸a˜o e´ a etapa em que um conjunto de medidas e´ extraı´do de amostras de
classes com o objetivo de representar-se cada classe atrave´s de atributos idealmente capazes de
parametrizar o comportamento de seus indivı´duos. Apo´s a descric¸a˜o da populac¸a˜o, indivı´duos po-
dem ter seus atributos descritores comparados para determinar-se a qual agrupamento ou classe
pertencem, caracterizando, assim, a etapa de classificac¸a˜o das amostras. Nesta etapa, considera-se,
tambe´m, as te´cnicas responsa´veis por reduzir e selecionar o melhor conjunto de atributos descrito-
res, visto estarem diretamente relacionadas com o resultado da classificac¸a˜o. A Figura 1.1 ilustra
o diagrama para um sistema de reconhecimento de formas, dividindo as etapas de acordo com os
modos de operac¸a˜o: aprendizado e reconhecimento. Operando-se no modo de aprendizado, o sis-
tema e´ responsa´vel por projetar cada etapa do reconhecimento, utilizando para isso amostras para
o treinamento. No modo de reconhecimento, o sistema deve ser capaz de receber uma amostra
desconhecida e classifica´-la de acordo com as definic¸o˜es do modo de aprendizado.
Pré−
Amostras
ReconhecimentoAprendizado
Redução de
Descrição
Classificação
Seleção dos
Atributos
Estimação 
de Erro
Decisão Teórica
Classe
Atributos
Extração dos
processamento
Atributos
Medição dos
Descrição
Classificação
Amostras
Pré−
processamento
Decisão Teórica
Dimensionalidade
Figura 1.1: Diagrama para um sistema de reconhecimento de formas destacando as etapas de
descric¸a˜o e classificac¸a˜o das amostras e dividido de acordo com os modos de operac¸a˜o: aprendi-
zado e reconhecimento.
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1.1 Descric¸a˜o de Formas
A descric¸a˜o e´ a etapa do reconhecimento de formas responsa´vel pela extrac¸a˜o de ca-
racterı´sticas e representac¸a˜o dos objetos atrave´s de atributos nume´ricos. Em aplicac¸o˜es de re-
conhecimento de formas, esta representac¸a˜o nume´rica tem por objetivo possibilitar comparac¸o˜es e
discriminac¸o˜es dos objetos. Descritores de formas sa˜o geralmente obtidos atrave´s da medic¸a˜o de
um nu´mero adequado de caracterı´sticas dos objetos, procurando-se representar de maneira u´nica
cada caracterı´stica morfolo´gica.
A complexidade da extrac¸a˜o dos descritores de formas e´ fator que varia largamente. Des-
critores como a´rea, perı´metro, circularidade (perı´metro2/a´rea), excentricidade (comprimento do
maior eixo/comprimento do menor eixo), orientac¸a˜o do maior eixo, entre outros (Yong et al.,
1974), apresentam-se como opc¸o˜es simples mas, geralmente, incapazes de discriminar ale´m de
formas muito distintas. Entretanto, esses descritores podem ser utilmente aproveitados como
filtros para discriminac¸a˜o ba´sica entre os objetos. Outros descritores, como momentos (Sonka
et al., 1993) e energia (Costa e Ju´nior, 2000), permitem a extrac¸a˜o de medidas globais ou locais,
melhorando a eficieˆncia da discriminac¸a˜o, mas sendo ainda insuficientes na maioria das aplicac¸o˜es.
Apesar de ineficientes isoladamente, assim como os descritores mais simples citados, estes tambe´m
sa˜o muito usados em conjunto com te´cnicas mais elaboradas.
As assinaturas de formas sa˜o me´todos capazes de reduzir a complexidade do processo
de reconhecimento de objetos bidimensionais, representando-os unidimensionalmente atrave´s da
parametrizac¸a˜o do contorno. Va´rias opc¸o˜es sa˜o encontradas na literatura, destacando-se, pore´m,
as assinaturas distaˆncia contorno-centro´ide, de coordenadas complexas, de coordenadas polares,
por curvatura, por aˆngulo tangente, por aˆngulo acumulativo e por comprimento de arco (Otterloo,
1991; Davies, 1997). Vantagens apresentadas pelas assinaturas esta˜o relacionadas com a fa´cil
normalizac¸a˜o a translac¸o˜es e mudanc¸as de escalas dos objetos. Entretanto, deslocamentos no ei-
xo horizontal resultantes de rotac¸o˜es, reflexo˜es e mudanc¸as do ponto inicial de amostragem dos
contornos, ale´m da grande suscetibilidade a` influeˆncia de ruı´dos, praticamente inviabilizam o uso
1.2 Classificac¸a˜o de Formas 4
das assinaturas isoladamente, na˜o impedindo, contudo, que se tornem base de va´rios descritores
mais complexos, dentre eles, o Histograma de Assinatura (Squire e Caelli, 2000), o Espac¸o de
Escala de Curvatura (Mokhtarian, 1996), os Descritores de Fourier (Zhang, 2002) e os Descritores
de Wavelet (Antoine et al., 1997).
Especificamente atrave´s do uso de transformadas, diversas abordagens sa˜o propostas para
extrac¸a˜o de atributos descritores, seja aplicando-as no pro´prio objeto bidimensional segmentado,
seja em algum tipo de parametrizac¸a˜o do contorno. Dentre elas, as mais antigas e mais comentadas
na literatura sa˜o, sem du´vida, as baseadas na Transformada de Fourier, cujos trabalhos de (Brill,
1968; Granlund, 1972; Persoon e Fu, 1977; Lin e Hwang, 1987; Rauber, 1994; Silva, 1996; Marine,
2000) sa˜o apenas alguns poucos exemplos de sua aplicac¸a˜o. Abordagens baseadas em outras
transformadas, como a Transformada de Fourier de Curta Durac¸a˜o (Eichmann, 1990; Choi e Kim,
2000; Tzanetakis et al., 2001; Sepulveda, 2002) e, principalmente, a Transformada de Wavelet
(Wunsch e Laine, 1995; Tieng e Boles, 1997; Yang et al., 1998; Ohm et al., 2000) tambe´m sa˜o
dignas de destaque. Esta u´ltima por estar recebendo crescente atenc¸a˜o nos u´ltimos anos.
1.2 Classificac¸a˜o de Formas
A classificac¸a˜o, como visto, e´ apenas uma das fases do reconhecimento de formas. En-
tretanto, e´ interessante ressaltar como ela e´ fundamental para o sucesso de todo o processo de
reconhecimento. Se, por um lado, a etapa de determinac¸a˜o dos descritores inviabiliza o reconheci-
mento caso na˜o sejam extraı´das boas e suficientes caracterı´sticas discriminantes das amostras, por
outro lado, a escolha de uma abordagem de classificac¸a˜o inadequada a`s necessidades da aplicac¸a˜o
e caracterı´sticas da populac¸a˜o pode prejudicar todo o empreendimento das fases anteriores de
descric¸a˜o, reduc¸a˜o e selec¸a˜o dos atributos, visto ser esta a etapa de decisa˜o final em que uma
amostra e´ rotulada como pertencente ou na˜o a uma classe.
Dentre os diferentes me´todos de classificac¸a˜o encontrados na literatura, os mais utilizados
sa˜o os que empregam abordagens estatı´sticas. O objetivo geral destas abordagens e´ estabelecer
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fronteiras de decisa˜o entre as classes no espac¸o de atributos. Tais fronteiras sa˜o construı´das, ge-
ralmente, com base em informac¸o˜es da localizac¸a˜o dos centro´ides e disperso˜es de cada classe, que
podem ser especificadas a priori ou determinadas por treinamento (Devroye et al., 1996). Alguns
exemplos sa˜o os classificadores de mı´nima distaˆncia (Gonzalez e Woods, 1992) e o classificador
Bayesiano (Duda e Hart, 1973). Outras informac¸o˜es, contudo, podem ser utilizadas para deduc¸a˜o
das melhores fronteiras, como, por exemplo, crite´rios de erro me´dio (Vapnik, 1998) e correlac¸a˜o
(Bajcsy e Kovacic, 1989).
Mais recentes e de interesse crescente nos u´ltimos anos, as abordagens por redes neurais
sa˜o caracterizadas pelo grande paralelismo de sistemas computacionais consistindo de um nu´mero
de estruturas simples amplamente interconectadas. A famı´lia de redes neurais mais comumente
utilizada em classificac¸a˜o de formas e´ a rede feed-forward (Jain et al., 1996), que inclui perceptrons
multicamadas e redes de Func¸o˜es de Base Radial (RBF), as quais sa˜o organizadas em camadas
com conexo˜es unidirecionais. Outras redes populares sa˜o os Mapas Auto-Organiza´veis (Kohonen,
1995), cujo processo de aprendizado pode envolver atualizac¸o˜es da arquitetura de rede e dos pesos
das conexo˜es.
Apesar da aparente diferenc¸a de princı´pios entre as abordagens estatı´sticas e as redes neu-
rais, muitos dos conhecidos modelos neurais sa˜o implicitamente equivalentes ou similares aos
me´todos de classificac¸a˜o estatı´stica, assunto discutido em (Ripley, 1993).
1.3 Reconhecimento de Formas Naturais
Formas naturais sa˜o frequ¨entemente caracterizadas por grande variabilidade das amostras
de uma mesma classe. Ale´m disso, formas naturais sa˜o geralmente afetadas por essa variabilidade
de modo imprevisı´vel e ao longo de todo o contorno. Medidas descritoras desta variabilidade
podem ser, de modo geral, representadas atrave´s de varia´veis aleato´rias. Com isso, sistemas para
reconhecimento de formas naturais devem considerar, ale´m de descritores adequados a` separac¸a˜o
das classes, abordagens de classificac¸a˜o capazes de tratar a caracterı´stica aleato´ria dos atributos
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medidos.
O reconhecimento de formas naturais tem sido objeto de interesse por muitos pesquisa-
dores. Exemplos podem ser dados atrave´s dos trabalhos realizados para identificac¸a˜o de carac-
teres, classificac¸a˜o de plantas e reconhecimento de fala. So¨derkvist (2001), por exemplo, obje-
tiva a identificac¸a˜o de espe´cies de plantas do geˆnero Acer atrave´s de suas folhas pela aplicac¸a˜o
dos me´todos Espac¸o de Escala de Curvatura (CSS) e Transformada Circular Incremental (ICT).
Silva (1996) busca a discriminac¸a˜o de folhas de plantas do geˆnero Lonchocarpus comparando a
eficieˆncia dos Descritores de Fourier com outras abordagens, como os Descritores Elı´pticos de
Fourier e os Momentos. Wunsch e Laine (1995) utilizam os coeficientes da Transformada Dis-
creta de Wavelet (DWT) para classificac¸a˜o de caracteres escritos a` ma˜o, destacando a dificuldade
desta tarefa devido a` grande variabilidade das formas, decorrentes dos diferentes estilos dos in-
divı´duos. Rozman e Kodek (2003) pesquisam aplicac¸o˜es de reconhecimento de fala, utilizando a
Transformada de Fourier de Curta Durac¸a˜o (STFT) para a classificac¸a˜o de fonemas pronunciados
isoladamente e com interfereˆncia de ruı´dos.
1.4 Objetivos do Trabalho
Dado o imenso campo de pesquisa sobre reconhecimento de formas que, apesar de vasta-
mente explorado ha´ anos, ainda apresenta dificuldades e desafios que os sistemas computacionais
apenas comec¸am a desbravar, o objetivo deste trabalho e´ a aplicac¸a˜o e comparac¸a˜o dos resultados
de algumas das te´cnicas conhecidas na literatura para discriminac¸a˜o de formas naturais. Mais es-
pecificamente, este trabalho visa a interpretac¸a˜o dos resultados obtidos por cinco transformadas,
cujas decomposic¸o˜es “tempo-escala-frequ¨eˆncia” dos contornos dos objetos permitem a medic¸a˜o
de atributos em domı´nios potencialmente interessantes por explicitarem caracterı´sticas antes na˜o
percebidas diretamente no domı´nio original dos objetos. As transformadas discutidas sa˜o a Trans-
formada de Fourier, a Transformada de Fourier de Curta Durac¸a˜o, as Transformadas de Wavelet
Contı´nua e Discreta e a Transformada de Fourier Multiresoluc¸a˜o, abordagem adaptada para os
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propo´sitos deste trabalho.
Conjuntos de atributos sa˜o medidos em cada domı´nio, reduzidos, selecionados e classifi-
cados por diferentes abordagens estatı´sticas, visando-se a obtenc¸a˜o de indicadores capazes de so-
lucionar questo˜es a respeito do custo e precisa˜o de cada me´todo. O custo esta´ associado a questo˜es
computacionais e a precisa˜o a taxas de classificac¸o˜es bem-sucedidas. Experimentos sa˜o realizados
com conjuntos de folhas pertencentes a diferentes espe´cies de plantas, enquanto os resultados sa˜o
comparados e comentados.
1.5 Organizac¸a˜o do Trabalho
Este trabalho consiste em cinco capı´tulos, incluindo este. O capı´tulo corrente fez a intro-
duc¸a˜o do tema a ser discutido nos capı´tulos seguintes, situando o leitor quanto aos principais pro-
blemas do reconhecimento de formas e apresentando uma pequena revisa˜o dos principais me´todos
ja´ propostos. O Capı´tulo 2 apresenta o processo de descric¸a˜o de formas atrave´s do contorno, dis-
cutindo e exemplificando os descritores baseados em transformadas dos domı´nios “tempo-escala-
frequ¨eˆncia”. Me´todos de reduc¸a˜o de dimensionalidade, selec¸a˜o de caracterı´sticas, classificac¸a˜o das
amostras e estimac¸a˜o do erro sa˜o apresentados no Capı´tulo 3, discutindo-se e exemplificando-se
a classificac¸a˜o de padro˜es multivariados, isto e´, com mu´ltiplos atributos representativos para cada
amostra. Ao Capı´tulo 4 sa˜o reservados os resultados da descric¸a˜o e classificac¸a˜o de formas na-
turais atrave´s dos me´todos apresentados nos capı´tulos anteriores. Os experimentos sa˜o realizados
com amostras pertencentes a diferentes espe´cies de folhas. Nesse capı´tulo, os resultados dos di-
ferentes domı´nios e abordagens sa˜o discutidos e comparados considerando-se o custo e a precisa˜o
de cada me´todo testado. Finalmente, o Capı´tulo 5 faz um pequeno resumo dos resultados obtidos,
concluindo o trabalho.
Apeˆndices foram incluı´dos com o intuito de amparar algumas discusso˜es e resultados apre-
sentados ao longo do trabalho. O Apeˆndice A replica a conhecida base de dados Iris (Fisher, 1936),
a qual diversas vezes e´ utilizada a tı´tulo de comparac¸a˜o entre as diferentes abordagens do Capı´tulo
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3. Amostras das espe´cies de folhas utilizadas nos experimentos do Capı´tulo 4 sa˜o ilustradas, jun-
tamente com a parametrizac¸a˜o de seus contornos, no Apeˆndice B.
Capı´tulo 2
Descric¸a˜o de Formas
Os Descritores de Formas permitem a representac¸a˜o dos objetos atrave´s de atributos nume´-
ricos. Em aplicac¸o˜es de reconhecimento de formas, esta representac¸a˜o nume´rica tem por objetivo
possibilitar comparac¸o˜es e discriminac¸o˜es dos objetos. Os descritores de formas sa˜o geralmente
obtidos atrave´s da medic¸a˜o de um nu´mero adequado de caracterı´sticas dos objetos, procurando-se
representar de maneira u´nica suas caracterı´sticas morfolo´gicas. Um exemplo simples de descritor
de forma e´ ilustrado na Figura 2.1. No exemplo, formas geome´tricas sa˜o descritas pelo nu´mero
de lados. Como pode ser percebido, a informac¸a˜o sobre o nu´mero de lados do polı´gono e´ ade-
quada para a discriminac¸a˜o entre triaˆngulos e quadrados, pore´m, insuficiente para ana´lises mais
complexas de possı´veis sub-grupos, como triaˆngulos equila´teros e triaˆngulos retaˆngulos.
Ale´m da adequabilidade em relac¸a˜o ao objetivo discriminato´rio, descritores de formas
devem considerar a influeˆncia de possı´veis transformac¸o˜es geome´tricas ou ruı´dos presentes nas
imagens. A independeˆncia dos descritores de formas a tais transformac¸o˜es e´ conhecida por inva-
riaˆncia e constitui-se a caracterı´stica mais importante para a representac¸a˜o robusta de objetos.
As transformac¸o˜es geome´tricas potencialmente presentes em objetos digitalizados sa˜o a
translac¸a˜o, rotac¸a˜o, reflexa˜o e mudanc¸a de escala (Figura 2.2). No exemplo da Figura 2.1, o
descritor de formas baseado nos lados das figuras geome´tricas pode ser considerado invariante a
rotac¸a˜o, translac¸a˜o, reflexa˜o e mudanc¸as de escala que, por ventura, afetem os objetos.
9
10
a
b
c
d
e
hgf
Objeto No. lados Tipo
a 4 quadrado
b 3 triaˆngulo
c 4 quadrado
d 4 quadrado
e 3 triaˆngulo
f 3 triaˆngulo
g 4 quadrado
h 3 triaˆngulo
Figura 2.1: Exemplo de descritor para formas geome´tricas. O nu´mero de lados dos polı´gonos e´
usado para discriminac¸a˜o entre triaˆngulos e quadrados.
c
Pto Inicial
x
y
(a)
c
Pto Inicial
x
y
(b)
Pto Inicial
y
x
c
(c)
c
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x
y
(d)
Figura 2.2: Transformac¸o˜es geome´tricas potencialmente presentes em objetos digitalizados. (a)
Translac¸a˜o. (b) Rotac¸a˜o. (c) Reflexa˜o. (d) Mudanc¸a de Escala.
Descritores de formas permitem duas possı´veis abordagens: (1) representac¸a˜o de formas
atrave´s da ana´lise do interior, ou conteu´do, dos objetos; e (2) representac¸a˜o de formas atrave´s da
ana´lise da borda, ou contorno, dos objetos. Este trabalho considera apenas os descritores de formas
baseados nos contornos dos objetos, ou simplesmente, Descritores de Contornos.
Descritores de contornos eficientes geralmente analisam contornos parametrizados, ou se-
ja, representados por func¸o˜es unidimensionais capazes de conservarem as caracterı´sticas originais
das bordas dos sinais bidimensionais. Tais func¸o˜es unidimensionais, conhecidas por Assinaturas,
embora preservem as informac¸o˜es locais dos contornos, sa˜o suscetı´veis a` influeˆncia de ruı´dos e ge-
ralmente difı´ceis de serem normalizadas quanto a rotac¸a˜o, reflexa˜o e ponto inicial de amostragem
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do contorno. A transformac¸a˜o dessas parametrizac¸o˜es em domı´nios distintos permite que as inva-
riaˆncias sejam adquiridas e, principalmente, que caracterı´sticas antes na˜o percebidas diretamente
no domı´nio original dos contornos sejam explicitadas. Os me´todos de decomposic¸a˜o dos sinais em
domı´nios diferentes sa˜o conhecidos por Transformadas. As Transformadas sa˜o largamente utili-
zadas em aplicac¸o˜es de reconhecimento de padro˜es. Diversos descritores baseiam-se em ana´lises
de domı´nios diferentes para aquisic¸a˜o de invariaˆncias e medic¸a˜o de caracterı´sticas discriminativas
dos objetos.
Neste capı´tulo sa˜o apresentados descritores de contornos baseados em quatro Transfor-
madas utilizadas na literatura: a Transformada de Fourier, a Transformada de Fourier de Curta
Durac¸a˜o, a Transformada de Wavelet e a Transformada de Fourier Multiresoluc¸a˜o. Esta u´ltima
foi adaptada visando-se maior eficieˆncia em relac¸a˜o aos experimentos, sendo referenciada ao lon-
go deste trabalho por Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea. Cada transformada
analisada tem por caracterı´stica um domı´nio especı´fico decorrente da decomposic¸a˜o dos sinais
por diferentes grandezas. Desta forma, os domı´nios da frequ¨eˆncia, “tempo x frequ¨eˆncia”, “tempo
x escala” e “escala x frequ¨eˆncia” sa˜o utilizados para medic¸a˜o de caracterı´sticas e formac¸a˜o dos
descritores. Abordagens comuns como as assinaturas e medidas escalares tambe´m sa˜o discutidas
neste capı´tulo por serem geralmente combinadas aos descritores baseados em transformadas.
2.1 Descritores Escalares
Descritores escalares capturam as caracterı´sticas globais dos objetos atrave´s de poucas
medic¸o˜es imediatas. Entretanto, apesar de ra´pidos, eles sa˜o geralmente eficientes apenas na dis-
criminac¸a˜o de formas muito diferentes, na˜o sendo utilizados em objetos com diferenc¸as mais sutis
sena˜o como filtros para posterior aplicac¸a˜o de descritores mais elaborados. Medidas como a´rea,
perı´metro, circularidade (perı´metro2/a´rea) e excentricidade (eixo maior/eixo menor), por exem-
plo, podem ser facilmente calculadas. Contudo, apesar de serem invariantes a rotac¸a˜o, reflexa˜o,
translac¸a˜o e ponto inicial de amostragem do contorno, falham por permitirem que objetos com
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formas totalmente diferentes sejam representados com os mesmos atributos.
Medidas de Energia (equac¸a˜o (2.1)) ou Entropia (equac¸a˜o (2.2)) sa˜o, isoladamente, ine-
ficientes na discriminac¸a˜o de formas, contudo u´teis quando combinados, por exemplo, com al-
guns descritores baseados em transformadas, pois permitem o acompanhamento da quantidade de
informac¸a˜o em cada etapa da decomposic¸a˜o. Nestas expresso˜es, x(t) representa um sinal e t sua
parametrizac¸a˜o.
Energia(x) =
X
t
jx(t)j2 (2.1) Entropia(x) = −
X
t
x(t)logx(t) (2.2)
Os Momentos Centrais, definidos pela equac¸a˜o (2.3), sa˜o descritores globais que possuem
interpretac¸o˜es fı´sicas para cada ordem k calculada, caracterizando o centro´ide (k = 1) e a variaˆncia
(k = 2) de um sinal, por exemplo. Novamente, x(t) representa um sinal, t sua parametrizac¸a˜o e t o
ponto me´dio da parametrizac¸a˜o. Por serem invariantes a escala, rotac¸a˜o e translac¸a˜o, sa˜o bastante
populares, sendo, contudo, aplicados geralmente em conjunto com outros descritores devido a` sua
grande suscetibilidade a ruı´dos.
k =
X
t
(t− t)kx(t) (2.3)
2.2 Assinaturas
As Assinaturas sa˜o descritores caracterizados pelas representac¸o˜es unidimensionais ob-
tidas pela parametrizac¸a˜o de contornos bidimensionais. Ale´m de preservarem as caracterı´sticas
locais da forma, as assinaturas podem tornar-se invariantes a mudanc¸as de escala e translac¸o˜es dos
objetos. Contudo, sa˜o difı´ceis de serem normalizadas quanto a rotac¸a˜o, reflexa˜o e ponto inicial de
amostragem dos contornos, ale´m de apresentarem grande sensibilidade a` presenc¸a de ruı´dos. Ape-
sar de tais caracterı´sticas inviabilizarem a utilizac¸a˜o isolada das assinaturas em problemas mais
complexos, esse descritor tem servido de base para va´rias outras abordagens, incluindo as basea-
das em transformadas, justamente pela reduc¸a˜o de complexidade e custo computacional resultante
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da parametrizac¸a˜o unidimensional.
Algumas abordagens para descric¸a˜o de contornos atrave´s das assinaturas sa˜o ilustradas
a seguir considerando-se que o contorno [x(t); y(t)] (t = 1; 2; 3; :::; T ) ja´ tenha sido extraı´do do
objeto por algum algoritmo especı´fico. Em muitos casos, o paraˆmetro t, referenciado simplesmente
como tempo ao longo deste trabalho, pode representar o comprimento de arco, o aˆngulo ou a
sequ¨eˆncia de pixels amostrados do contorno.
2.2.1 Assinatura de Coordenadas Complexas
Uma das assinaturas mais simples e diretas e´ a Assinatura de Coordenadas Complexas,
que requer simplesmente a composic¸a˜o do nu´mero complexo z(t) = x(t) + y(t)j. Contudo, para
absorver variac¸o˜es de translac¸a˜o do objeto, essa assinatura e´ geralmente calculada em func¸a˜o de
um ponto de refereˆncia, como, por exemplo, o centro´ide do objeto.
z(t) = [x(t)− xc] + [y(t)− yc]j (2.4)
na qual
xc =
1
T
TX
t=1
x(t) e yc =
1
T
TX
t=1
y(t) (2.5)
2.2.2 Assinatura Distaˆncia Contorno-Centro´ide
A Assinatura Distaˆncia Contorno-Centro´ide considera a distaˆncia Euclidiana entre a borda
[x(t); y(t)] e seu centro´ide (xc; yc) (equac¸o˜es (2.5)) para parametrizac¸a˜o de contornos. Novamente,
por ser obtida em func¸a˜o do centro´ide, esta abordagem e´ insensı´vel a translac¸o˜es dos objetos.
d(t) =
p
[x(t)− xc]2 + [y(t)− yc]2 (2.6)
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2.2.3 Assinatura de Curvatura
Definida como a diferenc¸a entre aˆngulos sucessivos, a Curvatura e´ utilizada como assina-
tura devido a` sua insensibilidade a deslocamentos e rotac¸o˜es dos objetos. Desta forma, a curvatura
(t) em um ponto do contorno t e´ obtida por:
(t) = (t)− (t− 1) (2.7)
na qual
(t) = tg−1
y(t)− y(t− 1)
x(t)− x(t− 1) (2.8)
2.2.4 Assinatura Angular Acumulativa
Embora a curvatura seja usualmente considerada, os pro´prios aˆngulos (t) (equac¸a˜o (2.8))
podem ser utilizados como assinatura. Contudo, descontinuidades de tamanho 2 ocorrem nesta
func¸a˜o devido a` limitac¸a˜o de valores assumidos por (t), que varia no intervalo (−,). Com
o intuito de resolver tal problema, Zahn e Roskies (1972) desenvolveram a Assinatura Angular
Acumulativa, definida como a variac¸a˜o de direc¸a˜o do contorno [x(t); y(t)] em relac¸a˜o a um ponto
inicial [x(0); y(0)].
'(t) = [(t)− (0)]mod(2) (2.9)
2.3 Descritores de Fourier
A Transformada de Fourier e´ um operador matema´tico que decompo˜e um sinal espacial
atrave´s de seno´ides e cosseno´ides, representando-o, assim, no domı´nio da frequ¨eˆncia. A operac¸a˜o
inversa existe de modo a combinar as seno´ides e cosseno´ides e reconstruir o sinal original. Os
descritores baseados na Transformada de Fourier sa˜o comumente conhecidos por Descritores de
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Fourier e sua ide´ia principal e´ a utilizac¸a˜o dos componentes do sinal decomposto pela Transfor-
mada de Fourier para compor um vetor de caracterı´sticas que represente unicamente cada sinal.
Neste caso, a Transformada de Fourier e´ u´til para reconhecimento de padro˜es visto que padro˜es
distintos possuem diferentes espectros, enquanto padro˜es similares, mesmo quando afetados por
ruı´dos, apresentam espectros semelhantes (Zhang, 2002).
A primeira definic¸a˜o para descritores baseados na Transformada de Fourier foi dada por
Cosgriff (1960), sendo, contudo, refinada e desenvolvida posteriormente por Zahn e Groskies
(1972), Granlund (1972) e Persoon e Fu (1977). Esses descritores podem ser utilizados na maio-
ria das aplicac¸o˜es para reconhecimento de objetos baseado no contorno devido a` possibilidade de
representac¸a˜o da borda dos objetos por uma curva fechada, respeitando-se, assim, a condic¸a˜o de
periodicidade para aplicac¸a˜o da Transformada de Fourier. Apesar de referir-se a um conjunto de
me´todos, e´ possı´vel definir-se que, dado um sinal perio´dico e contı´nuo x(t) que represente o con-
torno de um objeto, os coeficientes X(!) de sua Transformada de Fourier podem ser considerados
para a descric¸a˜o deste objeto, sendo chamados, enta˜o, Descritores de Fourier (FD).
Apesar da Transformada de Fourier possibilitar a decomposic¸a˜o de formas bidimensionais
diretamente, a parametrizac¸a˜o de contornos em func¸o˜es unidimensionais, reais ou complexas, sa˜o
comuns entre os Descritores de Fourier devido a` consequ¨ente reduc¸a˜o de complexidade e custo
computacional de obtenc¸a˜o dos coeficientes. A parametrizac¸a˜o de contornos em func¸o˜es unidi-
mensionais ocorre em func¸a˜o das Assinaturas, discutidas na sec¸a˜o 2.2.
2.3.1 A Transformada de Fourier
Por definic¸a˜o, se um sinal temporal x(t) tem energia finita1, enta˜o x(t) e´ unicamen-
te determinado pela func¸a˜o transformada X(!). O inverso e´ verdadeiro no sentido que, se a
func¸a˜o transformada e´ conhecida, enta˜o x(t) pode ser reconstruı´do. Esta correspondeˆncia u´nica
1Ou seja, R1−1 jx(t)j2dt e´ finita.
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x(t)() X(!) e´ expressa pelo par de transformadas de Fourier direta e inversa:
X(!) =
Z 1
−1
x(t)e−j!tdt (2.10)
x(t) =
1
2
Z 1
−1
X(!)ej!td! (2.11)
A versa˜o discreta da Transformada de Fourier e´ bastante u´til para ana´lise de sinais digitais
e e´ definida, simplesmente, pela conversa˜o das equac¸o˜es (2.10) e (2.11) em grandezas discretas.
Para isso, x(t) deve ser amostrada N vezes dentro do intervalo [t0; t0 + T ]:
x(t0); x(t1); x(t2); :::; x(tN−1) =
x(t0); x(t0 + t); x(t0 + 2t); :::; x(t0 + (N − 1)t) (2.12)
sendo t = T=N o passo no domı´nio temporal. Assim, x(t) pode ser amostrado por x(n) =
x(t0 + nt) com n = 0; 1; 2; :::; N − 1 e a Transformada Discreta de Fourier para x(n) sera´
definida por:
X(m) =
N−1X
n=0
x(n)e
−2jmn
N (2.13)
na qual m = 0; 1; 2; :::; N − 1. Daı´ e´ possı´vel deduzir que, inversamente:
x(n) =
1
N
N−1X
m=0
X(m)e
2jmn
N (2.14)
na qual n = 0; 1; 2; :::; N − 1.
Pode-se mostrar que, se o sinal x(t) for identicamente nulo fora do intervalo [t0; t0 + T ] e
o teorema da amostragem for respeitado, ou seja, se o sinal for limitado em frequ¨eˆncia, a equac¸a˜o
(2.13) constitui uma boa aproximac¸a˜o para as amostras do espectro, isto e´,X(m) ’ X(m!)=t.
A relac¸a˜o entre o passo de amostragem ! no domı´nio da frequ¨eˆncia e o passo de amostragem t
no domı´nio temporal e´ dada pela expressa˜o:
! =
1
Nt
(2.15)
2.3 Descritores de Fourier 17
A proporcionalidade inversa entre ! e t determina que, quanto maior for a resoluc¸a˜o
de um sinal no domı´nio temporal (t menor), menor sera´ sua resoluc¸a˜o no domı´nio da frequ¨eˆncia
(! maior). ´E importante ressaltar-se tambe´m que quando se determina um deles, o outro sera´
automaticamente calculado, na˜o sendo possı´vel varia´-los independentemente.
2.3.2 Propriedades da Transformada de Fourier
Variac¸o˜es no sinal de entrada afetam seus componentes no domı´nio da frequ¨eˆncia. Por
tornarem algumas dessas variac¸o˜es previsı´veis, as propriedades da Transformada de Fourier que
permitem o estabelecimento de invariaˆncias para os descritores de formas sa˜o descritas nesta sec¸a˜o.
2.3.2.1 Linearidade
Seja a um escalar, a propriedade de linearidade da Transformada de Fourier e´ dada por:
ax(t)() aX(!) (2.16)
Essa propriedade indica que uma variac¸a˜o na amplitude do sinal no domı´nio temporal
resulta em uma variac¸a˜o proporcional na amplitude dos componentes no domı´nio da frequ¨eˆncia.
2.3.2.2 Inversa˜o
A reflexa˜o do sinal no domı´nio temporal e´ decorrente da operac¸a˜o x(−t). Esta variac¸a˜o e´
referenciada como propriedade de inversa˜o da Transformada de Fourier e e´ dada por:
x(−t)() X(−!) (2.17)
Disso resulta que a reflexa˜o do sinal no domı´nio temporal causa a reflexa˜o do espectro de
frequ¨eˆncia.
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2.3.2.3 Translac¸a˜o
A propriedade de translac¸a˜o da Transformada de Fourier e´ dada por:
x(t− t0)() X(!)e−j!t0 (2.18)
Isso significa que um deslocamento do sinal no domı´nio temporal resulta em mudanc¸a de
fase no domı´nio da frequ¨eˆncia.
2.3.2.4 Simetria Conjugada
A propriedade de simetria conjugada da Transformada de Fourier e´ dada por:
X(!) = X(−!) (2.19)
no qual  corresponde a` operac¸a˜o de complexo conjugado.
Desta forma, essa propriedade estabelece que coeficientes de Fourier sime´tricos entre si
teˆm suas partes reais mantidas enquanto as partes imagina´rias sofrem inversa˜o de sinal.
2.3.3 Normalizac¸o˜es
O reconhecimento robusto de objetos exige que os descritores de contorno sejam inva-
riantes, ou seja, insensı´veis a potenciais transformac¸o˜es geome´tricas que afetam os objetos. Os
procedimentos para tornarem os descritores independentes de tais transformac¸o˜es sa˜o chamados
Normalizac¸o˜es. Atrave´s do conhecimento das propriedades da Transformada de Fourier, por exem-
plo, e´ possı´vel tornar os descritores baseados nos coeficientes desta transformada invariantes a`s
transformac¸o˜es geome´tricas de translac¸a˜o, rotac¸a˜o, reflexa˜o, mudanc¸a de escala e do ponto inicial
de amostragem dos contornos dos objetos.
Considerando-se a representac¸a˜o de um objeto digitalizado segundo as coordenadas de seu
contorno [x(t); y(t)] e seu centro´ide [xc; yc], a assinatura distaˆncia contorno-centro´ide deste objeto
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sera´ dada por d(t)2 = [x(t) − xc]2 + [y(t) − yc]2. O ponto inicial da amostragem do contorno
(t = 0) e´ dependente da abordagem para extrac¸a˜o da borda dos objetos. Ao longo deste trabalho, tal
ponto foi atribuı´do a` primeira coordenada, de cima pra baixo, da coluna de pixels mais a` esquerda
dos objetos. Dado que os Descritores de Fourier discutidos sa˜o obtidos atrave´s da decomposic¸a˜o
dos contornos parametrizados, sa˜o mencionados, abaixo, as variac¸o˜es possivelmente presentes nas
formas digitalizadas, as consequ¨eˆncias de tais variac¸o˜es sobre as assinaturas distaˆncia contorno-
centro´ide e os procedimentos para normalizac¸a˜o dos coeficientes.
2.3.3.1 Ponto Inicial de Amostragem
Variac¸o˜es no ponto inicial de amostragem do contorno de objetos no espac¸o bidimensional,
decorrentes das diferentes caracterı´sticas morfolo´gicas, resultam em um deslocamento temporal da
assinatura (Figura 2.3).
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Figura 2.3: (a) Mudanc¸a do ponto inicial de amostragem do contorno do objeto no espac¸o bidi-
mensional. (b) Assinatura Distaˆncia Contorno-Centro´ide do objeto.
Desta forma, a assinatura distaˆncia contorno-centro´ide do objeto nas novas coordenadas
sera´ dada por d0(t− t0)2 = [x(t− t0)− xc]2 + [y(t− t0)− yc]2. Ao observar-se a propriedade de
Translac¸a˜o (ver sec¸a˜o 2.3.2.3) da Transformada de Fourier, que preveˆ x(t− t0)() X(!)e−j!t0 ,
e´ possı´vel verificar-se que o deslocamento t0 em x(t) resulta no aparecimento do termo e−j!t0 em
X(!). Entretanto, expandindo-se este termo em seus componentes de magnitude e fase, obte´m-se:
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jX(!)e−j!t0 j = jX(!)j:je−j!t0 j
= jX(!)j
∠X(!)e−j!t0 = ∠X(!) + ∠e−j!t0
= ∠X(!)− !t0
Assim, e´ possı´vel verificar-se que as magnitudes dos coeficientes da Transformada de
Fourier na˜o sa˜o alteradas pela influeˆncia de t0, concluindo-se que os descritores formados pelas
magnitudes dos coeficientes da Transformada de Fourier sa˜o invariantes a mudanc¸as do ponto
inicial de amostragem dos contornos dos objetos.
2.3.3.2 Rotac¸a˜o
A rotac¸a˜o de um objeto no espac¸o bidimensional por um aˆngulo  causara´ a transformac¸a˜o
das coordenadas de seu contorno para [x(t)cos−y(t)sen; x(t)sen+y(t)cos] e de seu centro´ide
para [xccos − ycsen; xcsen + yccos]. Consequ¨entemente, a assinatura distaˆncia contorno-
centro´ide do objeto nas novas coordenadas sera´ dada por d0(t)2 = [(x(t)cos − y(t)sen) −
(xccos − ycsen)]2 + [(x(t)sen + y(t)cos)− (xcsen + yccos)]2. Entretanto, expandindo-se
esta expressa˜o, obte´m-se:
d0(t)2 = x(t)2(cos2 + sen2)− y(t)2(cos2 + sen2) + x2c(cos2 + sen2) + y2c (cos2 + sen2) +
−2x(t)xc(cos2 + sen2)− 2y(t)yc(cos2 + sen2) + 2x(t)y(t)cossen − 2x(t)y(t)cossen +
+2x(t)yccossen − 2x(t)yccossen + 2xcy(t)cossen − 2xcy(t)cossen + 2xcyccossen +
−2xcyccossen
d0(t)2 = x(t)2 − 2x(t)xc + x2c + y(t)2 − 2y(t)yc + y2c
d0(t)2 = (x(t)− xc)2 + (y(t)− yc)2
d0(t)2 = d(t)2
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Atrave´s desse resultado, pode-se concluir que possı´veis rotac¸o˜es que afetem o objeto no
espac¸o bidimensional na˜o influenciam sua assinatura distaˆncia contorno-centro´ide, desde que na˜o
sejam suficientes para alterar a posic¸a˜o do ponto inicial de amostragem do contorno. Caso isso
ocorra, as normalizac¸o˜es quanto ao ponto inicial de amostragem, descritos na sec¸a˜o 2.3.3.1, de-
vem tambe´m ser adotadas, tornando os descritores baseados nas magnitudes dos coeficientes da
Transformada de Fourier invariantes a rotac¸o˜es dos objetos (Figura 2.4).
c
Pto Inicial
x
y
(a)
t
d(t)
(b)
Figura 2.4: (a) Rotac¸a˜o do objeto no espac¸o bidimensional. (b) Assinatura Distaˆncia Contorno-
Centro´ide do objeto.
2.3.3.3 Reflexa˜o
A reflexa˜o de objetos no espac¸o bidimensional ocorre frequ¨entemente pela digitalizac¸a˜o
ou visualizac¸a˜o da forma pelo lado reverso. Essa variac¸a˜o resulta em inverso˜es das parametrizac¸o˜es
e, possivelmente, em mudanc¸a do ponto inicial de amostragem do contorno (Figura 2.5).
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Figura 2.5: (a) Reflexa˜o do objeto no espac¸o bidimensional. (b) Assinatura Distaˆncia Contorno-
Centro´ide do objeto.
A influeˆncia da mudanc¸a do ponto inicial de amostragem do contorno ja´ foi analisada
na sec¸a˜o 2.3.3.1. A inversa˜o da assinatura pode ser analisada atrave´s da propriedade de Inversa˜o
da Transformada de Fourier (ver sec¸a˜o 2.3.2.2). Essa propriedade estabelece que a inversa˜o de
um sinal x(−t) causara´ a consequ¨ente inversa˜o de seu espectro de Fourier X(−!). Contudo,
calculando-se a magnitude de X(−!):
jX(−!)j =
p
Re(X)2 + (−Im(X)2)
=
p
Re(X)2 + Im(X)2
= jX(!)j
verifica-se que os descritores baseados nas magnitudes dos coeficientes da Transformada de Fou-
rier sa˜o invariantes a` reflexa˜o do objeto no espac¸o bidimensional.
2.3.3.4 Translac¸a˜o
A translac¸a˜o de um objeto no espac¸o bidimensional causara´ a transformac¸a˜o de suas co-
ordenadas para [xt + x; yt + y] e do seu centro´ide para [xc + x; yc + y]. Consequ¨ente-
mente, a assinatura distaˆncia contorno-centro´ide do objeto nas novas coordenadas sera´ dada por
d0(t)2 = [(x(t) + x)− (xc + x)]2 + [(y(t) + y)− (yc + y)]2, de cuja expansa˜o obte´m-se:
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d0(t)2 = [(x(t) + x)− (xc + x)]2 + [(y(t) + y)− (yc + y)]2
d0(t)2 = [x(t)− xc + (x −x)]2 + [y(t)− yc + (y −y)]2
d0(t)2 = [x(t)− xc]2 + [y(t)− yc]2
d0(t)2 = d(t)2
Atrave´s desse resultado, pode-se concluir que possı´veis translac¸o˜es que afetem o objeto
no espac¸o bidimensional na˜o influenciam sua assinatura distaˆncia contorno-centro´ide, tornando os
descritores baseados nessa parametrizac¸a˜o invariantes a` translac¸a˜o, sem a necessidade de procedi-
mentos subsequ¨entes (Figura 2.6).
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Figura 2.6: (a) Translac¸a˜o do objeto no espac¸o bidimensional. (b) Assinatura Distaˆncia Contorno-
Centro´ide do objeto.
2.3.3.5 Escala
A mudanc¸a de escala do objeto no espac¸o bidimensional causara´ o deslocamento radial
das coordenadas do contorno em relac¸a˜o ao centro´ide e, consequ¨entemente, uma variac¸a˜o em
amplitude da assinatura distaˆncia contorno-centro´ide do objeto. A assinatura do novo objeto sera´
dada, assim, por d0(t)2 = d(t)2, sendo  o fator de escala aplicado ao objeto (Figura 2.7).
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Figura 2.7: (a) Mudanc¸a de escala do objeto no espac¸o bidimensional. (b) Assinatura Distaˆncia
Contorno-Centro´ide do objeto.
Existem duas formas para tornar os Descritores de Fourier aplicados sobre a assinatura
distaˆncia contorno-centro´ide invariantes a` mudanc¸a de escala do objeto:
− Normalizac¸a˜o da Parametrizac¸a˜o: Este me´todo baseia-se na divisa˜o da parametrizac¸a˜o d(t)2
por seu ma´ximo valor (maxfd(t)2g). Desta forma, atrave´s de
:::;
d(t− 1)2
maxfd(t)2g ;
d(t)2
maxfd(t)2g ;
d(t + 1)2
maxfd(t)2g ; :::
elimina-se a influeˆncia do fator de escala , tornando os descritores baseados na assinatura
distaˆncia contorno-centro´ide invariantes a mudanc¸as de escala.
− Normalizac¸a˜o dos Coeficientes de Fourier: O segundo me´todo baseia-se na propriedade de Li-
nearidade (ver sec¸a˜o 2.3.2.1) da Transformada de Fourier. Essa propriedade preveˆ que ax(t)()
aX(!). Desta forma, ao dividir-se todos os coeficientes de Fourier X(!) pelo seu componente
DC (X(0)), tem-se:
:::;
X(! − 1)
X(0)
;
X(!)
X(0)
;
X(! + 1)
X(0)
; :::
procedimento que elimina a influeˆncia do fator de escala , tornando os Descritores de Fourier ba-
seados na assinatura distaˆncia contorno-centro´ide invariantes a mudanc¸as de escala. ´E importante
2.4 Descritores Baseados na Transformada de Fourier de Curta Durac¸a˜o 25
notar-se que, apo´s este procedimento, o componente DC pode ser descartado por tornar-se igual a
1 em todos os descritores.
2.3.3.6 Normalizac¸a˜o Completa
Dado que os procedimentos para normalizac¸a˜o discutidos acima na˜o sa˜o conflitantes, e´
possı´vel tornar os descritores de Fourier baseados na assinatura distaˆncia contorno-centro´ide inva-
riantes a todas as potenciais variac¸o˜es presentes nos objetos. O procedimento completo e´:
− Para aquisic¸a˜o da invariaˆncia quanto a` mudanc¸a de escala, dividem-se todos os coeficientes pelo
componente X(0), podendo-se descartar, consequ¨entemente, esse componente da descric¸a˜o;
− Para aquisic¸a˜o das invariaˆncias quanto a rotac¸a˜o, reflexa˜o e mudanc¸a do ponto inicial de amos-
tragem, basta utilizar-se as magnitudes dos coeficientes que, ao considerar-se a normalizac¸a˜o a`
mudanc¸a de escala, tornam-se jX(!)
X(0)
j.
2.4 Descritores Baseados na Transformada de Fourier de Curta Durac¸a˜o
A Transformada de Fourier e´ uma poderosa ferramenta de ana´lise e interpretac¸a˜o de sinais
espaciais no domı´nio da frequ¨eˆncia. Entretanto, sua definic¸a˜o por todo o intervalo (−1,1) do
domı´nio temporal, na˜o permite a determinac¸a˜o das relac¸o˜es tempo-componente espectral. Ou seja,
a equac¸a˜o (2.10) descreve globalmente o conteu´do espectral de um sinal, na˜o permitindo que sinais
que apresentam conteu´do espectral semelhante, mas em locais distintos, sejam diferenciados.
Existem diversos sinais que apresentam tal caracterı´stica. Seja como exemplo uma melo-
dia. Uma ana´lise deste sinal pela Transformada de Fourier permite que sejam determinados, no
domı´nio da frequ¨eˆncia, quais notas musicais foram tocadas. Contudo, a determinac¸a˜o do tempo e
da durac¸a˜o de cada nota torna-se impossı´vel.
A soluc¸a˜o natural para tal problema e´ o isolamento de pequenas sec¸o˜es do sinal e a decom-
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posic¸a˜o em frequ¨eˆncias dessas sec¸o˜es de forma independente. Assim, se ao inve´s de se decompor
toda a melodia de uma so´ vez for utilizada uma janela que isole pequenos trechos da melodia,
eliminando ou atenuando drasticamente seu entorno, uma ana´lise do espectro resultante permitiria
que, ale´m das notas musicais presentes na melodia, suas localizac¸o˜es e durac¸o˜es tambe´m pudessem
ser determinadas de acordo com a posic¸a˜o e largura da janela. Esta abordagem e´ conhecida por
Transformada de Fourier de Curta Durac¸a˜o (STFT).
A aplicac¸a˜o da Transformada de Fourier de Curta Durac¸a˜o consiste na sucessiva multipli-
cac¸a˜o do sinal por uma func¸a˜o janela, centrada em diferentes locais, que e´, tipicamente, na˜o-zero
apenas em uma determinada regia˜o em torno de seu centro. A selec¸a˜o da func¸a˜o janela, que
tambe´m e´ conhecida por filtro de ana´lise ou janela de ana´lise, e´ o foco principal desta transfor-
mada. Ale´m da caracterı´stica de ser zero fora da regia˜o de interesse, e´ recomenda´vel que a func¸a˜o
janela seja de amplitude unita´ria dentro da regia˜o de interesse, de forma a na˜o embutir mais ener-
gia na transformac¸a˜o. A func¸a˜o mais simples que satisfaz esta considerac¸a˜o e´ a func¸a˜o retangular.
Entretanto, as transic¸o˜es bruscas entre os dois estados (0 ! 1 ! 0) da func¸a˜o janela cortara˜o
repentinamente o sinal, introduzindo componentes de alta frequ¨eˆncia no espectro e influenciando
demasiadamente o seu resultado (Figura 2.8).
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Figura 2.8: Transformada de Fourier de Curta Durac¸a˜o com janela retangular. A transic¸a˜o brusca
entre os dois estados da janela retangular embute altas frequ¨eˆncias no resultado da transformada.
(a) Um sinal e (b) seu espectro de Fourier. (c) Uma janela retangular e (d) seu espectro de Fourier.
(e) Trecho do sinal janelado e (f) seu espectro de Fourier.
A obtenc¸a˜o de resultados significativos atrave´s da Transformada de Fourier de Curta
Durac¸a˜o inicia-se, assim, atrave´s da selec¸a˜o de uma func¸a˜o janela que idealmente isole o tre-
cho de interesse do sinal, mantendo-o inalterado, e, ao mesmo tempo, na˜o introduza artefatos no
resultado, o que geralmente significa a selec¸a˜o de janelas com transic¸o˜es suaves nas bordas. Es-
tas caracterı´sticas sa˜o consideradas mutuamente antagoˆnicas, dada a impossibilidade de se manter
uma transic¸a˜o suave sem deformar as extremidades do trecho de interesse.
Pore´m, em 1946, Dennis Gabor provou o Princı´pio da Incerteza (Gabor, 1946) para a de-
composic¸a˜o de sinais arbitra´rios no domı´nio temporal (ou espacial) e da frequ¨eˆncia. O princı´pio
de Gabor confirma que o produto de incertezas no domı´nio temporal e da frequ¨eˆncia, que resultam
da decomposic¸a˜o de quaisquer sinais desses domı´nios, na˜o pode ser menor que um valor cons-
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tante bem definido. A consequ¨eˆncia desse princı´pio, no contexto das transformadas de sinais, e´
que nenhuma transformada pode atingir, simultaneamente, alta resoluc¸a˜o em ambos os domı´nios
discutidos. Gabor definiu, enta˜o, uma famı´lia de func¸o˜es baseadas na func¸a˜o Gaussiana que atinge
o mı´nimo valor de incerteza em ambos os domı´nios. Devido a esse fato, o uso da Transformada
de Fourier de Curta Durac¸a˜o com uma func¸a˜o Gaussiana como janela e´ conhecida tambe´m por
Transformada de Gabor (Figura 2.9).
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Figura 2.9: Transformada de Fourier de Curta Durac¸a˜o com janela Gaussiana. As transic¸o˜es suaves
da janela evitam que altas frequ¨eˆncias sejam embutidas no resultado da transformada. (a) Um sinal
e (b) seu espectro de Fourier. (c) Uma janela Gaussiana e (d) seu espectro de Fourier. (e) Trecho
do sinal janelado e (f) seu espectro de Fourier.
Da mesma forma que os Descritores de Fourier em relac¸a˜o a` Transformada de Fourier
(ver sec¸a˜o 2.3), os descritores baseados na Transformada de Fourier de Curta Durac¸a˜o exploram
a decomposic¸a˜o do sinal, neste caso em componentes “tempo-frequ¨eˆncia”, para extrac¸a˜o de ca-
racterı´sticas antes na˜o destacadas no espac¸o original do sinal. Por ser a aplicac¸a˜o sucessiva da
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FT em trechos distintos do sinal, os descritores baseados na STFT tambe´m podem ser utilizados
para representac¸a˜o de objetos atrave´s do contorno, com a caracterı´stica adicional de possibilitarem
ana´lises locais. Tambe´m como a FT, a STFT pode ser aplicada em verso˜es parametrizadas dos
contornos (ver sec¸a˜o 2.2), reduzindo-se, assim, a complexidade da ana´lise e do espac¸o resultante
quando comparados com uma eventual aplicac¸a˜o da STFT sobre um sinal bidimensional.
2.4.1 A Transformada de Fourier de Curta Durac¸a˜o
A Transformada de Fourier de Curta Durac¸a˜o de um sinal espacial xt e´ definida a partir da
Transformada de Fourier (ver sec¸a˜o 2.3.1), atrave´s da introduc¸a˜o de uma func¸a˜o janela centrada na
posic¸a˜o tg:
X(tg; !) =
1
T
Z 1
−1
x(t)g(t− tg)e
−2j!t
T dt (2.20)
na qual x(t) e´ o sinal de entrada, g(t−tg) e´ a func¸a˜o janela e tg seu centro. Apesar da possibilidade
teo´rica de utilizac¸a˜o de qualquer func¸a˜o janela, utiliza-se geralmente a func¸a˜o gaussiana (equac¸a˜o
(2.21)) como janela de ana´lise devido a` discussa˜o da sec¸a˜o 2.4.
g(t− tg) = 1p
2
e−
(t−tg)2
22 (2.21)
A equac¸a˜o (2.20) pode receber tambe´m diferente interpretac¸a˜o. Segundo Glassner (1995),
o sinal x(t) pode, por outra o´tica, ser projetado sobre func¸o˜es bases da forma g(t−tg)e−j!t (Figura
2.10). Desta forma, enquanto a interpretac¸a˜o anterior deriva a Transformada de Fourier de Curta
Durac¸a˜o a partir da Transformada de Fourier, esta nova visa˜o aproxima a Transformada de Fourier
de Curta Durac¸a˜o dos conceitos da Transformada de Wavelet, como sera´ visto na sec¸a˜o 2.5.
Para definir-se a versa˜o discreta da Transformada de Fourier de Curta Durac¸a˜o, devem ser
aplicadas as mesmas considerac¸o˜es para discretizac¸a˜o das grandezas apresentadas na sec¸a˜o 2.3.1.
A equac¸a˜o (2.20) pode ser, desta forma, representada no espac¸o discreto por:
X(tg; !) =
1
N
N−1X
t=0
x(t)g(t− tg)e
−2j!t
N (2.22)
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Figura 2.10: Ilustrac¸a˜o de func¸o˜es bases para a STFT. As func¸o˜es em pontilhado indicam as gaus-
sianas g(t− tg) e em trac¸o contı´nuo as func¸o˜es resultantes g(t− tg)e−j!t
na qual, !; t = 0; 1; 2; :::; N − 1.
A Figura 2.11 mostra o processo e o resultado da aplicac¸a˜o da STFT sobre um sinal uni-
dimensional com uma janela de largura .
2.4.2 Normalizac¸o˜es
A normalizac¸a˜o dos coeficientes da STFT para aquisic¸a˜o das invariaˆncias aproveita, em
grande parte, o procedimento descrito na sec¸a˜o 2.3.3 para os descritores de Fourier. Novamen-
te, ao considerar-se a representac¸a˜o de um objeto digitalizado segundo as coordenadas [x(t); y(t)]
e centro´ide [xc; yc], a assinatura distaˆncia contorno-centro´ide deste objeto sera´ d(t)2 = [x(t) −
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Figura 2.11: Etapas da aplicac¸a˜o da STFT. (a) Janelas para diferentes valores de t visualizados
sobre um sinal unidimensional. (b) Resultado do janelamento para os diferentes valores de t. (c)
Decomposic¸a˜o espectral dos sinais janelados. (d) Decomposic¸a˜o no espac¸o “tempo x frequ¨eˆncia”
resultante da STFT.
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xc]
2 + [y(t) − yc]2 e, como visto para os descritores de Fourier, deslocamentos do objeto no
espac¸o bidimensional na˜o afetam esta parametrizac¸a˜o, tornando os descritores baseados na as-
sinatura distaˆncia contorno-centro´ide invariantes a translac¸o˜es dos objetos.
Mudanc¸as de escala tambe´m podem ser tratadas das mesmas formas discutidas para os
descritores de Fourier, bastando dividir-se a parametrizac¸a˜o por seu ma´ximo valor ou, como se-
gunda opc¸a˜o, todos os coeficientes da transformada pelo componente de ma´ximo valor.
Como visto na sec¸a˜o 2.3.3.2, rotac¸o˜es, reflexo˜es e mudanc¸as no ponto inicial de amostra-
gem de um sinal afetam a fase dos coeficientes da transformada de Fourier, mas na˜o as magnitudes.
Entretanto, apesar do uso das magnitudes ser suficiente para os descritores de Fourier, o possı´vel
deslocamento temporal causado pela mudanc¸a do ponto inicial de amostragem causara´, na Trans-
formada de Fourier de Curta Durac¸a˜o, uma modificac¸a˜o na sequ¨eˆncia dos coeficientes ao longo
do eixo do tempo, devido a` mudanc¸a na ordem de janelamento da assinatura. Existem duas for-
mas para tornar os Descritores de Fourier de Curta Durac¸a˜o aplicados sobre a assinatura distaˆncia
contorno-centro´ide invariantes ao deslocamento temporal da parametrizac¸a˜o:
− Normalizac¸a˜o de X(t; !): Este me´todo baseia-se em novo deslocamente temporal de toda a
curva resultante da decomposic¸a˜o “tempo-frequ¨eˆncia”,X(t; !), considerando-se o tempo inicial t0
para o valor ma´ximo X(t;maxf!g). Desta forma, elimina-se a influeˆncia do deslocamento tem-
poral da assinatura, tornando os descritores baseados na assinatura distaˆncia contorno-centro´ide
invariantes a rotac¸a˜o, reflexa˜o e mudanc¸a no ponto inicial de amostragem do sinal. Este procedi-
mento, contudo, e´ suscetı´vel a ambigu¨idades do valor ma´ximo.
− Utilizac¸a˜o de Medidas Escalares: O segundo me´todo baseia-se na utilizac¸a˜o de medidas calcu-
ladas ao longo do tempo, como energia ou entropia (ver sec¸a˜o 2.1). Esse procedimento elimina
a influeˆncia do deslocamento temporal da parametrizac¸a˜o por na˜o considerar a sequ¨eˆncia dos co-
eficientes do eixo do tempo, tornando os Descritores de Fourier de Curta Durac¸a˜o baseados na
assinatura distaˆncia contorno-centro´ide invariantes a rotac¸a˜o, reflexa˜o e mudanc¸a no ponto inicial
de amostragem do sinal.
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2.4.2.1 Normalizac¸a˜o Completa
Na˜o sendo conflitantes os procedimentos para normalizac¸a˜o discutidos acima, e´ possı´vel
tornar os Descritores de Fourier de Curta Durac¸a˜o baseados na assinatura distaˆncia contorno-
centro´ide invariantes a todas as potenciais variac¸o˜es presentes nos objetos. O procedimento com-
pleto sera´:
− Para aquisic¸a˜o da invariaˆncia quanto a` mudanc¸a de escala, dividem-se todos os coeficientes pelo
componente de ma´ximo valor, X(t;!)
X(t;maxf!g) , ou diretamente a assinatura por seu ma´ximo valor;
− Para aquisic¸a˜o das invariaˆncias quanto a` rotac¸a˜o, reflexa˜o e mudanc¸a do ponto inicial de amos-
tragem, ale´m de utilizar-se as magnitudes dos coeficientes j X(t;!)
X(t;maxf!g) j, deve-se reposicionar o
eixo do tempo ou utilizar-se medidas calculadas ao longo do eixo do tempo.
2.5 Descritores de Wavelet
Como visto na sec¸a˜o anterior, a decomposic¸a˜o espectral de sinais janelados permite a
ana´lise localizada dos componentes espectrais, o que colabora para a detecc¸a˜o de eventos seme-
lhantes que ocorram em instantes distintos. Contudo, a utilizac¸a˜o de janelas de largura fixa pode
comprometer a ana´lise de determinados sinais ao negligenciar-se a relac¸a˜o dos eventos locais com
o conteu´do global do sinal. Portanto, a possibilidade de variac¸a˜o da largura da janela de ana´lise
seria uma soluc¸a˜o imediata para tal problema.
Introduzida por J. Morlet e formalizada posteriormente por ele e A. Grossmann (Grossman
e Morlet, 1984), a Transformada de Wavelet (WT), como e´ largamente conhecida atualmente,
fundamenta-se na decomposic¸a˜o de sinais atrave´s de famı´lias de func¸o˜es chamadas wavelets. Uma
famı´lia wavelet e´ construı´da a partir de uma func¸a˜o limitada no tempo, denominada wavelet ma˜e
( ), e dilatac¸o˜es e translac¸o˜es desta func¸a˜o, comumente denominadas wavelets filhas. Alguns
exemplos de wavelets ma˜es ( ) podem ser vistas na Figura 2.12.
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Figura 2.12: Wavelets Ma˜es mais comuns em aplicac¸o˜es da Transformada de Wavelet. (a) Haar.
(b) Daubechies. (c) Symlet. (d) Coiflet. (e) Morlet. (f) Gaussiana. (g) Chape´u Mexicano. (h)
Meyers.
A relac¸a˜o entre a escala e a frequ¨eˆncia obtida pela decomposic¸a˜o dos sinais pelas wave-
lets filhas e´ estabelecida de tal forma que as caracterı´sticas de baixa frequ¨eˆncia sejam analisadas
com janelas mais largas enquanto as altas frequ¨eˆncias sa˜o analisadas por janelas menores, per-
mitindo sua melhor localizac¸a˜o no tempo. Esta propriedade e´ conhecida por Largura de Banda
Relativa ou Constant-Q, sendo uma das principais diferenc¸as entre a Transformada de Wavelet e a
Transformada de Fourier de Curta Durac¸a˜o (Rioul e Vetteri, 1991). A Figura 2.13 ilustra algumas
wavelets filhas obtidas atrave´s da dilatac¸a˜o e da translac¸a˜o da wavelet ma˜e da famı´la “Morlet”
(Figura 2.12e). Nesta ilustrac¸a˜o e´ possı´vel perceber-se a correlac¸a˜o entre a largura (escala) de uma
wavelet e sua frequ¨eˆncia de ana´lise.
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Figura 2.13: Func¸o˜es bases da Transformada de Wavelet obtidas atrave´s da dilatac¸a˜o e translac¸a˜o
da wavelet ma˜e da famı´la “Morlet”. ´E possı´vel perceber-se, nesta ilustrac¸a˜o, a correlac¸a˜o entre a
escala da wavelet e sua frequ¨eˆncia de ana´lise.
Referenciados como Descritores de Wavelet (WD), e´ possı´vel dividir-se os descritores
baseados na Transformada de Wavelet em duas abordagens: (1) os baseados na Transformada de
Wavelet Contı´nua (CWT) e (2) os baseados na Transformada de Wavelet Discreta (DWT). Abaixo
sa˜o apresentadas as principais questo˜es relacionadas com as Transformadas de Wavelet Contı´nua
e Discreta.
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2.5.1 A Transformada de Wavelet Contı´nua
A Transformada de Wavelet Contı´nua (CWT) de um sinal espacial x(t) consiste na in-
tegrac¸a˜o de x(t) multiplicado por verso˜es dilatadas (a) e transladadas (b) de uma Wavelet Ma˜e
( ):
X(a; b) =
1p
a
Z 1
−1
x(t) (
t− b
a
)dt (2.23)
A Figura 2.14 mostra o resultado e o processo de decomposic¸a˜o de um sinal pela Trans-
formada de Wavelet Contı´nua com bases da famı´lia “Morlet” (Figura 2.12e).
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Figura 2.14: Etapas da aplicac¸a˜o da Transformada de Wavelet Contı´nua com bases Morlet. (a)
Etapa de decomposic¸a˜o com janelas com mesma largura para diferentes instantes t. (b) Etapa de
decomposic¸a˜o com as janelas dilatadas para diferentes instantes t. (c) Espac¸o “tempo x escala”
resultante da CWT. (d) Vista superior do resultado da CWT.
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2.5.2 A Transformada de Wavelet Discreta
Em teoria, a Transformada de Wavelet Discreta (DWT) consiste apenas na discretizac¸a˜o
dos paraˆmetros a e b da equac¸a˜o (2.23). Contudo, a potencialidade da DWT em aplicac¸o˜es diversas
esta´ na capacidade de explorar a redundaˆncia causada pela sucessiva mudanc¸a de escala, reduzin-
do a taxa de amostragem no tempo. Isso e´ possı´vel pois, quando a DWT e´ realizada para altas
escalas, ou seja, baixas frequ¨eˆncias, a taxa de amostragem do sinal em questa˜o pode ser reduzida
observando-se a taxa de Nyquist, que e´ igual a duas vezes a frequ¨eˆncia mais alta existente no sinal.
A Figura 2.15 ilustra essa reamostragem.
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Figura 2.15: Reamostragem do resultado obtido pela decomposic¸a˜o pela Transformada de Wavelet
respeitando-se a taxa de Nyquist.
Proposto por Mallat (1989), o Codificador Sub-banda de Dois Canais e´ uma forma efi-
ciente de obtenc¸a˜o dos coeficientes da Transformada de Wavelet, estando para esta transformada
assim como a Fast Fourier Transform esta´ para a Transformada de Fourier2. Atrave´s desta te´cnica,
e´ possı´vel analisar-se um sinal em diferentes bandas de frequ¨eˆncia com diferentes resoluc¸o˜es espa-
ciais, decompondo-se sequ¨encialmente o sinal em informac¸o˜es “aproximadas”, baixas frequ¨eˆncias,
2Por esta raza˜o, o Codificador Sub-banda de Dois Canais tambe´m e´ conhecido, na literatura, por Fast Wavelet Transform
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e informac¸o˜es “detalhadas”, altas frequ¨eˆncias (Figura 2.16). Para isso, sa˜o utilizados dois conjun-
tos de func¸o˜es  e  (func¸a˜o de escalamento e func¸a˜o Wavelet) que, por sua vez, podem ser
associados a filtros passa-baixa e passa-alta. A decomposic¸a˜o do sinal em diferentes bandas de
frequ¨eˆncia e´ enta˜o obtida por sucessivas filtragens passa-alta e passa-baixa do sinal no domı´nio do
tempo, sendo que, apo´s cada filtragem, metade das amostras pode ser desprezada (subamostragem
com fator 2) devido a` satisfac¸a˜o da taxa de Nyquist em cada nı´vel da decomposic¸a˜o.
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Figura 2.16: Diagrama da decomposic¸a˜o sucessiva de um sinal em aproximac¸o˜es e detalhes pela
Transformada de Wavelet Discreta atrave´s de banco de filtros passa-alta e passa-baixa.
2.5.3 Normalizac¸o˜es
Se a representac¸a˜o de um objeto digitalizado e´ dada pelas coordenadas [x(t); y(t)] e pelo
centro´ide [xc; yc], a assinatura distaˆncia contorno-centro´ide deste objeto sera´, novamente, d(t)2 =
[x(t) − xc]2 + [y(t) − yc]2. Como visto para os descritores de Fourier, deslocamentos do objeto
no espac¸o bidimensional na˜o afetam esta parametrizac¸a˜o, tornando qualquer descritor baseado na
assinatura distaˆncia contorno-centro´ide invariante a translac¸o˜es dos objetos.
Mudanc¸as de escala afetam a assinatura distaˆncia contorno-centro´ide pela multiplicac¸a˜o
de todos os pontos por uma constante. Desta forma, mudanc¸as de escala podem ser tratadas da
mesma maneira discutida para os descritores de Fourier e para os descritores baseados na STFT,
ou seja, dividindo-se a parametrizac¸a˜o por seu ma´ximo valor.
Rotac¸o˜es, reflexo˜es e mudanc¸as do ponto inicial de amostragem causam o deslocamen-
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to temporal da assinatura distaˆncia contorno-centro´ide. Este deslocamento, entretanto, influencia
somente a sequ¨eˆncia dos coeficientes da Transformada de Wavelet ao longo de uma mesma es-
cala. Contudo, medidas como energia e entropia (ver sec¸a˜o 2.1), calculadas a cada mudanc¸a de
escala, desconsideram a ordem dos coeficientes, tornando os descritores baseados em tais medidas
invariantes aos deslocamentos temporais da assinatura distaˆncia contorno-centro´ide e, consequ¨en-
temente, a rotac¸a˜o, reflexa˜o e mudanc¸a do ponto inicial de amostragem do contorno do objeto no
espac¸o bidimensional.
2.5.3.1 Normalizac¸a˜o Completa
Novamente, na˜o sendo conflitantes os procedimentos para normalizac¸a˜o discutidos acima,
e´ possı´vel tornar os Descritores de Wavelet baseados na assinatura distaˆncia contorno-centro´ide
invariantes a todas as potenciais variac¸o˜es presentes nos objetos. O procedimento completo sera´:
− Para aquisic¸a˜o da invariaˆncia a mudanc¸as de escala, divide-se toda a assinatura por seu valor
ma´ximo, d(t)
maxfd(t)g ;
− Para aquisic¸a˜o das invariaˆncias a rotac¸a˜o, reflexa˜o e mudanc¸a do ponto inicial de amostragem,
basta utilizar-se medidas calculadas ao longo do eixo do tempo, como energia e entropia.
2.6 Descritores Baseados na Transformada de Fourier Multiresoluc¸a˜o
A abordagem utilizada pela Transformada de Wavelet, apesar de relativamente recente,
esta´ consolidada e bem estabelecida em processamento e ana´lise de imagens. Pore´m, a represen-
tac¸a˜o das caracterı´sticas de um sinal em termos de sua decomposic¸a˜o por func¸o˜es janelas de dife-
rentes larguras e em distintas posic¸o˜es, relaciona de forma rı´gida as grandezas escala e frequ¨eˆncia.
Considerando a determinac¸a˜o dos componentes de frequ¨eˆncia de acordo com a largura da regia˜o
analisada particularmente restritiva, Calway (1989) desenvolveu uma nova forma da Transforma-
da de Wavelet, na qual a interdependeˆncia da escala e da frequ¨eˆncia e´ removida. Geralmente
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visualizado como uma pilha de resultados da STFT (Figura 2.17), a Transformada de Fourier
Multiresoluc¸a˜o (MFT) permite que, pela equac¸a˜o (2.20), a largura  da janela seja variada junta-
mente com a posic¸a˜o tg e a frequ¨eˆncia !. Assim, a definic¸a˜o da MFT e´ dada pela equac¸a˜o (2.24),
que e´ a mesma utilizada pela STFT, adicionando-se mais um grau de liberdade em :
X(tg; ; !) =
1
T
Z 1
−1
x(t)g(t− tg; )e
−2j!t
T dt (2.24)
na qual tg e´ o centro da janela,  a largura da janela e ! a frequ¨eˆncia de decomposic¸a˜o. Assim
como na equac¸a˜o (2.20), os coeficientes da MFT correspondem a` Transformada de Fourier do sinal
janelado x(t)g((t− tg)) centrado em tg, mas agora com extensa˜o varia´vel determinada por .
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Figura 2.17: Analogia da Transformada de Fourier Multiresoluc¸a˜o com a Transformada de Fourier
de Curta Durac¸a˜o. A Transformada de Fourier Multiresoluc¸a˜o pode ser visualizada como uma
pilha de resultados da Transformada de Fourier de Curta Durac¸a˜o.
Segundo os mesmos crite´rios discutidos na sec¸a˜o 2.4 para a escolha da janela, a func¸a˜o
Gaussiana da equac¸a˜o (2.21) e´ geralmente utilizada por possuir boa localizac¸a˜o em ambos os
domı´nios do tempo e da frequ¨eˆncia. Desta forma, posic¸a˜o, escala e frequ¨eˆncia sa˜o relacionadas pa-
ra formarem um espac¸o de dimensa˜o treˆs, tornando este super-conjunto da Transformada de Wave-
let e da Transformada de Fourier de Curta Durac¸a˜o potencialmente capaz de gerar decomposic¸o˜es
completas de sinais arbitra´rios.
Apesar da potencialidade da Transformada de Fourier Multiresoluc¸a˜o para a representac¸a˜o
de caracterı´sticas dos sinais, a alta dimensionalidade do espac¸o resultante desta transformada torna
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sua ana´lise complexa e dispendiosa computacionalmente.
Como alternativa, e´ proposto neste trabalho uma reduc¸a˜o da dimensionalidade da Trans-
formada de Fourier Multiresoluc¸a˜o atrave´s da fixac¸a˜o de tg. Isso e´ feito centrando-se a janela em
alguma posic¸a˜o relevante do sinal x(t) e variando-se  e ! na equac¸a˜o (2.24), mantendo-se, com
isso, a capacidade de ana´lise local do descritor e, ainda, permitindo uma visualizac¸a˜o progressiva
“local!global” das caracterı´sticas espaciais. Obte´m-se enta˜o:
X(; !) =
1
T
Z 1
−1
x(t)g(t− tg; )e
−2j!t
T dt (2.25)
na qual tg e´ o centro fixo da janela,  a largura da janela e ! a frequ¨eˆncia de decomposic¸a˜o.
Novamente, utiliza-se a func¸a˜o janela da equac¸a˜o (2.21) por atingir o menor valor de incerteza na
transformac¸a˜o dos domı´nios temporal e espectral.
Devido a` decomposic¸a˜o de sinais com janelas em posic¸o˜es ou instantes fixos, conven-
cionou-se designar esta abordagem como Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea
(IMFT). O resultado da IMFT e´ representado no espac¸o “escala x frequ¨eˆncia”. A Figura 2.18
mostra o resultado e o processo de aplicac¸a˜o da IMFT sobre a assinatura distaˆncia centro´ide-
contorno de uma folha em que a posic¸a˜o para o centro tg da janela e´ o a´pice principal.
Quando no espac¸o discreto, os dois eixos de coordenadas, escala e frequ¨eˆncia, devem ser
amostrados em intervalos apropriados. Aplicando-se as mesmas considerac¸o˜es apresentadas na
sec¸a˜o 2.3.1, a equac¸a˜o (2.24) pode ser representada no espac¸o discreto por:
X(; !) =
1
N
N−1X
t=0
x(t)g(t− tg; )e
−2j!x
N (2.26)
na qual ! = 0; 1; 2; :::; N − 1, tg e´ o centro fixo da janela e  a largura da func¸a˜o janela.
2.6.1 Normalizac¸o˜es
A normalizac¸a˜o do espac¸o “escala x frequ¨eˆncia” gerado pela Transformada de Fouri-
er Multiresoluc¸a˜o Instantaˆnea e´ semelhante a` descrita para a Transformada de Fourier de Curta
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Figura 2.18: Etapas da aplicac¸a˜o da Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea. (a)
Janelas para diferentes valores de . (b) Sinais janelados para diferentes valores de . (c)
Decomposic¸a˜o espectral dos sinais janelados. (d) Decomposic¸a˜o no espac¸o “escala x frequ¨eˆncia”
resultante da Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea.
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Durac¸a˜o (ver sec¸a˜o 2.4.2), visto ser tambe´m, esta transformada, apenas a aplicac¸a˜o sucessiva da
Transformada de Fourier em trechos cada vez maiores do sinal.
Desta forma, considerando-se a representac¸a˜o de um objeto digitalizado dada pelas co-
ordenadas [x(t); y(t)] e centro´ide [xc; yc], a assinatura distaˆncia contorno-centro´ide deste objeto
tambe´m sera´ d(t)2 = [x(t)−xc]2 + [y(t)− yc]2. Como visto nas sec¸o˜es anteriores, translac¸o˜es dos
objetos no espac¸o bidimensional na˜o afetam essa parametrizac¸a˜o, tornando os descritores baseados
na assinatura distaˆncia contorno-centro´ide invariantes a` translac¸a˜o.
Mudanc¸as de escala produzem o deslocamento em amplitude na assinatura dos objetos,
tornando possı´vel a invariaˆncia dos descritores atrave´s dos me´todos discutidos para os descritores
de Fourier, ou seja, pela divisa˜o da assinatura pelo seu valor ma´ximo ou pela divisa˜o dos coefici-
entes da transformada por um valor de ma´ximo.
Rotac¸o˜es, reflexo˜es e mudanc¸as do ponto inicial de amostragem do contorno de um objeto
produzem deslocamentos temporais em sua assinatura distaˆncia contorno-centro´ide, inviabilizando
em parte o processamento automa´tico do descritor. Este problema pode, contudo, ser resolvido
atrave´s da aplicac¸a˜o de me´todos de busca da posic¸a˜o estabelecida para o centro da janela por
sobre a assinatura. Tais abordagens, no entanto, na˜o foram investigadas por serem consideradas
irrelevantes no escopo do trabalho, assumindo-se simplesmente que o usua´rio e´ responsa´vel pela
indicac¸a˜o do centro da janela de ana´lise.
2.6.1.1 Normalizac¸a˜o Completa
Novamente, na˜o sendo conflitantes os procedimentos para normalizac¸a˜o dos descritores,
e´ possı´vel tornar os Descritores de Fourier Multiresoluc¸a˜o Instantaˆnea baseados na assinatura
distaˆncia contorno-centro´ide invariantes a todas as potenciais variac¸o˜es presentes nos objetos, ape-
sar de nem todos os procedimentos sugeridos serem automa´ticos. O procedimento completo sera´:
− Para aquisic¸a˜o da invariaˆncia quanto a` mudanc¸a de escala, dividem-se todos os coeficientes pelo
componente de ma´ximo valor, X(;!)
X(;maxf!g) , ou a assinatura pelo seu valor ma´ximo;
2.6 Descritores Baseados na Transformada de Fourier Multiresoluc¸a˜o 46
− Dada a impossibilidade de aquisic¸a˜o das invariaˆncias quanto a rotac¸a˜o, reflexa˜o e mudanc¸a
do ponto inicial de amostragem, deve-se escolher, manualmente, a posic¸a˜o t0 correspondente ao
centro da janela.
Capı´tulo 3
Classificac¸a˜o de Formas
A Classificac¸a˜o de Formas e´ a etapa do reconhecimento de padro˜es responsa´vel pela
identificac¸a˜o de objetos. Essa identificac¸a˜o, apesar das diversas abordagens existentes, e´ geral-
mente baseada na comparac¸a˜o e aproximac¸a˜o dos objetos com classes previamente definidas. A
definic¸a˜o das classes, por sua vez, decorre da ana´lise de um conjunto de amostras de treinamento,
cujos atributos descritores devem ser idealmente capazes de parametrizar o comportamento dos
indivı´duos da classe. Esta forma de definic¸a˜o e´ particularmente importante para a classificac¸a˜o de
formas pois possibilita que as comparac¸o˜es e aproximac¸o˜es entre objetos e classes sejam executa-
das por meio de medidas nume´ricas.
O processo de classificac¸a˜o de formas resume-se, assim, na comparac¸a˜o e associac¸a˜o de
um objeto representado por seu vetor de atributos fx1; x2; : : : ; xpg a uma das classes !1; !2; : : : ; !d
previamente definidas. A Figura 3.1 ilustra tal procedimento. O objeto Ox tem, devido aos seus
atributos, mais chance de pertencer a`s classes !2 ou !3 do que a`s demais.
Neste capı´tulo sa˜o discutidas abordagens para a ana´lise e classificac¸a˜o de formas, ale´m de
te´cnicas que podem aumentar o potencial discriminativo dos atributos medidos na etapa anterior
de descric¸a˜o das formas. As te´cnicas consideradas referem-se a`s abordagens para reduc¸a˜o de
dimensionalidade dos vetores de atributos, selec¸a˜o dos atributos mais significativos, te´cnicas de
decisa˜o para a classificac¸a˜o das formas e, como paraˆmetro de comparac¸a˜o entre os classificadores,
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Figura 3.1: Exemplo do processo de classificac¸a˜o de formas. O objeto Ox, representado por atri-
butos fx1; x2g, deve ser comparado e associado a uma das classes !1; !2; !3 ou !4.
te´cnicas de estimac¸a˜o do erro da classificac¸a˜o.
Para exemplificar as te´cnicas discutidas neste capı´tulo, e´ utilizado o tradicional conjunto de
dados Iris, extraı´do de (Fisher, 1936). A populac¸a˜o da base Iris e´ constituı´da por 150 amostras com
4 atributos cada (comprimento e largura da se´pala e comprimento e largura da pe´tala), sendo que
as amostras da populac¸a˜o esta˜o distribuı´das igualmente em 3 espe´cies de flores (setosa, virginica
e versicolor) (Apeˆndice A). A principal caracterı´stica do conjunto de dados Iris e´ que a espe´cie
setosa e´ linearmente discrimina´vel das outras classes, enquanto as classes virginica e versicolor
sa˜o impossı´veis de serem separadas atrave´s de uma func¸a˜o de decisa˜o linear. A Figura 3.2 mostra
o espac¸o de atributos deste conjunto de dados plotado aos pares, possibilitando sua visualizac¸a˜o
bidimensional.
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Figura 3.2: Espac¸o de atributos de Iris plotado aos pares, permitindo a visualizac¸a˜o bidimensional.
Caracterı´stico destes dados, as espe´cies virginica e versicolor na˜o sa˜o linearmente discrimina´veis.
3.1 Reduc¸a˜o de Dimensionalidade
Dimensionalidade e´ o termo atribuı´do ao nu´mero de caracterı´sticas do descritor de um
objeto, ou seja, a` dimensa˜o do espac¸o de atributos. Existem dois fatores principais para que se
busque a menor dimensionalidade possı´vel do espac¸o de atributos. Sa˜o eles: o custo de obtenc¸a˜o
e manipulac¸a˜o dos atributos e a precisa˜o da classificac¸a˜o. Quando o espac¸o de atributos conte´m o
conjunto mı´nimo de atributos necessa´rio para a discriminac¸a˜o das classes definidas, o classificador
sera´ computacionalmente mais eficiente, devido ao menor nu´mero de dados a manipular, e poten-
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cialmente mais confia´vel, devido ao uso somente de atributos significativos para a discriminac¸a˜o.
Este segundo fator e´ assinalado pelo teorema de Watanabe (1997), que estabelece a possibilidade
de dois descritores arbitra´rios apresentarem similaridades caso sejam constituı´dos de um nu´mero
suficientemente grande de caracterı´sticas redundantes. Esse fato enfatiza a necessidade da escolha
cuidadosa dos atributos. Pode-se notar, pore´m, que se a reduc¸a˜o da dimensionalidade for, por ou-
tro lado, excessiva, o classificador pode perder seu poder de discriminac¸a˜o. Por isso, e´ importante
analisar-se a variac¸a˜o do comportamento do classificador em func¸a˜o da dimensionalidade e selec¸a˜o
dos descritores, visando-se o melhor compromisso entre o custo e a precisa˜o do classificador.
Descritores geram, comumentemente, vetores com caracterı´sticas correlacionadas que po-
dem ser exploradas para reduc¸a˜o do espac¸o de atributos. As te´cnicas conhecidas por Ana´lise
de Componentes Principais e Ana´lise de Varia´veis Canoˆnicas sa˜o geralmente utilizadas para es-
te fim e teˆm sido bastante utilizadas em reconhecimento de padro˜es, sendo o foco desta sec¸a˜o.
As duas abordagens aplicam transformac¸o˜es no espac¸o de atributos multivariado original, obje-
tivando a descorrelac¸a˜o das varia´veis para posterior reduc¸a˜o da dimensionalidade. Entretanto, a
segunda abordagem diferencia-se por considerar, ale´m da dispersa˜o da populac¸a˜o como um todo,
informac¸o˜es relativas ao agrupamento das amostras.
3.1.1 Ana´lise de Componentes Principais
Desenvolvida por Harold Hotelling (1933), apo´s ser introduzida por Karl Pearson (1901),
a Ana´lise de Componentes Principais (PCA)1 explora a correlac¸a˜o de caracterı´sticas redundantes
para definir uma transformac¸a˜o do espac¸o original que resulte em um sistema de eixos ortonormais
em que a energia e´ concentrada em poucos componentes ou componentes principais. Este novo
espac¸o, construı´do atrave´s da combinac¸a˜o linear das varia´veis originais que resulta em ma´xima
variaˆncia, e´ representado, enfim, por um nu´mero reduzido de eixos descorrelacionados entre si.
1A te´cnica de Ana´lise de Componentes Principais tambe´m pode ser encontrada na literatura segundo as denominac¸o˜es: Trans-
formada de Hotelling e Decomposic¸a˜o Karhunen-Loe`ve, entre outras.
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Considerando-se uma populac¸a˜o x contendo n indivı´duos com p atributos cada:
x =
2
6666666666664
x11 x12 : : : x1p
x21
.
.
.
:
:
:
xn1 xnp
3
7777777777775
e´ possı´vel obter-se para x o vetor me´dia e a matriz de covariaˆncia. Sendo xk = [xk1; xk2; : : : ; xkp]T ,
com T indicando transposic¸a˜o, e calculando-se para a populac¸a˜o x a me´dia
x =
1
n
nX
k=1
xk (3.1)
e a covariaˆncia
Cx =
1
n
nX
k=1
(xkx
T
k − xxT ) (3.2)
obte´m-se:
x = [x1; x2; : : : ; xp]
T e
Cx =
2
6666664
cx11 cx12 : : : cx1p
cx21
.
.
.
.
.
.
cxp1 cxpp
3
7777775
Visto que a matriz Cx e´ real e sime´trica, e´ sempre possı´vel encontrar-se um conjunto de
p autovetores ortonormais (Noble, 1988). Assim, sendo A a matriz cujas linhas correspondem
aos autovetores de Cx ordenados pelos autovalores, A e´ a matriz de transformac¸a˜o que mapeia a
populac¸a˜o original x no espac¸o de componentes principais y atrave´s da equac¸a˜o (3.3).
y = A(x− x) (3.3)
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Propriedade importante do PCA para a reduc¸a˜o de dimensionalidade de uma populac¸a˜o e´
a possibilidade de reconstruc¸a˜o do conjunto original atrave´s dos k primeiros autovetores obtidos
pelo “me´todo da parcimoˆnia” (Dempster, 1972). Assim, esta operac¸a˜o pode ser considerada o´tima
por minimizar o erro quadra´tico me´dio entre a populac¸a˜o original e a reconstruı´da.
A Figura 3.3 mostra o espac¸o bidimensional formado pelos dois primeiros componentes
principais para a base Iris (Apeˆndice A). Os eixos esta˜o caracterizados pelas respectivas contribui-
c¸o˜es dos componentes principais. O primeiro eixo principal foi obtido atrave´s da transformac¸a˜o
[0,36 -0,08 0,86 0,36] e o segundo atrave´s de [-0,66 -0,73 0,17 0,08].
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Figura 3.3: Ana´lise de Componentes Principais para a base Iris. Os eixos do gra´fico esta˜o caracte-
rizados pelas respectivas contribuic¸o˜es dos componentes principais.
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3.1.2 Ana´lise de Varia´veis Canoˆnicas
Derivada do termo geral Ana´lise Discriminante (Fisher, 1936), a te´cnica conhecida por
Ana´lise de Varia´veis Canoˆnicas (CVA)2 (Mardia et al., 1979) tambe´m explora a redundaˆncia entre
os atributos de uma populac¸a˜o multivariada. Esta considera, pore´m, a informac¸a˜o sobre os agrupa-
mentos formados pelas amostras para executar a transformac¸a˜o do espac¸o original em um sistema
de eixos ortonormais entre si, promovendo a maximizac¸a˜o das relac¸o˜es intergrupos e minimizac¸a˜o
das relac¸o˜es intragrupos.
Considerando-se a populac¸a˜o x contendo n indivı´duos com p atributos cada, sendo que os
indivı´duos esta˜o agrupados em g classes de tamanho ni, com i = 1; :::; g e
Pg
i=1 ni = n:
x =
2
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e´ possı´vel obter-se a partir de x, vetores me´dia de cada grupo e da populac¸a˜o, ale´m de duas matrizes
de covariaˆncia, uma considerando as relac¸o˜es dos indivı´duos com seus respectivos grupos (Matriz
de Covariaˆncia Intragrupos) e outra considerando as relac¸o˜es dos grupos com a populac¸a˜o (Matriz
2A te´cnica de Ana´lise de Varia´veis Canoˆnicas tambe´m pode ser encontrada na literatura segundo as denominac¸o˜es: Ana´lise
Discriminante para Mu´ltiplos Grupos, Ana´lise Discriminante Generalizada e Coordenadas Discriminantes, entre outras.
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de Covariaˆncia Intergrupos). Sendo xik = [xik1; xik2; : : : ; xikp]T , com T indicando transposic¸a˜o, e
calculando-se a me´dia do grupo (equac¸a˜o (3.4)) e a me´dia da populac¸a˜o (equac¸a˜o (3.5)):
xi =
1
ni
niX
k=1
xik (3.4) x =
1
n
gX
i=1
niX
k=1
xik (3.5)
assim como a covariaˆncia intraclasse (equac¸a˜o (3.6)) e a covariaˆncia interclasse (equac¸a˜o (3.7)) de
x:
CWx =
gX
i=1
niX
k=1
(xik − xi)(xik − xi)T (3.6) CBx =
gX
i=1
ni(xi − x)(xi − x)T (3.7)
obte´m-se, respectivamente:
xi = [x
i
1; x
i
2; : : : ; x
i
p] x = [x1; x2; : : : ; xp]
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Segundo Mardia et al. (1979), e´ possı´vel deduzir-se uma transformac¸a˜oA tal queATCWx A
seja minimizado e ATCBx A seja maximizado, isto e´, a variabilidade dos indivı´duos de um mesmo
grupo seja minimizada, enquanto a variabilidade entre os grupos seja maximizada. Ou seja,A deve
ser adequadamente escolhido de modo a satisfazer a condic¸a˜o:
max(
ATCBx A
ATCWx A
) (3.8)
Em Seber (1984), e´ demonstrado que os valores de a que satisfazem a condic¸a˜o (3.8) de-
vem ser os autovetores de CW−1x CBx normalizados na forma AT (
CWxp
n−g )A = 1 e ordenados por seus
autovalores. Desta forma, assim como na Ana´lise de Componentes Principais, os primeiros auto-
vetores representara˜o a transformac¸a˜o dos componentes mais significativos, dada a compactac¸a˜o
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da energia nesses eixos.
No CVA, cada novo componente yr do vetor y, resultante da transformac¸a˜o acima, e´ obtida
atrave´s da expressa˜o:
yr = a
T
r (x− x) (3.9)
na qual ar e´ a r-e´sima coluna de A e yr e´ chamada de r-e´sima varia´vel canoˆnica, cuja contribuic¸a˜o
em relac¸a˜o ao conjunto de dados da populac¸a˜o original pode ser medida por 1p
r
, sendo r o
r-e´simo autovalor da transformac¸a˜o.
A Figura 3.4 mostra o espac¸o bidimensional formado pelas duas primeiras varia´veis canoˆ-
nicas para a base Iris (Apeˆndice A). Os eixos do gra´fico esta˜o caracterizados pelas respectivas con-
tribuic¸o˜es das varia´veis canoˆnicas. O primeiro eixo canoˆnico foi obtido atrave´s da transformac¸a˜o
[1,49 2,32 -2,62 28,67] e o segundo atrave´s de [-0,72 -7,05 -7,95 -162,36].
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Figura 3.4: Ana´lise de Varia´veis Canoˆnicas para a base Iris. Os eixos do gra´fico esta˜o caracteriza-
dos pelas respectivas contribuic¸o˜es das varia´veis canoˆnicas.
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3.2 Selec¸a˜o de Caracterı´sticas
Um dos esta´gios principais para o bom desempenho de um classificador de amostras mul-
tivariadas e´ a selec¸a˜o do subconjunto o´timo de atributos dentre todas as caracterı´sticas disponı´veis.
Por desempenho deve-se entender tanto a eficieˆncia computacional quanto a precisa˜o do classifi-
cador, como visto na sec¸a˜o anterior. Desta forma, apesar das te´cnicas de reduc¸a˜o de dimensionali-
dade descritas na sec¸a˜o 3.1 explorarem a redundaˆncia entre as caracterı´sticas para obterem novos
conjuntos de atributos com dimensa˜o drasticamente minimizada, a composic¸a˜o do conjunto de ca-
racterı´sticas influencia diretamente o resultado obtido pela Ana´lise de Componentes Principais ou
pela Ana´lise de Varia´veis Canoˆnicas, visto que estes me´todos buscam combinac¸o˜es lineares dos
atributos para a formac¸a˜o do novo espac¸o reduzido.
Para que a selec¸a˜o de caracterı´sticas seja executada, primeiramente e´ necessa´rio estabe-
lecer-se um crite´rio de selec¸a˜o para os atributos, ou seja, uma func¸a˜o-objetivo. Segundo Rauber
(1994), crite´rios intuitivos para a func¸a˜o-objetivo envolvem alguma medida de separabilidade das
classes, como a distaˆncia entre seus centro´ides, ou taxas de classificac¸a˜o, obtidas por estimadores
de erro. Medidas de separabilidade das classes, entretanto, na˜o indicam diretamente a ocorreˆncia
de ambigu¨idades na classificac¸a˜o.
Uma soluc¸a˜o o´tima para a selec¸a˜o das caracterı´sticas e´ a busca exaustiva, ou seja, a
avaliac¸a˜o de todas as possı´veis combinac¸o˜es de atributos analisando-se o comportamento da func¸a˜o-
objetivo em relac¸a˜o a cada conjunto analisado. O principal obsta´culo a esta te´cnica e´ a explosa˜o
combinato´ria que a torna impratica´vel ate´ mesmo para quantidades moderadas de atributos. Ou-
tra soluc¸a˜o o´tima pode ser obtida atrave´s do me´todo de Busca Branch-and-Bound, cuja busca
heurı´stica, baseada no algoritmo de Branch-and-Bound, permite que apenas uma frac¸a˜o dos sub-
conjuntos possı´veis de atributos sejam testados. Contudo, esta te´cnica tambe´m e´ suscetı´vel a` ex-
plosa˜o combinato´ria causada pela utilizac¸a˜o de um nu´mero elevado de atributos. Soluc¸o˜es sub-
o´timas podem ser obtidas atrave´s dos me´todos Melhores Caracterı´sticas Individuais e Selec¸a˜o
Sequ¨encial (Jain et al., 2000). O primeiro me´todo avalia todas as caracterı´sticas individualmente
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em relac¸a˜o a` func¸a˜o-objetivo, selecionando e agrupando as que apresentam os melhores resultados.
A selec¸a˜o individual, entretanto, na˜o garante o melhor desempenho dos atributos quando agrupa-
dos. O segundo me´todo deriva-se segundo as abordagens inversa e direta. A Selec¸a˜o Sequ¨encial In-
versa avalia as melhores caracterı´sticas em relac¸a˜o a` func¸a˜o-objetivo, eliminando sequ¨encialmente
as que obteˆm os piores resultados. A abordagem direta, ao contra´rio, adiciona sequ¨encialmente os
atributos ao conjunto ja´ selecionado.
3.3 Me´todos de Decisa˜o Teo´rica
Os me´todos de decisa˜o teo´rica utilizam func¸o˜es de decisa˜o, ou discriminantes, para de-
terminarem as melhores fronteiras de separac¸a˜o entre as classes da populac¸a˜o e, por conseguinte,
classificarem cada indivı´duo dentro de sua respectiva classe. Formalizando, seja a populac¸a˜o n-
dimensional x = [x1; x2; :::; xn]T , na qual xk sa˜o amostras representadas por vetores de atributos
e distribuı´das em g classes distintas (ver sec¸a˜o 3.1.2), o princı´pio ba´sico dos me´todos de decisa˜o
teo´rica e´ encontrar g func¸o˜es de decisa˜o 1(x), 2(x), ..., g(x), de tal forma que, se a amostra
xk pertencer a` classe !i, enta˜o
i(xk) > j(xk) (3.10)
para j = 1; 2; :::; g e j 6= i.
Desta forma, considera-se que uma amostra desconhecida xd pertence a` i-e´sima classe da
populac¸a˜o x caso o valor nume´rico de i(xd) seja o maior dentre as demais func¸o˜es de decisa˜o
j(xd). A Figura 3.5 ilustra a utilizac¸a˜o de func¸o˜es discriminantes, na qual as treˆs classes !1,!2 e
!3 sa˜o separadas pelas fronteiras de decisa˜o 12,13 e 23.
As diferentes abordagens para determinac¸a˜o das func¸o˜es de decisa˜o caracterizam o tipo
de classificador utilizado. Dois classificadores sa˜o destacados: (1) Classificadores de Distaˆncia
Mı´nima, que inferem a classe dos indivı´duos pela proximidade ao centro´ide da classe; e (2) Clas-
sificador de Bayes, que determina a classe dos indivı´duos pela probabilidade de ocorreˆncia deste
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Figura 3.5: Exemplos de fronteiras de decisa˜o separando as classes de uma populac¸a˜o. Cada
fronteira pq separa as classes !p e !q por distaˆncias iguais.
indivı´duo no alcance da distribuic¸a˜o estatı´stica da classe.
3.3.1 Classificadores de Distaˆncia Mı´nima
Esta abordagem e´ caracterizada pela classificac¸a˜o das amostras de acordo com a menor
distaˆncia em relac¸a˜o a`s classes. Por isso, este tipo de classificador tambe´m e´ conhecido na literatura
como Classificador de Vizinhanc¸a Mais Pro´xima (Duda e Hart, 1973). Segundo estes me´todos,
cada classe e´ representada por um proto´tipo que frequ¨entemente e´ a pro´pria me´dia das amostras da
classe:
xi =
1
ni
niX
k=1
xik
no qual, i = 1; 2; :::; g, ni e´ o nu´mero de amostras da classe i e xik e´ a k-e´sima amostra da classe
i. Uma amostra desconhecida x e´, enta˜o, considerada pertencente a` classe que possuir o proto´tipo
mais pro´ximo. Tais classificadores dependem exclusivamente da me´trica utilizada para o ca´lculo
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das distaˆncias no espac¸o de atributos. A me´trica e´, enta˜o, uma medida que representa a proximi-
dade entre classes ou entre um indivı´duo e uma classe. Va´rias abordagens sa˜o encontradas, na
literatura, como me´tricas para a func¸a˜o de decisa˜o. Dentre elas, destacam-se a Distaˆncia Euclidia-
na e a Distaˆncia Mahalanobis.
3.3.1.1 Distaˆncia Euclidiana
A me´trica mais simples encontrada na literatura e´ a baseada na norma ou distaˆncia eucli-
diana:
Di(xk) = jjxk − xijj (3.11)
para i = 1; 2; :::; ni e, na qual, jjajj = (a:aT )1=2 e´ a norma euclidiana e a e´ um vetor linha.
Em termos de func¸o˜es discriminantes, resolver a menor distaˆncia de uma amostra xd a`
classe !i pela equac¸a˜o (3.11) e´ o mesmo que calcular o maior valor nume´rico da expressa˜o:
i(xd) = xdx
T
i −
1
2
xix
T
i (3.12)
para i = 1; 2; :::; ni (Gonzalez e Woods, 1992).
A Figura 3.6 ilustra a func¸a˜o de decisa˜o para duas espe´cies da base Iris (Apeˆndice A)
caracterizadas apenas pelo comprimento e largura das pe´talas. Amostras a` esquerda da fronteira
de decisa˜o  sa˜o consideradas pertencentes a Iris setosa e a` direita de , pertencentes a Iris
versicolor. Amostras sobre a fronteira sa˜o decididas arbitrariamente.
3.3.1.2 Distaˆncia Mahalanobis
Como pode ser notado pela equac¸a˜o (3.11), a distaˆncia euclidiana na˜o considera, das clas-
ses, sena˜o a localizac¸a˜o de seus centro´ides. Problemas comec¸am a surgir, entretanto, quando
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Figura 3.6: Me´todo de Decisa˜o Teo´rica com distaˆncia euclidiana. A fronteira de decisa˜o separa as
classes por igual distaˆncia euclidiana, considerando apenas os seus centro´ides, representados, no
gra´fico, por pequenos cı´rculos.
as classes apresentam disperso˜es distintas, pois classes que apresentam disperso˜es grandes de-
vem possuir fronteiras de decisa˜o mais afastadas de seu centro´ide, enquanto as que apresentam as
amostras concentradas pro´ximas ao centro´ide sugerem fronteiras mais pro´ximas.
A me´trica
Ri(xk)
2 = (xk − xi)C−1i (xk − xi)T (3.13)
e´ chamada de Distaˆncia de Mahalanobis (Mahalanobis, 1936) e apresenta, justamente, a medida de
proximidade entre uma amostra xk e o proto´tipo xi de uma classe i, considerando-se a dispersa˜o
desta classe medida atrave´s da matriz de covariaˆncia Ci (ver equac¸a˜o (3.6)). Assim, para o clas-
sificador por vizinhanc¸a Mahalanobis, uma amostra e´ considerada pertencente a uma determinada
classe se a medida Ri(xk) e´ menor do que para todas as outras classes. E, como deve-se esperar,
para os casos em que os atributos sa˜o descorrelacionados e as disperso˜es sa˜o iguais para todas as
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classes, a distaˆncia de Mahalanobis se equivale a` distaˆncia euclidiana.
3.3.2 Classificador de Bayes
Considerado o´timo no sentido de minimizar a probabilidade de erros de classificac¸a˜o, o
Classificador de Bayes interpreta as distribuic¸o˜es estatı´sticas das classes de uma populac¸a˜o para
inferir a probabilidade de uma amostra desconhecida pertencer a uma classe ou outra. Formalizan-
do, sendo a probabilidade de que uma amostra xk pertenc¸a a` classe !i representada por p(!ijxk) e
Lkj representando a perda da classificac¸a˜o da amostra xk na classe !j , tem-se a equac¸a˜o de risco
me´dio:
Sj(xk) =
gX
i=1
Lijp(!ijxk) (3.14)
A partir da expressa˜o ba´sica de probabilidades p(ajb) = [p(a)p(bja)]=p(b), a equac¸a˜o
(3.14) pode ser reescrita por:
Sj(xk) =
1
p(xk)
gX
i=1
Lijp(xkj!i)P (!i) (3.15)
na qual p(xkj!i) e´ a func¸a˜o densidade de probabilidade das amostras da classe !i e P (!i) e´ a
probabilidade de ocorreˆncia da classe !i. Sendo 1=p(xk) constante para todos os Sj(xk), este termo
pode ser eliminado da equac¸a˜o, por na˜o afetar as comparac¸o˜es entre elas. Ainda, considerando-se
a func¸a˜o de perda Lij igual a 0, para deciso˜es corretas, ou igual a 1, para deciso˜es incorretas, a
equac¸a˜o (3.15) reduz-se a:
Sj(xk) =
gX
i=1
(1− ij)p(xkj!i)P (!i) = p(xk)− p(xkj!i)P (!i) (3.16)
na qual ij = 1, se i = j, e ij = 0, se i 6= j.
Novamente, como p(xk) e´ constante, pois independe da classe, este termo pode ser elimi-
nado da expressa˜o e tem-se, enfim, a Func¸a˜o Discriminante de Bayes:
Sj(xk) = p(xkj!i)P (!i) (3.17)
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Desta forma, diferentemente das me´tricas Mahalanobis e Euclidiana, a medida de Bayes
representa a probabilidade de uma amostra desconhecida pertencer a uma determinada classe,
considerando-se, assim, a amostra xk pertencente a` classe !i se Si(xk) obtiver o maior valor
nume´rico entre todas as outras classes.
Se forem inferidas disperso˜es n-dimensionais gaussianas e probabilidades iguais de ocor-
reˆncia para todas as classes da populac¸a˜o, e´ possı´vel utilizar-se diretamente a equac¸a˜o (Gonzalez
e Woods, 1992):
Sj(xk) =
1
g
1
(2)n=2jC1=2i j
e[−
1
2
(xk−xi)C−1i (xk−xi)T ] (3.18)
A Figura 3.7 ilustra a func¸a˜o de decisa˜o para duas classes com distribuic¸o˜es gaussianas
de me´dias 6 e 12 e desvios padro˜es 1 e 2:5, respectivamente. Amostras a` esquerda da fronteira
de decisa˜o  sa˜o consideradas pertencentes a !1 e a` direita de , pertencentes a !2. Novamente,
amostras sobre a fronteira sa˜o decididas arbitrariamente.
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Figura 3.7: Exemplo do me´todo de decisa˜o teo´rica de Bayes. A fronteira de decisa˜o indica o ponto
no qual uma amostra teria igual probabilidade de pertencer a`s classes !1 e !2.
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3.4 Estimac¸a˜o de Erro
Dada a existeˆncia de diversos classificadores, uma avaliac¸a˜o quanto ao desempenho e
precisa˜o de cada classificador e´ comumente necessa´ria. Para este fim, te´cnicas para estimac¸a˜o
de erro sa˜o geralmente utilizadas por possibilitarem a predic¸a˜o da precisa˜o e da adequabilidade
de um classificador em relac¸a˜o a` populac¸a˜o considerada, utilizando, para isso, somente os dados
disponı´veis da populac¸a˜o (Duda e Hart, 1973).
Na pra´tica, a taxa de erro de um sistema de classificac¸a˜o e´ estimada atrave´s da divisa˜o de
todas as amostras disponı´veis em conjuntos de treinamento e teste. Primeiramente, o classificador
e´ projetado utilizando-se as amostras de treinamento para, posteriormente, ser avaliado com base
nas amostras de teste. A porcentagem de classificac¸o˜es incorretas, baseadas no conhecimento
pre´vio das amostras de teste e suas respectivas classes, e´ tomada como estimativa da taxa de erro.
Entretanto, esta medida pode ser mais ou menos realı´stica dependendo de dois fatores: (1) tamanho
dos conjuntos de treinamento e teste; e (2) independeˆncia entre esses conjuntos (Jain et al., 2000).
Diversas abordagens sa˜o propostas na literatura para divisa˜o dos conjuntos de treinamento
e teste, visando o melhor aproveitamento do nu´mero de amostras. Contudo, para um nu´mero de
amostras suficientemente grande, todas as abordagens tendem a convergir para resultados seme-
lhantes. Quatro abordagens empı´ricas, ou experimentais, para a estimac¸a˜o de erro sa˜o discutidas
em Devijver e Kittler (1982). Sa˜o elas:
1. Resubstituic¸a˜o
2. Rotac¸a˜o
3. Holdout
4. Leave-One-Out
A Resubstituic¸a˜o e´ o mais simples dos preditores de erro. Atrave´s desta abordagem, toda a
populac¸a˜o e´ utilizada, primeiramente, como conjunto de treinamento e, em seguida, como de teste.
Contudo, segundo Devijver e Kittler (1982), ela e´ considerada inapropriada para a maioria dos
casos, visto utilizar o mesmo conjunto de amostras como treinamento e teste e, infringir, assim,
o fator da independeˆncia entre os conjuntos. Melhores alternativas sa˜o as abordagens Holdout e
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Rotac¸a˜o, principalmente para populac¸o˜es de tamanho me´dio e grande. Para o me´todo de Holdout,
a populac¸a˜o total e´ particionada aleatoriamente nos conjuntos de treinamento e teste. O me´todo
de Rotac¸a˜o diferencia-se deste pela aplicac¸a˜o repetida do Holdout, calculando o erro atrave´s da
me´dia dos resultados de cada iterac¸a˜o e, por isso, melhorando sua estimativa para populac¸o˜es
relativamente pequenas.
Caso especial do Holdout e´ a abordagem descrita pelo Leave-One-Out (Algoritmo 3.1).
Nesta te´cnica, cada amostra e´ selecionada para constituir isoladamente o conjunto de teste, sendo
todo o restante da populac¸a˜o utilizado para o treinamento. Desta forma, todas as amostras sa˜o
testadas e utilizadas no treinamento, sem infringir o fator da independeˆncia discutido acima. A
estimativa do erro e´ obtida, neste caso, atrave´s do nu´mero de amostras classificadas incorreta-
mente sobre o nu´mero total de amostras. Atribuı´do a Lachenbruch e Mickey (1968) a primeira
formalizac¸a˜o deste me´todo, o Leave-One-Out permite a reproduc¸a˜o exata de experimentos por in-
depender de selec¸o˜es aleato´rias do conjunto de teste. Vantagens associadas a esta te´cnica sa˜o seu
aproveitamento de populac¸o˜es relativamente pequenas e sua capacidade de aproximac¸a˜o da taxa
de erro real para populac¸o˜es altamente numerosas (Highleyman, 1962).
Seja n o tamanho da populac¸a˜o;
Seja e o erro do classificador;
1.) e 0;
2.) Para i = 1; :::; n:
2.1) Treinar o classificador com a populac¸a˜o excetuando a amostra i;
2.2) Testar amostra i;
2.3) Se i foi classificada incorretamente, e e + 1;
3.) Taxa de erro estimada  e=n;
Algoritmo 3.1: Estimador de erro Leave-One-Out
Capı´tulo 4
Reconhecimento de Formas Naturais
Formas naturais sa˜o frequ¨entemente caracterizadas pela variabilidade das amostras de uma
mesma classe. Medidas descritoras desta variabilidade podem ser, de modo geral, representadas
atrave´s de varia´veis aleato´rias. Com isso, sistemas para reconhecimento de formas naturais devem
considerar, ale´m de descritores adequados a` separac¸a˜o das classes, abordagens de classificac¸a˜o
capazes de tratar a caracterı´stica aleato´ria dos atributos medidos. A Figura 4.1 ilustra esta variabi-
lidade das formas naturais atrave´s da sobreposic¸a˜o dos contornos e das suas assinaturas. Pode-se
notar, por estes exemplos, que as variac¸o˜es dos indivı´duos da mesma classe ocorrem de forma
aleato´ria e ao longo de todo o contorno.
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Figura 4.1: Exemplo da variabilidade das formas naturais. Variac¸o˜es nos indivı´duos da mesma
classe ocorrem de forma aleato´ria e ao longo de todo o contorno. (a) Contornos de folhas da
mesma espe´cie e suas assinaturas. (b) Contornos do dı´gito “3” escrito a` ma˜o e suas assinaturas.
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Este capı´tulo e´ reservado a` ilustrac¸a˜o e discussa˜o dos experimentos desenvolvidos, da me-
todologia utilizada e dos resultados obtidos, objetivando-se a avaliac¸a˜o e identificac¸a˜o de atributos
discriminativos para formas naturais. Tais atributos foram medidos das diferentes decomposic¸o˜es
do contorno discutidas no Capı´tulo 2, selecionados e classificados segundo as abordagens descri-
tas no Capı´tulo 3. Para avaliac¸a˜o da eficieˆncia, robustez e precisa˜o dos resultados obtidos, foi
utilizado um conjunto de folhas pertencentes a diferentes espe´cies de plantas. O potencial discri-
minativo dos atributos medidos de cada decomposic¸a˜o foi analisado e comparado procurando-se o
estabelecimento da relac¸a˜o custo-precisa˜o de cada descritor, considerando-se a populac¸a˜o utilizada
para testes. O custo foi estimado de acordo com os tempos de processamento para obtenc¸a˜o dos
descritores e para a classificac¸a˜o completa de amostras utilizadas nos testes, enquanto a precisa˜o
foi avaliada atrave´s das taxas de classificac¸a˜o bem-sucedida estimadas durante a fase de decisa˜o
teo´rica das amostras.
Folhas sa˜o formas naturais caracterizadas por grande variabilidade de suas configurac¸o˜es.
Variac¸o˜es presentes nos contornos das folhas esta˜o geralmente associadas a`s seguintes carac-
terı´sticas: forma geral da laˆmina (elı´ptica ou arredondada, longa ou curta, larga ou estreita, lobada
ou na˜o-lobada, etc.), aspecto do a´pice e da base (curvaturas, aˆngulos, etc.) e tipo da margem (lisa,
serrilhada, dentada, etc.). A identificac¸a˜o de espe´cies de plantas atrave´s das folhas e´ o meio mais
via´vel na˜o apenas pela abundaˆncia e disponibilidade constante de amostras, em comparac¸a˜o a fru-
tos e flores, mas tambe´m por suas caracterı´sticas morfolo´gicas que, segundo (Ash et al., 1999), sa˜o
suficientes para estabelecerem-se sistemas hiera´rquicos e taxonoˆmicos. No Apeˆndice B podem ser
vistas amostras de todas as espe´cies utilizadas nos experimentos.
4.1 Metodologia dos Experimentos
Va´rios experimentos foram realizados com a finalidade de verificar-se o potencial dis-
criminativo dos atributos medidos nos espac¸os resultantes de cada transformada. Para isso, ca-
da descritor foi analisado considerando-se abordagens para parametrizac¸a˜o do contorno das for-
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mas, reduc¸a˜o da dimensionalidade e selec¸a˜o dos atributos mais significativos e classificac¸a˜o bem-
sucedida das amostras. Tais experimentos foram planejados de forma a proverem material sufici-
ente para a ana´lise e comparac¸a˜o do custo e da precisa˜o das abordagens de acordo com os fatores:
(1) influeˆncia das assinaturas; (2) influeˆncia das decomposic¸o˜es e janelas de ana´lise; (3) quantidade
e qualidade dos atributos; e (4) influeˆncia das me´tricas dos classificadores. A Figura 4.2 ilustra a
metodologia aplicada aos experimentos, destacando os me´todos utilizados em cada etapa.
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Figura 4.2: Diagrama da metodologia utilizada nos experimentos.
4.1.1 Descric¸a˜o Geral
Uma populac¸a˜o de folhas, contendo 15 espe´cies (Figura B.1) com 20 amostras cada, foi
utilizada nos experimentos. As folhas foram coletadas e digitalizadas em um scanner de mesa na
resoluc¸a˜o de 100 pontos por polegada e em tons de cinza. Em seguida, as imagens das folhas foram
binarizadas utilizando-se um aplicativo gra´fico, possibilitando a extrac¸a˜o do contorno das folhas
atrave´s de um algoritmo sequ¨encial com vizinhanc¸a 8 (Gonzalez e Woods, 1992). Os experimen-
tos foram implementados na lingu¨agem de programac¸a˜o MATLAB, utilizando-se nos algoritmos
rotinas disponibilizadas pela pro´pria lingu¨agem, como fft, cwt e wavedec (MathWorks, 2003).
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4.1.2 Parametrizac¸o˜es
As assinaturas distaˆncia contorno-centro´ide e de coordenadas complexas (ver sec¸a˜o 2.2)
foram testadas na parametrizac¸a˜o dos contornos das folhas. As assinaturas sa˜o utilizadas visando-
se a reduc¸a˜o da complexidade de um eventual processamento bidimensional das imagens, sem que
as caracterı´sticas discriminativas das formas sejam perdidas. Dadas possı´veis variac¸o˜es de escala
entre as amostras digitalizadas, as assinaturas sa˜o normalizadas em amplitude (0-1) e nu´mero de
amostras (512).
Dentre as parametrizac¸o˜es testadas, entretanto, a assinatura de coordenadas complexas
gera uma representac¸a˜o dupla dos contornos, duplicando tambe´m o processamento posterior sem,
com isso, ter mostrado resultados superiores aos obtidos pela assinatura distaˆncia contorno-cen-
tro´ide para as classes e atributos testados. Assim, nos experimentos descritos abaixo, todo o pro-
cessamento de decomposic¸a˜o dos contornos, medic¸a˜o de atributos e classificac¸a˜o das amostras e´
baseado na parametrizac¸a˜o dos contornos das folhas pela assinatura distaˆncia contorno-centro´ide.
4.1.3 Medic¸a˜o de Atributos
A extrac¸a˜o dos descritores foi feita a partir dos espac¸os gerados pela decomposic¸a˜o das as-
sinaturas, segundo a Transformada de Fourier (FT), a Transformada de Fourier de Curta Durac¸a˜o
(STFT), as Transformadas de Wavelet Contı´nua (CWT) e Discreta (DWT) e a Transformada de
Fourier Multiresoluc¸a˜o Instantaˆnea (IMFT), de acordo com as discusso˜es do Capı´tulo 2. Os atri-
butos medidos dos diversos me´todos analisados foram selecionados visando-se a captura de ca-
racterı´sticas discriminativas presentes em cada espac¸o de decomposic¸a˜o. Por serem espac¸os com
dimenso˜es e grandezas distintas, atributos que obteˆm bons resultados para uma das transformadas,
podem eventualmente apresentar baixo desempenho ou, ate´ mesmo, serem invia´veis em outras
abordagens. As sec¸o˜es seguintes exibem os resultados obtidos pelos dois melhores conjuntos de
atributos extraı´dos de cada abordagem. Na escolha dos atributos, a precisa˜o da classificac¸a˜o foi
considerada como crite´rio chave, utilizando-se o crite´rio custo apenas em casos de descritores com
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resultados semelhantes. Fatores relacionados com a janela de ana´lise, para as abordagens que
utilizam tal recurso, tambe´m sa˜o discutidos e comparados.
4.1.4 Reduc¸a˜o de Dimensionalidade
Para todas as abordagens, a reduc¸a˜o de dimensionalidade dos vetores de atributos foi exe-
cutada atrave´s da Ana´lise de Varia´veis Canoˆnicas (CVA) (ver sec¸a˜o 3.1.2), cujo espac¸o bidimensio-
nal, formado pelos dois eixos de maior significac¸a˜o (primeiros eixos canoˆnicos), foi utilizado para
a classificac¸a˜o das amostras. Este espac¸o foi utilizado por mostrar-se o mais conveniente para a
discriminac¸a˜o de padro˜es, ao propiciar a maximizac¸a˜o das distaˆncias entre as classes, minimizando
a dispersa˜o das amostras em relac¸a˜o ao centro de suas classes.
4.1.5 Estimac¸a˜o de Erro
O Classificador de Distaˆncia Mı´nima Mahalanobis e o Classificador Bayesiano, aplicados
sobre o espac¸o canoˆnico bidimensional, foram utilizados para verificac¸a˜o do poder discriminativo
dos diversos descritores experimentados. Esses classificadores diferenciam-se, basicamente, pelas
me´tricas utilizadas para determinac¸a˜o das fronteiras de decisa˜o, como visto na sec¸a˜o 3.3. Foi ve-
rificado, entretanto, que as me´tricas utilizadas pelos classificadores Bayesiano e distaˆncia mı´nima
Mahalanobis para a decisa˜o teo´rica apresentam resultados semelhantes, na˜o influenciando nos re-
sultados da selec¸a˜o e discriminac¸a˜o das amostras. A Figura 4.3 exibe dois resultados da selec¸a˜o
de caracterı´sticas para esses dois classificadores, mostrando que as taxas de classificac¸a˜o, estima-
das pelo me´todo Leave-One-Out (ver sec¸a˜o 3.4), variam similarmente nas duas abordagens. Desta
forma, os experimentos descritos nas sec¸o˜es subsequ¨entes foram baseados apenas nos resultados
obtidos pelo classificador Bayesiano.
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Figura 4.3: Dois exemplos da selec¸a˜o de caracterı´sticas utilizando-se as taxas de classificac¸o˜es
bem-sucedidas pelos classificadores Bayesiano (contı´nuo) e de distaˆncia mı´nima Mahalanobis
(tracejado). As me´tricas dos classificadores na˜o influenciam de forma significativa o resultado
da selec¸a˜o e discriminac¸a˜o das amostras, visto apresentarem comportamentos similares.
A classificac¸a˜o de amostras em condic¸o˜es que envolvem um grande nu´mero de classes
geralmente resulta em sobreposic¸o˜es e ambigu¨idades, reduzindo a separabilidade entre as classes
e aumentando, consequ¨entemente, a taxa de erro de identificac¸a˜o das amostras. Para minimizar tal
problema e aumentar o poder discriminativo do sistema, a classificac¸a˜o das amostras ocorreu por
etapas, de modo hiera´rquico e na forma de uma a´rvore montada atrave´s da subdivisa˜o da populac¸a˜o
em conjuntos menores de classes sempre que sobreposic¸o˜es e ambigu¨idades ocorressem no espac¸o
bidimensional canoˆnico. Assim, a decisa˜o teo´rica definitiva e´ executada apenas nas folhas das
a´rvores, onde os subconjuntos sa˜o completamente discrimina´veis, sendo as deciso˜es intermedia´rias
apenas tempora´rias, servindo como indicadoras do caminho (ramo) que uma amostra desconhecida
deve percorrer para ser classificada corretamente. Atrave´s da a´rvore de classificac¸a˜o hiera´rquica e´
possı´vel tambe´m fazer-se infereˆncias sobre a maior ou menor similaridade das classes, observando-
se a disposic¸a˜o das amostras nos ramos e folhas das a´rvores.
A Figura 4.4 ilustra o processo de gerac¸a˜o da a´rvore de classificac¸a˜o hiera´rquica, formada
atrave´s da decomposic¸a˜o sucessiva dos agrupamentos ate´ a classificac¸a˜o completa das classes.
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Pode ser percebido pela Figura 4.4a que as sobreposic¸o˜es observadas reduziriam significativamente
a taxa de classificac¸a˜o das sete classes testadas. Entretanto, com o processo hiera´rquico, os dois
agrupamentos destacados (o da esquerda composto por 3 classes e o da direita composto por 4
classes) sa˜o analisados isoladamente e teˆm suas classes discriminadas completamente (Figuras
4.4c e 4.4e). As Figuras 4.4b, 4.4d e 4.4f ilustram a formac¸a˜o da a´rvore, utilizando elementos
gra´ficos para simbolizar cada etapa.
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Figura 4.4: Processo de gerac¸a˜o da a´rvore de classificac¸a˜o hiera´rquica. (a) Espac¸o bidimensio-
nal canoˆnico das classes testadas rotuladas de 1 a 7, e (b) sua representac¸a˜o gra´fica, (c) Espac¸o
bidimensional canoˆnico das classes 1, 6 e 7, pertencentes ao agrupamento da esquerda, e (d)
representac¸a˜o gra´fica da a´rvore resultante, (e) Espac¸o bidimensional canoˆnico das classes 2, 3,
4 e 5, pertencentes ao agrupamento da direita, e (f) representac¸a˜o gra´fica da a´rvore resultante.
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4.1.6 Selec¸a˜o de Caracterı´sticas
Para cada no´ da a´rvore de classificac¸a˜o hiera´rquica, a selec¸a˜o dos atributos mais signifi-
cativos para a discriminac¸a˜o dos subconjuntos foi feita atrave´s da selec¸a˜o sequ¨encial inversa dos
atributos (ver sec¸a˜o 3.2), sendo a func¸a˜o-objetivo estabelecida atrave´s da ana´lise das variaˆncias
dos atributos originais nas relac¸o˜es inter e intraclasses com as taxas de classificac¸a˜o bem-sucedida.
Esse me´todo de selec¸a˜o e´ baseado na eliminac¸a˜o sequ¨encial dos atributos que possuem as menores
relac¸o˜es varB=varW , ou seja, os atributos que possuem as menores variaˆncias interclasses e as
maiores variaˆncias intraclasses (Algoritmo 4.1). Esta soluc¸a˜o e´ utilizada devido ao processo de
obtenc¸a˜o dos eixos canoˆnicos basear-se na otimizac¸a˜o da relac¸a˜o max( ATCBA
ATCWA
) (ver sec¸a˜o 3.1.2).
Seja x = [x1; :::; xn]T uma populac¸a˜o com n amostras
e xi = [xi1; :::; xip] uma amostra com p atributos;
1.) x′  co´pia de x;
2.) y  cva(x′);
3.) Enquanto leave one out(y) = 100%:
3.1) x o estado anterior x′;
3.2) [varB1 ; :::; varBp ] variaˆncias interclasses;
3.3) [varW1 ; :::; varWp ] variaˆncias intraclasses;
3.4) j  atributo com min(varB=varW );
3.5) x′  x sem a coluna j;
3.6) y  cva(x′);
4.) Populac¸a˜o selecionada  x;
Algoritmo 4.1: Selec¸a˜o sequ¨eˆncial inversa dos atributos baseada nas relac¸o˜es
inter e intraclasses com as taxas de classificac¸a˜o bem-sucedida.
Desta forma, a cada no´ da a´rvore, simbolizados pelos elementos gra´ficos das Figuras 4.4b,
4.4d e 4.4f, sa˜o adicionados os resultados da selec¸a˜o de atributos, como mostrado na Figura 4.5.
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Figura 4.5: Selec¸a˜o de atributos adicionada ao processo de decomposic¸a˜o dos agrupamentos na
classificac¸a˜o hiera´rquica. (a) Espac¸o bidimensional canoˆnico para quatro classes testadas, (b)
Resultado da selec¸a˜o de atributos, (c) Representac¸a˜o gra´fica dos no´s da a´rvore de classificac¸a˜o
hiera´rquica.
4.2 Resultados
Esta sec¸a˜o objetiva o detalhamento dos resultados obtidos considerando-se os experimen-
tos desenvolvidos segundo a metodologia descrita na sec¸a˜o anterior. Fatores que influenciam no
custo e na precisa˜o das diversas abordagens sa˜o comentados e comparados. O fator precisa˜o e´
obtido atrave´s da taxa de classificac¸o˜es bem-sucedidas estimada pelo me´todo Leave-One-Out para
o classificador Bayesiano. O custo e´ a estimativa que reflete o consumo de recursos computacio-
nais. Ele pode ser analisado de acordo com: (1) o nu´mero de subdiviso˜es da populac¸a˜o, visto estar
diretamente relacionado com o nu´mero de aplicac¸o˜es do algoritmo de classificac¸a˜o; e (2) o nu´mero
de atributos mı´nimos necessa´rios para a discriminac¸a˜o das classes, fator que influencia no custo da
extrac¸a˜o dos atributos e da reduc¸a˜o de dimensionalidade do espac¸o de atributos.
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4.2.1 Transformada de Fourier
Segundo a metodologia ilustrada no diagrama da Figura 4.2, a Transformada de Fouri-
er foi aplicada sobre as assinaturas distaˆncia contorno-centro´ide das folhas, decompondo-as em
frequ¨eˆncias. Atributos utilizados na literatura para os descritores de Fourier, os coeficientes de
baixa ordem (baixa frequ¨eˆncia) da Transformada de Fourier foram normalizados e utilizados co-
mo descritores das amostras de treinamento para posteriores ana´lises do potencial discriminativo.
O potencial discriminativo dos descritores, por sua vez, foi analisado considerando-se a taxa de
classificac¸a˜o de Bayes, apo´s a reduc¸a˜o da dimensionalidade do espac¸o de atributos atrave´s das
te´cnicas de Ana´lise de Varia´veis Canoˆnicas e Selec¸a˜o Sequ¨encial Inversa dos atributos de acordo
com seus pesos canoˆnicos.
Inicialmente, foram utilizados como descritores os 120 coeficientes de baixa frequ¨eˆncia
normalizados jX(!)=X(0)j. A Figura 4.6 mostra os resultados das iterac¸o˜es dispostos em a´rvore
de acordo com a classificac¸a˜o hiera´rquica. Cada nı´vel da a´rvore representa a separac¸a˜o dos sub-
conjuntos de amostras linearmente discrimina´veis no nı´vel anterior. Para cada no´ da a´rvore, e´ apre-
sentada a separac¸a˜o das classes em func¸a˜o da selec¸a˜o de caracterı´sticas, destacando-se o nu´mero
mı´nimo de atributos necessa´rios para discriminac¸a˜o completa entre dois agrupamentos, para os no´s
intermedia´rios, e entre as classes, para as folhas da a´rvore.
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Figura 4.6: ´Arvore de classificac¸a˜o hiera´rquica para as amostras de treinamento considerando-se o
descritor baseado nos coeficientes da Transformada de Fourier.
Os resultados mostram que a Transformada de Fourier e´ capaz de discriminar completa-
mente as amostras testadas em uma a´rvore de 4 nı´veis, ou seja, no pior caso uma amostra desco-
nhecida sera´ identificada corretamente em 4 iterac¸o˜es do processo de classificac¸a˜o. Os resultados
sa˜o dispostos abaixo:
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Nu´mero Custo (seg.)Abordagem Nı´veis(No´s)
Atributos1 Descric¸a˜o Classificac¸a˜o Total
FT Coeficientes 4(8) 102 0,002 0,940 0,942
1 Unia˜o dos conjuntos de atributos de cada no´, ilustrados na Figura 4.7
O custo da transformac¸a˜o da amostra para o espac¸o canoˆnico esta´ diretamente relacionado
com o nu´mero de atributos necessa´rios para sua classificac¸a˜o, pois a utilizac¸a˜o de um descritor
de dimensa˜o n requer manipulac¸o˜es de matrizes de covariaˆncia de tamanho n2. Considerando-
se a unia˜o dos conjuntos de atributos mı´nimos necessa´rios para a discriminac¸a˜o das amostras em
cada no´, 102 coeficientes sa˜o necessa´rios para esta abordagem. A Figura 4.7 exibe os atributos
necessa´rios por esta abordagem para descric¸a˜o do conjunto de amostras de treinamento. Como
os coeficientes da Transformada de Fourier sa˜o obtidos de uma so´ vez, o custo de extrac¸a˜o dos
atributos e´ reduzido ao tempo de processamento da func¸a˜o fft e da normalizac¸a˜o jX(!)=X(0)j.
O tempo conferido a essas operac¸o˜es foi 0,002 segundos1. Ja´ o tempo de processamento das 4
aplicac¸o˜es do CVA, referentes aos 4 nı´veis da a´rvore, somaram 0,940 segundos.
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Figura 4.7: Visualizac¸a˜o dos atributos da Transformada de Fourier necessa´rios para descric¸a˜o do
conjunto de amostras de treinamento.
1Resultados obtidos em uma estac¸a˜o SUN Ultra60-3D com clock de 333MHz e 512Mb de memo´ria RAM.
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! seq ! seq ! seq ! seq ! seq ! seq ! seq ! seq ! seq ! seq ! seq ! seq
1 118 11 110 21 78 31 96 41 89 51 77 61 60 71 49 81 43 91 34 101 30 111 9
2 116 12 100 22 88 32 90 42 69 52 55 62 50 72 22 82 48 92 36 102 27 112 13
3 119 13 97 23 76 33 17 43 98 53 68 63 15 73 54 83 84 93 19 103 42 113 21
4 120 14 103 24 75 34 67 44 59 54 41 64 74 74 18 84 40 94 23 104 12 114 7
5 117 15 104 25 83 35 107 45 82 55 62 65 58 75 47 85 53 95 35 105 29 115 3
6 111 16 109 26 87 36 94 46 66 56 46 66 63 76 24 86 33 96 20 106 6 116 8
7 114 17 99 27 86 37 65 47 57 57 81 67 95 77 52 87 39 97 31 107 16 117 1
8 112 18 105 28 80 38 93 48 85 58 45 68 106 78 38 88 25 98 70 108 28 118 4
9 115 19 108 29 73 39 102 49 91 59 44 69 79 79 32 89 26 99 14 109 37 119 2
10 113 20 101 30 72 40 92 50 71 60 64 70 61 80 56 90 51 100 10 110 11 120 5
Tabela 4.1: Sequ¨eˆncia de eliminac¸a˜o dos atributos do descritor baseado nos coeficientes da Trans-
formada de Fourier durante a etapa de selec¸a˜o de caracterı´sticas. Valores em negrito sa˜o associados
aos atributos utilizados como descritor.
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4.2.2 Transformada de Fourier de Curta Durac¸a˜o
Outra abordagem analisada, a Transformada de Fourier de Curta Durac¸a˜o foi aplicada
sobre as assinaturas distaˆncia contorno-centro´ide das folhas, decompondo-as no espac¸o “tempo
x frequ¨eˆncia” caracterı´stico do janelamento feito por esse me´todo. Foi utilizado  = 15 para a
janela de ana´lise Gaussiana, verificando-se que valores de  no intervalo de 8 a 32 na˜o modifi-
cam significativamente os resultados obtidos. Foi constatado, contudo, que janelas com largura
fora desse intervalo tendem a reduzir a capacidade discriminativa dos atributos, visto ocorrerem
o negligenciamento do conteu´do global, quando  < 8, e o negligenciamento do conteu´do local,
quando  > 32. Atributos foram extraı´dos do espac¸o caracterı´stico dessa abordagem, formando-se
dois conjuntos de descritores: o primeiro constituı´do de coeficientes da transformada que, devido a`
alta dimensionalidade resultante dessa decomposic¸a˜o, foram restritos aos primeiros componentes
de frequ¨eˆncia de cada janelamento, sendo o segundo conjunto formado pelas energias referentes
aos conteu´dos espectrais normalizados de cada janelamento.
Os descritores para a Transformada de Fourier de Curta Durac¸a˜o foram analisados quanto
ao potencial discriminativo, considerando-se a taxa de classificac¸a˜o de Bayes, apo´s a reduc¸a˜o
da dimensionalidade do espac¸o de atributos pelas te´cnicas de Ana´lise de Varia´veis Canoˆnicas e
Selec¸a˜o Sequ¨encial Inversa dos atributos de acordo com seus pesos canoˆnicos.
Para o primeiro experimento da STFT, foram inicialmente utilizados como descritores
340 coeficientes normalizados jX(tg; !)=max(X(tg; 0))j, com janelas de largura fixa  = 30,
centros tg = nt, sendo t = 30 o passo de janelamento e n = 0; :::; 16, e espectro limitado aos
componentes de baixa frequ¨eˆncia ! = 1; :::; 20.
A Figura 4.8 mostra o resultado das iterac¸o˜es dispostos em a´rvore de acordo com a
classificac¸a˜o hiera´rquica proposta. Novamente, cada nı´vel da a´rvore representa a separac¸a˜o dos
subconjuntos de amostras linearmente discrimina´veis no nı´vel anterior. Para cada no´ da a´rvore,
e´ apresentada a separac¸a˜o das classes em func¸a˜o da selec¸a˜o de caracterı´sticas, destacando-se o
nu´mero mı´nimo de atributos necessa´rios para discriminac¸a˜o completa entre dois agrupamentos,
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para os no´s intermedia´rios, e entre as classes, para as folhas da a´rvore.
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Figura 4.8: ´Arvore de classificac¸a˜o hiera´rquica para as amostras de treinamento considerando-se o
descritor baseado nos coeficientes da Transformada de Fourier de Curta Durac¸a˜o.
Para o segundo experimento da STFT, foram inicialmente utilizados como descritores 64
medidas de energia referentes aos espectros de cada janelamento obtidos com janelas de largura
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fixa  = 8 e centros nt, sendo t = 30 o passo de janelamento e n = 0; :::; 63:
En =
X
!
jX(nt; !)j2
A Figura 4.9 mostra os resultados das iterac¸o˜es dispostos segundo a a´rvore de classificac¸a˜o
hiera´rquica. Novamente, cada nı´vel da a´rvore representa a separac¸a˜o de subconjuntos linearmente
discrimina´veis no nı´vel anterior. Para cada no´ da a´rvore, e´ apresentada a separac¸a˜o das classes em
func¸a˜o da selec¸a˜o de caracterı´sticas, destacando-se o nu´mero mı´nimo de atributos necessa´rios para
discriminac¸a˜o completa entre dois agrupamentos, para os no´s intermedia´rios, e entre as classes,
para as folhas da a´rvore.
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Figura 4.9: ´Arvore de classificac¸a˜o hiera´rquica para as amostras de treinamento considerando-se o
descritor baseado nas energias dos coeficientes da Transformada de Fourier de Curta Durac¸a˜o.
Os resultados para os dois conjuntos de atributos mostram que a Transformada de Fourier
de Curta Durac¸a˜o e´ capaz de discriminar completamente as folhas testadas, assim como a Trans-
formada de Fourier, em uma a´rvore com 4 nı´veis. Desta forma, uma amostra desconhecida sera´
classificada corretamente, no pior caso, em 4 iterac¸o˜es do processo, para ambos os descritores. Os
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resultados sa˜o dispostos abaixo:
Nu´mero Custo (seg.)Abordagem Nı´veis(No´s)
Atributos1 Descric¸a˜o Classificac¸a˜o Total
Coeficientes 4(8) 92 0,045 0,820 0,865STFT
Energias 4(10) 63 0,150 0,670 0,820
1 Unia˜o dos conjuntos de atributos de cada no´, ilustrados nas Figuras 4.10 e 4.11
Como o custo da transformac¸a˜o da amostra para o espac¸o canoˆnico esta´ diretamente re-
lacionado com o nu´mero de atributos necessa´rios para sua classificac¸a˜o, ao considerar-se a unia˜o
dos conjuntos de atributos mı´nimos necessa´rios para a discriminac¸a˜o das amostras em cada no´,
63 atributos foram necessa´rios para o descritor formado pelas energias dos coeficientes e 92 atri-
butos para o descritor constituı´do pelos coeficientes da STFT. O tempo de processamento das 4
aplicac¸o˜es do CVA, referentes aos 4 nı´veis da a´rvore, somaram 0,670 segundos, utilizando-se 63
atributos, e 0,820 segundos, considerando-se 92 atributos. As Figuras 4.10 e 4.11 exibem os atri-
butos necessa´rios por estas abordagens para descric¸a˜o do conjunto de amostras de treinamento.
Para ana´lise dos custos de obtenc¸a˜o de tais atributos, e´ importante notar-se que, para o conjun-
to formado por energias, como a extrac¸a˜o dessas medidas ocorre em cada mudanc¸a do centro da
janela, sucessivas aplicac¸o˜es da Transformada de Fourier sa˜o necessa´rias, ou seja, para que n me-
didas da energia sejam computadas, n ca´lculos da fft sa˜o executadas. O tempo de processamento
desse descritor, considerando-se 63 atributos (63 aplicac¸o˜es da fft) mais o ca´lculo da energia, foi
0,150 segundos. Ja´ para o descritor formado por coeficientes, o custo de processamento engloba
a normalizac¸a˜o dos coeficientes e 17 deslocamentos da janela (17 aplicac¸o˜es da fft). O tempo de
processamento desse descritor foi 0,045 segundos.
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Figura 4.10: Atributos da Transformada Fourier de Curta Durac¸a˜o necessa´rios para descric¸a˜o por
coeficientes do conjunto de amostras de treinamento.
!
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 335 207 242 194 310 213 246 165 274 112 129 253 154 169 21 103 34 56 121 48
2 321 334 244 318 225 123 295 291 243 258 268 153 53 160 28 14 37 80 86 7
3 328 327 319 206 247 296 202 280 283 252 161 144 100 152 134 54 44 71 38 30
4 329 226 314 195 212 185 215 65 143 251 174 172 177 36 95 3 13 108 120 59
5 339 309 304 235 307 229 294 271 158 273 50 128 135 139 79 140 85 35 97 8
6 333 231 234 192 208 201 162 131 284 262 173 148 259 170 94 47 25 107 55 72
7 338 238 240 222 299 250 276 122 149 270 278 151 178 113 78 6 115 167 17 33
8 326 313 241 217 239 293 265 285 282 286 180 254 159 147 171 138 76 84 116 46
t 9 320 233 317 306 221 228 267 163 255 125 111 43 66 106 22 73 24 31 119 16
10 340 230 218 219 305 292 186 200 182 257 263 110 41 133 93 62 77 137 98 27
11 324 223 312 209 245 204 290 157 156 269 63 127 142 168 117 90 2 19 96 75
12 336 325 236 199 300 190 297 275 277 287 189 145 81 114 101 92 74 39 60 61
13 337 322 302 308 237 184 197 288 281 132 183 69 249 42 67 109 5 10 102 83
14 205 232 214 303 298 196 166 150 146 279 126 99 29 40 91 45 104 1 118 20
15 330 248 315 198 220 301 256 260 164 272 51 155 130 141 136 12 82 4 15 32
16 332 331 224 191 216 193 289 203 188 261 64 176 82 105 58 49 57 26 89 70
17 323 211 227 210 316 124 187 179 181 266 264 175 52 78 11 23 88 18 87 9
Tabela 4.2: Sequ¨eˆncia de eliminac¸a˜o dos atributos do descritor baseado nos coeficientes da Trans-
formada de Fourier de Curta Durac¸a˜o durante a etapa de selec¸a˜o de caracterı´sticas. Valores em
negrito sa˜o associados aos atributos utilizados como descritor.
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Figura 4.11: Atributos da Transformada de Fourier de Curta Durac¸a˜o necessa´rios para descric¸a˜o
por energias do conjunto de amostras de treinamento.
! seq ! seq ! seq ! seq ! seq ! seq ! seq
1 35 11 52 21 54 31 51 41 48 51 9 61 12
2 30 12 44 22 39 32 38 42 60 52 24 62 8
3 17 13 45 23 34 33 64 43 26 53 11 63 7
4 1 14 23 24 18 34 63 44 6 54 15 64 13
5 22 15 31 25 62 35 58 45 14 55 29
6 10 16 4 26 57 36 27 46 41 56 36
7 19 17 2 27 16 37 2 47 56 57 42
8 5 18 32 28 33 38 28 48 59 58 46
9 43 19 40 29 25 39 20 49 53 59 50
10 47 20 61 30 21 40 55 50 49 60 37
Tabela 4.3: Sequ¨eˆncia de eliminac¸a˜o dos atributos do descritor baseado em energias da Transfor-
mada de Fourier de Curta Durac¸a˜o durante a etapa de selec¸a˜o de caracterı´sticas. Valores em negrito
sa˜o associados aos atributos utilizados como descritor.
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4.2.3 Transformada de Wavelet Contı´nua
A Transformada de Wavelet Contı´nua foi aplicada sobre as assinaturas distaˆncia contorno-
centro´ide das folhas, decompondo-as no espac¸o “tempo x escala” caracterı´stico da ana´lise feita por
esse me´todo. Visto que os coeficientes desta transformada na˜o sa˜o invariantes a` rotac¸a˜o, reflexa˜o e
mudanc¸a do ponto inicial de amostragem dos contornos (ver sec¸a˜o 2.5.3), na˜o foram utilizados des-
critores formados pelos coeficientes desta transformada. Foram utilizados, para aquisic¸a˜o das inva-
riaˆncias, descritores formados por medidas de energia referentes aos resultados da decomposic¸a˜o
em cada mudanc¸a de escala. Ale´m disso, para verificac¸a˜o da influeˆncia das bases, duas famı´lias
de wavelets foram experimentadas: Morlet (Figura 4.12) e Chape´u Mexicano (Figura 4.13). Essas
bases foram utilizadas pela similaridade com os sinais analisados.
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Figura 4.12: Equac¸a˜o e gra´fico da wavelet ma˜e da famı´lia Morlet.
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Figura 4.13: Equac¸a˜o e gra´fico da wavelet ma˜e da famı´lia Chape´u Mexicano.
Para os dois experimentos da CWT foram inicialmente utilizados como descritores 60
medidas de energia referentes a`s decomposic¸o˜es em cada mudanc¸a de escala:
E =
X
t
jX(t; )j2; = 1; :::; 60:
Os descritores para a Transformada de Wavelet Contı´nua tambe´m foram analisados quanto
ao potencial discriminativo, considerando-se a taxa de classificac¸a˜o de Bayes, apo´s a reduc¸a˜o
da dimensionalidade do espac¸o de atributos pelas te´cnicas de Ana´lise de Varia´veis Canoˆnicas e
Selec¸a˜o Sequ¨encial Inversa dos atributos de acordo com seus pesos canoˆnicos.
Os resultados, dispostos segundo a a´rvore de classificac¸a˜o hiera´rquica, sa˜o mostrados nas
Figuras 4.14 e 4.15. Cada nı´vel da a´rvore representa a separac¸a˜o de subconjuntos linearmente
discrimina´veis no nı´vel anterior. Para cada no´ da a´rvore, e´ apresentada a separac¸a˜o das classes em
func¸a˜o da selec¸a˜o de caracterı´sticas, destacando-se o nu´mero mı´nimo de atributos necessa´rios para
discriminac¸a˜o completa entre dois agrupamentos, para os no´s intermedia´rios, e entre as classes,
para as folhas da a´rvore.
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Figura 4.14: ´Arvore de classificac¸a˜o hiera´rquica para as amostras de treinamento considerando-se
o descritor baseado nas energias dos coeficientes da Transformada de Wavelet Contı´nua com base
Morlet.
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Figura 4.15: ´Arvore de classificac¸a˜o hiera´rquica para as amostras de treinamento considerando-se
o descritor baseado nas energias dos coeficientes da Transformada de Wavelet Contı´nua com base
Chape´u Mexicano.
Os resultados para os dois conjuntos de atributos mostram que a Transformada de Wavelet
Contı´nua e´ capaz de discriminar completamente as folhas testadas em uma a´rvore de 4 nı´veis,
ou seja, no pior caso, uma amostra desconhecida sera´ classificada corretamente, atrave´s desses
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atributos, em 4 iterac¸o˜es do processo.Os resultados sa˜o dispostos abaixo:
Nu´mero Custo (seg.)Abordagem Nı´veis(No´s)
Atributos1 Descric¸a˜o Classificac¸a˜o Total
Morlet 4(10) 60 0,800 0,580 1,380CWT C.Mexicano 4(10) 58 0,780 0,570 1,350
1 Unia˜o dos conjuntos de atributos de cada no´, ilustrados nas Figuras 4.16 e 4.17
Novamente, como o custo da transformac¸a˜o da amostra para o espac¸o canoˆnico esta´ direta-
mente relacionado com o nu´mero de atributos necessa´rios para sua classificac¸a˜o, ao considerar-se
a unia˜o dos conjuntos de atributos mı´nimos necessa´rios para a discriminac¸a˜o das amostras em ca-
da no´, 60 atributos foram necessa´rios para o descritor baseado na decomposic¸a˜o por bases Morlet
e 58 atributos para o descritor obtido pela decomposic¸a˜o por bases Chape´u Mexicano. O tempo
de processamento das 4 aplicac¸o˜es do CVA, referentes aos 4 nı´veis da a´rvore, somaram 0,570
segundos, utilizando-se 58 atributos, e 0,580 segundos, utilizando-se os 60 atributos. As Figuras
4.16 e 4.17 exibem os atributos necessa´rios por estas abordagens para descric¸a˜o do conjunto de
amostras de treinamento. Analisando-se os custos de obtenc¸a˜o dos atributos para cada experimen-
to, verificou-se que o tempo de processamento e´ independente da base utilizada, resumindo-se o
custo da descric¸a˜o ao ca´lculo da energia e ao nu´mero de escalas processadas, ja´ que cada atributo
e´ extraı´do da decomposic¸a˜o da assinatura por uma escala, ou seja, para n atributos utilizados, n
decomposic¸o˜es foram necessa´rias. Os tempos de processamento desses descritores foram 0,780 se-
gundos, para 58 atributos (58 decomposic¸o˜es), e 0,800 segundos, considerando-se os 60 atributos
(60 decomposic¸o˜es).
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Figura 4.16: Atributos da Transformada de Wavelet Contı´nua com base Morlet necessa´rios para
descric¸a˜o por energias do conjunto de amostras de treinamento.
 seq  seq  seq  seq  seq  seq
1 36 11 48 21 60 31 38 41 23 51 30
2 41 12 26 22 59 32 51 42 18 52 1
3 37 13 14 23 40 33 47 43 11 53 2
4 16 14 4 24 10 34 54 44 46 54 12
5 25 15 8 25 6 35 58 45 29 55 19
6 3 16 5 26 20 36 44 46 33 56 22
7 13 17 15 27 32 37 57 47 56 57 27
8 42 18 24 28 28 38 45 48 7 58 31
9 53 19 39 29 35 39 34 49 9 59 43
10 55 20 52 30 50 40 17 50 21 60 49
Tabela 4.4: Sequ¨eˆncia de eliminac¸a˜o dos atributos do descritor baseado em energias da Transfor-
mada de Wavelet Contı´nua com base Morlet durante a etapa de selec¸a˜o de caracterı´sticas.
4.2 Resultados 92
0 10 20 30 40 50 60
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
En
er
gi
a
E
(
)
Escala ()
Figura 4.17: Atributos da Transformada de Wavelet Contı´nua com base Chape´u Mexicano ne-
cessa´rios para descric¸a˜o por energias do conjunto de amostras de treinamento.
 seq  seq  seq  seq  seq  seq
1 22 11 40 21 30 31 25 41 3 51 17
2 14 12 50 22 12 32 58 42 33 52 10
3 55 13 59 23 24 33 48 43 2 53 7
4 44 14 60 24 32 34 57 44 29 54 15
5 26 15 56 25 52 35 53 45 45 55 37
6 43 16 51 26 31 36 34 46 36 56 5
7 21 17 47 27 46 37 19 47 39 57 11
8 27 18 23 28 1 38 42 48 6 58 18
9 9 19 28 29 49 39 8 49 4 59 38
10 13 20 41 30 20 40 35 50 16 60 54
Tabela 4.5: Sequ¨eˆncia de eliminac¸a˜o dos atributos do descritor baseado em energias da Trans-
formada de Wavelet Contı´nua com base Chape´u Mexicano durante a etapa de selec¸a˜o de carac-
terı´sticas. Valores em negrito sa˜o associados aos atributos utilizados como descritor.
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4.2.4 Transformada de Wavelet Discreta
A Transformada de Wavelet Discreta tambe´m foi aplicada sobre as assinaturas distaˆncia
contorno-centro´ide das folhas, gerando representac¸o˜es de aproximac¸o˜es e detalhes resultantes
das sucessivas filtragens passa-baixa e passa-alta da assinatura. Foram utilizados, para aquisic¸a˜o
das invariaˆncias, descritores formados por medidas de energia referentes a`s decomposic¸o˜es em
aproximac¸o˜es (A) e detalhes (D) (Figura 4.18). Ale´m disso, para verificac¸a˜o da influeˆncia das
bases, duas famı´lias de wavelets foram experimentadas: Coiflet e Daubechies (Figura 4.19). Essas
bases foram utilizadas pela similaridade com os sinais analisados.
EA;Dn =
X
t
jX(t; n)j2;n = 1; :::; 9:
D1
A1 2
D
. . .
D2
A Ax(t)
n
n
Figura 4.18: Equac¸a˜o de energia e diagrama de decomposic¸a˜o da DWT.
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Figura 4.19: Wavelets das famı´lias (a) Coiflet e (b) Daubechies.
Os descritores para a Transformada de Wavelet Discreta foram analisados quanto ao po-
tencial discriminativo, considerando-se a taxa de classificac¸a˜o de Bayes, apo´s a reduc¸a˜o da di-
mensionalidade do espac¸o de atributos pelas te´cnicas de Ana´lise de Varia´veis Canoˆnicas e Selec¸a˜o
Sequ¨encial Inversa dos atributos de acordo com seus pesos canoˆnicos.
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Os resultados, dispostos segundo a a´rvore de classificac¸a˜o hiera´rquica, sa˜o mostrados nas
Figuras 4.20 e 4.21, respectivamente. Assim como nas abordagens anteriores, cada nı´vel da a´rvore
representa a separac¸a˜o de subconjuntos linearmente discrimina´veis no nı´vel anterior. Para ca-
da no´ da a´rvore, e´ apresentada a separac¸a˜o das classes em func¸a˜o da selec¸a˜o de caracterı´sticas,
destacando-se o nu´mero mı´nimo de atributos necessa´rios para discriminac¸a˜o completa entre dois
agrupamentos, para os no´s intermedia´rios, e entre as classes, para as folhas da a´rvore.
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Figura 4.20: ´Arvore de classificac¸a˜o hiera´rquica para as amostras de treinamento considerando-se
o descritor baseado nas energias dos coeficientes da Transformada de Wavelet Discreta com base
Coiflet 4.
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Figura 4.21: ´Arvore de classificac¸a˜o hiera´rquica para as amostras de treinamento considerando-se
o descritor baseado nas energias dos coeficientes da Transformada de Wavelet Discreta com base
Daubechies 4.
Os resultados para os dois conjuntos de atributos mostram que a Transformada de Wavelet
Discreta e´ capaz de discriminar completamente as folhas testadas em uma a´rvore de 4 nı´veis,
ou seja, no pior caso, uma amostra desconhecida sera´ classificada corretamente, atrave´s desses
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atributos, em 4 iterac¸o˜es do processo. Os resultados sa˜o mostrados abaixo:
Nu´mero Custo (seg.)Abordagem Nı´veis(No´s)
Atributos1 Descric¸a˜o Classificac¸a˜o Total
Coiflet 4 4(8) 18 2,800 0,320 3,120DWT
Daubechies 4 4(12) 18 2,800 0,320 3,120
1 Unia˜o dos conjuntos de atributos de cada no´, ilustrados nas Figuras 4.23 e 4.22
Novamente, como o custo da transformac¸a˜o da amostra para o espac¸o canoˆnico esta´ direta-
mente relacionado com o nu´mero de atributos necessa´rios para sua classificac¸a˜o, ao considerar-se
a unia˜o dos conjuntos de atributos mı´nimos necessa´rios para a discriminac¸a˜o das amostras em cada
no´, os 18 atributos foram necessa´rios tanto para o descritor baseado na decomposic¸a˜o por bases
Coiflet 4 quanto para o descritor obtido pela decomposic¸a˜o por bases Daubechies 4. O tempo de
processamento das 4 aplicac¸o˜es do CVA, referentes aos 4 nı´veis da a´rvore, somaram 0,320 segun-
dos, utilizando-se os 18 atributos. As Figuras 4.23 e 4.22 exibem os atributos necessa´rios por estas
abordagens para descric¸a˜o do conjunto de amostras de treinamento. Analisando-se os custos de
obtenc¸a˜o dos atributos para cada experimento, verificou-se que o tempo de processamento, nova-
mente, e´ independente da base utilizada, resumindo-se o custo da descric¸a˜o ao ca´lculo da energia
e ao nu´mero de nı´veis processados, ja´ que cada par de atributos e´ extraı´do da decomposic¸a˜o da
assinatura por um nı´vel, ou seja, para n atributos utilizados, n=2 filtragens foram necessa´rias. O
tempo de processamento desses descritores foi 2,800 segundos, considerando-se os 18 atributos (9
nı´veis de filtragem). Os valores foram ideˆnticos para as duas abordagens, visto ambas necessitarem
do mesmo nu´mero de atributos.
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Figura 4.22: Atributos da Transformada de Wavelet Discreta com base Coiflet 4 necessa´rios para
descric¸a˜o por energias do conjunto de amostras de treinamento.
An A1 A2 A3 A4 A5 A6 A7 A8 A9
seq 18 17 9 14 11 10 4 2 5
Dn D1 D2 D3 D4 D5 D6 D7 D8 D9
seq 15 13 12 16 8 3 7 6 1
Tabela 4.6: Sequ¨eˆncia de eliminac¸a˜o dos atributos do descritor baseado em energias da Transfor-
mada de Wavelet Discreta com base Coiflet 4 durante a etapa de selec¸a˜o de caracterı´sticas.
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Figura 4.23: Atributos da Transformada de Wavelet Discreta com base Daubechies 4 necessa´rios
para descric¸a˜o por energias do conjunto de amostras de treinamento.
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An A1 A2 A3 A4 A5 A6 A7 A8 A9
seq 18 16 14 12 9 10 8 3 4
Dn D1 D2 D3 D4 D5 D6 D7 D8 D9
seq 17 15 11 13 5 7 6 1 2
Tabela 4.7: Sequ¨eˆncia de eliminac¸a˜o dos atributos do descritor baseado em energias da Transfor-
mada de Wavelet Discreta com base Daubechies 4 durante a etapa de selec¸a˜o de caracterı´sticas.
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4.2.5 Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea
´Ultima abordagem analisada, a Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea foi
aplicada sobre as assinaturas distaˆncia contorno-centro´ide das folhas, decompondo-as no espac¸o
“escala x frequ¨eˆncia” caracterı´stico do janelamento feito por esse me´todo. Como visto na sec¸a˜o
2.6, essa transformada e´ baseada na sucessiva decomposic¸a˜o em frequ¨eˆncias da assinatura atrave´s
de seu janelamento por uma func¸a˜o de largura varia´vel centrada sobre um u´nico ponto. O local
selecionado como centro para as janelas foi o a´pice principal das folhas, regia˜o caracterizada por
variac¸o˜es importantes para a discriminac¸a˜o das espe´cies (Ash et al., 1999). Variou-se a largura  da
janela de ana´lise no intervalo de 1 a 300 pixels, permitindo o acompanhamento de caracterı´sticas
dos contornos do aspecto local ao global. Atributos foram extraı´dos do espac¸o caracterı´stico da
IMFT, formando-se dois descritores: o primeiro constituı´do por coeficientes da transformada que,
devido a` alta dimensionalidade resultante dessa decomposic¸a˜o, foram restritos aos primeiros com-
ponentes de frequ¨eˆncia de cada janelamento, sendo o segundo descritor formado pelas energias
referentes aos conteu´dos espectrais normalizados de cada janelamento.
Os descritores para a Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea foram analisa-
dos quanto ao potencial discriminativo, considerando-se a taxa de classificac¸a˜o de Bayes, apo´s
a reduc¸a˜o da dimensionalidade do espac¸o de atributos pelas te´cnicas de Ana´lise de Varia´veis
Canoˆnicas e Selec¸a˜o Sequ¨encial Inversa dos atributos de acordo com seus pesos canoˆnicos.
Para o primeiro experimento da IMFT, foram inicialmente utilizados como descritores 200
coeficientes normalizados jX(; !)=max(X(; 0))j, com janelas com centros fixos em tg = tapice,
larguras  = n, sendo  = 30 o passo de janelamento e n = 1; :::; 10, e espectro limitado aos
componentes de baixa frequ¨eˆncia ! = 1; :::; 20.
A Figura 4.24 mostra os resultados das iterac¸o˜es dispostos segundo a a´rvore de classi-
ficac¸a˜o hiera´rquica. Cada nı´vel da a´rvore representa a separac¸a˜o de subconjuntos linearmente
discrimina´veis no nı´vel anterior. Para cada no´ da a´rvore, e´ apresentada a separac¸a˜o das classes em
func¸a˜o da selec¸a˜o de caracterı´sticas, destacando-se o nu´mero mı´nimo de atributos necessa´rios para
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discriminac¸a˜o completa entre dois agrupamentos, para os no´s intermedia´rios, e entre as classes,
para as folhas da a´rvore.
N1
N2
N3
ClassesClasses
ClassesClasses Classes Classes
ClassesClasses
9, 14, 15
1, 4, 5, 6, 7, 8 2, 3, ..., 15
1, 4, 5, 8 6, 7 2, 3, 11 9, 10, 12, ..., 15
10, 12, 13
32 atributos
54 atributos
10 atributos 12 atributos 5 atributos
47 atributos 36 atributos
56 atributos
29 atributos
IMFT Coefs
Figura 4.24: ´Arvore de classificac¸a˜o hiera´rquica para as amostras de treinamento considerando-se
o descritor baseado nos coeficientes da Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea.
Para o segundo experimento da IMFT, foram inicialmente utilizados como descritores 60
medidas de energia referentes aos espectros de cada janelamento obtidos com janelas com centros
fixos em tg = tapice e larguras  = n, sendo  = 5 o passo de janelamento e n = 1; :::; 60:
En =
X
!
jX(n; !)j2
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A Figura 4.25 mostra os resultados das iterac¸o˜es dispostos segundo a a´rvore de classi-
ficac¸a˜o hiera´rquica. Novamente, cada nı´vel da a´rvore representa a separac¸a˜o de subconjuntos
linearmente discrimina´veis no nı´vel anterior. Para cada no´ da a´rvore, e´ apresentada a separac¸a˜o
das classes em func¸a˜o da selec¸a˜o de caracterı´sticas, destacando-se o nu´mero mı´nimo de atributos
necessa´rios para discriminac¸a˜o completa entre dois agrupamentos, para os no´s intermedia´rios, e
entre as classes, para as folhas da a´rvore.
N1
N2
N3
Classes
1, 4, 6, 7
Classes
2, 3, 5, 8, ..., 15
Classes
2, 3, 8, 15
Classes
5, 9, ..., 14
Classes
5, 11, 14
Classes
9, 10, 12, 13
37 atributos15 atributos
5 atributos
23 atributos
35 atributos
44 atributos
40 atributos
IMFT Energs
Figura 4.25: ´Arvore de classificac¸a˜o hiera´rquica para as amostras de treinamento considerando-
se o descritor baseado nas energias dos coeficientes da Transformada de Fourier Multiresoluc¸a˜o
Instantaˆnea.
Os resultados para os dois conjuntos de atributos mostram que a Transformada de Fourier
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Multiresoluc¸a˜o Instantaˆnea e´ capaz de discriminar completamente as folhas testadas em uma a´rvore
de 3 nı´veis, ou seja, no pior caso, uma amostra desconhecida sera´ classificada corretamente, atrave´s
desses atributos, em 3 iterac¸o˜es do processo, sendo a mais eficiente sob esse aspecto dentre as
transformadas testadas. Os resultados sa˜o mostrados abaixo:
Nu´mero Custo (seg.)Abordagem Nı´veis(No´s)
Atributos1 Descric¸a˜o Classificac¸a˜o Total
Coeficientes 3(8) 62 0,030 0,442 0,472IMFT
Energias 3(6) 60 0,150 0,440 0,590
1 Unia˜o dos conjuntos de atributos de cada no´, ilustrados nas Figuras 4.26 e 4.27
Como o custo da transformac¸a˜o da amostra para o espac¸o canoˆnico esta´ diretamente re-
lacionado com o nu´mero de atributos necessa´rios para sua classificac¸a˜o, ao considerar-se a unia˜o
dos conjuntos de atributos mı´nimos necessa´rios para a discriminac¸a˜o das amostras em cada no´, os
60 atributos foram necessa´rios tanto para o descritor formado pelas energias quanto para o des-
critor constituı´do por coeficientes da IMFT. O tempo de processamento das 3 aplicac¸o˜es do CVA,
referentes aos 3 nı´veis da a´rvore, somaram 0,440 segundos, utilizando-se os 60 atributos, e 0,442
segundos, utilizando-se 62 atributos. As Figuras 4.26 e 4.27 exibem os atributos necessa´rios por
estas abordagens para descric¸a˜o do conjunto de amostras de treinamento. Para ana´lise dos custos
de obtenc¸a˜o de tais atributos, e´ importante notar-se que, para o conjunto formado por energias, co-
mo a extrac¸a˜o dessas medidas ocorre em cada mudanc¸a de largura da janela, sucessivas aplicac¸o˜es
da Transformada de Fourier sa˜o necessa´rias, ou seja, para que n medidas da energia sejam compu-
tadas, n ca´lculos da fft sa˜o executadas. O tempo de processamento desse descritor, considerando-se
60 atributos (60 aplicac¸o˜es da fft) mais o ca´lculo da energia (equac¸a˜o (4.2.5)), foi 0,150 segundos.
Ja´ para o descritor formado por coeficientes, o tempo de processamento engloba a normalizac¸a˜o
dos coeficientes e 10 deslocamentos da janela (10 aplicac¸o˜es da fft). O tempo de processamento
desse descritor foi 0,030 segundos.
4.2 Resultados 104
2468101214161820
1
2
3
4
5
6
7
8
9
10
0
0.2
0.4
0.6
0.8
1
Frequ¨eˆncia (!)Escala ()
jX
(!
;

)j
Figura 4.26: Atributos da Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea necessa´rios para
descric¸a˜o por coeficientes do conjunto de amostras de treinamento.
!
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 191 97 109 102 139 82 116 77 170 86 134 138 57 41 35 88 17 31 11 8
2 189 108 124 183 101 111 194 151 66 163 147 132 131 91 74 113 49 33 18 9
3 96 184 175 127 161 179 104 160 140 192 87 130 70 42 133 53 63 24 28 32
4 196 126 174 169 123 119 125 117 76 154 48 164 144 112 89 34 54 26 10 4
 5 188 198 190 135 162 122 155 153 129 158 114 47 37 58 90 73 62 3 19 2
6 185 121 128 99 103 81 115 118 172 142 69 146 143 71 25 55 29 61 27 30
7 199 107 120 156 177 157 178 136 75 152 148 141 38 92 56 181 21 59 20 5
8 193 186 195 98 100 173 168 149 159 171 84 165 68 93 64 72 43 22 15 1
9 200 94 187 180 80 79 137 176 150 83 46 65 145 36 60 52 23 50 14 12
10 95 197 110 85 182 105 106 67 78 166 167 45 39 40 44 16 6 7 51 13
Tabela 4.8: Sequ¨eˆncia de eliminac¸a˜o dos atributos do descritor baseado nos coeficientes da Trans-
formada de Fourier Multiresoluc¸a˜o Instantaˆnea durante a etapa de selec¸a˜o de caracterı´sticas. Valo-
res em negrito sa˜o associados aos atributos utilizados como descritor.
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Figura 4.27: Atributos da Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea necessa´rios para
descric¸a˜o por energias do conjunto de amostras de treinamento.
 seq  seq  seq  seq  seq  seq
1 3 11 10 21 12 31 26 41 29 51 48
2 1 12 34 22 25 32 46 42 17 52 39
3 8 13 23 23 14 33 28 43 53 53 56
4 20 14 11 24 22 34 42 44 54 54 30
5 32 15 6 25 40 35 18 45 41 55 38
6 2 16 35 26 33 36 37 46 58 56 50
7 5 17 7 27 47 37 31 47 52 57 27
8 24 18 21 28 4 38 13 48 57 58 51
9 9 19 45 29 36 39 55 49 15 59 60
10 44 20 43 30 19 40 49 50 16 60 59
Tabela 4.9: Sequ¨eˆncia de eliminac¸a˜o dos atributos do descritor baseado em energias da Transfor-
mada de Fourier Multiresoluc¸a˜o Instantaˆnea durante a etapa de selec¸a˜o de caracterı´sticas.
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4.3 Ana´lise dos Resultados
A Tabela (4.10) apresenta os resultados obtidos, considerando-se a aplicac¸a˜o das abor-
dagens discutidas sobre a assinatura distaˆncia contorno-centro´ide dos contornos das amostras de
treinamento (Figura B.1) identificadas segundo o classificador Bayesiano. Os tempos foram cal-
culados com base em um programa em Matlab 6.0 executado em uma estac¸a˜o SUN Ultra3D com
relo´gio de 333MHz e RAM com 512Mbytes.
Nu´mero Custo (seg.)Abordagens Nı´veis(No´s)
Atributos1 Descric¸a˜o Classificac¸a˜o Total
FT Coeficientes 4(8) 102 0,002 0,940 0,942
Coeficientes 4(8) 92 0,045 0,820 0,865STFT
Energias 4(10) 63 0,150 0,670 0,820
Morlet 4(10) 60 0,800 0,580 1,380CWT C.Mexicano 4(10) 58 0,780 0,570 1,350
Coiflet 4 4(8) 18 2,800 0,320 3,120DWT
Daubechies 4 4(12) 18 2,800 0,320 3,120
Coeficientes 3(8) 62 0,030 0,442 0,472IMFT
Energias 3(6) 60 0,150 0,440 0,590
1 Unia˜o dos conjuntos de atributos de cada no´.
Tabela 4.10: Resultados dos experimentos com todas as Transformadas discutidas. Sendo: FT -
Transformada de Fourier, STFT - Transformada de Fourier de Curta Durac¸a˜o, CWT - Transfor-
mada de Wavelet Contı´nua, DWT - Transformada de Wavelet Discreta e IMFT - Transformada de
Fourier Multiresoluc¸a˜o Instantaˆnea.
Os resultados mostram que, para o conjunto de amostras de treinamento utilizado, todas
as abordagens analisadas sa˜o capazes de boa discriminac¸a˜o, apresentando taxas de classificac¸o˜es
bem-sucedidas, segundo o estimador Leave-One-Out, iguais a 100%.
Variac¸a˜o larga, entretanto, ocorreu com o crite´rio custo. Considerou-se para efeito de esti-
mativa do custo de cada abordagem os tempos de processamento do descritor e do classificador. O
tempo de processamento do descritor, como visto, e´ dependente das rotinas da lingu¨agem utilizada
e do nu´mero de aplicac¸o˜es das mesmas. Ja´ o tempo de processamento do classificador depende
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do nu´mero de subdiviso˜es da a´rvore de classificac¸a˜o hiera´rquica e do nu´mero mı´nimo de atributos
necessa´rios para a identificac¸a˜o completa das amostras. Na˜o foram considerados como custo os
tempos de processamento do contorno e da gerac¸a˜o de sua assinatura, visto serem ideˆnticos para
todas as abordagens. Contudo, o tempo de obtenc¸a˜o dos atributos foi considerado, dado que al-
gumas abordagens foram baseadas nos pro´prios coeficientes das decomposic¸o˜es, na˜o necessitando
de processamentos posteriores.
Comparando-se, isoladamente, o custo de obtenc¸a˜o dos descritores da Transformada de
Fourier, verifica-se que essa abordagem apresenta desempenho superior a`s demais, visto necessitar
apenas de uma aplicac¸a˜o da rotina fft para extrair e processar seus atributos. Contudo, a Trans-
formada de Fourier Multiresoluc¸a˜o Instantaˆnea apresentou os menores tempos de processamentos
(descric¸a˜o e classificac¸a˜o) devido, principalmente, a` minimizac¸a˜o do nu´mero de subdiviso˜es da
a´rvore de classificac¸a˜o hiera´rquica das amostras de treinamento. Considerando-se, assim, o crite´rio
custo, as abordagens baseadas na Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea mostraram-
se as mais eficientes, necessitando de menos nı´veis (3 nı´veis) e, considerando-se os descritores
formados por energias multi-escala, menos subdiviso˜es (6 subdiviso˜es) para a classificac¸a˜o com-
pleta das amostras. A minimizac¸a˜o da a´rvore de classificac¸a˜o hiera´rquica tambe´m revela o superior
potencial de discriminac¸a˜o da Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea em relac¸a˜o a`s
abordagens testadas, fato relacionado, basicamente, com a capacidade de ana´lise progressiva dos
aspectos locais aos globais dos contornos (Loss e Tozzi, 2003).
No extremo oposto, as abordagens baseadas na Transformada de Wavelet apresentaram os
piores desempenhos, necessitando de mais subdiviso˜es da a´rvore de classificac¸a˜o e, por conseguin-
te, maior tempo de processamento comparado a`s demais abordagens. O maior tempo de processa-
mento dos seus descritores esta´ relacionado tambe´m com o menor desempenho das func¸o˜es cwt e
wavedec, necessa´rias para o ca´lculo da Transformada de Wavelet Contı´nua e Discreta, respectiva-
mente, em relac¸a˜o a` func¸a˜o fft, necessa´ria para a obtenc¸a˜o dos descritores das demais abordagens.
A desvantagem observada para a Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea,
em relac¸a˜o aos demais me´todos discutidos, e´ a dependeˆncia de interac¸a˜o do usua´rio, necessa´ria
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para determinac¸a˜o da posic¸a˜o adequada da janela de ana´lise (ver sec¸a˜o 2.6). Este procedimento
poderia, eventualmente, limitar a utilizac¸a˜o dessa abordagem em sistemas automa´ticos. Entretanto,
observa-se que a identificac¸a˜o do ponto de interesse pode ser realizada atrave´s de me´todos de busca
pelo contorno das amostras, questa˜o na˜o abordada neste trabalho.
Capı´tulo 5
Concluso˜es
O objetivo deste trabalho foi a aplicac¸a˜o e comparac¸a˜o dos resultados de algumas das
te´cnicas conhecidas na literatura para discriminac¸a˜o de formas naturais. Mais especificamente, este
trabalho visou a interpretac¸a˜o dos resultados obtidos por cinco transformadas, cujas decomposic¸o˜es
“tempo-escala-frequ¨eˆncia” dos contornos dos objetos permitiram a medic¸a˜o de atributos em domı´-
nios potencialmente interessantes por explicitarem caracterı´sticas antes na˜o percebidas diretamente
no domı´nio original dos objetos. As transformadas discutidas foram a Transformada de Fourier, a
Transformada de Fourier de Curta Durac¸a˜o, as Transformadas de Wavelet Contı´nua e Discreta e
uma adaptac¸a˜o da Transformada de Fourier Multiresoluc¸a˜o, denominada ao longo deste trabalho
de Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea, devido a`s caracterı´sticas de decomposic¸a˜o
com janelas em instantes fixos.
Conjuntos de atributos foram medidos em cada domı´nio, reduzidos, selecionados e clas-
sificados por diferentes abordagens estatı´sticas, visando-se a obtenc¸a˜o de recursos capazes de so-
lucionar questo˜es a respeito do custo e precisa˜o de cada me´todo. O custo foi associado a questo˜es
computacionais e a precisa˜o a taxas de classificac¸o˜es bem-sucedidas. Experimentos foram realiza-
dos com conjuntos de folhas pertencentes a diferentes espe´cies de plantas e, posteriormente, seus
resultados foram comparados e comentados.
O processo de reduc¸a˜o de dimensionalidade dos vetores de atributos descritores consistiu
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na aplicac¸a˜o da Ana´lise de Varia´veis Canoˆnicas, te´cnica que proveˆ a transformac¸a˜o do espac¸o ori-
ginal de atributos, descorrelacionando os dados, minimizando as distaˆncias intraclasses e maximi-
zando as distaˆncias interclasses. A selec¸a˜o das caracterı´sticas foi feita atrave´s da Selec¸a˜o Sequ¨en-
cial Inversa dos atributos, baseada nas relac¸o˜es intra e interclasses com as taxas de classificac¸o˜es
bem-sucedidas.
Os experimentos consistiram na aplicac¸a˜o das diversas abordagens discutidas ao longo
deste trabalho sobre uma populac¸a˜o de folhas pertencentes a quinze espe´cies de plantas. As amos-
tras foram escaneadas, binarizadas e tiveram seus contornos extraı´dos e parametrizados pelas assi-
naturas distaˆncia contorno-centro´ide e de coordenadas complexas. Em seguida, as parametrizac¸o˜es
foram normalizadas em amplitude (0-1) e reamostradas em 512 pontos para serem decompostas
pelas abordagens descritas.
Os resultados mostraram que boas taxas de precisa˜o na classificac¸a˜o de formas naturais
podem ser conseguidas por todas as transformadas, enquanto o custo de obtenc¸a˜o dos atributos
varia largamente entre as abordagens. Fatores analisados que contribuı´ram para o tempo de pro-
cessamento das abordagens foram o nu´mero de atributos e o nu´mero de nı´veis necessa´rios para a
classificac¸a˜o completa das espe´cies. As parametrizac¸o˜es foram os primeiros fatores a influencia-
rem o custo do descritor. A assinatura de coordenadas complexas, por gerar duas representac¸o˜es
do contorno, obrigou o processamento dobrado das transformadas, enquanto, na me´dia, necessi-
tou do mesmo nu´mero de atributos e nı´veis da a´rvore de classificac¸a˜o hiera´rquica que a assinatura
distaˆncia contorno-centro´ide. Outras ana´lises foram feitas de acordo com as abordagens utilizadas
pelos classificadores e constatado que o classificador Bayesiano obte´m desempenho semelhante ao
classificador de distaˆncia mı´nima Mahalanobis para as aplicac¸o˜es experimentadas.
Em seguida, foram analisados os tempos de processamento das transformadas, dos quais,
a Transformada de Fourier Multiresoluc¸a˜o Instantaˆnea, apesar de ser formada por aplicac¸o˜es mu´l-
tiplas da Transformada de Fourier, foi mais eficiente devido a` melhor discriminabilidade das
espe´cies, verificada no menor nu´mero de atributos e no´s da a´rvore de classificac¸a˜o hiera´rquica.
No outro extremo, as abordagens baseadas na Transformada de Wavelet foram as que obtiveram
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o maior custo computacional. Com relac¸a˜o ao nu´mero de atributos utilizados, a Transformada
de Fourier manteve um dos maiores valores em todas as abordagens testadas, enquanto a Trans-
formada de Wavelet Discreta obteve os menores valores. Como foi verificado, entretanto, essa
caracterı´stica na˜o e´ suficiente para minimizar o tempo de processamento dessas abordagens, dado
o grande nu´mero de subdiviso˜es necessa´rias para a discriminac¸a˜o completa das classes. Por fim, as
vantagens e desvantagens das abordagens foram comentadas, levando-se em considerac¸a˜o, ale´m
dos fatores acima descritos, a facilidade de normalizac¸a˜o quanto a`s variabilidades presentes nas
imagens das amostras.
A continuidade deste trabalho deve focar, primeiramente, na automatizac¸a˜o do processo de
classificac¸a˜o hiera´rquica, adaptando-se te´cnicas de agrupamento (clustering) a`s etapas de divisa˜o
dos grupos que ocorre em cada no´ da a´rvore. Em seguida, novos descritores podem ser compostos
por atributos extraı´dos das mu´ltiplas decomposic¸o˜es analisadas, relegando-se a` fase de selec¸a˜o de
caracterı´sticas a tarefa de identificac¸a˜o do espac¸o com melhor capacidade discriminativa, atrave´s
da observac¸a˜o da sequ¨eˆncia de eliminac¸a˜o dos atributos. Por fim, func¸o˜es de discriminac¸a˜o na˜o-
lineares ou lineares-por-partes podem ser incorporadas ao processo de classificac¸a˜o, aumentando-
se o potencial discriminativo do sistema.
Apeˆndice A
Base de Dados Iris
Iris setosa Iris virginica Iris versicolor
comp. larg. comp. larg. comp. larg. comp. larg. comp. larg. comp. larg.
se´pala se´pala pe´tala pe´tala se´pala se´pala pe´tala pe´tala se´pala se´pala pe´tala pe´tala
5,1 3,5 1,4 0,2 7,0 3,2 4,7 1,4 6,3 3,3 6,0 2,5
4,9 3,0 1,4 0,2 6,4 3,2 4,5 1,5 5,8 2,7 5,1 1,9
4,7 3,2 1,3 0,2 6,9 3,1 4,9 1,5 7,1 3,0 5,9 2,1
4,6 3,1 1,5 0,2 5,5 2,3 4,0 1,3 6,3 2,9 5,6 1,8
5,0 3,6 1,4 0,2 6,5 2,8 4,6 1,5 6,5 3,0 5,8 2,2
5,4 3,9 1,7 0,4 5,7 2,8 4,5 1,3 7,6 3,0 6,6 2,1
4,6 3,4 1,4 0,3 6,3 3,3 4,7 1,6 4,9 2,5 4,5 1,7
5,0 3,4 1,5 0,2 4,9 2,4 3,3 1,0 7,3 2,9 6,3 1,8
4,4 2,9 1,4 0,2 6,6 2,9 4,6 1,3 6,7 2,5 5,8 1,8
4,9 3,1 1,5 0,1 5,2 2,7 3,9 1,4 7,2 3,6 6,1 2,5
5,4 3,7 1,5 0,2 5,0 2,0 3,5 1,0 6,5 3,2 5,1 2,0
4,8 3,4 1,6 0,2 5,9 3,0 4,2 1,5 6,4 2,7 5,3 1,9
4,8 3,0 1,4 0,1 6,0 2,2 4,0 1,0 6,8 3,0 5,5 2,1
4,3 3,0 1,1 0,1 6,1 2,9 4,7 1,4 5,7 2,5 5,0 2,0
5,8 4,0 1,2 0,2 5,6 2,9 3,6 1,3 5,8 2,8 5,1 2,4
5,7 4,4 1,5 0,4 6,7 3,1 4,4 1,4 6,4 3,2 5,3 2,3
5,4 3,9 1,3 0,4 5,6 3,0 4,5 1,5 6,5 3,0 5,5 1,8
5,1 3,5 1,4 0,3 5,8 2,7 4,1 1,0 7,7 3,8 6,7 2,2
5,7 3,8 1,7 0,3 6,2 2,2 4,5 1,5 7,7 2,6 6,9 2,3
5,1 3,8 1,5 0,3 5,6 2,5 3,9 1,1 6,0 2,2 5,0 1,5
continua na pro´xima pa´gina
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comp. larg. comp. larg. comp. larg. comp. larg. comp. larg. comp. larg.
se´pala se´pala pe´tala pe´tala se´pala se´pala pe´tala pe´tala se´pala se´pala pe´tala pe´tala
5,4 3,4 1,7 0,2 5,9 3,2 4,8 1,8 6,9 3,2 5,7 2,3
5,1 3,7 1,5 0,4 6,1 2,8 4,0 1,3 5,6 2,8 4,9 2,0
4,6 3,6 1,0 0,2 6,3 2,5 4,9 1,5 7,7 2,8 6,7 2,0
5,1 3,3 1,7 0,5 6,1 2,8 4,7 1,2 6,3 2,7 4,9 1,8
4,8 3,4 1,9 0,2 6,4 2,9 4,3 1,3 6,7 3,3 5,7 2,1
5,0 3,0 1,6 0,2 6,6 3,0 4,4 1,4 7,2 3,2 6,0 1,8
5,0 3,4 1,6 0,4 6,8 2,8 4,8 1,4 6,2 2,8 4,8 1,8
5,2 3,5 1,5 0,2 6,7 3,0 5,0 1,7 6,1 3,0 4,9 1,8
5,2 3,4 1,4 0,2 6,0 2,9 4,5 1,5 6,4 2,8 5,6 2,1
4,7 3,2 1,6 0,2 5,7 2,6 3,5 1,0 7,2 3,0 5,8 1,6
4,8 3,1 1,6 0,2 5,5 2,4 3,8 1,1 7,4 2,8 6,1 1,9
5,4 3,4 1,5 0,4 5,5 2,4 3,7 1,0 7,9 3,8 6,4 2,0
5,2 4,1 1,5 0,1 5,8 2,7 3,9 1,2 6,4 2,8 5,6 2,2
5,5 4,2 1,4 0,2 6,0 2,7 5,1 1,6 6,3 2,8 5,1 1,5
4,9 3,1 1,5 0,2 5,4 3,0 4,5 1,5 6,1 2,6 5,6 1,4
5,0 3,2 1,2 0,2 6,0 3,4 4,5 1,6 7,7 3,0 6,1 2,3
5,5 3,5 1,3 0,2 6,7 3,1 4,7 1,5 6,3 3,4 5,6 2,4
4,9 3,6 1,4 0,1 6,3 2,3 4,4 1,3 6,4 3,1 5,5 1,8
4,4 3,0 1,3 0,2 5,6 3,0 4,1 1,3 6,0 3,0 4,8 1,8
5,1 3,4 1,5 0,2 5,5 2,5 4,0 1,3 6,9 3,1 5,4 2,1
5,0 3,5 1,3 0,3 5,5 2,6 4,4 1,2 6,7 3,1 5,6 2,4
4,5 2,3 1,3 0,3 6,1 3,0 4,6 1,4 6,9 3,1 5,1 2,3
4,4 3,2 1,3 0,2 5,8 2,6 4,0 1,2 5,8 2,7 5,1 1,9
5,0 3,5 1,6 0,6 5,0 2,3 3,3 1,0 6,8 3,2 5,9 2,3
5,1 3,8 1,9 0,4 5,6 2,7 4,2 1,3 6,7 3,3 5,7 2,5
4,8 3,0 1,4 0,3 5,7 3,0 4,2 1,2 6,7 3,0 5,2 2,3
5,1 3,8 1,6 0,2 5,7 2,9 4,2 1,3 6,3 2,5 5,0 1,9
4,6 3,2 1,4 0,2 6,2 2,9 4,3 1,3 6,5 3,0 5,2 2,0
5,3 3,7 1,5 0,2 5,1 2,5 3,0 1,1 6,2 3,4 5,4 2,3
5,0 3,3 1,4 0,2 5,7 2,8 4,1 1,3 5,9 3,0 5,1 1,8
Tabela A.1: Base de dados Iris. Medidas extraı´das de flores de treˆs espe´cies de
plantas do geˆnero Iris (Fisher, 1936).
Apeˆndice B
Folhas Utilizadas
As folhas utilizadas nesta pesquisa foram dispostas abaixo juntamente com suas Assina-
turas Distaˆncia Contorno-Centro´ide:
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Figura B.1: Amostras das espe´cies de folhas utilizadas e suas assinaturas distaˆncia contorno-
centro´ide.
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