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Abstract
Most state-of-the-art methods of object detection suf-
fer from poor generalization ability when the training and
test data are from different domains, e.g., with different
styles. To address this problem, previous methods mainly
use holistic representations to align feature-level and pixel-
level distributions of different domains, which may ne-
glect the instance-level characteristics of objects in im-
ages. Besides, when transferring detection ability across
different domains, it is important to obtain the instance-
level features that are domain-invariant, instead of the
styles that are domain-specific. Therefore, in order to
extract instance-invariant features, we should disentangle
the domain-invariant features from the domain-specific fea-
tures. To this end, a progressive disentangled framework
is first proposed to solve domain adaptive object detection.
Particularly, base on disentangled learning used for fea-
ture decomposition, we devise two disentangled layers to
decompose domain-invariant and domain-specific features.
And the instance-invariant features are extracted based on
the domain-invariant features. Finally, to enhance the dis-
entanglement, a three-stage training mechanism including
multiple loss functions is devised to optimize our model. In
the experiment, we verify the effectiveness of our method on
three domain-shift scenes. Our method is separately 2.3%,
3.6%, and 4.0% higher than the baseline method [36].
1. Introduction
Recently, great efforts have been made on object detec-
tion [11, 32, 15, 24, 31]. Though most state-of-the-art meth-
ods achieve outstanding detection performance on many
benchmarks [9, 25], they suffer from poor generalization
ability when the training and test images are from different
domains, which is cast into the setting of domain adaptive
object detection (DAOD). In the task of DAOD, domain gap
always exists between the source/training and target/test im-
ages, e.g., with different illuminations and different styles
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Figure 1. The process of our disentangled method for domain
adaptive object detection. We decompose source and target im-
age representations into domain-invariant representations (DIR)
and domain-specific representations (DSR). Then, we extract from
DIR the instance-invariant representations that lie in an instance-
invariant space, in which the instance-invariant features are used
to describe the characteristics of objects. In the instance-invariant
space, we conduct instance classification (i.e., via C1) for the
adaptive object detection. And different domains could be easily
distinguished (i.e., via C2) in the domain-specific space.
etc. Although the performance could be improved via col-
lecting additional images with well-labeled objects from the
target domain, it is time-consuming and labor-intensive.
In order to alleviate the impact of domain-shift [10], rep-
resentative methods [5, 36, 14] towards DAOD employ un-
supervised domain adaptation [34, 29, 44] to align distribu-
tions of different domains, e.g., via adversarial training [10]
or style translation [21]. Distribution alignment is always
conducted in a holistic representation (e.g., in feature-level
[6, 22] or pixel-level [12, 3, 35]) of source and target im-
ages, which may neglect the instance-level characteristics of
objects in images, such as object locations or basic shapes
of objects etc. When transferring detection ability from
source images to target images, it is the instance-level fea-
tures that really count, which are always domain-invariant,
not the illuminations and painting styles that are domain-
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specific. Therefore, in order to obtain the instance-invariant
features and bridge the domain gap in DAOD, we should try
to disentangle the domain-invariant representations (DIR)
from the domain-specific representations (DSR).
As a method of feature decomposition, disentangled
learning [8, 28] has been demonstrated to be effective in
tasks of few-shot learning [33, 38] and image translation
[23, 16]. The purpose of disentangled learning is to uncover
a set of independent factors that give rise to the current ob-
servation [8]. And the major advantage is that disentangled
representations could contain all the information presents in
the current observation in a compact and interpretable struc-
ture while being independent of the current task [28, 2]. In
this paper, we propose to employ disentangled learning to
disentangle an image representation into a domain-invariant
representation (DIR) and a domain-specific representation
(DSR) (see Fig. 1), so as to obtain the instance-invariant
representation (IIR). Taking the IIR as a bridge, we have
great potential to strengthen the transferring ability of a de-
tection model trained on source images.
Particularly, in the proposed detection network, we de-
vise a progressive process to decompose the DIR and DSR
with two disentangled layers. The goal of the first layer is
to enhance the domain-invariant information in a middle-
layer feature map. We utilize a domain classifier to ensure
that DSR contains much more domain-specific information.
And a mutual information (MI) loss is employed to enlarge
the gap between DIR and DSR. Taking the sum of the fea-
ture map and DIR as the input, the second layer aims at
obtaining the instance-invariant representations (IIR) with a
regional proposal networks (RPN) [32, 41]. Moreover, to
enhance the disentanglement, we devise a training mecha-
nism including three stages to optimize our model: (i) the
stage of feature decomposition aiming at learning disentan-
glement, (ii) the stage of feature separation aiming at en-
larging the gap between DIR and DSR, and (iii) the stage of
feature reconstruction aiming at keeping the DIR and DSR
contain all the content of the input. For each stage, we use
different loss functions to optimize different components of
our network, respectively. Experiments on three domain-
shift scenes of DAOD demonstrate that our method is effec-
tive and achieves a new state-of-the-art performance.
The contributions of this paper are summarized as:
(1) Different from reducing the domain gap with dis-
tribution alignment, we propose to enhance the transfer-
ring detection ability via a bridge of disentangled instance-
invariant representations.
(2) A progressive disentangled network is first proposed
to successfully extract instance-invariant features. Mean-
while, a three-stage training mechanism is proposed to fur-
ther enhance the disentangled ability.
(3) On three domain-shift scenes, i.e., Cityscapes [7]→
FoggyCityscapes [37], Pascal [9] → Watercolor [17], and
Pascal→Clipart [17], our method is separately 2.3%, 3.6%,
and 4.0% higher than the baseline method [36].
2. Related Work
Domain Adaptive Object Detection. Though most
methods [11, 31, 15, 26] of object detection have achieved
outstanding performance, their transferring abilities are
limited for the task of DAOD. Recently, many methods
[21, 36, 20] have been proposed to solve the domain-shift
problem in object detection. These methods mainly fo-
cus on feature-level or pixel-level alignment. For exam-
ple, the method in [5] utilizes adversarial training [10] to
align global feature distributions of the source and target
domains, whereas the method in [36] aligns distributions of
both global and local features. For pixel-level adaptation,
the work [21] devises a generative network to increase the
diversity of the source domain, which is similar to data aug-
mentation. However, as the alignment is conducted in holis-
tic representations of images, it is not dedicated to the task
of adaptive object detection, which focuses on the bridge
of domains with instance-level characteristics. Therefore,
in this paper, we focus on extracting instance-level features
that are domain-invariant, which are helpful for improving
the transferring ability of a detection method.
Disentangled Learning. The purpose of disentangled
learning [18, 28, 2, 30] is to correctly uncover a set of inde-
pendent factors that give rise to the current observation. Re-
cently, disentangled learning has been well explored in tasks
of few-shot learning [33, 38] and image translation [23, 16].
Particularly, by decomposing the style of an image, the
work [23] proposed a disentangled method to make a di-
verse image-to-image translation. Liu et al. [27] proposed
a model of cross-domain representation disentanglement.
Based on generative adversarial networks, this method al-
leviated the impact of domain-shift and improved the clas-
sification performance on multiple datasets. As for adap-
tive object detection, on one hand, we should remove the
domain-shift; on the other hand, it is important to transfer
the detection ability via the bridge of the instance character-
istics. Thus, it is not straightforward to apply the disentan-
gled learning to the task of DAOD.
In this paper, we devise a new network of progressive
disentanglement to decompose image representations into
domain-specific and domain-invariant representations, and
from which we extract the instance-invariant representa-
tions to bridge the detection ability between source and tar-
get domains. Experiments on three domain-shift scenes of
DAOD demonstrate the effectiveness of our method.
3. Instance-Invariant Adaptive Object Detec-
tion
Suppose we have the access to an image xs including
labels ys and bounding boxes bs, which are drawn from a
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Figure 2. Illustration of the proposed network of progressive disentanglement. ‘Recon’ indicates the reconstruction loss. ‘GRL’ is the
gradient reverse layer. ‘RA’ indicates the operation of RoI-Alignment. ‘RC loss’ and ‘MI loss’ separately denote the proposed relation-
consistency loss and the mutual information loss. ‘⊕’ is the operation of element-wise sum. And the dot lines indicate the relations existed
between the extracted proposals. There are two disentangled layers in the network. The purpose of the first layer is to enhance the domain-
invariant information in a middle-layer feature map. And the goal of the second layer is to obtain the instance-invariant features. During
training, in order to enhance the disentanglement, we devise a three-stage optimization mechanism with multiple loss functions. For each
stage, we use different loss functions to optimize different components of the network.
set of annotated source images {Xs, Ys, Bs}. Here, Xs, Ys,
and Bs separately indicate the set of images, labels, and
bounding-box annotations, which are from the source do-
main. Meanwhile, we could also access to a target image xt
drawn from a set of unlabeled target images {Xt}.
3.1. The Network of Progressive Disentanglement
As is shown in Fig. 2, we devise two disentangled layers
to extract domain-invariant information progressively.
The First Disentangled Layer. The goal of this layer
is to enhance the domain-invariant information in a middle-
layer feature map. Concretely, given a source image xs and
target image xt, we first obtain a feature map F 1b that is the
output of a middle-layer feature extractor E1b . Then, two
different extractors are devised to disentangle the DIR and
DSR from F 1b . The processes are shown as follows:
F 1di = E
1
DIR(F
1
b ), F
1
ds = E
1
DSR(F
1
b ), F
1 = F 1b +F
1
di. (1)
Here, E1DIR and E
1
DSR separately indicate the DIR and
DSR extractor. The size of F 1di and F
1
ds is set to the same
value as that of F 1b . Then, we take the sum F
1 of F 1di and
F 1b as the input of the second feature extractor E
2
b . Since
F 1di contains more domain-invariant information, the sum
operation could alleviate the impact of domain-shift on F 1.
The Second Disentangled Layer. The purpose of this
layer is to obtain the instance-invariant features. Particu-
larly, based on the output F 2b of the extractor E
2
b , we devise
two extractors, i.e.,E2DIR andE
2
DSR, to disentangle the DIR
and DSR from F 2b . The processes are as follows:
F 2b = E
2
b (F
1), F 2di = E
2
DIR(F
2
b ), F
2
ds = E
2
DSR(F
2
b ). (2)
Here, the size of F 2di and F
2
ds is set to the same value as
that of F 2b . Next, the RPN is performed on F
2
di to extract
a set of instance-invariant proposals. Finally, for an image
from the source domain, the detection loss is as follows:
LD = − 1
ns
ns∑
j=1
Ldet(D(Aj), y
s
j , b
s
j), (3)
where ns denotes the number of proposals. Aj indicates
the RoI-Alignment [32, 13] result of the j-th proposal. D
includes the classification and regression network. Ldet is
assumed to contain all the losses for the detection, e.g., clas-
sification and bounding-box regression loss.
3.2. Training with the Three-stage Optimization
As is discussed in the section of Introduction, the goal of
disentangled learning is to uncover a set of independent fac-
tors that give rise to the current observation [8]. And these
factors could contain all the information presents in the ob-
servation [28]. Therefore, we devise a three-stage training
mechanism (see Fig. 3) to enhance the disentanglement.
3.2.1 The Stage of Feature Decomposition
The goal of the first stage is to ensure that our model not
only learns the location and classification of the objects but
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Figure 3. Illustration of the three-stage training. Here, the red ar-
row denotes the operation of reconstruction. ‘Stage-fd’ is the first
stage aiming at learning disentanglement. ‘Stage-fs’ is the second
stage aiming at keeping the disentangled DIR and DSR indepen-
dent. And ‘Stage-fr’ is the third stage aiming at keeping the DIR
and DSR could contain all the content of the input.
also disentangles the image features. Based on F 2di, we first
utilize RPN to obtain a set of object proposals Ofd. To en-
sure that F 2b and F
2
di have the same object contents in the
same locations, based on the proposalsOfd, RoI-Alignment
is performed on F 2b and F
2
di to obtain A
fd
b and A
fd
di , respec-
tively. Next, we devise two networksDb andDdi to perform
the classification and bounding-box regression. Finally, for
a source image, the detection loss is defined as:
LfdD = L
b
D(Db(A
fd
b )) + L
di
D(Ddi(A
fd
di )), (4)
where LbD and L
di
D indicate the detection loss.
By using the detection loss, F 2b and F
2
di are ensured to
contain the instance information. Besides, for our method,
it is also important to keep the learned F 1ds and F
2
ds contain
more domain-specific information, which could ensure our
model owns the ability of feature disentanglement. In this
paper, we exploit the method of adversarial domain classi-
fication [10] to distinguish the source and target domains.
Specifically, we employ four domain classifiers C1b , C
1
ds,
C2b , and C
2
ds in our model, which separately take F
1
b , F
1
ds,
F 2b , and F
2
ds as the input and output a domain label ld that
indicates the source or target domain: ld is 0 for the source
domain and 1 for the target domain.
Besides, for domain classifiers, during training, we em-
ploy Focal Loss (FL) [24, 36] to impose bigger weights on
the hard-to-classify examples (i.e., the examples near the
classification boundary) than on the easy ones (i.e., the ex-
amples far from the classification boundary).
FL(p) = −g(p)log(p), g(p) = α(1− p)γ , (5)
where γ controls the weight on the hard-to-classify exam-
ples. p ∈ [0, 1] is the model’s estimated probability for the
output domain label ld. Finally, the loss of the first training
stage is denoted as follows:
Lfds = L
fd
D + FLs(C
1
b (F
1
b )) + FLs(C
1
ds(F
1
ds))
+ FLs(C
2
b (F
2
b )) + FLs(C
2
ds(F
2
ds)),
Lfdt = FLt(C
1
b (F
1
b )) + FLt(C
1
ds(F
1
ds))
+ FLt(C
2
b (F
2
b )) + FLt(C
2
ds(F
2
ds)),
(6)
where Lfds and L
fd
t are the objective functions of the source
and target domains. FLs and FLt indicate the domain
losses. The overall loss Lfd is the sum of Lfds and L
fd
t .
With the help of the detection loss LfdD and domain loss
FL, the disentangled DIR and DSR contain instance and
domain-specific information, respectively. Next, we will
perform the second training stage to keep the disentangled
DIR and DSR independent.
3.2.2 The Stage of Feature Separation
In this stage, we first fix the extractor E1b and E
2
b of the
model trained on the first stage. Then, we employ the model
to extract F 1b , F
1
di, F
1
ds (Eq. (1)), F
2
b , F
2
di, and F
2
ds (Eq. (2)).
RPN is performed on F 2di to obtain the proposals O
fs.
Mutual Information Minimization. In order to enlarge
the gap between the DIR and DSR, we minimize the MI
loss between Afsdi and A
fs
ds , as well as between F
1
di and F
1
ds,
where Afsdi and A
fs
ds indicate the RoI-Alignment results of
F 2di and F
2
ds based on O
fs. The process of MI is:
I(X;Z) =
∫
X×Z
log
dPXZ
dPX ⊗ PZ dPXZ , (7)
where PXZ indicates the joint probability distribution of
(Afsdi , A
fs
ds ) or (F
1
di, F
1
ds). PX =
∫
Z
dPXZ and PZ =∫
X
dPXZ are the marginal distributions. Obviously, by
minimizing the MI loss, we could impose independent con-
straints on the tuples (Afsdi , A
fs
ds ) and (F
1
di, F
1
ds). Besides,
since F 1ds and F
2
ds contain more domain-specific informa-
tion, MI loss could promote F 1di and F
2
di to contain more
domain-invariant information, which can help strengthen
the ability of disentanglement. In this paper, we adopt Mu-
tual Information Neural Estimator (MINE) [1] to compute
the MI loss. Concretely, based on Monte-Carlo integration
[30], MINE could be computed as follows:
I(X,Z) =
1
n
n∑
j=1
T (x, z, θ)− log( 1
n
n∑
j=1
eT (x,z
′,θ)), (8)
where (x, z) is sampled from the joint distribution and z′ is
sampled from the marginal distribution. Here, we devise a
neural network to perform the Monte-Carlo integration.
It is worth noting that, for the second disentangled layer,
we use the RoI-Alignment results Afsdi and A
fs
ds , instead of
the feature map F 2di and F
2
ds, to compute MI loss, which
could not only reduce the computational costs but also en-
sure our model pays more attention to regions of objects.
Relation-consistency Loss. To further improve the dis-
entanglement, we devise a relation-consistency loss (Fig.
4). Specifically, since F 2di and F
2
b have the same object con-
tents in the same locations, based on the proposalsOfs,Afsdi
and Afsb should keep similar semantic relations.
Concretely, we first obtain the average-pooling results
P fsdi ∈ Rk×m and P fsb ∈ Rk×m of Afsdi and Afsb ,
4
𝐸𝑏
2
P1 P2 P3
Relation 
Consistency
𝐸DIR
2
𝐹𝑑𝑖
2𝐹𝑏
2
Figure 4. Illustration of relation-consistency Loss. ‘P’ indicates
the ‘Person’ class. The goal of the loss is to ensure the relations
(the red solid lines) between object proposals in F 2b and the rela-
tions between object proposals in F 2di are consistent. The purple
dot lines denote the consistency between the two red lines.
where k and m indicate the numbers of proposals and
channels. Then we separately construct a graph Gdi =
{Vdi, Edi} and Gb = {Vb, Eb}. Here, we take P fsdi and
P fsb as the nodes Vdi and Vb, respectively. Edi and Eb
are used to indicate the edges (relations) between propos-
als. Next, we define two adjacency matrix for two undi-
rected graphs, i.e., Ab = softmaxr((P fsb )(P
fs
b )
T) and
Adi = softmaxr((P fsdi )(P
fs
di )
T). And softmaxr indi-
cates we make softmax operation across the row direc-
tions. The relation-consistency loss is computed as:
Lrel = ||Adi − Ab||22. (9)
Note that the computation of the relation-consistency
loss does not need any parameters. Finally, the loss of the
second training stage is denoted as follows:
Lfss = L
di
D(Ddi(A
fs
di )) + FLs(C
2
ds(F
2
ds)) + I
2
s
+ Lsrel + FLs(C
1
ds(F
1
ds)) + I
1
s ,
Lfst = FLt(C
2
ds(F
2
ds)) + I
2
t + L
t
rel
+ FLt(C
1
ds(F
1
ds)) + I
1
t ,
(10)
where LdiD is the detection loss based on A
fs
di . L
fs
s and L
fs
t
are the training objectives of the source and target domain,
respectively. I1 and I2 indicate MI loss computed on the
first and second disentangled layer, respectively. The over-
all loss Lfs is the sum of Lfss and L
fs
t . After this stage,
the gap between DIR and DSR could be enlarged. Next,
we will perform the third training stage aiming at keeping
the disentangled DIR and DSR contain all the content of the
input used for disentanglement.
3.2.3 The Stage of Feature Reconstruction
We employ a reconstruction loss to attain the purpose of this
training stage. Concretely, we first use the model trained
on the second stage to extract F 2b , F
2
di, and F
2
ds (Eq. (2)).
Then, RPN is performed on F 2di to extract proposals O
fr.
The reconstruction loss is computed as follows:
Afrr = R(〈Afrdi , Afrds 〉), Lrecon = ||Afrr −Afrb ||22, (11)
where Afrdi , A
fr
ds , and A
fr
b are the RoI-Alignment results
of F 2di, F
2
ds, and F
2
b based on the proposals O
fr. R is the
Algorithm 1 Instance-Invariant Adaptive Object Detection
Input: source images {Xs, Ys, Bs}; target images {Xt}; fea-
ture extractors E1b and E
2
b ; disentangled extractors E
1
DIR, E
1
DSR,
E2DIR, and E
2
DSR; detection networks Db and Ddi; domain classi-
fiersC1b , C
1
ds, C
2
b , andC
2
ds; MI estimators T
1 and T 2; reconstruc-
tion network R.
Output: trained Eˆ1b , Eˆ1DIR, Eˆ1DSR, Eˆ2b , Eˆ2DIR, Eˆ2DSR, and detec-
tion networks Dˆb, Dˆdi.
1: while not converged do
2: Sample a mini-batch from {Xs, Ys, Bs} and {Xt};
3: Feature Decomposition:
4: Update E1b , E
1
DIR, E
2
b , E
2
DIR, Db, Ddi by Eq. (4);
5: Update E1b , E
1
DSR, C
1
b , C
1
ds, E
2
b , E
2
DSR, C
2
b , and C
2
ds by
Eq. (5);
6: Feature Separation:
7: Update E1DIR, E
2
DIR, Ddi by L
di
D in Eq. (10);
8: Update E1DSR, C
1
ds, E
2
DSR, C
2
ds by FL in Eq. (10);
9: Calculate the MI loss between F 1di and F
1
ds with T
1, and
between Afsdi and A
fs
ds with T
2;
10: Update E1DIR, E
1
DSR, T
1, E2DIR, E
2
DSR, T
2 by Eq. (8);
11: Update E2DIR by Eq. (9);
12: Feature Reconstruction:
13: Reconstruct RoI-Alignment result Afrb by (A
fr
di , A
fr
ds );
14: Update E2DIR, E
2
DSR, R by Eq. (11);
15: end while
16: return Eˆ1b = E1b ; Eˆ1DIR = E1DIR; Eˆ1DSR = E1DSR; Eˆ2b =
E2b ; Eˆ
2
DIR = E
2
DIR; Eˆ
2
DSR = E
2
DSR; Dˆb = Db; Dˆdi = Ddi.
reconstruction network. 〈a, b〉 indicates the concatenation
of a and b. Here, in order to make the model pay more
attention to instance content, the reconstruction loss is only
computed on the regions of the proposals. Besides, since
the output of the first disentangled layer includes the entire
F 1b , to reduce the computational costs, we do not calculate
the reconstruction loss on the first layer.
In this paper, our model is trained in an end-to-end way.
The detailed training procedures are presented in Algorithm
1. During each training stage, the parameters that do not
appear in the current stage are considered to be fixed.
4. Experiments
We evaluate our approach on three domain-shift scenes,
i.e., Cityscapes [7] → FoggyCityscapes [37], Pascal VOC
[9]→Watercolor [17], and Pascal VOC→ Clipart [17].
4.1. Dataset and Implementation Details
Dataset. For Cityscapes → FoggyCityscapes, we use
Cityscapes as the source domain. FoggyCityscapes is used
as the target domain, which is rendered from Cityscapes and
simulates the change of weather condition. Both of them
contain 2,975 images in the training set and 500 images in
the validation set. And this adaptation scene involves 8 cat-
egories. We utilize the training set during training and eval-
uate on the validation set.
5
Method backbone person rider car truck bus train motorcycle bicycle mAP
Source Only VGG16 24.7 31.9 33.1 11.0 26.4 9.2 18.0 27.9 22.8
DAF [5] VGG16 25.0 31.0 40.5 22.1 35.3 20.2 20.0 27.1 27.6
DT [17] VGG16 25.4 39.3 42.4 24.9 40.4 23.1 25.9 30.4 31.5
SC-DA(Type3) [45] VGG16 33.5 38.0 48.5 26.5 39.0 23.3 28.0 33.6 33.8
DMRL [21] VGG16 30.8 40.5 44.3 27.2 38.4 34.5 28.4 32.2 34.6
MTOR [4] ResNet50 30.6 41.4 44.0 21.9 38.6 40.6 28.3 35.6 35.1
MLDA [43] VGG16 33.2 44.2 44.8 28.2 41.8 28.7 30.5 36.5 36.0
FSDA [42] VGG16 29.1 39.7 42.9 20.8 37.4 24.1 26.5 29.9 31.3
MAF [14] VGG16 28.2 39.5 43.9 23.8 39.9 33.3 29.2 33.9 34.0
RLDA [19] IncepV2 [40] 35.10 42.15 49.17 30.07 45.25 26.97 26.85 36.03 36.45
SW (B) [36] VGG16 29.9 42.3 43.5 24.5 36.2 32.6 30.0 35.3 34.3
Ours VGG16 33.12 43.41 49.63 21.98 45.75 32.04 29.59 37.08 36.57
Ours ResNet101 32.82 44.37 49.57 33.02 46.10 37.97 29.90 35.26 38.63
Table 1. Results (%) on adaptation from Cityscapes to FoggyCityscapes. ‘B’ indicates the baseline method. ‘Source Only’ indicates the
model is only trained based on the data from the source domain and does not use the target data.
For Pascal → Watercolor and Pascal → Clipart, Pascal
VOC dataset is used as the real source domain. The images
of this dataset include rich bounding box annotations. And
the number of object classes is 20. Following a prevalent
setting [21, 36], we use Pascal VOC 2007 and 2012 train-
ing and validation set for training, which results in about
15K images. Watercolor and Clipart datasets are taken as
the target domain. Watercolor contains 6 categories in com-
mon with VOC and 2k images in total. Clipart contains 1k
images in total, which has the same 20 categories as VOC.
For these two target datasets, the splits of training and test
set are the same as the work [36].
Implementation Details. Our method is based on
Faster-RCNN [32] with RoI-Alignment [13]. For Focal
Loss (Eq. (5)), α and γ are set to 1.0 and 2.0. Besides,
we separately employ a network including three convolu-
tional layers as the disentangled extractors E1DIR, E
1
DSR,
E2DIR, and E
2
DSR. For the domain classifiers C
1
b , C
1
ds, C
2
b ,
and C2ds, we respectively employ a network which includes
three fully-connected layers. Meanwhile, for the MI estima-
tors T 1 and T 2, we separately utilize a network consisting
of three fully-connected layers. Finally, one convolutional
layer is used as the reconstruction network R. During train-
ing, we employ the SGD optimizer with momentum [39].
We first train the model with a learning rate of 0.001 for
50K iterations, then with a learning rate of 0.0001 for 30K
more iterations. In the test, we use mean average precisions
(mAP) as the evaluation metric.
4.2. Experimental Results
Results on FoggyCityscapes. Table 1 shows the perfor-
mance of our method on the FoggyCityscapes dataset. Here,
we use VGG16 and ResNet101 as the backbone of Faster-
RCNN, respectively. We can see that our method outper-
forms all the methods in Table 1. Particularly, based on the
Method bike bird car cat dog person mAP
Source Only 68.8 46.8 37.2 32.7 21.3 60.7 44.6
BDC-Faster [36] 68.6 48.3 47.2 26.5 21.7 60.5 45.5
DAF [5] 75.2 40.6 48.0 31.5 20.6 60.0 46.0
SW (B) [36] 82.3 55.9 46.5 32.7 35.5 66.7 53.3
Ours 95.8 54.3 48.3 42.4 35.1 65.8 56.9
Table 2. Results (%) on adaptation from Pascal to Watercolor.
VGG16 backbone and mAP metric, our method is around
2.3% higher than the SW baseline method [36]. Compared
with RLDA [19] using InceptionV2 [40] as the strong back-
bone, our method still outperforms it. These all show our
method is effective. Moreover, employing the backbone of
ResNet101 could improve the performance of our method
significantly. This shows our method is more effective with
a better backbone. Fig. 5 shows two detection examples.
Compared with the raw images, for object detection, the
foggy scene is much more challenging. Meanwhile, com-
pared with the SW method, our method could locate and
recognize objects existing in the two images accurately.
Particularly, regardless of distance, our method could lo-
cate and discriminate the truck accurately. These further
demonstrate the effectiveness of our method.
Results on Watercolor and Clipart. Table 2 and 3 sep-
arately show the performance of our method on Watercolor
and Clipart dataset. Here, we all use ResNet101 as the back-
bone of Faster-RCNN. For Watercolor scene, our method is
3.6% higher than the SW method. Particularly, for the class
of bike, our method outperforms SW by around 13%. This
shows our method is effective for the task of DAOD. Fig.
6 shows two examples of Watercolor. We can see that our
method could locate and recognize the classes of person and
bird accurately. This further shows that our disentangled
method indeed alleviates the problem of domain-shift and
improves the detection performance.
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(a) Raw image in Cityscapes (b) GT (c) SW baseline (d) One Disentangled layer (e) Two Disentangled layers
Figure 5. Detection results on the “Cityscapes→ FoggyCityscapes” scene. ‘GT’ indicates the groundtruth result. ‘One Disentangled layer’
denotes we only use the second disentangled layer in the model. We can see that our method, i.e., using two disentangled layers, could
locate and recognize objects existing in the two foggy images accurately, e.g., the truck, car, and bicycle.
(a) Raw image (b) GT (c) SW baseline (d) One Disentangled layer (e) Two Disentangled layers
Figure 6. Detection results on the “Pascal VOC → Watercolor” scene. We can see that our method, i.e., using two disentangled layers,
could locate and recognize objects existing in the two watercolor images accurately, e.g., the person, bird, and cat.
As for Clipart scene which involves more classes than
the other two datasets, our method outperforms SW by
4.0%, in terms of the mAP metric. Meanwhile, in Table
3, we can see that our method outperforms the baseline
method in multiple categories significantly. For example,
for the aeroplane and dog class, our method is around 15%
and 16% higher than the SW method. These all demonstrate
the good performance of our method.
4.3. Ablation Analysis
In this section, we will make some ablation analysis on
our method. Table 4 shows the ablation results. Here,
‘C → F’ and ‘V → W’ separately indicate the adapta-
tion from Cityscapes to FoggyCityscapes and the adaptation
from Pascal VOC to Watercolor. And for the ‘C→ F’ case,
we use VGG16 as the backbone. For the ‘V → W’ case,
we use ResNet101 as the backbone. ‘OW’ indicates we
integrate all loss functions existing in our method and use
one training stage. ‘1st’, ‘2nd’, and ‘3rd’ indicate we use
the first training stage of Algorithm 1, the first two training
stages of Algorithm 1, and the three training stages to opti-
mize our model, respectively. For our progressive method
(Two layers), we can see that the three-stage training mech-
anism is effective. For example, for the ‘C → F’ case, the
performance is improved from 33.6% to 36.6%. Mean-
while, we can see that from the first training stage to the
third stage, the performance is improved continuously. This
shows that for the disentangled learning, the stage of feature
separation and feature reconstruction is necessary. Using
these two stages does enhance the disentanglement and im-
prove the detection performance. Besides, we can also see
that the relation-consistency loss (RC) improves the perfor-
mance of our method significantly. For example, for the
‘V→ W’ scene, the performance is improved from 55.2%
to 56.9%. This demonstrates the relation-consistency loss
helps strengthen the ability of disentanglement.
To further verify the effectiveness of the progressive
method, we make a comparison with the method of only
using the second disentangled layer (One layer). We can
see from Table 4 that our progressive method improves the
detection performance significantly, e.g., for the ‘C → F’
case, the performance is improved from 34.1% to 36.6%.
This shows that using the progressive mechanism is indeed
helpful for obtaining a better disentangled representation.
Besides, in Fig. 5 and 6, we can see that compared with
One layer method, employing two disentangled layers does
improve the accuracy of location and recognition. Partic-
ularly, taking the first image in Fig. 6 as an example, our
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(a) GT (b) O-Base (c) P-Base (d) O-DIR (e) P-DIR (f) O-DSR (g) P-DSR
Figure 7. Visualization of feature maps of the second disentangled layer. Here, ‘O-DIR’ (F 2di) and ‘O-DSR’ (F
2
ds) indicate we only use the
second disentangled layer to extract DIR and DSR based on ‘O-Base’ (F 2b ) and do not use the first disentangled layer. ‘P-DIR’ (F
2
di) and
‘P-DSR’ (F 2ds) indicate we use the progressive method to extract DIR and DSR based on ‘P-Base’ (F
2
b ). For each feature map, the channels
corresponding to the maximum value are selected for visualization. For ‘O-DIR’ and ‘P-DIR’, the bright regions indicate the presentence
of object-relevant content. For ‘O-DSR’ and ‘P-DSR’, the bright regions indicate the presentence of domain-specific information.
Method aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv mAP
Source Only 35.6 52.5 24.3 23.0 20.0 43.9 32.8 10.7 30.6 11.7 13.8 6.0 36.8 45.9 48.7 41.9 16.5 7.3 22.9 32.0 27.8
BDC-Faster [36] 20.2 46.4 20.4 19.3 18.7 41.3 26.5 6.4 33.2 11.7 26.0 1.7 36.6 41.5 37.7 44.5 10.6 20.4 33.3 15.5 25.6
DAF [5] 15.0 34.6 12.4 11.9 19.8 21.1 23.2 3.1 22.1 26.3 10.0 10.0 19.6 39.4 34.6 29.3 1.0 17.1 19.7 24.8 19.8
SW (B) [36] 26.2 48.5 32.6 33.7 38.5 54.3 37.1 18.6 34.8 58.3 17.0 12.5 33.8 65.5 61.6 52.0 9.3 24.9 54.1 49.1 38.1
Ours 41.5 52.7 34.5 28.1 43.7 58.5 41.8 15.3 40.1 54.4 26.7 28.5 37.7 75.4 63.7 48.7 16.5 30.8 54.5 48.7 42.1
Table 3. Results (%) on adaptation from Pascal VOC to Clipart. Here, we use ResNet101 as the backbone of Faster-RCNN.
Method OW 1st 2nd 3rd RC C→ F V→W
Two layers X X 34.1% 52.9%
Two layers X 33.6% 53.5%
Two layers X X 35.3% 55.3%
Two layers X 35.5% 55.2%
Two layers X X 36.6% 56.9%
One layer X X 34.1% 54.6%
Two layers X X 36.6% 56.9%
Table 4. Ablation analysis of the proposed progressive disentan-
glement. Here, we use mAP as the metric.
method accurately locates and classifies the three persons
existing in the watercolor image. This further demonstrates
the good performance of our method.
4.4. Visualization Analysis
In Fig. 7, taking two watercolor images as examples, a
visualization analysis is made to show the learned disentan-
gled representations. We can see both the method of only
using the second disentangled layer and the progressive
method could learn good disentangled representations. Par-
ticularly, compared with the ‘O-Base’ and ‘P-Base’ used for
disentanglement, the learned DIR and DSR separately con-
tain much stronger object-relevant information and domain-
specific information. These results demonstrate that our
method can successfully learn disentangled representations.
Besides, compared with ‘O-Base’, ‘P-Base’ contains much
less domain-specific information, e.g., the background in-
formation in the first image and the color wall in the second
image. This shows the first disentangled layer indeed en-
hances the domain-invariant information. Meanwhile, com-
pared with ‘O-DIR’, our progressive method can extract a
better DIR. Particularly, for these two images, ‘P-DIR’ is
much smoother and contains much less domain-specific in-
formation. For example, the leaf and background informa-
tion in the first image, and the flowers in the second image
are much less in ‘P-DIR’, which is helpful for the location
and recognition of objects. These all show our progressive
method really owns the disentanglement ability and learns
better instance-invariant features that lead to a better detec-
tion performance. More visualization examples can be seen
in Fig. 8.
5. Conclusion
In this paper, we focus on obtaining the instance-
invariant features for solving domain adaptive object de-
tection. A progressive disentangled framework is first pro-
posed to decompose domain-invariant and domain-specific
features. Then, the instance-invariant features are extracted
based on the domain-invariant features, which could alle-
viate the problem of domain-shift. Finally, we propose a
three-stage training mechanism to enhance the disentangle-
ment. In the experiment, our method achieves a new state-
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of-the-art performance on three domain-shift scenes.
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