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Abstract
Let A ⊂ R2 be a smooth doubly connected domain. We consider the Dirichlet
energy E(u) =
∫
A |∇u|2, where u : A → C, and look for critical points of this
energy with prescribed modulus |u| = 1 on ∂A and with prescribed degrees on the
two connected components of ∂A. This variational problem is a problem with lack
of compactness hence we can not use the direct methods of calculus of variations.
Our analysis relies on the so-called Hopf differential and on a strong link between
this problem and the problem of finding all minimal surfaces bounded by two p
covering of circles in parallel planes. We then construct new immersed minimal
surfaces in R3 with this property. These surfaces are obtained by bifurcation from
a family of p-coverings of catenoids.
1 Introduction and statement of the results
Let A ⊂ R2 ' C be a smooth, bounded, doubly connected domain of the form A = Ω\ω,
where Ω and ω are simply connected smooth bounded domains and ω ⊂ Ω ⊂ R2. We
are interested here in solutions u : A→ C of the following equations
∆u = 0, in A,
|u| = 1, a.e. on ∂A,
u ∧ ∂νu = 0, a.e. on ∂A.
(1)
where ν stands for the outer unit normal to ∂A and a ∧ b stands for the determinant
of two vectors a, b in R2.
Solutions of (1) are critical points of the Dirichlet energy
E(u) =
1
2
∫
A
|∇u|2dx (2)
in the space
I = {u ∈ H1(A,C); |u| = 1 a.e. on ∂A}. (3)
I is not a vector space, and it does not have an obvious structure of smooth Banach
manifold. By critical point we mean critical with respect to variations of the form
ut = u+ tϕ for all ϕ in C∞c (A,C) and ut = ueitψ for all ψ in C∞(A,R). It is classic that
the first type of variations gives that ∆u = 0 in A and we can see that the second type
of variations implies that
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u ∧ ∂νu = 0, a.e. on ∂A. (4)
Let us explain in more details what the condition (4) means. We can see that a
solution u of (1) is sufficiently regular (c.f. proposition 2.2), then we can write locally
near the boundary u = |u|eiϕ. The boundary conditions give us that Dirichlet boundary
conditions are prescribed for the modulus, |u| = 1 on ∂A and homogeneous Neumann
conditions are prescribed for the phase, ∂ϕ
∂ν
= 0 on ∂A. In the literature these boundary
conditions are called “semi-stiff” because it has been first studied in the context of
Ginzburg-Landau (G.L in short) equations and in this context the Dirichlet problem is
named “stiff” problem whereas the homogeneous Neumann problem is called “soft”.
Solutions of (1) are linked to the notion of 1
2
-harmonic maps defined by F.Da Lio
and T.Rivie`re in [18].
Definition 1.1. Let U be a smooth bounded open set in R2, g : ∂U → S1 is a 1
2
-
harmonic map if it is a critical point, for variations of the form gt = ge
itψ with
ψ ∈ H1/2(∂U,R), of the functional
F (g) = ‖g‖2
H˙1/2(∂U)
=
1
2
∫
U
|∇u˜(g)|2,
where ‖g‖H˙1/2(∂U) is the homogeneous H1/2 Sobolev norm and u˜(g) denotes the harmonic
extension of g in U .
Equivalently, following [24], we can say that g : ∂U → S1 is a 1
2
-harmonic map if
there is a harmonic map u : U → D such that u = g on ∂U and u is stationary with
respect to variations which preserve D but do not necessarily preserve S1. One can
then see that g : ∂A → C is a 1
2
-harmonic map if and only if its harmonic extension
u˜(g) is a solution of (1). We also note that the problem (1) has some connections with
the so-called Steklov eigenvalue problem. Indeed we can rewrite condition (4) as: there
exists σ : ∂A→ R such that
∂νu(x) = σ(x)u(x) for all x ∈ ∂A. (5)
The Steklov eigenvalue problem in an annulus A consists in finding a function f and
a real number σ such that {
∆f = 0, in A,
∂νf = σf, on ∂A.
(6)
If (f, σ) exists then σ is an eigenvalue of the Dirichlet-to-Neumann map. This is the
map
L : C∞(∂A)→ C∞(∂A)
given by
Lg = ∂ν u˜(g)
where u˜(g) denotes the harmonic extension of g in A. If it happens that u is a solu-
tion of (1) which satisfies the condition (5) with the function σ which is constant then
(Re(u|∂A), Im(u|∂A)) are both Steklov eigenfunctions associated to the same Steklov
eigenvalue and which satisfy Re(u|∂A)2 + Im(u|∂A)2 = 1. We will see that if we add
the hypothesis that (Re(u|∂A), Im(u|∂A)) are Steklov eigenfunctions then we are able to
describe solutions u of (1) (c.f. proposition 5.3). The Steklov eigenvalue problem and
1
2
- harmonic maps are linked to free boundary minimal surfaces in the euclidean ball
Bn for further references on this topic see [23], [24], [41].
The physical motivation for studying semi-stiff boundary conditions comes from the
following fact. While they were examining the Ginzburg-Landau model, the authors of
[10] suggested to consider a simplified Ginzburg- Landau functional
Eε(u) =
1
2
∫
G
|∇u|2 + 1
4ε2
(1− |u|2)2dx (7)
and to prescribe a Dirichlet boundary condition u = g on the boundary ∂G (in their
work G was a simply connected domain). They observed that a boundary data such
that |u| = 1 on ∂G and deg(g, ∂G) = d creates “[...]the same “quantized vortices” as a
magnetic field in type-II superconductors or as angular rotation in superfluids.” How-
ever they mentioned that “in physical situations the Dirichlet condition is not realistic”
because in the G.L theory only |u|2 has a physical meaning (it is the density of Cooper
pairs of electrons see for example [40]). That is why, some years later in the work [9]
the authors tried to relax this condition by imposing only the condition |u| = 1 on the
boundary. The Dirichlet energy can be viewed as a limit, when ε goes to infinity of the
Ginzburg-landau energy and it was studied by L.Berlyand, V.Rybalko, P.Mironescu,
E.Sandier in the work [7] in the case of a simply connected domain.
Functions of the space I are classified by their degrees on the two boundaries of the
domain. If g ∈ C1(Γ,S1), where Γ is a smooth, simple, closed curve then by definition
deg(g,Γ) =
∫
Γ
g ∧ ∂τgdτ. (8)
We can still define the degree for maps in H
1
2 (Γ,S1). We refer to section 2 for more
information and references on the degree. We set
Ip,q = {u ∈ I; deg(u, ∂Ω) = p and deg(u, ∂ω) = q} (9)
and
m(p, q) = inf{E(v); v ∈ Ip,q}. (10)
The main results of this paper describe the existence and non-existence of solutions
of (1) in each Ip,q, (p, q) ∈ Z2 with a special emphasis on minimizing solutions (i.e.
minimizers of the Dirichlet energy E in spaces Ip,q). Let us recall that the degree is not
continuous under the weak convergence in H
1
2 as shown by the following example.
Example 1.1. Let Mn : D→ D defined by Mn(z) = z−(1−1/n)1−(1−1/n)z , then Mn ⇀ −1 weakly
in H1, deg(Mn(z),S1) = 1 for all n ∈ N but deg(−1,S1) = 0.
Hence we can not use the direct methods of calculus of variations. We are in pres-
ence of a problem of lack of compactness. The same phenomenon occurs for the
study of the G.L equations with semi-stiff boundary conditions which were studied in
[9],[6], [4],[25],[5],[8],[21], [7], [34] and [36].
In the case of a simply connected domain Ω, in [7] the authors obtained all the critical
points of the Dirichlet energy with prescribed degrees. Using the conformal invariance
of the Dirichlet energy and the Riemann’s theorem they assumed that Ω = D and
∂Ω = S1. Recall that a Blaschke product is a map of the form
Bα,z1,...,zd = α
d∏
j=1
z − zj
1− zjz , z ∈ D, α ∈ S
1, zj ∈ D, for j = 1, ...d.
Then using a lemma similar to 2.2 and a tool called the Hopf quadratic differential (c.f.
section 3) they proved:
Theorem 1.1 ([7]). The critical points of E in Id = {u ∈ I; deg(u,S1) = d} are
precisely
a) the d-Blaschke products if d > 0,
b) the conjugates of (−d)-Blaschke products if d < 0,
c) constant of modulus 1 if d = 0.
d) All these solutions are minimizing in Id.
In the case of a doubly connected domain A, the conformal invariance of the energy
E allows us to assume that A = {z ∈ C; % < |z| < 1}, where 2pi
ln(1/%)
= cap(A) and cap(A)
is the capacity of the domain (c.f. section 2 for a precise definition of the capacity). In
the case p = q = 1, L.Berlyand and P.Mironescu in [5] have showed that
Proposition 1.1 ( [5]). The only minimizers of E in I1,1 are of the form
u1(z) = α
1
1 + %
(r +
%
r
)eiθ,
where α is a constant of modulus one. Moreover
m(1, 1) = 2pi
1− %
1 + %
< 2pi.
In order to prove this result they used the fact that
m(p, q) = inf
g:∂A→S1
E(u˜(g)) (11)
where g satisfies deg(g, ∂Ω) = p, deg(g, ∂ω) = q and u˜(g) is the harmonic extension of
g in A. This is the 1
2
-harmonic maps point of view. Their approach consisted in writing
E(u˜(g)) for any g boundary data with degree one on the two boundaries in function of
the Fourier coefficient of g. Then they minimized that quantity under the constraint
deg(g, ∂Ω) = deg(g, ∂ω) = 1 directly, using the expression of the degree in terms of the
Fourier coefficients of the boundary data (see [12] for a formula of the degree involving
Fourier coefficient). We can not use the same method when p > 1 or p 6= q.
We note that we do not need to study all classes Ip,q. It is possible to reduce the
number of cases to study. Indeed, thanks to the properties of the degree (c.f. lemma
2.1), one can see that if u is a minimizer of E in Ip,q then u¯ is a minimizer of E in
I−p,−q, and u(
√
%
z¯
) is a minimizer of E in Iq,p (this latter fact is true because of the
conformal invariance of the Dirichlet Energy). Thanks to this remark we can restrict
ourselves to three different cases: p ≥ 0 ≥ q, p = q > 0, p > q > 0.
The main results of the paper are the followings:
Theorem 1.2. Let p ≥ 0 ≥ q then m(p, q) = pi(p+ |q|) and
1) if p = q = 0 then the only minimizing solutions of (1) are constants in S1.
2) If p > 0 and q = 0 then there is no solution of (1) in Ip,0, in particular there is
no minimizer.
3) If p > 0 > q then there exist an infinite number of solutions of (1), all solutions
are holomorphic and energy minimizing, i.e. m(p,q) is attained.
Theorem 1.3. Let p = q ≥ 2 then there exist critical values of % called %p and %′p such
that %′p ≤ %p and
1) If % > %p then m(p, p) is attained by a unique (modulo rotations) radially sym-
metric minimizer. Hence m(p, p) = 2pip1−%
p
1+%p
.
2) If % < %′p then the radially symmetric solution up(z) =
1
1+%p
(rp + %
p
rp
)eipθ is not
minimizing. Furthermore it holds that
√
2− 1 = %′2 < %′3 < ... < %′p < ... < 1.
3) In the case p = q = 2, we have that if %′2 ≤ % ≤ %2 then m(2, 2) is attained.
Remark: In point 3) of the previous theorem we do not know if m(2, 2) is attained
by the radially symmetric solution u2, neither if minimizers are unique (up to rotations).
The existence of minimizers of E depends strongly on the prescribed degrees. We
observe that it also depends on the capacity of the domain. The role of the capacity
of the domain was already pointed out for the Ginzburg- Landau energy in the articles
[9], [25],[6], [5], [36]. However in the degree one case for the Dirichlet energy the “size”
of the domain does not play a role in the existence of minimizers.
Theorem 1.4. Let p > q > 0 then there is no solution of (1) in Ip,q. In particular
there is no minimizer of E in Ip,q and we have m(p, q) = m(q, q) + pi(p− q).
Since radial solutions are not always minimizing for p = q ≥ 2 one can wonder
if other non-radial solutions of (1) exist in Ip,p. We obtained non radially symmetric
solutions of (1) in Ip,p which could be minimizer of E in Ip,p.
Theorem 1.5. There exist non radial solutions of (1) in Ip,p if p ≥ 2.
However we do not know if these solutions are indeed minimizing or even if a mini-
mizer of E in Ip,p exists when the radial solution up is not minimizing.
The essential tool we used to obtain these results are the so-called Hopf quadratic
differential (cf. definition 3.1). Using the three conditions of equation (1) we can prove
that the Hopf differential has the following form
Q(u) = Hu(z)(dz)2 = c
z2
(dz)2, in A (12)
with c a constant real number. We also use a deep relation between harmonic maps
and minimal surfaces. This link is made thanks to the Hopf differential. Roughly
speaking given a harmonic map u such that ∆u = 0, locally we can find a harmonic
function h such that X = (u, h) is a conformal parametrization of a minimal surface
and the function h is given in terms of the Hopf differential (see lemma 3.4) for a precise
statement). It turns out that finding solutions of (1) with Hu(z) = cz2 (dz)2 where c < 0
is equivalent to finding minimal surfaces bounded by two concentric p-coverings of circles
in parallel planes. We call p-covering of a circle a parametrization of a circle of degree
p. In 1956 in a beautiful paper [42] M.Shiffman proved that if S is a minimal surface
bounded by two concentric circles in parallel planes then S is (part of) a catenoid.
However in this theorem we assume that the circles are described only once. In terms
of solutions of (1) it is equivalent to ask that deg(u,S1) = deg(u,C%) = 1. In order to
find non-radially symmetric solutions of (1), with deg(u,S1) = deg(u,C%) = p ≥ 2 one
can look for immersed minimal surfaces bounded by two p-coverings of circles in parallel
planes that are not rotationally symmetric. We obtained such surfaces by bifurcation
of a p-covering of catenoids. Then thanks to the link between equation (1) and the
minimal surface problem we deduce theorem 1.5 from
Theorem 1.6. There exist non rotationally symmetric, immersed minimal surfaces in
R3 bounded by two concentric p-coverings of circles in parallel planes if p ≥ 2.
There are some results in the literature concerning bifurcation of constant mean
curvature (CMC) submanifolds. In particular in [32] the authors studied bifurcation of
(compact portions of) CMC nodoids in R3 whose boundary consists of two fixed coaxial
circles of the same radius lying in parallel planes. This situation presents some sim-
ilarity with our problem. However we used different techniques to obtain bifurcation
of catenoids. The novelty in our approach is to consider bifurcation of p-coverings of
catenoids. If p ≥ 2 we can apply the theorem of Crandall-Rabinowitz (see [17]) to prove
that bifurcation occurs and produces non rotationally symmetric minimal surfaces.
Let us mention that in a series of papers (see [28], [29], [30] and the references
therein) T. Iwaniec and J.Onninen studied harmonic mappings with the same form of
Hopf differential i.e. Hu(z) = cz2 with c real. One of their purpose was to minimize the
Dirichlet Energy on an annulus among some class of homeomorphisms. The common
feature of their problem and ours is that we are both interested in critical points of the
Dirichlet energy among maps with a given homotopy class at the boundary. The main
difference is that they considered one-to-one mapping while we allow maps which are
not one to one. They also made a link between such mappings and minimal surfaces
(see [28]).
The paper is organized as follows: part 2 is devoted to known analytic results and to
the analysis of lack of compactness for minimizing sequences of the energy, in section 3
we present the properties of the Hopf quadratic differential of solutions of our problem
and make a link with minimal surfaces theory. In section 4 we study holomorphic
solutions of the problem. Section 5 is devoted to a discussion on radial solutions of (1).
In section 6 we prove theorem 1.6.
2 Preliminaries
2.1 Notations and definitions
Throughout the paper we use the following notations:
* The vectors a = (a1, a2) are identified with complex numbers a = a1 + ia2.
* a ∧ b stands for the vector product a ∧ b = a1b2 − a2b1 = i2(ab¯− a¯b) = det(a, b).
* 〈a, b〉 stands for the scalar product 〈a, b〉 = a1b1 + a2b2 = 12(ab¯+ a¯b).
* D denotes the unit disc, S1 denotes the unit circle. More generally we set Dr :=
{z ∈ C; |z| < r} and Cr := {z ∈ C; |z| = r}.
* Ar := {z ∈ C; r < |z| < 1}.
* The orientation of simple curves (in particular ∂ω and ∂Ω) in R2 is assumed to
be counter-clockwise. We denote by τ the unit tangent vector pointing counter-
clockwise and ν the outer unit normal vector, hence (ν, τ) is direct on ∂Ω and
(ν, τ) is indirect on ∂ω.
The main ingredient of the functional setting adapted to the study of critical points
of E in I is the degree. Let us recall this notion, we refer to [12], [13] and the references
therein for more on this subject. Let Γ be a smooth, simple, closed curve.
Definition 2.1. Let g : Γ→ S1, the degree of g is the following quantity:
deg(g,Γ) =
1
2pi
∫
Γ
g ∧ ∂τgdτ.
The degree of a function is an integer and it measures the algebraic change of phase
of g. A.Boutet de Monvel and O.Gabber have noticed that we can still define a degree
for maps g ∈ H 12 (Γ,S1) (see [11] and [12]). This degree is defined by approximation,
indeed C∞(Γ,S1) is dense in H 12 (Γ,S1) and we can see that the degree is continuous
with respect to the strong H
1
2 convergence. Here are well-known properties of the
degree (c.f. [12] or [13]):
Lemma 2.1. Let g, h ∈ H1/2(Γ,S1). Then the following hold.
1) If g is continuous, then the degree of g in the sense H1/2 maps is the same as the
degree of g in the sense of continuous maps.
2) deg(gh) = deg(g) + deg(h).
3) deg(g) = − deg(g).
4) deg(g/h) = deg(g)− deg(h).
The degree can be used to characterize the connected components of I. These
are exactly the sets Ip,q = {u ∈ I; deg(u, ∂Ω) = p and deg(u, ∂ω) = q}, defined in
introduction:
Proposition 2.1 ([11]). The Ip,q are the connected components of I. They are open
and closed in I for the topology induced by the H1(A) norm.
I =
⋃
p,q∈Z2
Ip,q.
This proposition allows us to say that if a minimizer for the energy E in the class
Ip,q exists then it is a local minimizer of the energy in I and hence a solution of (1). As
stated in the introduction the degree is not continuous under the weak H1 convergence.
That is why finding solutions of (1) is a non trivial problem.
The statement of theorem 1.3 shows that the capacity of an annulus is an essential
notion in the study of problem (1).
Definition 2.2. Let A be a doubly connected domain. Let V ∈ C∞(A,R) be a solution
of 
∆V = 0, in A,
V = 1, on ∂Ω,
V = 0, on ∂ω.
(13)
then
cap(A) :=
1
2
∫
A
|∇V |2dx. (14)
The capacity of a domain is preserved under conformal transformations and for an
annulus G = DR \ Dr it holds cap(G) = 2piln(R/r) . The capacity measure the “thickness”
of the domain. Every annular domain A is conformally equivalent to an annulus A% =
{z ∈ C; % < |z| < 1} with 2pi
ln(1/%)
= cap(A).
Many lemmas collected in the rest of this section were first proved for the G.L
energy, or the G.L equation their proof can be found in [6],[5],[21]. Their adaptation to
the Dirichlet energy is straightforward.
2.2 Properties of solutions of (1)
In this subsection we state two classical results concerning elliptic partial differential
equations: regularity and maximum principle.
Proposition 2.2. Let u be a solution of (1) then u is in C∞(A).
Proof. Since we have ∆u = 0 in A, u is harmonic and a classical result says that
u ∈ C∞(A). It is the smoothness up to the boundary which is nontrivial and for that
we refer to lemma 4.4 in [5].
Proposition 2.3. Let u be a solution of (1) then
|u| ≤ 1, in A. (15)
The latter proposition is an application of the maximum principle and can be found
in [10] for the G.L equation.
2.3 Minimizing sequences: price lemma and insertion of bub-
bles
The lemmas presented here are very similar to those in [33]. It is because the problem
studied in [33] presents some similarity with our problem. First we can construct test
functions that give us some estimation about the value of m(p, q).
Lemma 2.2. ([21]) For u ∈ Ir,s , (p, q) ∈ Z × Z and δ > 0 there exists v ∈ Ip,q such
that
E(v) ≤ E(u) + pi(|p− r|+ |q − s|) + δ.
In particular
m(p, q) ≤ m(r, s) + pi(|p− r|+ |q − s|).
We can deduce from this lemma, since m(0, 0) = 0 that
m(p, q) ≤ pi(|p|+ |q|). (16)
The next lemma gives us some information about the “cost” for a weak limit to
jump in another class.
Lemma 2.3 ([5],[6]). Let {u(n)} ⊂ Ip,q be a sequence that converges to u weakly in
H1(A,R2) with u ∈ Ir,s. Then
E(u) ≤ lim inf
n→+∞
E(u(n))− pi(|p− r|+ |q − s|).
These two lemmas used together allow us to make a first description of what can
happen to a minimizing sequence in Ip,q for E. The proof of the following lemma is
inspired by [33].
Lemma 2.4. Assume that a minimizing sequence {u(n)} ⊂ Ip,q for m(p, q) converges
weakly to some u ∈ Ir,s. Then
E(u) = lim inf
n→+∞
E(u(n))− pi(|p− r|+ |q − s|),
and u minimizes energy in Ir,s that is
E(u) = m(r, s).
Proof. Thanks to lemma 2.3 we have
E(u) ≤ lim inf
n→+∞
E(u(n))− pi(|p− r|+ |q − s|).
But thanks to lemma 2.2
E(u) ≥ m(r, s) ≥ m(p, q)− pi(|p− r|+ |q − s|)
thus
E(u) = m(p, q)− pi(|p− r|+ |q − s|)
and we can apply lemma 2.2 again to obtain
m(r, s) ≤ E(u) ≤ m(r, s)
hence
E(u) = m(r, s).
With the notation of lemma 2.4, it means that if the infimum m(p, q) is not attained
then the weak limit of a minimizing sequence falls into an another class where the
infimum is attained.
To conclude this section let us state a stronger version of lemma 2.2 which allows
us to give a little better description of the behavior of the minimizing sequences.
Lemma 2.5. ([38] ) Let u ∈ Ip,q be a solution of the Laplace Equation with semi-stiff
boundary conditions and k ∈ N∗.
i) Assume that there is x0 ∈ ∂Ω such that
u ∧ ∂τu(x0) > −〈u, ∂νu〉(x0),
then there exists v ∈ Ip−k,q such that
E(v) < E(u) + kpi.
ii) Assume that there is x0 ∈ ∂Ω such that
u ∧ ∂τu(x0) < 〈u, ∂νu〉(x0),
then there exists v ∈ Idp+k,q such that
E(v) < E(u) + kpi.
The proof of this result can be found in [38].
Remark 2.1. If one writes locally near the boundary u = %eiϕ then
u ∧ ∂τu(x0) = ∂τϕ(x0)
〈u, ∂νu〉(x0) = ∂ν%(x0).
Lemma 2.6. Let (un) ⊂ Ip,q be a minimizing sequence for E, (limn→∞E(un) =
m(p, q)), up to extraction we have un converges weakly to some u in H
1 and u ∈ Ir,s
for some (r, s) ∈ N2.
1) If p > 0 then r ≤ p.
2) If q > 0 then s ≤ q.
3) If p < 0 then r ≥ p.
4) If q < 0 then s ≥ q.
Proof. Let us suppose that p > 0. By contradiction if r > p then (if we write locally
u = %eiϕ)
∂ϕ
∂τ
(x) ≤ −∂%
∂ν
(x) ∀x ∈ S1. (17)
Indeed assume that (17) is not true then thanks to the lemma 2.5 you can find v ∈ Ip,q
such that
E(v) < E(u) + pi(|p− r|+ |q − s|).
However thanks to the lemma 2.4 we have
E(u) = m(p, q)− pi(|p− r|+ |q − s|)
and then
E(v) < m(p, q)
this is a contradiction since v ∈ Ip,q.
Furthermore the Hopf maximum principle tells us that ∂%
∂ν
≥ 0 on ∂A thus
∂ϕ
∂τ
≤ 0 on ∂Ω
and by integrating over ∂Ω we find that
2pir ≤ 0.
The proof is the same for the other cases.
3 Hopf differentials of solutions of (1)
In this section we present the main tool used to prove the results of this paper: the
Hopf quadratic differential. We refer to [27] for properties of the Hopf differential.
Definition 3.1. Let u : A→ C, the Hopf quadratic differential of u is
Q(u) = Hu(z)(dz)2 = 14
[|∂xu|2 − |∂yu|2 − 2i〈∂xu, ∂yu〉](dz)2
= (∂zu)(∂z¯u))(dz)
2
= (∂zu)(∂zu¯)(dz)
2
(18)
Proposition 3.1. Let u : A→ C.
1) If u is harmonic (∆u = 0), then Hu is holomorphic.
2) Hu = 0 is equivalent to u conformal (i.e. u holomorphic or u anti-holomorphic).
Proof. 1) Assume that ∆u = 0. Recall that ∆v = 4∂z¯∂zv and let us compute
∂z¯Hu(z) = 4(∂z¯∂z)u∂zu¯+ 4∂zu(∂z¯∂z)u¯
= ∆u∂zu¯+ ∂zu∆u¯
= 0.
Hence ∂z¯Hu(z) = 0 that is Hu is holomorphic.
2) Hu = 0 is equivalent to 〈∂xu, ∂yu〉 = 0 and |∂xu| = |∂yu|. This means precisely
that the differential of u (which is a 2 × 2 matrix) is a similitude, and that is the
definition of a conformal application.
The conformal invariance of the Dirichlet energy allows us to work in an annulus
which is a rotational symmetric domain, then we will work in polar coordinates z = reiθ,
with % < r < 1 and 0 ≤ θ < 2pi. A simple computation shows that we can write
4z2Hu(z) = r2|∂ru|2 − |∂θu|2 − 2ir〈∂ru, ∂θu〉. (19)
Lemma 3.1. Let u be a solution of (1), then z2Hu(z) = c ∈ R in A.
Proof. We have that u is smooth up to the boundary and that z2Hu(z) is holomoprhic
in A thanks to proposition 3.1. On ∂Ω = S1 we have ∂νu = ∂ru and ∂τu = ∂θu. Hence
〈∂ru, ∂θu〉 = 0, on S1.
Indeed on S1 we have u ∧ ∂ru = 0 according to (1) and 〈u, ∂θu〉 = 0 because |u|2 = 1.
The same method with ∂νu = −∂ru and ∂τu = 1%∂θu on C% leads to
〈∂ru, ∂θu〉 = 0, on C%.
Thus z 7→ z2Hu(z) is holomorphic in A and takes real values on ∂A. We can conclude
that this function is real valued in all A. Indeed the imaginary part of z2Hu(z) is
harmonic inA and null on ∂A thus it is identically null onA. z2Hu(z) being holomorphic
and real-valued we deduce that it is constant in A.
Thanks to this lemma we can say that if u is a solution of (1) then
r2|∂ru|2 − |∂θu|2 = c in A (20)
〈∂ru, ∂θu〉 = 0, in A. (21)
There is a strong link between C-valued harmonic function, their Hopf differential
and minimal surfaces. In order to explain this link let us recall few facts about and
minimal surfaces theory. We also refer to [26] for more explanations on the link between
the Hopf quadratic differential, harmonic maps and minimal surfaces.
Definition 3.2. Let V ⊂ R2 ' C be a domain. X : V → R3 is a conformal (or
isothermal) parametrization of a surface if X is an immersion (i.e. |∂xX ∧ ∂yX|
is never zero in V ) and { 〈∂xX, ∂yX〉 = 0
|∂xX|2 = |∂y|2 = 0 (22)
It is well-known( see [19] p.77) that we can represent every regular surface of class
C2 by conformal parameters.
Now we take advantage of the complex variable. If we set X = (u, h) = (u1, u2, h) then
u : V → C and the conformality relations (22) reduce to one complex equation
∂zu1
2 + ∂zu2
2 + ∂zh
2 = 0. (23)
A direct computation shows that
∂zu
2
1 + ∂zu
2
2 = (∂zu1 + i∂zu2)(∂zu1 − i∂zu2)
= ∂zu∂z¯u
= Hu.
(24)
Hence the conformality relations mean that
Hu + ∂zh2 = 0 (25)
thus we see how the Hopf quadratic differential appears in surface theory.
Proposition 3.2. ([28] ) Let V ⊂ C be a domain and X = (u, h) : V → C×R = R3 be
the conformal representation of a surface (not necessarily minimal). Then
* the function ∂zu∂zu admits a continuous branch of square root in V ,
* for each smooth closed curve Γ ⊂ V we have
Re
∫
Γ
−i
√
∂zu∂zudz = 0
* the real isothermal coordinate is given by
h = Re
∫ z0
z
−2i
√
∂zu∂zudz
where the line integral runs along any smooth curve γ ⊂ V beginning at a given
point z0 ∈ V and terminating at z.
Since we are interested in harmonic C-valued functions we now explain how they
are linked to minimal surface theory.
Proposition 3.3. ([19] p.72) Let X = (u1, u2, h) : V → R3 be a conformal parametriza-
tion of a surface. Then this surface is minimal if and only if ∆X = 0 i.e. ∆u1 = ∆u2 =
∆h = 0.
Now we can state a proposition which allows us to build a minimal surface from a
C-valued harmonic function and its Hopf differential .
Proposition 3.4. Let u : V → C be a complex harmonic function and Hu(z) = ∂zu∂zu
its Hopf quadratic differential. Then locally outside the zeros of odd order of Hu if we
set
h(z) = Re
∫ z
z0
−2i
√
Hu(z)dz (26)
where the line integral runs along any smooth curve γ ⊂ V beginning at a given point
z0 ∈ V and terminating at z, then X = (u, h), defined locally, is the isothermal
parametrization of a minimal surface.
Proof. Locally, near a point z0 such that Hu(z0) 6= 0 or near every zero of even order
of Hu, in simply connected sub-domains, we can always define h by the relation (26).
This function h is harmonic because it is the imaginary part of an holomorphic function.
Hence if we want to show that X defines a minimal surface we only must show that
X = (u, h) is a conformal parametrization thanks to proposition 3.3. We must then
show that
Hu + ∂zh2 = 0.
But this fact comes from the definition of h and from the fact that if U is a holomorphic
function then
U ′(z) = ∂zU = 2
∂Re(U)
∂z
thus with the definition (26) we find that
∂zh = i
√
Hu
and then
Hu + ∂zh2 = 0.
Remark 3.1. The surface is planar (h ≡ 0) if and only if u is conformal. The global
lifting exists provided the imaginary part of the integral in (26) is single valued. Since
we are interested in Hu(z) = cz2 it will be the case if c < 0, because in this case the
imaginary part of this term will be ln |z|, but not in the case where c > 0 (the imaginary
part of the term will be arg(z)).
4 The case c = 0: holomorphic solutions
Let u be a solution of (1) then Hu(z) = cz2 . What can we say about solutions with
c = 0 i.e. what can we say about conformal solutions of (1)? More precisely do such
solutions exist? If yes in which Ip,q? Are they minimizing? We will restrict ourselves
to holomorphic solutions, the antiholomorphic case being obtained by conjugation.
We first recall a formula which will be very useful in this section (see also [12]).
Proposition 4.1. Let u ∈ Ip,q then∫
A
∂xu ∧ ∂yu = pi(p− q).
Proof. This is an application of the divergence formula. We have
∫
A
∂xu ∧ ∂yu = 1
2
∫
A
[∂x(u ∧ ∂yu) + ∂y(∂xu ∧ u)]
=
1
2
∫
∂A
[(u ∧ ∂yu)ν1 + (∂xu ∧ u)ν2]
=
1
2
∫
∂A
u ∧ (ν1∂yu− ν2∂xu)
=
1
2
∫
∂Ω
u ∧ (τ1∂xu+ τ2∂yu)− 1
2
∫
∂ω
u ∧ (τ1∂xu+ τ2∂yu)
=
1
2
∫
∂Ω
u ∧ ∂τu− 1
2
∫
∂ω
u ∧ ∂τu
= pi(p− q).
Where we used that τ1 = −ν2 and τ2 = ν1 on ∂Ω because (ν, τ) is direct on ∂Ω whereas
τ1 = ν2, τ2 = −ν1 on ∂ω because (ν, τ) is direct on this boundary.
We note that if u is holomorphic and u belongs to I then the difference between
the degrees at the boundaries gives exactly the number of zeros of u.
Lemma 4.1. Let u be holomorphic and u ∈ Ip,q then p ≥ q and u possesses exactly
p− q zeros in A counted with their multiplicities.
Proof. If u is holomorphic in A we have ∂xu∧ ∂yu ≥ 0 because the differential of u is a
direct similitude. Hence we obtain thanks to the previous lemma that
∫
A
∂xu ∧ ∂yu =
pi(p−q) ≥ 0. Now since u is holomorphic its zeros are isolated in A, and hence there is a
finite number of zeros of u in A because A is compact. Let us denote by N the number
of zeros of u in A (counted with multiplicity) and by m the number of distinct zeros.
Let z1, ..., zm be the zeros of u in A and r > 0 small enough for D(zi, r) to contain only
zi as a zero of u for all 1 ≤ i ≤ m. We set B := A \
⋃m
i=1D(zi, r). The function u does
not vanish in B so we can set T := u|u| in B. We then have∫
B
∂xT ∧ ∂yT = deg(T, ∂Ω)− deg(T, ∂ω)−
m∑
i=1
deg(T, ∂D(zi, r)) (27)
thanks to the divergence formula (this is a formula analog to 4.1). However because T
is S1 valued we have
∫
B ∂xT ∧ ∂yT = 0 and hence we find that
deg(T, ∂Ω)− deg(T, ∂ω) =
m∑
i=1
deg(T, ∂D(zi, r))
deg(u, ∂Ω)− deg(u, ∂ω) =
m∑
i=1
deg(T, ∂D(zi, r))
p− q =
m∑
i=1
deg(T, ∂D(zi, r)). (28)
We now claim that deg(T, ∂D(zi, r)) is the multiplicity of zi as a zero of u. Indeed
deg(T, ∂D(zi, r)) measures the algebraic change of phase of T (and hence of u because
T = u|u|) on ∂D(zi, r). The variation of the argument (or the phase) of u is also given
by
1
2pii
∫
∂D(zi,r)
u′(z)
u(z)
dz.
But the argument principle for holomorphic functions (cf. [43] th.4.1 p.90) gives us that
1
2pii
∫
∂D(zi,r)
u′(z)
u(z)
dz is the number of zeros of u inside D(zi, r) counted with multiplicity
thus it is equal to the multiplicity of zi as a zero of u. And thus (28) implies that
N = p− q.
Lemma 4.2. Let u be holomorphic, u ∈ Ip,q then p > 0 and q < 0.
Proof. If u is holomorphic in A and u ∈ Ip,q thanks to the previous lemma p ≥ q and
u possesses exactly p − q zeros in A. Let % < µ < 1 with µ close enough to 1 such
that u has no zero in Aµ := {z ∈ C;µ < |z| < 1}. We set G = ln |u|, the logarithm of
the modulus of an holomorphic function which does not vanish is an harmonic function
thus we have 
∆G = 0, in Aµ,
G = 0, on S1,
G = ln |u|, on Cµ.
(29)
Now the maximum principle for holomorphic functions tells us that |u| < 1 inside
the ring A, hence G = ln |u| < 0, on Cµ. Applying the Hopf’s lemma (see [22] p.330)
we find that
∂G
∂ν
(x) > 0, ∀x ∈ S1.
But ∂G
∂ν
(x) = ∂(ln |u|)
∂ν
= 1|u|
∂|u|
∂ν
= ∂|u|
∂ν
(x), ∀x ∈ S1 (recall that |u| = 1 on S1). We
also have
∂|u|
∂ν
=
1
2|u|
∂|u|2
∂ν
=
1
|u| 〈u,
∂u
∂ν
〉 = 1|u|u ∧
∂u
∂τ
the last equality being true because (ν, τ) is direct on S1 then ∂u
∂ν
and ∂u
∂τ
are directly
orthogonal since u holomorphic. Hence
2pip =
∫
S1
u ∧ ∂τu =
∫
S1
∂G
∂ν
> 0
and p > 0. We can apply a similar argument on the other boundary C% but this time
(ν, τ) is indirect thus 〈u, ∂u
∂ν
〉 = −u ∧ ∂u
∂τ
and q < 0.
Remark 4.1. Let u be a holomorphic function, if u belongs to the space I then u
satisfies the system (1). Indeed
* ∆u = 0 because the real and imaginary parts of a holomorphic function are har-
monic.
* Because of the fact that |u| = 1 on ∂A we have 〈u, ∂τu〉 = 0 on ∂A, but ∂τu and
∂νu are orthogonal on ∂A because u is holomorphic, hence u∧ ∂νu = 〈u, ∂τu〉 = 0
on ∂Ω and u∧ ∂νu = −〈u, ∂τu〉 = 0 on ∂ω (the sign depending on the orientation
of (ν, τ)).
This means that holomorphic functions are natural candidates for the problem (1).
Lemma 4.3. Let p ≥ 0 ≥ q then m(p, q) = pi(p + |q|) and u is a minimizer of E in
Ip,q if and only if u is holomorphic.
Proof. If p = q = 0 then constant solutions in S1 are minimizers. During the proof we
always assume that p > 0 ≥ q. We have the following point-wise equalities
1
2
|∇u|2 = ∂xu ∧ ∂yu+ 2|∂zu|2
1
2
|∇u|2 = −∂xu ∧ ∂yu+ 2|∂zu|2.
Hence we have E(u) = 1
2
∫
A
|∇u|2 ≥ | ∫
A
∂xu ∧ ∂yu| and an integration by parts
(formula 4.1) gives E(u) ≥ pi|p− q|. Then if p > 0 and q ≤ 0
E(u) ≥ pi(p+ |q|)
with equality if and only if u is holomorphic. But lemma 2.2 tells us that
m(p, q) ≤ pi(p+ |q|)
thus we can conclude that m(p, q) = pi(p + |q|) and that if a minimizer exists it must
be holomorphic. Conversely if u is holomorphic thanks to the previous computation we
find that u minimizes the energy in Ip,q.
This lemma allows us to prove the following part of point 2) of theorem 1.2.
Proposition 4.2. There is no minimizer of E in Ip,0 with p > 0.
Proof. Indeed there is no minimizer in Ip,0 with p > 0 because if this minimizer exists
it should be holomorphic. But lemma 4.2 says that there is no holomorphic function in
Ip,0.
A similar result was obtained with a different proof in [7] (see lemma 9.9 p.1001)
but only in the case I1,0. The authors proved that there is no minimizer of E in I1,0
because there is no holomorphic function in I1,0.
Proposition 4.3. If p > 0 > q then there is an infinite number of critical points of E
in Ip,q and these are holomorphic solutions which can be written explicitly. Furthermore
every solution is energy minimizing.
For the proof of this proposition we give an explicit formula for a solution and we
will check that it satisfies all the desired properties. We explain in the remark below
the heuristic of the derivation of this formula. Let p > 0 > q be two integers. We
choose p− q points x1, x2, ..., xp−q in A which satisfy:
−
p−q∑
i=1
ln |xi|
ln %
= q. (30)
Note that it is possible to realize these conditions since 0 <
∑p−q
i=1
ln |xi|
ln %
< p− q because
% < |xi| < 1 for all 1 ≤ i ≤ p− q and p− q > |q|. We then set
u(z) := zq
p−q∏
i=1
|xi|
1− z
xi
1− zxi
+∞∏
k=1
(1− %2kz
xi
)(1− %2kxi
z
)
(1− %2k
zxi
)(1− %2kzxi)
. (31)
We want to show that
1) u is holomorphic in A,
2) u ∈ I i.e. |u| = 1 on S1 and on C%,
3) deg(u,C%) = q and deg(u,S1) = p.
To this end we set
fxi(z) :=
1− z
xi
1− zxi
+∞∏
k=1
(1− %2kz
xi
)(1− %2kxi
z
)
(1− %2k
zxi
)(1− %2kzxi)
(32)
we can thus rewrite
u(z) = zq
p−q∏
i=1
xifxi(z).
We have
Lemma 4.4. For all 1 ≤ i ≤ p− q
i) fxi is a meromorphic function on C.
ii) fxi has simple zeros at the points
xi
%2k
for all k ∈ N and %2kxi for all k ∈ N∗.
iii) fxi has simple poles at the points
%2k
xi
for all k ∈ N and 1
%2kxi
for all k ∈ N∗.
iv) fxi(z) = fxi(z) for all z ∈ C.
v) For all z ∈ C it holds fxi(z)fxi(1z ) = 1|xi|2 and fxi(z)fxi(
%2
z
) = 1.
Proof. i) To prove the first point it suffices to prove that each infinite product converges
and is a holomorphic function in C. For example for
∏+∞
k=1(1 − %
2kz
xi
) it holds that
|%2kz
xi
| < %2k−1|z| because |xi| > %. Besides since % < 1 the sum
∑
k≥1 %
2k−1|z| is
finite for all z ∈ C. This implies (see for example proposition 3.2 p.141 in [43]) that∏+∞
k=1(1− %
2kz
xi
) < +∞ and this product is holomorphic in C. The proof goes the same
way for the three other infinite products in fxi .
Points ii),iii) and iv) are immediate from the definition of fxi .
The point v) is obtained via the following computations:
fxi(z)fxi(
1
z
) =
(1− z
xi
)(1− 1
xiz
)
(1− zxi)(1− xiz )
+∞∏
k=1
(1− %2kz
xi
)(1− %2kxi
z
)(1− %2k
xiz
)(1− %2kxiz)
(1− %2k
xiz
)(1− %2kxiz)(1− %2kzxi )(1−
%2kxi
z
)
=
(1− z
xi
)(1− 1
xiz
)
(1− zxi)(1− xiz )
=
1
|xi|2 (33)
and
fxi(z)fxi(
%2
z
) =
(1− z
xi
)(1− %2
xiz
)
(1− zxi)(1− %2xiz )
+∞∏
k=1
(1− %2kz
xi
)(1− %2kxi
z
)(1− %2k+2
xiz
)(1− %2k−2xiz)
(1− %2k
xiz
)(1− %2kxiz)(1− %2k−2zxi )(1−
%2k+2xi
z
)
=
1− z
xi
1− zxi ×
1− zxi
1− z
xi
+∞∏
k=1
(1− %2kz
xi
)(1− %2kxi
z
)(1− %2k
xiz
)(1− %2kxiz)
(1− %2k
xiz
)(1− %2kxiz)(1− %2kzxi )(1−
%2kxi
z
)
= 1. (34)
Proof of proposition 4.3. We now go back to the proof of proposition 4.3. To prove
that u is holomorphic in A it suffices to apply the previous lemma 4.4 and to observe
that u has no pole in A (the points %
2k
xi
for k ∈ N and 1
%2kxi
for k ∈ N∗ are not in A).
We now prove the point 2) that is u ∈ I. For all z ∈ S1 we have z = 1
z
. Thus for all
z ∈ S1:
|u(z)|2 = u(z)u(z)
=
p−q∏
i=1
|xi|2fxi(z)fxi(z).
we use points iv) and v) of lemma 4.4 to obtain that for all z ∈ S1
|u(z)|2 =
p−q∏
i=1
|xi|2fxi(z)fxi(z)
=
p−q∏
i=1
|xi|2fxi(z)fxi(
1
z
)
=
p−q∏
i=1
|xi|2 1|xi|2
= 1. (35)
Hence |u| = 1 on S1. Likewise for all z ∈ C%
|u(z)|2 = u(z)u(z)
= |z|2q
p−q∏
i=1
|xi|2fxi(z)fxi(z)
= %2q
p−q∏
i=1
|xi|2fxi(z)fxi(z)
= %2q
p−q∏
i=1
|xi|2fxi(z)fxi(
%2
z
)
= %2q
p−q∏
i=1
|xi|2
= 1 (36)
the last equality being true because of the choice (30) that is q = −
p−q∑
i=1
ln |xi|
ln %
and
p−q∏
i=1
x2i ∈ R+. We then have u ∈ I.
To conclude the proof we only need to show that deg(u,C%) = q. Indeed since u has
p − q zeros in A and since deg(u,S1) − deg(u,C%) = number of zeros of u in A (c.f.
proposition 4.1) we will deduce that deg(u,S1) = p. For all N ∈ N∗ we set
uN(z) = z
q
p−q∏
i=1
xi
1− z
xi
1− zxi
N∏
k=1
(1− %2kz
xi
)(1− %2kxi
z
)
(1− %2k
zxi
)(1− %2kzxi)
.
The functions uN are meromorphic on C. We count the number of zeros and poles
of uN inside the disk D%. The zeros of uN inside this disk are at the points %2kxi for
1 ≤ k ≤ N . We can see that 0 is a pole of order |q| (let us recall that q < 0) of uN
and its other poles inside D% are simple and are at
%2k
xi
for 1 ≤ k ≤ N . We then use the
variation of argument principle (see for example [43] p.90) to obtain that∫
C%
u′N(z)
uN(z)
dz = −2ipi|q|. (37)
But we have that uN converges uniformly to u near C%. Thus u
′
N converges uniformly
to u′ near C%. We can pass to the limit and obtain
1
2ipi
∫
C%
u′(z)
u(z)
dz =
1
2pi
∫
C%
u ∧ ∂τu
= deg(u,C%)
= q.
This concludes the proof of the proposition because we showed that every holomorphic
functions in I is minimizing in its class Ip,q for p > 0 > q. (c.f. lemma 4.3).
Several remarks are in order concerning this proof. We want to indicate how we
derived the formula (31) for holomorphic solutions in I. If we assume that such a
function u ∈ Ip,q exists. Then u has p − q zeros counted with their multiplicities (c.f.
lemma 4.1). We denote them by x1, x2, ..., xp−q. We then set G = ln |u| , since u is
holomorphic in A, G satisfies
∆G = 2pi
p−q∑
i=1
δxi , in A,
G = 0, on S1,
G = 0, on C%
(38)
where δxi denotes the Dirac measure at xi. Since the problem (38) is linear, to solve it
it suffices to find a solution of
∆G = 2piδx0 , in A,
G = 0, on S1,
G = 0, on C%
(39)
where x0 is a point in A. By definition a solution of (39) is called a Green’s function.
Hence we must find a Green function in the ring A. This Green’s function is unique
for each x0 ∈ A. We can find the construction of such a Green’s function in the book
of Courant and Hilbert [16] p.388-389. In fact Courant and Hilbert affirm that in
order to find a Green’s function in a ring it suffices to find a holomorphic function, with
modulus constant equal to one on the boundaries with a simple zero in x0. However the
holomorphic function that they give is not a function but a multivalued function. We
do not want to discuss here the notion of multivalued function, we just call multivalued
a function where appears a term of the form zα with α non integer. Note that a
holomorphic function in I with a simple zero should be either in I1,0 or in I0,−1 but
lemma 4.2 says that there is no holomorphic function in such class.
If x0 ∈ C then thanks to similar computations done in proposition 4.3 it can be shown
that the solution of (39) is
Gx0 = ln |Fx0 |
where
Fx0 = |x0|z
− ln |x0|
ln %
1− z
x0
1− zx0
+∞∏
k=1
(1− %2kz
x0
)(1− %2kx0
z
)
(1− %2k
zx0
)(1− %2kzx0)
Thus a solution of (38) is given by
G = ln |Fx1Fx2 ...Fxp−q |
and we can show that Fx1Fx2 ...Fxp−q is an holomorphic (single-valued) function if and
only if
p−q∑
i=1
ln |xi|
ln %
is an integer. This is exactly the condition (30). Thus this geometric
condition on the positions of the xi are sufficient and necessary for an holomorphic
function in I with prescribed zeros at the xi’s to exist.
5 The case c 6= 0 : properties of radial solutions
5.1 Non existence of solutions with c 6= 0 in Ip,q if p 6= q
Proposition 5.1. Let u be a solution of (1) in Ip,q with c 6= 0, where c is the constant
in the Hopf differential (18) then p = q.
Proof. Let u be a solution of (1) with c 6= 0, we have thanks to lemma 3.1
r2|∂ru|2 − |∂θu|2 = c.
* If c > 0 then we can see that ∂ru does not vanish in A. We can then set T :=
∂ru
|∂ru| : A → S1. The map T takes all its values in S1 then it has same degree
on the two boundaries of A, i.e. on S1 and C%. This comes from the fact that
∂xT ∧ ∂yT = 0 because T is S1-valued and from the following formula which is
true for all T in I (c.f. proposition 4.1)∫
A
∂xT ∧ ∂yT = deg(T,S1)− deg(T,C%). (40)
But we claim that deg(T,S1) = deg(u,S1) and deg(T,C%) = deg(u,C%).
Indeed on ∂A we have
T ∧ u = 0
because u∧ ∂ru = 0 on ∂A thanks to (1). Then on S1 there exists a real function
λ1 such that ∂ru(e
iθ) = λ1(θ)u(e
iθ).
We can write λ1 =
∂ru
u
because |u| = 1 on S1, thus λ1 is continuous and does not
vanish thus λ1 has constant sign. Then T = u on S1 or T = −u on S1 and hence
deg(T,S1) = deg(u,S1). On the other hand for the same reason we also have on
C% the existence of λ2 such that ∂ru(%e
iθ) = λ2(θ)u(%e
iθ) and the same argument
as before implies that T = u on C% or T = −u on C% thus deg(T,C%) = deg(u,C%)
and finally
deg(u,S1) = deg(u,C%).
* If c < 0 then this time ∂θu does not vanish in A and we can consider the map
R := ∂θu|∂θu| . We can conclude by the same argument except that this time there
exists a function λ defined on ∂A such that ∂θu = iλu on ∂A. We have λ =
∂θu
u
on S1 then λ is continuous and does not vanish on S1. This implies that R = iu
or R = −iu on S1 and we can deduce that deg(R,S1) = deg(u,S1). The same
argument on C% provides us with deg(R,C%) = deg(u,C%) and then
deg(u,S1) = deg(u,C%).
Corollary 5.1. The following hold:
1) For all p ∈ N∗ there is no solution of (1) in Ip,0.
2) Let p > 0 > q two integers, there is no non-holomorphic solution of (1) in Ip,q
and hence no non-minimizing solution of (1) in Ip,q.
Proof. Proposition 5.1 implies that there is no solution in Ip,0 nor in Ip,q for p > 0 > q
integers with c 6= 0 (where c is the constant in the Hopf differential Hu(z) = cz2 ). Hence
1) if there exists a solution of (1) in Ip,0 for p > 0 then its Hopf differential satisfies
c = 0 and Hu(z) = 0 thus it must be holomorphic or antiholomorphic. How-
ever lemma 4.2 (and its straightforward adaptation to the antiholomorphic case)
implies that there is no holomorphic functions in Ip,0.
2) Again if there exists a solution of (1) in Ip,q with p > 0 > q then thanks that
what precedes it must be holomorphic or antiholomorphic. But we have seen in
lemma 4.3 that holomorphic solutions (or antiholomorphic solutions) minimize
the Dirichlet energy in Ip,q for p > 0 > q.
The corollary 5.1 and the results obtained in the previous section imply theorem
1.2.
Corollary 5.2. There is no solution of (1) in Ip,q with p > q > 0, in particular there
is no minimizer of E in Ip,q with p > q > 0.
Proof. This corollary is obtained by combining the preceding proposition 5.1 and lemma
4.2. Indeed we have seen that there is no solution of (1) with c 6= 0 in Ip,q if p > q > 0.
But if there is a solution with c = 0 then it must be conformal and because of lemma
4.2 we must have p and q of opposite signs.
In order to complete the proof of theorem 1.4 it remains to show
Proposition 5.2. Let p > q > 0 we have m(p, q) = m(q, q) + pi(p− q).
Proof. Thanks to the previous corollary 5.2 we know that m(p, q) is not attained. Let
(un) be a minimizing sequence for m(p, q) then, up to a subsequence un converges
weakly in H1 to some u ∈ Ir,s. Thanks to lemma 2.6 we have r ≤ p and s ≤ q, but
applying lemma 2.4 we also have that u minimizes the Dirichlet energy in its class, thus
u is a solution of (1) and
E(u) = m(r, s) = m(p, q)− pi[(p− r) + (q − s)].
We are going to prove that u belongs to some Id,d for some d ≥ 1. Indeed u can
not belong to some Ip′,q′ for p′ 6= q′ and p′, q′ > 0 because of corollary 5.2. Furthermore
because u is a solution of (1), we have several possibilities : either u ∈ Id,d for some
d ∈ Z or u ∈ Ir,s with r > 0 > s and u is holomorphic or u ∈ Ir,s with s > 0 > r and
u is antiholomorphic. We claim that the two last cases do not occur. Indeed if u ∈ Ir,s
with r > 0 > s and u is holomorphic for example. We then have
E(u) = pi(r + |s|) = lim
n→+∞
E(un)− pi(p− r + q + |s|)
= m(p, q)− pi(p+ q) + pi(r − |s|) (41)
The last equalities are obtained by using lemma 2.4 and 4.3. However because
we always have m(1, 1) = 2pi 1−%
1+%
< 2pi (c.f. theorem 1.1) we obtain that m(p, q) <
2pi + pi(p− 1 + q − 1) for p > q > 0 by lemma 2.2 and then
m(p, q) < pi(p+ q)
which implies, using (41) that pi(r + |s|) < pi(r − |s|) which is a contradiction. The
reasoning for u antiholomorphic is the same.
Thus we obtain that u ∈ Id,d for some d ∈ Z and
E(u) = m(d, d) = lim
n→+∞
E(un)− pi(p− d+ q − d) = m(p, q)− pi(p− d+ q − d). (42)
Hence we deduce that d ≥ 1. Indeed because m(p, q) < pi(p + q) if d ≤ 0 then
E(u) < 0 which is a contradiction. Thus thanks to what precedes we have that
m(p, q) = m(d, d) + pi(p− d+ q − d). (43)
for some 1 ≤ d ≤ q. If d = q the proposition is proved, but it can occur that d < q, in
this case we claim that
m(q, q) = m(d, d) + pi(q − d).
Indeed because of lemma 2.2 we have m(q, q) ≤ m(d, d)+2pi(q−d). But if m(q, q) <
m(d, d) + 2pi(q− d) applying lemma 2.2 again we obtain m(p, q) ≤ m(q, q) +pi(p− q) <
m(d, d) + 2pi(q − d) + pi(p − q) < m(d, d) + pi(p − d + q − d) which is a contradiction
with (43). This proves that m(p, q) = m(q, q) + pi(p− q).
Corollary 5.2 and proposition 5.2 proves theorem 1.4. In order to conclude this
subsection we prove that all solutions u of (1) which satisfy that (Re(u|∂A), Im(u|∂A))
are Steklov eigenfunctions are radially symmetric.
Proposition 5.3. Let u be a solution of (1) such that there exists a constant σ such
that ∂νu = σu on ∂A. Then u is radial i.e. u = αup := α
1
1+%p
(rp + %
p
rp
)eipθ or u =
αu˜p := α
1
1−%p (r
p − %p
rp
)eipθ for some constant of modulus one α and some p ∈ Z∗.
Proof. Let u be a solution of (1), assume furthermore that (Re(u|∂A), Im(u|∂A)) are
Steklov eigenfunctions. We then have
∂νu = σu, on ∂A
for some σ ∈ R. Using the fact that |u| = 1 on ∂A we find that |∂νu| = |σ| is constant
on ∂A. We know use (20) to obtain that
|∂θu|2 = −c+ σ2, on S1
|∂θu|2 = −c+ %2σ2on C%.
Near the boundaries of A we can write u = |u|eiϕ. Since |u| = 1 on ∂A we find
that |∂θu| = |∂θϕ|. Hence we deduce that |∂θϕ| is constant on each boundary of A.
Thus we obtain that ϕ(θ) = aθ + b on S1 and ϕ(θ) = a′θ + b′ on C% with (a′, b′) ∈ R.
Because deg(u,S1) = 1
2pi
∫ 2pi
0
∂θϕdθ and a similar relation is true on C% we find that
a, a′ are integers. Hence u is the harmonic extension of g = αeipθ on S1 (α ∈ S1)
and g = βeiqθ on C% (β ∈ S1) for some (p, q) ∈ Z2. We can compute explicitly these
harmonic extensions (for example using Fourier coefficients) and a simple but tedious
computation (see appendix B) shows that u is a solution if and only if u = αup or
u = αu˜p for some p ∈ Z2 and some α ∈ S1.
5.2 The case c < 0 : geometry of the catenoid
From now on, because of the previous corollary 5.2 we are looking for critical points of
E in Ip,p for p > 0 (the case p < 0 being obtained by complex conjugation). In this
subsection we are interested in solutions of (1) with c < 0 (where c is the constant in
the Hopf differential). This case is of particular importance because if u is a minimizer
of E in Ip,p then its Hopf differential satisfies c < 0 (c.f. proposition 5.4 below). We
will see that in this case a solution u can be lifted to a minimal surface bounded by
two p-coverings of circles in parallel planes. In degree one case the theorem of Shiffman
gives that this surface is a portion of catenoid and then all solutions of (1) in I1,1 with
c < 0 are radial. However if the degree p of the solution is greater than 2 then the
theorem of Shiffman does not apply and we will construct non radial solutions of (1)
in the next section.
Proposition 5.4. Let u be a minimizer of E in Ip,p then ∂u∂r = 0 on C√% and c < 0.
Proof. If ∂u
∂r
= 0 on C√% we have on C√%: c = 0− |∂θu|2 where c is the constant in the
Hopf differential (3.1), hence c ≤ 0 in A. However if c = 0 then u is holomorphic or
antiholomorphic and then u ∈ Ir,s with r > 0 > s or r < 0 < s thanks to lemma 4.2
and this is a contradiction with u ∈ Ip,p. The fact that ∂u∂r = 0 on C√% is a consequence
of the following lemma 5.1.
We set
Fp = {u ∈ H1(A√%,C); |u| = 1 a.e. on S1, deg(u,S1) = p}.
Er(u) :=
∫
Ar
|∇u|2
Lemma 5.1. Assume that there exists u ∈ Ip,p such that E%(u) = min{E%(v); v ∈ Ip,p}
then E√%(u) = min{E√%(v); v ∈ Fp}.
Conversely if there exists u0 such that E√%(u0) = min{E√%(v); v ∈ Fp} then there exists
u such that u is a minimizer of E in Ip,p.
Remark 5.1. Thanks to this lemma, in order to solve the problem (1) we can consider
the simpler problem of minimizing E in Fp. This problem is simpler because we prescribe
constraints only on one boundary. The condition obtained on the boundary C√% is a
Neumann homogeneous condition: ∂u
∂ν
= 0 on C√%. This lemma comes from an idea of
I.Shafrir and can be found in an other setting in the article of E.Sandier [39].
Let u ∈ Ip,p we set:
u1(z) =
{
u(z) if
√
% < |z| < 1,
u(%
z
) if % < |z| < √%.
u2(z) =
{
u(%
z
) if
√
% < |z| < 1,
u(z) if % < |z| < √%.
We have that u1, u2 ∈ H1(A,C) (A = A% = {z ∈ C; % < |z| < 1}). For example
for u1 we can see that u1 ∈ L2(A,C) thanks to the change of variable formula and the
fact that u ∈ L2(A,C). Furthermore because z = %
z
on C√% we have that u(z) = u(
%
z
)
on C√% and then ∇u1 = ∇u1A√% + ∇[u(%z )]1A\A√% . Then because the map z 7→ %z is
conformal we obtain
E%(u1) = 2
∫
A√%
|∇u|2
E%(u2) = 2
∫
A%\A√%
|∇u|2
Hence 2E%(u) = E%(u1) + E%(u2). Observe that if u ∈ Ip,p then u1 ∈ Ip,p and u2 ∈
Ip,p. Let us assume that u is a minimizer of E% in Ip,p then E%(u) = E%(u1) = E%(u2),
indeed if it were not the case either u1 or u2 would satisfy E%(ui) < E%(u), thus u1 and
u2 are also minimizers. Now let v ∈ Fp we have
E√%(v) ≥ E√%(u)
Indeed define
v1(z) =
{
v(z) if
√
% < |z| < 1,
v(%
z
) if % < |z| < √%.
We have v1 ∈ Ip,p and because u1 is a minimizer of E% we also have
E%(v1) ≥ E%(u1)
≥ 2E√%(u)
and
2E√%(v) ≥ 2E√%(u)
E√%(v) ≥ E√%(u)
then we can deduce that the restriction of u to A√% minimizes E√% in Fp.
Conversely if v ∈ Fp minimizes E√% it is not difficult to see, thanks to the previous
computation that
v1(z) =
{
v(z) if
√
% < |z| < 1,
v(%
z
) if % < |z| < √%.
minimizes E% in Ip,p. This proves the lemma and then the proposition 5.4.
Proposition 5.5. Let u be a solution of (1) with Hu(z) = −|c|z2 . If we set
h(x, y) =
√
|c| ln(x2 + y2), for (x, y) ∈ A
then
X : A → R3
(x, y) 7→ (u(x, y), h(x, y)) (44)
is a conformal immersion which parametrizes a minimal surface.
Proof. This is an application of proposition 3.4.
Proposition 5.6. Let p > 0 be an integer. Let u be a minimizer of the Dirichlet energy
E in Ip,p. Then the minimal surface obtained by the process of the previous proposition
5.5 is symmetric with respect to the plane {z = √|c| ln(%)} in R3.
Proof. This is a consequence of proposition 5.4. Indeed if u is a minimizer of E in Ip,p
then
∂ru = 0 on C√%
and Hu(z) = cz2 with c < 0. This imply that the minimal surface given by X =
(u, h) : A → R3, where h = 2√|c| ln(r) (with r = √x2 + y2) intersects the plane
{z = √|c| ln(%)} perpendicularly. Indeed the intersection between the minimal surface
and this plane is the plane curve X(
√
%eiθ), θ ∈ [0, 2pi[ and the normal of the surface
on this curve is given by
N =
∂xX ∧ ∂yX
|∂xX ∧ ∂yX| =
∂rX ∧ ∂θX
|∂rX ∧ ∂θX|
taken at (
√
%, θ) for θ ∈ [0, 2pi[. But because of the fact that ∂ru = 0 on C√% we obtain
that N is horizontal on the curve X(
√
%eiθ), θ ∈ [0, 2pi[ and hence the minimal surface
parametrized by X intersects the plane {z = √|c| ln(%)} perpendicularly. Now we use
the following classical symmetry result due to H.A. Schwarz (see [19] p.128) if a minimal
surface intersects some plane P perpendicularly, then P is a plane of symmetry of the
surface.
In the case Hu(z) = cz2 (c < 0) the minimal surface obtained by corollary 3.4 is a
minimal surface bounded by two p-coverings of circles in parallel planes. This is due to
the fact that |u| = 1 on ∂A and h = − ln r. In fact such a minimal surface gives rise
to a solution of (1) with c < 0. Thus the problem of finding solution of (1) with c < 0
and the problem of finding minimal surfaces bounded by two p-coverings of circles in
parallel planes are completely equivalent.
Proposition 5.7. Let X = (u, h) : A→ R2 be a conformal parametrization of a doubly
connected minimal surface bounded by two p-coverings of circles in parallel planes then
h = a ln r + b, with (a, b) ∈ R2
and u satisfies 
∆u = 0, in A,
|u| = C1, a.e. on S1
|u| = C2, a.e. on C%
u ∧ ∂νu = 0, a.e. on ∂A.
(45)
with C1, C2 two real constants.
Proof. The height function h is constant on each of the circles bounding the annular
ring, h being harmonic we must have h = a ln r + b. Indeed h solve an equation of the
following form 
∆h = 0, in A
h = c1, on S1
h = c2, on C%
(46)
This is a Dirichlet problem for the Laplacian and the solution is unique, of the form
h = a ln r + b. Now we apply proposition 3.2 to find that
Hu(z) = −(∂zh)2
But ∂zh =
1
2
(∂rh− i1r∂θh)e−iθ = b/2r e−iθ thus
Hu(z) = c
z2
with c = −b2/4 < 0. Now recall that
z2Hu(z) = r2|∂ru|2 − |∂θu|2 − 2ir〈∂ru, ∂θu〉
then we can deduce that
〈∂ru, ∂θu〉 = 0 in A. (47)
Moreover we have that |u| = C1 on S1 and |u| = C2 on C% because the surface is
bounded by two circles in parallel planes. This implies that 〈u, ∂θu〉 = 0 on ∂A. We
can then conclude from this and from (47) that
u ∧ ∂νu = 0, on ∂A.
Thanks to a theorem of M.Shiffman and the equivalence between the problem of
finding solutions of (1) with c < 0 and finding minimal surfaces bounded by two p-
covering of circles in parallel planes we can prove that every solution of (1) in I1,1, with
c < 0 is radial.
Theorem 5.1 ([42]). Let S be a compact minimal surface in R3 bounded by two plane
curves Γ1,Γ2 lying in parallel planes. If Γ1,Γ2 are circles then the intersection of S by
a plane parallel to the planes of Γ1,Γ2 is again a circle. If the two circles Γ1 and Γ2
have a common axis of symmetry then the minimal surface S is a portion of catenoid.
Theorem 5.2. Let u be any (non necessary minimizing) solution of (1) in I1,1 with
c < 0 then there exists α ∈ S1 such that
u(z) =
α
1 + %
(r +
%
r
)eiθ (48)
Let us recall that L.Berlyand and P.Mironescu proved in [5] that the function u1(z) =
1
1+%
(r + %
r
)eiθ is the only (modulo rotations) minimizer of E in I1,1.
If p > 1, the theorem of Shiffman and its proofs do not apply so we can not conclude
that every solution of (1) with c < 0 is radial. However we can use the same method
as L.Berlyand and D.Golovaty in [25] to prove that if the annulus is thin enough then
we have existence and uniqueness (modulo rotations) of a minimizer of E in Ip,p.
Theorem 5.3. Let p ≥ 2. There exists %p < 1 such that if % > %p then E has a unique
(up to an arbitrary rotation), radially symmetric minimizer
up(z) =
α
1 + %p
(rp +
%p
rp
)eipθ. (49)
Proof. In order to prove this theorem we can follow step by step the proof of an anal-
ogous result for the Ginzburg-Landau energy of L.Berlyand and D.Golovaty in [25]
taking ε = +∞.
In fact, contrarily to the case p = 1, if p > 1 and if the annulus is too thick then
the radial solution is not minimizing anymore. Such similar phenomenon occurs in the
study of the Ginzburg-Landau energy, but for the G.L energy even in degree one case
the existence of minimizer depends on the capacity of the domain c.f. [4], [5], [6].
Theorem 5.4. Let p ≥ 2. There exists %′p ≤ %p such that if % < %′p then
up(z) =
α
1+%p
(rp + %
p
rp
)eipθ is not a minimizer of E in Ip,p.
Proof. Using lemma 2.2 we have that for p ≥ 2
m(p, p) ≤ m(1, 1) + 2pi(p− 1). (50)
We know that u1(z) =
1
1+%
(r + %
r
)eiθ is a minimizer of E in I1,1 thus
m(1, 1) = E(u1) = 2pi
1− %
1 + %
.
Let up(z) =
1
1+%p
(rp + %
p
rp
)eipθ then a direct computation leads to E(up) = 2pip
1−%p
1+%p
.
Hence if we have
E(up) > E(u1) + 2pi(p− 1) (51)
then up can not be a minimizer of E in Ip,p. Let us examine the condition (51):
(51) ⇔ 2pip1− %
p
1 + %p
> 2pi
1− %
1 + %
+ 2pi(p− 1)
⇔ p(1− 2%
p
1 + %p
) > (1− 2%
1 + %
) + p− 1
⇔ 2%
1 + %
>
2p%p
1 + %p
⇔ 1 + %p > p%p−1(1 + %)
⇔ (p− 1)%p + p%p−1 − 1 < 0. (52)
We set gp(%) = (p− 1)%p + p%p−1 − 1. One can study the function gp for 0 ≤ % ≤ 1
and show that 
gp(0) = −1 < 0,
gp(1) = 2(p− 1) > 0,
g′p(%) = p(p− 1)(%p−1 + %p−2) ≥ 0, ∀ % ∈ [0, 1].
(53)
Thus (53) proves that there exists %′p such that if 0 < % < %
′
p then the solution up
is not minimizing. The fact that %′p ≤ %p follows from the definition of %p in theorem
5.3. To prove that the sequence (%′p)p is increasing with p we show that gp+1(%
′
p) < 0
for all p ∈ N, p ≥ 2. This will prove the monotonicity of the sequence %′p because gp is
an increasing function on [0, 1] and by definition gp(%
′
p) = 0.
gp(%
′
p) = 0⇔ (p− 1)%
′p
p + p%
′p−1
p = 1.
Hence we deduce that
gp+1(%
′
p) = p%
′p+1
p + (p+ 1)%
′p
p − 1
= p%
′p+1
p + (p+ 1)%
′p
p − (p− 1)%
′p
p − p%
′p−1
p
= %
′p−1
p (p%
′2
p + 2%
′
p − p)
Then we can study the sign of p%
′2
p + 2%
′
p− p. We need to show that %′p < −1+
√
1+p2
p
to deduce that p%
′2
p + 2%
′
p − p < 0. To this end we can prove that gp(−1+
√
1+p2
p
) > 0.
Simple but tedious computations lead to
gp(
−1 +√1 + p2
p
) =
(
√
1 + p2 + p)pp − (√1 + p2 + 1)p
(
√
1 + p2 + 1)p
.
One can study the sign of the numerator and obtain that
(
√
1 + p2 + p)pp − (
√
1 + p2 + 1)p > (
√
1 + p2 + 1)(pp − (
√
1 + p2 + 1)p−1)
> (
√
1 + p2 + 1)(pp − (p+ 2)p−1).
One shows that pp−(p+2)p−1 ≥ 0 for all p ≥ 2 by showing that p ln p−(p−1) ln(p+2) ≥
0 for p ≥ 2 (we study the function l(x) = x lnx − (x − 1) ln(x + 2)). This proves the
strict monotonicity of the sequence (%
′
p)p. The fact that %
′
2 =
√
2 − 1 is obtained by
solving g2(%
′
2) = 0 which is equivalent to %
′2
2 + 2%
′
2 − 1 = 0.
Proposition 5.8. Let p = 2. Let %′2 as in theorem 5.4. Let us assume that % ≥ %′2 then
m(2, 2) is attained.
Proof. Thanks to theorem 1.1 we know that u1(z) =
1
1+%
(r + %
r
)eiθ is a minimizer of E
in I1,1 for all 0 < % < 1 thus m(1, 1) = E(u1) = 2pi 1−%1+% . Besides from the definition of
%′2 (c.f. (51)) it holds that if % ≥ %′2 then u2(z) = 11+%2 (r2 + %
2
r2
)ei2θ satisfies that
E(u2) ≤ m(1, 1) + 2pi. (54)
By contradiction if m(2, 2) is not attained for % ≥ %′2. Then applying lemma 2.4
and 2.6 we can see that
m(2, 2) = m(1, 1) + 2pi. (55)
Indeed let (u(n)) be a minimizing sequence for E in I2,2 thanks to lemma 2.4 we can
deduce that u(n) converges weakly in H1 to some u ∈ Ir,s and such that E(u) = m(r, s).
Furthermore lemma 2.6 allows us to obtain that r < 2 and s < 2. We claim that
r = s = 1. The argument is similar to the one of proposition 5.2. Since u is a solution
of (1), we have u ∈ Ir,r for some r ∈ Z, u ∈ Ir,s with 2 > r > 0 > s and u is holomorphic
or u ∈ Ir,s with 2 > s > 0 > r and u is antiholomorphic. We claim that the two last
cases do not occur. Indeed if u ∈ Ir,s with r > 0 > s and u is holomorphic for example.
We then have
E(u) = pi(r + |s|) = lim
n→+∞
E(un)− pi(2− r + 2 + |s|)
= m(2, 2)− 4pi + pi(r − |s|) (56)
The last equalities are obtained by using lemma 2.4 and 4.3. However because we
always have m(1, 1) < 2pi we obtain that m(2, 2) < 2pi + 2pi = 4pi by lemma 2.2. This
implies, using (56) that pi(r + |s|) < pi(r − |s|) which is a contradiction. The reasoning
for u antiholomorphic is the same.
Thus we obtain that u ∈ Ir,r for some r ∈ Z, r < 2 and
E(u) = m(r, r) = lim
n→+∞
E(un)− pi(2− r + 2− r) = m(2, 2)− 4pi + 2rpi. (57)
Hence we deduce that d ≥ 1. Indeed since m(2, 2) < 4pi, if r ≤ 0 then E(u) < 0
which is a contradiction. Thus we obtain that r = s = 1 and (55) holds. But this
means that
E(v) > m(1, 1) + 2pi, for all v ∈ I2,2
and this is a contradiction with (54). Thus the proposition is proved.
Note that in the previous proposition we do not know if u2 is a minimizer. We also
do not know if a minimizer is unique (up to rotation). We obtain this information only
requiring the stronger condition % > %2 with %2 as in theorem 5.3. Note also that we
are not able to obtain similar result for the case p = q ≥ 3. Indeed the important
ingredient in the proof of proposition 5.8 is that we know the exact value of m(1, 1) for
all 0 < % < 1. We do not have this information for m(2, 2) and hence we can not argue
by induction. Theorems 5.3, 5.4 and proposition 5.8 prove theorem 1.3.
5.3 The case c > 0 : geometry of the helicoid
This case is more complicated than the previous one. This is because this time the
imaginary part in the integral of (26) is not single-valued because it is precisely arg(z).
Thus it is more difficult to make a clear link between the problem (1) with c > 0 and
a minimal surface problem. However we can still lift a solution to the problem (1) in a
minimal surface if we define the surface in an appropriated domain.
Proposition 5.9. Let u be a solution of (1) with Hu(z) = cz2 c > 0 then
X : [%, 1]× [0, 2pi[ → R3
(r, θ) 7→ (u˜(r, θ),−2√cθ) (58)
(where u˜(r, θ) = u(r cos θ, r sin θ)) is a conformal immersion which parametrizes a
minimal surface.
We also have radial solutions of problem (1) with c > 0.
Proposition 5.10. Let p ≥ 1 then for all α ∈ S1 the functions
u˜p(z) =
α
1− %p (r
p − %
p
rp
)eipθ (59)
are (non-minimizing) solutions of (1). Furthermore we have E(u˜p) = 2pip
1+%p
1−%p >
E(up) = 2pip
1−%p
1+%p
.
The proof is a simple verification.
The solution u˜p when lifted to a minimal surface with proposition 5.9 gives rise to
an helicoid. It is a well-known fact that catenoid and helicoid are two minimal surfaces
which are conjugates to each other. However if we denote by S the minimal surface
obtained by proposition 5.5 and the solution up and by S˜ the minimal surface obtained
by proposition 5.9 then S and S˜ are not conjugates. Indeed if they were, in terms of
isothermal parameters the height function of S, denoted by h and the height function
of S˜ denoted by h˜ would satisfy
∂zh = i∂zh˜
because of the definition of conjugate surface (see for example [19] p.93 or [26]). On
the other hand because of relation (25) we have Hu + (∂zh)2 = 0 and Hu˜ + (∂zh˜)2 = 0.
Hence we would obtain
Hu(z) = −Hu˜(z).
But a direct computation shows that z2Hu(z) = −4p2%p(1+%p)2 and z2Hu˜(z) = 4p
2%p
(1−%p)2 .
6 Non rotationally symmetric minimal surfaces bounded
by two circles in parallel planes
The aim of this section is to prove that there exist non radially symmetric solutions to
problem 
∆u = 0, in A,
|u| = 1, a.e. on ∂A,
u ∧ ∂νu = 0, a.e. on ∂A.
We have seen that finding solutions to (1) with c < 0 (where c is the constant in the
Hopf differential) is equivalent to finding minimal surfaces bounded by two circles in
parallel planes. A beautiful theorem of M.Shiffman (see [42]) proves that such a surface
is necessarily a portion of a catenoid if the degree of the immersion is one. However
we prove in this section the existence of non rotationally symmetric minimal surfaces
obtained by bifurcation of a p-covering (p ≥ 2) of the catenoid.
Theorem 6.1. There exist non-rotationally symmetric immersed minimal surfaces
bounded by two concentric p-coverings of circles in parallel planes. These surfaces are
symmetric with respect to reflections around the planes P := {(x, y, z) ∈ R3; z = 0}
and P ′ := {(x, y, z) ∈ R3; y = 0}.
Proof. Let us parametrize a catenoid covered p times (p ≥ 2) by
X(r, θ) = (cosh(pr) cos(pθ), cosh(pr) sin(pθ), pr), for r ∈]−∞,+∞[, θ ∈ [−pi, pi].
This immersion provides us with a family of compact portions of catenoids. The
parameter of that family is t such that r ∈ [−t, t] (t is the height of the compact portion
of the catenoid). We want to parametrize this family on a fix domain so we set
Xt(r, θ) : [−1, 1]× [−pi, pi] → R3
(r, θ) 7→ (cosh(tpr) cos(pθ), cosh(tpr) sin(pθ), tpr) (60)
Note that this parametrization is not conformal anymore if t 6= 1. Let
Nt =
∂rXt ∧ ∂θXt
|∂rXt ∧ ∂θXt|
be the unit normal vector to Xt,
Nt =
1
cosh2(tpr)
(cosh(tpr) cos(pθ), cosh(tpr) sin(pθ), sinh(tpr) cosh(tpr)).
Let us fix 0 < α < 1. We denote by H the mean curvature operator from C2,α to C0,α.
We look for minimal surfaces of the form
Yt = Xt + uNt, with u ∈ C2,α0 ([−1, 1]× [−pi, pi],R),
where C2,α0 ([−1, 1]× [−pi, pi],R) is the set of C2,α functions in the annulus which are null
on the boundary ∂A . However for t fixed Yt is an immersion only if u is small enough
(in the C2,α norm), that is why we need to control the norm of u. Moreover we need
this control to be independent of t.
Lemma 6.1. If ‖u‖C2,α < 1 then Yt = Xt + uNt defines an immersion for all t ∈ R∗.
Proof. Let us drop the subscript t for this proof. Differentiating Y with respect to r
and θ we find:
∂rY = ∂rX + u∂rN + ∂ruN
∂θY = ∂θX + u∂θN + ∂θuN
We denote by E,F,G the coefficients of the first fundamental form and by e, f, g
the ones of the second fundamental form of Xt. We use the fact that f = 0 (the first
and second fundamental forms of Xt are computed in step 1 of this section) and we can
write
∂rN =
−e
E
∂rX
∂θN =
−N
G
∂θX
∂rY ∧ ∂θY = (1− u e
E
)(1− uN
G
)∂rX ∧ ∂θX + (1− u e
E
)∂rX ∧N + (1− uN
G
)∂θX ∧N
= (1− u(Ge+ EN
EG
) + u2
eN
EG
)∂rX ∧ ∂θX
+(1− u e
E
)∂rX ∧N + (1− uN
G
)∂θX ∧N.
Thus a sufficient condition for Y to be an immersion is
1− u(Ge+ Eg
EG
) + u2
eg
EG
6= 0
and because Ge+Eg
EG
= 0 since X is a minimal surface this amounts to ask
1− u2 1
cosh4(tpr)
6= 0.
Hence if ‖u‖L∞ < 1 then 1− u2 1cosh4(tpr) 6= 0 for all t ∈ R and X + uN is an immersion.
This result is also true if ‖u‖C2,α < 1.
We are interested in minimal surfaces which are normal on domain of the catenoid.
Since we have
Yt|{−1}×[−pi,pi[ = Xt|{−1}×[−pi,pi]
Yt|{1}×[−pi,pi[ = Xt|{1}×[−pi,pi]
the surfaces Yt are bounded by two p coverings of circles in parallel planes, more specif-
ically Yt and Xt have same boundaries. We are looking for solutions of the following
problem
F (t, u) := H(Xt + uNt) = 0, (61)
with u ∈ V := {v ∈ C2,α0 ([−1, 1] × [−pi, pi],R); ‖v‖C2,α < 1}. Thus if u is a solution
of (61) for some t ∈ R then Yt is a minimal surface bounded by two coaxial circles in
parallel planes. The function u = 0 is a trivial solution for all t ∈ R and we are looking
for bifurcations from this trivial branch of solutions.
Definition 6.1. We say that t∗ is a bifurcation point for F (from the trivial solution)
if there is a sequence (tn, un) ∈ R× V with un 6= 0 and F (tn, un) = 0 such that
(tn, un)→ (t∗, 0).
We set
E = {u ∈ C2,α0 ([−1, 1]× [−pi, pi],R);u(r, θ) = u(−r, θ) and u(r,−θ) = u(r, θ)}.
and
V := V ∩ E .
We want to find a non trivial branch of solutions u of (61) in V by applying the
Crandall-Rabinowitz theorem (see [17]). Let us recall the conditions which allow us to
apply this theorem. We must prove that
1) There exists some t∗ and u∗ such that Ker(DuF (t∗, 0)) = Vect(u∗).
2) For this t∗, Im(DuF (t∗, 0)) is of codimension one.
3) Letting M := Du,tF (t
∗, 0) we have Mu∗ /∈ Im(DuF (t∗, 0)).
By definition DuF (t, 0) is the Jacobi operator of the surface Xt hence we must
compute the Jacobi operator of the immersion Xt.
Step 1: Computation of the Jacobi operator.
Here we give the computations which lead to the expression of the Jacobi operator.
The formula for the Jacobi operator is
Jtu := DuF (t, 0) = ∆Xtu− 2Ktu (62)
where ∆Xt is the Laplace-Beltrami operator of the surface Xt and Kt is the Gauss
curvature of Xt. Both quantities can be computed with the first and second
fundamental forms. Let
I = Edr2 + 2Fdrdθ +Gdθ2
II = edr2 + 2fdrdθ + gdθ2
denote respectively the first and second fundamental forms. One has
∂rXt = pt(sinh(tpr) cos(pθ), sinh(tpr) sin(pθ), 1)
∂θXt = p(− cosh(tpr) sin(pθ), cosh(tpr) cos(pθ), 0).
Thus we can write the first fundamental form of Xt.
E = 〈∂rXt, ∂rXt〉 = t2p2(sinh2(tpr) + 1) = t2p2 cosh2(tpr)
F = 〈∂rXt, ∂θXt〉 = 0
G = 〈∂θXt, ∂θXt〉 = p2 cosh2(tpr).
In order to obtain the second fundamental form we also compute the second
derivative and the normal vector to Xt.
Nt =
1
cosh2(tpr)
(cosh(tpr) cos(pθ), cosh(tpr) sin(pθ), sinh(tpr) cosh(tpr))
∂2rXt = t
2p2(cosh(tpr) cos(pθ), cosh(tpr) sin(pθ), 0)
∂2θXt = −p2(cosh(tpr) cos(pθ), cosh(tpr) sin(pθ), 0)
∂2rθXt = tp
2(− sinh(tpr) sin(pθ), sinh(tpr) cos(pθ), 0).
Thus
e = 〈∂2rXt, Nt〉 = t2p2
f = 〈∂2rθXt, Nt〉 = 0
g = 〈∂2θXt, Nt〉 = −p2.
Now we find (see for example [19]) that
Kt =
eg − f 2
EG− F 2 = −
1
cosh4(tpr)
and
∆Xt =
1√
EG
(∂r(E
−1√EG∂r) + ∂θ(G−1
√
EG∂θ))
=
1
tp2 cosh2(tpr)
(
1
t
∂2r + t∂
2
θ ).
Thus we obtain that
Jtu =
1
t2p2 cosh2(tpr)
[
∂2ru+ t
2(∂2θ +
2p2
cosh2(tpr)
)
]
u.
We can easily see that Jt : C2,α0 → C0,α is a symmetric operator on the space
L2([−1, 1]× [−pi, pi], dA) with the usual inner product. Here dA denotes the area
element defined by dA = t2p2 cosh2(tpr)drdθ). Thus Jt is a Fredholm operator
with null index and if the condition 1) of the Crandall-Rabinowitz theorem is
realized so is condition 2).
Step 2: Decomposition in Fourier series and existence of Jacobi fields.
We are looking for non trivial solutions of Jtv = 0{
∂2rv + t
2(∂2θ +
2p2
cosh2(tpr)
)v = 0
v(1, θ) = v(−1, θ) = 0 (63)
Finding a solution of (63) is equivalent to find a solution of{
∂2rv + ∂
2
θv +
2p2
cosh2(pr)
v = 0
v(t, θ) = v(t, θ) = 0
(64)
(indeed if we have a solution w(r, θ) of (64) then we set r˜ = r
t
, r˜ ∈ [−1, 1] and we
obtain that v(r˜, θ) = w(tr˜, θ) is a solution of (63)).
Let us denote by At := [−t, t]× [−pi, pi] and A∞ := R× [−pi, pi]. We denote by J
the operator ∂2r + ∂
2
θ +
2p2
cosh(pr)
. With a slight abuse of language we will also call
J the Jacobi operator on the surface Xt. We consider the following eigenvalue
problem: {
∂2rv + ∂
2
θv + (
2p2
cosh2(pr)
+ λ)v = 0
v(t, θ) = v(−t, θ) = 0. (65)
Finding a solution of (64) is equivalent to say that 0 is an eigenvalue of J in At0 .
Now we use a decomposition in Fourier series:
v(r, θ) =
∑
n∈Z
vn(r)e
inθ.
Then v is solution of (65) if and only if vn is solution of{
v′′n(r) +
[
2p2
cosh2(pr)
+ (λ− n2)]vn = 0
vn(t) = vn(−t) = 0
(66)
for all n ∈ Z. Hence we consider another eigenvalue problem{
w′′(r) + ( 2p
2
cosh2(pr)
+ µ)w = 0
w(t) = w(−t) = 0 (67)
The eigenvalue of (65) and (67) are linked by the following relation
λ = µ+ n2. (68)
More precisely the preceding relation means that if λ is an eigenvalue of problem
(65) then there exists an integer n and a real number µ which is an eigenvalue
of (67) such that λ = µ + n2 and conversely if µ is an eigenvalue of (67) then
µ + n2 is an eigenvalue of (65) for all integers n. Thus we deduce that the first
eigenvalues of the two problems are the same λ1 = µ1 (with n = 0).
We use a result of Barbosa-Do Carmo to say that if t is small enough then the
portion of catenoid Xt is stable and λ1(At) ≥ 0. Indeed let us denote by gt the
Gauss map of Xt. If t is small enough then the area of gt(Xt) is strictly less than
2pi (this area depends continuously of t and when t = 0 it is equal to 0). Then
using the result of Barbosa Do-Carmo [2] we find that Xt is stable for t small
enough and the first eigenvalue of the Jacobi operator is non negative. However
we claim that the first eigenvalue of the infinite catenoid covered p-times is −p2.
This is because the function
w(r) =
1
cosh(pr)
is a positive function which satisfies{
w′′(r) + ( 2p
2
cosh2(pr)
− p2)w = 0
w(+∞) = w(−∞) = 0 (69)
thus w is the first eigenfunction of the operator J and
λ1(A∞) = µ1(A∞) = −p2.
We know use the continuity and strict monotonicity of the eigenvalues of the
operator J with respect to variations of the domain. This fact is due to the min-
max principle of Courant-Fischer for eigenvalue of a selfadjoint operator and we
refer to [16] p.407, [15] p.18 or the appendix A for a proof. We obtain: there exist
t0, t1, ...tp−1 such that
µ1(At0) = 0, µ1(At1) = −1, µ1(At2) = −4, ..., µ1(Atp−1) = −(p− 1)2.
Thus there exist p possible instants of bifurcations. More precisely there exist
t0, t1, ...tp−1 such that 0 is an eigenvalue of the Jacobi operator Jtk on Atk . The
corresponding eigenfunctions are sums of functions of the form vk(r)(A cos(kθ) +
B sin(kθ)), where vk are simple eigenfunctions of (67) associated to the eigenvalue
−k2. The case k = 0 is special. Indeed one can see that at t = t0, 0 is the first
eigenvalue of the Jacobi operator Jt0 , and one can show that bifurcation occurs
at this instant but to give another catenoid. This is known as the stable/unstable
catenoid bifurcation. For t = tk, k 6= 0, k = 1, ..., (p − 1) then 0 is an eigenvalue
of multiplicity at least 2 in the space C2,α0 . However we will prove that for t = t1,
0 is a simple eigenvalue of Jt in the space V .
Step 3: For t = t1, 0 is a simple eigenvalue in V .
For t = t1 because of the relation (68), we are able to rank the eigenvalues of Jt1 ,
denoted by λ1 < λ2 ≤ .... By definition of t1 we have
λ1(At1) = µ1(At1) = −1.
Denoting the eigenvalues of (67) by µ1 < µ2 ≤ ... we claim that it holds that
µ2(At1) > 0. The proof of this fact is the same of the discussion in the paper
of Shiffman [42] p.82. We reproduce this proof for the comfort of the reader. A
direct computation shows that solutions of the problem (67) with µ = 0 are of
the form
w(r) = a tanh(pr) + b[1− (pr) tanh(pr)], for a, b ∈ R. (70)
For b 6= 0, the zeros of the function (70) occur at the solutions of
coth(pr) = pr − c, where c = −a
b
.
We can see that there are two solutions of this equation r1(c), r2(c) with r1(c) <
0 < r2(c); and both r1(c) and r2(c) are increasing functions of c with r1(c)→ −∞,
r2(c) → 0 as c → −∞ and r1(c) → 0, r2(c) → +∞ as c → +∞. Thus every real
number is covered exactly once by all the numbers r1(c), r2(c) the number 0 being
covered by the case b = 0. Select one function (70) which vanishes at r1. Then,
in the interval r1 ≤ r ≤ r2, this function vanishes for at most one additional value
of r. This means in accordance with Sturm-Liouville theory, that
µ2(At1) > 0.
Another way to see this fact is the following: since the functions (70) have only
two zeros, the Courant nodal’s theorem allows us to say that 0 can not be an nth-
eigenvalue of (67) with n ≥ 2. For t small we have µ2(At) > µ1(At) > 0, hence
because the eigenvalues µn(At) are decreasing with respect to t (see Appendix A)
we find that µ2(At) > 0. Thus we can deduce that
λ2 = µ1 + 1 = 0 < µ2
and we have the alternative
λ3 = −1 + 4, λ3 = µ2 + 1 or λ3 = µ3.
In any case we have λ3 > 0 and for i ≥ 3, λi > 0. Hence the eigenfunctions
associated to 0 are only of the form A1v1 cos(θ) + B1v1 sin(θ) with v1 the first
eigenfunction of Jt1 and A1, B1 two constants. However because we choose to
work in the space V = V ∩ E , the only eigenfunctions admissible in E are of the
form A1v1 cos(θ). Thus if 0 is an eigenvalue of Jt1 in E it is simple. We denote by
u1 :=
v1 cos(θ)
‖v1 cos(θ)‖L2
we prove in the next step that u1 is indeed in E and hence 0 is
a simple eigenvalue of Jt1 in E .
Step 4: u1(−r, θ) = u1(r, θ) for all (r, θ) ∈ [−1, 1]× [−pi, pi].
This comes from the fact that u1(r, θ) =
v1(r) cos(θ)
‖v1 cos(θ)‖L2
, with v1 which is the first
eigenfunction associated to the eigenvalue −1 of the problem (67). Indeed if we
set v˜1(r) = v1(−r) for r ∈ [−1, 1]. Then v˜1 is also a solution of (67) with µ = −1.
Thus we deduce that v˜1 = av1 for some real constant a. Because ‖v˜1‖L2 = ‖v1‖L2
we find that v˜1(r) = ±v1(r). However if v˜1(r) = −v1(r) this would imply that v1 is
odd which is not possible because v1 > 0 in [−1, 1] (this is the first eigenfunction).
Hence we find that v˜1 = v1 and then that v1 is symmetric with respect to r 7→ −r.
This proves the claim. This also proves the fact that for t = t1 the Jacobi operator
Jt1 is not invertible in the space E .
Remark 6.1. We are not able to prove that 0 is a simple eigenvalue of Jtk in
E for k ≥ 2. Indeed for example if k = 2, one has that µ1(At2) = −4, but
if it occurs that µ2(At2) = −1 then the eigenfunctions associated to 0 are of
the form v2(r)(A cos(2θ) + B sin(2θ)) for some constants A and B and v2 the
first eigenfunction of Xt2, or of the form f(r)[A cos(θ) + B sin(θ)] with f an
eigenfunction of (67) associated to the eigenvalue −1.
Step 5: Verification of the Crandall-Rabinowitz condition.
Here we assume that t = t1. In order to apply the Crandall-Rabinowitz theorem
we need to verify one last condition. We still denote by u1 =
v1 cos(θ)
‖v1 cos(θ)‖L2
the
eigenfunction associated to 0 in the space E and we set M := Du,tF (t1, 0), L :=
Jt1 . M is equal to the operator obtained by differentiating Jt with respect to t
and taking t = t1. We must check that
Mu1 /∈ Im(L). (71)
In order to prove this it suffices to prove that 〈Mu1, u1〉 6= 0 where 〈·, ·〉 stands for
the inner product in L2. Indeed if Mu1 is in Im(L) then we can write Mu1 = Lw
for some w in E but then
〈Mu1, u1〉 = 〈Lw, u1〉
= 〈w,L∗u1〉, with L∗ the adjoint of L
= 〈w,Lu1〉, because L is symmetric
= 0, because Lu1 = 0 by definition.
Thus we must prove that 〈Mu1, u1〉 6= 0. We use an argument taken from [1] and
[35]. We already mentioned that the first eigenvalue of the catenoid is strictly
decreasing with respect to variations of the domain, i.e. λ1(At) = µ1(At) is
strictly decreasing with respect to t. Furthermore this quantity depends smoothly
on t and if we denote by ut the eigenfunction in E associated to the eigenvalue
λ2(At) = λ1(At) + 1 (c.f.relation (68)) the function ut depends smoothly on t.
This is due to the fact that we can rewrite the eigenvalue problem (63) on a fix
domain with a new operator which depends analytically on t. We then use the
Kato selection theorem (see [31] and the appendix A) to obtain the fact that the
eigenvalue and the eigenfunction are analytic. We have ut1 = u1 and
λ2(At) = 〈Jtut, ut〉
thus
0 > λ′2(At1) =
d
dt |t=t1
〈Jtut, ut〉
= 〈[ d
dt |t=t1
Jt]u1, u1〉+ 〈Jt1
d
dt |t=t1
ut, u1〉+ 〈Jt1u1,
d
dt |t=t1
ut〉
= 〈[ d
dt |t=t1
Jt]u1, u1〉, because Jt1 is symmetric and Jt1u1 = 0
but [ d
dt |t=t1Jt]u1 = Mu1 by definition. Hence we proved that 〈Mu1, u1〉 < 0 and
then (71) is satisfied.
We have all the ingredients to apply the bifurcation theorem of [17] and we obtain
the following:
Theorem 6.2. For any integer p ≥ 2 there exists an instant t∗(p) such that (t∗, 0) is a
bifurcation point for F (c.f. (61)). In addition the set of solutions of F = 0 near (t∗, 0)
is formed by two C1 Cartesian curves which intersect each other transversely in 0 .
Proof. It suffices to take t∗ = t1(p) in the previous construction and apply the bifurca-
tion theorem.
Step 6: The bifurcating surfaces are not catenoids.
Now in order to conclude the proof of theorem 6.1 we must check that parametriza-
tions Yt = Xt + u(t)Nt, with u(t) 6= 0 the solution of (61) obtained via the bifur-
cation, are not portions of catenoids and that there are symmetric with respect to
the planes P = {z = 0} and P ′ = {x = 0}. The surfaces Yt are indeed symmetric
with respect to these planes because we choose to work in the space E to prove the
bifurcation. Thus the solution u of (61) inherits the symmetry of the space E and
this implies the symmetries of the surfaces Yt. Indeed because of the symmetry of
Xt and Nt if u ∈ E then Yt = Xt + u(t)Nt satisfies that its coordinates (y1, y2, y3)
are such that
(y1(r,−θ), y2(r,−θ), y3(r,−θ)) = (y1(r, θ),−y2(r, θ), y3(r, θ)).
We prove now that Yt are not catenoids. Recall that, because u(t) ∈ C2,α0 (i.e. u(t)
is zero on the boundaries of the domain) Xt and Yt have same boundaries. We
know that there are at most two catenoids which pass through two given circles
in parallel planes. One stable catenoid and one unstable catenoid. Xt for t near
t1 is the unstable catenoid because λ1(At) < 0. If t is near enough from t1 then
u(t) is small (that is ‖u‖C2,α is small). Thus Yt = Xt + u(t)Nt is close to the
unstable catenoid, but the stable catenoid is “far away” from the unstable one.
More precisely for t near t1, Xt + u(t)Nt is in a small tubular neighborhood of Xt
whereas the stable catenoid is not contained in such small tubular neighborhood.
Note that when t = t0 the stable and unstable catenoid coincide and for t near
t0 the stable catenoid is in a small tubular neighborhood of the unstable one,
this is not the case here because t1 > t0. We also claim that Yt can not be a re-
parametrization of the unstable catenoid parametrized by Xt if u is small enough
but different from 0. Besides for t− t1 small the surfaces Yt = Xt + u(t)Nt are on
both sides of the catenoid. Indeed making an expansion of Yt for t− t1 small we
find that:
Yt = Xt1 + (t− t1)[∂tX|t=t1 + u(t1)∂tN|t=t1 + ∂tu|t=t1Nt1 ] + o(t− t1)
∂tu|t=t1 = u1 is the Jacobi field found previously thus we know that u1 =
v1(r) cos(θ)
‖v1(r) cos(θ)‖L2
.
We can check that ∂tX|t=t1 and ∂tN|t=t1 are both tangent to the surface Xt1 . Hence
we can focus on the normal variation. Because the sign of function u1 changes
with θ we obtain that Yt = Xt + u(t)Nt is on both sides of the catenoid for t near
t1. Thus we can deduce theorem 6.1.
From this theorem and the equivalence between finding minimal surfaces bounded
by two coaxial circles in parallel planes and finding solutions of (1) with c < 0 we
obtain:
Theorem 6.3. There exist non-radial solutions of (1).
Figure 1: View of bifurcating solutions for p = 2 in the plane {z = 0}.
NT
Yt = Xt + u(t)Nt
Xt
Figure 2: Bifurcating solutions for p = 2.
Conclusion and open problems
We classified all holomorphic (or anti-holomorphic) solutions of (1) and we discussed
some properties of radial solutions of (1). We also discussed the link between problem
(1) and minimal surfaces. Besides thanks to this link we built new minimal surfaces
in R3 bounded by two circles in parallel planes and then new non radial solutions of
(1). Finding solutions to problem (1) is a non trivial issue because of the lack of
compactness of the problem. Studying problem (1) may be useful to understand more
general problems of lack of compactness like the G.L equations with semi-stiff boundary
conditions.
Three main questions remain open after the completion of this work.
Open problem 1: Do the non radial solutions constructed in section 6 minimize
the energy in the class Ip,p? If the minimal surfaces obtained from these solutions by
proposition 5.5 were not symmetric with respect to some horizontal planes then we
would be able to deduce that the solutions are not minimizers of E in Ip,p because of
proposition 5.6. But we constructed minimal surfaces which are symmetric with respect
to some horizontal planes hence the question remains open.
If the non radial solutions of (1) do not minimize E in Ip,p, do there exist minimizer
of E in this class? Do we have %p = %
′
p in theorem 1.3? If this is not the case it would
imply that there exists non radially symmetric minimizing solutions which have the
same energy as the minimizing radial solution. These questions are interesting from
the point of view of the study of lack of compactness of the problem.
Open problem 2: Can we construct (non-minimizing) non-radial solutions of (1)
with c > 0? If yes what is the geometry of the minimal surfaces linked to these new
solutions?
An other open question is:
Open problem 3: Do there exist non constant solution of (1) in I0,0?
We can not give an answer to that seemingly simple question, however we can prove
that if such non constant solution in I0,0, u exists then its Hopf differential satisfies
Hu(z) = cz2 with c > 0 and then it has a geometry of “helicoid” type according to the
terminology we used in section 5.
Proposition 6.1. Let u ∈ I0,0 be a non constant solution of (1) then Hu(z) = cz2 with
c > 0.
Proof. Let u ∈ I0,0 be a non constant solution of (1), we know from lemma 3.1 that
Hu(z) = c
z2
, in A
with c a real constant. If c = 0 then u is holomorphic or antiholomorphic and then u
must belong to Ir,s with r > 0 > s or with r < 0 < s because of lemma 4.2 which is a
contradiction. If c < 0 then we obtain that
r2|∂ru|2 − |∂θu|2 = c < 0, inA.
Thus ∂θu does not vanish in A. But on ∂A because u is smooth and |u| = 1 on
can write u = |u|eiϕ the fact that |u| = 1 on ∂A gives us that |∂θu| = |∂θϕ| and then
∂θϕ does not vanish on ∂A so has constant sign on S1 and on C%. Let us assume that
∂θϕ > 0. Then we find that
deg(u,S1) =
1
2pi
∫
S1
u ∧ uτ = 1
2pi
∫ 2pi
0
∂θϕdθ > 0
which is a contradiction with the fact that u ∈ I0,0 then we must have c > 0.
Appendix A: On the properties of the eigenvalues of
the Jacobi operator
The aim of this appendix is to collect and prove some results about the monotonicity
and differentiability of eigenvalues of some elliptic operators. These results were used
in a crucial way in the proof of theorem (6.1). We refer to [15], [16] and [31] for the
proofs of these results. Like before we let At := [−t, t]× [−pi, pi] for t > 0. We consider
the following eigenvalue problems{
∂2rv + ∂
2
θv +
2p2
cosh2(pr)
v + λ = 0
v(1, θ) = v(−1, θ) = 0 (72)
and {
w′′(r) + ( 2p
2
cosh2(pr)
+ µ)w = 0
w(t) = w(−t) = 0 (73)
For t > 0 we denote by λ1(At) ≤ λ2(At) ≤ ... the eigenvalues of problem (72) and
by µ1(At) ≤ µ2(At) ≤ ... the eigenvalues of problem (73). We already pointed out that
the eigenvalues of problem (72) and (73) are linked. If λ is an eigenvalue of (72) then
there exist an integer n and an eigenvalue µ of (73) such that
λ = µ+ n2.
Conversely if µ is an eigenvalue of (73) then λ = µ+ n2 is an eigenvalue of (72) for all
n ∈ Z. From this relation we easily deduce that
λ1(At) = µ1(At).
The first result we used is the strict monotonicity of the eigenvalues λ and µ with
respect to domain variations:
Proposition 6.2. For all k in N the functions t 7→ λk(At) and t 7→ µk(At) are decreas-
ing on ]0,+∞[.
Proof. Let k ∈ N, we only do the proof for t 7→ λk(t) because it is similar for t 7→ µk(t).
For the first eigenvalue λ1(At) using the Rayleigh quotient we have that
λ1(At) = min
v∈H10 (At)
{〈Jv, v〉; ‖v‖L2 = 1}.
Let t < t′, we denote by v1(At) the first eigenfunction associated to the eigenvalue
λ1(At). We can extend v1 in a function v˜1 defined on At′ by setting
v˜1(x) =
{
v1(x), if x ∈ At
0, if x ∈ At′ \ At.
We then find that
λ1(At′) = min
v∈H10 (At′ )
{〈Jv, v〉; ‖v‖L2 = 1}
≤ 〈Jv˜1, v˜1〉
≤ λ1(At).
Besides if λ1(At) = λ1(At′) it is easy to see that v˜1 is the first eigenvalue of J on
At′ . But a first eigenvalue is positive in the interior if the domain and v˜1 vanishes in
the interior of At′ this is a contradiction.
For the other eigenvalues one can use the Min-Max theorem (cf. [16]) to obtain that
λk(At) = min{ max
v∈Ek,‖v‖L2=1
〈Jv, v〉, Ek ⊂ H10 (At) subspace of dimension k}.
Because the subspaces of dimension k ofH10 (At) can be viewed as subspaces of dimension
k of H10 (At′) (just by extending a function in the initial subspace by 0 in At′ \ At) we
find that
λk(At′) ≤ λk(At).
Furthermore if there is equality one can see that an eigenfunction vk of J in At′ vanishes
in At′ \ At and this is a contradiction.
In the last section of the paper, during the proof of theorem 6.1 we used the fact
that the function t 7→ λ1(At) is differentiable for t > 0 and that the first eigenfunction
associate to this eigenvalue is also differentiable with respect to t. This fact result from
the following
Proposition 6.3. Let t0 > 0 and λ be an eigenvalue of multiplicity k of Jt0 (Jt0 denotes
the Jacobi operator for functions defined on At0). Then there exists k real numbers Λ
i
and k functions Φi, i = 1, ..., k which are real analytic functions of t such that
1) JtΦ
i
t + Λ
i
tΦ
i
t = 0
2) Λi(t0) = λ
3) {Φit}i=1,...,k is orthonormal for all t.
Proof. We first note that if λ(At) is an eigenvalue for the problem (72) on At then
λ˜(t) := t2λ(At) is an eigenvalue of the following problem:{
∂2rv + t
2(∂2θ +
2p2
cosh2(ptr)
)v + λ˜(t) = 0
v(1, θ) = v(−1, θ) = 0 (74)
Thus it suffices to prove the proposition 6.3 for an eigenvalue λ˜ of (74). We used an
argument taken from [3]. For z complex we can define an operator Jz : C∞(A1,C) →
C∞(A1,C) defined by
Jzv := ∂
2
rv + z
2(∂2θ +
2p2
cosh2(pzr)
)v.
The domain of this operator is the space H2(A1,C) and it is independent of z.
Furthermore for v ∈ H2(A1,C) the function z 7→ Jzf is holomorphic for z in a neigh-
borhood of t0 > 0 because the application z 7→ z2 and z 7→ 1cosh(pzr) are holomorphic on
C \ { ipi
pr
(l + 1
2
), l ∈ Z} for r > 0. We can then deduce that Jz is a holomorphic family
of operator of type (A) in the sense of [31] p.375, for z near t0 > 0. We can easily see
that his family is also selfadjoint on L2(A1). We can thus apply the result of the last
paragraph of p.386 in [31] and this proves the proposition.
Appendix B: On the harmonic extension in a circular
domain
In this appendix we give the computations which lead to a formula for the harmonic
extension of g = eipθ on S1 and g = αeiqθ for α ∈ S1 (see also appendix D in [5]). These
formulas where needed in the proof of proposition 5.3.
For any function g ∈ H 12 (∂A), using Fourier series one can write
g =
∑
n∈Z
ane
inθ, on C%
g =
∑
n∈Z
bne
inθ, on S1,
with
∑
n∈Z |n||an|2 < +∞ and
∑
n∈Z |n||bn|2 < +∞. Let u be the harmonic extension
of g to A. We may write in polar coordinates
u = A0 +B0 ln r +
∑
n6=0
(Anr
|n| +Bnr−|n|)einθ.
Identification of the coefficients on ∂A yields
A0 = b0, B0 =
a0 − b0
ln %
and
An =
bn − an%|n|
1− %2|n| , Bn =
%|n|(an − %|n|bn)
1− %2|n|
We now want to obtain a formula for u the harmonic extension of g = eipθ on S1 and
g = αeiqθ on C% (with (p, q) ∈ Z2 and α ∈ S1). Application of the previous formulas
yields if p 6= q
Ap =
1
1− %2|p| , Aq =
−α%|q|
1− %2|q| , An = 0 if n 6= p, q
Bp =
−%2|p|
1− %2|p| , Bq =
α%|q|
1− %2|q| , An = 0 if n 6= p, q
and if p = q one obtains
Ap =
1− α%|p|
1− %2|p| , Bp =
%|p|(α− %|p|)
1− %2|p| , An = 0 if n 6= p.
In any case we obtain
u =
1
1− %2|p| (r
|p| − %
2|p|
r|p|
)eipθ − α%
|q|
1− %2|q| (r
|q| − 1
r|q|
)eiqθ. (75)
We can thus deduce that
∂ru =
|p|
1− %2|p| (r
|p|−1 +
%2|p|
r|p|+1
)eipθ − |q|α%
|q|
1− %2|q| (r
|q|−1 +
1
r|q|+1
)eiqθ. (76)
This yields on S1, with α = eiϕ
u ∧ ∂ru = |q|%
|q|
(1− %2|p|)(1− %2|q|)(r
|p| − %
2|p|
r|p|
)(r|q|−1 +
1
r|q|+1
) sin([p− q]θ + ϕ)
+
|p|%|q|
(1− %2|p|)(1− %2|q|)(r
|q| − 1
r|q|
)(r|p|−1 +
%2|p|
r|p|+1
) sin([p− q]θ + ϕ) (77)
With a similar computation on C% one can see that u ∧ ∂νu = 0 on ∂A if and only
if q = p and α = 1 or q = p and α = −1. This concludes the proof of proposition 5.3.
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