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Abstract- We consider a multi-target tracking problem that aims to simultaneously determine the 
number and state of mobile targets in the field. Conventional paradigms tend to report only the 
existence and state of targets according to centralized detection and data fusion. On the contrary, 
we investigate a multi-target, multi-sensor scenario in which (a) both the number and the state of 
the targets are unknown a priori; and (b) the detection with respect to targets is employed in a 
distributed manner. Toward this end, we exploit random set theory, a statistical tool based on 
Bayesian framework, for establishing generalized likelihood and Markov density functions to yield 
an iterative filtering procedure. We conduct a study regarding how the design of distributed 
detection has impact on the result of system level information fusion. The sources of analyzed data 
include (a) simulation-based sensor readings through bi-directional sensing/communication; and 
(b) practical images taken by multiple cameras through uni-directional sensing/communication. 
The formulation of Bayesian filtering suggests that a design of a tracking system be adaptive to 
change of detection performance.   
 
 
Index terms: Sensor networks, multi-target tracking, detection, random set theory. 
 
I. INTRODUCTION 
 
The development in sensor technology has increasingly led to the emergence of wireless 
sensor networks as a new family of system with wide variety of applications. With the ability 
of sensors to observe, process, and transmit data, they are well suited to perform event 
detection, which has been investigated extensively [7]. 
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In this paper, we consider the applications of multi-target tracking. Our focus is on 
simultaneously estimating the number and the state (e.g. orientation) of mobile targets, within 
a 2-D plane. The targets act as signal sources, whose existence or non-existence is defined as 
an event. Imagine a number of sensor nodes are deployed into an environment to collect 
measurement data, i.e. signal and identity, broadcast by moving targets from underlying 
surroundings. The measured data can be processed at sensor level, and then forwarded to a 
fusion site where a system level decision is made. One of the central issues is that the 
dynamic render analysis difficult and lead to ad-hoc techniques to fulfil various system 
requirements. The lack of analytic framework hinders the fusion site from fully addressing 
general problems including miss detection, link failure and other disturbances. 
To model disturbances such as miss detection, measurement noise, we employ random set 
theory (RST) that generalizes random variables to set domain. RST allows us to treat various 
sensing conditions, including miss detection and clutters, as random sets that has set density 
[4]. The approach resembles the way by which one operates on random variables. Specifically, 
one may utilize a statistical framework developed on RST, known as finite set statistics 
(FISST), to define a set function that depicts the mapping from set domain to real numbers [6]. 
Several statistics remain legitimate in FISST such as maximum a posteriori (MAP) estimator, 
maximum likelihood (ML) estimator. What needs one’s caution is that, although expectation 
of a set function exists in FISST, expectation of a random set is ill-defined in set theory. 
As a joint approach to estimation, detection and data fusion, RST thus provides performance 
that depends on several systematic parameters. The probability of detection (Pd) and 
probability of false alarm (Pf) are among important ones that have been studied broadly in the 
realm of sensor networks [1], [2], [3], [5]. Previous literature in RST-based data fusion 
usually implicitly adopts the concept that Pd and Pf  are constant or known a priori through 
elusive means. Such assumption, though simplifying evaluation of data fusion algorithms, 
becomes questionable since the detection of mobile targets with respect to static sensors, as 
well as Pd and Pf, are time-varying. Non-constant Pd and Pf invites the following question: 
how the design of detection schemes has impact on system level data fusion? Hence, the study 
and choice of detection rules in sensor networks constitutes the second theme of this paper. 
The authors of [1] have investigated centralized and distributed detection schemes in sensor 
networks. The centralized strategy achieves the best detection accuracy overall, while 
consuming much more energy for data transmission than the other. On the contrary, the 
distributed scheme asymptotically approaches optimal detection accuracy with the increase of 
the number of sensors and the amount of measured data at each sensor. In [5], the author 
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presented an evaluation of Pd and Pf, termed as quality-of-information (QoI), in the 
application of sensor network deployment. A QoI-centered analysis demonstrates the 
detection performance of finite-sized sensor networks. 
In this paper, the underlying detection scheme is similar to that in [5], which accommodates 
general network topology. Up at the system level, the fusion site attains aggregated QoI, i.e. 
Pd and Pf, and enables its data fusion algorithms. 
The remainder of the paper is organized as follows: In Section II we review RST and the QoI-
based distributed detection. Section III outlines the formalism of RST-centered iterative 
algorithm. Section IV evaluates the system-wide tracking result based on the performance of 
employed detection strategies. We choose target orientation as the state of our interest and to 
be estimated. Such case may find its crucial application in the design of human-computer 
interface [8]. Finally, the paper is concluded in Section V. 
 
II. RANDOM SET THEORY 
 
In this section we review RST [4]. A finite random set is a mapping X: Ω → F(S) from the 
sample space Ω to the collection of closed sets of the space S, with |X(w)| < ∞ for all w in Ω. 
Here the space S of finite random sets is assumed to be the hybrid space S = V ×U, the direct 
product of the multi-dimensional Euclidean space V and a finite discrete space U. In our 
example, we choose R mod (2π) as the first component V to model target orientation, and the 
positive integer set as the second component U to represent sensor ID.  
The very fundamental of RST is the concept of belief function of a random set X. This is 
defined as βX(O) ≡ P(X ⊂  O), where O is a subset of ordinary multi-target state space, O ⊂  S. 
The density of the belief function is defined as its set derivative, in a generalized Radon-
Nikodym sense [4]. Set derivatives can be computed and result in the relevant properties of 
standard density functions of probability theory [6]. 
Let Z denote a random set describing the collective observations received at the fusion site 
from all sensors. Suppose that the maximum number of sensors is M. The random set Z 
belongs to the following macro-set: 
 
}},...,,{},...,,{},{,{ 2121 Mzzzzzzφ                                                                               (1) 
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To systematically compute the set density function, the first step is to partition the random set 
down into a finite union of smaller random sets, where each smaller random set has a 
maximum cardinality of one. Thus Z is partitioned as follows [4]: 
 
MZZZZ ∪∪= ...21                                                                                                           (2) 
 
where |Zi| ≤1, i = 1, 2, …, M. Zi represents the report received by the fusion site from sensor i, 
where Zi belongs to {Ø,{zi}}, and  has the form (orientation, id). 
Let O (S) denote the collection of closed subsets of S. The set density function f: O (S) → 
[0,∞) at a point Z in S is defined as [4] 
 
φφ
ββ
== ∂∂
∂
=
∂
∂
= S
k
S S
zz
S
Z
zf )(
...
)()(
1
                                                                                 (3) 
 
where Z is a k-element set. 
The set integral of f over the closed subset S ⊂  S is given by [4] 
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where f ({z1, . . . , zk}) = 0 if z1, . . . , zk are not distinct (and hence the set has less than k 
elements). Since we are dealing with finite random sets, the summation above contains only a 
finite number of terms.  
Let Θ be a random set that denotes target state information. Similarly Θ has the form {Ø,{θ}}. 
For example, to compute the likelihood function with respect to sensor i and θ, the state 
information of some target, one first constructs the following belief function: 
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Then one can derive the density function as: 
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We assume the fusion site knows the associate between observation and sensor ID, and 
sensors originate the observation independently. Then the global density function available at 
the fusion site is: 
 
)()...()()( 2211 MM ZfZfZfZf =                                                                                   (8) 
 
III. DECISION MAKING FOR DETECTION 
 
In this section we discuss the detection schemes as similarly proposed in [2], [5]. Equation (5) 
reveals that the probability of detection (Pd) depends on the state of targets. In this subsection, 
we assume a general, though simple, topology as suggested by [5] and a model that allows 
each sensor node to independently observe, process and transmit data. Measurements are 
independently and identically distributed (i.i.d.), conditioned on a certain hypothesis H, at 
each single node and inter-sensor level; each sensor node sends data to the fusion site via a 
single hop. Notice that sensors address detection of targets based on the underlying signal-to-
noise ratio (SNR). Later we will explain how sensors compute orientation according bearing 
(angle) information.  
Here we first focus on one single target. Since time synchronization is beyond the scope of 
this paper, we assume all local clocks of sensors have been aligned to that of the fusion site. 
Let dk be the distance that a signal takes from the target (event) location to sensor k, 1 ≤ k ≤ M. 
Based on simple free-space propagation model with negligible delay, the signal (power) seen 
by sensor k when target’s transmitter is on, excluding measurement noise, is approximately:  
 
2
2
0 0
kd
dPW
sk =                                                                                 (9) 
 
where PW0 is the emitted power from the target measured by sensor k at distance d0. Though 
Equation (9) represents a simple model, the simulator [9] that we work on has taken 
propagation into account.  
The first main step is to base the analysis on hypothesis testing, i.e. considering binary 
hypotheses target presence, (hypothesis H1) vs. target absence (hypothesis H0). The traditional 
formulation of binary hypothesis testing for a single sensor system is as follows [5]: 
 
H1 : ri = si + ni; i = 1, 2, . . . ; 
H0:  ri =        ni; i = 1, 2, . . . ;                                                                                                   (10) 
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Here si represents the value of the signal at the i-th sampling instance under hypothesis H1, 
and ni represents an additive noise component under both hypotheses. Moreover, ri represents 
the i-th measurement that is contributed to the associated sensor. A decision is made based on 
the likelihood ratio test (LRT) with threshold η = P0/P1, received signal vector r = [r1,…, r|r| ], 
(source) signal vector s = [s1,…, s|s|], noise signal vector n = [n1,…, n|n|], covariance matrix C 
= E[nT n] and the sufficient statistics l ≡ rT C-1 s. (Notice that the vector length |r| = |s| = |n|.) 
The probability of detection Pd and the probability of false alarm Pf can be derived [5], with Φ 
representing the cumulative distribution function of a N(0,1) random variable. 
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In [10], the authors discuss a distributed detection scheme based on a hierarchical architecture. 
Each sensor first determines local QoI based LRT, and the fusion site makes global decision 
based on a counting policy. Stating alternatively, the fusion site asserts the detection of a 
target if at least τ out of M sensors claim so. Let SqM denote the subset all groups of sensors 
that have cardinality q, and xq the subset in SqM. Assume at some time instance, the local QoI 
with respect to sensor k is {Pd, Pf }. Then the system-wide QoI { Pd(τ; M), Pf (τ; M)} is given 
by: 
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IV. TARGET ORIENTATION MEASUREMENT 
 
From the perspective of geometry, one may realize that the orientation can be determined 
unambiguously between two devices once their mutual specific topological configuration is 
identified. To see how one successfully determines the relative orientation, the basic 
configuration of our scheme consists of two devices that can mutually communicate with each 
other. Each device is also capable of dealing with (approximately) simultaneous, with respect 
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to the sampling period, incoming multiple signals. As shown in Figure 1, sensor sni measures 
uij, the relative bearing of target tgj. Similarly, target tgj measures uji, the relative bearing of 
sensor sni. Devices sni and tgj communicate and exchange their observation of neighboring 
nodes. Once both devices recognize mutual sensing relation has been established, they can 
individually calibrate the relative orientation. Let Rji denote the relative rotation matrix that 
transforms a bearing in the coordinate system of tgj into that of sni.  
 
Figure 1.  Two devices determine the relative orientation by mutually making relative bearing 
measurements. The relative range and bearing is also shown in the figure. 
 
jijiij uRu −=                                                                                                                   (15) 
Without loss of generality, Rji has the following form: 
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Consider the decomposition of uji [uji,1, uji,2]T. Thus the sensor can solve Rji by recognizing 
that the transpose of the first row in Rji satisfies Equation (17). 
 












−
=
ω
γ
1,2,
2,1,
jiji
jiji
ij uu
uu
u
                   (17) 
 
One can construct the proof as follows. The determinant of the coefficient matrix in Equation 
(17) is non-zeros since uji is a unit vector. The unit norm of [γ ω] is preserved in Equation 
(17), as can be seen from Equation (18).  
)(||)(||1 222222 ωγωγ +=+== jiij uu                 (18) 
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 The fact that Rji is unitary follows immediately.  
 
Once sensor sni has determined its orientation Ri in a global coordinate system, it can also 
compute the orientation tgj, Rj, based on the following equation. 
 
i
T
jii RRR =                  (19) 
Then the orientation can be transformed from matrix to scalar (angle) information. 
 
 
V. FUNCTION OF RANDOM SET CORRESPONDING TO TWO TARGETS 
 
Here we consider two targets that are far enough apart that their randomness is independent of 
each other. The attained observation associated with two targets can be modeled as a 
randomly varying two point set of the form Ψ = {Z1, Z2} where Z1, Z2 are random scalar 
variables. Miss detection is not considered here since both targets are assumed quite ‘visible’ 
to sensors. The belief function describing that Ψ will be contained within S, given some multi-
target state random set Θ , is [4]: 
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The corresponding set density function is defined by 
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Now we consider two well-separated targets but miss detection occurs with certain probability. 
They can be considered to be statistically independent with different probability of detection. 
The two targets are mathematically modeled as the union Ψ = Ψ1 ∪ Ψ2 where Ψ1, Ψ2 are 
statistically independent and where  
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The discrete random set Øp is defined by 
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Then one can derive belief function describing, given some multi-target state random set Θ , 
is [4]: 
 
)|()|()|()1(
)|()1()1)(1(
))|(1))(|(1(
)|Pr()|Pr(
)|,Pr(
)|Pr()|(
212
1
21
2112
2121
2211
21
21
ΘΘ+Θ−+
Θ−+−−=
Θ⋅+−Θ⋅+−=
Θ⊆Ψ⋅Θ⊆Ψ=
Θ⊆Ψ⊆Ψ=
Θ⊆Ψ=ΘΨ
SpSpppSppp
Sppppp
SpppSppp
SS
SS
SS
ZZZ
Z
ZZ
β
              (24) 
The corresponding density function is defined as 
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To perform multi-sensor data fusion, one may apply equations similar to Equation (8), given 
that independence property holds. 
Let µ0 be the expected number of new targets, b(θ) their physical distribution, and ps the 
probability such that a target with state Θ’ survive into time step t+1. The corresponding true 
Markov density can be evaluated as [6]: 
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Here ζ depicts the association hypotheses between the previous state set Θ’ and new state set 
Θ. 
 
VI. RST-BASED BAYESIAN FILTERING 
With the set up as shown in the last subsection, the target states can be updated via formal 
Bayesian filtering [6]: initialization, prediction and error correction, which may be viewed as 
generalization of Kalman filtering. Essentially, we argue that Kalman filter does not deal with 
ad-hoc situation such as missed-detection. In this case data is missing and cannot contribute to 
usefulness of information fusion. The RST-based filter is implemented by realizing particle 
approximation. Values around zero are rounded into the miss-detection case. By doing so, 
tiny and spurious peaks in density function can be removed.  
Again, the density function may be factorized as shown in Equation (8), given that 
independence property holds. One then can employ RST version of Bayesian filter given as 
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where Z(t) = {Z1,…, Zt} is the collected report sequence. 
 
VII. EVALUATIONS 
In our simulation, we use a uniformly distributed 4 (i.e. M=4) sensors over 40 by 40 meters 
square ([-20, 20] × [-20, 20]). To model source signal transmission and decay, parameters in 
Equation (9) is set as d0=1 and PW0 = 160. The noise variance for each sensor in Equation 
(10) is σn2 = 0.5. 
The traces of the orientation with respect to two targets are shown in Figure 2. Target #1 starts 
from (15.8189 m, -39.7809 m) at t=1 second, rotates clockwise for 18 seconds, and then 
disappears. The position of target #1 varies according to a cut arc, and so does target #2. At 
t=11 seconds, target #2 starts from (-16.5418 m, -16.2695 m) and rotates clockwise for 19 
seconds. If the target trigger its transmitter less frequently such that η= P0/P1 =2 and τ =4 are 
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chosen, the result is shown in Figure 3. An obvious amount of mismatches appear because of 
poor QoI. If η=2 and τ =2 are chosen (Figure 4), the tracking performance improves to some 
extent. In Figure 5, η=0.5 and τ =2 are used that yield some mismatches. In Figure 6, η=0.5 
and τ =4 are used that improves the tracking performance. The following adaptive detection 
policy is suggested [11]: as η= P0/P1 increases above 1, a threshold τ satisfying M/2 > τ > 1 
may be chosen. On the contrary, the threshold τ satisfying M/2 < τ < M may be selected as η 
decreases below 1. As η and QoI vary, different density function (Equation (21) or (25)) may 
interchangeably describe appropriate model for underlying dynamic system and serve as a set 
of flexible filtering tools. 
 
One should notice that, periodicity of angular variable demands that, in strict sense, one place 
multi-mode Gaussian distribution over bearing estimation [13]. According to such convention, 
a Gaussian-distributed angle Z (-π≤ Z ≤ π) with mean μz and variance σz 2 satisfies (-π≤ 
z1 ≤ π, -π≤ z2 ≤ π) 
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In another experiments, to track the orientation of moving targets (humans), we first consider 
the empirical results reported in [12]. The statistics of (face) orientation detection with respect 
to the observed targets can be established based on retrieved data (images, Figure 7) from 
multiple cameras and the computer vision analysis outlined in [12]. In such case, the 
orientation of targets is determined through uni-directional sensing and communication, as 
opposed to the bi-directional procedure described in Section IV. In [12] the authors described 
a Kalman-filter based method to track the orientation of one moving person. On the contrary, 
we consider multiple moving humans monitored by a set of distributed and networked 
cameras, and data fusion based on RST that can address miss detection in Bayesian 
framework. 
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 Figure 2.  Trace of orientation. 
 
Figure 3.  Tracking performance: η= 2, τ =4. 
 
 
 
 
VIII. CONCLUSIONS 
 
In this paper, we have studied the problem of multi-target tracking in a multi-sensor system. 
The underlying statistic tool to address data fusion problem is random set theory (RST) and 
its derived framework, known as finite set statistics (FISST). Instead of assuming that the 
system-wide probability of detection (Pd) and probability of false alarm (Pf), regarding mobile 
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targets, are fixed and arbitrary determined through elusive means, we incorporate a QoI-based 
scheme [5] that is reflective of real time detection performance of deployed sensor systems. 
We discover that the fusion algorithm should respond to time-varying detection performance 
and be adaptive in order to choose different model.  For example, when attained QoI is nearly 
ideal (Pd ->1, Pf ->0), density function in the form of Equation (21) may be applied. When 
attained QoI is poor, Equation (25) may be applied. To attain consistent result, more sensors 
in use are generally preferred in order to achieve better QoI. However, concerning power 
consumption, a smaller set of sensors can be chosen first. If the attained QoI is poor, more 
sensors may be included to provide higher QoI and better results of data fusion algorithm. 
 
Figure 4.  Tracking performance: η= 2, τ =2. 
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 Figure 5.  Tracking performance: η= 0.5, τ =2. 
 
Figure 6.  Tracking performance: η= 0.5, τ =4. 
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Figure 7.  Target (human face) orientation may be analized based on the images retrieved via 
a distributed sensor (camera) network. 
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