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Introduction
An order relation  (not necessarily total) on a group Γ is said to be a partial left-ordering if
for every γ1, γ2, γ3 in Γ , we have that γ1 ≺ γ2 implies γ3γ1 ≺ γ3γ2. An element γ ∈ Γ is called
-positive (resp. -negative) if id ≺ γ (resp. γ ≺ id). The subset of -positive elements, usually called
the positive cone for , will be denoted by P . Clearly, P satisﬁes
(O1) PP ⊆ P; that is, P is a semi-group, and
(O2) P ∩ P−1 = ∅, where P−1 = {g−1 ∈ Γ | g ∈ P} = {g ∈ Γ | g ≺ id}.
If in addition  is a total order, we will simply say that  is a left-ordering. In this case, the set of
-positive elements also satisﬁes
(O3) Γ = P ∪ P−1 ∪ {id}.
Conversely, given any subset P ⊆ Γ satisfying the conditions (O1), (O2) and (O3) (resp. (O1) and
(O2)) above, we can deﬁne a left-ordering (resp. a partial left-ordering) P by letting f ≺P g if and
only if f −1g ∈ P . We will usually identify  with P .
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PLO(Γ ). This set has a natural topology ﬁrst exploited by Sikora for the case of (total orderings on)
countable groups [21]. This topology can be deﬁned by identifying P ∈ PLO(Γ ) with its characteristic
function χP ∈ {0,1}Γ . In this way, we can view PLO(Γ ) as embedded in {0,1}Γ . This latter space,
with the product topology, is a Hausdorff, totally disconnected, and compact space. It is not hard to
see that (the image of) PLO(Γ ) is closed, and hence compact as well (see [12,14,16,21] for details).
In the same way, for a left-orderable group Γ , the space of all left-orderings, here denoted LO(Γ ),
is closed in PLO(Γ ), hence compact as well. In [12], it is shown that LO(Γ ) is either ﬁnite or
uncountable.
A basis of neighborhoods of  in LO(Γ ) is the family of the sets V f1,..., fk = {′∈ LO(Γ ) | id ≺′ f i,
for i = 1, . . .k}, where { f1, . . . , fk} runs over all ﬁnite subsets of -positive elements of Γ (the same
being true for PLO(Γ )). Therefore, it is natural to say that a left-ordering  of Γ is isolated if and
only if there is a ﬁnite family {γ1, . . . , γn} ⊂ Γ such that  is the only left-ordering of Γ with the
property that γi 
 id, for 1 i  n.
Knowing whether a given group has an isolated left-ordering turns out to be a natural and
old question in the theory of left-orderable groups (although not always expressed in topological
terms . . . ). A major progress in the understanding of groups having isolated left-orderings is the clas-
siﬁcation of groups admitting only ﬁnitely many left-orderings (all of them isolated) made by Tararin
[11, Theorem 5.2.1]. In addition, we count with the remarkable examples of groups admitting inﬁnitely
many left-orderings together with some isolated left-orderings, such as the braid groups [5] (see how-
ever [17]), and the groups appearing in [8,15]. On the other hand, it is known that some classes of
groups, such as nilpotent groups [16] (more generally, left-orderable groups of sub-exponential growth
[20, Remark 2.2.3]) and the groups appearing in [19], have no isolated left-orderings unless they have
only ﬁnitely many left-orderings.
In the case of the free group of ﬁnite rank Fn , n  2, it was proved by McCleary [13] that Fn has
no isolated left-orderings.1 McCleary’s proof relies on the study of the so-called free-lattice-ordered
group (in his case) over the free group, which is a universal object introduced by Conrad in [2]. An
independent proof of this fact was given by Navas in [16], where he studies the so-called dynamical
realization of a left-ordering (see Section 1) of Fn , which is an order-preserving action on the real line
that encodes all the information of the given left-ordering.
In this article, we simplify and generalize Navas’ approach to get a generalization of McCleary’s
result for the case of free products of left-orderable groups. (Recall that the free product of left-
orderable groups is left-orderable [11, Corollary 6.1.3].) We show
Theorem A. Let G and H be two left-orderable groups. Then the free product G ∗ H has no isolated left-
orderings.
To prove Theorem A we ﬁrst work the case where G and H are countable, see Section 2.1. Then,
in Section 2.2, we use the compactness of PLO(Γ ) to provide an argument ensuring Theorem A.
We note that Theorem A does not extend to the case of amalgamated free products, since the groups
with isolated left-orderings appearing in [8,15] (for instance, the braid group B3) are of that form.
A direct consequence of Theorem A is that no positive cone of a left-ordering on a free product
of groups is ﬁnitely generated as a semigroup (see for instance [16, Proposition 1.8]). However, the
converse to this is not true. In Section 2.3, we show that 〈a,b | bab−1 = a−2〉 is a group with an
isolated left-ordering whose positive cone is not ﬁnitely generated as a semigroup.
Besides its compactness, LO(Γ ) has another very important property, namely, that the group Γ
naturally acts on it by conjugation:
γ () =γ , where γ1 ≺γ γ2 if and only if γ γ1γ−1 ≺ γ γ2γ−1.
1 The fact that free groups of inﬁnite rank have no isolated left-orderings is easy, and appears, for instance, in [4].
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deﬁned by Ghys and was ﬁrst exploited in [14] by Morris-Witte.
In [1], Clay found a strong connection between the conjugation action of Γ on its space of left-
orderings and some natural representations of the free-lattice-ordered group over Γ . In the special
case of a free group, this connection, together with a previous result of Kopytov [10], allowed him to
show
Theorem B (Clay). Let F be a free group of countable rank greater than one. Then, the space of left-orderings
of F has a dense orbit under the natural conjugation action of F .
Nevertheless, his proof is highly non-constructive, and Kopytov’s result also involves the free-
lattice-ordered group over the free group. In Section 3 of this work, we use our dynamical machinery
to give an explicit and self-contained construction of a left-ordering on F whose set of conjugates is
dense. However, our method does not solve the following question (that may have some interest in
rigidity theory, see [9] and references therein):
Question. Does F admit a dense orbit for the diagonal action on LO(F) × LO(F)?
1. The dynamical realization of a left-ordering
Though orderability may look like a very algebraic concept, it has deep (one-dimensional) dy-
namical content. For instance, a group is left-orderable if and only if it embeds in the group of
order-preserving automorphisms of a totally ordered set Ω; see for instance [11, Theorem 3.4.1].
For the case of countable groups (e.g. ﬁnitely generated), we can give more dynamical information
since we can take Ω as being the real line (see [6, Theorem 6.8], or [16] for further details).
Proposition 1.1. For a countable inﬁnite group Γ , the following two properties are equivalent:
– Γ is left-orderable,
– Γ acts faithfully on the real line by orientation-preserving homeomorphisms. That is, there is a homomor-
phic embedding Γ → Homeo+(R).
Sketch of proof. To show that a subgroup of Homeo+(R) is left-orderable, we construct what is usu-
ally called an induced left-ordering. To do this, we take a dense sequence (x0, x1, . . .) of points in R,
and we deﬁne (x0,x1,...) by declaring
γ 
(x0,x1,...) id if and only if γ (xi) > xi,
where i = min{ j | x j = γ (x j)}. Showing that (x0,x1,...) is a total left-ordering is routine.
For the converse, we construct what is called a dynamical realization of a left-ordering. Fix an enu-
meration (γi)i0 of Γ such that γ0 = id, and let t(γ0) = 0. We shall deﬁne an order-preserving map
t : Γ → R by induction. Suppose that t(γ0), t(γ1), . . . , t(γi) have already been deﬁned. Then if
γi+1 is greater (resp. smaller) than every γ0, . . . , γi , we deﬁne t(γi+1) = max{t(γ0), . . . , t(γi)}+1
(resp. min{t(γ0), . . . , t(γi)} − 1). If γi+1 is neither greater nor smaller than every γ0, . . . , γi , then
there are γn, γm ∈ {γ0, . . . , γi} such that γn ≺ γi+1 ≺ γm and no γ j is between γn, γm for 0  j  i.
Then we set t(γi+1) = (t(γn) + t(γm))/2.
Note that Γ acts naturally on t(Γ ) by γ (t(γi)) = t(γ γi), and that this action extends continu-
ously to the closure of t(Γ ). Finally, one can extend the action to the whole real line by declaring
the map γ to be aﬃne on each interval of the complement of t(Γ ). 
We have just constructed an embedding of a countable, left-orderable group Γ into Homeo+(R).
We call this embedding a dynamical realization of the left-ordered group (Γ,). The order preserving
map t is called the reference map.
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but also on the enumeration (γi)i0. Nevertheless, it is not hard to check that dynamical realizations
associated to different enumerations (but the same ordering) are topologically conjugate.2 Thus, up to
topological conjugacy, the dynamical realization depends only on the ordering  of Γ .
An important property of dynamical realizations is that they do not admit global ﬁxed points (i.e.,
no point is stabilized by the whole group). Another important property is that 0 = t(id) has a free
orbit (i.e. {γ ∈ Γ | γ (t(id)) = t(id)} = {id} ). Hence γ 
 id if and only if γ (t(id)) = γ (0) > 0 =
t(id), which allows us to recover the left-ordering from its dynamical realization.
The following well-known proposition will serve us to approximate a given left-ordering by looking
at its dynamical realization. For the reader’s convenience, we sketch the proof below.
Proposition 1.3. Let Γ be a left-orderable group, and let D : Γ → Homeo+(R) be a (not necessarily faith-
ful) homomorphism. Let x0 ∈ R and let x0 be the partial-left-ordering deﬁned by γ 
x0 id if and only if
D(γ )(x0) > x0 . Then x0 can be extended to a (total) left-ordering such that γ 
x0 id implies γ 
 id.
Sketch of proof. Let H = {γ ∈ Γ | D(γ )(x0) = x0}. Let ′ be any left-ordering on H . Deﬁne  by
g 
 id ⇔
{
D(γ )(x0) > x0 or
D(γ )(x0) = x0 and g 
′ id.
Showing that  is a left-ordering on Γ is straightforward. 
Deﬁnition 1.4. Let  be a left-ordering on a countable group Γ . Let D : Γ → Homeo+(R) be a homo-
morphic embedding with the property that there exists x ∈ R such that, for γ1 and γ2 in Γ , we have that
γ1 ≺ γ2 if and only if D(γ1)(x) < D(γ2)(x). We call D a dynamical realization-like homomorphism for .
The point x is called a reference point for D .
Example 1.5. The embedding given by any dynamical realization of any countable left-ordered group
(Γ,) is a dynamical realization-like homomorphism for  with reference point 0= t(id).
Remark 1.6. Note that, if D is a dynamical realization-like homomorphism for , with reference
point x, and if ϕ : R → R is any increasing homeomorphism, then the conjugate homomorphism Dϕ
deﬁned by Dϕ(γ ) = ϕD(γ )ϕ−1 is again a dynamical realization-like homomorphism for  but with
reference point ϕ(x).
For the rest of this section, Γ will be a countable (not necessarily ﬁnitely generated) left-orderable
group, and Γ0 a ﬁnite subset of Γ such that Γ0 = Γ −10 . We will also denote by 〈Γ0〉 the subgroup
generated by Γ0. Finally, for w ∈ 〈Γ0〉, we will denote by |w|Γ0 the word length of w with respect
to Γ0.
The following notion will be essential in our work.
Deﬁnition 1.7. Let BΓ0 (n) = {w ∈ 〈Γ0〉 | |w|Γ0  n} be the ball of radius n in 〈Γ0〉. Given BΓ0 (n) ⊆ Γ
and a left-ordering  of Γ , we let
λ−(BΓ0 (n),) = min
{
w ∈ BΓ0(n)
}
, λ+(BΓ0 (n),) = max
{
w ∈ BΓ0(n)
}
.
Now, let D be a dynamical realization-like homomorphism for , with reference point x. Then, we
will refer to the square [D(λ−
(BΓ0 (n),)
)(x), D(λ+
(BΓ0 (n),)
)(x)]2 ⊂ R2 as the (BΓ0 (n),)-box.
2 Two actions φ1 : Γ → Homeo+(R) and φ2 : Γ → Homeo+(R) are topologically conjugate if there exists ϕ ∈ Homeo+(R) such
that ϕ ◦ φ1(γ ) = φ2(γ ) ◦ ϕ for all γ ∈ Γ .
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(BΓ0 (n),)
|Γ0 = n, and that there
is δ+n ∈ Γ0 (resp. δ−n ∈ Γ0) such that δ+n λ+(BΓ0 (n),) = λ
+
(BΓ0 (n+1),) (resp. δ
−
n λ
−
(BΓ0 (n),)
= λ−
(BΓ0 (n+1),)).
Now let  be a left-ordering on Γ . The next lemma shows that the (BΓ0 (n),)-box contains the
information of the -signs of the elements in BΓ0 (n).
Lemma 1.9. Let D : Γ → Homeo+(R) be a dynamical realization-like homomorphism for  with refer-
ence point x. Then, for every w1 and w2 in BΓ0 (n), we have that D(w1)(x) belongs to [D(λ−(BΓ0 (n),))(x),
D(λ+
(BΓ0 (n),)
)(x)], and D(w1)(x) > D(w2)(x) if and only if w1 
 w2 .
Moreover, for any representation D˜ : Γ → Homeo+(R) such that, for every γ ∈ Γ0 , the graphs3 of D˜(γ )
coincide with the graphs of D(γ ) inside [D(λ−(BΓ0 (n),))(x), D(λ
+
(BΓ0 (n),)
)(x)]2 , we have that D(w)(x) =
D˜(w)(x) for all w ∈ BΓ0 (n).
Proof. From Deﬁnition 1.4, it follows that for any w1 and w2 in Γ , D(w1)(x) > D(w2)(x) if and only
if w1 
 w2. Now, for w ∈ BΓ0 (n), we have that λ−(BΓ0 (n),)  w  λ
+
(BΓ0 (n),)
. In particular, D(w)(x) ∈
[D(λ−
(Bn,))(x), D(λ
+
(Bn,))(x)], which shows the ﬁrst part of the lemma.
To show the second part, we note that every initial segment w1 of any reduced4 word w ∈ BΓ0 (n)
lies again in BΓ0 (n). Hence, the iterates of x under D , along the initial segments of w , remain in-
side [D(λ−
(BΓ0 (n),)
)(x), D(λ+
(BΓ0 (n),)
)(x)]. That is, if w = α j . . . α1, j  n, where αi ∈ Γ0 = Γ −10 , is a
reduced word, then the points x1 = D(α1)(x), x2 = D(α2)(x1), . . . , x j = D(α j)(x j−1) = D(w)(x) all be-
long to [D(λ−
(Bn,))(x), D(λ
+
(Bn,))(x)]. In particular, x1 = D(α1)(x) = D˜(α1)(x), . . . , x j = D(α j)(x j−1) =
D˜(α j)(x j−1), which shows that D(w)(x) = D˜(w)(x). 
2. Proof of Theorem A
2.1. The case where G ∗ H is countable
Recall that the space of left-orderings of a countable group Γ is metrizable [14,16,21]. For instance,
if Γ is ﬁnitely generated, and Bn denotes the ball of radius n with respect to a ﬁnite generating set,
then we can declare dist(1,2) = 1/n, if Bn is the largest ball on which 1 and 2 coincide. In
particular, if LO(Γ ) contains no isolated points, then (LO(Γ ),dist) becomes a compact, Hausdorff
and locally disconnected metric space that has no isolated points. Hence it is homeomorphic to the
Cantor set [7].
For the rest of the section we will let G and H be two countable, left-orderable groups, and
Γˆ = G ∗ H . We also let G0 = {g1, . . . , gk} and H0 = {h1, . . .h} be two non-empty subsets of G and H
respectively. We assume that G0 and H0 are closed under inversion. Finally, we let Γ0 = G0 ∪ H0 =
Γ −10 , and Γ = 〈Γ0〉.
Theorem 2.1. Let be a left-ordering on Γˆ . Then, for every ﬁnite set F ⊂ Γ of -positive elements, there is a
left-ordering∗ on Γˆ and an element γF ∈ Γ such that:
1. The elements of F are ∗-positive, and
2. γF ≺ id while γF 
∗ id, in particular  =∗ .
3 As usual, for f ∈ Homeo+(R), the set {(x, f (x)) | x ∈R} ⊂R2 is called the graph of f .
4 By “reduced” we mean a word of minimal length among words in Γ0.
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perturbation will be made by conjugating the action of one of the factors by an order-preserving
homeomorphism ϕ : R → R, while leaving the action of the second factor untouched.
We start ﬁxing D : Γˆ → Homeo+(R), a dynamical realization of . As explained in Remark 1.2, we
have that γ 
 γ ′ if and only if D(γ )(0) > D(γ ′)(0) for all γ ,γ ′ in Γˆ . We also ﬁx F ⊂ Γ , a ﬁnite
subset of -positive elements, and we let n ∈ N be such that F ⊆ BΓ0 (n). In particular we have that
λ−(BΓ0 (n),) ≺ f  λ
+
(BΓ0 (n),)
for every f ∈ F (see Deﬁnition 1.7).
Since  is ﬁxed, to avoid cumbersome notation, we will denote the elements λ±
(BΓ0 (k),)
simply
by λ±k .
Now, consider λ+n+1, and let g ∈ G0 and h ∈ H0 be such that gλ+n+1 
 λ+n+1 and hλ+n+1 
 λ+n+1.
Since we are not making any different assumptions on G and H , we can assume that gλ+n+1 
 hλ+n+1
(otherwise we rename them...). Let γF = (λ+n+1)−1g−1hλ+n+1. Note that γF ≺ id.
We let x0, x1, y0, y1 in R be such that
0< D
(
λ+n+1
)
(0) < x0 < x1 < D
(
hλ+n+1
)
(0) < D
(
gλ+n+1
)
(0) < y1 < y0.
We let ϕ ∈ Homeo+(R) be such that supp(ϕ) = {x ∈ R | ϕ(x) = x} = (x0, y0) and that ϕ(x1) > y1.
This implies that
ϕ ◦ D(hλ+n+1) ◦ ϕ−1(0) > D(gλ+n+1)(0), (1)
where ◦ is the composition operation. Moreover, for any h¯ ∈ H0, and any x ∈ [D(λ−n )(0), D(λ+n )(0)],
we have that D(h¯)(x) D(λ+n+1)(0) < x0. Thus we conclude,
ϕ ◦ D(h¯) ◦ ϕ−1(x) = D(h¯)(x), for all x D(λ+n )(0), and all h¯ ∈ H0. (2)
Now, let Dϕ : Γˆ → Homeo+(R) be deﬁned by Dϕ(g¯) = D(g¯) for all g¯ ∈ G , and Dϕ(h¯) =
ϕ ◦ D(h¯) ◦ ϕ−1 for all h¯ ∈ H . Since Γˆ is the free product of G and H , we have that Dϕ is an ho-
momorphism (not necessarily injective). Now, from the deﬁnition of Dϕ and Eq. (2), we have that
D(γ )(x) = Dϕ(γ )(x), for all γ ∈ Γ0 and any x D
(
λ+n
)
(0). (3)
In particular, for each γ ∈ Γ0, the graphs of D(γ ) and Dϕ(γ ) coincide inside the square
[D(λ−n )(0), D(λ+n )(0)]2. Hence, from Lemma 1.9, we have that
for all γ ∈ BΓ0(n), D(γ )(0) = Dϕ(γ )(0). (4)
Now, from Lemma 1.3, there is a left-ordering ∗ on Γˆ such that Dϕ(γ )(0) > 0 implies γ 
∗ id.
Then, Eq. (4) implies that  and ∗ coincide on BΓ0 (n). In particular, any element in F is ∗-positive.
However, if we let δn ∈ Γ0 be such that δnλ+n = λ+n+1 (see Remark 1.8), we have that D(gλn+1)(0) =
D(g) ◦ D(δn) ◦ D(λ+n )(0). Hence, from the deﬁnition of Dϕ and Eqs. (3) and (4), we conclude that
D(gλn+1)(0) = Dϕ(gλn+1)(0). Moreover, from the deﬁnition of ϕ , we have that ϕ ◦ D(hλ+n+1) ◦
ϕ−1(0) = Dϕ(h) ◦ ϕ ◦ D(λ+n+1) ◦ ϕ−1(0) = Dϕ(h) ◦ D(λ+n+1)(0) = Dϕ(h) ◦ D(δn) ◦ D(λ+n )(0). Therefore,
Eqs. (3) and (4) imply that ϕ ◦ D(hλ+n+1) ◦ ϕ−1(0) = Dϕ(hλ+n+1)(0). Hence, Eq. (1) reads
Dϕ
(
hλ+n+1
)
(0) > Dϕ
(
gλ+n+1
)
(0),
which implies that hλ+n+1 
∗ gλ+n+1, thus γF 
∗ id. This ﬁnishes the proof of Theorem 2.1. 
In the special case where G and H are ﬁnitely generated we may let Γ = Γˆ to obtain:
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isolated. In particular, LO(G ∗ H) is homeomorphic to the Cantor set.
2.2. The general case
There is a well-known criterion from Conrad and Ohnishi [3,18] stating that a group Γ is left-
orderable if and only if for every ﬁnite family f1, . . . , fk , each one different from the identity, there
exist ηi ∈ {−1,1}, i = 1, . . . ,k, such that the identity is not contained in the smallest semigroup con-
taining { f η11 , . . . , f ηkk }. We will denote this semigroup by 〈 f η11 , . . . , f ηkk 〉+ .
In [16, Proposition 1.4], Navas shows that this criterion (and the analogous one for bi-orderings
[18] and Conradian orderings) is closely related to the compactness of LO(Γ ). Below, we present an
extension of this criterion that will permit us to deduce Theorem A from our proof of Theorem 2.1.
This extension may be found in [11, Lemma 3.1.1]. However, for completeness, we give a proof of it.
Let γ1, . . . , γn be a ﬁnite family of non-trivial elements in a group Γ . We say that γ1, . . . , γn has
the property (E) if and only if
(E): for every ﬁnite family f1, . . . , fk of elements different from the identity, there exist ηi ∈ {−1,1},
i = 1, . . . ,k, such that id /∈ 〈γ1, . . . , γn, f η11 , . . . , f ηkk 〉+ .
We say that such a choice of exponents ηi is compatible.
Lemma 2.3. Let γ1, . . . , γn be non-trivial elements in a left-orderable group Γ . Then Γ admits a left-ordering
 such that γi 
 id for all i = 1, . . . ,n, if and only if γ1, . . . , γn has the property (E).
Proof. The necessity of property (E) is obvious.
To see the suﬃciency we will use the compactness of PLO(Γ ). For each ﬁnite family f1, . . . , fk
of non-trivial elements in Γ , and each compatible choice of ηi , we let χ( f1, . . . , fk;η1, . . . , ηk) be the
(closed) set of all partial left-orderings such that each γ j , j = 1, . . . ,n, and each f η ,  = 1, . . . ,k, is
positive. By hypothesis, this set is non-empty.
Now, let χ( f1, . . . , fk) be the (ﬁnite) union of all the sets of the form χ( f1, . . . , fk;η1, . . . , ηk),
where the choice of the exponents ηi is compatible. Note that if {χi := χ( f i,1, . . . , f i,k); i = 1, . . .n}
is a ﬁnite family of subsets of this form, then the intersection χ1 ∩ · · · ∩ χn contains (the non-empty
set) χ( f1,1, . . . , f1,k, . . . , fn,1, . . . , fn,k). Since PLO(Γ ) is compact, a direct application of the ﬁnite
intersection property shows that χ , the intersection of all the sets of the form χ( f1, . . . , fk), is non-
empty. It is quite clear that any partial-left-ordering ∈ χ is a total ordering of Γ . Hence, any left-
ordering in χ is a left-ordering in which each γi , i = 1, . . . ,n, is positive. 
We now go on to the proof of Theorem A.
Let  be a left-ordering on G ∗ H , and let F be a ﬁnite subset of -positive elements in G ∗ H on
which we want to approximate . Let G0 ⊂ G and H0 ⊂ H be two ﬁnite non-empty sets such that
G0 = G−10 , H0 = H−10 and such that F ⊂ 〈G0〉 ∗ 〈H0〉. Let Γ0 = G0 ∪ H0 = Γ −10 and Γ = 〈Γ0〉.
Let n ∈ N be such that F ⊂ BΓ0(n) and let g ∈ G0 and h ∈ H0 be such that λ+(BΓ0 (n),) ≺ gλ
+
(BΓ0 (n),)
and λ+
(BΓ0 (n),)
≺ hλ+
(BΓ0 (n),)
(see Deﬁnition 1.7). As in the proof of Theorem 2.1, we may also as-
sume that hλ+(BΓ0 (n),) ≺ gλ
+
(BΓ0 (n),)
(otherwise, we change the names of G and H). Finally, let
γ∗ = (gλ+(BΓ0 (n),))
−1hλ+
(BΓ0 (n),)
. Note that γ∗ ≺ id.
Theorem A follows directly from Lemma 2.3 and
Claim A. The set F ∪ {γ∗} has property (E).
In turn, Claim A follows from Theorem 2.1. Indeed, if we let f1, . . . , fk be non-trivial elements in
G ∗ H , then there are ﬁnite subsets Gˆ0 and Hˆ0 in G and H respectively such that Γ0 ∪ { f1, . . . , fk} ⊆
〈Gˆ0〉 ∗ 〈Hˆ0〉 =: Γˆ . Now, if we note that γ∗ above coincides with the element γF in the proof of
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element in F ∪ {γ∗} is ∗-positive. In particular id /∈ 〈F , γ∗, f ε11 , . . . , f εkk 〉+ , where εi equals 1 if f i 
∗
id or −1 if f i ≺∗ id. This ﬁnishes the proof of Theorem A.
2.3. An example
We have proved that no left-ordering on a free product of groups is isolated. In particular no posi-
tive cone of a left-ordering on a free product is ﬁnitely generated as a semigroup [16, Proposition 1.8].
In this section, we show that there exists a ﬁnitely presented group with an isolated left-ordering
whose positive cone is not ﬁnitely generated as a semigroup. This seems to be the ﬁrst example of a
group with these properties.5
Proposition 2.4. The group Γ = 〈a,b | bab−1 = a−2〉 is a ﬁnitely generated group with an isolated left-
ordering whose positive cone is not ﬁnitely generated as a semigroup.
Proof. The group Γ is a group that ﬁts in the classiﬁcation of those groups having only ﬁnitely many
left-orderings [11, Theorem 5.2.1]. However, we shall provide a direct argument showing that it admits
an isolated left-ordering.
Let Γ1 be the subgroup generated by {b jab− j | j ∈ Z}, and let m,n in Z. Note that both bnab−n
and bmab−m belong to 〈bkab−k〉, where k = min{0,n,m}. In particular, Γ1 is an Abelian group which
is isomorphic to a non-cyclic subgroup of the rational numbers. Furthermore, Γ1 is normal in Γ and
the quotient Γ/Γ1 = 〈bΓ1〉 is isomorphic to Z. Note that for any j ∈ Z we have that b(b jab− j)b−1 =
(b jab− j)−2, hence we have that bg1b−1 = g−21 for any g1 ∈ Γ1.
We let ∗ be a left-ordering of Γ1 such that a 
∗ id, and ∗ be a left-ordering on Γ/Γ1 such that
bΓ1 
∗ Γ1. In this way we can left-order Γ by declaring
g 
 id ⇔
{
gΓ1 = Γ1 and gΓ1 
∗ Γ1, or
g ∈ Γ1 and g 
∗ id.
We claim that  is an isolated left-ordering. Indeed, let ′ be a left-ordering such that b 
′ id and
such that a 
′ id. In particular, since Γ1 is isomorphic to a subgroup of the rational numbers, we have
that ′ coincides with  on Γ1. Now let g ∈ Γ be such that g /∈ Γ1. Let n ∈ Z \ {0} be such that
bnΓ1 = gΓ1, that is, g = bng1 for some g1 ∈ Γ1. Suppose ﬁrst that n  1. In this case we have that
g = bng1 = bn−1g−21 b, which shows that we can write g as a product of ′-positive elements (for
instance, if g1 
′ id, we use g = bng1 to write g as a product of ′-positive elements. In the case
g1 ≺′ id we use g = bn−1g−21 b to write g as a product of ′-positive elements). In particular g 
′ id.
In the case that n−1, the preceding argument shows that g−1 is ′-positive. Hence, we have that
′ coincides with  on Γ , showing that  is an isolated left-ordering.
Now, suppose by way of contradiction that  has a positive cone which is ﬁnitely generated as a
semigroup. That is, P = {γ ∈ Γ | γ 
 id} = 〈S〉+ , where S = {γ1, . . . , γn}. By eventually relabeling S ,
we may assume that S = {γ1, . . . , γ j, . . . γn}, where γiΓ1 
∗ Γ1, for 1  i  j, and γi ∈ Γ1, for i > j.
For 1 i  j we let γi = bni gi , where ni  1 and gi ∈ Γ1.
Now let w = γm1 . . . γmk be an element in 〈S〉+ , and γ ∈ Γ . Since ∗ is a left-ordering, we have
that wγΓ1 ∗ γΓ1. Moreover, if w /∈ Γ1, we have that wγΓ1 
∗ Γ1. This implies that any -positive
g ∈ Γ1 has to be written as a product of γ j+1, . . . , γn . However, this is impossible since Γ1 is a non-
cyclic subgroup of the rational numbers. This settles the desired contradiction. 
5 We must note that Q, the group of rational numbers under addition, trivially admits an isolated left-ordering whose positive
cone is not ﬁnitely generated as a semigroup.
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We now proceed to the construction of a left-ordering on the free group of countable rank greater
than one whose orbit is dense under the natural conjugation action. The rough idea is the following:
Since the space of left-orderings of a countable group is a compact metric space (see for instance [14,
16,21] or the beginning of Section 2.1), it contains a dense countable subset. Now, we can consider
the dynamical realization (see Section 1.1) of each of these left-orderings, and cut large pieces from
each one of them (see for instance Deﬁnition 1.7). Since we are working with a free group, we can
glue these pieces of dynamical realizations together in a sole action of our group on the real line.
Moreover, if the gluing is made with a little bit of care, then we can ensure very nice conjugacy
properties from which we can deduce Theorem B.
First, we deﬁne an enumeration of the set of balls on a countable free group. Let S+ω ={a,b,α1,α2 . . .} be a free generating set of the free group of countable inﬁnite rank Fω . For m ∈
N = {1,2, . . .}, we let S+m = {a,b,α1, . . . ,αm−2} if m  2, and S+1 = {a}. For n ∈ N ∪ {ω}, we let
Sn = S+n ∪ (S+n )−1. Note that we have the inclusion Sn ⊂ Sw , and that Fn = 〈Sn〉. Using the notations
of Deﬁnition 1.7, we let
B(Fn) =
{ {BSn(m) |m ∈ N} if n = ω,
{BSm(m) |m ∈ N} if n = ω.
We call B(Fn) the set of balls in Fn . We deﬁne φn : N → B(Fn) by φn(m) = BSn (m) if n = ω and
φω(m) = BSm+1 (m + 1). Note that,
⋃
m∈N φn(m) = Fn and that, for any B ∈ φn(N) ⊆ B(Fn), n = 1, we
have that a and b belong to B . Note also that Sω ∩ φn(m) = Sn if n = ω, and Sω ∩ φω(m) = Sm+1.
Fix once and for all n ∈ N∪{ω}, n = 1. Let φ = φn , B = B(Fn), and D = {1,2, . . .} be a countable
dense subset of LO(Fn). Let η : Z → B × D be a surjection, with η(k) = (φ(nk),mk ).
By Remark 1.6 we have that there exists Dη(k) : Fn → Homeo+(R), a dynamical realization-like
homomorphism for mk , such that:
(i) The reference point for Dη(k) is k.
(ii) The η(k)-box coincides with the square [k−1/3,k+1/3]2. In particular, from Lemma 1.9 we have
that Dη(k)(λ
+
η(k))(k) = k + 1/3 and Dη(k)(λ−η(k))(k) = k − 1/3.
Theorem B is a direct consequence of the following
Proposition 3.1. There is a homomorphism D : Fn → Homeo+(R) such that, for each k ∈ Z, inside
[k − 1/3,k + 1/3]2 , the graphs of D(g) coincide with the graphs of Dη(k)(g) for any g ∈ Sn ∩ φ(nk). In
this action, all the integers lie in the same orbit.
Proof of Theorem B from Proposition 3.1. Let (x0, x1, . . .) be a dense sequence in R such that x0 = 0
(note that 0 may not have a free orbit), and let D be the homomorphism given by Proposition 3.1.
Note that D is an embedding, since, from Lemma 1.9, we have that any non-trivial w ∈ φ(nk) acts non-
trivially at the point k ∈ R. Hence, we may let  be the induced left-ordering on Fn from the action D
and the reference points (x0, x1, x2, . . .). In particular, for h ∈ Fn , we have that D(h)(0) > 0 ⇒ h 
 id.
We claim that  has a dense orbit under the natural action of Fn on LO(Fn).
Clearly, to prove our claim it is enough to prove that the orbit of  accumulates at every m∈ D.
That is, given m∈ D and any ﬁnite set {h1,h2, . . . ,hN} such that id ≺m h j , for 1 j  N , we need to
ﬁnd w ∈ Fn such that h j 
w id for every 1 j  N , where, as deﬁned in the Introduction, h 
w id if
and only if whw−1 
 id.
Let j ∈ N be such that h1, . . . ,hN belongs to φ( j). Let k be such that η(k) = (φ( j),m). By Propo-
sition 3.1, there is wk ∈ Fn such that D(wk)(0) = k. Also by Proposition 3.1, inside [k− 1/3,k+ 1/3]2,
for every g ∈ Sω ∩ φ( j) we have that the graphs of D(g) are the same as those of Dη(k)(g).
Then, Lemma 1.9 implies that for each h j , 1  j  N , we have that hi 
m id if and only if
D(h j)(k) > k. But this is the same as saying that D(h j)(D(wk)(0)) > D(wk)(0), which implies that
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D(w−1k ) ◦ D(h j) ◦ D(wk)(0) > 0. Therefore, by deﬁnition of , we have that w−1k h jwk 
 id for every
1 j  N . Now, by deﬁnition of the action of Fn on LO(Fn), this implies that w−1k is a left-ordering
such that h j 
w−1k id. This ﬁnishes the proof of Theorem B. 
To prove Proposition 3.1 we ﬁrst consider g ∈ Sn , and let K = {k ∈ Z | g ∈ φ(nk)} (for instance,
if n = ω, then K = Z). Now if k0 and k1 are elements of K such that k0 < k1 and such that there
is no other element of K in between, then we can linearly interpolate the portion of the graph
of Dη(k0)(g) inside [k0 − 1/3,k0 + 1/3]2 until the portion of the graph of Dη(k1)(g) that lies inside
[k1 − 1/3,k1 + 1/3]2. Repeating this argument, we get a function gˆ ∈ Homeo+(R) that coincides with
Dη(k)(g) inside [k − 1/3,k + 1/3]2 for all k ∈ K . In this way we have proved
Lemma 3.2. Let g ∈ Sn. For each k ∈ Z we let nk and mk in N be such that η(k) = (φ(nk),mk ). Then, there
exists gˆ ∈ Homeo+(R) such that for every k ∈ Z such that g ∈ φ(nk), the graph of gˆ inside [k−1/3,k+1/3]2
coincides with the graphs of Dη(k)(g).
Lemma 3.3. For each k ∈ Z, we can modify the homeomorphisms aˆ and bˆ (given by Lemma 3.2) inside
[k − 1/3,k + 1+ 1/3]2 but outside [k − 1/3,k + 1/3]2 ∪ [k + 1− 1/3,k + 1+ 1/3]2 (see Fig. 1) in such a
way that the modiﬁed homeomorphisms, which we still denote aˆ and bˆ, have the following property
(P ): there is a reduced word w in the free group generated by {aˆ, bˆ} such that w(k + 1/3) = k + 1− 1/3.
Moreover, the iterates of k + 1/3 along the initial segments of w remain inside [k − 1/3,k + 1+ 1/3].
Proof. For h ∈ {aˆ±1, bˆ±1}, deﬁne lh = sup{x ∈ [k − 1/3,k + 1/3] | h(x)  k + 1/3} and rh = inf{x ∈
[k + 1− 1/3,k + 1+ 1/3] | h(x) k + 1− 1/3} (intuitively, lh is the x-coordinate of the point where h
leaves the η(k)-box to the right, and rh is the x-coordinate of the point where h enters the η(k + 1)-
box from the left). Let x0 ∈ ]k + 1/3,k + 1− 1/3[. To modify aˆ and bˆ, we proceed as follows:
Case 1. There is h ∈ {aˆ±1, bˆ±1} such that lh < k + 1/3 and rh = k + 1− 1/3.
In this case, we (re)deﬁne h linearly from (lh,h(lh)) = (lh,k + 1/3) to (k + 1/3, x0), then linearly
from (k + 1/3, x0) to (x0,k + 1 − 1/3), and then linearly from (x0,k + 1 − 1/3) to (k + 1 − 1/3,
h(k + 1− 1/3)) = (rh,h(rh)); see Fig. 2(a). The other generator, say f , may be extended linearly from
(l f , f (l f )) to (r f , f (r f )).
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Note that in this case we have h(k + 1/3) = x0 and h(x0) = k + 1− 1/3. This shows that (P ) holds
for w = h2.
We note that, for h ∈ {aˆ±1, bˆ±1}, we have that lh = k+1/3 ⇔ lh−1 < k+1/3 and rh = k+1−1/3 ⇔
rh−1 > k + 1− 1/3. Therefore, if there is no h as in Case 1, then we are in
Case 2. There are f ,h ∈ {aˆ±1, bˆ±1} such that lh < k + 1/3, rh > k + 1 − 1/3, l f < k + 1/3 and r f >
k + 1− 1/3.
In this case we deﬁne h linearly from (lh,h(lh)) to (k+1/3, x0), and then linearly from (k+1/3, x0)
to (rh,h(rh)). For f , we deﬁne it linearly from (l f , f (l f )) to (k + 1− 1/3, x0), and then linearly from
(k + 1− 1/3, x0) to (r f , f (r f )); see Fig. 2(b).
Note that h(k + 1/3) = x0 = f (k + 1− 1/3). This shows that (P ) holds for w = f −1h. 
Proof of Proposition 3.1. For each g ∈ S+n , we let gˆ be as in Lemma 3.2. Hence, inside [k − 1/3,
k + 1/3]2, the graphs of gˆ coincide with the graphs of Dη(k)(g) for any g ∈ Sn ∩ φ(nk), where η(k) =
(φ(nk),mk ). Now, for each k ∈ Z we apply inductively Lemma 3.3 to modify aˆ and bˆ. These modiﬁed
homeomorphisms will still be denoted aˆ and bˆ. Note that Lemma 3.3 implies that the modiﬁcations
are made in such a way that they do not overlap one another and that, for each k ∈ Z, the graphs of
aˆ and bˆ coincide with the graphs of Dη(k)(a) and Dη(k)(b) inside [k − 1/3,k + 1/3]2. Therefore, if we
deﬁne Dˆ : Fn → Homeo+(R) by Dˆ(g) = gˆ for every g ∈ Sn , we have that, inside [k − 1/3,k + 1/3]2,
the graphs of Dˆ(g) coincide with the graphs of Dη(k)(g) for any g ∈ Sn ∩ φ(nk).
Finally, for each k ∈ Z, the deﬁnition of the η(k)-box together with Lemma 1.9 imply that in the
action given by Dˆ , the points k,k + 1/3 and k − 1/3 are in the same orbit. Hence, from Lemma 3.3,
we have that in this action all the integers are in the same orbit. This ﬁnishes the proof of Proposi-
tion 3.1. 
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