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Abstract. We continue the investigation of tabular algebras with trace (a certain
class of associative Z[v, v−1]-algebras equipped with distinguished bases) by deter-
mining the extent to which the tabular structure may be recovered from a knowledge
of the structure constants. This problem is equivalent to understanding a certain
category (the category of table data associated to a tabular algebra) which we intro-
duce. The main result is that this category is equivalent to another category (the
category of based posets associated to a tabular algebra) whose structure we describe
explicitly.
To appear in the Glasgow Mathematical Journal
Introduction
Tabular algebras with trace were introduced by the author in [4] as a class
of algebras over the ring A := Z[v, v−1]. They are by definition equipped with a
tabular basis that is described in terms of a “table datum” and is required to satisfy
various axioms. There are many natural examples of tabular bases, including the
Kazhdan–Lusztig bases for certain Hecke algebras [8], the diagram bases of the
Brauer algebra or Jones’ annular algebra [7], and the IC bases of various kinds of
Temperley–Lieb algebra [5]. Tabular algebras also provide a convenient starting
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point from which to study cellular algebras in the sense of Graham and Lehrer [3].
Cellular algebras are of considerable interest in representation theory, and several
constructions of cell data for specific algebras in the literature may be unified by
using tabular algebras [4, Theorem 2.1.1]. Tabular algebras with trace are intriguing
objects in their own right because all the natural examples (in fact, all the examples
currently known to the author) have additional properties not required of them by
the defining axioms, notably positivity of structure constants.
It is natural to wonder to what extent the table datum is determined by the
tabular basis, particularly as the definition of a tabular algebra looks superficially
complicated. More precisely, given a tabular algebra A with distinguished basis B
and trace τ satisfying axioms (A1)–(A5) (see §2.1), we wish to classify all possible
table data compatible with the basis. A convenient way to do this is by using
the technique of categorification, thus replacing the sets A and B by a suitable
category, D(A,B). The objects and morphisms of D(A,B) are defined in terms of
the possible table data for (A,B). Understanding the possible table data for (A,B)
is then equivalent to understanding the structure of the category D(A,B).
Our main result (Theorem 3.1.6) is that the category D(A,B) is equivalent to an-
other category P(A,B), whose objects and morphisms can be easily and explicitly
described in terms of “based posets”, which we introduce. This solves the problem
of understanding the structure of D(A,B). We also show that the algebra auto-
morphisms of A that fix B setwise may be understood in terms of these categories,
and we show how these may be computed in typical cases.
Before we can define based posets and state the main results, it is necessary to
develop some elementary theory regarding matrix rings over table algebras, and
their automorphisms. This is the subject of §1. We recall the definition of tabular
algebras from [4] in §2. In §3, we introduce and study based posets. In §4, we
illustrate some of the ideas of this paper using the Brauer algebra as a worked
example; the reader unfamiliar with tabular algebras may prefer to look at §4.2
before reading §2.
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The results of this paper are interesting largely because of their applications to
representation theory. For example, it is possible to define combinatorially a class
of “standard modules” for a tabular algebra (A,B) in terms of the table datum, and
the results of this paper can be used to show that the class of modules so obtained
depends only on the pair (A,B), and not on the table datum chosen. Applications
such as these will be explored in a sequel to this paper, where it will be shown that
the extended affine Hecke algebra of type A˜n equipped with its Kazhdan–Lusztig
basis is a tabular algebra with trace, and that the standard modules agree with the
geometrically defined standard modules appearing in the work of Lusztig [9].
1. Based rings and their automorphism groups
1.1 Table algebras.
We begin by recalling the definition of a table algebra, which is a generalization
of the integral group ring of an arbitrary group.
Definition 1.1.1. A table algebra is a pair (Γ, B), where Γ is an associative unital
R-algebra for some Z ≤ R ≤ C and B = {bi : i ∈ I} is a distinguished basis for Γ
such that 1 ∈ B, satisfying the following three axioms:
(T1) The structure constants of Γ with respect to the basis B lie in R+, the nonneg-
ative real numbers.
(T2) There is an algebra anti-automorphism ¯ of Γ whose square is the identity and
that has the property that bi ∈ B ⇒ bi ∈ B. (We define i by the condition
bi = bi¯.)
(T3) Let κ(bi, a) be the coefficient of bi in a ∈ Γ. Then there is a function g :
B ×B −→ R+ satisfying
κ(bm, bibj) = g(bi, bm)κ(bi, bmbj),
where g(bi, bm) is independent of j, for all i, j,m.
Remark 1.1.2. Table algebras first appeared in the work of Arad and Blau [1] in
the case where Γ is commutative and B is finite. All table algebras in this paper
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will be normalized, meaning that the structure constants of Γ with respect to the
basis B will be (nonnegative) integers and the function g in axiom (T3) sends all
pairs of basis elements to 1. These conditions are reminiscent of Sunder’s discrete
hypergroups [11], and they are clearly satisfied when B = G is any group and
Γ = ZG.
Lemma 1.1.3. Let (Γ, B) be a normalized table algebra.
(i) The linear map
t : a −→ κ(1, a)
is a trace on Γ (that is, t(xy) = t(yx) for all x, y ∈ Γ).
(ii) Let a =
∑
i∈I zibi where bi ∈ B and zi ∈ Z. Then t(aa¯) = 1 if and only if
a = ±bi for some i.
Proof. Part (i) is an easy consequence of axiom (T3), which shows that κ(1, bibj)
= δij¯ . Using this observation, we see that t(aa¯) =
∑
i∈I z
2
i , which proves (ii). 
Definition 1.1.4. Let (Γ, B) be a normalized table algebra. A basis element b ∈ B
is said to be grouplike if bb¯ = b¯b = 1.
The notion of a grouplike element is similar to Arad and Blau’s notion of an
“irreducible” element, but this needs to be restated in our context so that we can
deal with the case where B is infinite.
1.2 Based rings.
Definition 1.2.1. A based ring is a pair (A,B), where A is a unital Z-algebra
with free Z-basis B and nonnegative structure constants. A homomorphism φ :
(A,B) −→ (A′, B′) of based rings is a homomorphism of abstract Z-algebras φ :
A −→ A′ such that φ(b) ∈ B′ ∪ {0} for all b ∈ B. Isomorphisms, automorphisms
etc. of based rings are defined analogously.
Clearly normalized table algebras are examples of based rings.
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Lemma 1.2.2. Let (Γ, B) be a normalized table algebra and let b, g ∈ B with b
grouplike.
(i) We have bg ∈ B and gb ∈ B.
(ii) The Z-linear map sending g′ 7→ b¯g′b for all g′ ∈ B is a based ring automorphism
of (Γ, B).
Proof. Claim (ii) is immediate from (i), since b¯ is grouplike if and only if b is, so it
remains to prove (i).
Let t be the trace of Lemma 1.1.3. We observe that
t((gb)(gb)) = t(gbb¯g¯) = t(gg¯) = 1,
where the second equality uses the fact that b is grouplike, and the third equality
uses Lemma 1.1.3 (ii). Lemma 1.1.3 (ii) and the assumption that (Γ, B) is nor-
malized show that gb ∈ B. To prove the other half of (i), note that t((bg)(bg)) =
t((bg)(bg)) by Lemma 1.1.3 (i) and then proceed as before. 
The main example of a based ring that is of interest for our purposes is the
following.
Definition 1.2.3. Let (Γ, B) be a normalized table algebra. The based ringMn,Γ,B
is the ring of n × n matrices over the ring Γ, equipped with distinguished basis
consisting of all elements eij ⊗ b, where eij is a matrix unit and b ∈ B.
We call the elements eii ⊗ 1 (for 1 ≤ i ≤ n) distinguished idempotents.
It is trivial to check that Mn,Γ,B is indeed a based ring.
Lemma 1.2.4. Let (Γ, B) be a normalized table algebra, and let ¯ be the table
algebra anti-automorphism. Let α be an automorphism of Mn,Γ,B (as a based ring).
(i) The map α sends distinguished idempotents of Mn,Γ,B to distinguished idempo-
tents.
(ii) The Z-linear map ∗ that sends eij ⊗ b to (eij ⊗ b)
∗ := eji ⊗ b¯ is an anti-
automorphism of Mn,Γ,B that commutes with α.
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(iii) If Mn′,Γ′,B′ is a based ring with anti-automorphism ∗
′ (as in (ii)) and φ :
Mn,Γ,B −→ Mn′,Γ′,B′ is an isomorphism of based rings, then ∗
′ = φ ◦ ∗ ◦ φ−1.
Proof. To prove (i), we note that α preserves the identity element, which is ex-
pressed in terms of the based ring basis as
1 =
n∑
i=1
(eii ⊗ 1).
As an automorphism of based rings, α permutes the basis elements, and (i) follows.
It is easy to check that the map ∗ is an anti-automorphism of based rings.
Consider two basis elements eij ⊗ b and ekl ⊗ b
′ of the based ring. The only
way a distinguished idempotent can occur with nonzero coefficient in the product
(eij ⊗ b)(ekl⊗ b
′) is if j = k, i = l and 1 occurs in the product bb′. The last of these
conditions happens if and only if b′ = b¯ by axiom (T3). If all these conditions hold,
we have ekl⊗b
′ = (eij⊗b)
∗, and the only distinguished idempotent occurring in the
product is eii ⊗ 1, which occurs with coefficient 1 since (Γ, B) is normalized. This
characterizes ∗ in terms of the structure constants and distinguished idempotents,
and (iii) follows.
Now consider the basis element α(eij ⊗ b). Since α permutes the distinguished
idempotents by (i), we may apply α to the equation
(eij ⊗ b)(eji ⊗ b¯) =
∑
cp,q,b′(epq ⊗ b
′)
and argue as in the previous paragraph to show that
α(eji ⊗ b¯) = α((eij ⊗ b)
∗) = (α(eij ⊗ b))
∗.
Claim (ii) follows by linearity. 
1.3 Automorphisms of Mn,Γ,B.
In §1.3, we take a closer look at the based rings Mn,Γ,B of Definition 1.2.3.
The following lemma shows how the based ring isomorphism type of such a ring is
controlled by the data n, Γ and B.
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Lemma 1.3.1. If α :Mn,Γ,B −→ Mn′,Γ′,B′ is an isomorphism of based rings, then
n = n′ and (Γ, B) ∼= (Γ′, B′) as based rings.
Proof. Since α is an isomorphism of based rings, it induces a bijection between the
bases of each based ring. Arguing as in the proof of Lemma 1.2.4 (i), we see that α
sends distinguished idempotents to distinguished idempotents, so that in particular
we have n = n′.
Let e be any distinguished idempotent in Mn,Γ,B and let φe be the Z-linear map
from (Γ, B) to Mn,Γ,B for which φe(b) = e ⊗ b for all b ∈ B. It is clear that φe
is a monomorphism of based rings whose image is eMn,Γ,Be, which shows that the
isomorphism type of (Γ, B) as a based ring is determined by that of Mn,Γ,B. The
conclusion follows. 
The classification of automorphisms ofMn,Γ,B is more interesting than the proof
of Lemma 1.3.1 suggests. This is due to the presence of what we call “twisted”
isomorphisms (defined below) which may not send elements of the form eij ⊗ 1 to
elements of the form ekl ⊗ 1 if i 6= j.
Definition 1.3.2. Let α : Mn,Γ,B −→ Mn′,Γ′,B′ be a homomorphism of based
rings. If there exist a map σ : {1, . . . , n} −→ {1, . . . , n′} and a homomorphism of
based rings ψ : (Γ, B) −→ (Γ′, B′) such that α(eij ⊗ b) = eσ(i)σ(j) ⊗ ψ(b) for all
1 ≤ i, j ≤ n and b ∈ B then we call α an untwisted homomorphism. Otherwise, we
call α a twisted homomorphism.
Lemma 1.3.1 has the following
Corollary 1.3.3. If Mn,Γ,B and Mn′,Γ′,B′ are isomorphic as based rings, then they
are isomorphic by an untwisted isomorphism. 
Definition 1.3.4. Consider the based ring Mn,Γ,B .
We associate to the sequence (b1, b2, . . . , bn) of grouplike elements of B the based
ring automorphism β = β(b1, b2, . . . , bn) of Mn,Γ,B. This is defined to send the
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element X ∈Mn,Γ,B to G
−1XG, where
G =
n∑
i=1
eii ⊗ bi.
(This makes sense by Lemma 1.2.2.) The automorphism β will be twisted unless
all the bi are equal.
If w is a permutation in the symmetric group S(n), we define an untwisted based
ring automorphism, σw, of Mn,Γ,B that sends eij ⊗ b to ew−1i,w−1j ⊗ b.
If ε is a based ring automorphism of (Γ, B) (not necessarily one of the form given
in Lemma 1.2.2 (ii)), we define an untwisted based ring automorphism ψε ofMn,Γ,B
by ψε(eij ⊗ b) = eij ⊗ ε(b).
Proposition 1.3.5. The group AutB(Mn,Γ,B) of based ring automorphisms of
Mn,Γ,B is generated by the automorphisms of the form β(b1, b2, . . . , bn), σw and ψε
as given in Definition 1.3.4.
Proof. Let α be such an automorphism. By Lemma 1.2.4 (i), α permutes the
distinguished idempotents, so by applying a suitable automorphism σw, we may
assume without loss of generality that α(eii ⊗ 1) = eii ⊗ 1 for all 1 ≤ i ≤ n.
With the above assumption, it follows that for any 1 ≤ k, l ≤ n and b ∈ B,
α(ekl ⊗ b) is of the form ekl ⊗ b
′. This is because
(ekk ⊗ 1)(ekl ⊗ g)(ell ⊗ 1) = ekl ⊗ g
for any g ∈ B.
For 2 ≤ i ≤ n, we define the element b′i ∈ B by the condition α(ei,i−1 ⊗ 1) =
ei,i−1 ⊗ b
′
i.
We claim that b′i is grouplike. Recalling the map ∗ from Lemma 1.2.4 (ii), we
note that (ei,i−1 ⊗ 1)(ei,i−1 ⊗ 1)
∗ = eii ⊗ 1. Since α commutes with ∗ and fixes the
distinguished idempotents, we must have (ei,i−1 ⊗ b
′
i)(ei−1,i ⊗ b¯
′
i) = eii ⊗ 1, which
implies that b′ib¯
′
i = 1. A similar argument establishes that b¯
′
ib
′
i = 1, so that b
′
i is
grouplike.
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Let b1 = 1 and define, for 2 ≤ i ≤ n, bi := b
′
ib
′
i−1 · · · b
′
2. Let β be the auto-
morphism β(b1, b2, . . . , bn) of Definition 1.3.4. (Note that β commutes with ∗; this
follows easily from the definition since the matrix G in Definition 1.3.4 is diago-
nal.) A routine matrix calculation shows that β(α(ei,i−1 ⊗ 1)) = ei,i−1 ⊗ 1 for all
2 ≤ i ≤ n. Since β and α commute with ∗, the map βα also fixes elements of the
form ei−1,i ⊗ 1, and since βα is an algebra homomorphism, it fixes all elements of
the form eij ⊗ 1 for 1 ≤ i, j ≤ n. We may therefore assume for the rest of the proof
that α fixes all elements eij ⊗ 1.
We now see that α is determined by its values on e11 ⊗ b, because
eij ⊗ b = (ei1 ⊗ 1)(e11 ⊗ b)(e1j ⊗ 1).
By the second paragraph of the proof, α must send e11 ⊗ b to e11 ⊗ b
′ for some b′.
As noted in the proof of Lemma 1.3.1, the Z-linear map sending b to e11 ⊗ b is a
based ring monomorphism, so it follows that there is a based ring automorphism
ε of (Γ, B) such that α(e11 ⊗ b) = e11 ⊗ ε(b). In other words, α is equal to ψε,
completing the proof. 
2. Tabular algebras and their based rings
We now recall from [4] the definition of a tabular algebra and its associated table
datum. The goal of this paper is to understand the extent to which the table datum
is determined by the tabular basis.
2.1 Tabular algebras.
We start by recalling the definition of the a-function, which is due to Lusztig.
Definition 2.1.1. Let A be the ring of Laurent polynomials Z[v, v−1], let A be an
A-algebra and let B be an A-basis of A. For X, Y, Z ∈ B, we define the structure
constants gX,Y,Z ∈ A by the formula
XY =
∑
Z
gX,Y,ZZ.
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The a-function is defined by
a(Z) = max
X,Y ∈B
deg(gX,Y,Z),
where the degree of a Laurent polynomial is taken to be the highest power of v
occurring with nonzero coefficient. We define γX,Y,Z ∈ Z to be the coefficient of
va(Z) in gX,Y,Z ; this will be zero if the bound is not achieved.
Definition 2.1.2. A tabular algebra is anA-algebraA, together with a table datum
(Λ,Γ, B,M,C, ∗)
satisfying axioms (A1)–(A3) below.
(A1) Λ is a finite poset. For each λ ∈ Λ, (Γ(λ), B(λ)) is a normalized table algebra
over Z and M(λ) is a finite set. The map
C :
∐
λ∈Λ
(M(λ)×B(λ)×M(λ))→ A
is injective with image an A-basis of A. We assume that Im(C) contains a set
of mutually orthogonal idempotents {1ε : ε ∈ E} such that A =
∑
ε,ε′∈E(1εA1ε′)
and such that for each X ∈ Im(C), we have X = 1εX1ε′ for some ε, ε
′ ∈ E . A
basis arising in this way is called a tabular basis.
(A2) If λ ∈ Λ, S, T ∈M(λ) and b ∈ B(λ), we write C(S, b, T ) = CbS,T ∈ A. Then ∗ is
an A-linear involutory anti-automorphism of A such that (CbS,T )
∗ = CbT,S , where
¯ is the table algebra anti-automorphism of (Γ(λ), B(λ)). If g ∈ C(v)⊗Z Γ(λ) is
such that g =
∑
bi∈B(λ)
cibi for some scalars ci (possibly involving v), we write
CgS,T ∈ C(v)⊗A A as shorthand for
∑
bi∈B(λ)
ciC
bi
S,T . We write cλ for the image
under C of M(λ)×B(λ)×M(λ).
(A3) If λ ∈ Λ, g ∈ Γ(λ) and S, T ∈M(λ) then for all a ∈ A we have
a.CgS,T ≡
∑
S′∈M(λ)
C
ra(S
′,S)g
S′,T mod A(< λ),
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where ra(S
′, S) ∈ Γ(λ)[v, v−1] = A ⊗Z Γ(λ) is independent of T and of g and
A(< λ) is the A-submodule of A generated by the set
⋃
µ<λ cµ.
A tabular algebra with trace is a tabular algebra that also satisfies conditions
(A4) and (A5) below.
(A4) Let K = CbS,T , K
′ = Cb
′
U,V and K
′′ = Cb
′′
X,Y lie in Im(C). Then the maximum
bound for deg(gK,K′,K′′) in Definition 2.1.1 is achieved if and only if X = S,
T = U , Y = V and κ(b′′, bb′) 6= 0 (where κ is as in axiom (T3)). If these
conditions all hold and furthermore b = b′ = b′′ = 1, we require γK,K′,K′′ = 1.
(A5) There exists an A-linear function τ : A −→ A (the tabular trace), such that
τ(x) = τ(x∗) for all x ∈ A and τ(xy) = τ(yx) for all x, y ∈ A, that has the
property that for every λ ∈ Λ, S, T ∈M(λ), b ∈ B(λ) and X = CbS,T , we have
τ(va(X)X) =
{
1 mod v−1A− if S = T and b = 1,
0 mod v−1A− otherwise.
Here, A− := Z[v−1]. We call the elements C1S,S distinguished involutions.
Remark 2.1.3. The idempotent condition in axiom (A1) ensures that a(Z) is always
defined.
Tabular algebras are so called because they are an amalgamation of table algebras
and cellular algebras in the sense of Graham and Lehrer [3]. Axioms (A1)–(A3)
are modelled on the axioms for a cellular algebra.
In this paper, we will only be concerned with tabular algebras with trace; this
class of examples includes all the examples mentioned in the introduction. Our goal
is to show that although the axioms in Definition 2.1.2 seem complicated, one can
recover the table datum “up to isomorphism” (in a sense that will be made precise)
from the structure constants of the tabular basis. Another way to state our aim is
by the following question.
Question 2.1.4. Given a tabular algebra A with trace and with tabular basis B,
to what extent can we recover the map C?
Question 2.1.4 can be viewed as a question about categories, as we will explain
in §2.4.
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It is too much to hope to recover the table datum from the structure of A as an
abstract algebra, as can be seen from the following result.
Theorem 2.1.5 (Hertweck [6]). There exist finite groups G and H with G 6∼= H
and ZG ∼= ZH (so that AG = A⊗Z G ∼= A⊗Z H = AH).
The relevance to tabular algebras is as follows. Since G is a group, AG is a
tabular algebra with trace: take Λ to consist of a single element λ, Γ(λ) = ZG,
B(λ) = G, M(λ) to be a single element m, C(m, b,m) = b and ∗ to be the linear
extension of inversion. We can take τ(x) to be the coefficient of the identity element
in x. Hertweck’s theorem then shows that the isomorphism type of (Γ(λ), B(λ)) as
a based ring cannot be recovered from the isomorphism type of AG as an abstract
algebra.
2.2 Based rings arising from tabular algebras.
In [4, §3], asymptotic versions of tabular algebras with trace are constructed,
using methods from [10]. These asymptotic algebras are based rings in the sense
of §1.2. They will be useful in answering Question 2.1.4 since it will turn out that
we can recover information about the tabular algebra by studying the associated
based ring.
Definition 2.2.1. Let A be a tabular algebra with trace, and maintain the usual
notation. Define X̂ := v−a(X)X for any tabular basis element X ∈ Im(C). The
free A−-module A−λ is defined to be generated by the elements {X̂ : X ∈ cλ}. We
set tX to be the image of X̂ in
A∞λ :=
A−λ
v−1A−λ
.
The latter is a Z-algebra with basis {tX : X ∈ cλ} and structure constants
tXtX′ =
∑
X′′∈c
γX,X′,X′′tX′′ ,
where the γX,X′,X′′ ∈ Z are as in Definition 2.1.1. We also set
A∞ :=
⊕
λ∈Λ
A∞λ ;
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this is a Z-algebra with basis {tX : X ∈ Im(C)}.
We will call the ring A∞ the based ring associated to the tabular algebra A. This
terminology is justified by the following lemma.
Lemma 2.2.2. Let A be a tabular algebra with trace, and maintain the usual
notation.
(i) The algebra A∞λ with basis {tX : X ∈ cλ} is isomorphic as a based ring to
M|M(λ)|,Γ(λ),B(λ). The isomorphism may be chosen to identify tX with eST ⊗ b,
where X = C(S, b, T ) and M(λ) is identified with the set {1, 2, . . . , |M(λ)|}.
(ii) The algebra A∞ with basis {tX : X ∈ Im(C)} is a based ring.
Proof. Part (i) follows from [4, Theorem 3.2.4 (i)] and its proof. Part (ii) is imme-
diate from part (i) and the definition of A∞. 
2.3 Reduced tabular algebras.
It is clear from axiom (A3) of a tabular algebra that if A is a tabular algebra
with table datum (Λ,Γ, B,M,C, ∗) then we may refine the partial order ≤ on Λ
to a larger partial order without disturbing any of the axioms. However, this
extra freedom turns out to be inconvenient for our purposes in this paper since it
obfuscates some of the symmetry properties of the cell datum. For this reason, we
introduce the notion of a reduced tabular algebra, for which the partial order on Λ
is as small as possible. Most of our results concern reduced tabular algebras, but
there is no loss of generality in assuming that a tabular algebra is reduced.
Definition 2.3.1. Let A be a tabular algebra with table datum (Λ,Γ, B,M,C, ∗),
where Λ is ordered by ≤. Let Λ′ be a poset with the same underlying set as
Λ, partially ordered by ≤′, and write Λ′ P Λ if ≤ is a refinement of ≤
′. If
(Λ′,Γ, B,M,C, ∗) is a table datum for A for some Λ′ ≺P Λ then A and its table
datum are said to be non-reduced; otherwise, A and its table datum are said to be
reduced.
One of the advantages of reduced tabular algebras with trace is that the poset
Λ may be recovered up to isomorphism from the tabular basis.
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Definition 2.3.2. Let A be a tabular algebra. If X and X ′ are tabular basis
elements, we say that X ′  X if X ′ appears with nonzero coefficient in KXK ′ for
some tabular basis elements K,K ′. The relation  on the tabular basis Im(C) is
defined to be the transitive extension of this relation; it is reflexive by axiom (A1).
The following result is the first step towards recovering the table datum of a
tabular algebra with trace from the structure constants.
Proposition 2.3.3. Let A be a reduced tabular algebra with trace and table datum
(Λ,Γ, B,M,C, ∗).
Let  be as in Definition 2.3.2. Let X = CbS,T ∈ cλ and X
′ = Cb
′
U,V ∈ cµ be tabular
basis elements (where λ, µ ∈ Λ and cλ is as defined in axiom (A2)). Then X  X
′
if and only if λ ≤ µ, with λ = µ if and only if X  X ′  X. It follows that the
tabular basis determines the sets cλ and the isomorphism type of the poset Λ.
Proof. It is clear from axiom (A3), its mirror image under ∗ (see [4, Remark 1.3.2])
and the definition of  that X  X ′ implies λ ≤ µ.
By [4, Proposition 3.1.3], we find that λ = µ (and thus cλ = cµ) if and only if
X  X ′  X . To complete the proof of the first assertion, it remains to show that
if λ < µ then X  X ′.
Assume λ < µ. Since A is reduced, the partial order ≤ is the smallest possible
partial order compatible with axiom (A3). The fact that Λ is finite means that
there is a chain
λ = λ1 < λ2 < · · · < λr = µ
where, for each 1 ≤ i < r, there exist basis elements Yi ∈ cλi , Yi+1 ∈ cλi+1 and
K ∈ B such that Yi occurs with nonzero coefficient in the expansion of KYi+1. The
idempotent condition of axiom (A1) shows that Yi  Yi+1, and we have Y1  Yr by
transitivity. The previous paragraph shows that X  Y1  X and X
′  Yr  X
′,
so that X  X ′ as required.
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The second assertion now follows from the observation that the definition of 
depends only on the tabular basis and not on any details of the table datum. 
Corollary 2.3.4. Let A be a reduced tabular algebra with trace and let
(Λ,Γ, B,M,C, ∗), (Λ′,Γ′, B′,M ′, C′, ∗′)
be two table data for A associated to the same tabular basis B = ImC = ImC′. Let
X ∈ B, and define λ ∈ Λ and λ′ ∈ Λ′ by the conditions X ∈ cλ and X ∈ cλ′ .
There is an isomorphism of based rings
M|M(λ)|,Γ(λ),B(λ) ∼=M|M(λ′)|,Γ(λ′),B(λ′).
Proof. By Proposition 2.3.3, the set cλ containing X may be reconstructed from
X and the tabular basis. This enables us to recover A∞λ from Definition 2.2.1, and
the conclusion follows from Lemma 2.2.2 (i). 
2.4 Categories arising from table data.
Question 2.1.4 can be restated in terms of a certain category that we now intro-
duce.
Definition 2.4.1. Let A be a tabular algebra with trace τ and tabular basis B.
The category D(A,B) = D(A,B, τ) is defined as follows.
Objects: All elements (Λ,Γ, B,M, ∗) for which there exists C such that
(Λ,Γ, B,M,C, ∗)
is a reduced table datum for A with Im(C) = B.
Morphisms: Let (Λ,Γ, B,M, ∗) and (Λ′,Γ′, B′,M ′, ∗′) be objects of D(A,B), and
fix C such that (Λ,Γ, B,M,C, ∗) is a reduced table datum for A with Im(C) = B.
The set of morphisms between (Λ,Γ, B,M, ∗) and (Λ′,Γ′, B′,M ′, ∗′) are the maps
(C′)−1 ◦ C :
∐
λ∈Λ
(M(λ)×B(λ)×M(λ)) −→
∐
λ′∈Λ′
(M ′(λ′)×B′(λ′)×M ′(λ′)) ,
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where C′ is such that (Λ′,Γ′, B′,M ′, C′, ∗′) is a reduced table datum for A with
Im(C′) = B, and composition is given by composition of maps.
Remark 2.4.2. It is not clear at this stage that D(A,B) is a well-defined category,
because it is not a priori obvious that the composition of two morphisms is another
morphism or that the set of morphisms between two objects is independent of the
choice of C. We will resolve this issue in Theorem 3.4.1.
Question 2.1.4 is asking for a classification of the morphisms from a given object
in D(A,B). We will achieve this by exhibiting an equivalence of categories between
D(A,B) and a category for which this question is easy to answer.
3. Based posets and their automorphisms
We now introduce the notion of a based poset, which allows us to state our main
result, Theorem 3.1.6. Throughout §3, A will be a reduced tabular algebra with
trace τ and tabular basis B.
3.1 Based posets.
Definition 3.1.1. A based poset is a triple (Λ,≤, f) where (Λ,≤) is a poset and
f is a function with the property that for each λ ∈ Λ, f(λ) is a based ring. An
isomorphism of based posets
α : (Λ,≤, f) −→ (Π,≤′, g)
is an isomorphism of posets α : (Λ,≤) −→ (Π,≤′) such that for all λ ∈ Λ, α induces
an isomorphism of based rings α : f(λ) −→ g(α(λ)).
Definition 3.1.2. Let A be a reduced tabular algebra with trace and with tabular
basis B. Let (Λ,Γ, B,M,C, ∗) be a table datum for A.
The based poset P (A,B) = P (Λ,Γ, B,M,C, ∗) = P (Λ,Γ, B,M, ∗) associated to
the table datum (Λ,Γ, B,M,C, ∗) is the triple (Λ,≤, f) where (Λ,≤) is the poset in
the table datum of A and, for each λ ∈ Λ, f(λ) is the based ringM|M(λ)|,Γ(λ),B(λ) ∼=
A∞λ . Such a based poset is equipped with an anti-automorphism, ∗, which by
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definition leaves the elements of the poset fixed and induces the map ∗ of Lemma
1.2.4 (ii) on each f(λ).
The category P(A,B) has as objects all elements P (D) for D ∈ D(A,B) (see
Definition 2.4.1); the morphisms are isomorphisms of based posets.
Definition 3.1.3. Let A be a reduced tabular algebra with trace and tabular basis
B. Let D be an object of D(A,B) and let P (D) be the corresponding object of
P(A,B). A parametrization of D consists of bijections
sλ :M(λ) −→ {1, 2, . . . , |M(λ)|}
and a map
pi :
∐
λ
(M(λ)×B(λ)×M(λ)) −→
∐
λ∈Λ
f(λ)
such that for all λ ∈ Λ, S, T ∈ M(λ) and b ∈ B(λ), pi(S, b, T ) = esλ(S),sλ(T ) ⊗
b ∈ f(λ). We will typically refer to the parametrization (pi,
∐
λ∈Λ sλ) as “the
parametrization pi” for short.
Proposition 3.1.4. Let A be a reduced tabular algebra with trace and tabular basis
B. Let D1 := (Λ,Γ, B,M, ∗) and D2 := (Λ
′,Γ′, B′,M ′, ∗′) be objects of D(A,B)
with parametrizations pi1 and pi2 respectively. If there is a morphism θ : D1 −→ D2
in D(A,B), then there is a morphism
P (θ) : P (D1) := (Λ,≤, f) −→ P (D2) := (Λ
′,≤′, f ′)
in P(A,B), depending on pi1 and pi2. In particular, the isomorphism type of
P (A,B) as a based poset is independent of the choice of table datum.
Proof. Proposition 2.3.3 shows that the sets cλ are independent of the table datum,
so that
θ (M(λ)×B(λ)×M(λ)) =M ′(λ′)×B′(λ′)×M ′(λ′)
for some λ′ depending on λ. Since A is reduced, Proposition 2.3.3 also shows that
θ is compatible with the partial orders on the two table data, and thus that θ is a
poset isomorphism.
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We define the map P (θ) :
∐
f(λ) −→
∐
g(θ(λ)) (depending on pi1 and pi2) by Z-
linear extension of the condition that P (θ)◦pi1 = pi2 ◦θ. The map P (λ) respects the
partitions induced by Λ and Λ′. It is an isomorphism of based posets by Corollary
2.3.4 and Lemma 2.2.2 (i), because it represents the identity map on A∞ with
respect to certain bases. The conclusion follows. 
The involution ∗ is respected by the map P in the following sense.
Lemma 3.1.5. Let A and B be as in Proposition 3.1.4, and let D := (Λ,Γ, B,M, ∗)
be an object of D(A,B). Then the involution ∗ determines and is determined by
the maps ∗ on the based poset P (D) in P(A,B) given in Definition 3.1.2, and
furthermore, the correspondence is independent of the parametrization chosen.
Proof. The map ∗ induces an obvious permutation of each setM(λ)×B(λ)×M(λ)
for each λ ∈ Λ. Choose a parametrization pi of D and define the map P (∗) :∐
f(λ) −→
∐
f(λ) by the condition P (∗)◦pi = pi◦∗. The map P (∗) is equal to the
based poset anti-automorphism ∗ of Definition 3.1.2, and the map is independent
of the parametrization chosen. The converse is easily checked: the map ∗ of D may
be reconstructed from the maps ∗ on the based posets P (D), again independently
of the choice of parametrization. 
Because of Lemma 3.1.5, we may identify the map ∗ of D with the anti-iso-
morphism of the based poset P (D), and we may denote them both by ∗.
Proposition 3.1.4 hints that P may be a functor, which will turn out to be the
case (see Theorem 3.4.1 (iv)). The raison d’eˆtre of based posets is the following
result, which can be regarded as the main result of the paper and the answer to
Question 2.1.4.
Theorem 3.1.6. Let A be a reduced tabular algebra with trace and with tabular
basis B. The categories D(A,B) and P(A,B) are equivalent.
3.2 Classifying the isomorphisms of based posets.
To understand the morphisms in the category P(A,B), we require the following
definition.
CATEGORIES ARISING FROM TABULAR ALGEBRAS 19
Definition 3.2.1. Let (Λ,≤, f) and (Π,≤′, g) be objects of P(A,B). Let pΛ :
Λ −→ Π be an isomorphism of abstract posets, and for each λ ∈ Λ let pλ be an
untwisted isomorphism of based rings (see Definition 1.3.2) from f(λ) to g(pΛ(λ)).
We define the isomorphism of based posets
ιp : (Λ,≤, f) −→ (Π,≤
′, g)
to be the isomorphism inducing the map pΛ on Λ and the maps pλ on each f(λ).
Let (Λ,≤, f) be an object of P(A,B), let λ ∈ Λ and set n = |M(λ)|. Let
β(b1, b2, . . . , bn), σw and ψε be based ring automorphisms of Mn,Γ(λ),B(λ). We
define the based poset automorphism βλ(b1, b2, . . . , bn) (respectively, σ
λ
w, ψ
λ
ε ) of
(Λ,≤, f) to be the automorphism that induces the identity map on the underlying
poset and on all based rings f(µ) for µ 6= λ, and that induces the automorphism
β(b1, b2, . . . , bn) (respectively, σw, ψε) on f(λ).
Remark 3.2.2. Definition 3.2.1 makes sense by Lemma 2.2.2 (i), which guarantees
that the based rings involved are isomorphic to Mn,Γ,B for suitable n, Γ and B.
Proposition 3.2.3. Maintain the notation of Definition 3.2.1. Any morphism
α : (Λ,≤, f) −→ (Π,≤′, g)
in P(A,B) can be expressed as a product of isomorphisms of the form ιp and
βλ(b1, b2, . . . , bn).
Proof. Corollary 1.3.3 reduces the problem to the case where (Λ,≤, f) = (Π,≤′, g),
once we compose α with a suitable isomorphism ιp. The result now follows from
Proposition 1.3.5, because the automorphisms σw and ψε are untwisted. 
Proposition 3.2.4. Let A be a tabular algebra with trace and tabular basis B, and
let
α : (Λ,≤, f) −→ (Λ′,≤′, f ′)
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be a morphism in P(A,B). Then α intertwines the based poset anti-automorphisms
of its source and target, and α takes distinguished idempotents to distinguished
idempotents.
Proof. By Proposition 3.2.3, it is enough to verify this for α = ιp and α =
βλ(b1, b2, . . . , bn). The first case follows easily from the definitions, and the second
case is a consequence of Lemma 1.2.4. 
3.3 Automorphisms of the tabular basis.
It will turn out that morphisms in the category D(A,B) all arise from the fol-
lowing construction.
Definition 3.3.1. Let A be a reduced tabular algebra with trace and tabular basis
B. Let D1 := (Λ,Γ, B,M, ∗) and D2 := (Λ
′,Γ′, B′,M ′, ∗′) be objects of D(A,B),
with parametrizations pi1 and pi2 respectively.
Let α : P (D1) −→ P (D2) be a morphism in P(A,B); such a morphism exists
by Proposition 3.1.4. This induces a map
α(pi1, pi2) :
∐
λ∈Λ
(M(λ)×B(λ)×M(λ)) −→
∐
λ′∈Λ′
(M ′(λ′)×B′(λ′)×M ′(λ′))
given by α(pi1, pi2) = pi
−1
2 αpi1. If maps C and C
′ are chosen such that
(Λ,Γ, B,M,C, ∗)
and
(Λ′,Γ′, B′,M ′, C′, ∗′)
are table data, α(pi1, pi2) induces a permutation α of B via
α := C′ ◦ α(pi1, pi2) ◦ C
−1.
This may be extended A-linearly to a map on A.
Remark 3.3.2. It must be emphasised that the permutations of the tabular basis
in Definition 3.3.1 are generally not algebra automorphisms of A.
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Lemma 3.3.3. Maintain the notation of Definition 3.3.1, so that the morphism
α in P(A,B) induces a permutation of B = Im(C) = Im(C′). Then for each
λ ∈ Λ, α induces a bijection from M(λ) to M ′(α(λ)): if S ∈ M(λ), α(S) is
defined by the condition α(pi1, pi2)(S, 1, S) = (α(S), 1, α(S)). In particular, α fixes
the distinguished involutions setwise.
Proof. The map α is compatible with the partitions of B by the sets Λ and Λ′
because it is a morphism of based posets. The bijections pi1C
−1 and pi2(C
′)−1 send
distinguished involutions to distinguished idempotents, so by Proposition 3.2.4 the
permutation of B induced by α takes distinguished involutions to distinguished
involutions. 
What is remarkable about Definition 3.3.1 is that the permutations of B arising
are in fact morphisms in the category D(A,B), and that these morphisms can be
made to act on the possible table data.
Proposition 3.3.4. Let A be a reduced tabular algebra with trace and with tabular
basis B. Let D1 = (Λ,Γ, B,M, ∗) and D2 = (Λ
′,Γ′, B′,M ′, ∗′) be objects of D(A,B)
and let C be a map such that (Λ,Γ, B,M,C, ∗) is a table datum. Fix parametriza-
tions pi1 and pi2 for D and D
′ respectively. Let α be a morphism P (D) −→ P (D′);
this exists by Proposition 3.1.4. Then α(pi1, pi2) is a morphism from D −→ D
′ in
D(A,B) and (Λ′,Γ′, B′,M ′, α(C), ∗′) is another reduced table datum for A (with
respect to the same trace) where α(C) := C ◦ α(pi1, pi2)
−1. Furthermore, ∗ and ∗′
are equal as permutations of B.
Proof. The last assertion follows from Lemma 1.2.4 (iii), Lemma 2.2.2 (i) and
Lemma 3.1.5. For the other assertion, we check each of the five axioms.
A1. It is clear that α(C) is injective because α(pi1, pi2) is invertible and C is injective.
The other assertions follow easily from the definition of P(A,B).
A2. Proposition 3.2.4 and Lemma 3.1.5 show that α(pi1, pi2)
−1 ◦ ∗′ = ∗ ◦ α(pi1, pi2)
−1.
The map C intertwines the maps ∗ on its domain and range by axiom (A2)
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applied to C. We therefore have
(C ◦ α(pi1, pi2)
−1(S, b, T ))∗
′
= (C ◦ α(pi1, pi2)
−1(S, b, T ))∗
= C ◦ ((α(pi1, pi2)
−1(S, b, T ))∗)
= C ◦ (α(pi1, pi2)
−1(S, b, T )∗
′
)
= C ◦ α(pi1, pi2)
−1(T, b¯, S)
as required.
A3. We note that α, being an isomorphism of based posets, respects both the par-
tition of B into subsets cλ and the partial order on Λ. The claims regarding
A(< λ) follow from this. In particular, α induces a bijection of Λ −→ Λ′, also
denoted by α.
We now need to show the existence of a function r′a with the required properties
with respect to the candidate (Λ,Γ, B,M, α(C), ∗) for the cell datum. We write ra
for the corresponding function associated to the original cell datum.
We need only check the cases α = ιp and α = β
λ(b1, b2, . . . , bn) by Proposition
3.2.3.
For α = ιp we have
α(C)(S, b, T ) = C(σ(S), ψ(b), σ(T ))
for all λ ∈ Λ′, S, T ∈M ′(λ) and b ∈ B′(λ). Here, σ :M ′(λ) −→ M(α−1(λ)) is the
map given in Lemma 3.3.3 and ψ : (Γ′, B′) −→ (Γ, B) is the isomorphism of based
rings determined by p. In this case, we define
r′a(S
′, S) := ψ−1(ra(σ(S
′), σ(S))).
Axiom (A3) applied to C now gives
a.C
ψ(b)
σ(S),σ(T ) =
∑
σ(S′)∈M(α−1(λ))
C
ra(σ(S
′),σ(S))ψ(b)
σ(S′),σ(T ) mod A(< α
−1(λ))
=
∑
σ(S′)∈M(α−1(λ))
C
ψ(r′
a
(S′,S)b)
σ(S′),σ(T ) mod A(< α
−1(λ)).
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This yields
a.α(C)bS,T =
∑
S′∈M ′(λ)
α(C)
r′
a
(S′,S)b
S′,T mod A(<
′ λ)
and shows that the axiom holds with respect to the prospective table datum for D′
and r′a in place of ra.
For the other case, we take α = βλ(b1, b2, . . . , bn). In this case, D = D
′ and so
pi1 = pi2 = pi. For each S ∈M(λ), let us write bS for bsλ(S), where sλ is associated
to the parametrization pi in the usual way. In this case,
α(C)(S, b, T ) := C(S, bSbbT , T ).
(Recall that bSbbT ∈ B(λ) by Lemma 1.2.2 because bS and bT are grouplike.) In
this case, we set r′a(S
′, S) := bS′ra(S
′, S)bS. Axiom (A3) applied to C now gives
a.CbSbbTS,T =
∑
S′∈M(λ)
C
ra(S
′,S)bSbbT
S′,T mod A(< (λ))
=
∑
S′∈M(λ)
C
bS′r
′
a
(S′,S)bbT
S′,T mod A(< (λ)).
This yields
a.α(C)bS,T =
∑
S′∈M ′(λ)
α(C)
r′
a
(S′,S)b
S′,T mod A(< λ)
as required.
A4. As in the verification of axiom (A3), we need only check the cases α = ιp and
α = βλ(b1, b2, . . . , bn). The case of α = ιp is a routine verification. For the
other case, the condition for the degree bound to be achieved follows from the
observation that
κ(bSb
′′bV , (bSbbT )(bT b
′bV )) = κ(b
′′, bb′).
The claim about the case b = b′ = b′′ = 1 follows from Lemma 2.2.2 (i) and the
fact that the product
(esλ(S),sλ(T ) ⊗ bSbT )(esλ(T ),sλ(V ) ⊗ bT bV )
24 R.M. GREEN
contains esλ(S),sλ(V ) ⊗ bSbV with coefficient 1.
A5. The map C ◦ α(pi1, pi2) ◦ C
−1 sends distinguished involutions to distinguished
involutions by Lemma 3.3.3, and it commutes with the map ∗ = ∗′ on B by the
argument establishing axiom (A2) above. Axiom (A5) follows easily from these
observations. 
3.4 Main results.
We are now in a position to examine the category D(A,B).
Theorem 3.4.1. Let A be a reduced tabular algebra with trace and tabular basis
B. Let D1 := (Λ,Γ, B,M, ∗) and D2 := (Λ
′,Γ′, B′,M ′, ∗′) be objects of D(A,B),
with parametrizations pi1 and pi2 respectively.
(i) Let φ : P (D1) −→ P (D2) be a morphism in P(A,B) and choose C so that
(Λ,Γ, B,M,C, ∗) is a table datum. Then φ(pi1, pi2) : D1 −→ D2 is a morphism
in D(A,B) and there exists C′ such that (Λ′,Γ′, B′,M ′, C′, ∗′) is a cell datum
and such that φ(pi1, pi2) = (C
′)−1 ◦ C.
(ii) Every morphism φ : D1 −→ D2 in D(A,B) is of the form α(pi1, pi2) for some
morphism α : P (D1) −→ P (D2) in P(A,B).
(iii) The category D(A,B) is well defined.
(iv) The map P is a functor from D(A,B) to P(A,B) (assuming each object of
D(A,B) is assigned a parametrization).
Proof. Part (i) is immediate from Proposition 3.3.4.
To prove (ii), we first fix such a φ. Proposition 3.1.4 produces a morphism
P (φ) : P (D1) −→ P (D2)
in P(A,B) depending on pi1 and pi2. Definition 3.3.1 then shows that P (φ)(pi1, pi2) =
φ.
For (iii), let φ : D1 −→ D2 be a morphism in D(A,B) and choose C as in
the statement of (i). By (ii), φ is of the form α(pi1, pi2) for some morphism α in
P(A,B). Applying (i) to α, we see that φ = (C′)−1 ◦ C, where C′ is such that
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(Λ′,Γ′, B′,M ′, C′, ∗′) is a cell datum. This shows that the morphisms defined in
Definition 2.4.1 do not depend on the choice of C. It also shows that composition
of morphisms is well-defined, because if φ = (C1)
−1C2 and φ
′ = (C3)
−1C4 are
morphisms in D(A,B), we may arrange for C2 = C3 so that φ ◦ φ
′ is a morphism.
This proves (iii), and makes (iv) into an easy exercise. 
We can now prove the main result.
Proof of Theorem 3.1.6. It is enough to prove that P is an equivalence of categories.
Consider the full subcategory D′(A,B) of D(A,B) whose objects are those
(Λ,Γ, B,M, ∗) for which each set M(λ) consists of the first |M(λ)| natural num-
bers. This object has a parametrization in which all the maps sλ are the identity.
Furthermore, each object X of P(A,B) arises as P (D′) for a unique D′ ∈ D′(A,B).
In this case, we define Q(X) := D′. If α : X −→ Y is a morphism in P(A,B), we
define the morphism Q(α) : Q(X) −→ Q(Y ) by Q(α) = α(pi, pi), where pi is the
identity parametrization. Theorem 3.4.1 shows that Q is a functor and that PQ is
the identity functor on P(A,B).
Suppose all objects of D(A,B) have been assigned parametrizations. Let
D1 := (Λ,Γ, B,M, ∗)
be an object of D(A,B). Let us write
(Λ,Γ, B,M ′, ∗) := QP (D1).
The parametrization pi1 of D1 induces a morphism (i.e., an isomorphism) η1 in
D(A,B) fromD1 toQP (D1): this is the map that sends (S, b, T ) to (sλ(S), b, sλ(T ))
for each λ ∈ Λ, S, T ∈M(λ), b ∈ B(λ) and sλ(S), sλ(T ) ∈M
′(λ). If D2 is another
object with φ : D1 −→ D2 a morphism in D(A,B), we then see that the maps η
give natural isomorphisms between the identity functor on D(A,B) and the functor
QP . Theorem 3.1.6 follows. 
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4. Algebra automorphisms of tabular algebras
Recall that in Remark 3.3.2, we stated that permutations of the tabular basis
arising from morphisms in D(A,B) do not always induce isomorphisms at the level
of tabular algebras. However, the permutations of the tabular basis that do give
algebra automorphisms may be understood using our results, and may be classified
in natural examples. We do this for the Brauer algebra in §4.2. We do not claim
that these results are original; they are provided merely to illustrate the results of
this paper.
Proposition 4.1.1. Let A be a reduced tabular algebra with trace and with tabular
basis B. Let (Λ,Γ, B,M,C, ∗) be a table datum for A. Let φ be an A-algebra
automorphism of A preserving B setwise. Then φ is of the form C ◦ θ ◦ C−1 for
some θ ∈ AutD(A,B)(D), where D := (Λ,Γ, B,M, ∗).
Proof. Since φ is an algebra automorphism preserving the tabular basis, it must
(by Proposition 2.3.3) permute the collection of sets cλ, so φ induces a bijection
α : Λ −→ Λ. This bijection is an isomorphism of posets because the tabular algebra
is reduced and thus the partial order is determined by the algebra structure via
axiom (A3). It is clear from the definition of a that a(α(X)) = a(X) for all
X ∈ Im(C). Corollary 2.3.4 shows that φ induces an isomorphism of based rings
α :
∐
λ
A∞λ −→
∐
λ
A∞λ .
If we choose a parametrization pi for D and let J be the map sending X ∈ B to
tX ∈ A
∞, we find that
piC−1J−1 :
∐
A∞λ −→
∐
M|M(λ)|,Γ(λ),B(λ)
extends to give an isomorphism between P (D) and the based poset under consid-
eration. The based poset isomorphism α thus gives a based poset isomorphism
piC−1J−1αJCpi−1 ∈ AutD(A,B)(P (D)). Since P is an equivalence of categories
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by the proof of Theorem 3.1.6, there is a morphism θ ∈ AutD(A,B)(D) such that
θ = C−1J−1αJC. The claim follows from the fact that φ = J−1αJ . 
We can deduce the following result, which holds for any table datum.
Corollary 4.1.2. Let A be a reduced tabular algebra with trace and with tabular
basis B. Let φ be an A-algebra automorphism of A preserving B setwise. Then φ
is a ∗-automorphism (i.e., φ ◦ ∗ = ∗ ◦ φ) and φ takes distinguished involutions to
distinguished involutions.
Proof. This follows from Proposition 4.1.1, Proposition 3.2.4 and the equivalence
of categories given by Theorem 3.1.6. 
4.2 The Brauer algebra.
We now recall how Brauer’s centralizer algebra (which we call “the Brauer alge-
bra” for short) may be given the structure of a tabular algebra with trace and show
how the results and techniques of this paper apply to it. We calculate the group of
algebra automorphisms of the algebra that preserve the basis; many other natural
examples of tabular algebras can be analysed similarly.
Some useful references on the Brauer algebra are [2], [3, §4] and [12].
Definition 4.2.1. The Brauer algebra Bn (n ≥ 2) is defined to be the unital
associative A-algebra with basis consisting of certain diagrams. A basis diagram,
D, consists of two rows of n points, labelled {1, . . . , n}, with each point joined to
precisely one point distinct from itself. (See Figure 1.)
Figure 1. A Brauer algebra basis element for n = 6
 1  2  3  4  5  6
 1  2  3  4  5  6
Two diagrams D1, D2 may be composed to obtain D1 ◦D2 by placing D1 above
D2 and joining corresponding points. This produces a number n(D1, D2) of interior
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loops, which are deleted. The product D1D2 in the Brauer algebra is defined by
D1D2 := (v + v
−1)n(D1,D2)D1 ◦D2.
As in [3, §4], we may describe the basis diagrams in terms of certain triples.
Definition 4.2.2. Fix a diagram D. The integer t(D) is defined to be the number
of through strings, i.e., strings joining points in different rows. The involutions
S1(D), S2(D) in the symmetric group S(n) are defined such that Si(D) interchanges
the ends of the joins between points in row i, with i ∈ {1, 2}. Corresponding to
these we have subsets Fix(Si(D)) of {1, . . . , n}, which are the fixed points of the
involutions Si(D). Finally, we have a permutation w(D) in S(t), where t = t(D);
this is the permutation of Fix(S1(D)) determined by taking the end points of the
through strings (regarded as joining from row 2 to row 1) in the order determined
by taking their starting points in row 2 in increasing order. (We consider S(0)
to be the trivial group, in which case w is the identity.) The diagram D is then
determined by the triple [S1(D), S2(D), w(D)].
We now recall a table datum for the Brauer algebra from [4, Example 2.1.2].
Definition 4.2.3. Let Bn be the Brauer algebra (overA) on n strings. The algebra
has a table datum (Λ,Γ, B,M,C, ∗) as follows.
Take Λ to be the set of integers i between 0 and n such that n − i is even,
ordered in the natural way. If λ = 0, take (Γ(λ), B(λ)) to be the trivial one-
dimensional table algebra; otherwise, take Γ(λ) to be the group ring ZS(λ) with
basis B(λ) = S(λ) and involution w = w−1. TakeM(λ) to be the set of involutions
on n letters with λ fixed points. Take C(S1, w, S2) = [S1, S2, w]; Im(C) contains
the identity element. The anti-automorphism ∗ sends [S1, S2, w] to [S2, S1, w
−1].
Remark 4.2.4. There exists a tabular trace τ for Bn (see [4, Remark 2.1.3]). One
way to construct such a trace is to define τ(D) as follows on basis diagrams. Count
the number, k(D), of loops formed when each point i in row 1 is joined to point i
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in row 2 by a new string. Then the linear map τ : Bn −→ A such that τ(D) :=
v−n(v + v−1)k(D) can be shown to be a trace with these properties. (We leave this
as an exercise.)
Although Λ is totally ordered in this case, it can easily be checked that the table
datum given is reduced.
The large supply of grouplike elements in the sets B(λ) ensures that the corre-
sponding based poset has plenty of symmetries, so by Theorem 3.4.1 (i), there are
many choices for the map C that give the same tabular basis of diagrams. As a
consequence, there is nothing special about the diagrams parametrized by elements
C1S,T ; the set of diagrams that can be so expressed depends very much on the table
datum. Another manifestation of this ambiguity is the fact that the definition of
w(D) depends on the choice of two orderings. However, the set of all diagrams of
the form [S1(D), S1(D), 1] does not depend on the choice of table datum by Lemma
3.3.3, because these are the distinguished involutions.
We wish to calculate the group of permutations of the diagram basis that pre-
serve the algebra structure. Examples of such permutations are those which arise
from relabelling the points {1, . . . , n} in rows 1 and 2 of each diagram by a fixed
permutation in S(n). (Another way to think about this is to conjugate each di-
agram by a fixed diagram with n through strings.) We will show that all basis
preserving algebra automorphisms of Bn are of this form; in particular, the outer
automorphisms of the group S(6) do not extend to automorphisms of B6. The
elements ea,b and ga,b of the next definition will play a key role in the proof.
Definition 4.2.5. For 1 ≤ a < b ≤ n, we define the basis elements ea,b and ga,b of
Bn as follows.
For the element ea,b, point j in row 1 is joined to point j in row 2, unless
j ∈ {a, b}. Points a and b in row i (for i ∈ {1, 2}) are joined to each other.
For the element ga,b, point j in row 1 is joined to point j in row 2, unless
j ∈ {a, b}. Point a in row i is joined to point b in row 3− i (for i ∈ {1, 2}).
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It is clear that the elements ga,b generate a subalgebra of Bn isomorphic to
Z(S(n)), where ga,b corresponds to the transposition (a, b). More importantly, we
have the following well-known fact.
Proposition 4.2.6. The algebra Bn is generated as a unital A-algebra by the set
{ek,k+1 : 1 ≤ k < n} ∪ {gk,k+1 : 1 ≤ k < n}.
Proof. See [12, Proposition 2.1 (a)]. 
The elements ea,b and ga,b may be identified by the following properties which
are independent of the table datum chosen. By Proposition 3.1.4, it makes sense
to refer to the maximal element of the poset Λ as λ0, and to the second maximal
element as λ1. (Recall that Λ is totally ordered, and that n ≥ 2 so that |Λ| ≥ 2.)
Lemma 4.2.7. The elements ea,b are precisely the distinguished involutions in the
set cλ1 . The elements ga,b can be characterized as the only nonidentity elements in
cλ0 such that there exists a distinguished involution e ∈ cλ1 with ga,be = e. (If this
happens, we have e = ea,b.) These characterizations depend only on the basis, and
not on the table datum.
Proof. Axiom (A5) shows that the set of basis elements that are distinguished
involutions is independent of the table datum. The other assertions follow easily
from Definition 4.2.3. 
We present the following result to illustrate our techniques and to confirm Re-
mark 3.3.2.
Proposition 4.2.8. Let α : Bn −→ Bn be an automorphism of A-algebras pre-
serving the diagram basis elements. Then there exists a diagram X with n through
strings such that α(z) = X−1zX for all z ∈ Bn.
Proof. By Proposition 4.1.1, α = C ◦ θ ◦ C−1 for some θ ∈ AutD(A,B)(D), where
D = (Λ,Γ, B,M, ∗). By the main results, there is a corresponding automorphism
P (θ) of the based poset P (D) in P(A,B). Since Λ is totally ordered, it has no non-
trivial automorphisms as an abstract poset, so P (θ) fixes each poset element and
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α must fix cλ0 and cλ1 setwise. By Corollary 4.1.2 α permutes the distinguished
involutions in the set cλ1 ; in other words, for each a and b with 1 ≤ a < b ≤ n
there exist 1 ≤ c < d ≤ n with α(ea,b) = ec,d. By Lemma 4.2.7, we must have
α(ga,b) = gc,d. This determines α by Proposition 4.2.6. It remains to show that α
is of the required form.
The map α induces an isomorphism of the quotient algebra A/A(< λ0) because it
fixes each cλ setwise. This algebra is naturally isomorphic to ZS(n), and α induces
an automorphism of S(n) that preserves cycle type. It follows that the action of α
on A/A(< λ0) is effected by conjugation by an element g ∈ c0 (i.e., α(z) = g
−1zg).
The automorphism
φ : z 7→ gα(z)g−1
of Bn preserves the diagram basis and fixes all the elements ga,b. By Proposition
4.2.6 and Lemma 4.2.7, φ is the identity, which shows that α is conjugation by g
and completes the proof. 
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