Let Gm resp.
Introduction
The minimal Kac-Moody group G m , which V. Kac and D. Peterson associated in [K,P 1 ] to a Kac-Moody algebra g over a field F of characteristic 0, is a group analogue of a semisimple simply connected algebraic group. For a symmetrizable minimal Kac-Moody group, Kac and Peterson defined and investigated in [K,P 2] the algebra of strongly regular functions F [G m ] on G m . This algebra has many properties in common with the coordinate ring of a semisimple simply connected algebraic group. It is an integrally closed domain, even a unique factorization domain. It admits a Peter and Weyl theorem, i.e.,
as G m × G m -modules. But the following things, which hold in the non-classical case, are different: 1) Assigning to every element of G m its point evaluation, G m embeds in the set of F-valued points of To investigate the F-valued points of F [G m ], we define and investigate a monoid G f , which is build in a similar way as G m , but the minimal Kac-Moody group G m replaced by the formal Kac-Moody group G f . In a subsequent paper we will prove that this monoid corresponds to O adm and its category of full duals. In this paper we obtain the following description of Specm F [G m ]: We get, in a natural way, an action π of G f × G f on F [G m ] by homomorphisms of algebras.
Therefore we also obtain a G f × G f -action on the spectrum of F-valued points of F [G m ] from the right. Composing the evaluation map at the unit of G m with π, we get a G f × G f -equivariant map
, (x, y) → x ⋄ y .
Preliminaries
In this section we collect some basic facts about Kac-Moody algebras, minimal and formal Kac-Moody groups, the algebra of strongly regular functions, and the corresponding monoid completion, which are used later. One aim is to introduce our notation. Another aim is to put these things, which can be found in the literature, on equal footing appropriate for our goals. The minimal Kac-Moody group, given in [K,P 1] , [K,P 3] , corresponds to the derived Kac-Moody algebra. We work with a slightly enlarged group corresponding to the full Kac-Moody algebra as in [Ti] , [Mo, Pi] . The algebra of strongly regular functions on this group is slightly larger, than the algebra of [K,P 2] . We introduce this algebra as the restricted coordinate ring of a monoid. The formal Kac-Moody group has been constructed in [Sl] , starting with a realization, glueing parabolic subgroups of finite type, which are equipped with a proalgebraic structure. We only need the formal Kac-Moody group corresponding to a simply connected minimal free realization, and we introduce this group by a representation theoretic construction. All the material stated in this subsection about Kac-Moody algebras can be found in the books [K] (most results also valid for a field of characteristic zero with the same proofs), [Mo, Pi] , about the minimal Kac-Moody group in [K,P 1] , [K,P 3] , [Mo, Pi] , about the formal Kac-Moody group in [Sl] , about the algebra of strongly regular functions in [K,P 2] , about the faces of the Tits cone in [Loo] , [Sl] , [M 1] , and about the monoid completion of the minimal Kac-Moody group in [M 1].
We denote by N = Z + , Q + , resp. R + the sets of strictly positive numbers of Z, Q, resp. R , and the sets N 0 = Z + 0 , Q + 0 , R + 0 contain, in addition, the zero. In the whole paper, F is a field of characteristic 0 and F × its group of units.
Generalized Cartan matrices:
Starting point for the construction of a KacMoody algebra, and its associated simply connected minimal and formal KacMoody groups is a generalized Cartan matrix, which is a matrix A = (a ij ) ∈ M n (Z) with a ii = 2, a ij ≤ 0 for all i = j, and a ij = 0 if and only if a ji = 0. Denote by l the rank of A, and set I := {1, 2, . . . , n}.
For the properties of the generalized Cartan matrices, in particular their classification, we refer to the book [K] . In this paper we assume A to be symmetriz-able.
Realizations: A simply connected minimal free realization of A consists of dual free Z-modules H, P of rank 2n − l, and linear independent sets Π ∨ = {h 1 , . . . , h n } ⊆ H, Π = {α 1 , . . . , α n } ⊆ P such that α i (h j ) = a ji , i, j = 1, . . . , n. Furthermore there exist (non-uniquely determined) fundamental dominant weights Λ 1 , . . . , Λ n ∈ P such that Λ i (h j ) = δ ij , i, j = 1, . . . , n. P is called the weight lattice, and Q := Z-span { α i | i ∈ I } the root lattice.
We fix a system of fundamental dominant weights Λ 1 , . . . , Λ n , and extend h 1 , . . . , h n ∈ H, Λ 1 , . . . , Λ n ∈ P to a pair of dual bases h 1 , . . . , h 2n−l ∈ H, Λ 1 , . . . , Λ 2n−l ∈ P . We set
The Weyl group, the Tits cone and its faces: Identify H and P with the corresponding sublattices of the following vector spaces over F :
h * is interpreted as the dual of h. Order the elements of h * by λ ≤ λ ′ if and only if λ ′ − λ ∈ Q + 0 . Choose a symmetric matrix B ∈ M n (Q) and a diagonal matrix D = diag(ǫ 1 , . . . , ǫ n ) , ǫ 1 , . . . , ǫ n ∈ Q + , such that A = DB. Define a nondegenerate symmetric bilinear form on h by:
Denote the induced nondegenerate symmetric form on h * also by ( | ).
The Weyl group W = W(A) is the Coxeter group with generators σ i , i ∈ I, and relations
The m ij are given by: a ij a ji 0 1 2 3 ≥ 4 m ij 2 3 4 6 no relation between σ i and σ j
The Weyl group W acts faithfully and contragrediently on h and h * by
leaving the lattices H, Q, P , and the forms invariant. ∆ re := W { α i | i ∈ I } is called the set of real roots, and ∆
To illustrate the action of W on h * R geometrically, for J ⊆ I define
F J is a finitely generated convex cone with relative interior F J . The parabolic subgroup W J of W is the stabilizer of every element λ ∈ F J . For σ ∈ W call σF J a facet of type J. The fundamental chamber C := { λ ∈ h * R | λ(h i ) ≥ 0 for i ∈ I } is a fundamental region for the action of W on the convex cone X := W C , which is called the Tits cone. The partition C =˙ J⊆I F J induces a W-invariant partition of X into facets. A set Θ ⊆ I is called special, if either Θ = ∅, or else all connected components of the generalized Cartan submatrix (a ij ) i,j∈Θ are of non-finite type. Set Θ ⊥ := { i ∈ I | a ij = 0 for all j ∈ Θ }. Every face of the Tits cone X is Wconjugate to exactly one of the faces
The parabolic subgroup W Θ is the pointwise stabilizer of R(Θ), and the parabolic subgroup W Θ∪Θ ⊥ is the stabilizer of the set R(Θ) as a whole. The relative interior of R(Θ) is given by the union of the facets σF Θ∪Θ f , where σ ∈ W Θ ⊥ , and Θ f is a subset of Θ ⊥ , which is either empty, or else for which all connected components of (a ij ) i,j∈Θ f are of finite type.
The Kac-Moody algebra: The Kac-Moody algebra g = g(A) is the Lie algebra over F generated by the abelian Lie algebra h and 2n elements e i , f i , (i ∈ I), with the following relations, which hold for any i, j ∈ I, h ∈ h :
The Chevalley involution * : g → g is the involutive anti-automorphism determined by
The nondegenerate symmetric bilinear form ( | ) on h extends uniquely to a nondegenerate symmetric invariant bilinear form ( | ) on g. We have the root space decomposition
In particular g 0 = h, g αi = Fe i , and g −αi = Ff i , i ∈ I. The set of roots ∆ := { α ∈ h * \ {0} | g α = {0} } is invariant under the Weyl group, ∆ = −∆, and ∆ spans the root lattice Q . We have ∆ re ⊆ ∆ , and ∆ im := ∆ \ ∆ re is called the set of imaginary roots. ∆, ∆ re , and ∆ im decompose into the disjoint union of the sets of positive and negative roots ∆
There is the triangular decomposition g = n − ⊕h⊕n + , where n ± := α∈∆ ± g α .
Irreducible highest weight representations: For every Λ ∈ h * there exists, unique up to isomorphism, an irreducible representation (L(Λ), π Λ ) of g with highest weight Λ. It is h-diagonalizable, and we denote its set of weights by P (Λ).
Any such representation carries a nondegenerate symmetric bilinear form
This form is unique up to a nonzero multiplicative scalar.
The minimal and the formal Kac-Moody group: We say that a Lie algebra l acts locally nilpotent on an l-module V , if for every v ∈ V , there exists a positive integer m ∈ N, such that for all x 1 , x 2 , . . . , x m ∈ l we have x 1 x 2 · · · x m v = 0. Call a g-module V m-admissible, if V is h-diagonalizable with set of weights P (V ) ⊆ P , and g α acts locally nilpotent on V for all α ∈ ∆ re . Examples are the adjoint representation (g , ad ), and the irreducible highest weight representations (L(Λ), π Λ ), Λ ∈ P + := P ∩ C.
(Note that m-admissible is slightly different from integrable, which means V is hdiagonalizable, and g α acts locally nilpotent on V for all α ∈ ∆ re . The weights of an integrable module can be contained in { λ ∈ h * | λ(h i ) ∈ Z, i = 1, . . . , n }. If the generalized Cartan matrix is degenerate, then this set is no lattice.) The minimal Kac-Moody group G = G m = G m (A) can be characterized in the following way:
• The group G acts on every m-admissible representation. Two elements g, g ′ ∈ G are equal if and only if for all m-admissible modules V , and for all v ∈ V , we have gv = g ′ v.
• (1) For every h ∈ H, s ∈ F × there exists an element t h (s) ∈ G, such that for any m-admissible representation (V, π) we have
(2) For every x ∈ g α , α ∈ ∆ re , there exists an element exp(x) ∈ G, such that for any m-admissible representation (V, π) we have
G is generated by the elements of (1) and (2).
Call a g-module V f-admissible, if V is m-admissible, and n + acts locally nilpotent on V . Examples are the representations (L(Λ), π Λ ), Λ ∈ P + = P ∩ C.
Set n f := α∈∆ + g α and g f := n − ⊕ h ⊕ n f . The Lie bracket of g extends in the obvious way to a Lie bracket of g f . Every f-admissible g-module can be extended to a g f -module. The Lie algebra g f should be interpreted as the Lie algebra of the formal Kac-Moody group G f = G f (A), which can be characterized in the following way:
• The group G f acts on every f-admissible representation. Two elements g, g ′ ∈ G f are equal if and only if for all f-admissible modules V , and for all v ∈ V we have gv = g ′ v.
(4) For every x ∈ n f there exists an element exp(x) ∈ G f , such that for any f-admissible representation (V, π) we have
G f is generated by G and the elements of (4). The g-module g f is not f-admissible. Nevertheless G f acts on g f , extending the adjoint action of G on g, compare [Sl] , Section 5.11. Both Kac-Moody groups act faithfully on Λ∈P + L(Λ). They have the following important structural properties: 1) The elements of (1) induce an embedding of the torus H ⊗ Z F × into G ⊆ G f . Its image is denoted by T . For α ∈ ∆ re the elements of (2) induce an embedding of (g α , +) into G ⊆ G f . Its image U α is called the root group belonging to α.
There exists an injective homomorphism of groups φ α : SL(2, F) → G with
2) Denote by N the subgroup generated by T and n α := φ α 0 1 −1 0 , α ∈ ∆ re . The Weyl group W can be identified with the group N/T by the isomorphism κ : W → N/T , which is given by κ(σ α ) := n α (1)T , α ∈ ∆ re . We denote an arbitrary element n ∈ N with κ −1 (nT ) = σ ∈ W by n σ . The set of weights P (V ) of an m-admissible g-module (V, π) is W-invariant, and
3) Let U ± be the subgroups generated by U α , α ∈ ∆ ± re . Let U f := exp(n f ). Then U ± and U f are normalized by T . Set
The pairs (B ± , N ) are twinned BN-pairs of G with the property
We have the following decompositions, called Bruhat and Birkhoff decompositions:
4) There are also Levi decompositions of the standard parabolic subgroups. In this paper we only use the corresponding decompositions for the groups U ± and U f : Set ∆
The derived minimal Kac-Moody group G ′ is identical with the Kac-Moody group as defined in [K,P 1] . It is generated by the root groups U α , α ∈ ∆ re . We have G = G ′ ⋊ T rest , where T rest := H rest ⊗ Z F is a subtorus of T . The group G f is identical with the Kac-Moody group of [Sl] for a simply connected minimal free realization.
The monoid G: The category O is defined as follows: Its objects are the gmodules V , which have the properties: (1) V is h-diagonalizable with finite dimensional weight spaces.
(2) There exist finitely many elements λ 1 , . . . , λ m ∈ h * , such that the set of weights P (V ) of V is contained in the union
The morphisms of O are the morphisms of g-modules.
For V a module of O and v ∈ V , we denote by supp(v) the set of weights of the nonzero weight space componsnts of v.
A module of O is m-admissible if and only if it is f-admissible, and we call such a module admissible. We denote by O adm the full subcategory of the category O, whose objects are admissible modules. There is a complete reducibility theorem. Every object of O adm is isomorphic to a direct sum of the admissible irreducible highest weight modules L(Λ), Λ ∈ P + .
The set of weights of a module of O adm is contained in X ∩ P , because we have
Let Λ ∈ P + , and Θ be special. Because the set of weights P (Λ) is contained in the convex hull of WΛ ⊆ h * R , we find easily
The monoid G can be characterized in the following way:
• The monoid G acts on every module of O adm . Two elementsĝ,ĝ ′ ∈ G are equal if and only if for all modules V of O adm , and for all v ∈ V , we havê gv =ĝ ′ v.
• (1) G is an extension of the minimal Kac-Moody group G.
(2) For every face R of the Tits cone there exists an element e(R) ∈ G, such that for every module V of O adm we have
G is generated by G and the elements of (2).
Note that the monoid G acts faithfully on the sum Λ∈P + L(Λ).
The Chevalley involution * : G → G is the involutive anti-isomorphism determined by exp(x α ) * := exp(x t ∈ T , and R ∈ R(X). It is compatible with any nondegenerate symmetric contravariant form
The following formulas are useful for computations in G:
• Let R, S be faces of the Tits cone, and n σ ∈ N . Then e(R)e(S) = e(R ∩ S) , n σ e(R)n −1 σ = e(σR) .
• An element g of T , N , U , U − , resp. G satisfies
if and only if it satisfies
Here T Θ is the subtorus of T generated by t hj (s), j ∈ Θ, s ∈ F × , N Θ is the subgroup of N generated by T Θ and n αj , j ∈ Θ, and G Θ is the subgroup of G generated by
if and only if it is contained in the groups T ,
• In particular we have
The minimal Kac-Moody group G is the unit group of G. Every idempotent is G-conjugate to some idempotent e(R(Θ)), Θ special. We have
The Weyl group acts on the monoid ( R(X) , ∩ ). The semidirect product R(X) ⋊ W consists of the set R(X) × W with the structure of a monoid given by
The Weyl monoid W is defined as the monoid R(X)⋊W factored by the congruence relation
We denote the congruence class of (R, σ) by ε (R)σ. Assigning to σ ∈ W the element σ := σe(X) ∈ W, the Weyl group W identifies with the unit group of W. The partition of W into W × W-orbits is given by
Assigning to e(R) ∈ R(X) the element ε (R) := ε (R)1 ∈ W, the monoid ( R(X) , ∩ ) embedds into W. Its image are the idempotents of W. For J ⊆ I denote by W J the minimal coset representatives of W/W J , and denote by J W the minimal coset representatives of W J \W. It is easy to see that there are the following uniquely determined normal forms of an elementσ ∈ W:
Let J ⊆ I. We call the submonoid W J , which is generated by W J and the elements ε (R(Θ)), Θ ⊆ J special, a parabolic submonoid. Denote by J ∞ the union of all connected components of nonfinite type of J. We have
We get an abelian submonoid of G by T :=˙ R∈R(X) T e(R). We get a submonoid
. Define a congruence relation on N as follows:
The Weyl monoid W is isomorphic to the monoid N /T , an isomorphism κ : W → N/T given by κ(σε (R)) = n σ e(R)T .
G has Bruhat and Birkhoff decompositions:
The coordinate ring of G, and the algebra of strongly regular functions: For a module V of O adm , v, w ∈ V , and | a nondegenerate symmetric contravariant bilinear form on V , call the functionf vw :
is an algebra. It is an integral domain, and admits a Peter-Weyl theorem: Equip F [ G] with an action π of G × G, and an involutive automorphism * by:
. 
, the first identical with the algebra of strongly regular functions as defined in [K,P 2] , the second the classical coordinate ring of the torus T rest .
, giving a simply connected minimal free realization of A J . We have 
The images of these embedding depend on the choice of the sublattice H(A J ), only H J := Z-span { h j | j ∈ J } is uniquely determined by A J . Denote by G ′ the submonoid of G, which is generated by G ′ and the elements e(R), R a face
this choice, and denoted by g J , G J , (G f ) J , and G J .
An admissible irreducible highest weight module L(Λ) of g, equipped with a nondegenerate contravariant symmetric bilinear form, decomposes as a g(A J )-module into an orthogonal direct sum of admissible irreducible highest weight modules of g(A J ), which are h-invariant. In particular
Λ is an admissible irreducible highest weight module of g(A J ), its highest weight given by the projection of Λ to P (A J ), (Λ ∈ P + ).
identify with the restrictions of
To simplify the notation of many formulas, it is useful to set g ∅ := {0}, and
2 An easy algebraic geometric setting
In this section we develop an easy algebraic geometric setting, which is useful to determine the F-valued points of the algebra of strongly regular functions. This section is a complement to [M 1], Section 3, but it can be read independently. The definition of a morphism in [M 1], Section 3, is more restrictive, because it has to preserve an extra structure, which we do not need here.
We will consider certain nonempty sets A equipped with point separating algebras of functions To construct the sets with coordinate rings, which we will use later, fix nondegenerate symmetric contravariant forms | on all modules L(Λ), Λ ∈ P + , and extend to a form on
of the algebra of endomorphisms with the coordinate ring F [gr-Adj], which is generated by the linear subspace
of the linear dual of gr-Adj. This coordinate ring is isomorphic to the symmetric algebra in this subspace. The multiplication map is no morphism, but the left and right multiplications with elements of gr-Adj, and also the adjoint map * : gr-Adj → gr-Adj are morphisms. For a set M ⊆ gr-Adj we denote by M its Zariski closure in gr-Adj. If M is a ( * -invariant) submonoid of gr-Adj, then also M is a ( * -invariant) submonoid. The left and right translations with elements of M (and the map * : Equip the subalgebra
of the algebra of endomorphisms with the coordinate ring F [gr-End] generated by the linear subspace
This coordinate ring is isomorphic to the symmetric algebra in this subspace. The restriction of F [gr-End] to gr-Adj coincides with the coordinate ring of gr-Adj. The right multiplication with an element φ ∈ gr-End is a morphism. We can guarantie the left multiplication l φ to be a morphism, only if we restrict to φ ∈ gr-Adj, because then we have
For a set M ⊆ gr-End we denote by M its Zariski closure in gr-End. If M is a submonoid of gr-End, then M is not necessarily a submonoid of gr-End. But we have:
Also the following proposition is easy to prove:
Proposition 2.2 Let M be a submonoid of gr-Adj. For φ ∈ M * and ψ ∈ M we get a homomorphism of algebras π(φ, ψ) :
Due to this proposition we get an action of
This is an action by morphisms of Specm
is no morphism. In general also the right translations of this map are no morphisms.
The next Proposition, which is easy to prove, describes the part of Specm
If we equip M * × M with the right action on itself, then the map α :
is equivariant. Furthermore we have α(φ, zψ) = α(z * φ, ψ) for all φ ∈ M * , ψ ∈ M , and z ∈ M .
2) For every
Remarks: 1) We often say M * × M maps to F [M ], without mentioning the map α. In general this map is no morphism.
2) The maps
Let ∼ be the equivalence relation on M * × M generated by
Equip the quotient set, which we denote by M * × M M , with the induced M * ×M-action from the right. Then α factors to an equivariant map
3) The map * : M → M * is an isomophism. Its comorphism
We omit to state the easy compatibility conditions with the maps α, π, which correspond to F [M ], and
The properties stated in the second part of the last proposition are sufficient to guarantie the irreducibility of certain orbits, belonging to the action of the product of a irreducible subgroup of M * and a irreducible subgroup of M .
Theorem 2.4 Let M be a submonoid of gr-Adj, and
Therefore the sets
Similarly, the set B 2 is closed. Because of the irreducibility of D 1 we get B 1 = D 1 or B 2 = D 1 , which is equivalent to Or ⊆ A 1 or Or ⊆ A 2 .
We have gr-Adj = gr-End. Due to Proposition 2.3 we get a map α : gr-End × gr-End → Specm F [gr-Adj]. The following technical proposition, which follows immediately from the definition of the Zariski closures in gr-End, is very useful for determining such closures:
Proposition 2.5 Let M be a submonoid of gr-Adj. We have:
The formal Kac-Moody group G f acts faithfully on Λ∈P + L(Λ). We identify G f with the corresponding subgroup of gr-End. Under this identification the minimal Kac-Moody group G ⊆ G f is identified with a subgroup of gr-Adj, invariant under taking the adjoint. The results of this section can be applied to the F-valued points of the algebra of strongly regular functions F [G], because the restriction of the coordinate ring
Also the monoid G can be identified with a submonoid of gr-Adj. In [M 1], Theorem 5.14, we showed G = G. In this paper we determine G. We show the bijectivity of the mapα :
To prove its surjectivity, we use an induction over |J|,
To prepare this proof, in the next two sections we first determine the F-valued points of some other coordinate rings.
3 The F-valued points of
Recall that the torus T of the Kac-Moody group can be described by the following isomorphism of groups:
The group algebra F [P ] of the lattice P can be identified with the classical coordinate ring on T , identifying c λ e λ ∈ F [P ] with the function on T , which is defined by
We have similar descriptions for the tori
T rest , and its classical coordinate rings, replacing the lattices H, P by H J , Theorem 3.1 Let J ⊆ I. Let p J : P → P J be the projection defined by
3)
In [M 1], Theorem 5.2, we described the relative closures of T J , T and T rest in gr-Adj. In the same way, but replacing gr-Adj by gr-End, we can determine the closures of T J , T and T rest . The proof of [M 1], Theorem 5.2, also shows, that {1}× T J , {1}× T , resp. {1}×T rest map bijectively to Specm
. Therefore we get:
Theorem 3.2 Let J ⊆ I.
1) We have T J = T J , and {1} × T J maps bijectively to Specm
F [T J ].
2) We have T = T , and {1} × T maps bijectively to Specm F [T ]. 3) T rest is closed, and {1} × T rest maps bijectively to Specm
The coordinate ring of U has been described by Kac Theorem 4.1 Let J ⊆ I. 1) Let Λ ∈ F I\J ∩ P + , and v Λ ∈ L(Λ) Λ \ {0} . Then:
Using these descriptions of the coordinate rings, it is possible to determine its F-valued points:
2) We have U J = (U f ) J , and {1} × U J maps bijectively to Specm
Proof of 1): The case J = ∅ is trivial. Let J be nonempty. We first show (U f ) J ⊆ U J . The coordinate ring F [gr-End] is a symmetric algebra in the linear span of the functions f vw | gr-End , v, w ∈ L(Λ), Λ ∈ P + , which is isomorphic
We get a representation of the Lie algebra (n f ) J , by assigning x ∈ (n f ) J the derivation δ x : F [gr-End] → F [gr-End], which is defined by
The derivation δ x is locally nilpotent, because x ∈ (n f ) J acts locally nilpotent on L(Λ), Λ ∈ P + . The homomorphism of algebras exp(δ x ) satisfies
Let I(U J ) be the vanishing ideal of U J in F [gr-End]. Due to the last identity and Proposition 2.5, it is sufficient to show δ
The right side is polynomial in t. Due to | F | = ∞ the coefficients of the powers of t vanish, and we find δ x (f ) ∈ I(U J ).
The elements x ∈ g α , α ∈ (∆ J ) + re , generate n J . Therefore also δ x (f ) ∈ I(U J ) for all x ∈ n J . For an element v ∈ L(Λ), Λ ∈ P + , there exist only finitely many roots α ∈ ∆ + with g α v = {0}. Therefore for an element x ∈ (n f ) J there exists an element x ∈ n J , depending on f , such that δ x (f ) = δx(f ) ∈ I(U J ).
We have (U f ) J ⊆ U J , and {1} × U J maps injectively to Specm F [U J ]. To prove 1), it remains to show that {1} × (U f ) J maps surjectively to Specm
Due to the description of F [U J ] of the last theorem, it is sufficient to show, that for every linear map l :
J , adopted to the root space decomposition:
We have (Λ | β) > 0 for all β ∈ ∆ + J . Define recursively elements b βj ∈ F, j = 1, . . . , m β , β ∈ ∆ + J , as follows:
Let β ∈ ∆ + J with ht β > 1, and let b αi be defined for all i = 1, . . . , m α , α ∈ ∆ + J with htα < htβ. Set:
Next we show that we can take φ = exp( αi b αi x αi ). Let β ∈ ∆ + J . By expanding the exponential function we find for j = 1, . . . , m β :
Denote by ν : h → h * the linear isomorphism induced by the invariant bilinear form ( | ). Using [x βi , y βj ] = δ ij ν −1 (β), we find that the second summand on the right side equals b βj (Λ | β) v Λ | v Λ . After inserting the definition of b βj , the right side equals l(f vΛ y βj vΛ | UJ ).
To prepare the proof of 2), we first show two propositions: 
is an isomorphism of algebras. Furthermore we have:
Proof:
* is injective, because m is surjective. To show the surjectivity of m * , due to Theorem 4.1, it is sufficient to show the equations (1) and (2). Due to the last proposition we find for all y ∈ n − J , and for all
For j ∈ J the α j -string of P (N ) through the highest weight N consists only of N , due to N = σ j N . Therefore G J is contained in the stabilizer of v N , and we find for y ∈ (n J ) − , and for all u 1 ∈ U J , u 2 ∈ U J :
Equation (3) follows because of 1 ∈ U J . It is sufficient to show equation (4) for a system of generators of n J . Define recursively a multibracket for elements of g:
By an easy induction, a multibracket of the form [y, x 1 , . . . x k ] is a linear combination of multibrackets [x i1 , . . . , x i k , y], where (i 1 , . . . , i k ) is a permutation of (1, . . . , k). n + is generated by g α , α ∈ ∆
with x γi ∈ g γi , i = 0, . . . , m, and γ 1 , . . . ,
We consider a product p of k factors of such expressions in different variables.
To simplify our notation, we only write down a factor in the middle of p:
Because of p ∈ U J we get
Because the root vectors belonging to real roots act locally nilpotent, the right side is polynomial in · · · t 0 , t 1 , . . . , t m · · · . Because of |F| = ∞ the coefficients of the monomials are zero. In particular for the monomial · · · t m · · · t 1 t 0 · · · we find
The F-valued points of F [G] and the Birkhoff decomposition
Let J ⊆ I. Define the following subsets of gr-End:
We call the unions on the right the Bruhat and Birkhoff coverings. During our investigation of Specm F [G], we will find, that G f is a monoid, and the Bruhat and Birkhoff coverings are really decompositions. Similar things hold for ( G f ) J .
The monoid G contains G, as well as the closures T = T and U = U f . Therefore it also contains G f , and due to Proposition 2.3 we have:
Similarly we get:
Our first aim is to show the surjectivity of (6). The key step of the proof is an induction over |J|, showing the surjectivity of (7). The next two theorems prepare the induction step. They relate Specm
For Λ ∈ P + choose a nonzero element v Λ ∈ L(Λ) Λ and define
The function θ Λ is independent of the chosen element v Λ , and the chosen nondegenerate contravariant symmetric bilinear form on L(Λ). Set θ i := θ Λi , i = 1, . . . , n. Kac and Peterson showed in [K,P 2] by checking on the dense principal open set U − T U + of G:
The next theorem gives a covering of Specm F [G J ] by principal open sets, which are build with these functions. A variant of this covering for the full spectrum of F [G] has been given by Kashiwara in [Kas] , Proposition 6.3.1. Denote the action of
Proof: Suppose there exists an element α ∈ Specm F [G J ] not contained in the union on the left. Then for all g, h ∈ G J and j ∈ J we have α(π(g, h)θ j ) = 0. Here α • π(g, h) is a homomorphism of algebras. Because of the multiplicative property (9) we find α( π(g, h)θ Λ ) = 0 for all g, h ∈ G J and Λ ∈ P + J \ {0}, where P 
The next theorem gives a product decomposition of the principal open sets
. It can be proved in the same way as Theorem 5.11 a), and b) in [M 1]. A decomposition of the coordinate rings analogous to the second part of b) has been given in [Kas] , Lemma 5.3.4 and 5.3.5.
b) The multiplication map
is bijective, and its comorphism
exists, and is an isomorphism of algebras.
Proof: We show the surjectivity by induction over |J|.
Now the step of the induction from |J| ≤ m to |J| = m + 1, (1 < m < |I|): Let j ∈ J. Due to the induction assumption we have a surjective map
Because F [P {j} ] is the classical coordinate ring of the torus, we get a bijective mapα
, and U (A J ) f . Due to Theorem 4.2, Proposition 2.3, and Remark 3) after Proposition 2.3, we have bijective maps
Due to the last theorem an element β ∈ Specm F [D GJ (θ j )] can be written in the form
This sum is finite, due to P (N ) ⊆ N − Q + 0 . By applying β to f vw | GJ we get
Here α denotes the map (
It is easy to check that for g, h ∈ G J we have
Because of Theorem 5.1, and because of the equation α(a, b)•π(c, d) = α(ac, bd), we get g,h∈GJ j∈J
Using the Bruhat covering of ( G f ) J , the Bruhat decompositions of (G f ) J and G J , we find
From this follows (
Proof: Let m : G I × T rest → G be the multiplication map, and m * :
Due to the bijectivity of m * , and due the last theorem and Theorem 3.2, 3), the elements of Specm F [G] are given by
where x, y ∈ ( G f ) I and t ∈ T rest . Applying this expression to the matrix coefficients
Here α denotes the map
The next theorem gives one of the main results of this paper: A description of the
2) The map
Proof: The first equation of 1) has been shown in [M 1], Theorem 5.14. To prepare the proof of the rest of the theorem, we first show the following statements a) -d):
a) We show B − ⊆ B − : For Λ ∈ P + and λ ∈ P (Λ) define
These equations are also valid, if B − is replaced by its Zariski closure B − , and due to the orthogonality of the weight spaces we have (
at most for the finitely many weights µ ′ ∈ P (Λ) with µ ′ ≥ µ. Therefore we get a well defined linear map ψ Λ by
These maps ψ Λ , Λ ∈ P + , define an element ψ of gr-End. It is easy to check, that ψ is the adjoint of b.
Due to the second part of Proposition 2.5, the homomorphism α(b, 1) = α(1, ψ) factors to a homomorphism
Due to the first part of Proposition 2.5, and part a) of above, we find
By checking on the matrix coefficients, using the non-degeneracy of the contravariant bilinear forms, we find ψ * = b.
c) Let g, h ∈ G f and x, y,x,ỹ ∈ G. By checking on the matrix coefficients we find:
Due to the last corollary, every element of Specm F [G] is of the form α(ψ,ψ) with ψ,ψ ∈ G f . Due to the Birkhoff covering of G f , we can write ψ,ψ in the form
From this follows:
Due to the Birkhoff decomposition of G, we can write e(R)n *
. Now we can prove the theorem:
Using c) this is equivalent to α(1, φ(n σũ ) −1 ) = α(e(R)u, 1) .
The monoid B contains T and U f . Therefore e(R)u ∈ T U f ⊆ B, and due to b) we get φ ∈ Gn σũ ⊆ G f .
To 2) Due to the last corollary, we only have to show the injectivity in 2). Due to the proof of d), we may start with elements u,ũ ∈ U f , g,g ∈ N U f such that α(e(R)u, g) = α(e(R)ũ,g) .
Using c) this equation is equivalent to
α(e(R)uũ −1 , 1) = α(1, e(R)gg −1 ) .
Due to b) we find e(R)uũ −1 ∈ G and (e(R)uũ −1 ) * = e(R)gg −1 . From this follows ( e(R)u , g ) = ( (e(R)uũ
. The corresponding partition into orbits is described by the Birkhoff decomposition in the following theorem:
Theorem 5.6 1) There are the following Bruhat-and Birkhoff decompositions of G f :
2) There is the following Birkhoff decomposition of Specm F [G]:
Proof: Due to the Bruhat and Birkhoff coverings of G f and part d) of the proof of the last theorem, we only have to show that these unions are disjoint. a) First we do this for 2). Suppose there exist elements u 1 , u 2 ,ũ 1 ,ũ 2 ∈ U f such that
Using part c) of the proof of the last theorem, we find for all v, w ∈ L(Λ),
Fix an element Λ ∈ P + with P (Λ) ∩ X \ R = ∅. Fix elements µ ∈ P (Λ) ∩ X \ R and w µ ∈ L(Λ) µ \ {0}. By inserting w = w µ in the last equation we find
Because ofũ 2 (u 2 ) −1 ∈ U f we find µ ∈ X \R. Since Λ∈P + P (Λ) = X ∩ P this shows (X \ R) ∩ P ⊆ (X \R) ∩ P , from which follows R ⊇R. We may interchange the variables with and without˜, and get R =R.
Fix an element Λ ∈ P + with P (Λ) ∩ R = ∅. Fix elements µ ∈ R ∩ P (Λ) and
Choose a maximal weight m of supp(ñσe(R)ũ 2 (u 2 ) −1 w µ ) with m ≥σµ. By inserting w = w µ in equation (10), usingũ 1 (u 1 ) −1 ∈ U f , we find
Because | is nondegenerate on L(Λ) m , there exists an element v m , such that the right side is nonzero. Therfore σµ = m ≥σµ. Interchanging the variables with and without˜givesσµ = σµ = m. Inserting m =σµ in (11), and usingũ 2 (u 2 ) −1 ∈ U f , we find
Because of the orthogonality of the weight spaces, this equation is also valid for all v ∈ L(Λ). This shows
Therefore we get n σ e(R) =ñσe(R) =ñσe(R).
b) The Birkhoff decomposition of G f follows from 2), by using the embedding of
From this equation follows equation (10), and as in part a) of the proof we can deduce R =R. Also similar as in part a), but now using a minimal weight m of supp(ñσe(R)ũ 2 (u 2 ) −1 w µ ) with m ≤σµ, we find n σ e(R) =ñσe(R).
6 The stratification of the spectrum of F-valued points of
In this section, we show that the G f × G f -orbits of Specm F [G] are locally closed, irreducible, and in one to one correspondence with the finitely many special subsets of I. The closure relation is given by the inverse inclusion of the special sets. We give a countable covering of each orbit by big cells. We show that there exist stratified transversal slices to the orbits at any of their points.
To cut short our notation, we denote by x ⋄ y the image of (x, y) ∈ G f × G f under the surjective map α :
. We make use of this map as a parametrization of Specm
by morphisms from the right, i.e., (x ⋄ y)(x,ỹ) = xx ⋄ yỹ , x, y,x,ỹ ∈ G f .
The Chevalley involution of F [G] induces an involutive morphism * on Specm F [G], which we also call Chevalley involution. It is given by the switch map:
In this section we also denote by f vw the function on Specm F [G], induced by the matrix coefficient .
2) Let Θ be special. The orbit G f ⋄ e(R(Θ))G f is locally closed and irreducible. Its closure is given by˙
Proof: a) We first decompose the
By using the Birkhoff decomposition of G f , and Proposition 2.14, Theorem 2.15 b) of [M 1], compare also the section preliminaries, we get
Because W Θ∪Θ ⊥ is the stabilizer of the face R(Θ) as a whole, we may restrict the last union to the minimal coset representatives W
By using Proposition 2.14 of [M 1], compare the section preliminaries, we get
Since σ∈W Θ∪Θ ⊥ , τ ∈W ε (σR(Θ))τ = W ε (R(Θ)) W, we have shown the equality in (14). The disjointness of the union follows from the Birkhoff decomposition of Specm F [G]. Taking into account the the partition W =˙ Θ sp W ε (R(Θ)) W, part 1) of the theorem follows from (14) the Birkhoff decomposition of Specm F [G]. b) Next we show that the union Ξ sp. , Ξ⊇Θ G f ⋄ e(R(Ξ))G f is closed, i.e., we show that it is the common zero set of the functions
Due to part 1), every element of Specm F [G] is of the form g ⋄ e(R(Ξ))h with g, h ∈ G f , Ξ special. The equations
Recall that for an element Λ ∈ P + we have P (Λ) ∩ R(Ξ) = ∅ if and only if Λ / ∈ R(Ξ). Therefore these equations are equivalent to Λ ∈ P + \ F Ξ for all Λ ∈ P + \ F Θ . This is equivalent to
c) The closure of the
To show equality, it is sufficient to show, that the closure contains the elements 1 ⋄ e(R(Ξ)), Ξ ⊇ Θ, Ξ special. Because left multiplications with elements of G are Zariski continuous on G, we find e(R(Θ)) G = e(R(Θ))G ⊆ e(R(Θ))G .
Now e(R(Θ)) G contains for every Ξ ⊇ Θ, Ξ special, the element e(R(Θ))e(R(Ξ)) = e(R(Θ) ∩ R(Ξ)) = e(R(Ξ)). d) If Θ is the biggest special set with respect to the inclusion, then the orbit G f ⋄ e(R(Θ))G f is closed due to c). If Θ is not the biggest special set, then due to c) we find
There are only finitely many special sets. Therefore G f ⋄ e(R(Θ))G f is locally closed.
e) The algebra of strongly regular functions F [G] is an integral domain. Therefore every subset of G = G f , which contains G, is irreducible. In particular G f is irreducible. From Theorem 2.4 G] can be written in the form u ⋄ n σ e(R)ũ, with u,ũ ∈ U f , n σ ∈ N , and R a face of
if and only if Λ ∈ R and σΛ = Λ. Because Λ is an interior point of the face R(Θ), the first condition is equivalent to R(Θ) ⊆ R. The second condition is equivalent to σ ∈ W Θ . Because of
we get σε (R) ∈ W Θ . We also find that for everyσ ∈ W Θ we have
b) Clearly (15) does not depend on Λ ∈ F Θ ∩ P . To show that the coordinate rings of the principal open sets are independent of Λ ∈ F Θ ∩ P , we only have to show, that for any N, N ′ ∈ F Θ ∩ P there exists a function f of the coordinate ring of Specm F [G], and an integer n ∈ N, such that
Because F Θ is open in the linear span of F Θ , there exists an integer n ∈ N,
Let Θ be special. We call the set BC(Θ) := U f ⋄ e(R(Θ))T U f , as well as every translate U f g ⋄ e(R(Θ))T U f h, where g, h ∈ G f , a big cell of the orbit G f ⋄ e(R(Θ))G f . This name is justified by the following three theorems.
The big cell BC(Θ) is dense in the closure of G f ⋄ e(R(Θ))G f .
Proof: a) We first show formula (17). Due to the Birkhoff decomposition of Specm F [G], and the formulas (13), (14), and (15), we only have to show
, and the last expression equals U f ⋄ σe(R(Θ))T U f τ . By doing similar transformations, we get
Because of (W Our last aim is to show, that there exist stratified transversal slices to the G f × G f -orbits of Specm F [G] at any of their points. Because G f × G f acts by isomorphisms on Specm F [G], it is sufficient to find stratified transversal slices at the points 1 ⋄ e(R(Θ)) ∈ G f ⋄ e(R(Θ))G f , Θ special.
As transversal slice at 1 ⋄ e(R(Θ)), we will use the closure 
Proof: It is not difficult to check, that the map Specm
is a closed embedding with image G Θ . Due to Theorem 5.3, ( G f ) Θ × ( G f ) Θ maps surjectively to Specm F [G Θ ]. To show the first equation of the theorem, we have to show, that the concatenation of the maps
coincides with the restricted map ⋄ :
in an orthogonal direct sum of irreducible highest weight (g Θ + h)-modules. Write v, w as sums v = j∈J v j , w = j∈J w j with v j , w j ∈ V j . Then:
α(x, y)(f vw | GΘ ) = α(x, y)(
The other equations of the theorem follow from
The unions in the equations of the theorem are disjoint, because the unions
As open neighborhood of 1 ⋄ e(R(Θ)), we take the principal open set D(Θ). Proof: 1) The first part of the theorem follows immediately from the definition of the big cell and its coordinate ring.
2) From the last theorem and the description of D(Θ) given in Theorem 6.2 follows 1 ⋄ e(R(Θ)) ∈ G Θ ⊆ D(Θ). The statement of part 2) about the coordinate rings can be seen as follows:
is the principal open set of θ Λ for an element Λ ∈ F Θ ∩ P . Now G Θ stabilizes every point of the highest weight space L(Λ) Λ , because for j ∈ Θ the α j -string of P (Λ) through Λ consists only of Λ. Therefore θ Λ takes the value 1 on 1 ⋄ G Θ , and also on the closure 1 ⋄ G Θ = G Θ .
3) Because of Theorem 6.4, the statement of 3 a) is equivalent to the following statement, which we will prove: We get a bijective map
by Ψ(u, x ⋄ y, t,ũ) := xu ⋄ ytũ = (x ⋄ y) (u, tũ) , where x, y ∈ ( G f ) Θ , u,ũ ∈ (U f ) Θ , t ∈ T Θ . Its comorphism exists and is an isomorphism of algebras.
From the the descriptions of D(Θ) and G Θ given in Theorem 6.2 and in the last theorem follows, that the image of the mapΨ is D(Θ).
Next we show that the comorphismΨ * exists and is surjective: Choose an element Λ ∈ F Θ ∩ P I . It is easy to check, that the multiplication maps D G ′ (θ Λ ) × T rest → D G (θ Λ ), and T I\Θ ×T rest → T Θ are bijective. Furthermore their comorphisms are isomorphisms
. Also the comorphism of the bijective map * :
. Taking into account Theorem 5.2 for J = I and L = Θ, we find that the map
given bym(u, g, t,ũ) := u * gtũ is bijective, its comorphism exists, and is an isomorphism of algebras. Now identify G with 1 ⋄ G. 
is the comorphism ofΨ. (Make use ofΨ(u, g, t,ũ) =m(u, g, t,ũ) for u,ũ ∈ U Θ , g ∈ G Θ , and t ∈ T Θ .)
Because the mapsΨ andΨ * are surjective, they are also injective. This is shown in the same way as the injectivity of the maps m and m * in the proof of Theorem 6.4. 3 b) follows immediately from the definition of Ψ. 3 c) can be checked easily by using the definition and the bijectivity of Ψ, and the last theorem.
