In this paper, we present an efficient and fault-tolerant algorithm for generating quorums to solve the distributed mutual exclusion problem. The algorithm uses a logical tree organization of the network to generate tree quorums, which are logarithmic in the size of the network in the best case. Our approach is resilient to both site and communication failures, even when such failures lead to network partitioning.
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Quorum Construction in a Binary Tree
Given a set of n sites, we assume that the sites are logically organized to form a binary tree. We will assume the standard tree terminology, i.e., root, child, parent, leaf, etc. The algorithm for constructing quorums can be used with arbitrary trees, however, for simplicity and efficiency we assume that the tree is complete, i.e., if k is the level of the tree then it has 2 k+ 1 -1 sites and the root is at level k and the leaves are all at level O. For the purpose of this presentation, any site could be chosen as the root, and any two sites may be chosen as its children, and so on. A path in the tree is a sequence of sites Sl, ,92,. . ., Sl>sz+l, . . .> Sn, such that s,+~is a child of s,.
In Figure  1 , we present the algorithm for constructing a valid quorum. We assume that the tree has a well defined root, and that a process at a site Step. Consider a binary tree of level k + 1. Without loss of generality, assume that SI is the root of this tree. Now consider the three subtrees of this tree: the subtree consisting of the root, the left subtree, and the right subtree. It can be verified from the tree quorum algorithm in Figure  1 that any tree quorum chosen in this tree will be from one of the following classes:
(1) { s,} U {members from the quorum set of the left subtree}, 
Induction
Step. Consider a binary tree of level k + 1.This tree consists of a root and left and right subtrees each of level k. The largest quorum in such a tree will occur when the root is down and the largest quorums are chosen from the left and right subtrees.
From the induction hypothesis, the worst case size of the quorum is 2 k + 2 k or 2 'h 1, which is equal to [(n + 1)/2].
Note that n = 2k+2 -1. u
Note that the algorithm may not be able to form a tree quorum in some cases after the failure of (log n] sites, e.g., if sites 1, 2, and 4 are inaccessible in Figure  2 , the set of sites {3, 5, 6, 7}, which contains a majority of sites, do not form a tree quorum.
Those sites would form a quorum in the majority quorum algorithm. However, in the complementary situation when sites 3, 5, 6, and 7 are inaccessible, our approach can form a quorum, the set {1,2, 4}, while the majority quorum algorithm would not succeed. 
ANALYSIS OF THE TREE QUORUM ALGORITHM
In this section, we analyze two important aspects of the tree quorum algorithm:
the cost and availability of forming tree quorums. We first compute the expected number of sites that are needed to obtain a tree quorum and a majority quorum. We then compute the probability of acquiring a tree quorum when there are n sites in the system and compare the availabilities of forming a tree quorum and a majority quorum. Finally, we compare the tree quorum availability with other simple quorum based approaches.
Message Cost
The number of messages needed to construct a quorum is directly proportional to the size of the quorums. In the majority quorum algorithm, the quorum size corresponding to a majority is An (1 -2p) A;.
Note that the availability in a tree with a single site is AO = p. The above recurrence involves a nonlinear term and therefore we illustrate the availabilities of logical trees with various configurations in Figure  4 . The availaloility graphs in Figure  4 show that, in general, the algorithms attain Figure  5 illustrates the availability of the tree quorum algorithm with respect to the two approaches discussed above. We refer to them as the 2 c + 1 and 2 (log n 1 + 1 protocols, Note that c is chosen as three. 
Tree Quorums and Replication
We consider a distributed database, which is a collection of objects stored at different sites in a network. Each object in the database may be replicated and stored at several sites in the network.
With each object x we associate a replication tree denoted l"ree[ x], which could be an extension of the name directory of objects. It lists the sites where copies of x are resident and stores the logical tree organization of these copies. We assume that each copy has associated with it a version number which is initialized to zero. In order to perform a read operation on x, the transaction initiating the operation must apply the algorithm of Figure  1 to l"ree [ x] , and obtain a read quorum. The size of the quorum in this case is d~( t -1 + 1).The worst case quorum size is illustrated in Figure  6 .
An optimization to the algorithm of Figure  1 is that the site initiating the request to form a tree quorum be always included in the final set. Another problem with Maekawa's solution is that only one set is associated with each site. Thus, if any site in a set is not available, the site corresponding to that set cannot form a quorum.
In our solution a site may be able to obtain mutual exclusion even when there are n -(log n] site failures. 
