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Abstract—Traditional network embedding primarily focuses on learning a dense vector representation for each node, which encodes
network structure and/or node content information, such that off-the-shelf machine learning algorithms can be easily applied to the
vector-format node representations for network analysis. However, the learned dense vector representations are inefficient for
large-scale similarity search, which requires to find the nearest neighbor measured by Euclidean distance in a continuous vector
space. In this paper, we propose a search efficient binary network embedding algorithm called BinaryNE to learn a sparse binary code
for each node, by simultaneously modeling node context relations and node attribute relations through a three-layer neural network.
BinaryNE learns binary node representations efficiently through a stochastic gradient descent based online learning algorithm. The
learned binary encoding not only reduces memory usage to represent each node, but also allows fast bit-wise comparisons to support
much quicker network node search compared to Euclidean distance or other distance measures. Our experiments and comparisons
show that BinaryNE not only delivers more than 23 times faster search speed, but also provides comparable or better search quality
than traditional continuous vector based network embedding methods.
Index Terms—Network embedding, binary coding, search, efficiency
F
1 INTRODUCTION
Networks offer a natural way to capture intrinsic re-
lationships between entities – social interactions among
people, collaboration between co-workers, biological inter-
actions among proteins, flow-of-funds between financial
transactions, and so on. Networks can be modeled as a
graph, where nodes indicate entities and edges indicate
pairwise relationships between two nodes. Searching sim-
ilar nodes in networks is an essential network analytic task,
which directly benefits many real-world applications. For
the social security, potential terrorists can be detected by
searching people with the same organization associations
in the communication networks or online social networks.
On e-commerce platforms, personalized recommendations
can be effectively delivered by searching users with similar
interests among users’ social relations. In social networks,
social actors with important structural roles, such as the
center of a start or hole spanner, can be discovered by
searching nodes with the same properties among the whole
network. Searching similar nodes can also benefits other
tasks, such as Web page retrieval in the World Wide Web [1],
link prediction in social networks [2], and identity resolution
in the bibliographic collaboration network [3].
To enable similarity search over networks, conventional
methods usually leverage the structural properties of a net-
work including common neighbors and structural context
to estimate the similarity between nodes. Representative
algorithms include Personalized PageRank [1], SimRank [4],
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P-Rank [5], TopSim [6], and Panther [3]. However, these
methods suffer from two drawbacks:
• High computational cost. Most existing structure
based search algorithms have an at least quadratic
time complexity with respect to the number of
nodes. For example, SimRank [4] has a complexity
of O(|V|2d¯2) to find the top-K nodes for all nodes,
where |V| is the number of nodes in a network, and
d¯ is the average degree of all nodes. This computa-
tional overhead makes algorithms difficult to scale
up to large-scale networks with millions or billions
of nodes.
• Incapable of capturing node content similarity. In
addition to network structure, network nodes are of-
ten associated with rich content, such as user profiles
in social networks, texts in Web page networks. Node
content contains crucial information that provides
direct evidence to measure node similarity. The struc-
ture based similarity search methods fail to leverage
the similarity measured by node content, leading to
suboptimal search results.
Recently, network embedding [7], [8], [9], [10] has been
proposed to facilitate network analytic tasks, which aims
to embed network nodes into a low-dimensional continu-
ous vector space, by preserving network structure and/or
node content information. After learning new node rep-
resentations, network analytic tasks can be easily carried
out by applying off-the-shelf machine learning algorithms
to the new embedding space. However, such a machine
learning driven network embedding paradigm often results
in node representations that are inefficient for large-scale
similarity search in terms of both time and memory. Con-
sider a network with 10 million nodes, if we learn 200-
dimensional dense vector-format node representations for
each node, it requires 15G memory to accommodate these
representations using standard double precision numbers,
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2which is prohibitively intractable for general computing
devices. Given a query node, if we want to find its similar
nodes among the whole network, it requires to calculate
the Euclidean distance between the query node and all
other nodes in the network, which requires 2 billion times
of floating-point product operation and 2 billion times of
floating-point addition operation. The high computational
cost makes it unsuitable for real-time retrieval systems that
require responsive solutions. In summary, searching similar
nodes with continuous node representations inevitably in-
curs high time and memory cost, resulting in unsatisfactory
performance on large-scale networks.
As an alternative way of exact nearest neighbor search
in Euclidean space, hashing techniques [11] have been pro-
posed to improve search efficiency. Hashing techniques aim
to transform the numeric data in the Euclidean space into
binary codes by preserving the similarity in the original
space. As a consequence, data can be stored with low mem-
ory cost and similarity search can be conducted efficiently
by calculating the Hamming distance between node binary
codes with bit-wise operations. Borrowing the idea of hash-
ing, we propose to learn binary representations for network
nodes, i.e., transforming network nodes into binary codes
rather than numeric vectors, such that the memory and
time efficiency for similarity search can be significantly im-
proved. Despite its potential, the binary node representation
learning is confronted with the following two challenges:
• Heterogeneity. To guarantee search accuracy, binary
node representations are expected to capture the
information from both network structure and node
content, i.e., preserving node similarity in both struc-
ture level and node content level. However, network
structure and node content are not always consis-
tent to or correlated with each other. How to fuse
information from these two heterogeneous sources
into binary codes and make them complement rather
than deteriorate each other is a big challenge.
• Scalability. With the objective of preserving node
structure level and content level proximity, discover-
ing the optimal binary node representations is NP-
hard. When it comes to large-scale networks with
millions or billions of nodes/edges, and high dimen-
sional node content features, it is impossible to find
the exact optimal solutions in an efficient way. To
make the learning highly scalable, in the promise
of assuring the quality of solutions, approximation
techniques together with online or parallel learning
strategies need to be developed.
An intuitive solution to binary network embedding is
to first learn continuous node representations and then
binarize them into binary codes with the conventional hash-
ing techniques. However, because converting continuous
embeddings into binary codes inevitably causes information
loss, the learned binary codes cannot accurately capture
node similarity on both structure and content level. As
a result, as demonstrated later in our experiments, this
two-step learning strategy usually results in unsatisfactory
search accuracy.
In this paper, we propose a novel Binary Network Em-
bedding algorithm, called BinaryNE, to learn binary node
representations directly from both network structure and
node content features for efficient similarity search. Bina-
ryNE learns binary node representations by simultaneously
modeling node context and node attribute relations through
a three-layer neural network, with the objective of capturing
node similarity in both network structure and node content.
To obtain binary codes, the sign function sgn(·) is employed
as activation function in the hidden layer. However, as the
gradient of the sign function is zero almost everywhere,
traditional gradient decent based optimization strategies
are infeasible for learning parameters, which is known as
the ill-posed gradient problem. To address this problem, we
adopt the state-of-the-art continuation technique [12], [13]
and develop an online stochastic gradient descent algorithm
to learn parameters, which guarantees the great scalability
of BinaryNE. Experiments on six real-world networks show
that BinaryNE exhibits much lower memory usage and
quicker search speed than the state-of-the-art network em-
bedding methods, while still achieving competitive search
accuracy.
The main contribution of this paper is threefold:
• We analyze the feasibility and advantage of learning
binary node representations as a solution to efficient
node similarity search over large-scale networks.
• We propose the BinaryNE algorithm to effectively
learn high-quality binary node representations from
both network structure and node content features.
• We conduct experiments to compare search perfor-
mance of the BinaryNE algorithm and other network
embedding algorithms, showing the superiority of
BinaryNE in terms of memory usage and search time.
The remainder part of this paper is organized as fol-
lows. In Section 2, we review the related work, including
network embedding and node similarity search. In Section
3, we give a formal definition of binary network embedding
and review the DeepWalk algorithm as preliminaries. The
proposed BinaryNE algorithm is described in Section 4,
followed by experiments presented in Section 5. Finally, we
conclude this paper in Section 6.
2 RELATED WORK
In this section, we review two lines of related work: network
embedding that aims to learn node vector-format repre-
sentations, and node similarity search that is realized by
directly estimating node similarity from network structure.
2.1 Network Embedding
According to whether the learned node representations
takes continuous or discrete values, the network embedding
techniques can be divided into two groups: continuous
network embedding and discrete network embedding.
2.1.1 Continuous Network Embedding
Depending on whether node content features are leveraged,
continuous network embedding techniques can be divided
into two groups: structure preserving network embedding and
attributed network embedding.
Structure preserving network embedding learns node
representations from only network structure. DeepWalk [7]
3first encodes network structure into a set of random walk
sequences, and then employs Skip-Gram [14] to learn node
representations that capture structural context similarity.
node2vec [15] extends DeepWalk to better balance the local
structure preserving and global structure preserving objec-
tive by leveraging biased random walks. LINE [8] learns
node representations through directly modeling the first-
order proximity (the proximity between connect nodes)
and the second-order proximity (the proximity between
nodes sharing direct neighbors). GraRep [16] further ex-
tends LINE [8] to capture high-order proximities through
the matrix factorization version of Skip-Gram [17]. M-
NMF [18] complements the local structure proximity with
the intra-community proximity to learn community-aware
node representations. DNGR [19] first obtains high dimen-
sional structure preserving node representations through
the proposed random surfing method, and then utilizes
the stacked denoising autoencoder (SDAE) [20] to learn low-
dimensional representations. SNDE [21] employs deep au-
toencoder to learn deep nonlinear node representations,
by reconstructing node adjacent matrix representations for
preserving the second-order proximity and penalizing the
representation difference of connected nodes for preserving
the first-order proximity.
Attributed network embedding learns node represen-
tations by coupling node content attributes with network
structure. TADW [9] first proves the equivalence between
DeepWalk [7] and a matrix factorization formulation, and
then proposes to incorporate rich node text features into
network embedding through inductive matrix factoriza-
tion [22]. Through penalizing the distance of connected
nodes in the embedding space, HSCA [23] enforces TADW
with the first-order proximity to obtain more informative
node representations. UPP-SNE [24] learns node represen-
tations by performing a structure-aware non-linear map-
ping on node content features. CANE [25] learns context-
aware node embeddings by applying the mutual attention
mechanism on the attributes of connected nodes. MVC-
DNE [26] applies deep multi-view learning technique to
fuse information from network structure and node con-
tent into node representations. GraphSAGE [27] first takes
node content features as node representations, and then
iteratively updates node representations by aggregating
representations of neighboring nodes. AANE [28] employs
symmetric matrix factorization [29] to obtain node represen-
tations that capture attribute affinity, and simultaneously
penalizes the representation difference between connected
nodes. SINE [30] learns node representations for large-scale
incomplete attributed networks by using node represen-
tations to simultaneously predict context nodes and node
content attributes.
The above network embedding algorithms aim to learn
task-general node representations in an unsupervised set-
ting, where node class labels are not provided. Recently,
some supervised network embedding algorithms have also
been proposed, such as DMF [31], TriDNR [32], DDRW [33],
MMDW [34], LANE [35], with the objective of learning
discriminative node representations by exerting the power
of available node labels.
The continuous network embedding techniques embed
network nodes into a continuous Euclidean space, where
calculating pairwise similarity between nodes is computa-
tionally prohibitive on large-scale networks, which makes
node similarity search on large-scale networks infeasible.
2.1.2 Discrete Network Embedding
Very recently, several embedding algorithms have been pro-
posed to learn discrete network embedding. For efficient
node retrieval, Bernoulli Network Embedding [36] learns
binary node representations by modeling the generation of
each dimension as a Bernoulli random test. DNE (Discrete
Network Embedding) [37] learns binary node representa-
tions to speed up node classification. However, the two
methods cannot support accurate search, because node con-
tent features are simply ignored. In addition, DNE is a su-
pervised binary network embedding algorithm that requires
node labels to be provided, which is different from our
research that aims to learn binary node representations in
an unsupervised setting. NetHash [38] is the first algorithm
proposed to generate discrete node representations that
encode both network structure and node content features.
It applies the MinHash technique [39] to the content feature
ID set aggregated from tree-structured neighborhood. As
the learned discrete embeddings do not take binary values,
similarity search with this kind of embeddings tends to
be inefficient. In this work, we aim to learn binary node
representations that are directly optimized with binarization
to enable similarity search efficacy and efficiency.
2.2 Node Similarity Search
To enable similarity search over networks, various met-
rics have been proposed to measure the structural related-
ness between nodes. Bibliographic Coupling [40] and Co-
citation [41] measure node similarity by counting the num-
ber of common neighbors. Other common neighbor based
metrics include Jaccard’s coefficient, Salton’s coefficient, the
Adamic/Acar coefficient [42], etc. This kind of metrics are
incapable of capturing the similarity between nodes sharing
no common neighbors. SimRank [4] estimates node similar-
ity recursively with the principle that two nodes are similar
if they have connections with similar nodes. Because cal-
culating SimRank similarity is computationally expensive,
other algorithms, like TopSim [6] and [43], are proposed to
reduce its time complexity. P-Rank [5] enhances SimRank
by jointly modeling both in- and out-link relationships for
node structural similarity estimation. VertexSim [44] repre-
sents each node as a convex combination of anchor nodes
by optimizing a geometric objective, and then measures
node similarity with the new representations. The above
metrics only capture the similarity relying on the connec-
tivity among the local neighborhood, but neglect the struc-
tural equivalence between nodes sharing similar structural
roles while being distantly located. [45] justifies a series
of axiomatic properties that should be satisfied by a role
similarity measure, and proposes RoleSim, a role similarity
measure, which is calculated in an iterative way and is
proved to satisfy all the justified properties. Panther [3]
estimates local structural similarity between pairwise nodes
through their co-occurrence frequencies in randomly sam-
pled paths. Panther++ [3] augments Panther with structural
role similarity by measuring the difference in neighbor node
co-occurrence distributions.
4Calculating the aforementioned structure similarity met-
rics between all pairwise nodes, which is necessary for
exact node similarity search, is usually time-consuming,
with a time complexity at least quadratic to the number of
nodes. Moreover, the above structure similarity metrics fail
to capture the similarity measured by node content features.
The two limitations make the existing structural similarity
estimation based search methods unsuitable for large-scale
networks with rich node content features.
3 PROBLEM DEFINITION AND PRELIMINARIES
In this section, we give a formal definition of the binary
network embedding problem, followed by a review on the
preliminaries of DeepWalk.
3.1 Problem Definition
Given a network G = (V, E ,A, X), where V is the set of
nodes, E ⊆ V × V is the set of edges, and A is the set of at-
tributes. X ∈ R|V|×|A| is the node feature matrix, with each
element Xij ≥ 0 indicating the occurrence times/weights
of attribute aj ∈ A at node vi ∈ V . For networks taking
continuous attribute values, discretization can be used to
convert continuous values to the categorical ones.
The BinaryNE algorithm aims to learn binary represen-
tations for network nodes, i.e., learning a mapping function
Φ : vi ∈ V 7→ {+1,−1}d, where d is the dimension of the
embedding space. The learned binary node representations
Φ(vi) are expected to satisfy the following two properties:
(1) low-dimensional, the dimension d should be much
smaller than the dimension of node adjacent matrix repre-
sentation |V|, for the sake of search efficiency; (2) informa-
tive, to guarantee the quality of node similarity search, the
learned binary node representations should capture node
similarity measured by both network structure and node
content features.
3.2 Preliminaries: DeepWalk
Borrowing the idea of Skip-Gram model [14], which learns
word representations by preserving context similarity,
DeepWalk leverages random walks to generate node context
and represents nodes sharing similar context closely in the
new embedding space. Given a random walk with length
L, {vr1 , vr2 , · · · , vri , · · · vrL}, for each node vri , DeepWalk
learns its representation by using it to predict its context
nodes, which is realized by maximizing the occurrence
probability of context nodes conditioned on this node:
min
Φ
− log P({vri−t , · · · , vri+t} \ vri |vri), (1)
where {vri−t , · · · , vri+t} \ vri are the context nodes of vri
within t window size.
Using the conditional independence assumption, the
probability P({vri−t , · · · , vri+t} \ vri |vri) can be calculated
as
P({vri−t , · · · , vri+t} \ vri |vri) =
i+t∏
j=i−t,j 6=i
P(vrj |vri). (2)
Following [24], after a set of random walks are generated,
we can formulate the overall optimization problem as
min
Φ
−
|V|∑
i=1
|V|∑
j=1
n(vi, vj) log P(vj |vi), (3)
Σ Σ · · · Σ · · · Σ Σ Σ · · · Σ · · · Σ
+1 −1 · · · −1 · · · +1
0 0 · · · 1 · · · 0
Output Layer
Softmax
Classifiers
Hidden Layer
Binary Embeddings
Input Layer
One-hot
Representation the position
corresponding
to vi
P(v1|vi) P(vj |vi) P(v|V||vi) P(a1|vi) P(aj |vi) P(a|A||vi)
W in
W out,aW out,s
Fig. 1. The model architecture of BinaryNE. For each node vi, BinaryNE
learns its binary representation by using it to predict its context node vj
and its attribute aj .
where n(vi, vj) is the occurrence time of node context pair
(vi, vj) collected from all random walks with t window size
and P(vj |vi) is modeled by softmax:
P(vj |vi) = exp(Φ(vi) ·Ψ(vj))∑|V|
k=1 exp(Φ(vi) ·Ψ(vk))
.
The overall optimization problem can be solved by itera-
tively sampling a node context pair (vi, vj) and minimizing
the following partial objective:
Osij = − log P(vj |vi). (4)
4 BINARY NETWORK EMBEDDING
This section details the optimization problem that we for-
mulate for the binary network embedding, followed by the
solution on how to solve it efficiently.
4.1 The Optimization Problem
Our objective is to learn informative binary network em-
beddings, with both network structure and node content
features well preserved. The idea of DeepWalk can be
borrowed here for capturing network structure. To capture
node content level similarity, we try to represent nodes
sharing similar attributes closely in the low-dimensional
space. To achieve this goal, we apply the idea of Skip-
Gram [14] again, by using each node to predict its content at-
tributes. For each node attribute co-occurrence pair (vi, aj),
we minimize the following objective:
Oaij = − log P(aj |vi). (5)
We illustrate the architecture of the proposed BinaryNE
algorithm in Fig. 1, which is a three-layer neural network:
the first layer is the one-hot representation for each node
vi, the hidden layer is the binary node representation
Φ(vi) ∈ {+1,−1}d constructed from the input layer, and the
output layer is the softmax conditional probability P(vj |vi)
and P(aj |vi) for each context node vj and each attribute aj ,
modeled through node binary representations in the hidden
layer.
Given node vi’s one-hot representation pi ∈ R|V| with
pik = 1 for k = i, and p
i
k = 0 for k 6= i. The binary
node representation Φ(vi) in the hidden layer is constructed
5by performing a linear transformation on pi and activating
with the sign function:
Φ(vi) =
[
sgn(pi ·W in:1 ), sgn(pi ·W in:2 ), · · · , sgn(pi ·W in:d )
]T
=
[
sgn(W ini1 ), sgn(W
in
i2 ), · · · , sgn(W inid )
]T
,
(6)
where W in:k is the k-th column of W
in ∈ R|V|×d (the weight
matrix from the input layer to the hidden layer) and sgn(·)
is the sign function, which is defined as
sgn(x) =
{
+ 1, if x > 0,
− 1, otherwise.
In the output layer, for the node context pair (vi, vj), we
model the probability P(vj |vi) with softmax:
P(vj |vi) =
exp(Φ(vi) ·W out,s:j )∑|V|
k=1 exp(Φ(vi) ·W out,s:k )
,
where W out,s:j is the j-th column of W
out,s ∈ Rd×|V| (the
weight matrix from the hidden layer to the output layer for
predicting node context). Similarly, for the node attribute co-
occurrence pair (vi, aj), we model the probability P(aj |vi)
as
P(aj |vi) =
exp(Φ(vi) ·W out,a:j )∑|A|
k=1 exp(Φ(vi) ·W out,a:k )
,
where W out,a:j is the j-th column of W
out,a ∈ Rd×|A| (the
weight matrix from the hidden layer to the output layer for
predicting node attribute).
To learn informative binary node embeddings, we inte-
grate the structure proximity preserving objective in Eq. (4)
with the node attribute similarity preserving objective in Eq.
(5), and obtain the following overall optimization problem:
min
Φ
O, (7)
where
O =− α1
|V|∑
i=1
|V|∑
j=1
n(vi, vj)logP(vj |vi)
− α2
|V|∑
i=1
|A|∑
j=1
Xij logP(aj |vi).
(8)
Here, α1 and α2 are the trade-off parameters to balance
the contribution of structure preserving objective and node
content preserving objective. They are specified as
α1 =
1∑|V|
i=1
∑|V|
j=1 n(vi, vj)
, α2 =
1∑|V|
i=1
∑|A|
j=1 Xij
.
In Eq. (8), only the non-zero entries of n(vi, vj) and Xij are
considered, whose number is much smaller than |V| × |V|
and |V| × |A|, respectively.
4.2 Solving the Optimization Problem
As the derivative of the sign function used to construct
binary codes is zero almost everywhere, solving the opti-
mization problem (7) with gradient descent is ill-posed. Fol-
lowing [13], we approximate the non-smooth sign function
sgn(x) with its smooth proxy tanh(βx), which satisfies the
following property:
lim
β→∞
tanh(βx) = sgn(x).
Thus, in Eq. (6), node representation Φ(vi) is constructed as
Φ(vi) =
[
tanh(βW ini1 ), tanh(βW
in
i2 ), · · · , tanh(βW inid )
]T
. (9)
With this continuous approximation, we can solve the op-
timization problem (7) with stochastic gradient descent.
At each iteration, we randomly select a node context pair
(vi, vj) according to the distribution of n(vi, vj) or a node
attribute co-occurrence pair (vi, aj) according to the distri-
bution of Xij , and then update parameters towards mini-
mizing the corresponding partial objective Osij in Eq. (4) or
Oaij in Eq. (5).
Given a sampled node context pair (vi, vj), for training
efficiency, we adopt negative sampling [46] to approximate
the partial objective Osij in Eq. (4) as
Osij =− log σ(Φ(vi) ·W out,s:j )
−
∑
k:vk∈Vneg
log σ(−Φ(vi) ·W out,s:k ), (10)
where Vneg is the set of sampled negative nodes and σ(·) is
the sigmoid function. Then we update the parameters with
gradient descent:
W ini: = W
in
i: − η
∂Osij
∂W ini:
,
W out,s:j = W
out,s
:j − η
∂Osij
∂W out,s:j
,
W out,s:k = W
out,s
:k − η
∂Osij
∂W out,s:k
, for vk ∈ Vneg,
(11)
where η is the learning rate. The gradients are calculated as
∂Osij
∂W inir
= β[1− tanh(βW inir )2][σ(Φ(vi) ·W out,s:j )− 1]W out,srj
+ β[1− tanh(βW inir )2]
∑
k:vk∈Vneg
σ(Φ(vi) ·W out,s:k )W out,srk ,
∂Osij
W out,s:j
= [σ(Φ(vi) ·W out,s:j )− 1]Φ(vi),
∂Osij
W out,s:k
= σ(Φ(vi) ·W out,s:k )Φ(vi), for vk ∈ Vneg .
Similarly, after a node attribute co-occurrence pair (vi, aj) is
sampled, with negative sampling [46], the partial objective
Oaij in Eq. (5) is approximated as
Oaij =− log σ(Φ(vi) ·W out,a:j )
−
∑
k:vk∈Aneg
log σ(−Φ(vi) ·W out,a:k ), (12)
where Aneg is the set of sampled negative attributes. We
then update the parameters with gradient descent
W ini: = W
in
i: − η
∂Oaij
∂W ini:
,
W out,a:j = W
out,a
:j − η
∂Oaij
∂W out,a:j
,
W out,a:k = W
out,a
:k − η
∂Oaij
∂W out,a:k
, for ak ∈ Aneg.
(13)
The gradients are calculated as
∂Oaij
∂W inir
= β[1− tanh(βW inir )2][σ(Φ(vi) ·W out,a:j )− 1]W out,arj
+ β[1− tanh(βW inir )2]
∑
k:vk∈Aneg
σ(Φ(vi) ·W out,a:k )W out,ark ,
∂Oaij
W out,a:j
= [σ(Φ(vi) ·W out,a:j )− 1]Φ(vi),
∂Oaij
W out,a:k
= σ(Φ(vi) ·W out,a:k )Φ(vi), for ak ∈ Aneg .
6Algorithm 1 BinaryNE: Binary Network Embedding
Input:
A given network G = (V, E ,A, X);
Output:
Binary node embedding Φ(·) for each vi ∈ V ;
1: S← generate a set of random walks on G;
2: n(vi, vj) ← count the frequency of node context pairs
(vi, vj) in S;
3: (W in,W out,s,W out,a)← initialization;
4: repeat
5: draw a random number δ ∈ (0, 1);
6: if δ 6 0.5 then
7: (vi, vj)← sample a node context pair according to the
distribution of n(vi, vj);
8: Vneg ← draw K negative nodes;
9: (W in,W out,s)← update parameters with (vi, vj ,Vneg)
and Eq. (11);
10: else
11: (vi, aj) ← sample a node attribute pair according to
the distribution of Xij ;
12: Aneg ← draw K negative attributes;
13: (W in,W out,a) ← update parameters with
(vi, aj ,Aneg) and Eq. (13);
14: end if
15: until maximum number of iterations expire;
16: construct node embedding Φ(·) with W in and Eq. (14);
17: return Φ(·);
After the parameters are learned, for node vi ∈ V , we
construct its embedding Φ(vi) as
Φ(vi)r =
{
+ 1, if tanh(βW inir ) > 0,
− 1, if tanh(βW inir ) < 0.
(14)
To obtain binary codes for efficient Hamming distance cal-
culation, we store the −1 value of Φ(vi)r as 0.
Algorithm 1 provides the pseudocode of the proposed
BinaryNE algorithm. At Step 1, a set of random walks with
length L are generated by starting random walks at each
node vi ∈ V for γ times. At Step 2, on the generated
random walks, with t window size, BinaryNE collects node
context pairs (vi, vj) and counts their occurrence frequen-
cies n(vi, vj). At Step 3, W in is initialized with random
numbers, and W out,s and W out,a are initialized with zero.
At Step 4-15, the parameters are updated with stochastic
gradient descent. Each iteration starts from drawing a ran-
dom switch variable δ ∈ (0, 1) to determine which partial
objective to be optimized. To optimize the structure pre-
serving partial objective, BinaryNE randomly draws a node
context pair (vi, vj) according to the distribution of n(vi, vj),
and draws K negative nodes, forming Vneg , then updates
the parameters with Eq. (11). To optimize the attribute
preserving objective, BinaryNE draws a node attribute co-
occurrence pair (vi, aj) according the distribution of Xij
and draws a negative attribute set Aneg with size K , then
updates the parameters with Eq. (13). For efficient node
context pair and node attribute pair sampling, BinaryNE
adopts the alias table [47] method, which takes only O(1)
time at each sampling. Finally, BinaryNE constructs binary
node representations Φ(·) with W in and Eq. (14).
The time complexity of BinaryNE is determined by only
the dimension of node embeddings d and the maximum
number of iterations. The scale of the maximum number
of iterations is O(max(nnz(X), |V|)), where nnz(X) is the
TABLE 1
Summary of six real-world networks
|V| |E| |A| nnz(X) # of Class
Cora 2,708 5,278 1,433 49,216 7
Citeseer 3,312 4,732 3,703 105,165 6
BlogCatalog 5,196 171,743 8,189 369,435 6
Flickr 7,575 239,738 12,047 182,517 9
DBLP(Subgraph) 18,448 45,611 5,959 108,016 4
DBLP(Full) 1,632,442 2,327,450 154,309 10,413,178 N/A
number of non-zero entries of X , and |V| is the scale of
node context pairs collected via random walks. BinaryNE
has a time complexity of O(d · max(nnz(X), |V|)), which
guarantees its ability to scale up to large-scale graphs.
5 EXPERIMENTS
In this section, we conduct experiments on six real-world
networks to evaluate the performance of binary node repre-
sentations learned by BinaryNE for node similarity search,
including search precision, response time and memory us-
age.
5.1 Datasets
Six real-world networks are used in the experiments, with
the details as follows:
• Cora1. The Cora network is composed of 2,708 ma-
chine learning publications and their citation rela-
tionships. Theses publications are categorized into
seven groups. Each publication is represented by a
1,433-dimensional binary vector, with each dimen-
sion denoting the presence/absence of the corre-
sponding word.
• Citeseer1. Citeseer is another citation network with
3,312 papers and 4,732 citation relations. There are 6
classes among papers. According to the occurrence
of the corresponding word, each paper is described
by a 3,703-dimensional binary vector.
• BlogCatalog2. The BlogCatalog network is an online
social network formed by BlogCatalog, a blogger
community. The BlogCatalog network contains 5,196
users and 171,743 follower-followee relations. Users’
groups are defined as the categories of their blogs.
The keywords of users’ blogs are used to construct
users’ feature vectors. Here, binary feature vectors
are constructed, with only the keyword occurrence
state concerned.
• Flickr2. Flickr is an online photo sharing platform.
The Flickr network includes 7,575 users and 239,738
follower-followee relations. These users join in 9
predefined groups. Users’ features are described by
the tags of their images. Each user is represented by
12,047-dimensional binary vector, according to the
occurrence/absence of the corresponding tag.
• DBLP(Subgraph) and DBLP(Full). The DBLP(Full)
network is formed by the papers, paper titles, and
paper citations of the DBLP bibliographic network3.
1https://linqs.soe.ucsc.edu/data
2http://people.tamu.edu/ xhuang/Code.html
3https://aminer.org/citation (Version 3 is used)
7In DBLP(Full), there are in total 1,632,442 papers
and 2,327,450 citations. The DBLP(Subgraph) is a
subgraph of the DBLP(Full) network, constructed
by papers from four research areas: Database, Data
Mining, Artificial Intelligence, and Computer Version,
which also act as paper labels. DBLP(Subgraph)
contains 18,448 papers and 45,611 citation relations.
For DBLP(Full) and DBLP(Subgraph), papers’ titles
are used to construct binary bag-of-words feature
vectors.
For each network, the direction of links is ignored.
Cora, Citeseer, BlogCatalog, Flickr, and DBLP(Subgraph)
are used to evaluate the performance of the binary node
representations learned by BinaryNE on node similarity
search, including search precision, query time and memory
usage. DBLP(Full) is used to investigate the scalability of
node similarity search with BinaryNE binary codes.
5.2 Baseline Methods
BinaryNE is compared with two groups of state-of-the-art
methods:
• Continuous embeddings measured by Euclidean dis-
tance:
DeepWalk/node2vec [7], [15] preserves the similar-
ity between nodes sharing similar context in random
walks. node2vec is equivalent to DeepWalk with the
default parameter setting p = q = 1.
LINE1 [8] denotes the version of LINE that captures
the first-order proximity.
LINE2 [8] represents the version of LINE that models
the second-order proximity.
SDNE [21] learns deep non-linear node representa-
tions via a semi-supervised deep autoencoder.
TADW [9] learns node embeddings that capture both
network structure and node content similarity via
inductive matrix factorization [22].
UPP-SNE [24] performs a non-linear mapping on
node content features to learn node embeddings that
preserve both network structure and node content
features.
MVC-DNE [26] fuses network structure and node
content features into node embeddings through deep
cross-view learning.
SINE [30] learns node representations by using node
representations to simultaneously predict context
nodes and node content attributes.
Feature. Node raw content feature is also used as a
baseline for similarity search. For each node vi ∈ V ,
its feature vector is Xi:, with Xi: being the i-th row
of X .
• Discrete embeddings measured by Hamming dis-
tance:
Quantized Continuous Embeddings. To obtain bi-
nary node representations, a naive way is to quan-
tize the continuous node embeddings into binary
codes. As a baseline, we binarize the continuous
embeddings learned by above baseline methods
with Spectral Hashing [48], and denote these meth-
ods as DeepWalk+Q, LINE1+Q, LINE2+Q, SDNE+Q,
TADW+Q, UPP-SNE+Q, MVC-DNE+Q, SINE+Q,
and Feature+Q.
NetHash [38]. It is the state-of-the-art discrete at-
tributed network embedding method. Each dimen-
sion of the NetHash embeddings is randomly se-
lected from the content feature ID set aggregated
from neighborhood. As the learned discrete node
representations do not take binary values, the Ham-
ming distance cannot be efficiently calculated with
bit-wise operations.
5.3 Experimental Settings
For all methods, we set the dimension of embeddings d =
128. For DeepWalk, UPP-SNE, SINE, and BinaryNE, we set
the length of random walks L = 100, the number of random
walks starting from per node γ = 40, and the window size
t = 10.
For fair comparisons, we use the same strategy to train
DeepWalk, UPP-SNE, SINE, and BinaryNE: we first col-
lect node context pairs from the generated random walks,
and update parameters with stochastic gradient descent by
sampling node context pairs. For DeepWalk, LINE, UPP-
SNE, SINE and BinaryNE, we set the maximum number of
iterations to 100 million for Cora and Citeseer, 200 million
for BlogCatalog, Flickr and DBLP(Subgraph). For DeepWalk
and BinaryNE, we set the maximum number of iterations to
1 billion for DBLP. For DeepWalk, LINE, UPP-SNE, SINE
and BinaryNE, we gradually decrease the learning rate η
from 0.025 to 2.5× 10−6.
For SDNE, its hyperparameters α and ν are set to 0.01,
and β is set to 10, and the number of neurons at each layer
is set to 2708-512-128, 3312-512-128, 5,196-512-128, 7,575-
512-128 and 18,448-512-128 for Cora, Citeseer, BlogCatalog,
Flickr and DBLP(Subgraph) respectively. For MVC-DNE,
on Cora, Citeseer, BlogCatalog, Flickr and DBLP(Subgraph),
the number of neurons at each layer in the structure view
is respectively set to 2708-512-64, 3312-512-64, 5,196-512-64,
7,575-512-64 and 18,448-512-64, and the number of neurons
at each layer in the node content feature view is respectively
set to 1,433-512-64, 3,703-512-64, 8,189-512-64, 12,047-512-64
and 5,959-512-64. For SDNE and MVC-DNE, 500 epochs
are respectively used for pre-training and parameter fine-
tuning. We set other parameters of SDNE and MVC-DNE
according to [26].
As the content feature dimension of BlogCatalog, Flickr
and DBLP(Subgraph) is too large for TADW, before running
TADW on them, we reduce the dimension of their node
content features to 200 with SVD. Default settings are used
to train NetHash. For BinaryNE, we gradually increase the
parameter β from 0.01 to 1.
5.4 Evaluation Metrics
For each node in a network, we in turn query its top-K
similar nodes. K is set to 100, 200, and 500, respectively. We
adopt averaged precision and MAP (Mean Averaged Precision)
as evaluation metrics.
For querying nodes similar to node vi, the
precision@K(vi) is defined as
precision@K(vi) =
|{vj |rank(vj) ≤ K,C(vi) = C(vj)}|
K
,
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Similarity search results on Cora
Metric Method precision@100 MAP@100 precision@200 MAP@200 precision@500 MAP@500 Query time (ms) Speedup
Euclidean
DeepWalk 0.6288 0.1325 0.5555 0.2170 0.4016 0.3291 1.61 23.0 ×
LINE1 0.3966 0.0664 0.2980 0.0811 0.2233 0.1084 1.62 23.1 ×
LINE2 0.3424 0.0479 0.2874 0.0643 0.2415 0.0993 1.67 23.9 ×
SDNE 0.2956 0.0366 0.2562 0.0498 0.2239 0.0802 1.87 26.7 ×
TADW 0.2204 0.0157 0.2078 0.0250 0.1944 0.0490 1.65 23.6 ×
UPP-SNE 0.6098 0.1228 0.5314 0.1938 0.4049 0.3032 1.62 23.1 ×
MVD-DNE 0.3641 0.0425 0.3257 0.0656 0.2780 0.1143 1.84 26.3 ×
SINE 0.4389 0.0717 0.3745 0.1041 0.3014 0.1642 1.88 26.9 ×
Feature 0.2240 0.0166 0.2060 0.0252 0.2189 0.0551 17.57 251.0 ×
Hamming
DeepWalk+Q 0.4043 0.0685 0.3236 0.0907 0.2494 0.1293 0.06 0.9 ×
LINE1+Q 0.3672 0.0599 0.2901 0.0753 0.2298 0.1060 0.06 0.9 ×
LINE2+Q 0.2854 0.0331 0.2446 0.0446 0.2108 0.0713 0.07 1.0 ×
SDNE+Q 0.2525 0.0222 0.2311 0.0333 0.2106 0.0607 0.06 0.9 ×
TADW+Q 0.1914 0.0101 0.1883 0.0177 0.1860 0.0394 0.06 0.9 ×
UPP-SNE+Q 0.3277 0.0382 0.2852 0.0551 0.2424 0.0914 0.07 1.0 ×
MVC-DNE+Q 0.2638 0.0204 0.2461 0.0332 0.2246 0.0648 0.07 1.0 ×
SINE+Q 0.2900 0.0283 0.2593 0.0422 0.2274 0.0740 0.07 1.0 ×
Feature+Q 0.2605 0.0210 0.2398 0.0329 0.2177 0.0620 0.07 1.0 ×
NetHash 0.4546 0.0757 0.3852 0.1097 0.2993 0.1656 1.17 16.7 ×
BinaryNE 0.5828 0.1089 0.5210 0.1767 0.4165 0.2963 0.07
TABLE 3
Similarity search results on Citeseer
Metric Method precision@100 MAP@100 precision@200 MAP@200 precision@500 MAP@500 Query time (ms) Speedup
Euclidean
DeepWalk 0.4233 0.0508 0.3843 0.0861 0.3158 0.1543 1.98 24.8 ×
LINE1 0.2878 0.0282 0.2369 0.0373 0.1994 0.0572 2.03 25.4 ×
LINE2 0.2548 0.0216 0.2197 0.0294 0.1956 0.0483 1.98 24.8 ×
SDNE 0.2256 0.0155 0.2065 0.0227 0.1927 0.0417 2.39 29.9 ×
TADW 0.2003 0.0103 0.1910 0.0166 0.1833 0.0339 1.99 24.9 ×
UPP-SNE 0.4973 0.0594 0.4552 0.1015 0.3794 0.1861 1.95 24.4 ×
MVC-DNE 0.3471 0.0286 0.3173 0.0463 0.2780 0.0864 2.23 27.9 ×
SINE 0.3728 0.0381 0.3366 0.0612 0.2852 0.1070 2.37 29.6 ×
Feature 0.2532 0.0140 0.2471 0.0249 0.2320 0.0530 55.43 692.9 ×
Hamming
DeepWalk+Q 0.3094 0.0302 0.2600 0.0416 0.2185 0.0658 0.08 1.0 ×
LINE1+Q 0.2984 0.0287 0.2570 0.0407 0.2213 0.0668 0.08 1.0 ×
LINE2+Q 0.2303 0.0157 0.2087 0.0229 0.1921 0.0415 0.08 1.0 ×
SDNE+Q 0.2045 0.0112 0.1950 0.0178 0.1871 0.0359 0.08 1.0 ×
TADW+Q 0.1865 0.0085 0.1848 0.0148 0.1813 0.0316 0.06 0.8 ×
UPP-SNE+Q 0.3324 0.0322 0.2800 0.0448 0.2329 0.0715 0.08 1.0 ×
MVC-DNE+Q 0.2562 0.0151 0.2417 0.0252 0.2233 0.0508 0.08 1.0 ×
SINE+Q 0.2544 0.0157 0.2374 0.0252 0.2178 0.0493 0.08 1.0 ×
Feature+Q 0.2692 0.0175 0.2472 0.0279 0.2217 0.0528 0.09 1.1 ×
NetHash 0.3866 0.0378 0.3417 0.0583 0.2851 0.0999 1.35 16.9 ×
BinaryNE 0.5013 0.0608 0.4626 0.1055 0.3905 0.1964 0.08
where rank(vj) is the position of vj in the rank list of nodes
similar to vi, and C(vi) = C(vi) indicates that node vi and
vj have the same class label, with C(·) used to denote node
class label. As we in turn take all nodes in V as query nodes,
we report the averaged precision@K as final results.
MAP (Mean Average Precision) is an information re-
trieval metric with good discrimination and stability. Dif-
ferent from precision, MAP takes into account the order
in which relevant nodes are placed in the returned similar
node rank list. When we vary the query node vi over V , the
MAP value is calculated as
AP@K(vi) =
∑K
k=1 precision@k(vi) · relavant@k(vi)
|{vj |C(vj) = C(vi), vj ∈ V}| ,
MAP@K =
∑|V|
i=1 AP@K(vi)
|V| ,
where relavant@k(vi) is an indicator function equaling 1 if
the k-th retrieved node is relevant and 0 otherwise.
5.5 Similarity Search Results
Tables 2-6 give similarity search results on Cora, Citeseer,
BlogCatalog, Flickr and DBLP(Subgraph). For query time,
we only consider the time consumed by calculating the
distance between the query node and all remainder nodes,
which contributes to the main computational overhead for
similarity search, and report the time averaged over all
query nodes (in milliseconds). We also provide the search
speedup of BinaryNE compared with baselines. For contin-
uous and discrete embeddings, the best and second best per-
former is highlighted by bold and underline, respectively.
From Tables 2-6, we can see that BinaryNE consistently
achieves the best precision and MAP among discrete em-
bedding methods with significant advantage over the sec-
ond best performers, and provides comparable or better
search results than continuous embedding methods. This
is attributed to BinaryNE’s ability to effectively encode
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Similarity search results on BlogCatalog
Metric Method precision@100 MAP@100 precision@200 MAP@200 precision@500 MAP@500 Query time (ms) Speedup
Euclidean
DeepWalk 0.4393 0.0330 0.3863 0.0530 0.3041 0.0873 3.68 30.7 ×
LINE1 0.3844 0.0275 0.3160 0.0411 0.2376 0.0616 3.59 29.9 ×
LINE2 0.2395 0.0138 0.2228 0.0225 0.2024 0.0417 3.60 30.0 ×
SDNE 0.3077 0.0173 0.2780 0.0275 0.2430 0.0504 3.59 29.9 ×
TADW 0.7865 0.0814 0.7528 0.1526 0.6710 0.3245 3.61 30.1 ×
UPP-SNE 0.4902 0.0380 0.4480 0.0641 0.3712 0.1151 3.61 30.1 ×
MVC-DNE 0.5842 0.0498 0.5201 0.0818 0.4252 0.1458 3.57 29.8 ×
SINE 0.3508 0.0217 0.3065 0.0327 0.2593 0.0567 3.61 30.1 ×
Feature 0.2424 0.0113 0.2239 0.0177 0.2023 0.0333 190.77 1589.8 ×
Hamming
DeepWalk+Q 0.2829 0.0132 0.2576 0.0210 0.2279 0.0392 0.13 1.1 ×
LINE1+Q 0.2888 0.0152 0.2531 0.0225 0.2170 0.0385 0.13 1.1 ×
LINE2+Q 0.2182 0.0072 0.2098 0.0124 0.1996 0.0264 0.13 1.1 ×
SDNE+Q 0.2484 0.0097 0.2315 0.0160 0.2120 0.0318 0.13 1.1 ×
TADW+Q 0.5798 0.0506 0.5092 0.0817 0.4047 0.1396 0.13 1.1 ×
UPP-SNE+Q 0.3429 0.0204 0.3013 0.0309 0.2553 0.0534 0.13 1.1 ×
MVC-DNE+Q 0.4153 0.0276 0.3620 0.0425 0.2989 0.0733 0.13 1.1 ×
SINE+Q 0.2790 0.0126 0.2583 0.0203 0.2337 0.0392 0.13 1.1 ×
Feature+Q 0.2313 0.0093 0.2163 0.0150 0.2003 0.0295 0.11 0.9 ×
NetHash 0.3811 0.0246 0.3388 0.0385 0.2882 0.0684 3.14 26.2 ×
BinaryNE 0.7297 0.0721 0.6896 0.1320 0.6112 0.2760 0.12
TABLE 5
Similarity search results on Flickr
Metric Method precision@100 MAP@100 precision@200 MAP@200 precision@500 MAP@500 Query time (ms) Speedup
Euclidean
DeepWalk 0.2029 0.0097 0.1913 0.0162 0.1734 0.0299 5.19 28.8 ×
LINE1 0.2313 0.0125 0.2068 0.0197 0.1745 0.0332 5.11 28.4 ×
LINE2 0.1576 0.0074 0.1468 0.0122 0.1358 0.0240 5.34 29.7 ×
SDNE 0.1532 0.0060 0.1461 0.0103 0.1381 0.0212 5.25 29.2 ×
TADW 0.3287 0.0227 0.2918 0.0364 0.2367 0.0614 4.58 25.4 ×
UPP-SNE 0.3792 0.0286 0.3517 0.0482 0.3104 0.0905 5.19 28.8 ×
MVC-DNE 0.3364 0.0208 0.3013 0.0332 0.2536 0.0590 5.06 28.1 ×
SINE 0.3056 0.0183 0.2605 0.0268 0.2087 0.0431 5.24 29.1 ×
Feature 0.1379 0.0055 0.1275 0.0082 0.1190 0.0152 410.90 2282.8 ×
Hamming
DeepWalk+Q 0.1683 0.0052 0.1575 0.0083 0.1449 0.0161 0.19 1.1 ×
LINE1+Q 0.1698 0.0053 0.1571 0.0084 0.1430 0.0158 0.20 1.1 ×
LINE2+Q 0.1627 0.0049 0.1556 0.0082 0.1459 0.0166 0.19 1.1 ×
SDNE+Q 0.1666 0.0051 0.1573 0.0083 0.1461 0.0164 0.19 1.1 ×
TADW+Q 0.2084 0.0094 0.1900 0.0147 0.1680 0.0265 0.15 0.8 ×
UPP-SNE+Q 0.2849 0.0166 0.2466 0.0243 0.2036 0.0396 0.19 1.1 ×
MVC-DNE+Q 0.2582 0.0129 0.2287 0.0196 0.1942 0.0341 0.18 1.0 ×
SINE+Q 0.2188 0.0102 0.1933 0.0147 0.1674 0.0248 0.20 1.1 ×
Feature+Q 0.1809 0.0084 0.1602 0.0119 0.1402 0.0199 0.16 0.9 ×
NetHash 0.2035 0.0090 0.1814 0.0133 0.1594 0.0232 4.28 23.8 ×
BinaryNE 0.5862 0.0552 0.5380 0.0957 0.4544 0.1817 0.18
both network structure and node content features into node
binary codes, which are informative enough to measure
node similarity accurately.
On the other hand, BinaryNE remarkably improves
search efficiency, providing more than 23 times faster search
speed than continuous network embedding methods, and
more than 15 times than NetHash, which is the second best
performer among discrete embedding methods in terms of
precision and MAP on Cora, Citeseer, and DBLP(Subgraph).
Compared with the Euclidean distance in the continuous
embedding space and the Hamming distance in the non-
binary discrete embedding space, the Hamming distance
measured by binary representations can be calculated far
more efficiently with the bit-wise operations.
Among the continuous network embedding baselines,
on Citeseer, BlogCatalog, Flickr, and DBLP(Subgraph),
the attributed network embedding (TADW or UPP-SNE)
achieves the best search precisions and on Cora, the at-
tributed network embedding method UPP-SNE performs
comparably to DeepWalk, the best performer. On the
five networks, raw node content features consistently fail
to achieve satisfactory precisions. By integrating network
structure and node content in measuring node similarity,
attributed network embedding is superior to structure pre-
serving network embedding and node raw content features.
When the continuous network embeddings are quan-
tized to binary values for efficient search with Hamming
distance, except for raw node features, all embeddings ex-
perience a search precision drop, which is dramatic in many
cases. This is consistent to our expectation that quantized
binary codes are inevitably less informative than their orig-
inal continuous representations. The results demonstrate
that it is suboptimal to separately learn continuous net-
work embeddings and quantize them into binary codes. In
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TABLE 6
Similarity search results on DBLP(Subgraph)
Metric Method precision@100 MAP@100 precision@200 MAP@200 precision@500 MAP@500 Query time (ms) Speedup
Euclidean
DeepWalk 0.7121 0.0113 0.6958 0.0214 0.6676 0.0490 13.14 29.2 ×
LINE1 0.6950 0.0109 0.6562 0.0198 0.5503 0.0374 13.63 30.3 ×
LINE2 0.6035 0.0085 0.5372 0.0137 0.4514 0.0242 12.92 28.7 ×
SDNE 0.3963 0.0041 0.3664 0.0066 0.3390 0.0137 12.90 28.7 ×
TADW 0.6643 0.0096 0.6277 0.0171 0.5575 0.0337 12.86 28.6 ×
UPP-SNE 0.7443 0.0122 0.7294 0.0232 0.6982 0.0527 13.44 29.9 ×
MVC-DNE 0.5331 0.0061 0.5072 0.0107 0.4743 0.0228 13.12 29.2 ×
SINE 0.7365 0.0118 0.7130 0.0220 0.6714 0.0481 13.18 29.3 ×
Feature 0.5066 0.0052 0.4806 0.0092 0.4370 0.0191 606.69 1348.2 ×
Hamming
DeepWalk+Q 0.6522 0.0097 0.5910 0.0159 0.5071 0.0290 0.46 1.0 ×
LINE1+Q 0.6595 0.0097 0.6086 0.0165 0.5354 0.0316 0.44 1.0 ×
LINE2+Q 0.5166 0.0065 0.4619 0.0101 0.4089 0.0186 0.46 1.0 ×
SDNE+Q 0.3834 0.0034 0.3672 0.0058 0.3542 0.0126 0.45 1.0 ×
TADW+Q 0.5370 0.0064 0.4968 0.0106 0.4518 0.0213 0.42 0.9 ×
UPP-SNE+Q 0.5409 0.0066 0.5049 0.0111 0.4590 0.0219 0.48 1.1 ×
MVC-DNE+Q 0.4320 0.0037 0.4195 0.0066 0.4031 0.0148 0.48 1.1 ×
SINE+Q 0.5681 0.0071 0.5257 0.0119 0.4755 0.0234 0.47 1.0 ×
Feature+Q 0.4793 0.0051 0.4471 0.0087 0.4047 0.0170 0.43 1.0 ×
NetHash 0.6606 0.0097 0.6242 0.0171 0.5750 0.0357 7.31 16.2 ×
BinaryNE 0.7558 0.0125 0.7426 0.0241 0.7176 0.0559 0.45
comparison, BinaryNE directly encodes network structure
and node content features into binary node representations,
achieving superior search precisions.
NetHash constructs node discrete representations by
randomly sampling the IDs of node content features aggre-
gated from neighborhood. With both network structure and
node content features leveraged, NetHash achieves the sec-
ond best search precisions among the discrete network em-
bedding methods on Cora, Citeseer, and DBLP(Subgraph).
As the discrete embeddings do not take binary values, bit-
wise operations cannot be performed to calculate Hamming
distance. As a result, its query speedup over continuous
network embedding is quite limited.
5.6 A Case Study on Relevant Paper Search
In this subsection, we conduct a case study on relevant
paper search on the DBLP citation network. We select the
paper ”Learning Classifiers from Only Positive and Unla-
beled Data” published on KDD-2008 as the query paper,
which is a highly cited paper on the topic of ”Positive
Unlabeled Learning”. We retrieve the top-5 similar papers
with the node representations learned by DeepWalk+Q,
Feature+Q, TADW+Q, NetHash and BinaryNE, by calcu-
lating the Hamming distance between the query paper and
candidate papers. Table 7 reports the search results. As can
be seen, DeepWalk+Q, Feature+Q, TADW+Q and NetHash
only retrieve one relevant paper, and no relevant papers
are discovered by Feature+Q. By contrast, the proposed
BinaryNE algorithm achieves the best search results, with
two relevant papers (1 and 5) discovered.
5.7 Comparison of Memory Usage
In Table 8, we compare the memory used for accommodat-
ing the continuous node representations learned by Deep-
Walk, the non-binary discrete node representations learned
by NetHash, and the binary codes learned by BinaryNE.
Compared with DeepWalk and NetHash, with the same
TABLE 7
Top-5 relevant paper search on DBLP
Query: Learning Classifiers from Only Positive and Unlabeled Data
DeepWalk+Q:
1. Finding Transport Proteins in a General Protein Database
2. A Bayesian Network Framework for Reject Inference
3. Making Generative Classifiers Robust to Selection Bias
4. Building Text Classifiers Using Positive and Unlabeled ExamplesX
5. Audience Selection for On-line Brand Advertising: Privacy-friendly
Social Network Targeting
Feature+Q:
1. Learning Coordination Classifiers
2. Learning from Little: Comparison of Classifiers Given Little Training
3. Learning a Two-stage SVM/CRF Sequence Classifier
4. Delegating Classifiers
5. On the Chance Accuracies of Large Collections of Classifiers
TADW+Q:
1. Efficient Learning of Naive Bayes Classifiers under Class-conditional
Classification Noise
2. Learning to Classify Texts Using Positive and Unlabeled DataX
3. Semi-Supervised Learning with Very Few Labeled Training Examples
4. Calculation of the Learning Curve of Bayes Optimal Classification
Algorithm for Learning a Perceptron With Noise
5. How To Use What You Know
NetHash:
1. Making Generative Classifiers Robust to Selection bias
2. A Bayesian Network Framework for Reject Inference
3. Building Text Classifiers Using Positive and Unlabeled ExamplesX
4. Finding Transport Proteins in a General Protein Database
5. Active Learning in Partially Supervised Classification
BinaryNE:
1. Learning to Classify Texts Using Positive and Unlabeled DataX
2. Learning the Common Structure of Data
3. Enhancing Supervised Learning with Unlabeled Data
4. Learning from Multiple Sources
5. Text Classification from Positive and Unlabeled DocumentsX
dimension, the binary representations learned by BinaryNE
significantly reduce the memory consumption by 64 and 32
times, respectively. For the DBLP network with more than 1
million nodes, the memory used for storing the continuous
node representations is more than 1.5G, which is intractable
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TABLE 8
The memory usage of DeepWalk, NetHash and BinaryNE embeddings
Dataset
DeepWalk NetHash BinaryNE
Memory Reduction Memory Reduction Memory
Cora 2.64M 64× 1.32M 32× 42.32K
Citeseer 3.23M 64× 1.62M 32× 51.75K
BlogCatalog 5.07M 64× 2.54M 32× 81.19K
Flickr 7.40M 64× 3.70M 32× 118.36K
DBLP(Subgraph) 18.02 M 64× 9.01 M 32× 288.25 K
DBLP(Full) 1.56G 64× 797.09M 32× 24.91M
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Fig. 2. Query time with varying |V| and d
for computing devices with low memory configuration to
perform node similarity search. By contrast, the binary node
representations learned by BinaryNE only consume 25M
memory for the DBLP network, which is more practical
for general devices. The low memory consumption makes
BinaryNE more desirable for real-world applications.
5.8 Experiments on Search Scalability
We also conduct experiments on the large DBLP(Full) net-
work to test the search scalability of different types of
network embeddings with respect to network size |V| and
DeepWalk LINE-1 LINE-2 SNDE TADW UPP-SNE MVC-DNE SINE BinaryNE
0
10000
20000
30000
40000
50000
60000
70000
tim
e 
(se
co
nd
s)
Cora
Citeseer
Fig. 3. The time consumed by different network embedding methods for
learning node representations
embedding dimension d. We compare the binary embed-
dings generated by BinaryNE with those by DeepWalk
and NetHash, which respectively take continuous numeric
values and non-binary discrete values.
To study the search scalability on network size |V|, we
first learn 128-dimensional embeddings with DeepWalk,
NetHash and BinaryNE on the whole DBLP(Full) network,
and then randomly sample a series of node subsets with
increasing sizes. Among each node subset, we randomly
select 1,000 nodes as query nodes and search similar nodes
with the learned node representations. Fig. 2(a) shows query
time (in milliseconds) with regard to different network sizes,
where both query time (in milliseconds) and |V| are in loga-
rithmic scales. As is shown, node similarity search with dif-
ferent embedding methods scales linearly with the increase
of network size, whereas BinaryNE provides more than 10
times faster query speed than Deepwalk and NetHash.
To study the search scalability in terms of embedding
dimension d, we learn DeepWalk, NetHash and BinaryNE
embeddings with varying dimensions (8, 16, 32, 64, 128 and
256). We randomly select 100 nodes as query nodes, and
search similar nodes across the whole DBLP(Full) network.
Figure 2(b) shows query time (in milliseconds) with varying
embedding dimensions, with both axes in logarithmic scale.
We can see that, in general, similarity search with three
methods scales almost linearly with regards to embedding
dimension, but BinaryNE is consistently more efficient than
DeepWalk and Nethash (with more than 10 times search
speedup in most cases).
5.9 Comparison of Embedding Learning Time
In this subsection, we select the Cora and Citeseer network
to evaluate the efficiency of learning node representations
with different network embedding methods. Fig. 3 com-
pares the CPU time (in seconds) consumed by different
network embedding methods. As shown in the figure, Bi-
naryNE is far more efficient in learning node representa-
tions than SDNE, TADW, UPP-SNE and MVC-DNE, and
its efficiency is comparable to that of DeepWalk, LINE1,
LINE2 and SINE, which have been demonstrated to be
efficient on large-scale networks. This proves the ability of
BinaryNE to scale to large-scale networks for learning node
representations, like DeepWalk, LINE and SINE.
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Fig. 4. The sensitivity of BinaryNE with parameters: the number of iterations, the dimension of learned embeddings d, and the window size t
5.10 Experiments on Parameter Sensitivity
We also perform a case study on BlogCatalog and Flickr to
investigate the sensitivity of BinaryNE regarding to three
important parameters: the number of iterations, the di-
mension of learned embeddings d, and the window size t
used for collecting node context pairs. We take turns to fix
any two parameters and study the effect of the remaining
parameter on the search performance measured by preci-
sion@500. Fig. 4 shows the performance of BinaryNE with
respect to varying parameters. As the number of iterations
increases, the performance of BinaryNE gradually increases
and then declines slightly. This indicates that, in general,
more iterations would be helpful for BinaryNE to find the
local minimal solution, but excessive iterations tend to make
the model parameters deviate from the local minima. When
the embedding dimension d increases, the performance of
BinaryNE increases and stabilizes later. This shows that,
embeddings with higher dimensions provide more infor-
mation to measure node similarity. Interestingly, when the
window size t increases from 2 to 16, the search precision
drops slightly. This is probably because a larger window size
imports broader contextual structure, but may introduce
more noise to measure node similarity.
6 CONCLUSION
Learning binary node representations is a desirable solu-
tion to similarity search over large-scale networks, with
efficient bit-wise Hamming distance calculation and low
memory usage. In this paper, we proposed the BinaryNE
algorithm to embed network nodes into a binary space,
with well preserved network structure and node content
features. Through a three-layer neural network, BinaryNE
learns node representations by modeling node structural
context and node attribute relations. The sign function is
adopted as the activation function in the hidden layer to
obtain binary node representations. To deal with the ill-
posed gradient problem caused by the non-smoothness of
the sign activation function, the state-of-the-art continuation
technique [12], [13] is employed. Model parameters are
efficiently learned through an online stochastic gradient
descent algorithm, which ensures the low time complexity
and great scalability of BinaryNE. Extensive experiments on
six real-world networks show that BinaryNE exhibits much
lower memory usage and computational cost than contin-
uous network embedding algorithms, but with comparable
or even better search precisions.
ACKNOWLEDGMENTS
The work is supported by the US National Science Founda-
tion (NSF) through grant IIS-1763452, and the Australian
Research Council (ARC) through grant LP160100630 and
DP180100966. Daokun Zhang is supported by China Schol-
arship Council (CSC) with No. 201506300082 and a supple-
mentary postgraduate scholarship from CSIRO.
REFERENCES
[1] T. H. Haveliwala, “Topic-sensitive pagerank,” in WWW. ACM,
2002, pp. 517–526.
[2] P. Srilatha and R. Manjula, “Similarity index based link prediction
algorithms in social networks: a survey,” Journal of Telecommunica-
tions and Information Technology, 2016.
[3] J. Zhang, J. Tang, C. Ma, H. Tong, Y. Jing, and J. Li, “Panther: Fast
top-k similarity search on large networks,” in SIGKDD. ACM,
2015, pp. 1445–1454.
[4] G. Jeh and J. Widom, “Simrank: a measure of structural-context
similarity,” in SIGKDD. ACM, 2002, pp. 538–543.
[5] P. Zhao, J. Han, and Y. Sun, “P-rank: a comprehensive structural
similarity measure over information networks,” in CIKM. ACM,
2009, pp. 553–562.
[6] P. Lee, L. V. Lakshmanan, and J. X. Yu, “On top-k structural
similarity search,” in ICDE. IEEE, 2012, pp. 774–785.
[7] B. Perozzi, R. Al-Rfou, and S. Skiena, “DeepWalk: Online learning
of social representations,” in SIGKDD. ACM, 2014, pp. 701–710.
[8] J. Tang, M. Qu, M. Wang, M. Zhang, J. Yan, and Q. Mei, “LINE:
Large-scale information network embedding,” in WWW. ACM,
2015, pp. 1067–1077.
[9] C. Yang, Z. Liu, D. Zhao, M. Sun, and E. Y. Chang, “Network
representation learning with rich text information,” in IJCAI, 2015,
pp. 2111–2117.
[10] D. Zhang, J. Yin, X. Zhu, and C. Zhang, “Network representation
learning: A survey,” IEEE transactions on Big Data, 2018.
[11] L. Chi and X. Zhu, “Hashing techniques: A survey and taxonomy,”
ACM Computing Surveys (CSUR), vol. 50, no. 1, p. 11, 2017.
[12] E. L. Allgower and K. Georg, Numerical continuation methods: an
introduction. Springer Science & Business Media, 2012, vol. 13.
[13] Z. Cao, M. Long, J. Wang, and S. Y. Philip, “Hashnet: Deep learning
to hash by continuation.” in ICCV, 2017, pp. 5609–5618.
[14] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient esti-
mation of word representations in vector space,” arXiv preprint
arXiv:1301.3781, 2013.
[15] A. Grover and J. Leskovec, “node2vec: Scalable feature learning
for networks,” in SIGKDD. ACM, 2016, pp. 855–864.
13
[16] S. Cao, W. Lu, and Q. Xu, “GraRep: Learning graph representa-
tions with global structural information,” in CIKM. ACM, 2015,
pp. 891–900.
[17] O. Levy and Y. Goldberg, “Neural word embedding as implicit
matrix factorization,” in NIPS, 2014, pp. 2177–2185.
[18] X. Wang, P. Cui, J. Wang, J. Pei, W. Zhu, and S. Yang, “Community
preserving network embedding.” in AAAI, 2017, pp. 203–209.
[19] S. Cao, W. Lu, and Q. Xu, “Deep neural networks for learning
graph representations,” in AAAI. AAAI Press, 2016, pp. 1145–
1152.
[20] P. Vincent, H. Larochelle, I. Lajoie, Y. Bengio, and P.-A. Manzagol,
“Stacked denoising autoencoders: Learning useful representations
in a deep network with a local denoising criterion,” Journal of
Machine Learning Research, vol. 11, no. Dec, pp. 3371–3408, 2010.
[21] D. Wang, P. Cui, and W. Zhu, “Structural deep network embed-
ding,” in SIGKDD. ACM, 2016, pp. 1225–1234.
[22] N. Natarajan and I. S. Dhillon, “Inductive matrix completion
for predicting gene–disease associations,” Bioinformatics, vol. 30,
no. 12, pp. i60–i68, 2014.
[23] D. Zhang, J. Yin, X. Zhu, and C. Zhang, “Homophily, struc-
ture, and content augmented network representation learning,”
in ICDM. IEEE, 2016, pp. 609–618.
[24] ——, “User profile preserving social network embedding,” in
IJCAI, 2017, pp. 3378–3384.
[25] C. Tu, H. Liu, Z. Liu, and M. Sun, “CANE: Context-aware network
embedding for relation modeling,” in ACL, vol. 1, 2017, pp. 1722–
1731.
[26] D. Yang, S. Wang, C. Li, X. Zhang, and Z. Li, “From properties to
links: Deep network embedding on incomplete graphs,” in CIKM.
ACM, 2017, pp. 367–376.
[27] W. Hamilton, Z. Ying, and J. Leskovec, “Inductive representation
learning on large graphs,” in Advances in Neural Information Pro-
cessing Systems, 2017, pp. 1024–1034.
[28] X. Huang, J. Li, and X. Hu, “Accelerated attributed network em-
bedding,” in Proceedings of the 2017 SIAM International Conference
on Data Mining. SIAM, 2017, pp. 633–641.
[29] D. Kuang, C. Ding, and H. Park, “Symmetric nonnegative matrix
factorization for graph clustering,” in Proceedings of the 2012 SIAM
international conference on data mining. SIAM, 2012, pp. 106–117.
[30] D. Zhang, J. Yin, X. Zhu, and C. Zhang, “Sine: Scalable incomplete
network embedding,” in IEEE International Conference on Data
Mining. IEEE, 2018.
[31] ——, “Collective classification via discriminative matrix factoriza-
tion on sparsely labeled networks,” in CIKM. ACM, 2016, pp.
1563–1572.
[32] S. Pan, J. Wu, X. Zhu, C. Zhang, and Y. Wang, “Tri-party deep
network representation,” in IJCAI, 2016, pp. 1895–1901.
[33] J. Li, J. Zhu, and B. Zhang, “Discriminative deep random walk for
network classification,” in ACL, vol. 1, 2016, pp. 1004–1013.
[34] C. Tu, W. Zhang, Z. Liu, and M. Sun, “Max-margin deepwalk:
discriminative learning of network representation,” in IJCAI, 2016,
pp. 3889–3895.
[35] X. Huang, J. Li, and X. Hu, “Label informed attributed network
embedding,” in WSDM. ACM, 2017, pp. 731–739.
[36] V. Misra and S. Bhatia, “Bernoulli embeddings for graphs,” in
AAAI, 2018, pp. 3812–3819.
[37] x. Shen, S. Pan, W. Liu, Y.-S. Ong, and Q.-S. Sun, “Discrete network
embedding,” in IJCAI, 2018, pp. 3549–3555.
[38] W. Wu, B. Li, L. Chen, and C. Zhang, “Efficient attributed network
embedding via recursive randomized hashing.” in IJCAI, 2018, pp.
2861–2867.
[39] A. Z. Broder, M. Charikar, A. M. Frieze, and M. Mitzenmacher,
“Min-wise independent permutations,” Journal of Computer and
System Sciences, vol. 60, no. 3, pp. 630–659, 2000.
[40] M. M. Kessler, “Bibliographic coupling between scientific papers,”
American documentation, vol. 14, no. 1, pp. 10–25, 1963.
[41] H. Small, “Co-citation in the scientific literature: A new measure of
the relationship between two documents,” Journal of the American
Society for information Science, vol. 24, no. 4, pp. 265–269, 1973.
[42] L. A. Adamic and E. Adar, “Friends and neighbors on the web,”
Social networks, vol. 25, no. 3, pp. 211–230, 2003.
[43] M. Kusumoto, T. Maehara, and K.-i. Kawarabayashi, “Scalable
similarity search for simrank,” in Proceedings of the 2014 ACM
SIGMOD international conference on Management of data. ACM,
2014, pp. 325–336.
[44] C. E. Tsourakakis, “Toward quantifying vertex similarity in net-
works,” Internet Mathematics, vol. 10, no. 3-4, pp. 263–286, 2014.
[45] R. Jin, V. E. Lee, and H. Hong, “Axiomatic ranking of network role
similarity,” in Proceedings of the 17th ACM SIGKDD international
conference on Knowledge discovery and data mining. ACM, 2011, pp.
922–930.
[46] M. U. Gutmann and A. Hyva¨rinen, “Noise-contrastive estimation
of unnormalized statistical models, with applications to natural
image statistics,” Journal of Machine Learning Research, vol. 13, no.
Feb, pp. 307–361, 2012.
[47] A. Q. Li, A. Ahmed, S. Ravi, and A. J. Smola, “Reducing the
sampling complexity of topic models,” in SIGKDD. ACM, 2014,
pp. 891–900.
[48] Y. Weiss, A. Torralba, and R. Fergus, “Spectral hashing,” in NIPS,
2009, pp. 1753–1760.
Daokun Zhang received the master’s degree in
computer science from Northwest A&F Univer-
sity, Yangling, Shaanxi, China, in 2015. Since
August 2015, he has been working toward the
PhD degree at the Centre for Artificial Intelli-
gence, Faculty of Engineering and Information
Technology, University of Technology Sydney.
His research interests include data mining and
machine learning.
Jie Yin received the PhD degree in Computer
Science from the Hong Kong University of Sci-
ence and Technology, Hong Kong. She is cur-
rently a Senior Lecturer at the Discipline of Busi-
ness Analytics, The University of Sydney, Aus-
tralia. Her research interests include data min-
ing, machine learning, and their applications to
text mining, network analytics, health informat-
ics, and decision support systems. She has pub-
lished more than 60 refereed journal and con-
ference papers in these areas. She is a co-chair
of the International Workshop on Social Web for Disaster Management
(SWDM 2015, 2016, and 2018). She is a Guest Editor of IEEE Intelligent
Systems (2018-date).
Xingquan Zhu (SM’12) received the PhD de-
gree in computer science from Fudan University,
Shanghai, China. He is currently a Professor in
the Department of Computer and Electrical Engi-
neering and Computer Science, Florida Atlantic
University, Boca Raton, FL, USA. His research
interests include data mining, machine learning,
and multimedia systems. Since 2000, he has au-
thored or co-authored over 230 refereed journal
and conference papers in these areas, including
two Best Paper Awards and one Best Student
Award. Dr. Zhu is an Associate Editor of the IEEE Transactions on
Knowledge and Data Engineering (2008-2012, and 2014-date), and an
Associate Editor of the ACM Transactions on Knowledge Discovery from
Data (2017-date).
Chengqi Zhang (SM’95) received the PhD de-
gree from the University of Queensland, Bris-
bane, Australia, in 1991, and the DSc degree
(higher doctorate) from Deakin University, Gee-
long, Australia, in 2002. Since February 2017, he
has been a Distinguished Professor at University
of Technology Sydney (UTS), Sydney, Australia,
and he has been appointed as an Associate
Vice President (Research Relationships China)
at UTS since December 2017. His research in-
terests mainly focus on data mining and its ap-
plications. He has in total more than 300 publications till date. He is a
general co-chair of KDD 2015 in Sydney, the local arrangements chair
of IJCAI-2017 in Melbourne, a fellow of the Australian Computer Society,
and a senior member of the IEEE.
