This paper develops a computable spatial equilibrium model of Central Asia and uses it to analyze the possible effects of the Belt and Road Initiative on the economy of the region. The model captures international and subnational economic units and their connectivity to each other and the rest of the world. Aggregate real income gains from the Belt Road Initiative range from less than 2 percent of regional income if adjustment mechanisms take the form of conventional Armington and monopolistic competition, to around 3 percent if there are localization economies of scale and labor mobility. In the latter case, there are sizeable geographical variations in impact, with some areas developing clusters of economic activity with income increases of as much as 12 percent and a doubling of local populations, while other areas stagnate or even decline.
Introduction
The Belt and Road Initiative (BRI) is a project that seeks to improve connectivity between China and the rest of Asia, the Middle East and on to Africa and Europe. The initiative, launched in 2013, encompasses more than 65 countries representing over 62 percent of the world's population, and has a total cost of more than $1 trillion (estimated by some commentators to be close to $8 trillion). Central Asia is particularly affected by a series of major infrastructure investments which are strategic transit routes for China, and which will simultaneously improve transport links within this remote region and between it and the rest of the world. This paper explores the possible effect of these investments on the economies of Central Asia by conducting a series of experiments in a spatially disaggregate general equilibrium model of the region and its external trade.
The experiments we consider are based on World Bank estimates from de Soyres et al. (2019) . These estimates are of transport times across the region, and how these may be affected by the BRI. Our focus is on changes brought about by improved rail infrastructure, and by a package of further measures to reduce border crossing times. The World Bank estimates indicate that transport savings are large but highly differentiated, affecting different places in different ways. Some places experience little direct effect, for some the effect on intra-regional trade is quite large, and for others the effect is mainly on trade flows outside the region. Depending on initial trade patterns, the transport cost savings may fall relatively more on imports or on exports, hence affecting different sectors and having different implications for price and output responses.
The tools of international economics and economic geography provide ways of analyzing such changes, and our approach is to develop a series of different scenarios, varying principally in the economic adjustment mechanisms that operate. A first, conservative, approach is to assume fixed endowments and technologies throughout the region. Effects of trade shocks on real incomes are then relatively small; the direct cost savings of cheaper transport are only slightly amplified by economic adjustment to the new equilibrium. We add to this mobility of workers within countries and the possibility of landuse change, as land is converted from agricultural to urban use. Finally, we suppose that technology in the manufacturing sector exhibits agglomeration economies, so productivity is an increasing function of the scale of local economic activity. These mechanisms create the possibility that better infrastructure enables centers of economic activity to expand and new centers to develop. Such centers are likely to be well connected urban areas which are on BRI routes, which can draw in labor from other areas, and in which productivity can be enhanced by agglomeration forces. Their expansion and productivity growth will be a major factor in raising income levels in the centers and nationally.
The results we present in these scenarios are illustrative rather than predictive; the model cannot predict with any confidence exactly where a cluster of activity might develop. However if, as evidence suggests, there are agglomeration economies that can raise productivity and competitiveness in a place, then it is possible that a change in transport costs can have a catalytic effect.
1 Whether -and wheresuch effects will occur depend on numerous aspects of the economic environment and economic policy. Policy makers should be aware of these possibilities, and the paper is innovative in so far as it shows how this could play out in response to particular changes in connectivity, such as those that may be brought about by the BRI. An important contribution of the paper is to explore the implications of such effects for results delivered by the model, and thereby inform both policy and future modeling work in trade and spatial economics.
In order to capture this wide range of adjustment mechanisms the model has a number of key features. First, the model is both international and sub-national. Internationally, it covers 7 countries in or close to Central Asia and 4 'access points' through which they trade with the rest of the world. Subnationally, it contains provinces and some distinct cities, giving a total of 52 geographical units (henceforth referred to as cells). The international dimension allows us to consider changes in links to the outside world, and also the interactions between a set of neighboring countries; effects in one will not be independent of effects in others. The sub-national dimension is important because many of the countries affected are large, and transport improvements only occur in particular areas. Stimulus to economic activity may be spatially concentrated so its effects -in aggregate and on regional inequalities -need to be modeled at quite a fine level of geographical detail. Second, the model pays attention to the mobility of labor and the possibility of land-use change that enables cities to grow. Our starting case assumes that labor is immobile, tied to its initial cell and country. We then relax this, allowing labor to move between cells within countries but not internationally in response to changes in real wages. This source of economic flexibility generally magnifies the impact of the BRI on particular cells and enables the growth of regional specialization. The largest benefits are derived (for some places, if not all) when labor is relatively mobile and when cities and other manufacturing sectors are enabled to grow without driving urban rents up too sharply. Third, the model distinguishes between three sectors of activity in each economic geographical cell. Two of these sectors have limited spatial mobility. The primary sector (accounting for around 25% of employment in the region) may have quite an elastic supply response, but is spatially anchored because of its dependence on land and natural resource inputs. Non-tradable services (accounting for around 39% of employment) are relatively immobile because they serve local demand. The third sector is a composite of manufacturing and tradable services, a sector that is relatively mobile, vulnerable to import competition, and with a potential to expand to serve export markets.
Fourth, we devote considerable attention to the implications of different supply responses by this composite manufacturing sector. A conservative case is captured by the 'Armington' assumption, where the number of 'varieties' (or firms) produced in each cell is held constant, constraining the supply response. We compare this with two other cases. Monopolistic competition permits entry and exit of firms (and varieties) in response to changes; this captures relatively 'footloose' activities and, since there are input-output linkages in the model, creates some (weak) incentives for cluster formation. Finally, we add localization economies in the manufacturing sector, i.e. external economies of scale that are sector and location specific.
2 This captures the idea that some places may be able to gain productivity advantage by developing clusters of activity, particularly when combined with intracountry labor mobility.
The main conclusions we derive from the modeling are as follows. First, with limited supply response (monopolistic competition) the full economic gains amount to a 1.9% increase in average real income per capita in the region; this is about one third larger than the direct transport cost savings created by building the BRI infrastructure. It is associated with an increase in the value of trade within the region and between the region and the rest of the world, rising from 38% of GDP to 43% of GDP. Some cells 3 and countries expand manufacturing production relative to the primary sector, and others do the reverse; the former is more likely for places with a relatively high initial share of employment in manufacturing, and for which the connectivity improvements brought about by the BRI are mainly on export routes and are intra-regional, rather than links to the rest of the world.
With a more elastic supply response -including labor mobility and localization economies -the aggregate gains are likely to be much larger, rising to 2.7% of initial GDP, nearly double the direct cost savings. In these cases the effects are spatially uneven, with different cells in a country having widely different outcomes. In the absence of localization economies, labor mobility tends to equalize differences in GDP per capita; workers move to regions with more positive outcomes, increasing their labor supply and reducing relative wages. However, the presence of localization economies generally reverses this; as workers move into a cell so scale effects tend to raise productivity, creating a virtuous circle of growth.
3 There are then large changes in economic geography, with some places experiencing large-scale manufacturing growth, per capita income increases of around 12%, and a doubling of local population. Such population increases seem large until they are set against historical change in rapidly developing economies. While the gains from the BRI are greatest in this last case, it is difficult to predict which places will develop these clusters, so the results should be regarded as indicative of possibilities, rather than predictive of actual change. This paper supplements other recent work written on the BRI. Lall and Lebrand (2019) provide analysis of the spatially differentiated effects of the initiative, using similar data. They build a series of single country models, based on work by Fajgelbaum and Redding (2014) on Argentina, in which they investigate intra-country effects of the BRI. They find that gains are concentrated in locations near to border points, and in urban centers and that higher levels of labor mobility help lower any potential impacts on spatial inequalities. De Soyres et al. (2020) construct a global model, building on work of Caliendo and Parro (2015) . Our paper complements these papers by combining subnational and international effects and, most critically, providing a richer modeling of the supply side response of the economy to shocks.
The paper builds on work in several areas of economic literature. First, the model developed is essentially a quantitative economic geography model, with the location of population and economic activity endogenously determined across the economic space by the geography and underlying parameters and model structure. This field has rapidly grown in recent years, and reviews of this literature and the types of analysis that can be performed are laid out in Redding and Rossi-Hansberg (2017) and Redding and Turner (2015) . Many papers in this field look at the distribution of a single aggregate economic activity across space; the model of the present paper distinguishes three sectors of production, so capturing traditional comparative advantage as well as economic geography forces. Second, the paper builds on work related to the impact of infrastructure on both trade and regional growth, including Donaldson (2018) , Duranton et al. (2014) and Allen and Arkolakis (2019) ; our quantification is ex ante, based on calibration, rather than estimation based on a historical experiment. Third, the impact of the BRI is modeled through a reduction in travel costs between pairs of cells both within and across national borders; we combine both internal trade and cross-country trade in a same setting. This builds on work that looks at how high transport times act as barriers to trade, and the relationship between travel times and trade costs including Djankov et al. (2010) , Hummels and Schaur (2013) , and Roberts et al. (2012) . Finally, the paper also highlights the importance of internal migration, 4 building on other work on within-country factor mobility and trade, including Redding (2016) . This, mobility, together with localization economies, creates the significant productivity increases, cluster growth, and heterogeneous spatial outcomes that we find.
The paper continues as follows. In section 2, we outline the main BRI projects in Central Asia, their impact on the transport network, and our representation of the geography of the region. Section 3 outlines the model, and in section 4 we discuss the data and model calibration. Section 5 presents our central results concerning the effects of BRI on the transport network, and Section 6 extends the BRI experiment to include reductions in border delays. Section 7 concludes.
The BRI in Central Asia
The BRI affects Central Asia principally through three corridors; the new Eurasian Land Bridge (a Northern route, from Urumqi in China to Astana and Moscow); the China Central-Asia West-Asia corridor (Urumqi to Almaty, Tashkent, dividing to Aktau and to Ashgabat, Tehran, Ankara); and the China Pakistan corridor (Urumqi, Almaty, Islamabad, Gwadar). Figure 1 marks these places and indicates the infrastructure improvements on these corridors and the related links that are planned or undertaken. Many of these investments are designed principally as transit routes for trade between China and the West, with construction financed largely by loans (sometimes concessionary) to governments in 'BRI participating economies' (including the six in this study). 4 Our concern in this paper is with the consequent improvements in connectivity both within the region and between the region and the rest of the world, and the impact of these improvements on countries through which these corridors pass.
Our model representation of this is 52 geographical cells, covering the whole of 6 countries (Kazakhstan, Kyrgyzstan, Pakistan, Tajikistan, Turkmenistan, Uzbekistan) and including 3 western provinces of China (which we will refer to as China-3). Some of the cells are quite large provinces and others are specific cities. In addition to these cells, the model contains 4 'access points' through which the region trades with the rest of the world, namely Chongqing, Gwadar (in Pakistan), Istanbul and Moscow. The cells and access points are illustrated on Figure 2 , and are listed in Appendix 1.
Analysis of the possible effects of the BRI requires estimates of connectivity between these cells, and of the likely changes in connectivity brought about by BRI investments. Our source for this is the detailed study undertaken by de Soyres et al. (2019) who use a combination of geographical data and network algorithms to calculate shipping times between points covering 1,818 cities in 71 countries. They combine this with detailed data on BRI infrastructure projects to estimate changes in these journey times. We connect the main urban area in each cell of our study to the nearest city in their database to produce matrices of before and after BRI shipping times. To use this transport time data in the model we have to convert it to an ad valorem iceberg measure. We denote the transport cost factor for shipping sector s output from cell i to cell j as . We map transport times into transport cost factors according to = 1 + with = 0.75, so costs increasing less than proportionately with time. This functional form and parameter value are in line with similar assumptions elsewhere in the literature on transport in Asia, as in Alder (2019), BaumSnow et al. (2018) and Roberts et al. (2010 Roberts et al. ( , 2012 . Time is measured in days, and the parameter varies by sector, highest for non-tradable services ( = 1.8) which are produced and sold predominantly in the same cell, lowest for manufacturing ( = 0.09), and primary goods lying between the two ( = 0.18). These parameter values imply, for example, that prior to the BRI the shipment of goods between Urumqi in China and Almaty in Kazakhstan takes nearly 8 days, including border times, which is equivalent to an iceberg transport cost factor of 1.42 for manufacturing and 1.84 for primary goods. Shipment between Almaty and Astana, both in Kazakhstan, takes 1.1 days, equivalent to an iceberg transport cost factor of 1.09 for manufacturing and 1.19 for primary goods.
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Turning to the changes, table 1 gives an indication of the magnitude of the estimated reductions in journey time to be brought about by the BRI. This aggregates the cell-to-cell data we use in the model into country-to-country measures (unweighted averages of the reduction in transport times between each pair of cells in the respective countries); reductions in transport times to the four access points with the rest of the world are reported below the line. The reductions are clearly highly variable and in many cases large. 
The model
The 52 geographical cells at the core of the study are modeled in detail, while the 4 access points are represented just as supply and demand functions for trade with rest of the world, i.e. imports can be bought at fixed world prices, and exports can be sold according to a highly elastic rest of world demand curve. Within each cell there are households that consume goods and services and supply labor, and firms, divided into three sectors, and producing goods and services for local, regional, and international markets.
Households
We assume a single type of labor, not distinguishing by skill level. The population of each cell is, , where cells are indexed by = 1 … 52, with population scaled to match the size of the labor force in each city. Every household is assumed to consist of a representative individual who works in their cell of residence and supplies a fixed amount of labor. In our base experiments labor is assumed to be immobile; in some scenarios we relax this to allow partial labor mobility within each country (but not between countries) in response to changes in real wages (utility) across cells in a country.
Household income comes principally from the wage in the cell in which the household lives and works. Households also receive a lump sum transfer as land rents (and profits, if any) are distributed; we assume that each household in a country receives an equal share of the total rents and profits earned in that country. Given their income, utility maximizing households demand composite goods from the three sectors, = 1 … 3, according to Cobb-Douglas preferences. The price (or price index) of the sector s composite good in cell i is , and utility is income deflated by the price index so household utility in cell i is,
, with expenditure shares ∑ = 1.
(
1) ⁄
The sector s price index in cell i is a function of the prices, p j , and numbers of varieties, n j , that are shipped from cell j to cell i. It is CES and takes the form,
Shipping incurs iceberg transport costs τ , and we also allow origin and destination preference differences, given by parameter . From these preferences we derive the demand function of households in cell i for a single sector s variety produced in j; this is denoted (where superscript H indicates household) and takes the form
The price elasticity of demand (and elasticity of substitution between varieties) in sector s is the parameter σ .
Production
The three sectors of economic activity are: primary (agriculture and mining): manufacturing and tradable services: non-tradable goods and services, including housing and retail. The sectors differ in technology, demand, and tradability. We outline their technology and demand in general terms, then turn to sector specific detail.
The unit costs of sector s in cell i are a Cobb-Douglas function of input prices,
Inputs are labor with wage , land with price , and intermediate goods with price indices . These price indices are assumed to take the same form as those faced by households (eqn. 2). 5 Exponents (input shares) sum to unity, so input-output coefficients for inputs of each sector per unit output (in value terms) of sector s are the exponents α 1 , α 2 , α 3 . The final term, , is a sector and cell specific productivity parameter that we discuss further below.
The total level of sales made by a sector s firm in cell i is denoted , and the total value of sales by all such firms is . Cost minimization yields input demands: 
This is the demand function, (3), summed across all cells, and including not just household demands but also expenditure on intermediate demands, , s, t = 1, 2, 3. We now discuss each sector in turn.
Primary sector, s = 1: Production uses labor, rural land, and intermediates (composites of goods from each sector entering through an input-output structure) and each cell produces a single 'variety', differentiated only by the cell where it is produced (so for s = 1, = 1). There is perfect competition, so price equals unit cost, = . Two sorts of parameters describe the sector. One is the factor shares, input-output relationships, demand elasticities and trade cost parameters, and these are listed in appendix 4. The other is the cell-specific productivity parameters, ; these parameters are derived from calibration, such that employment and output levels for each cell match the data.
Manufacturing, s = 2:
Production is undertaken by distinct firms, each with its own variety (so for s = 2, ≥ 0), and following the standard CES modeling of product differentiation. As in the primary sector, technology and demand parameters are listed in appendix 4 and cell specific productivities are derived from calibration.
Our simulations explore the implications of different responses by manufacturing firms. The simplest case is that the number of firms in each cell is held constant, and shocks cause a response in the scale of operation of each firm. This is the Armington case where there is perfect competition, no entry, exit, or relocation of firms/ varieties, and 2 = 1. A second case is monopolistic competition, where the number of firms in each cell changes in response to profit/ loss opportunities. In the standard manner of Dixit-Stiglitz firms are assumed to have a fixed cost and set price a constant mark-up above unit cost. Equilibrium profits are zero and this is achieved when sales are equal to a target level that can be normalized at unity, i.e. 2 = 1. 6 The number of firms 2 is now endogenous, while the sales of each, 2 , is fixed; this generates larger quantity responses than the Armington case.
The third case includes localization economies, so the productivity of firms is increasing in the number of firms active in the same cell-sector. This takes the form 2 = ̅ 2 (1 + ( 2 ̅ ⁄ )) . The base productivity, 2 , is calibrated on the data. The right-hand side of the equation splits this into two parts, ̅ 2 (held constant in simulation) and an additional component which represents increasing returns as a 9 function of the density of firms in the sector-cell, i.e. the number of firms divided by initial population
If, following the transport investment, the number of firms changes then localization economies generate changes in productivity, where , > 0 if there are increasing returns.
Non-traded goods and services, s = 3:
This sector is monopolistically competitive, and parameters set such that trade flows are very low. It follows that the scale of the sector is set principally by local demands, and that radical shifts in the location of production are not possible.
Trade
Goods and services move within and across countries. Within each country, trade flows are determined by the relative demand and supply of goods in each cell together with iceberg trade cost factors from the network data. Between countries we observe bilateral trade data. We calibrate the model to this data by assuming that, in addition to network trade costs , there are country origin-destination shift parameters, , which are sector specific and capture national preferences for goods from other countries. For origins and destinations i, j both in the same country these take value unity. Between countries they may differ from unity but take a common value, , for trade between all origin cells i in one country and destination cells j all in another.
The initial international trade flows are defined by the data, in which national trade balances are nonzero. We assume that net imports are paid for by remittances from migrants or other capital flows; the base levels of remittances/ capital flows do not change with the experiments, and neither therefore do national trade balances.
Labor mobility and factor supply
Each of the 52 cells has initial endowments of labor ̅ , and of urban and rural land, ̅ and ̅ . In some of our experiments we hold the labor force of each cell constant, while in others we allow for varying degrees of labor mobility between cells within each country. Labor mobility is captured by assuming that, for cells i and j in the same country, , ∈ , = ̅̂/ (∑∈ / ∑ ∈ ), where ̅ is the base exogenous population in the cell, and ̂ is the proportionate change in utility in cell i associated with some experiment. The parameter captures the sensitivity of location decisions to intra-country variations in utility. 8 = 0 implies that labor is completely immobile within the country, and = ∞ gives perfect labor mobility such that base-level utility differentials are maintained. The total national population must equal the sum of all cell populations within the country, ̅ = ∑ ∈ .
We have separate endowments of rural and urban land, respectively ̅ , ̅ , the former used in sector 1 and the latter in sectors 2 and 3. In some of the scenarios the amount of urban land is able to adjust in response to changes in the urban-rural rent differential, so that = ̅ (̂⁄ ) , where ̂,̂ are respectively the proportionate changes in the rental of urban and rural land. Essentially, this captures the idea that urban expansion encounters increasing urban land rents relative to rural. 9 We hold the quantity of rural land constant, justified by the fact that in each country the area of rural land is several orders of magnitude greater than the urban area.
Equilibrium
Given the transport network, endowments of labor and land, and parameters of the model (including productivity parameters and country origin-destination shift parameters ), the model generates, in each cell, prices for all goods, wages, and land rents such that markets clear. The calibration sets values of productivity parameters and country origin-destination shift parameters such that equilibrium employment in each sector and cell matches the employment data, per capita incomes match country level income data, and international trade flows match the trade data.
In our experiments the calibrated model is 'shocked' with new transport times in the trade network, and firms and households adjust their decisions in response to the new geography of the region. We explore different degrees of response under combinations of five different assumptions which are, in summary:
(1) Direct effect: To quantify the scale of the shock we calculate transport cost savings at unchanged base level prices and quantities, i.e. take the transport cost reduction times the base value of exports from each cell to all other cells. 10 This allows us to observe the direct savings at the region wide level. Between each pair of cells, we take a mean of the reduction in costs of exports and imports as a simple measure of the extent to which a cell is directly affected by the change in transport costs.
(2) Armington supply response: Consumers and producers adjust behavior, but the number of varieties (firms) in each sector and cell is held constant. (3) Monopolistic competition in manufacturing and non-tradable services sectors: Firms enter and exit in response to profit opportunities, so that equilibrium profits are zero. As usual in a DixitStiglitz setting, this means that equilibrium firm size is constant. (4) Labor mobility: While the total population of each country remains constant, households move between cells in response to changes in relative real per capita income across cells. We compare zero mobility with a high (but not 'perfect') level of mobility. Population movement has a significant effect on urban land rents, so we also allow land to convert from rural to urban in response to changes in relative urban-rural rents.
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The calibration proceeds in three main steps. First, we calibrate relative productivity levels across cells in each country, , so that equilibrium employment in each sector and cell matches the employment data. Second, the absolute levels of in each country are scaled to match income per capita at a country level. Finally, we calibrate preference parameters such that the share of country i output being sold in country j is consistent with international trade data. Values of other parameters used in the model are given in appendix 4, and here we discuss those relating to the potential economies of scale and clustering effects.
Localization economies are captured by relationship 2 = ̅ 2 (1 + ( 2 ̅ ⁄ )) . Parameters and are chosen such that areas with average firm density are 20% more productive than comparable areas with no firms, and that the cell will the mean value ̅ ⁄ has an elasticity of productivity with respect to the number of firms equal to 0.08, these two restrictions implying parameter values = 6.67 and = 0.093. This translates into a point elasticity of productivity with respect to the number of firms that ranges from 0 in cells with no initial manufacturing to a maximum of 0.088.
Labor is assumed immobile in our initial experiments, and mobility is then set a high, but not perfect level, with elasticity with respect to variation in utility differential of = 10. Similarly, where urban land expansion is possible, we set a high elasticity with respect to rent differentials of = 5, capturing the idea that cities in the region do not face severe land constraints. Importantly, these values are consistent with stability of equilibrium.
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In what follows we will interpret simulation results in light of cell-level patterns of economic structure and trade. It is helpful to set the stage for this by reviewing some aspects of the national level data. Table 2 gives total populations and GDP for each country. There is large variation between the countries in the region, with per capita GDP nearly 10 times as large in Kazakhstan as it is in Tajikistan. Table 3 gives the sectoral structure of production. There are wide differences, with China-3 and Kazakhstan having the highest share of employment in manufacturing, and Turkmenistan, Pakistan and Tajikistan the highest shares in primary sectors. On the trade side (Table 4) , all countries except China-3 are net importers of manufactures and all, except China-3 and Pakistan, are net exporters of primary products. As noted above, there are large imbalances in goods trade. 
The BRI: Building infrastructure
Our main experiment considers the effects of building the BRI infrastructure and thereby reducing travel times within the region and with the rest of the world. The changes in journey times and hence in transport costs were discussed in section 2, and we now feed these into the model under a variety of different assumptions about supply side responses. First, in section 5.1 we compare direct effects with outcomes under the Armington assumption, and under monopolistic competition with and without labor mobility. Then, in section 5.2 we add localization economies, combining it with monopolistic competition and labor mobility, in order to explore the implications of the BRI on the economic geography of the region, and the gains that might come from radical change.
BRI and real incomes:
Although some of the trade cost reductions reported in Table 1 are large, they are applied to sometimes small volumes of initial trade. The direct costs savings -the value of the reduction in transport costs times the initial levels of trade, assuming no economic adjustment --amount to a real income gain of 1.4% for the region as a whole.
13 Table 5 gives average real income gains of each country that follow from this reduction in transport times and subsequent economic responses. The first column (Armington) is a conservative benchmark case. In aggregate, the gains are only marginally greater than the direct effect, but there are noteworthy cross-country differences. Real income growth is particularly large for Kyrgyzstan, which faces a large fall in transport costs while being a net importer of manufacturing. This has two main consequences. First, the cost of Kyrgyzstan's imports falls substantially, leading to lower prices of imports and hence real income growth. Second, there is significant structural change. To understand this, it is helpful to look at the changes in sectoral production given in Table 6 . Kyrgyzstan experiences a relatively large expansion in primary output and corresponding contraction of manufacturing production which faces import competition. This is in line with comparative advantage (as indicated by the production shares reported in Table 3 ) and hence contributes to the gain.
The effect is smallest for Turkmenistan and Uzbekistan, which also see growth in the primary sector, however with a far smaller reduction in the cost of their imports. Prices remain relatively static, and real income growth is small. China-3, Kazakhstan and Pakistan all experience growth in manufacturing, following reductions in their costs of exporting.
In the second column of Table 5 , monopolistic competition allows manufacturing firms to enter, exit, and relocate in response to changes in their profitability. At the aggregate level this increases the real income gain to 1.9%, more than a third greater than the Armington effect. At the national level, the additional gain accrues principally to China-3, Kazakhstan, and Pakistan. These are all countries with a relatively large manufacturing base and, as is apparent from Table 6 , they are countries that experience expansion of manufacturing output relative to primary (such countries flagged M in the tables). By contrast, Kyrgyzstan, Tajikistan and Turkmenistan experience contraction of manufacturing, and real income gains that are smaller in this monopolistic competition case than under the Armington assumption. Now the growth of manufacturing in other countries within the region has increased import competition, hurting the manufacturing sectors within these countries, which further specialize in primary good production. The model operates at the level of the cell, which gives a finer picture of the effect of the BRI. We summarize results in three scatter plots, figures 3-5. The horizontal axis of each is the direct effect of the decline in trade costs, and the vertical is the percentage change in real incomes. The direct effect is measured as an average of the reduction in the transport costs of export and imports experienced by each country. The straight lines show the line of best fit from linear OLS regression for which the slope and R 2 are reported in the graphs. Figure 3 gives the Armington case, corresponding to the first column of table 5. Several points stand out. First, all cells experience an increase in real per capita income, and the range of gains is quite dispersed, from close to zero to around 7%. Second, as expected, there is a strong positive relationship between the direct effect and the full effect, with the direct effect accounting for 97% of the variance of the change in per capita income. Third, the cells that gain the most are in Kyrgyzstan, namely Osh city, Osh oblast, Naryn and Batken. While the direct effects reported on the x-axis are a mean of export and import weighted reductions in trade costs, Kyrgyzstan has the highest reduction in import costs, which fall by 11% at the country level (compared to 1-2% reductions elsewhere). This is driving the growth in real incomes in Kyrgyzstan. Figure 4 , monopolistic competition, allows for fuller adjustment in manufacturing, although holds labor immobile, fixed in its initial cell. Visually, the figure is similar to the previous, although the relationship between the direct reduction in trade costs and the real income growth is slightly less strong, with the former now explaining 84% of the variation in the latter. There is increased variation both within and across country, as the economy adjusts to the changing costs of trade. For example, while Kazakhstan's average per capita income growth is 2.1%, this ranges from a minimum cell level growth of 1.25% (Shymkent) to a maximum of 6.3% (Aqtau). Figure 5 shows monopolistic competition with some (but not perfect) labor mobility between cells in each country. At the country aggregate level, the addition of labor mobility makes only very small differences to results (so was not reported in tables 2 and 3). But at the cell level, labor mobility narrows the variance in real income changes. People move into areas where the economy grows, dampening real wage growth in these cells by putting downward pressure on wages and upward pressure on demand for local services and rents. This results in lower variation between cells within countries. The slope of the regression line flattens somewhat, decreasing the difference in effect for those cells which gain the most versus those that gain the least. For example, in Kazakhstan the minimum remains Shymkent, but now at 1.6%, and the maximum Aqtau, at 4.25%. The population changes that bring about this leveling of per-capital incomes are -in proportionate terms -quite large in some places. The western oblasts of Kazakhstan (Aqtau, Atyrau and Aqtobe) experience population increases of respectively 25%, 12% and 11%. This is accompanied by declines in other areas in the country (a maximum decline of 4% in Shymkent). Of course, the decline is against a model assumption of constant total population; they are long run changes which will, in reality, be accompanied by changes in total national population.
The cell level detail enables a finer exploration of the reasons for the spatial variation in outcomes. Table 7 reports cross-cell regressions of outcome variables on the initial share of employment in manufacturing, and on direct trade cost changes, now split according to whether these are impacting imports (i.e. along routes through which a cell imports large values in the base period) or exports. Results are reported just for the case of monopolistic competition without labor mobility; they are qualitatively similar in other cases.
The results indicate that, first, the growth of manufacturing is positively correlated with the initial manufacturing share and with the decline in export trade costs, and negatively with the decline in import trade costs. The effects are significant and quantitatively important; a 1% fall in export trade costs leads to 4% increase in manufacturing output, as better connectivity enables countries to exploit regional advantage in manufactures. Second, the converse seems to be true for the primary sector; the initial share of manufacturing is negative and significant, as expected, and the decline in import trade costs is positively correlated with primary growth while a decline in export costs is negatively correlated with primary growth.
These asymmetric responses arise from the general equilibrium of the model, and the fact that the quantity response of manufacturing is more elastic than that of the primary sector. Monopolistic competition, with the consequent entry and exit of firms (and varieties), makes this sector more 'footloose' and more responsive to changes in trading opportunities. Thus, the results of Table 7 indicate that a cell receiving equal reductions in export and import costs could expect an expansion of manufactures and (small) contraction of the primary sector. 14 It also points to the importance of the reduction in trade costs being (at least) reciprocal, i.e. with export cost reduction not being overwhelmed by import cost reduction. These things matter because, as indicated in column 1 of Table 7 , it is reductions in export trade costs and growth of manufacturing that are associated with relatively larger increases in real income.
The degree to which import or export routes are affected also depends on whether or not the improved transport links foster regional trade or that with the rest of the world. Table 8 splits the reductions in trade costs according to whether they are with other cells in the region of study, or with the Rest of the World (RoW) through one of the four access points. The importance of the fall in export costs for manufacturing growth is particularly through links within the wider region, as better connectivity within the region allows for some clustering and higher manufacturing output growth. For real incomes in column one, however, whether the fall in trade costs is with the region or the rest of the world does not make a substantial difference. 
5.3: BRI and economic geography: Productivity and clustering
The changes reported above yield real income gains somewhat larger than direct effects and, if labor is mobile, some quite large changes in the distribution of population and economic activity. We now explore more radical possibilities in which localization economies are present in the manufacturing sector so that an increase in economic activity in a particular cell and sector has a positive effect on productivity in the cell-sector. As discussed in section 4, these scale economies are set such that the elasticity of productivity with respect to the output in the cell-sector has a mean value of 0.07 and a maximum value of 0.088, numbers at the mid-to-top end of the range of agglomeration economies that are found by empirical work, largely from studies in high income countries. The presence of such effects means that there are benefits from clustering of firms in a particular place and as a consequence there may be multiple equilibria; firms derive advantage not solely from the fundamental characteristics of each place, but from the presence of other related firms. 15 In this world the actual equilibrium -and that selected by an economic model such as this -is likely to be path dependent and highly sensitive to small variations in initial conditions. This means that exact predictions of where clusters form are more than usual subject to doubt. However, development of clusters in some cells is a possible outcome of the improvement in connectivity, and merits the exploration that follows. Table 9 reports real income effects at the country level; columns (1) and (2) are as in table 5, and columns (4) and (5) add the localization economies (increasing returns) without and with labor mobility. In the absence of labor mobility, real income gains are somewhat larger than in previous cases, exceeding Armington effects by 60%. Structural change is also greater (Table 8 , comparing columns (1) and (2) with (3) and (4)).
Without labor mobility, the returns to scale created by clustering of firms is choked off by constraints on the supply of labor. The final column of table 9 relaxes this constraint by allowing limited mobility of labor. The real income effect of the BRI becomes nearly twice as large as in the Armington setting. Structural change (Table 9 columns (5) and (6)) increases and Kazakhstan, China-3 and Pakistan in particular are beneficiaries with 5-8% growth in manufacturing and a 2.4-5.6% increases in real income. This is also clear in the Table 11 , which shows the correlation between the falls in trade costs and real income growth under Armington, Monopolistic Competition, and Increasing Returns with Labor Mobility. First, while base manufacturing shares have little impact on income growth in the Armington setting (and in fact, a slight negative one), once increasing returns to scale are considered, cells with higher manufacturing employment shares are better able to reap the benefits of declines in trade costs. Second, the impact of reductions in import costs remains similar in the three settings, influencing prices and boosting real incomes. Third, however, the reduction in export trade costs has increasing impact on real income growth across the three settings; when there are increasing returns to scale the falls in the cost of transporting exports to destinations allow cells to specialize, growing clusters of manufacturing, and hence boosting productivity and output.
An important further implication of this setting is that labor mobility widens intra-country income differentials, rather than narrowing them as we saw in the discussion of figures 4 and 5. Thus, continuing to take cells in Kazakhstan as an example, with increasing returns and no labor mobility, Aqtau's real income increase is 8% and Shymkent's is 1%. With labor mobility, these become 12% and 2%. Booming places experience both population growth and further income growth because of the effects of localization economies and increasing returns to scale in their productive sectors, this outweighing the effects of falling labor-to-land ratios. This amplification of effects is consistent with the equilibrium being stable, although if labor was even more mobile than we have assumed, this would be an unstable situation; further mobility would follow, sucking population into centers and depopulating other areas.
While the message that clustering may occur and bring with it gains is robust, we emphasize that identifying the precise places where this happens is not robust. Quite small initial differences between places may give the initial advantage that allows the cluster to form and grow: the data used in this model is not accurate enough to predict this with confidence, and local policy measures not captured in the model will influence outcomes. Furthermore, some cities lose population; this is a consequence of our assumption that total population in each country is fixed: over the time scale of this long-run experiment aggregate population growth will likely mean that all cells gain population. 
The BRI: Infrastructure improvements and border effects
A large component of transport times between countries in Central Asia and with the rest of the world is the time spent at borders. De Soyres et al. (2018) produce separate estimates of changes in border delays based on reductions in importing and exporting times from the 'trading across borders' section of the World Bank's Doing Business Database.
16 Table 12 combines these estimates with those of the preceding section to give combined reductions in transport time. The table indicates that the estimated reduction in border times yield greater average time saving than do the physical investments alone (the simple average of numbers in table 12 is a 39% reduction in travel times, as compared to a 15% average reduction in the previous experiment, the average of numbers in table 4). Furthermore, there are considerable differences in the geographical pattern of these changes. For example, reduced border delays bring Kyrgyzstan very large reductions in transport times, with many falling by over 60%. China-3 has lower travel times with Pakistan and improved access to the rest of the world through Gwadar. Table 12 : Reduction in Average Transport Time, infrastructure improvement and border effects: Country-to-country averages.
China-3
Kazakhstan Kyrgyzstan Pakistan Tajikistan Turkmenistan Uzbekistan   China-3  0%  42%  63%  67%  41%  31%  45%  Kazakhstan  42%  17%  37%  27%  61%  71%  51%  Kyrgyzstan  63%  37%  0%  43%  61%  64%  64%  Pakistan  67%  27%  43%  32%  27%  24%  27%  Tajikistan  41%  61%  61%  27%  0%  36%  46%  Turkmenistan  31%  71%  64%  24%  36%  0%  45%  Uzbekistan  45%  51%  64%  27%  46%  45%  17%  Chongqing  0%  35%  56%  59%  36%  27%  45%  Gwadar  63%  23%  40%  28%  31%  28%  31%  Istanbul  48%  34%  36%  16%  21%  16%  37%  Moscow  52%  36%  37%  34%  26%  23%  38% We have run the model for this larger experiment, and briefly report and comment on selected results. A summary comparison of the two policy experiments, under four adjustment scenarios, is given in figure 8a (infrastructure alone) and 8b (infrastructure plus lower border costs). The combined experiments gives direct effects more than twice as large, at 3.4% versus 1.4% (aggregate, right hand block of 8a and 8b), and full effects (with increasing returns and labor mobility) over three times as large, amounting to a 8.8% increase in per capita income for the region as a whole.
Within this aggregate effect on the region there are substantial differences in national impacts. These are due to details of changes in the transport network and are hard to generalize about. For example, the direct effects for Kyrgyzstan are much larger in this case than with infrastructure alone. As a central country in the BRI network, it gains from a fall in transport costs with every major trading partner, both within the region and in the rest of the word. The Armington setting shows that Kyrgyzstan experiences an income gain of 12.8%, compared to 4.8% in the infrastructure only scenario. Once full adjustment occurs, with increasing returns to scale and labor mobility this rises to a gain of 17.7%. The large direct effect induces a substantial economic shift; despite being a major manufacturing importer initially, cities within Kyrgyzstan, particularly Osh, develop as economic clusters and see increases in both productivity and manufacturing output. The creation of these clusters generates increasing returns to scale and begins to allow the country to establish itself as a local manufacturing hub. Other provinces within the country with slightly lower levels of base manufacturing employment shares see growth driven by increased primary good production.
The initial manufacturing centers in the above analysis -China-3, Kazakhstan, Pakistan, and to a lesser extent Uzbekistan -continue to do well. China-3, already a sizable economy within the region, has a direct increase in income under the Armington setting of 5.5%, over four and a half times that in the infrastructure scenario. Combined with the initial large manufacturing base, China-3 can exploit these large falls in trade costs to reap income growth of 12.4%, enhancing pre-existing productive clusters. Kazakhstan, Uzbekistan, and Pakistan also observe high income growth, though not at the same rate as China-3. These countries have large manufacturing bases and are able to reap the benefits of lower trade costs throughout the region. They do however simultaneously experience increased import competition from China-3, Kyrgyzstan and the rest of the world. As a result, the size of the income growth, though still large, does not reach the levels obtained by Kyrgyzstan.
Finally, for Tajikistan and Turkmenistan, countries with very little in the way of manufacturing, full adjustment gives smaller economic gains than occur with Armington adjustment. Tajikistan, though faced with one of the largest falls in transport costs which leads to gains of 6.2% under Armington, cannot convert this into growth in manufacturing. Simultaneously, primary goods can be imported at far lower prices, which while offering lower prices to consumers also competes against local production, reducing gains to 1%, only marginally more than under the infrastructure scenario alone. For Turkmenistan performance is even worse. With little in the way of manufacturing and a less competitive economy, the reduction in trade costs leads to a substantial fall in incomes. Reduced trade costs are not sufficient in themselves to boost the local economy, and import competition may in fact damage incomes when the initial productive capacity is lower compared to that in potential trading partners. 
Conclusions
The BRI offers Central Asia the prospect of large improvements in connectivity, linking places within the region to each other as well as improving connections to the rest of the world. The tools of international economics and economic geography provide ways of thinking about the effects of such improvements, and this paper applies these tools in a quantitative model of the region. The paper presents a series of scenarios describing different economic environments and adjustment possibilities.
In particular, we show how the presence of agglomeration economies in the manufacturing sector, together with intra-country migration, creates opportunities for quite radical changes in the economic structure of some countries, and also yields large aggregate benefits.
We start with a conservative approach in which few factors are mobile, meaning that adjustment rapidly runs into diminishing returns; direct benefits of around 1.4% of GDP (in aggregate across the region) get somewhat amplified by economic adjustment, up to around 1.9% of GDP. We then go beyond this to increase the scale of possible response, letting more things be mobile (firms and, to some extent, workers) and adding increasing returns to scale and agglomeration economies to some productive sectors. This produces much larger quantity responses, and takes aggregate real income gains up to around 3% of GDP, with gains for some countries exceeding 5%. These gains flow from the performance of particular geographical cells that are able to increase manufacturing production and expand population, reaping productivity improvements as this happens. The top performing cells in the entire region see per capita real income gains of as much as 12%, coupled with a doubling of the local population; the worst performing experience small real income declines and lose a substantial fraction of their population. Importantly, labor mobility, which without increasing returns to scale served to limit regional inequalities, can now increase regional inequalities. Whereas in a traditional model labor mobility reduces inequality, with increasing returns, booming regions with growing populations benefit from rising productivity and a virtuous circle of growth.
An exercise of this type faces many uncertainties, of which two are particularly critical. The first is that the BRI is a series of different projects, some infrastructure, others to do with logistics handling and border controls, and all combining to reshape a complete transport network. The direct impacts of these changes on travel times and hence on measures of transport costs are hard to estimate. A reduction in tariffs or the construction of a particular segment of road or rail may be a fairly clearly defined policy change, but this is not so in the case of the package of measures involved in the BRI. As we have shown, the combined experiment of infrastructure improvement plus facilitation of border crossings has quite different impacts on travel times, yielding considerably larger real income gains and relocation effects. Our work has built on the work of de Soyres et al. (2018) which, while thorough and careful in its construction, leaves many questions open due to the large degree of uncertainty about the BRI itself.
The second uncertainty is the way in which economies in the region respond to these changes in connectivity. This is particularly important since some areas in the region will experience changes in connectivity that go well beyond the usual economics framework of marginal change. The research literature, particularly in economic geography, suggests that such non-marginal changes may have large impacts. In the presence of economies of scale and agglomeration, places that experience an increase in activity may achieve productivity growth, and this will amplify change as clusters of economic activity develop. The present paper is innovative in so far as it captures these effects by including localization economies in the manufacturing sector. Doing this raises modeling issues concerning the best way to model localization economies, the possibilities that equilibria may become unstable (a problem we solve by only allowing limited labor mobility), and the inherent unpredictability about the exact location of clusters of activity. It means that the results we present are illustrative rather than predictive, but we think it important to confront and explore these mechanisms which are widely believed to be present. Results in the paper point to the possibility that the BRI could be a catalytic force for reshaping the economic geography of the region. Whether -and where -it does so will depend on numerous other aspects of the economic environment and economic policy, not least policy makers' responses to regionally divergent growth paths. 
Appendix 2: The Model

Geography
There are = 56 geographical cells (subscript i, j from 1…n), split across 52 cells in 7 countries, (subscript c = 1…7), plus an additional 4 access points for the rest of the world. Countries, cells and access points are listed in appendix 1.
Each cell i has an area ̅ , divided into urban and rural land ̅ = ̅ + ̅ . It is connected to all other cells in the system, as well as the rest of the world, via a transport network. This transport network gives a transport cost matrix between every pair of cells (n x n).
The 4 access points, Moscow, Istanbul, Gwadar and Chongqing, are cities at which goods and services can be traded with the rest of the world. At these points, imports can be bought at fixed world prices, and exports can be sold according to a highly elastic rest of world demand curve discussed below.
Production
There are three productive activities: Primary good production (agriculture and mining); manufacturing and tradable services: non-tradable services, including housing and retail.
Primary Goods: Primary goods (agriculture and mining), sector s = 1, are produced using a CobbDouglas production function, using intermediates, rural land, and labor. Primary producers in cell i supply goods at price p 1i per unit with c 1i = w i α 1 Ui 1 P 1i α 11 P 2i α 21 P 3i α 31 z 1i ⁄ , where the right hand side is unit costs, with w i the wage in cell i, P i the CES price index for sector s in cell i, r Ri the rural land rent and z 1i the cell-sector specific productivity parameter. Exponents (input shares) sum to unity, 1 + 1 + 11 + 21 + 31 = 1.
Demand for primary products (s = 1) produced in cell i, is x 1i = ∑ p 1i −σ 1 1 τ 1 1−σ 1 E 1j P 1j
, where E 1 is total expenditure on primary in cell j, τ 1 ij the sector-specific bilateral iceberg trade cost, and 1 is a utility parameter expressing the preference for i's agriculture in location j. The CES price index is
The value demand for each of the inputs into production can be expressed as follows:
Labor demand by sector 1 in cell i:
Rural land demand by sector 1 in cell i:
Intermediate demand by sector s for sector 1 in cell i: 1 = 1 p 1i x 1i P si ⁄
Manufacturing and Local Services:
The two other sectors, manufacturing and local services, = 2, 3 respectively, are produced under monopolistic competition with differentiated products as modeled by Dixit-Stiglitz. 17 The number of firms from sector s in cell is n . Each firm choose inputs and sales to maximize profits. Production uses labor, intermediates, and urban land. The local producer price is given by c i = w i α Ui P 1i α 1 P 2i α 2 P 3i α 3 z i ⁄ with + + 1 + 2 + 3 = 1 for = 2, 3. At equilibrium firms make zero profits selling output quantity x = 1. Value demands for each input are as follows:
Household demand in cell i is
Labor demand by sector s=2,3 in cell i:
Urban land demand by sector s=2,3 in cell i:
Intermediate demand by sector s' for sector s=2,3 in cell i: ′ = ′ p si n x si P ki ⁄ z i is the productivity of sector in cell . This is composed of two elements, a base location-sectorspecific level of productivity multiplied by a scale factor. For the initial analysis, we calibrate to find z i . Further details are outlined in the simulation section below.
Population
The total population of each country is given exogenously as ̅ . For all cells country , the local population is given by the data and ̅ = ∑ . In the simulations with labor immobility each is held constant. With labor mobility can change but ̅ is held constant. Details are outlined in the simulation section below.
Households work in their cell of residence and supply a fixed amount of labor (one household = one worker) and consume the three different goods and services. Their income in cell i is a combination of two components: the wage , and , which is a lump-sum transfer capturing the distribution of country-wide land rents and profits, assumed to be equally distributed across households in each country.
Households have Cobb-Douglas preferences over sector composite goods and indirect utility function i = ( + ) (∏ P si β ∈ [1, 3] ) ⁄ with expenditure shares 1 + 2 + 3 = 1. Total income in cell i is equal to = ( + ) , and total household expenditure on each sector s is therefore = .
Trade
Goods and services move between cells within and across countries consistent with each cell's supply, demand, and trade costs. Within each country, these flows are determined by the relative demand and supply of goods in each location and trade costs, τ ij .
Across country the pattern of trade is shaped also by country origin-destination preference parameters, ; these take a common value for goods produced and consumed in the same country (i.e., where i, j are in the same country C). Across international borders these preference parameters take the form: = , the same for all country , country . Thus, for each sector there are distinct n x n preference matrices, but the variation is only between countries so, if nc denotes the number of countries, has just nc x nc distinct values. The values are found in the calibration process.
Transport times between each pair of cells allows us to estimate trade costs. We assume a relationship between the two of the form , τ = 1 + with = 0.75 and varying by industry.
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The initial international trade flows are defined by the data. In the data national trade balances are nonzero, so net imports are assumed to be paid for by net remittances from emigrants living elsewhere; the fixed base level of remittances does not change with the experiments, and neither therefore do national trade balances.
Equilibrium
Within each cell, labor, land, and all three goods/services markets must clear.
For labor in each cell i, = ∑ ∈ [1, 3] . The total value demand in cell i for sector s output is E = 1 + 2 + 3 + , which must equal the value produced in the cell net of any exports out of the cell and imports into the cell. Land market clearing within each cell is given by ̅ = 1 , ̅ = = ∑ ∈ [2, 3] and ̅ = ̅ + ̅ . Together these market clearing conditions determine r Ri , r Ui , w i , P 1i , P 2i , and P 3i .
Lump sum transfer payments, , are determined through splitting total land rents nationwide equally among all the population within the country, regardless of where they live, such that, for cells country , = ∑ ( ̅ r Ui + ̅ r Ri ) ∈ ̅ ⁄ .
Calibration
The model's equilibrium is calibrated to the base data set by choice of productivity parameters, , and country origin-destination shift parameters, . The are calibrated to match observed employment levels in each sector-cell and per capita income levels across countries.
are calibrated to match the international trade data.
The calibration proceeds in three main steps. First, we calibrate relative within each country, so that equilibrium employment in each sector and cell matches the employment data. Second, the absolute levels of in each country are scaled to match income per capita at a country level. Finally, we calibrate preference parameters such that the share of country i output being sold in country j is consistent with international trade data.
Simulations
The calibrated model is 'shocked' with new transport time matrices, and firms and households adjust their decisions to optimally respond to the new connectivity of the region. We look at four different levels of economic response (1) The direct trade value of the transport cost reduction. We take the base value of exports of each cell according to the destination and calculate the reduction in costs in shipping the same amount of goods and services that results from the decreased travel times. No demand or supply response occurs.
(2) Armington assumption; the number of firms/ varieties of products produced in each cell is held constant. Output per firm adjusts, as do equilibrium prices and demands.
(3) Monopolistic competition in manufacturing production, where the number of firms in each cell in sectors 2 and 3 adjusts in response to profit opportunities until equilibrium is restored (4) Monopolistic competition with increasing returns to scale in manufacturing (localization economies) and some intra-country labor mobility.
In setting (4), under increasing returns, , the calibrated productivity of sector in cell is composed of two elements. First, a base productivity of sector-cell, ̅ , and second, an additional component which represents potential increasing returns to as a function of the density of firms in the sector-cell (denoted by ̅ ) and taking the form = ̅ (1 + ( ̅ ⁄ )) . The density of firms in expressed as a density per population in the cell in the base period, capturing the effective size of the space in which the firm is located.
If, following the transport investment, the number of firms increases (or decreases), then returns to scale change productivity, where > 0 if there are increasing returns. We assume that > 0 only in setting (4) and in sector 2. Parameters and are chosen such that areas with average firm density are 20% non-tradeable services which are produced and sold predominantly in the same location, and lowest for manufacturing, for which longer travel times do not lead to much loss in terms of the value of the good.
is chosen at 0.75 , reflecting similar assumptions elsewhere in the literature such as for rural goods in China in Roberts et al. (2012) . There are other ways of modeling the impacts of transport times on transport costs, such as through an exponential model in Lall and Lebrand (2019) .
The GVA data from the UN National Accounts, and the consequent Gross Output values calculated from input-output matrices, combined with the net trade flows from each country, gives a total value of output of each sector consumed within each country. From these, national consumption value shares for each sector, 1 , 2 , 3 , are calculated. Mobility; = 0 (immobile) or 10 (mobile) Urban Land Supply elasticity, ν = 0.5
Parameters
