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 DO ループのベクトル化を阻害する要因としては，1）配列要素の定義・引用関係に依存関係がある 2）
配列要素が確定されない IF・CASE 文を含む 3）配列データのアクセス時に複雑な間接参照を伴う 4）
DO ループ中の関数・サブルーチン呼び出しおよび入出力文がある，などが挙げられる． 
 データ供給の遅延の要因としては，1）CPU 内における同一 CPU ポートへのロード･ストアの集中 2）
同一のメモリバンクへのアクセス競合および CPU と主記憶装置間の経路上で発生するアクセス競合 3）
主記憶装置への不連続なメモリアクセス，などが挙げられる．メモリアクセスの効率化では，前述の ADB
を利用することで， メモリバンド幅を補うことが可能となり，性能向上を図れる場合がある． 
 最適化例として以下で取り上げるユーザコードは，Red Black 法を用いて SOR 法の反復計算を行うもの




3.1.1 IF 文の除去によるベクトル化と作業配列の導入による並列化の促進 
 図３に示すサブルーチン A のオリジナルコードでは 5625 行目の if 文が真の場合 5626-5633 行が実行
され，さらにこの中のif文(5628行目)が真になるとRSMAXや IRMU,JRMU,KRMUが更新される構造である．
年 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011
件数 8 9 10 7 18 20 8 29 10 15 8 8 13
単体性能
向上比 4.5 2.5 1.6 2.2 6.7 2.9 1.5 3.1 33.0 9,3 381.0 47.0 16.2
並列性能
向上比 31.7 8.6 4.9 2.8 18.6 4.5 4.1 8.0 1.9 5.1 3.6 48.0 17.2
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この構造のままではコンパイラは 5628 行目の if 文に依存関係が存在すると判断し，ベクトル化が行わ
れない．5625 行目の if 文の結果はループ中で不変なので，ループの外側に移動することが可能である．
また最外側ループ K を並列化するために作業配列 WKRSMAX を導入した．この作業配列 WKRSMAX により，
最外側ループ Kにおける各最大値を保存することができ，OpenMP 指示行による並列化が可能になった． 
図４に SX-9 の 16CPU でサブルーチン A のオリジナルコードと修正コードを実行した際の Ftrace 結果
を示す．オリジナルコードは並列化されていないため 1CPU の値，修正コードは 16CPU（スレッド）の合
計値である．修正コードはベクトル化率 98.95%となり，16CPU 合計の FLOPS 値が約 6.5 倍向上した．そ
の結果サブルーチン Aの実行時間は約 1/24 に短縮された． 
図３ サブルーチン A のオリジナルコードと修正コード 
図４ サブルーチン A のオリジナルコードと修正コードの Ftrace 結果比較 
 
3.2 MPI 並列による高速化 
 近年の大規模コンピューティングでは分散メモリ並列による実行が不可欠であり，各種の並列化ライ
(オリジナルコード) 
  5620:                  RSMAX=ZERO 
  5621: +------>         DO K=1,KEND 
  5622: |+----->          DO J=2,JEND 
  5623: ||+---->           DO I=2,IEND 
  5625: |||                  IF (IPHI.EQ.IU) THEN 
  5626: |||                    RSMU=RESP/RSU0 
  5627: |||                    RSU(I,J,K)=RESI(I,J,K)/RSU0  
  5628: |||                    IF (DABS(RSU(I,J,K)).GT.RSMAX) THEN 
  5629: |||                      RSMAX=DABS(RSU(I,J,K)) 
  5630: |||                      IRMU=I 
  5631: |||                      JRMU=J 
  5632: |||                      KRMU=K 
  5633: |||                    END IF 
  （略） 
(修正コード) 
 6179:                    IF (IPHI.EQ.IU) THEN 
  6180:                    RSMAX=ZERO 
  6181:                    RSMU=RESP/RSU0 
  6196:            !$OMP PARALLEL DO 
  6197: P------>           DO K=1,KEND    ! P は並列化された DO ループ， 
  6198: |                   WKRSMAX(K)=ZERO   ! V はベクトル化された DO ループを示す． 
  6199: |+----->            DO J=2,JEND 
  6200: ||V---->             DO I=2,IEND 
  6201: |||                    RSU(I,J,K)=RESI(I,J,K)/RSU0     ! Non-dimensionalization 
  6202: |||                    IF (DABS(RSU(I,J,K)).GT.WKRSMAX(K)) THEN 
  6203: |||                      WKRSMAX(K)=DABS(RSU(I,J,K)) 
  6204: |||                      IWIR(K)=I 
  6205: |||                      IWJR(K)=J 
  6206: |||                      IWKR(K)=K 
  6207: |||                    END IF 
  6208: ||V----              END DO 
  6209: |+-----             END DO 
  6210: P------            END DO 
  6211:            !$OMP END PARALLEL DO 
PROC.NAME  FREQUENCY  EXCLUSIVE       AVER.TIME     MOPS   MFLOPS V.OP  AVER.    VECTOR I-CACHE O-CACHE   BANK CONFLICT 
                      TIME[sec](  % )    [msec]                   RATIO V.LEN      TIME    MISS    MISS CPU PORT  NETWORK
 
original       5100    432.549(  7.9)    84.813   3057.3   1472.4 88.65 250.0    79.495   0.252  56.389    0.561   47.425
modified       5100     17.984(  0.7)     7.340  35438.2   9558.2 98.95 235.1    12.754   0.326   1.019    0.499    5.434
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 MPI 化例として以下で取り上げるユーザコードは，乱流モデルには k-ω Shear Stress Transport (SST) 
モデルを用い，3次元差分法を用いて Navier Stokes 方程式を解くものである[2]．現状の計算規模（グ
リッド点）は i,j,k =141×39×45 である．MPI 化に必要なデータ分割は，データ配列の第 3 次元目の k
で行った．本コードはオリジナルコードの自動並列化版，MPI によるフラット MPI 並列化版および，MPI
化に加えてコンパイラによる自動並列化機能を併用したハイブリッド並列版の作成を行った． 
 
3.2.1 フラット MPI 化コード 
 ここでは４つのプロセスに分割した場合を例に説明する．MPI による分散並列化は kの上端と下端を除
いた，k=2,..,44 の範囲を４等分して k=2,..,12，k=13,..,23， k=24,..,34，k=35,..,44 をそれぞれの
プロセスに割り当てる．上端と下端を除くのは，多くの配列の更新は k=2,..,nz-1 の範囲で行われてい






図５ 各プロセスにデータを分割した MPI 化コード 
!宣言 (lz はプロセス 0,1,2 で 13，プロセス 3で 12) 
111: allocate( mxf(nx,ny,lz,nsp)) 
117: allocate(amuis(nx,ny,lz,nsp)) 
134: allocate( xfai(nx,ny,lz,nsp)) 
184: allocate( amu(nx,ny,lz) ) 
!実行コード (local_kend はプロセス 0,1,2 で 12，プロセス 3 で 11) 
326: +------> do k=2,local_kend 
327: |+-----> do j=2,ny-1 
328: ||V----> do i=2,nx-1     ! V はベクトル化された DO ループ， 
329: |||       ! *は展開された DO ループを示す． 
330: ||| amumix=0.d0 
331: ||| akpmix=0.d0 
332: ||| !cdir expand=nsp 
333: |||*---> do l=1,nsp 
334: |||| amumix=amumix+amuis(i,j,k,l)/(1.d0+(1.d0/mxf(i,j,k,l))*xfai(i,j,k,l)) 
335: |||| akpmix=akpmix+akpis(i,j,k,l)/(1.d0+(1.065d0/mxf(i,j,k,l))*xfai(i,j,k,l)) 
336: |||*--- end do 
337: ||| 
338: ||| amu(i,j,k)=amumix 
339: ||| anu(i,j,k)=amu(i,j,k)/rhos(i,j,k) 
340: ||| akpl(i,j,k)=akpmix 
341: ||| 
342: ||V---- end do 
343: |+----- end do 
344: +------ end do 
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3.2.2 ハイブリッド MPI 化コード 
 ハイブリッド MPI 化コードは MPI による並列化に加えて，コンパイラによる自動並列化機能を併用し
たコードである． MPI 並列で 16 プロセス生成された場合ループ長は，以下の式より 2または 3 である． 




デックス j のループを最外側に来るようにソースを修正し，最外側の jのループで自動並列化が行われ
るようにした．j のループ長は 37 なので，37 スレッドまで並列実行可能である． 
3.2.3 性能測定結果 
 表２にオリジナルコードの自動並列化による SMP 並列化実行，フラット MPI 並列化によるマルチプロ
セス実行の結果を，表３にハイブリッド MPI 並列化コードによるマルチノード実行の結果を示す． 
表２ 性能測定結果（シングルノード） 
 
 実行時間の測定結果より，1 ノード内実行におけるフラット MPI 版(b)はコンパイラの自動並列化によ























（自動並列化のみ） (a) 1 1 16 42.80
フラットMPI版







(c) 2 1 16 32.40
(d) 2 2 8 30.46












[2]日本電気株式会社 渡辺先生コード MPI 化作業報告書 
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