We describe the use of infinitary logics computable over the real numbers (i.e. in the sense of Blum-Shub-Smale, with full-precision arithmetic) as a constraint query language for spatial databases. We give a characterization of the sets definable in various syntactic classes corresponding to the classical hyperarithmetical hierarchy.
Introduction
Spatial database systems are designed for the handling of geometric data. A common approach is to model the data with semialgebraic sets, using queries in some variation of first order logic over the reals with polynomial constraints [12, 4, 15] .
Much of the modern work on the subject dates back to a paper of Kanellakis, Kuper, and Revesz [12] , which describes the use of "constraint query languages" including relational calculus with polynomial constraints. Grumbach and Su [9] began to describe the expressive power of such languages, a task continued by Benedict, et al. [3, 2, 4] . Kuijpers, et al. [15] have continued the study with weaker fragments of this language.
The natural model-theoretic form of such databases is that of structures defined over the real ordered field. Such a model was certainly anticipated by [12, 5] . To date, however, the literature on query languages for such structures has focussed on finitary languages [5, 16, 4, 15] . The subject of this paper will be an infinitary query language, in which all queries are described by finitary algorithms, which corresponds more closely to the algorithmic situation in these databases.
The correspondance will be closest in the case of queries which are not decidable. It is here especially, where appeal must be made to syntactic approximation methods, that such a correspondance will be helpful.
The theory of effectiveness properties on countable structures whose atomic diagrams are Turing computable is well-studied (see, for instance, [1, 10] ). Typical results describe which structures in various classes are computable (or have isomorphic copies that are) [13] , or the potential degree of unsolvability of various definable subsets of the structure [11] . The goal of the present paper is to initiate the study of similar concerns on structures which are effective in a different sense.
A rather severe limitation of the Turing model of computability is its traditional restriction to the countable. Of course, many successful generalizations have been made (see, for instance, [17, 7, 8] ). The generalization that will be treated here is based on the observation that while there is obviously no Turing machine for addition and multiplication of real numbers, there is strong intuition that these operations are computable. The BSS model of computation, first introduced in [6] , approximately takes this to be the definition of computation on a given ring (a more formal definition is forthcoming). This allows problems of computation in numerical analysis and continuous geometry to be treated rigorously and separately from rounding and error-handling concerns. The monograph [5] gives the examples of the "decision problem" of the points for which Newton's method will converge to a root, and that of determining whether a given point is in the Mandelbrot set.
The method of relating definability in a structure to BSS computability and computational complexity is already used. Blum, Cucker, Shub, and Smale use this method with finite structures in [5] , and this study was pursued in more detail by Poizat [16] .
In Section 2, we will give the relevant definitions and preliminaries. In Section 3, we will define the query language. In Section 4, we will establish the connection between the syntax of the query language and the algorithmic situation, by analogy with the classical hyperarithmetical hierarchy.
Definitions
The definition of a BSS machine comes from [5] . Such a machine should be thought of as the analogue of a Turing machine (indeed, the two notions coincide where R = Z). Let R be a ring with 1. Let R ∞ be the set of finite sequences of elements from R, and R ∞ the bi-infinite direct sum i∈Z R. 4. Each branch node η has exactly two output edges (labeled 0 η and 1 η ) and possibly several input edges.
Associated with the input node is a linear map g
I : R ∞ → R ∞ .
Associated with each computation node η is a rational function
7. Associated with each branch node η is a polynomial function h η : R ∞ → R.
Associated with each shift node is a map
σ η ∈ {σ l , σ r }, where σ l (x) i = x i+1 and σ r (x) i = x i−1 .
Associated with each output node η is a linear map
A machine may be understood to compute a function in the following way:
Definition 2.2. Let M be a machine over R.
A path through M is a sequence of nodes (η i )
n i=0 where η 0 is the input node, η n is an output node, and for each i, we have an edge from η i to η i+1 .
A computation on M is a sequence of pairs ((η
is a path through M , where x 0 ∈ R ∞ , and where, for each i, the following hold:
is uniquely determined by the definition of path.)
The proof of the following lemma is an obvious from the definitions.
Lemma 2.3. Given a machine M and an element z ∈ R ∞ , there is at most one computation on M with x 0 = z.
Since a machine is a finite object, involving finitely many real numbers as parameters, it may be coded by a member of R ∞ .
Definition 2.5. If σ is a code for M , we define ϕ σ = ϕ M .
We can now say that a set is computable if and only if its characteristic function is ϕ M for some M . We say that a set S is decidable (respectively, X-decidable) over R if and only if S is both the halting set of an R-machine (respectively, with oracle X) and the complement of the halting set of an R-machine (respectively, with oracle X). We can now proceed to define computable structures.
Definition 2.9. Let L = ({P i } i∈IP , {f i } i∈I f , {c i } i∈IC be a language with relation symbols {P i } i∈IP , function symbols {f i } i∈I f , and constant symbols {c i } i∈IC . Let A be an L-structure with universe A ⊆ R ∞ . 
We say that L is

R-computable infinitary formulas
We will now define the query language of R-computable infinitary formulas. The definition is by analogy with the (Turing) computable infinitary formulas already in broad usage, described in [1] . A first step is to establish a limit for the syntactic depth of a formula (Section 3.1). We will then give a recursive definition of the R-computable infinitary formulas (Section 3.2).
R-computable ordinals
The Turing computable ordinals constitute a proper initial segment of the countable ordinals [18, 14] . This initial segment includes, for instance, the ordinal ω . In the present section, we will establish the following theorem:
well-ordering (L, <) has an isomorphic copy which is Rcomputable if and only if L is countable.
Proposition 3.2. Every countable well-ordering (M, ≺) has an isomorphic copy (L, <) which is R-computable.
Proof. Since (M, ≺) is countable, it has an isomorphic copy with universe ω. Now D(M ) = {(a, b) ∈ M 2 |a ≺ b} is a subset of ω 2 . Now we define a real number ℓ in the following way:
There is a R machine which, given a pair (a, b) ∈ ω 2 will return the 10
place of ℓ if that place is 1 and will diverge if that place is 0. This shows that D(M ) is the halting set of a R-computable function, as required.
a < b} is the halting set of a R-machine. By Path Decomposition [5] , it must be a disjoint union of semialgebraic sets, and consequently Borel. Hence, since L < is uncountable,
ℵ0 . This implies L is Borel with |L| = 2 ℵ0 . In particular, L contains a Cantor set C. Fix a Borel measure µ on C such that µ(C) = 1 and extend µ to L by setting µ(L \ C) = 0.
We define two auxiliary sets:
Each of these is a Borel set. For any y, we have |L y | < 2 ℵ0 , since 2 ℵ0 is a cardinal and L y is isomorphic to an ordinal less than 2 ℵ0 . Since L y is Borel, we have |L y | = ℵ 0 . This implies the set L y is co-countable for any y. Since L < is Borel, we can apply Fubini's theorem to calculate L< 1dλ, where λ is the product measure µ × µ. On the one hand,
since L x is co-countable for each x, and thus of full measure. On the other hand, since L y is countable for each y, we have Ly 1dy = 0. Hence
which is a contradiction.
The query language
The choice of computable infinitary formulas is nontrivial, since there are uncountably many R-machines. One natural approach, not pursued here, would be to work in the R-computable fragment of L (2 ℵ 0 ) + ,ω . This would certainly be an interesting logic to understand, but the present authors found it more desirable at first to understand the more familiar R-computable fragment of L ω1ω . At issue is which conjunctions and disjunctions are allowed in a "computable" formula. The logic L ω1ω allows countable conjunctions and disjunctions, while L (2 ℵ 0 ) + ,ω allows any of size at most 2 ℵ0 . Clearly any countable collection of formulas is computable by a R-machine, and other collections are, as well. However, the difficulty of describing what is meant by, for instance, an interval of formulas is a motivation (beyond the avoidance of set-theoretic independence) to consider first the countably long formulas. where S is countable and is the halting set of an R-machine.
For any ordinal
where S is countable and is the halting set of an R-machine.
Suppose α = lim
n β n where β n is a bounded R-computable sequence of ordinals.
(a) The Σ α formulas are those of the form n∈S ϕ n , where for each n the formula ϕ n is a Σ βn formula and S is countable and is the halting set of an R-machine. where for each n the formula ϕ n is a Π βn formula and S is countable and is the halting set of an R-machine.
The R-computable infinitary formulas will be exactly the formulas which belong to either the class Σ α or Π α for some countable (i.e. R-computable) α. This is precisely the logic L ω1ω .
Satisfaction of R-Computable Infinitary Formulas
Ash showed that Turing computable Σ α formulas defined sets which were Σ 0 α [1] . The situation with R-computable structures is similar, but slightly more complicated for small α.
We will say that a set is semantically R-Σ α if and only if it is the set of solutions to an R-computable Σ α formula, and similarly for Π α . We will say that a set is topologically Σ 0 α if it is of that level in the standard Borel hierarchy using the order topology on R. . Suppose that for some fixed α, the topologically Π 0 α sets are exactly the semantically R-Π α sets. Then (directly from the definition of both) the topologically Σ 0 α+1 sets will be exactly the semantically R-Σ α+1 sets, and symmetrically for Π 0 α+1 . Similarly, if α is a limit ordinal and (β n ) n∈ω is a countable sequence of ordinals with limit α, and if for each n ∈ ω it is the case that the topologically Π 0 βn sets are exactly the semantically R-Π βn sets. Then the topologically Σ 0 α sets will be exactly the semantically R-Σ α sets, and symmetrically for Π . Now if the lemma holds for n ≤ k, it clearly holds for n = k + 1 by the definitions of the various classes involved. This completes the proof both of the lemma and of the theorem.
We conclude with an observation relating the decidability of queries to this hierarchy. Proof. Let X be semicomputable. By Path Decomposition [5] , X is a disjoint union of semialgebraic sets (U i ) i∈ω . Let each U i be defined by the formula ϕ i (x). Tarski's decision algorithm for the reals [19] gives an effective method by which to pass from each ϕ i (x) to an equivalent ψ i (x), where ψ i (x) is of the form ∃y[θ i (x, y)]. Now the disjunction
is semantically R-Σ 1 . Now suppose X is semantically R-Σ 1 , and is defined by i∈I ∃y[ϕ i (x, y)].
Now without loss of generality, we can assume that I is ordered like ω. For each i ∈ I, we take Again using Tarski's algorithm, we find θ i (x) equivalent to ψ i (x), where θ i (x) is of the form ∃y[θ i (x, y)]. We now have
so that X is a disjoint union of semialgebraic sets, and is semicomputable.
