




The Performance of Fully Grouted Rock 
Bolts Subjected to Combined Pull and Shear 
Loads Under Constant Normal Stiffness 
Condition 
 
A Thesis submitted for the Degree of Doctor of Philosophy 
 














The Performance of Fully Grouted Rock Bolts Subjected to Combined Pull and Shear 
Loads Under Constant Normal Stiffness Condition 
 
A Thesis Submitted for the Degree of Doctor of Philosophy 
Mahdi Saadat 
School of Civil, Environmental and Mining Engineering 
The University of Adelaide, August 2019 
 
The natural discontinuities in rock masses, which form unstable rock blocks, have a 
profound impact on the stability and safety of mining structures. The most commonly used 
means of rock block reinforcement in the field is fully grouted rock bolt because of its high 
tension capacity and its efficient anchoring. Rock bolting system forms a self-supporting 
structure in rock mass through reinforcing loosened rock blocks, improving shear strength of 
rock joints. According to field observations the failure of rock bolts occurs due to a combination 
of both pull-out and shear forces. Thus, understanding the failure mechanism of bolted rock 
joint under such a mixing loading condition is essential for rock support system design. The 
surface roughness characteristics, Constant Normal Load (CNL) and Constant Normal 
Stiffness (CNS) conditions, and the presence of infill material within rock joint can 
significantly influence its shear strength. Moreover, the mechanical and failure behaviour of 
rock as a heterogeneous material is controlled by various microstructural parameters, such as 
grain shape and size, type of minerals, and the existence of pre-existing flaws. Any damage 
due to the mine roof fall (e.g. rock block collapse in roadways and tunnels) or the failure of 
rock in open pit slopes can hinder mining activities, and results in penalties being imposed on 
mining companies. Therefore, an appropriate evaluation of rock block instability and response 
of rock bolting system is critical when designing both surface and underground mining 
structures. 
Recent developments in computational mechanics and distinct element numerical 
method (DEM) enable more efficient and faster design of mining structures. However, a 
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promising DEM framework requires a robust and rigorous contact constitutive model, which 
is capable of mimicking the failure and mechanical response of material at microscopic scale. 
The key aspect of DEM contact model is its contact force-displacement law, which is 
responsible for capturing the essential macroscopic features of material failure and 
deformation. For rock joints reinforced with fully grouted rock bolts, these macroscopic 
features include brittle or softening behaviour of rock and grout, the cohesive or non-cohesive 
behaviour of infill material during shearing, and the failure of bolt-grout interface due to 
tension load. In the case of polycrystalline rock (e.g. granite), the inter- and intra-granular 
micro-cracking behaviour should also be taken into considerations.  
The focus of this study is on development of a DEM-based cohesive contact model for 
simulating the failure behaviour of rock, cohesive infill material (e.g. clay), grout, and bolt-
grout interface. The proposed DEM-based cohesive model couples damage mechanics and 
plasticity theory in both modes I and II, and features an exponential decay damage function 
that considers the influence of both normal and shear stresses in reproducing a gradual, post-
peak softening response in DEM contacts. Unlike conventional contact models such as Parallel 
Bond Model (PBM), flat-joint model (FJM), and smooth joint model (SJM), which feature no 
gradual degradation of contact strength after yield point, the cohesive softening behaviour 
incorporated in the new contact model inhibits the abrupt contact failure that enhances the 
macroscopic softening response of the DEM model. The proposed contact model is 
implemented in DEM code (PFC2D) to develop a cohesive DEM framework. A Stepwise Pull-
Shear Test (SPST) scheme is developed to investigate the influence of pretension load, rib 
angle, and CNS boundary condition on the ultimate shear resistance of rock joints. The SPST 
approach allows simulation of bolted rock joints subjected to a combined pull-shear load, 
which is more realistic compared to previous shear testings that neglect the impact of 
simultaneous pull-out and shear loads. The proposed cohesive contact model is also 
incorporated into a Grain Based Model (GBM) to develop a cohesive GBM framework for 
simulating the micro-cracking behaviour of polycrystalline rocks.  
The numerical validations against a range of laboratory tests demonstrate that the proposed 
cohesive DEM and GBM frameworks are effective in reproducing the mechanical and failure 
behaviour of rock and grout materials as well as bolt-grout interface, the cohesive macroscopic 
response of clay-infilled rock joints, and micro-cracking behaviour of granitic rocks. The 
proposed modelling method, in conjunction with the SPST scheme, provided an efficient and 
inexpensive numerical framework that can be used by designers and geotechnical engineers for 
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carrying out realistic experiments (i.e., combined pull–shear loads). Doing so will give them 
new insights into the mechanical performance of fully grouted rock bolts and failure behaviour 
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1 Chapter 1: Introduction 
1.1 Problem statement 
Rocks in mining structures, e.g. open pits, roadways, and tunnels, are inhomogeneous and 
commonly contain discontinuities such as joints, fractures, and defects. The natural 
discontinuities in rock mass have a profound impact on the stability and safety of underground 
mining excavations. Moreover, the microstructural properties of rock mass (e.g. grain size, 
mineral content, pre-existing fractures and etc.) have significant influence on its mechanical 
and fracture behaviour. Any damage due to roof fall or rock slopes failure can hinder mining 
activities and impose penalties to mining companies.  Therefore, sufficient knowledge about 
the geometrical parameters of rock joints (e.g. surface roughness,  filling etc.) is necessary for 
the process of cost-effective,  reliable design of mining structures (Harrison and Hudson 1977). 
Hence, this thesis deals with the mechanical and failure behaviour of bolted rock joint, infilled 
rock joint, and polycrystalline rock.   
The concept of rock joint shear behaviour and stability of rock blocks in underground mining 
is depicted in Figure 1.1. This figure illustrates the characterisation of discontinuities at both 
field and laboratory scales. Figure 1.1a depicts a tunnel (e.g. roadway in an underground mine) 
reinforced by fully grouted rock bolts. The role of rock bolts is to improve the shear resistance 
of unstable rock blocks surrounding the tunnel. In order to characterise the shear failure of 
bolted rock joints, the direct shear test can be conducted at a laboratory scale (Figure 1.1b). It 
can be seen that the field scale conditions (i.e. combined pull-shear load, and CNS condition) 
can be achieved in the laboratory environment. Figure 1.1c illustrates a distinct element model 
(DEM) of the infilled rock joint. This laboratory scale testing can enhance our understanding 
of the influence of infill material on the shear behaviour of rock joint. Figure 1.1d shows a 
grain based DEM model including a natural rock joint profile. In such modelling scheme, the 
microstructural characteristics of the rock should be incorporated in the model to explicitly 





Figure 1.1 The characterisation of rock discontinuities at field and 
laboratory scale. (a) An underground mining excavation reinforced with 
rock bolts. (b) Direct shear test of bolted rock joint subjected to 
combined pull-shear load. (c) Direct shear test of infilled rock joint with 
idealized saw-tooth asperity. (d) Direct shear test of jointed crystalline 
rock (the minerals are depicted in different colours). 
 
1.1.1 Bolted rock joint 
In the mining industry, reinforcement measures are taken to control the rock mass 
deformability and ensure the stability and safety of the mining structures. Fully grouted rock 
bolt has been widely used as a reinforcement element in underground mining due to its 
economic benefits and advancement in the bolt system technology (He et al. 2018; Huang et 
al. 2002; Jin-feng and Peng-hao 2019). The fully grouted rock bolt also fully utilises the bolt 
strength (He et al. 2018). Rock bolting system forms a self-supporting structure in rock mass 
through supporting loosened rock blocks, improving shear resistance of rock joints (He et al. 
2018; Ma et al. 2017), and restraining rock mass deformation (Chen and Li 2015b). The load 
transfer capacity of fully grouted rock bolts is largely controlled by the shear strength of the 
bolt-grout interface and the mechanical interlocking between the grout and the rock bolt ribs 
(Cao et al. 2014; Li et al. 2019a; Ma et al. 2017; Shang et al. 2018a). Pull-out testing is 
commonly used to study the load transfer mechanism of fully grouted rock bolt (Jin-feng and 
Peng-hao 2019). However, in field conditions, the failure of rock bolts occurs due to a 
combination of both pull-out and shear forces (Li et al. 2016c). Therefore, understanding the 
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failure mechanism of bolted rock joint under such a mixing loading condition is useful for rock 
support system design (Chen and Li 2015b; Li 2010).   
The behaviour of a bolted rock joint is depicted in Figure 1.2. Several parameters can influence 
the mechanical behaviour of bolted rock joints (Figure 1.2). These include boundary conditions 
imposed by the surrounding rock block, the rib angle of the rebar bolt, the surface roughness 
of the rock joint, the confining pressure applied on the rock joint profile, the presence of infill 
material inside the rock joint, and so on.  
In conventional laboratory investigations, the mechanical behaviour of rock joints is usually 
investigated under a constant normal load/stress (CNL) boundary condition where the applied 
normal stress on the rock joint profile is constant. However, in underground mining, the 
unstable rock block is restricted by neighbouring rock blocks; the applied normal stress is not 
constant, and the analysis of the rock joint requires a constant normal stiffness (CNS) condition 
(Bewick et al. 2014b; Indraranta et al. 2005; Indraratna and Welideniya 2003; Shang et al. 
2018b; Thirukumaran and Indraratna 2016; Thirukumaran et al. 2016). 
 
Figure 1.2 The mechanical behaviour of bolted rock joint subjected to a 
combined pull-shear load (inspired after Indraratna and Haque (2000)) 
 
1.1.2 Infilled rock joint 
The presence of infill material within a joint can significantly influence its shear strength. Infill 
thickness and asperity angle are the most important parameters controlling the shear behaviour 
of infilled rock joints (Indraranta et al. 1999; Mylvaganam 2007; Oliveira et al. 2009). The 
characterisation and prediction of the shear mechanism of infilled rock joints is a significant 
problem in rock engineering projects. For instance, Indraratna et al. (2010a) reported that using 
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an oversimplified constitutive model in the design process, which neglected the role of infill 
material, could have contributed to the collapse of São Paulo metro station. Thus, improving 
the understanding of the shear behaviour of infilled rock joints for better prediction of failure 
is crucial to practical applications in mining and geotechnical engineering. 
1.1.3 Polycrystalline rock 
Apart from rock joints, other factors such as microstructural properties of grains (i.e. shape and 
size), mineral composition, pre-existing defects, cavities can also control the mechanical and 
damage response of rock. The laboratory observations of Meng et al. (2018) showed that in 
polycrystalline rock, the development of inter- and intra-grain micro-cracks contributed to the 
asperity damage of rock joint profiles. They also concluded that there would be a possible 
correlation between surface roughness and grain size. It is, therefore, necessary to assess the 
influence of mineral composition on the mechanism of asperity damage.  
The multiscale heterogeneity and presence of discontinuities make the realistic characterisation 
of rock fracture and damage behaviour difficult (Zhang et al. 2019). Figure 1.3 illustrates 
multiscale characterisation of mining engineering projects. In mining structures (e.g. the open 
pit iron mine shown in Figure 1.3a), rock mass stability is profoundly affected by the 
propagation and coalescence of macroscopic cracks initiating from the pre-existing flaws, on 
various rock mass scales. The macroscopic cracking process is the dominant damage 
mechanism controlling the mechanical behaviour and the integrity of brittle rocks (Morgan et 
al. 2013). It is well documented in the literature that the macroscopic fracture behaviour is 
attributed to complicated micro-cracking mechanism (Hajiabdolmajid and Kaiser 2003), thus 
a reliable knowledge about the microstructural properties of rock is crucial in the design 
procedure of mining structures. The numerical study of Farahmand et al. (2018) showed that 
in large scale jointed specimens (with 10m height) the dominant failure mechanism is the 
coalescence between rock joints (Figure 1.3b). The experimental observations of Moradian et 
al. (2016) showed that, for laboratory scale specimens of pre-cracked Barre granite, the 
coalescence of pre-existing cracks is due to the extension of macroscopic fractures 
(Figure 1.3c), which are the results of coalescence of inter- and intra-grain micro-cracks at 
microscopic scale (Figure 1.3d). Figure 1.3 indicates that the microstructure of polycrystalline 
rock needs to be taken into account to link the damage initiation and evolution of grain 
microstructure (e.g. micro-cracking response of grain boundaries, grain crushing, and etc.) to 




Figure 1.3 The rock mass characterisation at multiscale (inspired by 
Zhang et al. (2019)). (a) An open pit iron mine in China (Chen et al. 
2015). (b) A numerical specimen including multiple joint sets 
(Farahmand et al. 2018). (c) The evolution of macroscopic fractures 
around pre-existing cracks in Barre granite (Moradian et al. 2016). (d) 
The distribution of micro-cracks at the grain scale (Zhang et al. 2019).   
 
1.2 Research objectives 
Figure 1.4 illustrates the aims and objectives of the present thesis. According to the problem 
statements which were briefly described in Section 1.2, the following research objectives are 
summarised for this PhD thesis: 
1- To simulate the fracture behaviour of different materials (e.g. rock, grout, and mineral) 
and shear/tensile failure of various interfaces (e.g. bolt grout interface and grain 
boundary interface). To achieve this aim, the development of a DEM based cohesive 
model is required that can mimic the behaviour of DEM contacts in mode I (pure 
tension), II (pure shear), and mixed (combined tension and shear) mode. 
2- To investigate the influence of pre-tension stress magnitude on the peak shear strength 
of bolted rock joints, and identify the optimum pre-tension stress at which the bolted 
rock joint demonstrates its ultimate shear performance. To achieve this aim, a novel 
stepwise pull-and-shear test (SPST) scheme is required to systematically analyse the 
effect of pre-tension stress magnitudes on the shear behaviour of bolted rock joints. 
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3- To study the influence of CNS boundary condition on the overall shear performance of 
bolted rock joint subjected to combined pull-shear load. 
4- To understand the influence of bolt rib angle on the pre-tension behaviour of rock bolt.  
5- To identify the optimum pre-tension stress magnitudes for various rib angles. 
6- To investigate the potential of the DEM approach in reproducing the shear behaviour 
of infilled rock joints. To achieve this aim, a cohesive contact model is required.  
7- To investigate the effect of inter- and intra-grain micro-cracking on the asperity damage 
response of rock joints with various surface roughness. To achieve this aim, 
development of a cohesive grain based model in DEM framework is required.  
8- To study the influence of CNS condition on the micro-cracking response of 
polycrystalline rocks. 
9- To investigate the potential of grain-based modelling in reproducing the macroscopic 
fracture and mechanical response of pre-cracked polycrystalline rock. 
10- To investigate the influence of rock texture (i.e. grain size) on the damage and 
mechanical behaviour of pre-cracked polycrystalline rock. To achieve this aim, the 






Figure 1.4 The aims and objectives of the present theses 
 
1.3 Methodology 
Although laboratory testing is the most common approach for rock failure investigation, setting 
up laboratory test (e.g. combined pull-shear test) take a considerable amount of resources. 
Alternatively, numerical tools have been widely applied to model the failure behaviour of 
rocks. Therefore, in this PhD thesis, numerical simulation has been selected as the research 
methodology.  
The numerical developments related to shear behaviour of fully grouted rock bolt are not 
extensive. Most of the research studies have been performed by employing continuum models, 
which are basically incapable of simulating cracks explicitly. To overcome this shortcoming, 
discontinuum models were developed. The main advantage of discontinuum models is that they 
make it possible to explicitly demonstrate the fracture initiation and distribution over a 
particular computational time by monitoring consecutive bond-breakage of distinct elements. 
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As a discontinuum model, Discrete Element Method (DEM) (Cundall and Strack 1979) have 
been promising in terms of mimicking the failure behaviour of brittle rocks (Potyondy and 
Cundall 2004).  
In this study, the commercial DEM code, Particle Flow Code (PFC2D) (Itasca 2016), is chosen 
as numerical tool. The particle assembly in PFC2D consists of random distribution of DEM 
particles with respect to the size and location of particles. In DEM simulations, the constitutive 
contact model and associated microproperties dictate the type of macroscopic response the 
model will exhibit upon failure (e.g. crack initiation due to compressive loading). Therefore, it 
is crucial to adopt an appropriate contact model to achieve a reliable numerical outcome. In 
this PhD thesis, a cohesive contact model was developed to firstly overcome the shortcomings 
of conventional material contact models (e.g. parallel bond, flat-joint, etc.) and secondly to 
enhance the modelling performance of the current interface contact model (e.g. the smooth 
joint model) (objective 1, Figure 1.4). The proposed model (Chapter 3) then was used to cover 
all the expected objectives described in Figure 1.4. The numerical methodologies designed to 
fulfil the objectives are described as follows:  
1- A novel technique called stepwise pull-and-shear test (SPST) scheme was introduced 
to study the effect of pre-tension stress magnitude on the shear resistance of bolted rock 
joint. The capability of the cohesive model in reproducing the gradual softening 
response of bolt-grout interface and post-peak weakening behaviour of grout material 
was examined. The influence of the rib angle and CNS condition was numerically 
investigated (Chapter 4). 
2- A series of numerical direct shear tests were generated to observe the ability of the 
cohesive model in mimicking the shear behaviour of clay-infilled rock joint. The 
influence of infill thickness to asperity height was studied (Chapter 5). 
3- A cohesive grain-based model (GBM) was introduced to investigate the effect of 
surface roughness and CNS condition on the asperity damage mechanism of 
polycrystalline rock (Chapter 6).  
4- The GBM framework was employed to reproduce the physical fracture and mechanical 
behaviour of pre-cracked granite. The influence of flaw inclination angle on the 
macroscopic fracture response was investigated (Chapter 7). 
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5- The GBM framework was employed to investigate the influence of rock texture on the 
damage and crack propagation of pre-cracked polycrystalline rock (Chapter 8). 
1.4 Thesis structure 
The thesis comprises of nine chapters. The key content of each chapter is briefly described as 
follows: 
The first chapter (introduction) presents the research background, problem statement, and the 
key objective of the current PhD thesis.  
Chapter 2 (Literature review) first provides a review of the field observations and the 
importance of CNS boundary condition in rock bolt studies. This is followed by the available 
experimental and numerical methods for characterisation of the shear performance of bolted 
rock joints. A review of laboratory, empirical, and numerical studies on clean and infilled rock 
joints is presented in the following section. Then, the existing GBM studies were reviewed, 
and the importance of developing a cohesive GBM framework is highlighted.    
Chapter 3 (Discrete element based cohesive model) explains the principles of DEM approach 
specifically the concept of particle motion and interaction. Following this the formulation of 
the proposed cohesive model is provided. The stress return algorithm used to implement the 
model in PFC2D is explained in this chapter. 
Chapter 4 (The performance of fully grouted rock bolts subjected to pull-shear load under CNS 
condition) introduces the DEM-based combined pull-shear load test on bolted rock joint. The 
DEM-based cohesive model was calibrated against standard experimental tests to identify the 
microproperties of rock, grout, and bolt-grout interface. A novel technique called stepwise pull-
and-shear test (SPST) scheme was introduced to study the effect of pre-tension stress 
magnitude on the shear resistance of bolted rock joint. Both CNL and CNS direct shear tests 
were carried out to study the shear performance of bolted rock joints. In CNL tests, the 
influence of rib angle on pre-tension response was investigated. In each numerical test, the 
SPST scheme was employed to identify the optimum pre-tension stress magnitude at which the 
ultimate performance of bolting system was achieved.  
Chapter 5 (DEM simulation of infilled rock joint) investigates the ability of the proposed 
cohesive model in reproducing the shear mechanism of infilled rock joints by a comparative 
study against the laboratory tests. A series of experimental CNL direct shear tests were 
undertaken to observe the shear behaviour of infilled rock joints. Idealised asperities were 
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generated to represent the surface roughness of rock joint, and kaolin was used as cohesive 
infill material. To assess the ability of the proposed cohesive model in reproducing the shear 
behaviour of clay-infilled rock joint, the numerical counterpart of the laboratory specimens 
were built in PFC2D. The microproperties of the numerical model was calibrated against the 
laboratory data. The influence of initial normal stress magnitude, asperity angle, and infill 
thickness on overall shear behaviour of infilled rock joints were investigated. 
Chapter 6 (GBM simulation of jointed polycrystalline rock under CNL and CNS condition) 
presents the ability of the proposed cohesive GBM framework in reproducing the fracture 
behaviour of polycrystalline rock by a comparative study against the experimental 
observations. The calibrated model then was employed to investigate the influence of CNS 
condition and surface roughness on asperity damage mechanism of clean rock joints. The effect 
of grain crushing, which is the consequence of consecutive coalescence of inter- and intra-grain 
micro-cracks, on the shear mechanism of rock joints with natural roughness profiles is 
investigated. In particular, the shear strength and dilation of rock joints are examined. Finally, 
the process of asperity damage under CNS condition is presented. 
Chapter 7 (GBM simulation of pre-cracked Barre granite) investigates the ability of the 
proposed GBM framework in reproducing the macroscopic fracture and mechanical behaviour 
of pre-cracked Barre granite. The experimental results of uniaxial compression and Brazilian 
tensile tests are used to calibrate the GBM. The calibrated GBM then is used to reproduce the 
initiation and distribution of macroscopic tensile fractures in pre-cracked specimens. A 
comparison is made between numerical fracture pattern and laboratory counterparts to ensure 
the reliability of numerical outcomes. Finally, the influence of random generation of grain 
distribution on the fracture pattern strength response is investigated. 
Chapter 8 (Effect of mineral size on failure behaviour of pre-cracked Aue granite) investigates 
the effect of rock texture on damage and crack propagation of pre-cracked Aue granite. The 
proposed GBM approach is calibrated against the experimental data. Then, three different 
GBMs with fine, medium, and coarse grain size are generated. The calibrated model is used to 
investigate the effect of grain size on the fracture pattern distribution and macroscopic strength 
of the GBMs. The macroscopic crack distribution in both single- and double-flawed specimens 





2 Chapter 2: Literature review 
2.1 Introduction 
This comprehensive literature review allowed us to identify the possible gaps in the previous 
research, and come up with a clear plan to shed more light onto the hidden mechanisms of rock 
mass failure.  
2.2 Rock bolt to stabilise rock mass 
In the mining industry, rock bolting has been of interest to designers and engineers due to its 
effectiveness and low cost. In both surface and underground mining, rock bolts are an efficient 
means of reinforcement (Spang and Egger 1990). In mining practice, rock bolt or cable bolts 
install in a borehole that is drilled into the surrounding underground mining structure. The main 
function of rock bolting in the jointed rock mass is to augment the shear resistance of the rock 
joint surface and maximize the normal stress acting on the rock joint. This self-supporting 
mechanism significantly improves the integrity of jointed rock mass and allows effective 
arching and suspension of unstable rock blocks while the key blocks (Goodman 1995) remain 
connected together without unravelling (Li 2016). As unstable blocks move towards the tunnel 
face, rock bolt elongation may occur (Bobet and Einstein 2011). This elongation induces a 
tension force in the bolt surface, which is transferred to the surrounding rock mass as 
compression (He et al. 2015). Apart from tension forces, in bolted rock joints, shearing along 
the joint surface could be regarded as a major force component contributing to the failure of 
bolted rock joint (Li et al. 2016a; Li 2016; Srivastava and Singh 2015; Wu et al. 2018b). An 
extensive filed observations of Li (2010) in cut-and-fill mines revealed that both pull and shear 
loads contribute to the damage of rock bolts. The most recent experimental investigations of 
other scientists have also highlighted the importance of shear loading in the analysis of rock 
bolt performance (Wang et al. 2018; Wu et al. 2018b). Therefore, ignoring the importance of 
shear force may increase the uncertainty of reinforcement design, especially in areas where the 
unstable rock blocks have sliding potential. 
Many studies have been devoted to the characterisation of pull and shear performance of rock 
bolts. A review of field observations, as well as experimental and numerical studies, are 
provided in the following sub-sections. 
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2.2.1 Field observations 
The task of rock bolt in underground mining is to provide resistance for unstable block formed 
surrounding the excavation. An example of an unstable block reinforced using rock bolt is 
illustrated in Figure 2.1. According to block theory, the formation of such an unstable block is 
the consequence of rock excavation through a network of discontinuities (Goodman 1995). 
When the direction of rock block sliding is parallel to the rock bolt axis, only pull out force 
induces in the bolting system. However, it is often the case that the displacement direction of 
the rock block creates an angle with the rock bolt axis, which, in turn, subject the bolting system 
to a combined pull and shear load. Therefore, the total sliding displacement (𝛿𝑡𝑜𝑡) is 
decomposed to an axial (𝛿𝑝), and shear (𝛿𝑠) displacements (Chen and Li 2015b). The tensile 
force induced along the rock bolt is due to axial displacement, while the shear displacement 
exert a shear force in the bolting system.    
 
Figure 2.1 A sketch illustrating the loading behaviour of rock bolt due to 
rock joint displacement (modified from Chen and Li (2015b)) 
 
The performance of fully grouted rock bolts can be determined according to rock mass quality, 
in-situ stress condition, and excavation geometry (Li 2012). Presence of rock joints, in regions 
near the ground surface, form unstable rock blocks surrounding the underground opening. In 
low-stress state condition, the rock blocks would tend to collapse due to gravity (Li 2017). The 
role of rock bolt under such circumstance is to provide rock block stability and prevent any 
possible damage and catastrophe. Comparatively, in deep underground mines, due to high-
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stress state, the quality of rock mass is improved as the number of geological defects is 
significantly reduced or, if exist, the rock joints are rarely open (Li 2010; Li 2012). Thus, in 
deep mining, the cause of roof collapse is no longer rock fall, but rather high in-situ stress 
condition. Therefore, the task of rock bolt at depth is to provide integrity for the rock mass to 
avoid mining collapse (Li 2017). Figure 2.2 depicts the failure of two rebar bolts in a metal 
mine in Sweden. This filed observation was carried out by Li (2012), and showed that the rock 
bolt failure was due to a combined pull and shear load. This failure mechanism is prevalent 
when the rock bolt crosses the rock joint and resist against the sliding of rock block as well as 
rockfall towards the excavation face. The sliding behaviour of the rock block depends highly 
on the geometrical surface configuration of the rock joint.     
 
Figure 2.2 The failure of two fully grouted rock bolts in the roof of a 
mine tunnel (Li 2010). (a) The failure state of rock bolts in the rock 
mass. (b) The close-up view of Bolt 1. (c) The close-up view of Bolt 2. 
 
2.2.2 Boundary condition in bolted rock joint 
The natural discontinuities around orebodies can have a profound impact on the stability and 
safety of mining excavations. Any damage due to roof fall or rock slopes failure can hinder the 
mining activities and impose penalties to mining companies. In this regards, an appropriate 
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evaluation of rock joint shear behaviour is critical when designing the surface and underground 
mining structures. Conducting direct shear test is a common experimental methodology to 
evaluate the shear behaviour of rock joints. Constant normal load/stress (CNL) and constant 
normal stiffness (CNS) conditions are two different types of boundary condition that can be 
adopted during direct shear testing of rock joints (Indraratna et al. 2015; Park et al. 2013; 
Shrivastava and Rao 2018). In the slope stability analysis where the unstable rock block is 
sliding along the surface of discontinuity without any restriction, CNL boundary condition 
must be adopted. In contrast, in underground mining where the unstable rock block is restricted 
by neighbouring rock blocks, the applied normal stress is not constant and the analysis of the 
rock joint requires CNS condition (Bewick et al. 2014b; Indraranta et al. 2005; Indraratna and 
Welideniya 2003; Shang et al. 2018b; Thirukumaran and Indraratna 2016; Thirukumaran et al. 
2016).  
In Figure 2.3, the concept of CNL and CNS boundary condition is presented. Different rock 
stability cases are illustrated in Figure 2.3. A potential translational rockslide could be assumed 
for Case A. In such condition, the rock blocks could freely slide along the surface of rock joint. 
In Case B, however, the rock block is reinforced with rock bolt which induces an extra loading 
on the rock joint surface during shearing. This circumstance is regarded as one of the typical 
representative of CNS condition. Each rock block on the roof of underground excavations is 
constrained by its neighbouring rock blocks. The dilative response of the rock joint, which is 
the interface between two adjoining rock block, increases the normal stress during shearing 
process (Case 3). 
 
Figure 2.3 A schematic view of CNL and CNS boundary conditions 
(modified from Shang et al. (2018b)) 
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Conducting laboratory direct shear test is a common technique to study the shear behaviour of 
rock joints both under CNL and CNS conditions. Under CNS condition the increment of normal 
stress is expressed as: 
(2.1) 
where 𝑘𝑐𝑛𝑠 is the constant normal stiffness at an external boundary and 𝑑𝛿𝑛  is the increment 
of normal displacement (Indraratna et al. 2015). Figure 2.4 illustrates a schematic view of CNS 
apparatus.  In order to achieve CNS condition in the laboratory environment, a series of springs 
can be installed on the upper shear box to apply the initial normal stress on the specimen. The 
overall stiffness of the springs represent 𝑘𝑐𝑛𝑠  of rock joints.  
 
Figure 2.4 CNS direct shear test apparatus (Indraratna et al. 2015) 
 
2.2.3 In-situ measurements 
Fully-grouted rock bolts are the most common means of supporting in underground mining. 
Previous studies showed that in Australia, both stress corrosion cracking and bending 
contributes to rock bolt fracturing (Crosky et al. 2003). Therefore, filling the hollow space 
between the rock bolt and rock by grout material can extensively mitigate the corrosion issue 
(Song et al. 2017). An example of fully grouted rock bolt is shown in Figure 2.5. One of the 
methodologies that can be used to determine the performance of rock bolts is to carry out in-
situ testing.  
 𝑑𝜎𝑛 = 𝑘




Figure 2.5 Fully grouted rock bolt placed in a borehole (Song et al. 
2017) 
 
Despite being complex and highly expensive, in-situ monitoring is an excellent technique for 
obtaining reliable results. In rock bolting, instrumentation involves strain measurement during 
loading procedure, which can be later converted into force according to Hooke relationships, 
or empirical formulas obtained from stress-strain response of bolting system (Li 2016). In 
Figure 2.6, the monitoring results measured by Li (2012) is illustrated that shows the axial 
tensile load in a D-bolt installed 1.5 m away from a mine stope. It can be seen that the load 
distribution is uniform at any section of the bolt, and its magnitude is very low at the proximity 
of the wall. This monitoring results show that yielding was occurred at the second innermost 
section of the rock bolt only 3 days after installation. After 15 days, the innermost section of 
the bolt failed at a stress level equal to 171 kN.      
 
Figure 2.6 The field measurement of two D-bolt in an underground mine 
(Li 2012) 
 
2.2.4 Experimental methods in rock bolting  
Two types of loading can be measured in a bolting system, the axial tensile load, and the shear 
load. The focus of many studies in the literate has been to investigate either the tensile 
behaviour of the bolt (Hyett et al. 1995; Li et al. 2018a; Moosavi et al. 2002; Moosavi et al. 
2005), or its shear behaviour (Li 2016; Li et al. 2016c; Wang et al. 2018; Wu et al. 2018b). 
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Very few researchers developed a laboratory apparatus to carry out combined pull and shear 
tests (Bawden et al. 1994; Chen and Li 2015b). More recently, Wu et al. (2018a) conducted a 
direct tensile test to investigate the tensile behaviour of fully grouted rock bolts. In order to 
better review the advantages and disadvantages of different testing techniques, the features of 
experimental methods and apparatus currently used in rock bolting research are listed in 
Table 2.1.    
Table 2.1 Summery of rock bolt testing apparatus 









Neglecting shear behaviour 
of the bolt; influence of 
grout-rock interface was not 
considered; unable to 
examine surface roughness 















the bolt & similar to 
above 














out test (Goris 
1990) 
Considering fully-
grouted rock bolts; 
inducing 
confinement to both 
ends of the bolt 
Similar to above 
 Short encapsulation 






to avoid rock bolt 
rotation during pull 
out test; assigning 
constant 
confinement on the 
sample   
 
Medium confining pressure; 
similar to above 
 Direct shear testing 
(Yokota et al. 2018) 
Replicating bolt-
grout interface; 




Real rock bolt cannot be 
tested; scale dependency of 
debonding mechanism 
obtained from this method; 





Test (Hagan et al. 
2014) 
New modifications 
to prevent rock bolt 
rotation; various 
failure modes of 
bolt-grout interface 
can be replicated; 
reusable mould   
Neglecting shear behaviour 
of the bolt; influence of 
grout-rock interface was not 
considered; unable to 
examine surface roughness 










Combined pull and shear 
load is not possible; only 
CNL condition was applied; 
similar to above 
 
Single shear test 
apparatus* 
(Bjurstrom 1974) 
Testing natural rock 
joint profiles; 
various bolt 
inclination angle is 
possible 
Similar to above 
 
Single shear test 
apparatus* (Spang 
and Egger 1990) 
Testing bolted 
rough joint; the 




Similar to above 
 
Double shear test 
apparatus (Grasselli 
2005) 
Multiple rock bolt 
testing is possible; 
different inclination 
angle of the bolt can 
be tested; rock bolts 
can be fully grouted 
Joint roughness influence 
was neglected; only CNL 
condition was applied; 
combined pull and shear 














Difficulty in preparing large 
specimens; bolt inclination 
cannot be adjusted; joint 
roughness cannot be 
replicated; combined pull 
and shear loads is neglected; 









Normal stress is 
adjustable; large 




Similar to above 
 
Double shear 
apparatus (Li et al. 
2014) 
Bolts can be pre-
tensioned; Both 
shear and axial 
force can be 
recorded during 
testing 




et al. 2017) 
Contact between 
concrete blocks is 
prevented; Various 
pre-tension loads 
can be applied to 
the bolt 




and Li 2015b) 
Combined pull and 
shear loading is 
possible; Normal 
load can be adjusted 
Blocks are separated so 
prevent studying frictional 
behaviour of the joint; CNS 
condition is not possible; 
Natural rock joint profiles 
cannot be tested 
 
Single shear 
apparatus (Chen et 
al. 2018) 
Constant normal 
load is adjustable; 
Natural rock joints 
can be tested; 
Testing fully 
grouted rock bolt is 
possible 
CNS condition is not 
possible; Difficulty in 
testing various inclination 
angles; Combined pull-shear 




Direct tensile test 




rock; fully grouted 
rock bolt can be 
tested 
Pull and shear load are not 
possible; Jointed rock bolt 
cannot be tested 
 
Single shear test 
apparatus (Wu et al. 
2018b) 
Influence of surface 
roughness can be 
examined; Normal 
force is adjustable 
Combined pull-shear load is 
not possible; No CNS 
condition can be tested 
 
Single shear test 
apparatus (Wang et 
al. 2018) 
Acoustic emission 
counts of bolted 
rock joints can be 
measured; Normal 
force is adjustable; 
Different natural 
rock joint profiles 
can be tested 
Similar to above 
 
2.2.5 The failure mechanism of bolted rock joint 
Many scientists carried out laboratory investigation to study the mechanical shear resistance of 
bolted rock joints (Grasselli 2005; Haas 1976; Jalalifar and Aziz 2010; Jalalifar et al. 2006; Li 
et al. 2016b; McHugh and Signer 1999). Different researchers conducted a variety of laboratory 
investigations to study the influence of some essential factors on shear behaviour of bolted rock 
joints including bolt type (Chen and Li 2015a; Chen and Li 2015b; Grasselli 2005; Haas 1976; 
Li 2012; Rasekh et al. 2017), rock bolt diameter (Ferrero 1995; Spang and Egger 1990; 
Vlachopoulos et al. 2018), rock bolt surface profile (Jalalifar and Aziz 2010; Jalalifar et al. 
2006), inclination angle of the bolt (Bjurstrom 1974; Chen and Li 2015a; Chen and Li 2015b; 
Dight and Chiu 1981; Feng et al. 2018; Haas 1976; Li et al. 2016b; Spang and Egger 1990; 
Yoshinaka et al. 1987), pretention force (Jalalifar and Aziz 2010; Jalalifar et al. 2006; Li et al. 
2016c), grout properties (Kılıc et al. 2002; Zou et al. 2010), rock joint surface roughness (Wang 
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et al. 2018; Wu et al. 2018b; Yoshinaka et al. 1987), number of rock bolts (Srivastava and 
Singh 2015), CNS condition (Dey 2001), and combined pull-shear loading (Chen and Li 2015a; 
Chen and Li 2015b). 
Dey (2001) carried out a series of laboratory tests to investigate the shear mechanism of bolted 
rock joints. His laboratory samples included saw-toothed idealised rock joint, and both clean 
and infilled rock joint were tested. In Figure 2.7, the experimental sample used in his study is 
illustrated. The result of his research revealed that the shear strength of both bolted and non-
bolted rock joints experienced a significant drop with a thin layer of 1.5 mm. The CNS failure 
envelope showed a non-linear response, and in bolted rock joints, a significant increase was 
observed in the value of joint friction angle. The ratio of infill thickness to asperity height (t/a) 
was considered for more analysis. The results showed that by increasing the value of t/a, the 
role of rock bolting was less pronounced.  
 
Figure 2.7 Experimental bolted infilled rock joint (Dey 2001) 
 
For clean rock joint, the experimental investigation of Dey (2001) showed that the peak shear 
strength of the joint increased with increasing the magnitude of applied normal stress. His 
laboratory results also indicated that the stiffness of bolted rock joints significantly enhanced, 
however, at higher magnitude of normal stress the rock bolt contribution was functionally less 
important. The focus of Dey (2001) research was on idealized rock joint, without considering 
the effect of natural rock joint profiles. Recently, Wu et al. (2018b) conducted CNL direct shear 
tests to experimentally investigate the influence of joint roughness coefficient (JRC) on overall 
shear behaviour of bolted rock joints. They modified the following dimensionless values 
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proposed by Spang and Egger (1990) to characterize the shear behaviour of bolted rock joints 
with respect to JRC: 
(2.2) 
(2.3) 
where 𝑇 is the peak shear force obtained from laboratory results, 𝑇𝑛 is the shear strength of 
natural unbolted rock joint, 𝑃 is the tensile strength of the rock bolt, 𝑠 is the shear displacement 
obtained from experiment, and 𝑑𝑏 is the bolt diameter. Wu et al. (2018b) developed the 
following empirical formula that relates 𝑓𝑇 and 𝑓𝑠 to JRC for 0 ≤ 𝐽𝑅𝐶 ≤ 20: 
(2.4) 
(2.5) 
where 𝑥, 𝑦 , 𝑧, 𝑝, and 𝑞 are fitting parameters that could be identified from laboratory results. 
Figure 2.8 shows the laboratory test results conducted on natural bolted rock joints obtained by 
Wu et al. (2018b). The results showed that the dimensionless parameter 𝑓𝑇 exponentially 
increases with increasing the joint roughness, while a linear reduction is observable for 𝑓𝑠 .  
 
Figure 2.8 Evolution of maximum 𝑓𝑇 (a) and 𝑓𝑠 (b) with respect to JRC 
(Wu et al. 2018b) 
 
Wang et al. (2018) conducted a series of CNL direct shear tests on natural rock joint profiles 
to characterise the shear mechanism of bolted rock joints using Acoustic Emission (AE) 
technique. They monitored the change in AE response during shearing process of different 
 𝑓𝑇 = (𝑇 − 𝑇𝑛)/𝑃 
 𝑓𝑠 = 𝑠/𝑑𝑏 
 𝑓𝑇 = 𝑦 − (𝑦 − 𝑥)𝑒
−𝑧𝐽𝑅𝐶 
 𝑓𝑠 = 𝑝 × 𝐽𝑅𝐶 + 𝑞 
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anchorage systems and joint roughness. The following conclusions were derived from their 
research (Wang et al. 2018): 
1- The shear strength of bolted rock joints, the peak shear strength gradually increased 
with increasing JRC. Rock bolt elongation significantly influenced the shear 
mechanism. A decrease in bolt elongation, significantly increased the effectiveness of 
the bolting system. 
2- The unbolted rock joint experienced less damage compared to bolted counterparts. The 
macroscopic cracking response of unbolted rock joints showed a uniform distribution, 
while the cracks along bolted rock joints mainly distributed around the rock bolt. The 
cracking area around the rock bolt significantly decreased with increasing the rock bolt 
elongation.  
3- The AE count curves obtained from direct shear test results were similar to those of 
uniaxial compression testing of rocks, as the curves could be divided to four various 
stages: initial emission, critical unstable damage, energy accumulation, and failure.  
4- An increase in the JRC value significantly increased the peak energy ratio and the 
number of accumulative AE events.  
Chen et al. (2018) studied the shear behaviour of bolted rock joints by conducting CNL direct 
shear tests on rock specimens including natural rock joint profiles. The diagram of deformed 
rock bolt as well as asperity damage in bolted specimens with different JRC values are 
illustrated in  Figure 2.9. The laboratory investigation of Chen et al. (2018) showed that the 
shear stiffness of bolted rock joint, without exception, was higher than unbolted rock joints. 
They also found that the location of rock bolt deformation was adjacent to the rock joint 
interface. Two plastic hinges with the highest possible bending moment were observed in 
bolted samples. They concluded that the main cause for increasing the shear stiffness of bolted 
samples was restricting the shearing of the rock joint interface, and inducing an extra normal 




Figure 2.9 The laboratory results obtained by Chen et al. (2018). (a) 
Deformed rock bolt after CNL direct shear test. (b) Bolted specimens 
with different JRC after failure. 
 
Although the above mentioned research highlighted the most important shear mechanisms of 
bolted rock joints, they suffer from some issues. Firstly, the influence of CNS boundary 
condition was neglected, that can restrict the application of these research to structures with 
CNL condition. Secondly, the influence of combined pull-shear loading was not studied that 
may increase the uncertainty in the results obtained. Chen and Li (2015b) designed a laboratory 
apparatus to study the shear behaviour of rock bolt by conducting combined pull-and shear 
loading on the bolting system. In their research, Chen and Li (2015b) suggested that, in order 
to better analyse the performance of fully grouted rock bolts subjected to combined pull and 
shear load, it is necessary to generate completely separated concrete blocks with zero friction. 
According to other laboratory investigations (Wang et al. 2018; Wu et al. 2018b), the roughness 
of rock joint plays an important role in the performance of bolted rock joints. Therefore, the 
approach followed by Chen and Li (2015b) suffers from uncertainty that originate from 
neglecting the influence of surface roughness. In addition, in the previous laboratory research 
the influence of pre-tension load (i.e. pull-out load) on the improvement of the shear resistance 
of bolted rock joint was neglected.  
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2.2.6 Numerical investigations on bolted rock joints  
Although laboratory testing is the most common approach for investigating the shear 
mechanism of bolted as well as unbolted rock joints, setting up experiments takes a huge 
amount of resources. Experimental investigations require researchers to generate a wide range 
of specimens using various materials, to access advanced laboratory apparatus, and to dedicate 
time to the time-consuming nature of the experimental procedure. Consequently, many 
researchers have made their effort to develop numerical models to obtain more understanding 
about the shear mechanism of bolted rock joints. Numerical simulations are more time-
efficient, repeatable, and financially beneficial. A summary of previous numerical 
investigations on bolted rock joint is given in Table 2.2. 
Table 2.2 Summary of rock bolt numerical shear testing  
The numerical test set up Method Advantages Disadvantages 
 
FEM (Spang and 
Egger 1990) 
Simulating elasto-plastic 
behaviour of the rock 
bolt; Different bolt 
inclination angle was 
possible 
Unable to simulate surface 
roughness of rock joint; CNS 
condition was neglected 
 
FEM (Marenče and 
Swoboda 1995) 
Considering the influence 
of joint dilatancy and 
joint strength properties; 
Different bolt inclination 
angles were simulated 
Similar to the above 
 
FEM (Grasselli 2005) Simulating the zone of 
failure was carried out; 
Different bolt types could 
be tested 
Similar to the above 
 
FEM (Song et al. 
2010) 
The double shear test is 
modelled including two 
joints; Fully grouted rock 
bolt was simulated 
Surface roughness cannot be 
modelled; asperity damage 
cannot be reproduced; the 
Combined pull-shear load 
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was neglected; CNS 
condition was not modelled 
 
FDM (Lin et al. 2014) Effect of asperity angles 
was considered; Different 
inclination angle of the 
bolt were simulated 
The influence of pull out load 
was neglected; Asperity 
damage cannot be simulated; 
CNS condition was not 
considered 
 
FEM (Deb and Das 
2014) 
The effect of rock joint 
was simulated; Various 
normal stress is possible 
to model 
The surface roughness of the 
joint was neglected; Similar 
to above 
 
FDM (Li et al. 2016b) Different bolt inclination 
angles were simulated; 
The joint effect could be 
simulated; Fully grouted 
rock bolt could be 
modelled 
Asperity damage of rock 
joint cannot be modelled; 
CNS condition was 
neglected; Joint surface 
roughness is difficult to 
simulate; the Combined pull-
shear load was neglected 
 
FEM (Zhang et al. 
2016) 
Different bolt inclination 
angle can be simulated; 
Change in rock strength 
can be modelled 
Rock joint was neglected; 
CNS condition is not 
applicable in this approach; 
Pull-shear loading is not 
applicable in this approach 
 
FEM (Deb and Gujjala 
2018) 
Multiple rock joint was 
simulated; Various bolt 
inclination angle was 
examined 




FEM (Zhu et al. 2018) The reinforcement of 
bedding planes can be 
modelled; Applicable for 
large scale simulations 
Similar to above 
 
FDM (Li et al. 2019b) Fully grouted rock bolt 
was simulated; Various 
anchorage length was 
modelled; Various bond-
slip models were tested 
The surface roughness of 
rock joints cannot be 
simulated; Asperity 
degradation cannot be 
modelled; Combined pull-
shear load is difficult to 
simulate; CNS boundary 
condition is not applicable in 
this approach 
 
In the numerical research mentioned in Table 2.2, the influence of surface roughness, CNS 
boundary condition, and combined pull-shear load were not considered. For a better 
understanding of the influence of these parameters, more investigations are required. In 
addition, there is no comprehensive numerical methodology to examine the effect of pre-
tension load on the ultimate shear resistance of bolted rock joints. Such methodology is 
necessary for the field (e.g. underground coal mining) to find the optimum magnitude of pre-
tension stress which can be used as a guideline to ensure roof stability.  
It has been recognized that the debonding failure of the bolt-grout interface is the primary cause 
of damage in fully grouted rock bolts (Shang et al. 2018a). Understanding the bolt-grout 
interfacial debonding process and its subsequent bolt-grout shear behaviour, however, is not 
readily achievable in the laboratory environment.  
Shang et al. (2018a) used DEM to mimic the debonding failure behaviour of bolt-grout 
interface and fracture response of grout material. An example of their numerical model and the 
experimental specimen is illustrated in Figure 2.10. Their numerical simulation revealed that 
at macroscopic scale, grout material demonstrated significant deformability and softening 
response (Shang et al. 2018a), which attributed to its micromechanical structure. The DEM 
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investigations of Shang et al. (2018a) showed that the Flat-Joint model (FJM), which is a DEM-
based contact model (Potyondy 2012) available in commercial DEM codes (PFC2D) (Itasca 
2016), is incapable of reproducing the softening behaviour of grout material during the post-
peak stage of uniaxial compression tests. They concluded that the FJM suppressed the rotation 
of DEM particles after bond-break, which led to a sudden failure of DEM specimen. Besides, 
the FJM contacts return zero fracture energy response at the onset of failure, which in turn 
contributes to the sudden failure of DEM specimen. Thus a brittle macroscopic response will 
be observed during the post-peak stage, which is not inherently desirable compared to softening 
behaviour of experimental specimens. The laboratory results also showed that the samples, 
including smooth bolt-grout interface, exhibited gradual softening behaviour under shearing 
(Shang et al. 2018a). Therefore, the smooth-joint model (SJM), which is the widely used DEM 
interface model (Bahaaddini et al. 2013; Gutiérrez-Ch et al. 2018; Hofmann et al. 2015b; Shang 
et al. 2018a; Zhou et al. 2017), needs to be augmented by cohesive-damage formulation to 
characterise the failure mechanism of the bolt-grout interface adequately.   
 
Figure 2.10The debonding failure of bolt-grout interface (Shang et al. 
2018a). (a) DEM simulation results. (b) The experimental results. 
 
2.3 Shear behaviour of clean and infilled rock joint  
Understanding the failure mechanism of infilled rock joint has long been a subject of research 
because of its significant influence on rock block stability in underground excavations, mining 
operations and civil engineering projects. The presence of infill material within a joint can 
reduce its shear strength considerably. Infill thickness and rock joint roughness are the most 
important parameters controlling the shear behaviour of infilled rock joints (Mylvaganam 
2007). The characterisation and prediction of the shear mechanism of infilled rock joints have 
received great concern in the research field of geotechnical engineering. 
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2.3.1  Laboratory investigations on infilled rock joint 
A large number of studies have been conducted in the past few years in an effort to understand 
the shear behaviour of infilled rock joints  (Barton 1974; Indraratna et al. 1999; Indraratna and 
Jayanathan 2005; Indraratna et al. 2010b; Indraratna and Welideniya 2003; Jahanian and 
Sadaghiani 2015; Ladanyi and Archambault 1977; Lama 1978; Papaliangas et al. 1990; 
Shrivastava and Rao 2013; Shrivastava and Rao 2018). Some researchers conducted triaxial 
testing to investigate the influence of the degree of saturation on shear behaviour of filled joint 
(Indraratna et al. 2014; Khosravi et al. 2016), other scientist used artificial and natural rock 
joints in their experiment to understand the effect of asperity angle and infill thickness on the 
shear performance of the joint (Jahanian and Sadaghiani 2015; Phien-Wej et al. 1990; Sinha 
and Singh 2000). The laboratory specimens used for infill study by different researchers are 
illustrated in Figure 2.11.  
 
Figure 2.11 Different experimental specimens prepared for studying 
infilled rock joint behaviour after (a) Lu et al. (2017), (b) Oliveira et al. 
(2009), (c) Shrivastava and Rao (2018), (d) She and Sun (2018), (e) 
Jahanian and Sadaghiani (2015), (f) Indraratna and Jayanathan (2005) , 
and (g) Khosravi et al. (2016). 
 
2.3.2 Empirical models to estimate the shear strength of infilled rock joints  
Previous investigations have shed significant light on the impact of influential parameters on 
the shear strength of the infilled joints such as joint roughness, infill thickness, type of infill, 
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infill degree of saturation etc. Papaliangas et al. (1990) developed an empirical model to 
reproduce the shear behaviour of infill rock joints, which incorporated a predictor model 
suggested by Ladanyi and Archambault (1977). In  Papaliangas et al. (1990) model, the peak 
shear stress of infilled rock joint varies between two strength limits, 𝑇𝑚𝑎𝑥 (maximum shear 
strength of clean rock joint), and 𝑇𝑚𝑖𝑛 (minimum possible shear strength of infilled rock joint). 
The controlling parameters in this model are infill thickness (𝑡), infill type, asperity height (𝑎), 
and the magnitude of normal stress. According to this empirical model, when the roughness of 
the joint is high (i.e. steep rock joint with high undulation), 𝑇𝑚𝑖𝑛 can be regarded as the shear 
strength of infill material. In contrary, in the case of planar rock joint (i.e. smoothly polished 
rock joint surface), 𝑇𝑚𝑖𝑛 can be calculated as the shear strength along with the interface bet 
ween rock joint surface and infill material, which often falls below the strength of infill 
material. The peak shear strength in Papaliangas et al. (1990) model is defined as follows: 
(2.6) 
where 𝐺 = (
𝑇
𝑇𝑛
) × 100; 𝐺𝑚𝑖𝑛 = (
𝑇𝑚𝑖𝑛
𝑇𝑛
) × 100; 𝐺𝑚𝑎𝑥 = (
𝑇𝑚𝑎𝑥
𝑇𝑛









𝐻 and 𝑀 are empirical ratios that can be estimated from laboratory results. 𝑇𝑛 is the normal 
stress and 𝑇 is the shear stress. According to experimental observations of Papaliangas et al. 
(1990) the value of 𝐻 can be considered for as 1.0 for cohesive infill (i.e. kaolin). The 




 the peak shear strength of the system significantly decreases until reaching a 
constant residual value that is equal to the shear strength of infill.  
Based on an extensive laboratory investigation on saw-toothed infilled rock joints, 
Mylvaganam (2007) proposed an empirical model that takes into account the overconsolidation 
ratio (OCR) of infill material, and t/a ratio. The experimental results showed that when t/a  ratio 
is less than a critical value, rock joint asperities can contribute to shear failure, but when the t/a  
ratio exceeds the critical limit, the infill material controls the shear behaviour. According to 
Indraranta et al. (2005) experimental observations, at high normal stress magnitude, when the 
normal displacement of the rock joint is proportionally small, asperity degradation is inevitable. 
Mylvaganam (2007) defined the following ratio to incorporate the influence of OCR value in 
his model: 






where (𝑡 𝑎⁄ )𝑐𝑟,𝑛 is the critical ratio with OCR of n, and (
𝑡
𝑎⁄ )𝑜𝑐,𝑛 is the critical ratio of a desired 
infill with OCR of n. On the basis of 𝑘𝑜𝑐,𝑛, the shear strength of infilled rock joint was classified 
‘interfering’ and ‘non-interfering’ zones. For 𝑘𝑜𝑐,𝑛 > 1.0, the shear mechanism is controlled 
by infill material. The observations of  Indraranta et al. (2005) showed that when the critical 
𝑡
𝑎⁄  ratio is achieved for a normally consolidated cohesive infilled joint, the shear strength of 
the infilled rock joint can be approximated by infill friction ratio. An example of predicted 
values obtained by Mylvaganam (2007) is depicted in Figure 2.1. It can be seen that in ‘non-
interference’ zone, the normalized shear strength of infilled rock joint remains constant.  
 
Figure 2.12 Prediction of infilled rock joint shear behaviour (modified 
from Mylvaganam (2007)) 
 
Indraratna et al. (2010b) defined three different stages to characterise the shear behaviour of 
infilled rock joints. This mechanism is illustrated in. The first phase is controlled by shear 
strength of infill material. The rock joint roughness provides a boundary for the infill in which 
the soil can fail. During the second stage, the infill material fills the void area generated be 








interact with each other increasing the shear strength of the infilled rock joint. From this stage 
until the end of the test, the shear strength of the system will be controlled by the surface 
roughness and the magnitude of the applied normal stress. Indraratna et al. (2010b) developed 
an empirical model based on the observed shear mechanism illustrated in Figure 2.13. They 
incorporated the influence of JRC, infill thickness, asperity height, and frictional behaviour of 
the infill material.  
 
Figure 2.13 The empirical infilled rock joint model developed by 
Indraratna and Jayanathan (2005). (a) Interaction between infill material 
and asperities. (b) The three-phase mechanism for infilled rock joints. 
 
Apart from asperity amplitude, which is one of the critical elements describing joint surface 
morphology, asperity wavelength also affects the shear behaviour of rock joints (Yang and 
Chiang 2000). The findings of Yang and Chiang (2000) showed that for a clean rock joint at a 
constant asperity amplitude when the asperity angle is reduced to 15° (or higher asperity 
wavelength) the peak shear stress drops significantly and asperity shear off is not highly 
significant compared to a rock joint with asperity angle of  30° (or lower asperity wavelength). 
Previous research of infilled rock joints attempted to link the peak shear strength to the ratio of 
infill thickness to asperity amplitude by varying the asperity angle (Jahanian and Sadaghiani 
2015; Ladanyi and Archambault 1977). For instance in the study of Jahanian and Sadaghiani 
(2015) the asperity wavelength kept constant at 2 cm for 30° and 45° asperity angles. 
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Consequently, by following this approach the hidden mechanism behind the role of geometrical 
parameters of the joint cannot be observed.  
2.3.3 Numerical simulation of infilled rock joint 
Although laboratory observation is regarded as the gold standard to evaluate the influence of 
different parameters on overall shear performance of infilled rock joints, it is hampered by 
various restrictions. The experimental approach is expensive due to the requirement of 
sophisticated laboratory apparatus as well as huge amount of resources needed for sample 
generation. In addition, the laboratory investigation is highly time-consuming and increasingly 
onerous, especially when frequently repeated experiments are in demand. Using empirical 
predictors as a substitute on the other hand, suffers from some other difficulties. For instance, 
finding the fitting parameters from laboratory testing is a complicated challenge and may 
increase the uncertainty of these models in predicting the mechanical behaviour of infilled rock 
joints. In addition, empirical formulations are mainly based on very few experimental 
observations which cannot be generalised for a wide range of applications.   
However, due to recent advancement in computer technology, computational methods have 
been increasingly adopted as an alternative tool in rock mechanics research. Amongst various 
numerical methods, discrete element method (DEM) (Cundall 1971) has been proved to be a 
propitious tool used by many scientists to overcome the financial risks and operating limitations 
of experimental approach in rock joint studies (Bahaaddini 2014; Bahaaddini et al. 2013; 
Kazerani et al. 2012; Kazerani and Zhao 2010; Park and Song 2009; Wang et al. 2019).  
Duriez et al. (2011) used a DEM technique to simulate the mechanical behaviour of infilled 
rock joints. The model constructed by Duriez et al. (2011) in DEM codes is illustrated in 
Figure 2.14. 3D simulation was used in their study, and as it can be seen in Figure 2.14 only 
the infill layer was simulated. The rock joint considered in their study was assumed to have no 
JRC value, consequently, the rock joint was modelled as the area between two adjacent blocks. 
A simple frictional contact constitutive model was employed in their study, which restricts the 
application to only non-cohesive infills. The numerical results were verified against a simple 




Figure 2.14 DEM specimen of infilled rock joint (Duriez et al. 2011) 
 
It worth mentioning that neither in the theoretical model nor in DEM simulations was the 
influence of surface roughness considered (Duriez et al. 2011). Therefore, this approach cannot 
shed significant lights on the hidden mechanisms involved in the shearing process of infilled 
rock joint. 
Furthermore, the presence of cohesive infill materials within rock joints is proportionately 
pervasive in nature (Indraratna and Jayanathan 2005), and it is essential to incorporate the 
phenomenological behaviour of such cohesive materials in DEM contact response. It is claimed 
in the current thesis that in order to enhance the results of DEM modelling of infilled rock joint, 
a cohesive constitutive model is required to be assigned on the contacts between infill particles. 
Such numerical framework enables us to better investigate the mechanical behaviour of infilled 
rock joint and obtain many reliable results from DEM simulations.     
2.3.4 Empirical models to estimate the shear strength of clean rock joints  
Rock joint shear strength is one of the most important parameters that should be taken into 
account in the design process of rock engineering structures. The presence of rock joint has an 
inevitable impact on shear and deformation behaviour of the rock mass. In natural rock joint, 
asperities control the mechanical behaviour of the joint. In this section, the advantages and 
disadvantages of current rock joint constitutive models are briefly discussed, and the available 
numerical techniques for rock joint simulation are compared. In Table 2.3 the advantages and 






Table 2.3 Advantages and disadvantages of current rock joint 
constitutive models 
Model name Advantages Disadvantages 
Mohr-Coulomb linear model The model is very simple; Only two 
parameters are required for prediction 
The effect of surface roughness is 
neglected; Asperity damage cannot 
be modelled 
Model of Patton (1966)  
 
Using the model is straightforward Similar to the above 
Model of Ladanyi and Archambault (1969) The influence of asperity area was 
incorporated; The degree of rock joint 
interlocking can be predicted; The 
influence of initial joint opening could be 
considered; Taking advantage of its 
sounds theoretical background 
High complexity in determining 
parameters; The model was 
developed based on idealized rock 
joint which restricts its application 
for natural rock joints 
Model of Jaeger (1971) The model is straightforward It lacks theoretical background; 
Empirical parameters have no 
physical meaning 
Model of Barton and Choubey (1977) Incorporating the influence of surface 
roughness; The effect of rock joint 
strength could be considered 
JRC is qualitative and may lead to 
subjectivity in results  
Elastic-plastic model of Plesha (1987) 
 
Asperity damage could be calculated; The 
model is straightforward 
No direct method for obtaining the 
degradation parameter 
Model of Grasselli and Egger (2003) The model is able to capture anisotropy of 
rock joint; Three-dimensional surface 
roughness could be considered; The 
subjectivity in roughness estimation was 
highly reduced 
Measuring model parameters in the 
laboratory is complicated; Using 
scanning techniques for obtaining 
model parameters is costly 
Model of Cottrell et al. (2010) Similar to the above The model involves several 
empirical and fitting parameters 
restricting its generality 
Model of Oh et al. (2015) The influence of asperity degradation was 
incorporated in the model; Field-scale 
behaviour of rock joint could be estimated 
Asperity degradation constant lacks 
comprehensive physical meaning; 
The relationship between rock joint 
parameters and damage coefficient 
was neglected 
Model of Li et al. (2016d) The influence of lab-scale unevenness 
and waviness were incorporated; The 
degradation parameters were related to 
rock joint parameters 
The mechanical properties of 
asperities were neglected in 
predicting peak shear stress; The 
shear displacement at which peak 
shear stress occurs should be pre-
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defined that restrict the generality of 
the model  
 
The literature review shows that the recent development in rock joint model suffers mainly 
from the lack of relationship between model parameters and physical properties of natural rock 
joints. The rock joint models reviewed in Table 2.3 are only applicable under the CNL 
condition. Thirukumaran and Indraratna (2016) provided a comprehensive literature review on 
the available CNS rock joint models. According to their review, the main objective of CNS 
models was to provide a reasonable approximation of rock joint normal displacement. 
However, the accuracy of a CNS model in reproducing rock joint dilation generally depends 
on how the influence of asperity damage and morphological properties of rock joint are 
involved in the constitutive relationships. This has been a long-lasting issue in the realm of 
rock mechanics.  
2.3.5 Numerical models to simulate rock joint with asperity damage  
The early efforts in rock joint studies were limited to the approximation of peak shear and 
residual strengths of the rock joint without considering the post-peak behaviour and asperity 
degradation response in the constitutive relationships (Ladanyi and Archambault 1977; Patton 
1966). However, characterising the shear behaviour of rock joints as well as understanding the 
asperity damage mechanism is of critical importance in the design and construction procedure 
of many civil and mining structures (Tatone 2014). Since the 1980s, the widespread numerical 
techniques has provided this opportunity for the scientists to shed more light on the various 
shearing mechanisms involved in the failure process of rock joints. Several numerical tools to 
explicitly mimic the fracturing behaviour of idealized and natural rock joint has been 
developed, including: discrete element methods with rigid particles (e.g., parallel bond-smooth 
joint modelling in PFC2D (Bahaaddini et al. 2014, 2015; Bahaaddini et al. 2013)), discrete 
element method with Voronoi tessellations (e.g., Kazerani et al. (2012); Oh et al. (2017)), and 
hybrid methods (e.g., ELFEN (Tatone 2014); Y-Geo (Mahabadi et al. 2012)). A summary of 
previous numerical research using these methods is provided in this section, and their 
advantages and disadvantages are discussed. The potential research gaps are also identified.  
 Kazerani et al. (2012)  
Kazerani et al. (2012) simulated the degradation of idealized saw toothed asperities using 
UDEC (ITASCA Consulting Group 2008). The material heterogeneity and irregularity in 
fracturing pattern were achieved by constructing a particle assembly containing Constant-
38 
 
Strain Triangular (CST) elements. The force-displacement law between DEM contacts was 
controlled by implementing an orthotropic cohesive model in the numerical framework, which 
allowed different shear and tensile behaviour for the contacts. A schematic view of their DEM 
simulation as well as shear stress-displacement results are illustrated in Figure 2.15. They 
established a statistical approach to accurately calibrate the micro-mechanical parameters of 
the contacts constitutive model. Standard laboratory tests (i.e. Brazilian tensile and uniaxial 
compression tests) were used in the calibration procedure. A Coulomb friction law was 
assigned on the interface to mimic the mechanical behaviour of rock joint. They examined the 
influence of asperity angle and normal stress magnitude on the macroscopic behaviour of the 
numerical specimens.   
 
Figure 2.15 The DEM approach followed by Kazerani et al. (2012). (a) 
Uniaxial compression and Brazilian tensile test simulated for calibration 
purposes. (b) CNL direct shear test of idealized saw-toothed asperity. (c) 
typical shear stress-displacement response and its comparison with 
experimental results. 
 
 Bahaaddini et al. (2013) 
Bahaaddini et al. (2013) simulated the asperity degradation of idealised and natural rock joints 
in PFC2D. The PBM and SJM were employed to mimic the mechanical behaviour of asperities 
and rock joint interface, respectively. Figure 2.16 illustrates the result of CNL direct shear tests 
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obtained by Bahaaddini et al. (2013). In their study, they highlighted that assigning the SJM 
on the rock joint interface without considering some modification may lead to particle 
interlocking, which prevent the model to reproduce an accurate macroscopic behaviour 
throughout the shearing procedure. CNL testing was used to examine the shear behaviour of 
rock joint, and the influence of a variety of normal stress magnitudes was studied. As expected, 
their numerical simulations showed that the specimens with the highest normal stress 
experienced severe asperity damage and returned the least possible normal displacement. 
Bahaaddini et al. (2015) carried out a parametric study on micro-mechanical parameters of the 
smooth-joint model to study their influence on the macroscopic response of the numerical 
models. They employed two different rock joint, one natural rock joint with a known standard 
JRC value, and the other with an idealised saw-toothed profile. In the sliding model (i.e. low 
magnitude of normal stress), the results showed that normal and shear stiffness of the smooth-
joint model has no significant influence on the shear behaviour of rock joint. However, an 
increase in the friction coefficient of the smooth-joint model resulted in an increase in the peak 
shear stress of the joints. In asperity damage mode, peak shear strength of the models was 
reduced with increasing the normal stiffness of the smooth-joint model, whereas, the same 
value was significantly reduced with increasing the shear stiffness and friction coefficient of 
the smooth-joint model.  
 
Figure 2.16 DEM simulation of natural rock joints conducted by 
Bahaaddini et al. (2013). (a) Explicit asperity degradation in numerical 
specimens. (b) Typical shear stress-displacement behaviour for natural 




 Tatone (2014) 
Tatone (2014) attempted to simulate CNL direct shear tests using hybrid methods. He 
employed FEM-DEM (Y-Geo) approach to simulate the shear behaviour of laboratory 
specimens. The model was calibrated against uniaxial compression and Brazilian tensile test 
results. Different rock joint profiles, including saw-toothed asperities as well as natural rock 
joints were simulated. A schematic view of his numerical specimens and stress-displacement 
response is depicted in Figure 2.17. One of the main issues with such numerical approach is 
unstable fracture propagation during post-peak stage (Figure 2.17b). When critical 
displacement is reached, contact failure starts in this model and micro-crack forms. Due to the 
consistent link between distinct elements, yielding of one element results in the failure of 
neighbouring elements, which is called “domino effect” (Tatone 2014). This uncontrolled 
fracturing response in the numerical system can result in rapid dissipation of contact energy 
and can cause an abrupt reduction in the value of shear stress during post-peak in a fluctuating 
manner (Figure 2.17b).  
 
Figure 2.17The FEM-DEM approach followed by Tatone (2014). (a) 
Standard Brazilian tensile and uniaxial compression tests used for 
calibration. (b) The shear stress-displacement and dilation response of 
the model compared with the laboratory results. 
 
 Oh et al. (2017) 
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Oh et al. (2017) conducted an experimental and numerical approach to study the dilative 
response of idealised saw-toothed asperities. The Voronoi logic available in UDEC software 
was used to characterise the fracturing behaviour of asperities. The Coulomb friction model 
was assigned on the rock joint, and a model counting for tensile and shear behaviour of contacts 
was considered for simulating the fracturing behaviour of particle assembly. Their DEM 
approach showed promising results compared to the laboratory data. Figure 2.18 shows an 
example of model failure, asperity damage, and shear stress-displacement and normal-shear 
displacement curves obtained by Oh et al. (2017). Their numerical parametric study showed 
that increasing the normal stress magnitude significantly reduces the dilation, and an increase 
in the asperity wavelength leads to higher dilation in all numerical specimens.     
 
Figure 2.18 The DEM approach followed by Oh et al. (2017). (a) 
Standard Brazilian tensile and uniaxial compression tests used for 
calibration. (b) Asperity damage in idealised rock joint (c) Typical shear 
stress-displacement curves obtained from numerical simulations and the 
corresponding asperity degradation 
 
Recently, some scientists used PFC-DEM approach to study the behaviour of jointed rock mass 
under CNS condition (Gutiérrez-Ch et al. 2018; Shang et al. 2018b). Gutiérrez-Ch et al. (2018) 
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used the flat-joint and smooth-joint models to simulate CNS direct shear tests of different rock 
joint profiles. Shang et al. (2018b) employed the parallel bond and the smooth-joint model to 
numerically study the mechanical and fracturing behaviour of incipient rock joints. 
Although the above-mentioned research studies shed significant light on the rock joint shear 
mechanism, but there is no systematic numerical study in the literature to investigate the 
influence of various parameters such as boundary condition (both CNL and CNS), joint 
roughness coefficient, normal stress magnitude, and CNS stiffness on the overall shear 
behaviour of rock joints. In addition, the behaviour of bolted rock joints is required to be studied 
as the previous research mainly focused on unbolted rock joints.  
The major issue in previous bonded particle model (PFC2D), which has been widely used in 
recent years, is that the bond failure and contact stress reduction are instantaneously leading to 
an abrupt energy release in DEM system. In reality, a gradual yielding of the bonds is involved 
in the process of fracture initiation and propagation (Khazaei et al. 2015). In order to make the 
bond breakage process in DEM more phenomenologically realistic, a softening constitutive 
model can be assigned on the DEM contacts. Such softening response at microscopic level 
enables us to control the overall energy dissipation of the system while maintaining a stable 
macroscopic fracturing growth.  
On the other hand, the experimental observations revealed that, in polycrystalline rocks, the 
macroscopic shear behaviour of rock joint highly depends on the micro-texture of rock 
specimen (Meng et al. 2018). Thus, not only the surface roughness characteristics (Barton and 
Choubey 1977; Grasselli and Egger 2003; Kazerani et al. 2012), but also the microstructural 
properties of the host rock should be taken into account for evaluating the rock fall hazards 
caused by the shear failure of rock joints (Meng et al. 2018; Wang et al. 2019; Yang and Qiao 
2018). In the previous numerical studies, the effect of rock texture on rock joint asperity 
damage was neglected. Therefore, the asperity damage behaviour in polycrystalline rocks 
needs further investigation.  
2.4 DEM grain-based approach 
The grain structure of crystalline rocks has an inevitable impact on the macroscopic failure 
behaviour, including strength, deformability, and cracking pattern. Phenomenologically, the 
brittle failure of polycrystalline rock is the results of cohesion degradation and frictional 
response at the microscopic level, which contributes to the strength of intact crystalline rock at 
the macroscopic scale (Hajiabdolmajid et al. 2002).  The microstructure of polycrystalline rock, 
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and its effect on the microscopic damage mechanism and the macroscopic material response 
can be studied by using different experimental approach. Many scientists experimentally 
investigated the mechanisms involved in the brittle failure behaviour of crystalline rocks (Brace 
and Bombolakis 1963; Brace et al. 1966; Nicksiar and Martin 2014; Tapponnier and Brace 
1976; Tuğrul and Zarif 1999). The laboratory techniques for failure characterisation of 
polycrystalline rocks are necessary; however, experimental approach requires sophisticated 
testing apparatus, careful sampling and material preparation, and complicated data processing, 
which is generally expensive and time-consuming.  
A viable complement alternative to the experimental methods is offered by computational tools 
such as DEM. The DEM has received great attention in recent years as it has been augmented 
with a grain-based framework, which is capable of mimicking the mechanical behaviour of 
minerals. In order to accurately simulate the failure behaviour of brittle rock, a sufficient 
number of DEM particles at grain scale is required (Potyondy 2015). The grain-based model 
(GBM) has proved to be a promising tool to reproduce the fracture behaviour of polycrystalline 
rocks with a close agreement to the physical data (Bahrani and Kaiser 2016; Bahrani et al. 
2014; Bahrani et al. 2011; Bewick et al. 2014c; Hofmann et al. 2015a; Hofmann et al. 2015b). 
The GBM refers to representing the grain microstructure of polycrystalline rock using a 
polygonal structure (Zhang and Wong 2018). The microstructure generation techniques such 
as Voronoi tessellation enabled GBM to reproduce polygonal elements as a counterpart of 
crystalline minerals, which facilitate the modelling of polycrystalline rocks. PFC2D offers a 
grain-based framework known as PFC-GBM that can realise the polycrystalline nature of rock 
specimen. The parallel-bond model (PBM) (Potyondy and Cundall 2004), and the smooth joint 
model (SJM) (Itasca 2016) are the most common contact models used in PFC-GBM research 
(Bahrani et al. 2014; Hofmann et al. 2015a; Potyondy 2010a) to simulate the fracture behaviour 
of crystalline rocks. Recently, Zhou et al. (2019) employed the flat-joint model (FJM) to mimic 
the cracking behaviour of intra-grain contacts.  
The contact models used in the recent PFC-GBM studies are given Table 2.4. The FJM, PBM, 
and SJM are incapable of reproducing the gradual softening response at the contact level. In 
fact, in PBM and FJM, when the contact forces exceed the bond strength, bond-break occurs, 
which results in an abrupt reduction of contact forces to zero (Potyondy and Cundall 2004). 
Similarly in SJM, while the contact is broken in tension, both normal and shear forces reduce 
abruptly to zero (Itasca 2016). If SJM contact is in the shear state, a frictional force-
displacement response with zero dilation is resulted (Itasca 2016). Therefore, neither PBM nor 
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SJM can exhibit a cohesive softening response after the yield limit. Notice that using PBM and 
SJM as GBM contact models may demonstrate satisfactory match with the physical specimen 
(e.g. Hofmann et al. (2015a), Bahrani et al. (2014), and Liu et al. (2018)), and can still be 
employed in GBM studies. However, augmenting the force-displacement laws of the PBM and 
SJM with a gradual softening response, which observed in the experimental tests 
(Hajiabdolmajid et al. 2002; Morgan et al. 2013), allows us to achieve a more realistic 
phenomenological constitutive model for simulating the cracking response of crystalline rocks.   
To the best author’s knowledge, no comprehensive GBM study considered the effect of rock 
joint on the fracture behaviour of polycrystalline rocks. It is, therefore, necessary to understand 
the influence of surface roughness and boundary condition on the asperity damage mechanism 
of brittle rock at mineralogical scale. The research on the influence of rock texture on the 
macroscopic behaviour of polycrystalline rocks is limited to intact rock (Hofmann et al. 2015a; 
Peng et al. 2017). Therefore, it is necessary to carry out a more comprehensive GBM study to 
investigate the influence of grain size on the macroscopic fracture and mechanical behaviour 
of pre-cracked polycrystalline rocks.  
Table 2.4 The recent PFC-GBM studies 
Author(s) Research focus Contact models 
Hofmann et al. 
(2015a) 
Investigating the influence of mineralogical 
factors on mechanical and fracture 
behaviour of Aue granite 
PBM: intra-grain 
SJM: inter-grain 
Bahrani et al. (2014) Simulation of the laboratory response of 
both intact and granulated marble 
PBM: intra-grain 
SJM: inter-grain 
Bewick et al. (2014c) Studying the rupture characteristics of non-
jointed intact rock 
PBM: intra-grain 
SJM: inter-grain 
Liu et al. (2018) Investigating the influence of heterogeneity 




Peng et al. (2017) Studying the influence of particle and grain 
size on the mechanical and fracture 
behaviour of polycrystalline intact rock 
PBM: intra-grain 
SJM: inter-grain 








In summary, this chapter has reviewed the previous laboratory and numerical studied related 
to the following topics: 
1- The shear performance of bolted rock joints subjected to shear load and combined pull-
shear load. 
2- The effect of CNL and CNS condition on the shear behaviour of bolted rock joints. 
3- The shear behaviour of the bolt-grout interface.  
4- The influence of surface roughness on the shear behaviour of rock joints. 
5- The shear behaviour of infilled rock joint. 
6- The simulation of polycrystalline rock using PFC-GBM approach. 
A summary is given below: 
1- The most common methods for studying the shear behaviour of bolted rock joints are 
reviewed and their shortcoming is discussed. It is mentioned that the understanding of 
the shearing mechanism of bolted rock joints under CNS condition requires further 
investigation. 
2- It is highlighted that the current laboratory investigations on bolted rock joints ignore 
the combined pull-shear load. It is also discussed that the optimum pre-tension load at 
which the bolted rock joint exhibit its maximum shear strength should be identified 
during rock bolt testing. This is a critical parameter in the field, which allow the 
engineers to come up with an effective bolting design scheme and prevent the possible 
roof collapse.  
3- The literature review revealed that the current DEM-based interface constitutive models 
require further improvement to reproduce the gradual softening response of the bolt-
grout interface effectively. It is necessary to achieve an accurate pre-tension stress level 
during the pull-out test. 
4- The current empirical rock joint models suffer from an accurate prediction of rock joint 
shear behaviour due to neglecting the asperity damage and geomorphological 
characteristics of rock joints. The review of numerical studies revealed that DEM 
approach is a promising tool for capturing the shear behaviour of rock joints. It is also 
concluded that the current DEM approach needs to be augmented with a softening 
model to prevent abrupt breakage of bonded contacts at the onset of failure.  
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5- In previous DEM modelling of rock joints, the effect of microstructural properties of 
polycrystalline rock was ignored. It is discussed that the asperity damage mechanism, 
which is controlled by grain crushing at mineralogical scale, can be captured by GBM 
approach. It is also concluded that the influence of surface roughness and CNL and 
CNS conditions on the asperity damage mechanism of jointed polycrystalline rocks 
require further investigation. 
6- The review of current empirical models showed that they depend on many empirical 
ratios and parameters for predicting the shear behaviour of infilled rock joints. These 
empirical factors are hard to be accurately measured or even controlled in the 
laboratory, and thus increase the level of uncertainty during design. The previous DEM 
studies neglect the cohesive response of infill (e.g. in the case of clay-infilled rock 
joint). The applicability of the cohesive model in reproducing the shear behaviour of 
infilled rock joints has not been studied in the literature. As a result, further 
improvement and validation are still needed. 
7- The previous studies highlighted the importance of discontinuities (e.g. defects, pre-
existing cracks, and etc.) on the mechanical behaviour of polycrystalline rocks. The 
literature review also mentioned that the microstructural properties (e.g. grain size) play 
an essential role in the fracture behaviour of polycrystalline rocks. Therefore, a 
comprehensive study is required to further investigate the effect of rock texture on the 
macroscopic response of pre-cracked granite.   
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3 Chapter 3: Discrete element based cohesive model 
3.1 Rock mass numerical modelling 
Advanced numerical techniques have been widely employed by many scientists since the 
1960s. Numerical simulations have the potential to augment our understanding of various 
failure mechanisms of rock. Once it is accurately calibrated, a numerical framework can 
perform as a virtual laboratory that can be applied to investigate the influence of various 
parameters on the mechanical behaviour of rock specimens. Numerical modelling has the 
capability to replicate an extremely arduous laboratory process, or it can be adapted to conduct 
numerical experiments, which are impossible in the laboratory environment (e.g. Zhao (2013)). 
In rock mechanics and mining engineering, the numerical approach can be used to modelling 
of rock mass failure response to engineering practices in various field environments, leading 
to an enhanced comprehension of damage process and hence enabling the mining engineers to 
come up with a coherent design procedure.  
Rock mass is defined as a Discontinuous, Inhomogeneous, Anisotropic, and Non-Elastic 
(DIANE) (Harrison and Hudson 2000). “Material conceptualization” is the essential part of 
every computational method, which can explicitly or implicitly reproduce the mechanical 
behaviour of rock discontinuities (Jing 2003). There are two different categories of numerical 
methods defined in the literature based on conceptualization and simulation of the mechanical 
and deformation behaviour of jointed rock mass: continuous, and discontinuous models (Jing 
2003). Hybrid continuum/discontinuum models also can be used as an alternative when the 
application of other method is restricted. The widespread numerical techniques that can be used 
in rock engineering problems can be classified as (Jing 2003): 
 Continuum methods: finite element method (FEM), finite difference method (FDM) 
and boundary element method (BEM) 
 Discontinuum methods: discrete element method (DEM), discontinuous deformation 
analysis (DDA) and discrete fracture network (DFN) methods 
 Hybrid methods: hybrid FEM/BEM, hybrid BEM/DEM, hybrid FEM/DEM and other 
hybrid models. 
The mechanical behaviour of discontinuities (e.g. rock joints, faults, etc.) can be simulated by 
discontinuous models, while the deformability and failure behaviour of rock can be considered 
as a continuous medium. The selection of appropriate methodology for simulating a rock 
engineering problem highly depends on the size and scale of the project (Bobet et al. 2009).  
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Fracture system geometry is another essential parameter that can influence the choice of 
numerical technique (Jing 2003). In Figure 3.1, the alternative methods for various fracturing 
condition in a typical rock mechanics problem is illustrated. When no fracture is involved in 
the problem or the rock mass is highly fractured, the continuum approach can be used for 
simulating purposes (Figure 3.1a). In the case of a highly fractured medium, a set of equivalent 
continuum properties obtained through homogenization process should be considered 
(Figure 3.1d). The continuum method can be adopted in the case of no fracture opening and no 
complete rock block formation (Figure 3.1b). The discontinuous models can be used when the 
separated rock blocks are observable, and the number of fracturing systems is too large to be 
modelled by a continuum approach (Figure 3.1c).  
 
Figure 3.1 Various field circumstances that influence the selection of 
numerical models (Jing 2003). (a) Continuum model. (b) Either 
continuum model with fracturing system or discontinuous method. (c) 
Discontinuous method. (d) Continuum model with equivalent properties  
 
It should be noted that modelling highly fractured rock mass requires high-performance 
computational system, as otherwise, the modelling process would be extremely time-
consuming. While using a discontinuous approach in such circumstance may provide a 
reasonable outcome, it is somewhat restrictive to adopt a computationally demanding method 
for reproducing the rock mass behaviour in rock engineering design. The remedy, however, is 
to employ hybrid methods or multiple code processing techniques in practice. For instance, 
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Lorig and Brady (1984) proposed a numerical framework by which the far-field rock could be 
simulated using the BEM, and the near-field rock could be characterized by a series of discrete 
element blocks formed due to the interaction of rock joints. Their hybrid BEM-DEM is 
presented in Figure 3.2.  
 
Figure 3.2 Hybrid method for simulating the stability of an underground 
opening excavated in a discontinuum media. DEM is used for the near-
field zone, and BEM for the far-field area (Jing 2003).   
 
3.2 Distinct element method 
The distinct element method (DEM) has been a promising, widely used computational 
technique in rock mechanics for many years. Three main characteristics are considered in DEM 
simulations, namely: representation of contact between two DEM particle (or element), solid 
material representation, and detection of newly emerged contacts throughout the computational 
process (Cundall and Hart 1992). At every computational time-step, the mechanical properties 
of rigid DEM elements (e.g. position, velocity, and contact force) is updated according to 
Newton’s second law as well as the force-displacement law (Zhao 2017).  
Cundall (1971) developed the DEM to numerically simulate the progressive displacement of 
rock blocks in a 2D approach. In 2D modelling, PFC2D and UDEC and in 3D modelling 
PFC3D and 3DEC are the most popular computer codes. UDEC and 3DEC were originally 
developed to simulate the mechanical behaviour of discontinuities by improving the ability of 
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the original Cundall’s work. An internal finite element analysis is implemented in these codes 
to account for the deformability of discrete elements (i.e. rock blocks). 
3.2.1 Influence of scale in DEM 
In general, DEM modelling can be employed to simulate both large scale structures (e.g. 
underground tunnels, mining roadways, etc.), and laboratory scale testings (e.g. direct shear 
test). In Figure 3.3, the numerical simulations using commercial DEM codes (UDEC and 
PFC2D) are depicted. In 2D, general concave or convex polygons can be constructed to 
represent discrete elements, with a finite number of straight edges (Jing 2003). The rock blocks 
in large scale simulations (i.e. Figure 3.3a), are formed due to the interaction between 
individual fractures. Fracture systems in large scale simulations can be either generated 
individually or by a random fracture generator that requires geometrical properties of rock 
joints (e.g. dip, dip direction, spacing, etc.). The deformation behaviour of rock blocks in large 
scale problem can be achieved by dividing the area of the polygons to zones. This process is 
known as mesh generation in DEM. An example of constant strain triangles in 2D is illustrated 
in Figure 3.4. A rock joint constitutive model is required to be assigned on the contacts between 
discrete elements to replicate the mechanical and shear behaviour of highly jointed medium. 
Therefore, in order for the numerical model to become realistic, the factors influencing the 
shear behaviour of rock joint should be incorporated in the constitutive relationships.  
 
Figure 3.3 Influence of scale in DEM simulations a) A tunnel excavated 
in highly jointed rock mass simulated in UDEC, b) DEM direct shear 




Figure 3.4 An example of mesh generation in DEM large scale 
simulation. 
 
Simulating laboratory condition in DEM is rather different. PFC2D is a common DEM code 
that can be used to generate synthetic rock specimens for laboratory scale testing. Different 
boundary conditions can be assigned on the numerical specimens to simulate any desired 
experiment. In laboratory scale simulations, DEM particles should be bonded together via a 
system of spring with shear and normal stiffnesses, thus allowing transmission of force within 
DEM balls (Lisjak and Grasselli 2014). In Figure 3.3b and c, an example of a particle assembly 
generated in PFC2D is depicted. Each individual DEM particle can interact with its 
neighbouring counterpart via contacts. In such DEM framework, a contact constitutive model 
that accounts for the phenomenological response of the material should be assigned on the 
contacts. For instance, in Figure 3.3b and c parallel bond model (PBM) (Potyondy and Cundall 
2004) is employed. Figure 3.5 illustrates a set of DEM particles bonded together using PBM.  
It can be seen from Figure 3.3b and c that surface roughness and irregularities of rock joint can 
be incorporated in DEM simulations. In such modelling, an additional constitutive model is 
required to mimic the mechanical behaviour of the interface between two rock blocks. This 
was achieved by developing the smooth-joint model (SJM) (Pierce et al. 2007) which performs 
as an interface contact constitutive model allowing the DEM particles to overlap and pass 
through each other instead of restricting them to move around one another (Bahaaddini et al. 
2013).   
Although there is no restriction in the model size for large scale simulations, an effective zone 
around the underground excavation is required to be defined to avoid extra computations. In 
small scale simulations, depending on the microstructural approach followed in model 
construction, the size of the model can be reduced as far as the macroscopic behaviour of the 




Figure 3.5 Illustration of DEM particles and their contacts: parallel bond 
constitutive model is assigned on the contacts (Cho et al. 2007). 
 
3.3 DEM background for modelling cohesive materials 
The DEM was firstly proposed by Cundall and Strack (1979) to study the mechanical behaviour 
of granular materials. The cohesive materials can be simulated as an assembly of rigid balls 
moving and interacting with each other at their contacts. A brief DEM background is presented 
in this section to show how a cohesive contact model can be incorporated in DEM to simulate 
the mechanical behaviour of the cohesive materials. The following sub-sections (1-1 and 1-2) 
can also be found in Potyondy and Cundall (2004), Nguyen et al. (2017a), and Nguyen et al. 
(2017b) and more comprehensively in Itasca (2016). 
3.3.1 Law of motion 
In DEM simulations, the governing equations are based on Newton’s second law of motion. 
The resultant forces and moments acting upon a rigid particle can be described by two distinct 




 ?⃗?𝑖 = 𝑚𝑖(?⃗⃗?𝑖 − ?⃗?) 
 ?⃗⃗⃗?𝑖 = ?⃗⃗?𝑖𝐼𝑖 
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where 𝑖 denotes the order of particles in a particle assembly;  ?⃗⃗?𝑖 is particle acceleration, 𝜔𝑖 is 
the rotational velocity of particle; 𝐼𝑖 is the inertia tensor;  ?⃗?  is the body force acceleration 
vector (e.g., gravitational loading); and 𝐹𝑖 and 𝑀𝑖 are the resultant force and moment, 
respectively. The vectorial summation of all forces and moments acting upon a particle can be 





where 𝑟𝑖𝑗 is the distance from the centre of particle i-th and the contacting point of particle i-
th. 𝐹𝑖𝑗
𝑛 and 𝐹𝑖𝑗
𝑠  are the normal and shear forces in the local coordinate system of the contact 




 are the forces and moments applied on 
the particle i-th. The resultant forces and moments are illustrated in Figure 3.6a. Figure 3.6b 
illustrates the interactions between DEM particles in both force-displacement and stress-
displacement forms. 







𝑠 ) +  ?⃗?𝑖
𝑎𝑝𝑝
 









Figure 3.6 Graphical illustration of DEM. (a) Force and moments acting 
upon a DEM particle (Modified from Nguyen et al. (2017a)). (b) 
Interaction between bonded contact: (I) force-displacement form, and 
(II) stress-displacement form. 
 
The equations of motions in DEM are dynamic-based accumulating kinetic energy in the 
system during the numerical simulation. In the DEM codes used in the present study (PFC2D) 
mechanical damping and local damping are considered to dissipate the dynamic energy. The 
same approach suggested by Potyondy and Cundall (2004) was adopted in this research to 
dissipate the kinetic energy and damp out the resulting acceleration of particles. The damping 
force and moment applied to each particle are proportional to the total forces and moments and 
can be added to the equation of motions such that the damped equations can be calculated as: 
(3.5) 
(3.6) 
where 𝛼 is a nondimensional parameter known as global damping coefficient. A global 
damping of 0.7 is suggested to be sufficient in DEM (Potyondy and Cundall 2004) for 
 ?⃗?𝑖
𝑑𝑎𝑚𝑝 = −𝛼(?⃗?𝑖 + 𝑚𝑖?⃗?)𝑠𝑖𝑔𝑛(?⃗⃗?𝑖) 
 ?⃗⃗⃗?𝑖
𝑑𝑎𝑚𝑝 = −𝛼?⃗⃗⃗?𝑖𝑠𝑖𝑔𝑛(?⃗⃗?𝑖) 
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dissipating the kinetic energy and remaining under quasi-static equilibrium condition during 
the numerical simulation.  
3.4 Constitutive relationships 
In DEM simulation, the macroscopic failure behaviour is controlled by the contact constitutive 
models. Hence, the failure characteristics of the material, i.e. gradual softening, must be 
appropriately incorporated in the contact model.  
We developed a new cohesive constitutive model for this study, for simulating the failure 
behaviour of intra-grain contacts in DEM codes. There are a number of cohesive models 
available in the literature (Le et al. 2017, 2018; Nguyen et al. 2017a; Nguyen et al. 2017b) that 
can be used as contact models in DEM. However, this study makes an effort to reduce the 
number of micro-mechanical parameters that need to be incorporated into the cohesive model. 
This allows its users to alleviate the complexity of calibration because fewer micro-mechanical 
parameters need to be calibrated. Additionally, by reducing the number of micro-mechanical 
parameters, and by increasing the simplicity of the computational algorithm, we made the 
numerical simulations more time-efficient.  
The relative displacement 𝒖(𝑢𝑛, 𝑢𝑠) of the contacts is decomposed into elastic and plastic 
components, to account for reversible and irreversible displacements in the contacts: 
 
(3.7) 
The normal and shear stresses are linked to the relative displacements of the contacts between 
two particles, and can be calculated as follows: 
(3.8) 
(3.9) 
where 𝜎𝑛 and 𝜎𝑠 are normal and shear stresses in the bonding contacts; 𝑢𝑛 and 𝑢𝑛
𝑝
 are the total 
and plastic normal displacements; 𝑢𝑠 and 𝑢𝑠
𝑝
 are the total and plastic shear displacements; 𝑘𝑛
0 
and 𝑘𝑠
0 are the normal and shear stiffnesses, respectively. 
3.4.1 Yield criterion and flow rule 
In the cohesive mode, a yield criterion is necessary to determine the stress states under which 
the contact failures occur, and plastic displacement starts to accumulate. In order to model the 
 𝒖 = 𝒖𝑒 + 𝒖𝑝 
 𝜎𝑛 = 𝑘𝑛
0(𝑢𝑛 − 𝑢𝑛
𝑝) 





contact failure under mixed-mode conditions, a simple yield function that allows the strength 
and friction of the contacts to be chosen independently is considered. To satisfy this 
requirement, and keep the model as simple as possible, the following yield function is 
proposed: 
(3.10) 
where 𝜇 is the friction coefficient of the contact, and 𝐶 is defined as follows: 
(3.11) 
In Eq. 3.11, 𝐶0 is the initial cohesion of the contacts, 𝜅 is the softening parameter, and 𝑢𝑝 is 
the accumulated plastic displacement of the contact that can be calculated from its increments: 
(3.12) 
 
In this study, a damage parameter (0 ≤ 𝐷 ≤ 1), used to measure the level of the contact’s 
deterioration, is defined as: 
(3.13) 
 
Note that the softening parameter may not imply a physical meaning. The parameter must be 
incorporated in the relationships to simplify the model (Nguyen et al. 2017a; Nguyen et al. 
2017b). Later, in DEM simulations, the damage parameter (𝐷) can be monitored for each 
contact. It can be illustrated graphically to evaluate the state of damage in the numerical system. 
𝐷 = 0  shows that the contact is fully bonded, and 𝐷 = 1  shows that the contact has completely 
failed. The model’s behaviour in modes I and II is illustrated in Figure 3.7.  The linear, elastic 
portion of the stress-displacement curves defines the contact behaviour before failure, followed 
by a non-linear stage that represents contact softening that occurs due to the progressive 
degradation of cohesion.   
During DEM simulations based on particle sliding, the dilation effect can be achieved. 
However, the circular shape and microstructural features of the particles are not analogous to 
physical materials, so that obtaining the same physical dilative response at the contact level is 
an arduous task. Therefore, for DEM modelling, a dilatancy parameter is necessary to account 
for the dilation effect of the material at the mesoscale. Considering a flow rule including a 
 𝐹(𝜎𝑛, 𝜎𝑠, 𝐶) = 𝜎𝑠 + 𝜇𝜎𝑛 − 𝐶 = 0 








𝐷 =  
𝐶0 − 𝐶
𝐶0





dilatancy parameter enables us to follow the rigorous procedure of developing the model using 
the framework of plasticity theory. In this regard, a non-associative flow rule was defined as 
follows: 
(3.14) 
where 𝛽 is the dilation coefficient. Consequently, the flow rule of incremental displacement 




where 𝑑𝜆 ≥ 0 is the plastic multiplier. 
A semi-implicit algorithm is used to update the stress in the case of the contact’s inelastic 
behaviour. Following this algorithm, a trial stress state is used to check if inelastic behaviour 
takes place, indicated by 𝐹𝑡𝑟𝑖𝑎𝑙 = 𝐹(𝜎𝑛
𝑡𝑟𝑖𝑎𝑙 , 𝜎𝑠
𝑡𝑟𝑖𝑎𝑙 , 𝐶) > 0, where the trial stresses are: 
(3.17) 
(3.18) 
In which the trial stress increments are calculated as: 
(3.19) 
(3.20) 
A Taylor expansion at the trial stress state gives: 
(3.21) 
 
From Eqs. 3.11, 3.16, and 3.17, we will have: 
(3.22) 
 















𝑡𝑟𝑖𝑎𝑙 = 𝜎𝑛 + 𝑑𝜎𝑛
𝑡𝑟𝑖𝑎𝑙 
 𝜎𝑠

























































𝑐 are corrective normal and shear stresses, respectively.  




Figure 3.7 Stress-displacement behaviour of the proposed cohesive 
contact model in a) Mode I, and b) Mode II. 
 






































































 𝑑𝜎𝑛 = 𝑑𝜎𝑛
𝑡𝑟𝑖𝑎𝑙 + 𝑑𝜎𝑛
𝑐 






3.5 The smooth-joint model 
The smooth-joint model simulates the micro-cracking behaviour of an interface in PFC 
software (Itasca 2016). The smooth-joint constitutive model is assigned to the DEM particles 
lying on the opposite side of the interface. The DEM particles intersected by this model are 
allowed to overlap and pass through one another. Figure 3.8 illustrates the performance of 
DEM particles intersected by the smooth-joint model. The orientation of the interface 
(Figure 3.8) in 2D is defined as the unit normal vector acting on the interface (Itasca 2016): 
(3.29) 
where 𝜃𝑝 is the dip angle of the interface. ?̂?𝒄 in Figure 3.8 is defined as the unit normal vector 
of the contact between two adjacent DEM particles. The smooth-joint interface consists of two 
coincident surfaces (shown as surface 1 and 2 in Figure 3.8). If and only if ?̂?𝒋. ?̂?𝒄 ≥ 0, then 
particle 2 lies in surface 2. The strength of smooth-joint contact mode is defined by the tensile 
strength, cohesion, and friction angle. When a smooth-joint contact fails (either in tension or 
shear), the contact maintain a residual strength defined by the smooth-joint friction coefficient. 
The details about updating the smooth-joint model force-displacement law for a bonded joint 
can be found in the manual of PFC2D (Itasca 2016). By employing the smooth-joint model, 
the existing bond between two DEM particles are removed and a set of elastic springs are 
assigned over a rectangular-shaped cross section. The cross sectional area of the smooth-joint 
model can be calculated as (Itasca 2016):  
(3.30) 
where 𝑡 and ?̅?𝑠𝑗 are the thickness (𝑡 = 1.0) and radius of smooth-joint model cross-section, 
respectively. Note that ?̅?𝑠𝑗 = 𝜆𝑟
𝑠𝑗
𝑚𝑖𝑛(𝑅1, 𝑅2), where 𝑅1 and 𝑅2 are particles radii, and 𝜆𝑟
𝑠𝑗
 is 
radius multiplier which is usually taken as 1.0. 
 ?̂?𝑗 = (sin 𝜃𝑝 , cos 𝜃𝑝) 




Figure 3.8 The smooth-joint model application in PFC2D (modified 
from (Itasca 2016)). 
 
The constitutive relationships of the smooth-joint model was comprehensively described by 
Itasca (2016). A summary of the model behaviour can also be found in (Bahaaddini et al. 2013). 
The smooth-joint force is resolved into normal and shear forces as follows: 
(3.31) 
The normal force is updated as follows: 
(3.32) 
(𝐹𝑛)0 is the smooth-joint normal force at the beginning of the timestep, 𝑘𝑛
𝑠𝑗
is the normal 
stiffness,  𝐴𝑠𝑗  is the bond cross-sectional area, and ∆𝛿𝑛
𝑒 is the normal displacement increment. 
The trial shear force can be calculated as: 
(3.33) 
where (𝐅𝐬)𝟎 is the shear force at the beginning of the timestep, 𝑘𝑠
𝑠𝑗
 is the shear stiffness, and 
∆𝛿𝑠
𝑒 is the shear displacement increment. The shear strength of the contact can be considered 
as 𝐹𝑠
𝜇
= −𝜇𝑠𝑗𝐹𝑛, where 𝜇
𝑠𝑗 is the friction coefficient of the contact. The micro-mechanical 
parameters that control the bond strength are tensile strength (𝜎𝑐
𝑠𝑗
) and cohesion (𝑐0
𝑠𝑗
). The 







). The force-displacement law for a bonded contact is illustrated in Figure 3.9. When the 
bond is not in tension, the shear force is limited by: 
(3.34) 
 
 F𝑡 = −𝐹𝑛?̂?𝑗 + Fs 


























If 𝐹𝑛 ≥ 𝜎𝑐
𝑠𝑗




𝐴𝑠𝑗  the contact is broken in shear mode, and the shear force of the 
contact is updated by Eq. 32 (Figure 3.9b).  
 
Figure 3.9 Force-displacement law in the smooth-joint model a) Normal 
force versus normal displacement, b) Shear force versus shear 
displacement (modified from (Itasca 2016)). 
 
3.6 Implementation of the proposed model in DEM codes 
The cohesive model in the present study was developed based on a generic plasticity 
framework. The constitutive relationships were developed based on stress and displacement of 
DEM contacts. The proposed cohesive model was implemented in C++ and compiled as a 
dynamic link library (DLL) files that could be loaded in PFC2D whenever needed. In the 
implementation algorithm developed in C++, the DEM forces were converted to stresses 
according to bond cross-sectional properties. This was necessary to measure the 𝐹𝑡𝑟𝑖𝑎𝑙 in every 
time-step. This implementation approach was successfully followed by other researchers (e.g. 
(Nguyen et al. 2017a; Nguyen et al. 2017b)). 
The bond cross-sectional area  (?̅? ) in two dimensional space is defined as (Itasca 2016): 
(3.35) 
where ?̅? is defined as: 
(3.36) 
 ?̅?  = 2?̅? 
 
?̅? = {
min(𝑅1, 𝑅2) , 𝑏𝑎𝑙𝑙 − 𝑏𝑎𝑙𝑙





𝑅1 and 𝑅2 are the radius of two adjoining particles that come into contact. Potyondy and 
Cundall (2004) proposed a deformability method, in which the normal stiffness of the contacts 
(𝑘𝑛
0) can be related to the elastic modulus of the contact (?̅?𝑐) as follows (Itasca 2016): 
(3.37) 
 
where 𝐿 can be determined as follows: 
(3.38) 
 




0⁄  was initiated to 
determine the shear stiffness of the contacts (𝑘𝑛
0(Hofmann et al. 2015a; Liu et al. 2018). In C++ 
algorithm the contact deformability method was adopted to obtain shear and normal stiffness 
of the contacts which were necessary to calculate 𝜎𝑛 and 𝜎𝑠 from Eqs. 3.8 and 3.9, respectively. 
The proposed cohesive model can be either employed as material contact model (e.g. rock and 
grout) or interface contact model (e.g. bolt-grout interface). The model was called a cohesive 
contact model (CCM) when it was used as a material model, and the microproperties of the 
model contained a subscript of CCM (e.g. 𝐶𝐶𝐶𝑀
0 ). We implemented the proposed model in the 
force-displacement law of the SJM to develop a cohesive interface model. The cohesive 
interface model was called cohesive smooth joint model (CSJM), and the microproperties of 
the model contained a subscript of CSJM (e.g. 𝐶𝐶𝑆𝐽𝑀
0 ). Notice that the rock joint interface 
behaviour was simulated using the SJM.  
The CCM and CSJM are separately solved in the simulations. In DEM modelling, the 
calculations alternate between the application of Newton’s second law to the DEM balls and a 
force-displacement constitutive model at the contacts. The motion of DEM particles is 
determined by Newton’s second law, while the constitutive model is used to update the contact 
forces arising from the relative motion of the balls at the contact locations (Itasca 2016). When 
updating the ball kinematics or when solving the constitutive laws at the contacts at a given 
time, each ball or each contact is processed independently, therefore any modification in the 









𝑅1 + 𝑅2, 𝑏𝑎𝑙𝑙 − 𝑏𝑎𝑙𝑙




contacts within the same iteration. Instead, any change in the system will potentially alter the 
model state for the next iteration.  In the GBM framework, the forces arising from the relative 
motion of inter-grain contacts are updated via the CSJM, while the forces arising from the 
relative motion of intra-grain contacts are updated via the CCM. 
 
In chapter 4, the CCM was employed to simulate the failure behaviour of the rock-like material 
and grout. The CSJM was used to mimic the shear behaviour of the bolt-grout interface. In 
chapter 5, the CCM was used to simulate the shear behaviour of infilled rock joints. In chapters 
6, 7, and 8, the CCM was employed as the constitutive model of intra-grain contacts. In chapter 
7 and 8, the SJM was used to simulate the cracking behaviour of inter-grain contacts. Notice 
that the aim of chapter 6 was to develop a cohesive GBM approach to reproduce the damage 
behaviour of polycrystalline rocks, thus the CSJM, as a cohesive interface model, was used to 
simulate the fracture behaviour of grain boundary contacts. In chapter 6, SJM was employed 
to simulate the shear behaviour of rock joint interface. 
3.7 Summery 
In this section, the mathematical formulation of the prosed cohesive contact model is 
introduced. The model is developed based on the principles of plasticity theory and damage 
mechanics. Only a single parameter is defined in the model (𝐶0) to control the contact strength, 
which reduces the complexity of the model formulation and hence makes the DEM simulations 
computationally efficient.  A commercial DEM software package, PFC2D software, is used to 
implement the model. The common approach for implementing the use-defined contact models 
in PFC is to develop the stress-return algorithm in C++, and compile the codes as a Dynamic 
Link Library (DLL) file. The DLL file can be executed whenever required during the 
simulation process. Two model frameworks, CCM and CSJM are developed in PFC2D. CCM 
can be used as material model (e.g. rock, concrete, and grout) and CSJM can be used to simulate 
the interface between two materials such as bolt-grout interface or grain boundaries in 
crystalline rocks. The main advantage of the proposed cohesive model over current contact 
models (e.g. PBM) is that it reproduces the cohesive response of the contact when the 
maximum contact strength is reached. This feature allows us to correctly simulate the 




4 Chapter 4: The performance of fully grouted rock bolts 
subjected to pull-shear load under CNS condition 
4.1 Introduction 
Fully grouted rock bolt has been widely used as a reinforcement element in underground 
mining due to its economic benefits and advancement in the bolt system technology. The 
installation of rebar bolts can remarkably increase the inherent shear resistance of fractured 
rock mass (Ma et al. 2017). The load transfer capacity of fully grouted rock bolts is largely 
controlled by the shear strength of bolt-grout interface and the mechanical interlocking between 
the grout and rock bolt ribs (Cao et al. 2014; Li et al. 2019a; Ma et al. 2017; Shang et al. 2018a). 
The field observations revealed that the failure of rock bolt occurs due to a combination of both 
pull-out and shear forces (Li et al. 2016c). The main difficulty in the experimental study of 
bolted rock joints involves undertaking combined pull-shear loads tests. The frequency of 
combined pull-shear tests is limited due to difficulty in experimental test setup and cost and is 
limited to non-jointed specimens. The pull-out force can enhance the shear resistance of the 
bolted rock joint. However, finding an optimum value of pull-out force at which the bolting 
system exhibits its ultimate performance is still an issue in the field. In-situ tests are relatively 
expensive and are usually employed to measure the pull-out capacity of rock bolts.  
Numerical modelling can provide a promising tool to investigate the shear behaviour of bolted 
rock joints. The DEM technique provides an opportunity for the user to incorporate the damage 
mechanisms into the force-displacement law of the contact to achieve a more realistic 
numerical framework. The actual surface roughness of rock joint can also be imported into 
DEM codes which allows the user to observe the asperity damage process numerically.  
The objective of this chapter is to investigate the effect of contributing parameters on the 
behaviour of a bolted rock joint subjected to combined pull-and-shear loading using DEM 
approach. For simulating the fracture behaviour of grout material and bolt-grout interface in a 
better way, the proposed cohesive model introduced in chapter 3 was employed. The proposed 
contact model was incorporated in the force-displacement law of the SJM to handle the 
cohesive behaviour of the bolt-grout interface. The proposed model was also used as a cohesive 
contact model to model the fracture behaviour of rock and grout materials. The capability of 
the proposed model to capture the fracture behaviour of grout and bolt-grout interface was 
validated by uniaxial compression, and direct shear tests. In addition, the proposed modelling 
method was employed to simulate the asperity degradation of idealised saw-toothed rock joints. 
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A comparison was made between experimental and numerical results to observe the accuracy 
of DEM simulations. To further demonstrate the potential of the proposed cohesive DEM 
framework for characterising the mechanical behaviour of bolted rock joints subjected to 
combined pull-shear load, a stepwise pull-shear test (SPST) scheme was developed by which 
the influence of pretension load, rib angle, and CNS boundary condition on the ultimate shear 
resistance of rock joint was investigated. The proposed cohesive modelling method and SPST 
approach provided new insight into the shear behaviour of bolted rock joints, which was an 
extremely arduous task to achieve in the laboratory.  
4.2 Calibration of the proposed cohesive DEM approach  
The microproperties introduced in chapter 3 have to be calibrated prior to comparing the results 
of the cohesive DEM framework with the experimental counterparts. The selection of an 
appropriate set of micro-properties is a necessary step in DEM simulation. The typical method 
for calibrating the micro-parameters in PFC-DEM is to employ the results of a uniaxial 
compressive test of a physical specimen and reproduce the macroscopic behaviour of the 
physical specimen (Bahaaddini et al. 2013; Gutiérrez-Ch et al. 2018). In the present study, it 
was necessary to use the laboratory results of rock-like and grout materials for calibration 
purposes. The details of mortar content and its physical properties can be found in the studies 
conducted by Oh et al. (2017) and Li et al. (2016e). The macroscopic properties of grout were 
taken from the experimental work of Shang et al. (2018a).  To calibrate the microproperties of 
SJM and CSJM, direct shear test and normal deformability tests on smooth interfaces were 
conducted in PFC2D. The model setup and boundary conditions in the calibration tests are 





Figure 4.1 Numerical test setup for the calibration process. (a) Uniaxial 
compression test. (b) Direct shear test (planar rock joint). (c) Normal 
deformability test (planar rock joint). 
 
4.2.1 Calibration of rock-like and grout-like materials 
In this subsection, we present the calibration of micro-mechanical parameters for rock and 
grout. Since the calibration procedure for both materials was similar, only the calibration 
procedure for rock-like material is described in detail. The same approach was followed for 
calibrating the micro-properties of the grout material.   
The dimension of a physical specimen for uniaxial compressive test was 100 in height and 40 
mm in width. The same dimensions were created in PFC2D. The minimum particle radius 
(𝑟𝑚𝑖𝑛) was chosen to be 0.25 mm, and the ratio of the maximum particle radius (𝑟𝑚𝑎𝑥) to 
minimum particle radius (𝑟𝑚𝑖𝑛) was considered to be 1.66. We employed the inverse calibration 
method to obtain the micro-mechanical properties of the cohesive model. These 
microproperties included 𝐶𝐶𝐶𝑀
0 , 𝜇𝐶𝐶𝑀, 𝛽𝐶𝐶𝑀, ?̅?𝑐,𝐶𝐶𝑀, 𝑘𝐶𝐶𝑀
∗ , and 𝜅𝐶𝐶𝑀, which needed to be 
selected in an iterative process to reproduce a desired numerical response that matched the 
physical properties obtained from the laboratory testing.  
In the present study, we employed the contact deformability method which is proposed by 
Potyondy and Cundall (2004) to calibrate ?̅?𝑐,𝐶𝐶𝑀. The first process involved matching the 
macroscopic Young’s modulus with its experimental counterpart. The linear elastic behaviour 
of the DEM specimen is controlled by ?̅?𝑐,𝐶𝐶𝑀  and 𝑘𝐶𝐶𝑀
∗ . We altered these two parameters to 
match the macroscopic Young’s modulus. Notice that, during the calibration of the linear 
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elastic stage the contact strength (𝐶𝐶𝐶𝑀
0 ) was considered to be high enough to avoid any possible 
damage in the specimen. The next step is to calibrate the Poisson’s ratio (𝜐) which is controlled 
by 𝑘𝐶𝐶𝑀
∗ . This parameter was calibrated in an iterative procedure with the first stage of 
calibration. Finally, the UCS of the model was reproduced by altering 𝐶𝐶𝐶𝑀
0 , 𝜇𝐶𝐶𝑀, 𝛽𝐶𝐶𝑀, and 
the softening parameter (𝜅𝐶𝐶𝑀). The strength of the cohesive contacts was controlled by 𝐶𝐶𝐶𝑀
0 , 
and the softening parameter (𝜅𝐶𝐶𝑀) controls the softening behaviour of the contacts during 
post-peak stage. The friction coefficient of the contacts (𝜇𝐶𝐶𝑀) also influences the strength of 
the contacts, which in the macroscopic scale can control the UCS of the model. Thus, 𝐶𝐶𝐶𝑀
0 , 
𝜅𝐶𝐶𝑀, and 𝜇𝐶𝐶𝑀 were chosen in to match the numerical UCS to the experimental observation.  
It should be mentioned that the dilation coefficient of the cohesive contacts (𝛽𝐶𝐶𝑀) is associated 
with the dilatancy angle of the bonds between cement bridges at the macroscopic scale, which 
is a local parameter and can only be measured using sophisticated laboratory observations. 
However, as an alternative approach proposed by Nguyen et al. (2017a), this micro-mechanical 
parameter can be calibrated by fitting it with the laboratory data (i.e. UCS test). We must 
emphasise that such local parameters are necessary to be incorporated in DEM based cohesive 
models to maintain the theoretical framework of plasticity theory (Nguyen et al. 2017a; Nguyen 
et al. 2017b).  According to Nguyen et al. (2017a) such local parameters can be assumed equal 
to their macroscopic counterpart, but a parametric study is required to examine how sensitive 
is macroscopic behaviour to this micro-property. Unfortunately, the macroscopic dilation angle 
of the experimental specimen was not available for this study (Oh et al. 2017). Therefore, to 
calibrate 𝛽𝐶𝐶𝑀, we used a value of 0.2 was assumed and a parametric study was conducted in 
which this parameter was varied. The results of parametric study revealed that the change in 
𝛽𝐶𝐶𝑀 has a negligible influence on the macroscopic response (i.e. the value of UCS). This 
calibration approach was successfully adopted by Saadat and Taheri (2019b). 
The calibrated micro-mechanical properties of the proposed cohesive model for rock-like 
material is given in Table 4.1, and the comparison between macroscopic numerical and 
physical response is provided in Table 4.2. The numerical simulation results are in an excellent 
agreement with the laboratory data, which means that the proposed DEM framework can 





Table 4.1 The calibrated micro-mechanical parameters used in the 
simulation of rock-like material 
?̅?𝒄,𝑪𝑪𝑴 (GPa) 𝒌𝑪𝑪𝑴
∗  𝑪𝑪𝑪𝑴
𝟎 (MPa) 𝜿𝑪𝑪𝑴 (𝒎
−𝟏) 𝝁𝑪𝑪𝑴 𝜷𝑪𝑪𝑴 
9.2 1.82 23.2 2.5×106 0.58 0.2 
 
Table 4.2 Comparison between macroscopic parameters obtained from 
the laboratory experiment (Oh et al. 2017) and DEM simulation 
 UCS (MPa) Young’s modulus 
(GPa) 
𝜐 
Experiment (Oh et 
al. 2017) 
46.3 14.9 0.2 
Numerical 46.1 14.8 0.2 
 
To calibrate the micro-mechanical properties of grout, we generate a DEM specimen with the 
size of 80 mm×40 mm, the same as the physical specimen used in the experiments. The 𝑟𝑚𝑖𝑛 
was set at 0.2 mm, and 
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛⁄  was 1.66. We used the same procedure mentioned above to 
calibrate the micro-mechanical properties of the grout. The calibrated parameters are listed in 
Table 4.3. Figure 4.2a illustrates a comparison of the axial stress-strain curves from both the 
laboratory testing and the DEM simulation using the proposed cohesive model. You can seen 
that the simulation results matched well with its experimental counterparts. Figure 4.2c 
illustrates a close-up view of the damage state of the contacts in a localized damaged zone. The 
softening behaviour of these contacts allowed us to obtain the macroscopic responses of the 
model. In particular, the gradual softening response of the specimen during the post-peak stage 
showed a good agreement with the laboratory results. The gradual softening response of the 
stress-strain curve at the macroscopic scale was the intrinsic result of the collective behaviour 
of bonded-cohesive contacts in the DEM specimen. In the pre-peak stage of the stress-strain 
curve, the force state of several cohesive contacts reached their yield limit. These contacts then 
began to soften, yet still being capable of carrying force. The progressive compressive loading 
of the specimen resulted in an increase in the number of these softened contacts (0.0 < 𝐷𝐶𝐶𝑀 <
1.0), which coalesced and linked together to form large macroscopic fractures. When the 
specimen reached its peak axial strength, the cohesion of several contacts was totally lost (𝐷𝐶𝐶𝑀 
= 1.0), but there were still some contacts in the localised zones that had a softening response 
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(damaged contacts, 0.0 < 𝐷𝐶𝐶𝑀 < 1.0). The overall response of these failed and damaged 
contacts resulted in a softening response of the specimen at the macroscopic level (post-peak 
stage). Nevertheless, Shang et al. (2018a) reported that the current built-in contact constitutive 
model in PFC (Flat-Joint model) was not capable of capturing such softening behaviour. In 
fact, the Flat-Joint model exhibited brittle behaviour in the post-peak stage (Figure 4.2a), 
because the brittle bond-break occurred in the contacts after they lost their strength (i.e. 
cohesion or tensile strength). These differences in the macroscopic behaviour highlight the 
need to take into account softening behaviour in the constitutive relationships of DEM contacts.  
The Poisson’s ratio of the grout material was not provided by Shang et al. (2018a). Thus, we 
calibrated the numerical model 𝑘𝐶𝐶𝑀
∗  was calibrated in such a way to obtain the best fit with 
the laboratory results (stress-strain curve and fracture pattern). The numerical Poisson’s ratio 
was measured to be 0.22. This calibration procedure was also followed by Shang et al. (2018a).  
Table 4.3 The calibrated micro-mechanical parameters used in the 





𝟎 (MPa) 𝜿𝑪𝑪𝑴 
(𝐦−𝟏) 
𝝁𝑪𝑪𝑴 𝜷𝑪𝑪𝑴 
Grout 4.35 1.9 18.0 2.5×106 0.48 0.22 






Figure 4.2 Calibration of the proposed model. (a) Comparison of the 
stress-strain curves from laboratory tests (Shang et al. 2018a) and DEM 
simulations. (b) Failure pattern of experimental specimens. (c) 
Macroscopic damage response of the numerical specimen with a close-
up view of a localised damage zone. 
 
4.2.2 Calibration of rock joint interface 
To mimic the mechanical behaviour of rock joint interface, the SJM was used in the present 
study. The laboratory results of normal deformability and direct shear tests were used to 
calibrate the microproperties of SJM. The normal stiffness of SJM (𝑘𝑛
𝑠𝑗
) was calibrated against 





friction coefficient (𝜇𝑠𝑗) of SJM were calibrated against the laboratory results of a direct shear 
test conducted on a planar rock joint. The experimental data provided by Oh et al. (2017) were 
used in the present study for the calibration purposes. Notice that the size of the specimen used 
in the laboratory investigation had a height of 100 mm and width of 100 mm. However, in the 
DEM simulations, the height of the specimens was reduced to 40 mm which had no significant 
effect on the macroscopic results but highly reduced the computational time. This approach 
was followed by others (e.g. Bahrani et al. (2014)), which made the DEM simulation more time 
efficient.  
The laboratory data obtained from normal deformability test of a smooth rock joint were used. 
This test involved loading of a sample with a side length of 100 mm including smooth rock 
joint and another intact specimen (Oh et al. 2017). According to the experimental approach 
conducted by Bandis et al. (1983), the closure of rock joint can be measured by calculating the 
difference between the total deformation of the jointed specimen and the same value gained 
from an intact specimen. Figure 4.3a illustrates the comparison between DEM results and 
laboratory data. It can be observed that SJM reproduced both the non-linear and linear portion 
of the normal deformability test with a close agreement.  
To calibrate 𝑘𝑠
𝑠𝑗
 and 𝜇𝑠𝑗values, the laboratory data obtained from the direct shear test of a 
planar rock joint under various normal stress magnitude were used. We set the calibration 
friction ratio (𝜇𝑠𝑗) as 0.9, which was equal to the value obtained from laboratory testing (Oh et 
al. 2017). To obtain the macroscopic, numerical friction coefficient, we plotted the maximum 
shear strengths against their corresponding normal stress magnitudes. The results are illustrated 
in Figure 4.3b. You can see that the SJM successfully reproduced the same macroscopic 
friction coefficient obtained from laboratory testing. Unfortunately, the experimental stress-
displacement curves were not available in the paper published by Oh et al. (2017). Gutiérrez-
Ch et al. (2018) suggested that, in the absence of experimental data, the normal-to-shear 
stiffness ratio can be obtained by assuming a value between 1 to 10. We used this approach in 
the present study to specify 𝑘𝑠
𝑠𝑗
. The numerical friction angle obtained from the numerical 
simulations (41°) (Figure 4.3c) showed a close agreement with the experimental counterpart 
achieved by Oh et al. (2017) (42°). The micro-mechanical parameters obtained during 
calibration of the smooth-joint model is given Table 4.4. The accuracy of the calibrated micro-
mechanical parameters is further validated by DEM direct shear tests conducted on idealised 
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rock joints, and in our comparison of the results with their experimental counterparts (see 
Section 4). 
 
Figure 4.3 Calibration of the SJM. (a) Comparison of normal 
deformability test results from experiment (Oh et al. 2017) and 
numerical simulation; (b) direct shear test results of a planar rock joint 
under different constant normal stresses; (c) the friction angle obtained 
from numerical results. 
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4.2.3 Calibration of bolt-grout interface 
In order to calibrate the micro-mechanical properties of the CSJM, we used the laboratory data 
obtained from direct shear and normal deformability tests. The numerical macroscopic shear 
and normal stiffnesses, and friction coefficient, were compared with their experimental 
counterparts. The laboratory data used for the CSJM calibration involved a rock bolt specimen 
without bolt ribs, which represents a planar interface (Shang et al. 2018a). The dimension of 
the numerical specimen was set to be the same as those of laboratory tests (80 mm × 24 mm). 
Notice that the 𝑟𝑚𝑖𝑛 in CSJM calibration tests were the same as those of used for the calibration 
of the grout’s micro-properties. The previously calibrated micro-properties (Table 4.3) 
obtained for the grout, were also used in direct shear tests. The assumption in the present study 
was to have no damage and deformation in the rebar bolt, since the uniaxial compressive 
strength and Young’s modulus of the steel are much larger in compression compared to grout 
material. Therefore, a high value of bond strength to avoid bond-breakage is sufficient (Shang 
et al. 2018a). The micro-properties of the rebar bolt were selected based on previous literature 
(Shang et al. 2018a), and are listed in Table 4.5.  
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The calibration procedure of CSJM miro-properties is described as follows: 
Firstly, a direct shear test under constant normal stress of 2 MPa was carried out, and the 
macroscopic shear stress-displacement curve of this numerical experiment was used as a basis 
for the calibration of the shear stiffness. The microscopic shear stiffness of the CSJM (𝑘𝑠,𝐶𝑆𝐽𝑀
0 ) 
was altered at this step to reproduce the best fit with the experimental shear stress-displacement 
curve (i.e. elastic stage).  Secondly, other direct shear tests were conducted but under higher 
normal stress magnitudes (4 MPa and 6 MPa), to calibrate 𝐶𝐶𝑆𝐽𝑀
0  and 𝜇𝐶𝑆𝐽𝑀. Notice that these 
two parameters control the peak shear strength in direct shear tests. At this stage, the softening 
parameter 𝜅𝐶𝑆𝐽𝑀 was also altered to reproduce the best post-peak behaviour. Note that we had 
no direct laboratory method to calibrate 𝛽𝐶𝑆𝐽𝑀. Therefore, we used a calibration similar to 𝛽𝐶𝐶𝑀 
(section 3-1),  𝛽𝐶𝑆𝐽𝑀 which was chosen because it reproduced the best fit with the experimental 
results.  
Figure 4.4 illustrates a comparison of shear stress-displacement curves from DEM and 
laboratory tests under different normal stress magnitudes. Note that at higher normal stress 
magnitudes (i.e. 4 and 6 MPa), an initial stress fluctuation was observed in the experimental 
data (Figure 4.4), which was due to a disconnection between the shear box and the grout 
material (Shang et al. 2018a). However, the shear stress-displacement curves (Figure 4.4) show 
that the numerical results are in a good agreement with the experimental data. The softening 
behaviour in the shear stress-displacement curves demonstrates the necessity of incorporating 
an exponential softening response in the contact constitutive relationships. In fact, unlike the 
rock joint interface which showed no cohesive behaviour, the grout-bolt interface exhibited a 
gradual softening response due to a progressive bond cohesion degradation between the grout 
and the bolt (Shang et al. 2018a; Yokota et al. 2018). The macroscopic shear stress-
displacement curves (Figure 4.4) show that by increasing the magnitude of the normal stress, 
the DEM specimens reproduced a more pronounced softening response, which we attributed 
to significant bond-break in the CSJM contacts. These numerical observations were in good 




Figure 4.4 Comparison of the direct shear test results from the laboratory 
experiment (Shang et al. 2018a) and DEM simulations using the 
proposed CSJM. 
 
As previously mentioned in section 3-2, it is common to calibrate the normal stiffness of the 
SJM against the results of normal deformability tests (Bahaaddini et al. 2013). We adopted the 
same approach for calibrating the normal stiffness of CSJM. To calibrate 𝑘𝑛,𝐶𝑆𝐽𝑀
0  a numerical 
deformability test was conducted on the planar grout-bolt interface and the outcome was 
compared with the laboratory results. Identical DEM specimens with and without a grout-bolt 
interface were generated, and tested uniaxially under compression. Notice that a horizontal 
velocity of 0.01 m/s, which was applied on the top of the specimens, was found to be sufficient 
for conducting the normal deformability test. The normal displacement and normal force of the 
numerical samples were recorded during the experiment. The normal deformation of the intact 
specimen (specimen without a grout-bolt interface) was subtracted from the normal 
deformation of the specimen that had a planar grout-bolt interface to estimate the macroscopic 
normal deformation of grout-bolt interface. The values of 𝑘𝑛,𝐶𝑆𝐽𝑀
0  were obtained by trial-and-
error, to match the numerical normal stress-displacement curve with the laboratory data. Notice 
that the normal deformability test was conducted using an iterative process with the direct shear 
tests to reach a good match with the experimental results in both tests. The numerical 
simulation was compared with its experimental counterpart and the results are illustrated in 
Figure 4.5. You can see that the axial normal stress of the grout-bolt interface increased linearly 
when the normal displacement increased. The normal stress-displacement curve in the DEM 
simulation, using the proposed CSJM, excellently matches with the laboratory curve 




Figure 4.5 Axial stress against the normal displacement of the planar 
bolt-grout interface in normal deformability tests: Comparison of the 
experimental data (Shang et al. 2018a) with numerical results using the 
proposed model. 
 
Table 4.5 The microproperties of the proposed CSJM used in the simulation of the bolt-grout 
interface 
4.3 Validation of the proposed DEM framework 
This section presents the simulation of idealised saw-toothed rock joints with different asperity 
angles, and bolt-grout interfaces with various rib angles, conducted to validate the calibrated 
DEM framework.  
4.3.1 The shear behaviour of idealised rock joints 
Oh et al. (2017) studied the dilative behaviour of idealised rock joints by conducting direct 
shear tests. The laboratory results obtained in their study were used in the present research to 
validate the numerical framework. Numerical specimens with base asperity angles of 20° and 
30° and wavelengths of 𝜆𝑅𝐽 = 25 𝑚𝑚 were generated in PFC2D, and tested under various 
normal stresses. The configuration of idealised rock joints can be found in Oh et al. (2017). 
The applied normal stress (𝜎𝑛
0) in the experimental observations (0.5, 2.0, 4.0 MPa) was based 




⁄ ) that is 1%, 5%, 10% 
ranging from low to high normal stress magnitudes (Oh et al. 2017). The servo-controlled 
mechanism was employed to apply the normal stress, and a horizontal velocity of 0.01 m/s was 
adopted in the direct shear tests.  
Figure 4.6a and Figure 4.6b illustrate the shear stress-displacement and normal-shear 
displacement curves obtained from DEM simulations. The numerical and experimental 
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asperity damages after 2.5 mm of shear displacement are illustrated in Figure 4.6c. The red 
lines in Figure 4.6c represent the micro-cracks, which were the result of bond-break in the 
cohesive contacts. The accumulation of micro-cracks is plotted graphically to illustrate the 
associated asperity degradation. You can see that under low confining pressure, the dominant 
shear mechanism of rock joints was asperity sliding. For numerical specimens with asperity 
angles of both 20° and 30°, at a normal stress of 0.5 MPa, when the maximum shear strength 
of the joints was reached, the models showed plastic behaviour, and a gradual sliding along the 
surface of rock joints was observed. The corresponding DEM models (Figure 4.6c) verified 
this behaviour, when no significant asperity degradation occurred in the numerical specimens. 
By increasing the normal stress magnitude from 0.5 to 4 MPa, more micro-cracks were initiated 
in the asperity areas for both 20° and 30° of the asperity angle (Figure 4.6c). The shear stress-
displacement curves (Figure 4.6a) show that after reaching peak shear strength, the numerical 
models produced a softening response, which was due to progressive asperity degradation. 
Under 4.0 MPa of normal stress, the asperity damage was more severe, which resulted in a 
more pronounced softening response. The numerical results also showed that the peak shear 
strength of the rock joints increased with an increasing inclination angle (Figure 4.6b).  The 
DEM simulations show that at 30°, the numerical specimens’ asperity degradation was more 
significant. We attributed this to its higher inclination angle because it increased the shear 
resistance of the rock joint (Figure 4.6c).  
Figure 4.6d illustrates a comparison between the peak dilation angle of the DEM models and 
their laboratory counterparts. As aforementioned, rock joints under low normal stress 
magnitude remained nearly undamaged throughout the shearing procedure, allowing the 
sawtooth asperities of the top block to slide up over the opposite one, and resulting in a higher 
normal displacement of the joints. By increasing the normal stress magnitude, more severe 
asperity damage occurred in the models, resulting in a significant reduction of rock joint 
dilation. The comparison graph (Figure 4.6d) also showed that the specimens with a 30° 
inclination angle displayed a higher relative dilation response. Figure 4.6c indicates a good 
agreement between the experimental and numerical asperity damage using the proposed 
cohesive DEM framework. The comparison between the DEM and laboratory results 
(Figure 4.6c and Figure 4.6d) demonstrates that the proposed DEM framework can successfully 






Figure 4.6 Direct shear test results from the laboratory experiment 
obtained by Oh et al. (2017) and DEM simulations using the proposed 
model: (a) and (b) Numerical shear stress-displacement and normal-
shear displacement curves for 20° and 30°of asperity angles, 
respectively; (c) asperity degradation of the laboratory experiment and 
DEM simulation; (d) peak dilation angle of the laboratory experiment 
and the DEM simulation.   
 
4.3.2 The shear behaviour of the bolt-grout interface 
Figure 4.7 illustrates the DEM specimen generated in PFC2D that represents a rock bolting 
system with a rib angle (𝛼) of 90°. The numerical specimen was comprised of two elements: 
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Mortar and rock bolt. The rock bolt was fixed, and we applied a horizontal velocity of 0.01 m/s 
to the edge of it during the direct shear test. We applied the normal stress on the top of the 
specimen (grout) using a servo-controlled mechanism.   
 
Figure 4.7 Numerical test setup for conducting a direct shear test on the 
bolt-grout interface (𝛼= 90°). 
 
Figure 4.8 illustrates the DEM simulation and experimental results. The numerical shear stress-
displacement curve using the proposed DEM framework matches excellently with the 
laboratory curve (Figure 4.8a). During the shearing process, the numerical specimen was 
shown to undergo four different stages, including linear elastic at the beginning of the test, a 
non-linear response before reaching the peak shear strength, a gradual softening behaviour 







Figure 4.8 Comparison of the direct shear test results from the 
experiment (Shang et al. 2018a) and DEM simulation using the 
proposed model. (a) The shear stress-displacement curve. (b) and (c) 
The fracture pattern in the numerical and experimental specimen (Shang 
et al. 2018a), respectively. (d) The microscopic damage response of the 
DEM contacts at a localised failure zone. 
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Figure 4.8b and Figure 4.8c illustrate the fracture pattern in the numerical and experimental 
specimens, respectively. The comparison indicates a good agreement between the laboratory 
and the numerical cracking response using the proposed DEM framework. The numerical 
model demonstrates both inclined and sub-horizontal cracks. During the shearing process, the 
coalescence of micro-cracks, which were the result of bond-break in the cohesive contacts 
(𝐷𝐶𝐶𝑀 = 1.0), generated larger macroscopic cracks. Figure 4.8b shows that the accumulation 
of micro-cracks between two ribs led to the failure of the grout material. This failure mode was 
also observed during the experimental test (Yokota et al. 2019), which is shown in Figure 4.8c.  
The damage response of the cohesive contacts after 3 mm of shear displacement is depicted in 
Figure 4.8d. You can see that some of the contacts performed elastically (𝐷𝐶𝐶𝑀 = 0.0), while 
others demonstrated a softening response (0.0 < 𝐷𝐶𝐶𝑀 < 1.0).    
4.4 The simulation of bolted rock joints subjected to combined pull-shear 
load 
This section presents an investigation of the influence of the combined pull and shear load. It 
employed the calibrated micro-properties, and studies the influence of pretension, the rib angle, 
and the CNS boundary condition. The setup of the numerical test explained in subsection 4.4.1. 
In subsection 4.4.2, the influence of the combined pull-shear load is described with a particular 
focus on the impact of the pretension load on the shear behaviour of the bolted rock joint. An 
investigation of the influence of the rib angle and the CNS condition is presented in subsections 
4.4.3 and 4.4.4, respectively. 
4.4.1 Numerical test setup  
Figure 4.9 illustrates the DEM specimen for conducting the combined pull-shear load test using 
a fully grouted rock bolt. Figure 4.9a shows the boundary condition used in DEM modelling 
of a bolting system including rock joint, rock bolt, and grout. We assumed a diameter of 5 mm 
for the rock bolt, and a thickness of 4 mm for the grout. To generate the numerical specimen, 
the DEM particles were divided into three different groups: Rock, rock bolt, and grout. The 
particle size of the rock bolt and the grout groups were the same as those used for the calibration 
of micro-properties (section 4.2.1). Similarly, the particle size for the group of rock was similar 
to particle sizes that were used for the calibration of rock-like material micro-properties in 
section 3-1. Notice that in the verification process (section 4.3.2), half of the rock bolt profile 
was modelled. However, in the combined pull-shear load experiments the full rock bolt profile 
needed to be simulated. The width of the numerical specimen was 100 mm, which was similar 
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to that considered for the validation of rock joint shear behaviour (section 4.3.1). The height of 
the numerical specimen was 80 mm, which is equal to the length of the rock bolt simulated in 
the verification process (section 4.3.2). To carry out the pull-out test, a group of DEM particles 
(gear group in Figure 4.9a) was subjected to a vertical velocity of 0.01 m/s. This velocity was 
equal to that of used in the simulation of the grout-bolt shear behaviour in section 4-2. We 
conducted the direct shear test by applying a horizontal velocity of 0.01 m/s on the top rock 
block (Figure 4.9a). The pull-out load induces a normal stress on the rock joint profile. The 
axial stress along the bolt-grout interface and the induced normal stress on the rock joint 
interface (𝜎𝑛
𝑖 ) were measured at different measurement circles, shown in Figure 4.9b and 
Figure 4.9c, respectively.   
 
 
Figure 4.9 The DEM experiment for conducting combined pull-shear 
loading test: (a) DEM test setup and boundary condition; (b) and (c) 
measurement circles for monitoring axial stress-displacement of the 




4.4.2 The pull out and shear mechanisms 
We established DEM simulations to investigate the influence of the combined pull-shear load 
on the shear behaviour of bolted rock joint. In the previous section (section 4.3.2), the 
interaction between the rock bolt and grout was studied using the proposed cohesive DEM.  
Chen and Li (2015b) studied the performance of fully grouted rock bolts subjected to pull-
shear loads. In their experimental research, the pull-out and shear loads were applied to the 
specimen at the same time, and the total force resulting from pull-and-shear loading was 
calculated to analyse the outcome of the laboratory tests. Notice that no rock joint was 
considered in their research. Following this approach, however, it is an immensely complicated 
task to understand the shear mechanism of bolted rock joints. The main reason for this is 
because the pull-out stress magnitude at which the highest normal stress is induced in the rock 
joint may or may not be reached using the method proposed by Chen and Li (2015b), which 
leads to an ambiguity in the results. We present an alternative, a stepwise pull-shear test (SPST) 
approach in this paper, in which the DEM direct shear tests are conducted at various pretension 
stress magnitudes. The proposed SPST approach enabled us to measure and compare the 
corresponding peak shear strength of the bolted rock joint at different pretension magnitudes. 
Thus, the performance of fully grouted rock bolts (i.e. the ultimate shear capacity of bolted 
rock joint) can be properly assessed.   
The fully grouted rock bolt was subjected to a pull-out load, while the rock joint was sheared 
horizontally. The rock joint had an average joint roughness coefficient (JRC) of 10.2, which 
was digitised and imported in PFC2D. This rock joint profile was previously generated by 
Bahaaddini (2014). The rib angle of the rock bolt was set at90°. According to the experimental 
research available in the literature, the pull-out test can be conducted either under zero or non-
zero confining pressure (Thenevin et al. 2017). In the present study, the numerical pull-out tests 
were conducted under zero confining pressure. This approach was followed by previous 
scholars investigating the influence of the surface configuration on the load transfer mechanism 
of fully grouted rock bolts (Aziz et al. 2006; Tao et al. 2017; Yazici and Kaiser 1992). The 
results of the numerical pull-out test are depicted in Figure 4.10. Figure 4.10a illustrates the 
axial stress-displacement response of the fully grouted rock bolt. The axial stress-displacement 
of the fully grouted rock bolt can be divided into four different stages (I to IV in Figure 4.10a). 
The 𝜎𝑛
𝑖  was also measured during the pull-out process, and the results are illustrated in 
Figure 4.10b. The corresponding force chain and damage responses of the specimen at the end 
of each stage are shown in Figure 4.10c and Figure 4.10d, respectively. Notice that force chain 
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represents the compression and tension forces along arrays of DEM contacts. The thicker black 
lines in Figure 4.10c indicate a higher contact force value. The red lines in Figure 4.10c exhibit 
the DEM contacts with tension forces, which are influenced by the applied pull-out load.  
Each stage in the stress-displacement curve (Figure 4.10a) is associated with a particular 
mechanism: 
I-The initial linear elastic response from the beginning of the pull-out test to point “o” was 
observed in stage I. At different stress magnitudes in this stage, we monitored the 
force chain and damage responses of the grout and bolt-grout interface contacts 
(“m”, “n”, and “o” in Figure 4.10c, d and e). You can see in these results that the 
magnitude of compression forces gradually increased around the ribs 
(Figure 4.10c). At the end of this stage (point “o”), the compression forces 
developed towards the rock joint (Figure 4.10c), leading to a significant increase in 
the magnitude of 𝜎𝑛
𝑖  (Figure 4.10a). During this stage, the number of yielding 
contacts increased, with a high concentration of damaged contacts observed in the 
bottom-half of the grout (“m”, “n”, and “o” in Figure 4.10d). You can see in 
Figure 4.10e that at points “m” and “n”, there were some softening contacts (0.0 <
𝐷𝐶𝑆𝐽𝑀 < 1.0) along the bolt-grout interface. With an increase in the axial strength 
of the bolt to point “o” (Figure 4.10a and e), these contacts were completely 
damaged (𝐷𝐶𝑆𝐽𝑀 = 1.0). However, there were still some contacts along the bolt-




















Figure 4.10 The numerical pull-out test results using the proposed 
model: (a) rock bolt axial strength versus rock bolt axial displacement; 
(b) induced normal stress on the rock joint interface versus axial 
displacement of the rock bolt; (c), (d), and (e) the force chain networks, 
the damage response of the cohesive contacts in the grout material, and 
the damage response in the bolt-grout interface contacts at various pull-
out stress magnitudes, respectively; (f) a close up view of the damage 
state of the cohesive contacts in the grout material after completing the 
pullout process.     
  
II-In this stage (from point “o” to point “p”), the axial stiffness dropped and the stress-
displacement curve exhibited a nonlinear response before the peak axial strength 
was reached (point “p”, Figure 4.10a). The rate of increase in the 𝜎𝑛
𝑖  dropped during 
this stage (Figure 4.10b), which we attributed to the progressive development of 
damage in the grout material (Figure 4.10d). The compression forces around the 
ribs and rock joint profile showed a slight increase at the end of this stage (point 
“p”, Figure 4.10c).  
III- The axial stress decreased in this stage. Initially, the axial stress tended to reduce 
steeply, but the rate of stress reduction gradually decreased after point “q” 
(Figure 4.10a). The 𝜎𝑛
𝑖  exhibited a gradual increase from peak axial strength (point 
“p”) to the end of stage III (point “r”) (Figure 4.10a). Although the damage response 
of the grout contacts showed a significant increase in the number of failed contacts 
(points “q” and “r” in Figure 4.10d; contact with colours other than blue), the 𝜎𝑛
𝑖  
exhibited a gradual increase during this stage. One possible reason for this is the 
mechanical interlock and frictional behaviour of the grout particles during 
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progressive pull-out loading, which may contribute to the increase of 𝜎𝑛
𝑖 . You can 
see in Figure 4.10b that the rate of increase in the magnitude of 𝜎𝑛
𝑖  during stage III 
was significantly lower than that in stage I. The compressive forces around the rock 
joint profile increased during this stage (points “q” and “r” in Figure 4.10c), which 
was consistent with the gradual increase in the 𝜎𝑛
𝑖  (Figure 4.10b). The damage 
response of the bolt-grout interface contacts also exhibited a significant increase in 
the number of damaged contacts (Figure 4.10d). This behaviour continued until the 
end of the pull-out procedure (Figure 4.10e). 
IV-   During the residual phase, the rate of decrease in the axial strength was dramatically 
reduced (stage IV, Figure 4.10a). The rate of increase in the 𝜎𝑛
𝑖   also declined 
gradually (Figure 4.10b). At the end of the pull-out test (point “s” in Figure 4.10c), 
the compressive forces in the specimen were mostly concentrated in the middle of 
the specimen, which we attributed to the severe bond-break at the upper and lower 
part of the grout (point “s” in Figure 4.10d). You can see from the damage response 
of the bolt-grout interface (point “s”, Figure 4.10e) that the majority of the interface 
contacts were fully damaged (𝐷𝐶𝑆𝐽𝑀 = 1.0) during this stage. 
To better demonstrate the damaged and softening contacts in the grout material, a close-up 
view of the cohesive contacts at the end of the pull-out test (point “s”) is depicted in 
Figure 4.10f. Observe that the majority of the contacts were fully damaged (𝐷𝐶𝐶𝑀 = 1.0), while 
very few contacts were in their softening stage (0.0 < 𝐷𝐶𝐶𝑀 < 1.0).  
After conducting the pull-out test, and obtaining the axial stress-displacement of the fully 
grouted rock bolt, the direct shear tests were carried out. The numerical observations 
(Figure 4.10a and b) showed that the pull-out force applied on the rock bolt induced a clamping 
effect on the rock joint’s surface, which in turn increased the normal stress of the rock joint. It 
was expected that an increase in the 𝜎𝑛
𝑖  would increase the shear strength of the rock joint. 
However, it is necessary when designing bolting systems to understand at which axial stress 
magnitude (shown in Figure 4.10a) the rock joint demonstrates the highest possible shear 
strength. To test this, we conducted a series of direct shear tests at each stress magnitude. The 
applied normal stress in the pull-and-shear test was set at𝜎𝑛
𝑡𝑜𝑡𝑎𝑙 = 𝜎𝑛
0 + 𝜎𝑛
𝑖 . The magnitude of 
𝜎𝑛
0 was 0.5 MPa. Therefore, the overall, applied normal stress on the rock joint interface was 
increased from point “m” (the minimum 𝜎𝑛
𝑖  in the group) to point “s” (maximum 𝜎𝑛
𝑖  in the 
group). The direct shear tests were conducted under CNL conditions; the influence of the CNS 
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condition is investigated in section 4.4.4. The numerical direct shear tests aimed to find the 
axial stress magnitude (i.e. pretension load) at which the rock joint produces the maximum 
shear strength. This helps to determine the optimum pretension loading during practical 
applications (i.e. in mining). 
Figure 4.11 illustrates the results of the numerical direct shear tests conducted on the bolted 
rock joint. Figure 4.11a shows the shear stress-displacement graphs, and Figure 4.11b depicts 
the maximum shear stress of the bolted rock joint against the total applied normal stress 
magnitude (𝜎𝑛
𝑡𝑜𝑡𝑎𝑙). The damage response of the numerical specimens at the end of the shearing 
process is also shown in Figure 4.11c.  
The numerical specimens were named based on pretension stress magnitudes (e.g. “m”, “n”, 
and etc.) that were obtained during the pull-out test (see Figure 4.11a). It can be seen from 
Figure 4.11b that the specimen “o” reproduced the highest peak shear strength. The direct shear 
test results also showed that for the specimens with peak (specimen “p”) and post-peak 
(specimens “q”, “r”, and “s”) pretension stress magnitudes, the peak shear strength of the rock 
joint reduced, but it was higher than that obtained from the specimens in which the pretension 
stress magnitudes were in the linear elastic region (i.e. specimens “m” and “n”) (see 
Figure 4.11b). The shear resistance of the rock joints for the peak and post-peak pretensions 
was associated with the presence of rock bolt element, and to some extent 𝜎𝑛
𝑖 . These numerical 
observations can be interpreted according to the  𝜎𝑛
𝑖  graph (Figure 4.10b) and force chain plots 
(Figure 4.10c). According to the pull-out test results, at point “o” the incremental rate of  𝜎𝑛
𝑖  
significantly decreased (Figure 4.10b), but point “o” had the highest 𝜎𝑛
𝑡𝑜𝑡𝑎𝑙 compared to “m” 
and “n”. Accordingly, the specimen “o” showed greater resistance against shearing, and 
reproduced the highest peak shear strength. Nonetheless, at peak (point “p”) and post-peak 
(points “q”, “r”, and “s”) stress magnitudes, the magnitude of compressive forces in the rock 
joint interface grew rapidly (Figure 4.10c), due to the frictional behaviour of the grout particles 
during progressive pull-out. This encouraged the rock contacts to come close to their yield 
limits (i.e. the onset of contact softening). Therefore, the weakened contacts in specimens “p”, 
“q”, “r”, and “s” exhibited lower shear resistance, with severe asperity damage, when compared 
to specimen “o” (Figure 4.11c). These numerical observations revealed that the combined pull-
and-shear load significantly influenced the shear resistance of the rock joint. There was also an 
axial tensile stress at which the fully grouted rock bolt demonstrated an optimum performance 






Figure 4.11 The numerical direct shear test results of a bolted rock joint 
with different pretension stress magnitude: (a) shear stress-displacement 
curves; (b) the maximum shear strength of the bolted rock joint at 
different pretension stress magnitudes; (c) the corresponding damage 
response of the cohesive contacts after completing the direct shear tests. 
 
4.4.3 The influence of rib angle 
In addition to the numerical specimens with rib angle of 90°, two other models with rib angles 
of  30° and 60° were simulated. Similar to the previous simulations, the pull-out tests were 
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conducted first; then, the direct shear tests were carried out to investigate the influence of 𝛼 on 
the overall shear behaviour of bolted rock joints. Figure 4.12 illustrates the axial stress-
displacement curves obtained from the pull-out tests. The corresponding 𝜎𝑛
𝑖  against the axial 
displacement of the rock bolt is also demonstrated in each figure (Figure 4.12a and b).  
The numerical simulations showed that the axial stress-displacement response 𝛼 = 60° 
(Figure 4.12a) was approximately similar to that with 𝛼 = 90° (Figure 4.12b). The 𝜎𝑛
𝑖  was also 
consistent with the results obtained from the 90° rib angle. The axial stress-displacement curve 
with a 30° rib angle, however, exhibited slightly different results. When 𝛼 = 30°, the peak 
axial strength was lower than that in the other numerical specimens, which was probably 
because of the slip behaviour along the bolt-grout interface, arising from insufficient 
mechanical interlocking. This meant that lower magnitudes of 𝜎𝑛
𝑖  during the pull-out test 






Figure 4.12 The numerical results of the combined pull-shear tests using 
different rib angles (𝛼): (a) and (b) pull-out test results for rib angles of 
60°and 30°, respectively; (c) maximum shear resistance of bolted rock 
joints versus applied normal stress at different pretension stress 
magnitudes for various rib angles. 
 
The numerical observations obtained in the present study were consistent with the experimental 
results in the previous study (Yokota et al. 2019). Similar to the results presented in section 
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4.4.1, seven axial stress magnitudes were considered for examining the influence of the rib 
angle on the shear resistance of the bolted rock joint. We conducted fourteen numerical direct 
shear tests in total; the results are illustrated in Figure 4.12c. You can see that, as with the 
previous results, the ultimate performance of the fully grouted rock bolts was obtained when 
the axial stress of the rock bolt was at point “o”. As with the 90° rib angle (section 4.4.1), in 
the numerical specimens with peak and post-peak stress magnitudes (specimens “p”, “q”, “r”, 
and “s”) the shear resistance of the bolted rock joints reduced, but it was higher than that 
obtained from the specimens with pretension in the linear elastic region.   
4.4.4 The influence of CNS condition 
It has been reported repeatedly in previous experimental research that the CNS boundary 
condition affects the shear resistance of bolted rock joints. In this section, the shear behaviour 
of the bolted rock joint (JRC=10.2, 𝛼 = 90°) was studied under the CNS condition. The 
numerical setup under the CNS condition is illustrated in Figure 4.13. 
 
Figure 4.13 The numerical test setup for conducting a direct shear test on 
a bolted rock joint with a fully grouted rock bolt subjected to combined 
pull-shear loads under the CNS condition. 
 
During CNS direct shear tests, the applied normal stress on the rock joint profile should be 
updated according to the normal displacement of the rock joint, and to the value of stiffness, 
as follows: 
(4.1)  𝑑𝜎𝑛 = 𝑘





where 𝑘𝑐𝑛𝑠 is the constant normal stiffness at an external boundary, and 𝑑𝛿𝑛  is the increment 
of normal displacement (Indraratna et al. 2015). 𝜎𝑛
𝑢 is the updated normal stress in the CNS 
direct shear test. 𝜎𝑛
𝑡𝑜𝑡𝑎𝑙 was calculated as: 𝜎𝑛
𝑡𝑜𝑡𝑎𝑙 = 𝜎𝑛
0 + 𝜎𝑛
𝑖 , and the magnitude of 𝜎𝑛
0  was 0.5 
MPa. In the numerical models, the normal displacement of the top wall was measured at each 
time-step, which represented the normal displacement of rock joint. The reaction force induced 
on the top wall was also measured, and was divided by the length of rock joints to calculate the 
normal stress.  
We took the following steps to implement the CNS condition in PFC2D: 
1- Apply a relatively small velocity on the top of the specimen, solve the model to 
equilibrium. At this step, the aim was to reach the initial normal stress magnitude (𝜎𝑛
0). 
The servo-controlled mechanism was activated during this step. 
2- Begin the direct shear test by applying a horizontal velocity of 0.01 m/s on the top left 
wall after the specimen reaches the desired initial normal stress. Due to progressive 
shear displacement, the rock joint tended to dilate. This normal displacement was used 
to calculate the incremental normal stress magnitude (𝑑𝜎𝑛 in Eq. 4.1). Before beginning 
this step, the applied normal stress was updated (𝜎𝑛
𝑢) and, with the assistance of the 
servo-controlled mechanism, the newly defined target was achieved. 
Seven different direct shear tests were conducted using the pretension stress magnitudes 
obtained in section 4.4.1. The maximum shear strength of the bolted rock joint with respect to 
the 𝜎𝑛
𝑡𝑜𝑡𝑎𝑙 is shown in Figure 4.14a. Observe that the CNS condition resulted in an increase in 
the shear resistance of the bolted rock joint. However, the influence of the CNS condition was 
more significant at the pretension stress magnitudes obtained from the elastic response to the 
pull-out test (i.e. points “m” and “n” in Figure 4.14a). At point “o”, which reproduced the 
highest possible shear resistance, the effect of the CNS condition starts to diminish. For the 
peak axial strength of the bolt-grout interface (point “p”) and post-peak stress magnitudes, no 
outstanding difference was observed between the CNL and CNS test results.  
The experimental results of Indraratna et al. (2015) on unbolted rock joints showed that when 
the initial normal stress is high, an increase in the normal stress occurs at a lower rate due to 
significant asperity degradation. Figure 4.14b illustrates the rate of increase in the normal stress 
 𝜎𝑛
𝑢 = 𝜎𝑡𝑜𝑡𝑎𝑙




𝑡𝑜𝑡𝑎𝑙) against the progressive shear displacement of the bolted rock joint. These 
results demonstrate that an increase in 𝜎𝑛
𝑡𝑜𝑡𝑎𝑙 reached its highest rate for points “m” and “n”, 
but it declined from point “o” to “s”. We attributed the reduction in the shear resistance of the 
bolted rock joint to severe asperity damage at high 𝜎𝑡𝑜𝑡𝑎𝑙




Figure 4.14 The result of combined pull-shear tests under CNS 
condition: (a) Comparison of maximum shear strength of bolted rock 
joints reinforced with fully grouted rock bolt under CNL and CNS 
conditions, (b) the applied normal stress (under CNS condition) versus 
shear displacement at various pretension stress magnitudes. 
 
4.5 Conclusion 
This chapter presented a new cohesive DEM framework for modelling rock joints reinforced 
with fully grouted rock bolts combining damage mechanics with a plasticity law.  
The model was implemented as both a material and an interface contact law to mimic the 
progressive softening behaviour of cement bridges in both grout and rock material, as well as 
in a bolt-grout interface. Through various numerical simulations, we showed that the proposed 
modelling method was capable of reproducing the fracture behaviour of grout, bolt-grout 
interfaces, and rock joints, evidence for which were the excellent agreements of the stress-
displacement and cracking patterns of the numerical simulations and their experimental 
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counterparts. Specifically, the proposed model demonstrated that it is able to capture the post-
peak softening response of grout material during uniaxial compressive loading, which the 
current constitutive models in DEM codes (i.e. FJM in PFC2D) cannot accurately obtain.  
This research also demonstrated through numerical experiments that the novel, stepwise pull-
and-shear test (SPST) scheme, developed to conduct combined pull-and-shear loading tests, 
can identify the hidden mechanisms involved in the shear resistance behaviour of bolted rock 
joints. The idea was to apply pre-tension stress (i.e. pull-out load) on the rock bolt, and then 
perform direct shear tests on bolted rock joints. The numerical analyses of the pull-out 
experiment showed that four different stages (i.e. linear elastic, pre-peak hardening, post-peak 
softening, and residual stage) are involved in the failure of fully grouted rock bolts. During the 
pull-out test, we monitored the 𝜎𝑛
𝑖  and its corresponding contact chain force network. Results 
showed that the 𝜎𝑛
𝑖  increased and the contact compressive forces grew throughout the 
experiment, but the rate of increase significantly declined at the yield point, where the transition 
from a linear elastic to a pre-peak response occurred. The numerical direct shear tests also 
demonstrated that at yield pretension stress magnitude, the bolt delivered its ultimate 
performance; thus, maximum shear resistance was achieved at this point. The numerical 
observations revealed that the peak stress reduced with a decreasing rib angle of the rock bolt 
profile, and that this reduction was more pronounced for rib angles of 30°, which induced the 
lowest 𝜎𝑛
𝑖 . 
To better analyse the numerical results, the maximum shear stresses were plotted against their 
corresponding normal stresses, and a similar trend was observed for all rib angles, which gave 
rise to the fact that fully grouted rock bolts had the highest efficacy at the onset of the transition 
from linear elastic to pre-peak hardening behaviour. The numerical simulations showed that 
applying the CNS condition resulted in an increase in the peak resistance of rock joint, which 
was more pronounced at low pretension stress magnitudes in the elastic stage. During both the 
softening and the residual stages, however, the effect of the CNS condition was negligible.  
The proposed modelling method, in conjunction with the SPST scheme, provided an efficient 
numerical framework that can be used by designers and geotechnical engineers for carrying 
out realistic experiments (i.e. combined pull-shear loads). Doing so will give them new insights 




5  Chapter 5: DEM simulation of infilled rock joint  
5.1 Introduction 
The mechanical behaviour of the infilled rock joints is highly concerned in rock joint studies 
due to its involvement in a wide range of mining collapses. The presence of infill material 
within a joint can significantly influence its shear strength. Infill thickness and asperity angle 
are the most important parameters controlling the shear behaviour of infilled rock joints 
(Indraranta et al. 1999; Mylvaganam 2007; Oliveira et al. 2009). The characterisation and 
prediction of the shear mechanism of infilled rock joints is an significant problem in rock 
engineering projects. For instance, Indraratna et al. (2010a) reported that using an 
oversimplified constitutive model in the design process, which neglected the role of infill 
material, could have contributed to the collapse of São Paulo metro station. Thus, improving 
the understanding of the shear behaviour of infilled rock joints for better prediction of failure 
is crucial to practical applications in mining and geotechnical engineering.   
The shear stress-deformation relationships of cohesive soils are characterised by a peak 
strength followed by a gradual reduction in strength to a residual strength (Kalteziotis 1981). 
At a molecular scale, the strength of cohesive soils is governed mainly by the forces between 
clay particles, which composed of cohesion and friction components (Wagner 2013). The shear 
failure of cohesive soils is associated with the gradual weakening of the bonds between clay 
particles (i.e. softening response at particle level). After peak shear strength is reached, strain 
localisation will occur, resulting in the development of a shear band (D'Ignazio and Länsivaara 
2015). With the progressive shearing, microscopic frictional interaction between localised 
surfaces occurs, leading to a macroscopic residual response of the clay (Tembe et al. 2010). In 
this context, the gradual degradation of cohesion between soil particles can be described by 
damage mechanics, while plasticity theory can characterise the frictional interaction. 
For cohesive soils, the PBM may still be employed to simulate their failure behaviour if DEM 
particles are generated at the molecular scale, which inhibits the practical application of DEM 
due to immense computational demand (Nguyen et al. 2017a). For making the numerical 
process time efficient, DEM particles are required to be created at granular scales. Therefore, 
the damage mechanism (e.g. cohesive softening response) have to be embodied in the 




In this chapter, the proposed cohesive model was employed and used in the discrete element 
method (DEM) simulation to analyse the failure mechanism of infilled rock joints numerically. 
The exponential softening responses of the model in mixed mode loading conditions allow 
more realistic modelling of clay-infilled rock joints, which is more phenomenologically 
promising than the use of the current constitutive models in PFC2D such as the parallel bond 
model. Experimental works on shear behaviour of infilled materials and infilled rock joints 
under different normal loads are also carried out for the calibration of the cohesive model, and 
validation of the DEM based approach, respectively.  
5.2 Experimental programme 
5.2.1 Direct shear test on a cohesive soil 
Before using the DEM-based cohesive model, the micro-parameters of the model should be 
calibrated against the macroscopic response of a cohesive soil in the laboratory. We used kaolin 
clay as infill material, which was commercially purchased from SIBELCO (2019). The details 
of infill properties are given in Table 5.1. A series of direct shear test was performed on the 
soil samples under different constant normal stresses (𝜎𝑛
0) of 100 kPa, 200 kPa, and 300 kPa. 
The soil was mixed with water and then cut into a specimen having a dimension of 60 × 60 ×
20 and inserted into the shear box for conducting the direct shear test. Two steel plates with 
the height of 20 mm were placed on the bottom and top part of the soil. Thus the total height 
was 60 mm. In the next stage, a vertical load was applied on the upper shear box. Axial loading 
was continued till stabilising the system, and then remained constant throughout the test. At 
the final stage, a constant horizontal velocity of 0.2 mm/min was applied on the lower shear 
box until reaching 8 mm of shear displacement while recording the shear stress and 
displacement. Three direct shear test under 100 kPa, 200 kPa, and 300 kPa were conducted, 
and the corresponding maximum shear stresses for each test were measured to identify the 
cohesion and friction angle of the cohesive soil (i.e. 21.3 kPa and 15.3°, respectively).  
The results in terms of shear stress-shear displacement, normal-shear displacement, and peak 
shear stress – normal stress relations are presented in Figure 5.1. These macroscopic parameters 
will be used later on to calibrate the micro-mechanical parameters of the DEM-based cohesive 
model. Different stress stages were identified from laboratory observations (Figure 5.1a), 
namely: elastic (I), pre-peak (II), softening (III), and residual (IV) stages. Initially, the soil 
showed a constant shear stiffness stage (stage I). In stage I, the soil exhibited compressive 
response (negative normal displacement). After some shear displacement, the bond between 
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soil particles began to break leading to a non-linear shear behaviour before reaching the 
maximum strength. It can be seen that the shear displacement at which stage II started was 
increased by increasing the magnitude of confining pressure. At low confining pressure (100 
kPa), the soil exhibited insignificant softening behaviour, while at high normal stress 
magnitudes (200 and 300 kPa) obvious softening response was observed (stage III, 
Figure 5.1a). The rate of compressive displacement was significantly reduced during stage II, 
and III (Figure 5.1a). During stage III, the specimen showed negligible change in the normal 
displacement (stage III, Figure 5.1a). The softening response was more pronounced when 
confining pressure is high, which was attributed to successive bond break at molecular level 
during this stage. With the progressive shear displacement of the specimens, a residual response 
was achieved (stage IV in Figure 5.1a), which attributed to the frictional behaviour of the soil 
particles (Tembe et al. 2010). The normal displacement of the soil remained in constant value 
during stage IV. These observations were consistent with the previous studies conducted on 
cohesive soil (e.g. Lin (2017)). The four different stages illustrated in Figure 5.1a will be used 
later on as guidelines to calibrate the proposed DEM framework. 
Table 5.1 The basic properties of the infilled material 
Property  
Unified soil classification system CH 
Specific gravity 2.58 
Liquid limit, LL 58 
Plastic limit,  PL 28 
Plasticity index 30 
Optimum moisture content (%) 27 










Figure 5.1 Results of the direct shear test on the cohesive soil. (a) Shear 
stress-displacement curves under different normal stresses (𝜎𝑛
0). (b) 
Calculating cohesion and friction angle of the soil based on direct shear 
test results. 
 
In the next step of the experimental program, a series of direct shear tests were carried out on 
infilled single asperity rock joints. Conducting direct shear test on natural rock joints was not 
considered due to a large number of potential parameters involved in the shearing process 




5.2.2 Direct shear test on infilled rock joints under CNL condition 
Dental plaster was used for generating replica rock joints as to produce rock joint with single 
asperity with high strength. Once this material is mixed with water at a ratio of 3:1, it can be 
moulded in any shape to produce a high strength replica after curing. Artificial rock samples 
that had a triangular joint profile with base angles of 20⁰ and 30⁰ were generated and cured at 
a temperature of 80°C for 14 days. The previous experimental investigations on infilled rock 
joint showed that the ratio of infill thickness (𝑡) to asperity height (𝑎) has a significant influence 
on the shear behaviour of infilled rock joints (Jahanian and Sadaghiani 2015; Oliveira et al. 
2009; Shrivastava and Rao 2018). In non-planer rock joints, as 𝑡 𝑎⁄   increases, the overall shear 
strength of the rock joint decreases (Indraratna et al. 2010b). Rock joints with idealized saw-
tooth asperities are suitable for studying the shear behaviour of infilled rock joints (Jahanian 
and Sadaghiani 2015; Lu et al. 2017; Shrivastava and Rao 2018), because they allow 
independent assessment of  𝑡 𝑎⁄  . Thus, in the present study, we produced rock joints with 
different inclination angles to independently assess the shear behaviour of infilled rock joints. 
The geometrical configuration of rock joints is illustrated in Figure 5.2. The height of the top 
and bottom of the rock-like specimen was considered to be 12 mm, which gives a total height 
of 24 mm. Thus, the laboratory specimens with infill thickness of 12 mm had a total height of 
12+12+12 = 36 mm. We placed steel plates with a height of 12 mm on the top and bottom part 
of the experimental specimens. Dental plaster was used to attach the steel plates to the rock-
like material to avoid losing the connection between rock and steel plates during shear. 
Similarly, for 6 mm infill thickness, we placed steel plates with a height of 15 mm on the top 
and bottom part of the rock to obtain a total height of 60 mm. The dimension of infill specimens 
are illustrated in Figure 5.2b. As mentioned earlier, no asperity degradation was considered in 
the experimental program, and the test was conducted under 100 kPa and 300 kPa of constant 
normal stresses. The role of the replica was to provide a base restricted area for the infill 
material to shear after applying a normal stress and then a shear stress without occurring any 





Figure 5.2 (a) The geometrical configuration of infilled rock joints. (b) 
The dimension of infill specimens. 
 
The following procedure was followed for preparing the infilled rock joint specimens: 
1- Plaster moulds were created to cast the synthetic rock samples. 3D printing technique 
was utilised to prepare the artificial joint surfaces with asperity angles of 20° and 30°. 
Both halves of the replica were created at the same session as two different negative 
moulds were in access for top and bottom half specimens.  
2- The dental plaster was mixed with water at a ratio of 3:1 by mass to reach a low 
viscosity material that filled well into the moulds ensuring the escape of air bubbles. 
The casting procedure was completed in less than 10 minutes due to the fast curing rate 
of the dental plaster. The moulds then rested on a vibrating table for 10 minutes to 
eliminate any remaining air bubble as illustrated in Figure 5.3a.  
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3- The samples were de-moulded after one hour (Figure 5.3b). The rapid curing rate of the 
mixture accelerated this process. After that, the samples were left in the oven and cured 
for the next 14 days at 80℃. 
4- The cohesive clay was prepared as per the procedure introduced in section 5-2. For 
creating the desired infill thickness (6 mm or 12 mm), different moulds were generated. 
The soil was conformed well to the moulds using a spatula. After that, a de-moulder 
was used to extrude the infill layer (Figure 5.3c).    
5- The final stage included placing the infill layer on the rock joints surface. The infill 
layer was placed on the bottom block and trimmed to reach the same dimension of the 
replica (Figure 5.3d). After placing the top block on the infill layer, the whole sample 
was placed into the direct shear test machine to conduct experiment. (Figure 5.3e-f). 
 
Figure 5.3 Different steps of direct shear test on infilled single asperity 
rock joints. (a) Pouring the dental plaster into the mould and vibrating 
the sample for 20 minutes. (b) Removing the sample from the mould. (c) 
Creating the desired infill thickness. (d) Placing the infill layer on rock 
joint surface. (e) Moving the specimen to the shear box. (f) Conducting 
the direct shear test and recording the data. 
 
The direct shear tests were conducted using a GDS shear base system which is an electro-
mechanical shear testing device. The shear box of this apparatus is made up of the top and 
bottom parts. A constant normal stress was applied on the upper shear box through a loading 
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frame. The upper box was remained stationary during the shearing procedure. A horizontal 
velocity with a rate of 0.2 mm/min was applied to the bottom part to achieve the shearing of 
the infilled rock joint. Both normal and shear forces were applied using GDS electro-
mechanical force actuators. The data acquisition system was connected to a PC running 
GDSLAB data acquisition software for monitoring the shear stress and displacement 
throughout the shearing procedure. Six different direct shear tests were carried out on infilled 
rock joints. For rock joint with asperity inclination of 30°, an infill layer with 6 mm and 12 mm 
thickness was considered and for those with 20° asperity angle, an infill layer of 12 mm was 
prepared. Notice that no asperity damage was occured during our laboratory testing, which was 
necessary to understand the infill thickness and asperity characteristics on the shear mechanism 
of infilled rock joints (Jahanian and Sadaghiani 2015).   
The results of direct shear test on infilled rock joints is illustrated in Figure 5.4. Figure 5.4a 
shows the shear stress-displacement, and normal-shear displacement curves. It can be seen that 
similar to cohesive soil shear behaviour (Figure 5.1a), the clay-infilled rock joints also 
exhibited four different stages which were previously introduced in section 5-2. However, 
higher peak and residual shear strengths were observed except for 𝑡 = 12 𝑚𝑚 and 𝛼 = 20°, 
which attributed to the presence of asperities. The normal-shear displacement curves of infilled 
rock joints were also different from the soil. It can be seen that increasing the magnitude of the 
normal stress significantly enhanced the peak and residual strength of the infilled rock joints. 
In each graph, the ratio of infill thickness (𝑡) to asperity height (𝑎), 𝑡/𝑎, is given. The stress 
stages, and normal displacement response obtained for infilled rock joints are demonstrated at 
shear-stress displacement graph obtained for the specimen with 𝑡 = 12 𝑚𝑚 and 𝛼 = 20°, and 
the underlying shear mechanism is described as follows. At the initial stage of shearing (I), the 
shear stress is rapidly increased (constant shear stiffness), which is referred to here as the elastic 
stage. The initial compression was observed for all specimens in this stage. During this phase, 
the shear stiffness of the infilled rock joint was controlled by the applied normal stress. At stage 
II, nonlinear hardening was observed in the shear stress-displacement graph. There were two 
main reasons contributing to the nonlinear pre-peak behaviour of the infilled rock joint. Firstly, 
the progressive shear displacement weakened the bond between soil particles, causing a 
reduction in the shear stiffness and thus, a nonlinear response was observed during stage II, 
which was similar to the mechanism observed in Figure 5.1a. Secondly, due to infill squeezing 
between advancing asperities (Indraratna et al. 2010a), the asperity interfaces approached each 
other causing an enhancement of asperity interference that was represented by pre-hardening 
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behaviour at shear stress-displacement graph. This hardening behaviour, which was not the 
case in the specimens without rock joint (Figure 5.1a), significantly increased the peak shear 
strength of infilled rock joints. For the smaller 𝑡/𝑎 ratio of 1.3 and 2.7, the initial compression 
of infilled rock joints was followed by dilation. The dilative response for 𝑡/𝑎 ratio of 1.3 was 
more pronounced under both 100 and 300 kPa of normal stress, which was attributed to asperity 
interference when the infill thickness was relatively small. For 𝑡/𝑎 ratio of 4.25, however, the 
compression was continued, and the infilled rock joint only exhibited a similar behaviour of 
soil compression. After peak shear strength was reached, due to progressive degradation of 
cohesion, the infilled rock joints demonstrated a post-peak softening response (stage III). 
Unlike soil behaviour, at low confining stress (100 kPa), a slight softening response was 
observable in infilled rock joints. This was due to an increase in the stress level, which caused 
more bond break in the infill material during the post-peak response. The laboratory results 
showed that, in all infilled rock joints, the softening intensity increased significantly with 
increasing the confining pressure. For the smaller 𝑡/𝑎 ratio of 1.3 and 2.7, the rate of dilation 
was reduced during stage III, whereas for 𝑡/𝑎 ratio of 4.25 the compression continued with a 
lower rate. During stage IV, the infilled rock joint exhibited a residual behaviour, which was 
attributed to the frictional response between soil particles. Notice that, the shear stress 
characteristics of other specimens (with different asperity angle and infill thickness) can be 
similarly interpreted. Our experimental observations was consistent with the previous 
laboratory investigations (Indraratna et al. 2010a; Indraratna et al. 2013; Indraratna et al. 2014).  
The laboratory results also showed that the geometrical configuration of rock joints influenced 
the peak and residual shear strengths.  In order to better interpret the results based on rock joint 
geometrical properties, the peak and residual shear strengths of infilled rock joints were plotted 
against the 𝑡 𝑎⁄   ratio, and the results are illustrated in Figure 5.4b. The experimental study of 
Ladanyi and Archambault (1977) demonstrated that higher shear strength will be achieved for 
infilled rock joints with steeper asperities, and the influence of infill thickness on peak shear 
strength is more pronounced for asperities with higher inclination angles. In the present study, 
we observed that by increasing the 𝑡 𝑎⁄  ratio, the peak and residual shear strengths of the infilled 
rock joints exhibited a significant reduction (Figure 5.4b). For 𝑡 𝑎⁄   of 1.3, the peak and residual 
strengths at both 100 and 300 kPa of normal stress showed the highest values, while for 𝑡 𝑎⁄   of 
4.25 the shear behaviour of rock joint was governed by infill material, and as expected, the 
value of peak and residual strengths of the rock joint approached to those of cohesive soil. The 




Figure 5.4 The results of the direct shear test on infilled rock joints with 
different asperity angles and infill thicknesses. (a) Shear stress-
displacement and normal-shear displacement curves. (b) Variation of 
peak and residual shear strengths with the 𝑡 𝑎⁄  ratio. 
 
5.3 Establishment of the cohesive DEM 
The proposed cohesive model (chapter 3) represent the properties of cohesive contacts at the 
granular scale so that it requires highly sophisticated experiments to achieve the 
micromechanical parameters of the cohesive soil. In general, the mechanical parameters 
obtained from the standard laboratory testing cannot be imported directly into the DEM model 
as the macro-mechanical behaviour is synthesised at mesoscale. The remedy, however, is to 
calibrate the micro parameters by matching the results of DEM simulation with experimental 
data. This procedure has been used in DEM studies for obtaining the micromechanical 
properties of constitutive models (Nguyen et al. 2017a; Potyondy and Cundall 2004; Shen et 
al. 2016). Here the results of direct shear tests on cohesive soil was used for calibrating the 
micro parameters. Firstly, a metrical vessel containing a dense pack of interlocked particles 
was generated. After that, the procedure was continued by calibration of normal and shear 
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stiffness of contacts (𝑘𝑛,𝐶𝐶𝑀
0  and 𝑘𝑠,𝐶𝐶𝑀
0 ) through matching the DEM results in the elastic stage. 
Then the peak shear stress was approximated by altering cohesion (𝐶𝐶𝐶𝑀
0 ). The next step was 
to calibrate the softening parameter (𝜅𝐶𝐶𝑀) based on the post-peak response of the cohesive 
soil. Finally, friction and dilation coefficients (𝜇𝐶𝐶𝑀 and 𝛽𝐶𝐶𝑀) were calibrated by fitting DEM 
response with the experimental observations. After the calibration procedure, the micro 
parameters were adopted to validate the proposed cohesive model through simulating the shear 
behaviour of infilled rock joints.  
5.3.1 Generation of DEM specimen 
A two-dimensional model was created in PFC 2D for simulating the same laboratory direct 
shear tests introduced in subsection 5.2.1 and the micro-mechanical parameters of the cohesive 
constitutive model were calibrated by comparing the numerical simulation results with the 
physical response of the cohesive soil in direct shear testing. The height of laboratory specimen 
for the soil test was 60 mm out of which 20 mm was the height of soil sample, and 40 mm was 
the total height of steel plates placed on the top and bottom part of the soil (the height of each 
steel plate was 20 mm). A material vessel with a dimension of 60mm×50mm was created and 
a particle assembly including nearly 11,000 balls was generated in PFC 2D. The height of the 
soil specimen was 20 mm, which was equal to the laboratory counterpart. The height of steel 
plates in the numerical specimen was reduced by 5 mm to make the numerical simulations time 
efficient. Since no damage was expected in steel plates, reducing the size had no influence on 
the numerical results. The particle size was controlled by the uniform distribution with 
minimum and maximum diameters of 𝐷𝑚𝑖𝑛 = 0.48 𝑚𝑚 and 𝐷𝑚𝑎𝑥 = 0.64 𝑚𝑚 respectively. 
Using uniform grain size distribution is common practice in DEM simulations as simulating 
real grain size distribution is nearly impossible (Bahaaddini et al. 2013; Feng et al. 2018; Le et 
al. 2017; Nguyen et al. 2017a; Nguyen et al. 2017b). The reason is that creating a particle 
assembly with the exact porosity of physical material requires a huge number of particles 
leading to inefficient computation (Nguyen et al. 2017a). A comprehensive instructions for 
generating material-genesis in PFC has been described by Potyondy and Cundall (2004). 
According to their study, an overall porosity of 16% can ensure the generation of a dense 
particle assembly in DEM. The same approach was adopted in this study to generate samples. 
After producing the numerical samples, the particles were divided into two groups namely, soil 
and plate particles (Figure 5.5a). The steel plates used in the present study were assumed non-
breakable and non-deformable as the strength and modulus of the steel plates were much larger 
in comparison with that of cohesive soil used. In the numerical setup, the height of the upper 
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and lower steel plates was assumed to be 15 mm to reduce the number of particles representing 
the steel plates. This minimised the simulation time and made the numerical approach 
computationally efficient. This assumption was acceptable as there was no damage in the steel 
plates. Furthermore, there was no gravity acting on the model so that the mass of particles had 
no influence on the mechanical response of the system. The PBM was applied on the contacts 
between steel plate particles (Figure 5.5b), and its microproperties were selected according to 
the literature (Shang et al. 2018a), which include Young’s modulus (200 GPa), shear to stiffness 
ratio (1.5), cohesion (800 MPa), and tensile strength (400 MPa).  
The proposed cohesive model was installed on soil-soil contacts and soil-steel contacts (Figure 
5.5b). Figure 5.5c shows the boundary condition applied to the system. The calibration 
procedure involved matching the numerical results of direct shear test of the cohesive soil under 
100 kPa of constant normal stress with experimental counterparts. Then micro-mechanical 
parameters related to the cohesive soil are obtained, and finally the same micro parameters on 
the model are adopted for reproducing the shear behaviour of the cohesive soil under 200 kPa 
and 300 kPa of constant normal stresses. In the numerical models, the walls created during 
particle assembly generation were removed and 8 new walls were created for applying the 
boundary condition and performing the direct shear test (Figure 5.5c). The upper block was 
kept stationary during the shearing procedure, and a constant horizontal velocity of 0.03 m/s 
was applied on wall 5. This velocity was chosen because it was observed through a series of 
numerical experiments that any value lower than this did not influence the overall stress-
displacement curve and damage response of the models. The selected horizontal velocity 
allowed us to maintain the model in a quasi-static equilibrium condition while reducing the 
computational costs. The CNL condition was achieved by adopting a servo-controlled 
mechanism (Itasca 2016) and applying a desired constant normal stress on the wall 1. The 
reaction force in wall 5 was monitored and divided by the length of the specimen (60 mm) to 
calculate the shear stress, the horizontal displacement of wall 5 was measured during the 







Figure 5.5 Numerical specimen for conducting a direct shear test on 
cohesive soil. (a) Material vessel dimension and particle assembly 
including soil and steel particles. (b) The constitutive contact models 
installed for each contact group. (c) The boundary condition applied on 
the material vessel for conducting the direct shear test. 
 
5.3.2 Microproperties calibration and model validation 
The micro parameters needed to be calibrated were 𝑘𝑛,𝐶𝐶𝑀
0 , 𝑘𝑠,𝐶𝐶𝑀
0 , 𝐶𝐶𝐶𝑀
0 , 𝜇𝐶𝐶𝑀, 𝛽𝐶𝐶𝑀, and 
𝜅𝐶𝐶𝑀. The PFC software also allows altering the value of 𝑘𝑛,𝐶𝐶𝑀
0   and 𝑘𝑠,𝐶𝐶𝑀
0  after sample 
generation procedure enabling the user to generate a single specimen and repeat the tests for 
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any desirable number of simulations. 𝑘𝑠,𝐶𝐶𝑀
0   was calibrated through matching the simulation 





0⁄  ratio was assumed to be 1.8, and this assumption was further verified by 
obtaining the best fit from numerical simulations under various normal stress magnitudes. The 
desired peak shear stress was achieved by altering the cohesion of contacts (𝐶𝐶𝐶𝑀
0 ). The friction 
coefficient (𝜇𝐶𝐶𝑀) was calibrated together with 𝐶𝐶𝐶𝑀
0  in such a way to return the best match in 
terms of peak shear strength. The reliability of this microproperty was further verified by 
comparing the macroscopic numerical friction angle with the experimental counterpart. After 
achieving satisfactory macroscopic elastic response and peak shear strength, by varying the 
value of softening parameter (𝜅𝐶𝐶𝑀), the damage response of the cohesive soil throughout the 
post-peak stage was approximated. It should be noted that the softening parameter has a 
simultaneous influence on the pre-peak, the peak, and the post-peak responses. So that this 
parameter was calibrated in such a way to reproduce the best overall response in terms of pre-
peak hardening, peak, and softening stages. The dilation ratio (𝛽𝐶𝐶𝑀) is the local property of 
the cohesive soil, which can only be identified with more sophisticated laboratory techniques. 
However, as mentioned by Nguyen et al. (2017a), this parameter can be calibrated by fitting 
with the experimental observation. A parametric study of direct shear test was conducted in 
which 𝛽𝐶𝐶𝑀 was varied in a range from 0.15 to 0.45. The numerical simulations exhibited that 
macroscopic response of the cohesive soil was virtually unaltered when varying the dilation 
coefficient in this range. The final set of microproperties obtained from calibration procedure 
are given in Table 5.2. 





















For validating the proposed cohesive contact model, the same micro mechanical parameters 
obtained through calibration procedure under 𝜎𝑛
0 = 100 kPa were adopted to reproduce the 
macroscopic response of the cohesive soil under 200 kPa and 300 kPa. The results of the 
validation process are given in Figure 5.6. Figure 5.6a indicates that the proposed model can 
approximate the macroscopic behaviour of the cohesive soil with an excellent agreement. As 
Figure 5.6a illustrates, an increase in the magnitude of normal stress showed higher shear 
stiffness and peak shear resistance.  
In order to get a better insight regarding these observations, the damage evolution of cohesive 
soil was monitored during the shearing process, and the results are given in Figure 5.6b. Based 
on Eq. 3.13, the amount of damage was calculated for each cohesive contact during the shearing 
procedure and shown graphically to derive a better interpretation of shear zone evolution in the 
soil contacts. Completely damaged contacts are shown in red (𝐷𝐶𝐶𝑀 = 1.0) and bonded 
contacts are shown in blue (𝐷𝐶𝐶𝑀 = 0.0). It can be observed from Figure 5.6b that the number 
of bonded contacts (or contacts experienced linear elastic stage) was higher for a numerical 
specimen with 𝜎𝑛
0 =100 kPa compared to higher normal stress magnitudes. In fact, as the 
magnitude of normal stress increased, the reaction force required for shearing the specimen 
was raised leading to a significant increase in the shear stiffness. Consequently, more contacts 





Figure 5.6 The results of experimental and numerical direct shear test on 
cohesive soil under various constant normal stresses. (a) The shear 
stress-displacement and normal-shear displacement results of calibration 
of micro-mechanical parameters. (b) Damage evolution pattern in 
numerical samples. 
 
Figure 5.1a illustrates that in the physical specimens the shear stiffness increases by an increase 
in the normal stress, while the same material was used in all the tests. Similarly, the increase 
in the shear stiffness of the numerical specimen was due to an increase in the magnitude of 
normal stress (Figure 5.6a). In fact, the same material, which was represented by one set of 
microproperties, was used in all simulations to ensure that the calibrated model was able to 
mimic the macroscopic response of the cohesive soil under different normal stresses. Others 
also confirmed this approach in the previous DEM studies (Bahaaddini et al. 2013; Bewick et 
al. 2014c; Hofmann et al. 2015a; Oh et al. 2017). 
To better interpret the damage evolution procedure in the material and to carefully observe the 
performance of the proposed cohesive model in reproducing the softening response at 
mesoscale, the value of damage in each contact was monitored at different stress stages 
introduced in section 5-2, and the results are illustrated in Figure 5.7. The points at which the 
damage evolution was monitored are marked with yellow circles on the graphs ( Figure 5.7a). 
Similar to the laboratory observations (Figure 5.4a), the DEM shear mechanism of cohesive 
soil can be divided into four separate stages namely elastic, pre-peak, peak, and residual stages 
(Figure 5.7a). The shear mechanism observed during numerical modelling is described in the 
following paragraphs.  
During constant shear stiffness phase (stage I in Figure 5.7a), the cohesive contacts returned 
their elastic response so that the reaction force measured from the wall 5 (Figure 5.5) only 
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showed an overall elastic behaviour of the cohesive contacts. With the progressive increase in 
shear displacement, the shear force needed to move the specimen horizontally was significantly 
increased, resulting in the yielding of the cohesive contacts. The normal-shear displacement 
curve (Figure 5.7a) showed initial compressive behaviour for all specimen, with the cohesive 
soil under 300 kPa exhibited the highest initial compression. From point “a” to point “b” of the 
shear stress-displacement graph (Figure 5.7a), the pre-peak stage (stage II) was observed for 
both 100 and 300 kPa of normal stress. At point “a” (Figure 5.7b, column a), the softening of 
cohesive contacts started, which mainly occurred at the upper left and lower right of the 
specimens. As expected, the number of yielding (softened) contacts (0.0 < 𝐷𝐶𝐶𝑀 < 1.0) was 
higher at 300 kPa. Since in the yielding contacts 𝐷𝐶𝐶𝑀 < 1.0, these contact therefore were still 
being able to carry stresses. On the other hand, a number of contacts at the central areas of the 
specimens were under elastic behaviour (𝐷𝐶𝐶𝑀 = 0.0), and could produce more stresses at grain 
level. Thus, the overall response of these softened and non-yielding bonds resulted in the pre-
peak behaviour of the soil at the macroscopic scale. At the end of this stage (Figure 5.7b, column 
b), the localised shear zones were largely extended, and the maximum shear strength of the soil 
was achieved.  
The numerical results showed that the damage response of the contacts was affected by the 
magnitude of applied normal stress. The numerical sample with 𝜎𝑛
0 = 300 kPa produced more 
damaged contacts, while at 𝜎𝑛
0 =100 kPa they were less pronounced. It can also be observed 
from Figure 5.7a that the shear stiffness of the specimens exhibited a gradual reduction (stage 
II), which attributed to the progressive contact softening and hence the growth of localised 
shear zones. The pre-peak phase (stage II), which regarded as a nonlinear elastic behaviour at 
macroscopic scale, was the natural consequence of the collective mechanical response of the 
DEM contacts, even though the nonlinear characteristics were not incorporated in the 
constitutive relationships of the proposed model. Notice that, phenomenologically, both 
yielding and non-yielding contacts are needed to capture the pre-peak nonlinear behaviour in 
the cohesive soil, which confirms the effectiveness and necessity of incorporating an 
exponential softening decay in the proposed DEM framework. During stage II, the rate of 
compression in the DEM particles reduced under both 100 and 300 kPa normal stress 
magnitude (stage II, Figure 5.7a), which could be attributed to the growth of localised damage 







Figure 5.7 Results of a direct shear test on a numerical sample. (a) The 
shear stress-displacement graph. (b) The evolution of damage in the 
cohesive contacts at different stress level. (c) A close-up view of damage 
evolution under 300 kPa of normal stress at point “b”. 
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At peak shear strength (Figure 5.7a, point “b”), the numerical specimen with 𝜎𝑛
0 = 300 kPa 
showed a higher number of damaged contacts (𝐷𝐶𝐶𝑀 = 1.0) at the centre than 𝜎𝑛
0 = 100 kPa 
(Figure 5.7b, column b). This was due to the high magnitude of confining pressure, which 
caused the cohesive contacts in the middle of the specimen to come into their yielding limit, 
and display progressive damage behaviour. Figure 5.7c illustrates a close up view of the 
contacts in the central part of the specimen with 300 kPa. It can be seen that in this particular 
region, the contacts exhibited both softening (0 < 𝐷𝐶𝐶𝑀 < 1) and damaged (𝐷𝐶𝐶𝑀 = 1.0) 
responses, which was hardly detected at low confining stress. After reaching the peak shear 
strength, the specimens entered to stage III at which the level of shear stress gradually declined. 
This macroscopic softening behaviour was mostly depended on the magnitude of applied 
normal stress which influenced the degree of contact resistance. Thus, it was observed that at 
the end of the softening stage (Figure 5.7b, 𝜎𝑛
0 = 300 kPa, column c), substantial damage was 
incurred to the contacts, which in turn intensified the macroscopic softening response in the 
numerical specimen with 𝜎𝑛
0 = 300 kPa (Figure 5.7a, stage III). In contrast, the mild softening 
stage under low confining pressure (Figure 5.7a, 𝜎𝑛
0 = 100 kPa, stage III) was attributed to the 
behaviour of the contacts, which remained mainly at their softening phase (0.0 < 𝐷 < 1.0) 
(Figure 5.7b, 𝜎𝑛
0 = 100 kPa, column c). These numerical shear behaviour were reasonably 
consistent with the laboratory observations (Figure 5.1a). During stage III, an insignificant 
change in the compressive behaviour of the DEM model was observed, which was due to the 
extension of localised damage (stage III, Figure 5.7a). Finally, after nearly 6 mm of shear 
displacement, the residual shear strength was mobilized (Figure 5.7a stage IV). During this 
stage, the shearing process progressed along the localised shear zones (i.e. damaged contacts 
in Figure 5.7b, column c). It can be seen from Figure 5.7a that during stage IV the shear strength 
of the models remained unchanged, which was associated with the growth of insignificant 
number of softened or damaged contacts in the localised shear zones (Figure 5.7b, columns c 
and d). Similarly, the normal displacement of the models demonstrated a constant value 
(Figure 5.7a).  
The above mentioned DEM results demonstrated the capability of the proposed cohesive DEM 
framework in capturing the mechanical and failure behaviour of cohesive soil tested under 
CNL direct shear tests.    
115 
 
Figure 5.8a and b illustrate the force-displacement law of PBM under tension and shear loading 
(Itasca 2016). It can be seen that when a DEM contact reaches its yielding limit (either tensile 
or shear strength), the contact forces abruptly reduce to zero (Itasca 2016). In fact, the PBM 
features no gradual degradation of contact strength after yield point. The force-displacement 
law depicted in Figure 5.8a and b, clearly illustrates that the PBM produce no gradual strength 
degradation. If the PBM is augmented with a cohesive post-peak behaviour, e.g. an exponential 
decay function, it will be able to reproduce a gradual softening response after yield point.  
 
 
Figure 5.8 The simulation results using PBM. Force-displacement law of 
the PBM in (a) tension, and (b) shear. (c) The shear-stress displacement 
curves obtained from the direct shear test. 
 
Another numerical direct shear test was carried out using the same DEM setup (Figure 5.5) and 
contact attribute. The only difference was that the cohesive model was replaced with the PBM. 
The PBM has four microproperties including normal and shear stiffness, tensile strength, and 
cohesion. The tensile strength and cohesion control the bond strength. The stiffness parameters 
of the PBM was kept the same as those of the cohesive model, and the cohesion of contacts was 
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assigned as the same 𝐶0 obtained in the calibration procedure. There was no direct way to 
measure the tensile strength of the soil at microscopic level, therefore this parameter was 
assumed as equal to the contact cohesion. The macroscopic shear stress-displacement obtained 
from PBM is illustrated in Figure 5.8c. The PBM reproduced the same macroscopic elastic 
response as the proposed model. However, the peak and residual stresses could not be achieved 
by the PBM. The reason is that in the PBM when the contacts reached their yield limit (i.e. 
cohesive strength), the forces reduced abruptly to zero (Figure 5.8a and b). Hence, the PBM 
contacts could not resist against shearing.  Thus, at macroscopic scale, the overall response was 
a peak shear strength followed by a residual behaviour. In the cohesive model, however, some 
of the cohesive contacts returned their softening response (0.0 < 𝐷𝐶𝐶𝑀 < 1.0) after yield limit, 
and some other were still in the linear elastic stage (𝐷𝐶𝐶𝑀 = 0.0). As a result, the overall 
macroscopic response of the model was a pre-peak stage before the peak shear strength. Notice 
that, one can alter the microproperties of the PBM to obtain a good match with the experimental 
data (e.g. Tamás et al. (2013), Tamás et al. (2016), and Tamás (2018)). However, we believe 
that incorporating a softening response in the force-displacement law of the contacts allows us 
to achieve a more realistic phenomenological constitutive model for simulating the shear 
behaviour of clay-infilled rock joints.  
5.3.3 Effect of shear rate on macroscopic response 
In DEM modelling of the direct shear test, loading rate plays a significant role in macroscopic 
shear behaviour. A sufficiently small loading rate and a relatively high damping magnitude are 
required to ensure that the numerical specimen remains in quasi-static equilibrium, and there 
is no abrupt stress increase or unexpected macroscopic response within the DEM model 
(Kazerani and Zhao 2010). A damping coefficient of 0.7 suggested by Potyondy and Cundall 
(2004) was employed to approximate the quasi-static condition. The details of damping of 
particle motions can be found in (Potyondy and Cundall 2004). Notice that using the same 
experimental loading rate of 0.2 mm/min in numerical modelling is computationally inefficient. 
Alternatively, a sufficiently small shear loading rate can be selected to maintain the model in 
quasi-static equilibrium (Kazerani and Zhao 2010). In the present study, the direct shear test 
was repeated under different loading rates ranging from 0.01 to 0.2 m/s to identify the optimum 
shear loading rate. Figure 5.9 illustrates the influence of shear rate on the macroscopic 
behaviour of the numerical specimen. The numerical results showed that the shear loading rate 
less than 0.03 m/s had negligible influence on the macroscopic response of the specimen. Thus 
this shear rate was deemed to be sufficient to achieve quasi-static equilibrium and used in the 
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numerical model. This shear loading rate generated a mechanical timestep of roughly 1.2 ×
10−7 s, which was automatically calculated by PFC software. Thus, the shear rate of 0.03 m/s 
can be interpreted to 36 × 10−7 mm/step. This means that 1 mm of shear displacement requires 
360,000,000 computational steps. Others successfully followed this approach in previous DEM 
research (Bahaaddini et al. 2013; Kazerani and Zhao 2010).   
 
Figure 5.9 The shear stress-displacement curves using various shear rate 
 
5.3.4 Particle size optimisation 
The size of DEM particles highly influences the macroscopic response of DEM simulation. 
Potyondy and Cundall (2004) demonstrated that the size of DEM particles is an intrinsic 
parameter affecting the characterisation of the material. Thus it cannot be treated as a parameter 
that only controls the resolution of DEM simulation. They concluded that the particle size is 
the accurate representation of the effect of both packing and strength heterogeneity in DEM 
specimen. In fact, the number of DEM particles must be large enough to mimic the macroscopic 
physical response obtained from laboratory observation. Although increasing the number of 
particles is computationally inefficient, but an optimum particle size can be achieved by 
conducting a parametric study to ensure the convergence of the macroscopic results to the 
lowest possible size. Accordingly, four additional particle assemblies were generated and tested 
using the same micro parameters. Different models with various particle size were generated, 
and the ratio between the thickness of the soil (20 mm) and the average particle size was 
calculated (𝑅𝑑). The results in Figure 5.10, which demonstrates shear stress-shear displacement 
relations, show that a convergence can be achieved by decreasing the particle size confirming 
that the numerical specimen with 𝑅𝑑 = 0.028 was appropriate for calibration purposes as it 
generated a material vessel with the lowest possible number of balls leading to an efficient 
computational time. According to the results shown in Figure 5.10, the DEM specimens with 
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𝑅𝑑 of 0.047 and 0.038 failed to reproduce an appropriate macroscopic response, in terms of 
peak and residual behaviour. Models with 𝑅𝑑 of 0.02 and 0.012 produced macroscopic results 
which were very close to the calibrated size (𝑅𝑑 = 0.028). Therefore, the model with minimum 
particle diameter (𝐷𝑚𝑖𝑛) of 0.48 was chosen for the modelling purposes. Notice that the ratio 
between the maximum and minimum diameter (
𝐷𝑚𝑖𝑛
𝐷𝑚𝑎𝑥
⁄ ) was considered to be 1.33 for all 
models.  
 
Figure 5.10 Shear behaviour of DEM specimen with various particle 
sizes  
 
5.4 Generation of infilled rock joints in DEM 
To further illustrate the performance of the proposed cohesive DEM framework, simulations 
of direct shear test on infilled rock joints were conducted using the calibrated microproprties.  
Notice that the maximum height of the laboratory specimens, including infill material (𝑡 =
12 𝑚𝑚) and rock-like material, was 36 mm. In numerical models, the height was reduced to 
30 mm to reduce the computational time. The dimension of numerical specimens are illustrated 
in Figure 5.11a. This assumption was numerically reasonable because no damage was 
considered to occur in the rock sample (Shang et al. 2018a). Therefore, material vessels with 
the dimension of 60×30 (mm) were generated and filled with the particles having a size of 
𝐷𝑚𝑖𝑛 = 0.48 𝑚𝑚 and 𝐷𝑚𝑎𝑥 = 0.64 𝑚𝑚. The steps required for the generation of DEM 
specimen of infilled rock joint is demonstrated in the specimen of infilled rock joint is 
demonstrated in Figure 5.11b. Firstly, a material vessel with a dimension of 60×30 was 




Figure 5.11 The dimension of numerical specimens. (b) Different steps 
for generation of particle assembly for conducting a numerical direct 
shear test on infilled rock joints. 
 
The particle assembly was then divided into two separate groups, namely infill particle and 
rock particle groups. The geometry of rock joints asperity angles of 20° and 30° was imported 
into PFC 2D for producing a single asperity rock joint. Then, based on the infill thickness the 
required particles for generating the infill layer were selected, and the desired infill thickness 
was achieved. As demonstrated in Figure 5.12a, there were three different contact groups 
constructed in the system: rock-rock contacts, infill-infill contacts, and infill-rock contacts. The 
proposed cohesive model was installed on the infill-infill and infill-rock contact groups, and 
the PBM was installed on rock-rock contacts. The boundary condition of DEM specimen is 
illustrated in Figure 5.12b. The calibrated micro-mechanical parameters was employed to 
simulate the failure behaviour of infill-infill contacts. The microproperties of rock-rock 
contacts were selected according to the literature (Oh et al. 2017), which include Young’s 
modulus (9.0 GPa), shear to normal stiffness ratio (1.85), cohesion (22.0 MPa), and tensile 
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strength (25.0 MPa). These contact properties allowed us to ensure the rock-rock contacts 
remained intact during simulations, without any asperity damage. 
 
Figure 5.12 The numerical sample including an infill layer after contact 
installation; the proposed cohesive model was installed on infill-infill, 
and infill-rock contacts and PBM was used to characterise rock-rock 
contacts. (a) Particle assembly and assignment of constitutive models. 
(b) The boundary condition required for conducting the direct shear test 
on infilled rock joints. 
 
After sample generation, particle configuration, and contact model installation (Figure 5.11b), 
all the walls in the sample were removed, and new walls were generated to apply the new 
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boundary condition and performing the direct shear test (Figure 5.12b). Using the servo-
controlled mechanism, the constant normal stress was applied to the top wall of the upper block 
(wall 1, Figure 5.12b). The shearing procedure was achieved by applying a horizontal velocity 
of 0.03 m/s to the lower block (i.e. walls 4, 5, and 6, Figure 5.12b). The horizontal reaction 
force of wall 4 was monitored and divided by the joint length (60 mm) to calculate the shear 
stress during the test (Figure 5.12b). The horizontal displacement of the wall 4 was used to 
calculate shear displacement during shearing (Figure 5.12b). The synthetic numerical 
specimens were sheared at two normal stresses of 100 kPa and 300 kPa.  
5.5 DEM simulation of the direct shear test of infilled joints 
The shear behaviour of infilled rock joints simulated in DEM was compared with the 
experimental counterparts in Figure 5.13a, and excellent agreement was observed. As can be 
seen in Figure 5.13a, in all the numerical samples, the shear stress increased linearly from the 
beginning of the test, showed a pre-peak response before reaching the peak. Then the behaviour 
becomes strain softening with a gentle post-peak slope until the end of the shearing. Finally, 
the shear strength of the infilled rock joints remained at a constant residual level. Notice that 
the four stages observed in the laboratory specimens (subsection 5.2.2) were accurately 
identified by the proposed DEM framework, which will be described later in this section.   
The numerical specimens with 𝑡 𝑎⁄  ratio of 1.3 and 4.25 returned the highest and the lowest 
peak shear strength respectively (Figure 5.13a). For the specimen with 6 mm of infill thickness, 
the influence of asperity angle was more significant as it showed a higher peak shear stress. 
The macroscopic response in the laboratory investigation for 6 mm infill thickness was a 
combined asperity sliding and material softening. In the case of numerical samples with 12 mm 
of infill thickness, the greater number of cohesive contacts allowed them to have more control 
over the macroscopic shearing behaviour as the restriction provided by the asperity angle was 
reduced significantly. In fact, the wider space between joint surfaces enabled infilled particles 
to dominate the shear performance of the joint. This resulted in a dominating influence of infill 
contacts over asperity inclination, reducing the pre-peak hardening, and consequently a 
significant reduction in the peak shear stress. A detailed description of the shear mechanism of 






Figure 5.13  Comparison of direct shear test results from the laboratory 
experiment and DEM simulations using the proposed cohesive model. 
(a) Comparison of the shear stress-displacement and normal-shear 
displacement curves from laboratory tests and DEM simulations for 
infilled rock joints with asperity angle of 20° and 30° and infill thickness 





The normal-shear displacement curves (Figure 5.13a) show that the numerical specimen were 
subjected to an initial compression during the elastic stage. This initial compression was 
followed by a dilative response for 𝑡 𝑎⁄  ratio of 1.3 and 2.7. However, the numerical results 
showed that the dilatational behaviour of infilled rock joint reduced when the 𝑡 𝑎⁄  ratio was 
4.25. This was an indication that the asperity inclination angle no longer had great effect on the 
overall dilation behaviour of the DEM specimen. For the smaller 𝑡 𝑎⁄   ratio of 1.3 and 2.7, the 
initial compression was more significant under 300 kPa, which was attributed to the higher 
compressive response of DEM particles due to greater normal stress magnitude.  
The damage evolution of cohesive infill was monitored during the shearing process and the 
final results are given in Figure 5.13b. Completely damaged contacts are shown in red (𝐷𝐶𝐶𝑀 =
1.0), bonded contacts are in blue (𝐷𝐶𝐶𝑀 = 0.0). It can be observed from Figure 5.13b that the 
number of softened contacts (0.0 < 𝐷𝐶𝐶𝑀 < 1.0) was higher for numerical specimens with a 
normal stress of 100 kPa. In contrast, at 300 kPa confining pressure, the number of damaged 
contacts (𝐷𝐶𝐶𝑀 = 1.0) was significantly higher, indicating the greater resistance of the infill 
layer against shearing.  
The peak and residual strengths obtained from DEM simulation are plotted against 𝑡 𝑎⁄ , and 
the results are illustrated in Figure 5.14. The laboratory results are also included in Figure 5.14 
to make a better comparison. It can be seen from Figure 5.14 that the peak and the residual 
strength of the infilled rock joints were very well captured by the proposed DEM framework. 
The numerical results showed that asperity interference highly influenced both the peak and 
residual strengths when 𝑡 𝑎⁄ < 2.67, while at 
𝑡
𝑎⁄ = 4.25 the shear behaviour of the infilled 




Figure 5.14 The comparison between numerical and experimental peak 
and residual strength of the infilled rock joints. 
 
The value of damage in each infill contact was monitored at different shearing stages, and the 
results are illustrated in Figure 5.15. For demonstration purposes, only the results of the 
numerical specimen with 𝑡 = 6 𝑚𝑚 and 𝛼 = 30° are analysed. The points at which the damage 
evolution was monitored are marked with yellow circles on the graphs (Figure 5.15a), and their 
corresponding damage responses are illustrated in Figure 5.15b. Figure 5.15a illustrated the 
shear stress-displacement and normal-shear displacement curves of the DEM specimen. In the 
following paragraphs, the shear mechanism observed during numerical modelling of infilled 






Figure 5.15 Damage evolution in the infill layer (𝛼 = 30° 𝑎𝑛𝑑 𝑡 =
6 𝑚𝑚). (a) Shear stress-displacement curve for infilled rock joint. (b) 
Damage evolution pattern after different shear displacement. (c) 
Enlarged view of the damaged contacts in the infill layer (𝜎𝑛
0 = 100 
kPa). 
 
The constant shear stiffness phase (Figure 5.15a, stage I) in the numerical models with infilled 
rock joint was similar to that of achieved for DEM soil specimens. However, the infilled 
specimens presented a higher value of shear stiffness, which was attributed to the higher 
resistance of the infill layer against shear displacement due to the presence of idealised 
asperities. During the constant shear stiffness stage, the shear strength of the specimens was 
rapidly increased. Similar to the laboratory counterpart, the numerical specimen with 300 kPa 
confining pressure showed a higher value of shear stiffness. The normal-shear displacement 
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curve (Figure 5.15a) shows that the DEM specimens exhibited initial compression during stage 
I, which was due to the compressive response of DEM particles. This initial compression was 
higher under 300 kPa of normal stress magnitude. The corresponding damage evolution 
response of the numerical specimens at the end of the elastic stage (Figure 5.15a, point “a”) 
was monitored and depicted in Figure 5.15b. It can be seen that under both 100 and 300 kPa of 
normal stress, some of the contacts at the upper left and lower right of the infill layer entered 
to their yielding limit (0.0 < 𝐷𝐶𝐶𝑀 < 1.0) (Figure 5.15a, point “a”). As expected the numerical 
specimen with 𝜎𝑛
0 = 300 kPa exhibited more softened contacts at this point. The accumulation 
of these softened contacts formed macroscopic localised shear zones. The numerical models 
displayed an overall nonlinear hardening response during stage II (Figure 5.15a), which akin 
to the experimental samples, had two leading factors. Firstly, the nonlinearity of the shear 
stress-displacement curve was associated with the reduction in the shear stiffness, which was 
the results of the rapid growth in the number of yielding contacts (0.0 < 𝐷𝐶𝐶𝑀 < 1.0). 
Secondly, the continuous shear displacement of the rock joint intensified the degree of asperity 
interference, which improved the resistance of DEM contacts against shearing. This produced 
a pre-hardening behaviour at macroscopic scale leading to a higher peak shear strength in 
infilled rock joints than that of soil itself (Figure 5.15a, point “b”). It can be observed that in 
the numerical specimens with higher confining pressure, higher peak shear strength resulted at 
the end of stage II (Figure 5.15a, point “b”). The normal-shear displacement curve 
(Figure 5.15a, stage II) demonstrates that at point a, the dilative response of the infilled rock 
joints started, which was attributed to asperity interference as a result of progressive shear 
displacement of the rock joint. This occurred when the thickness of the infill layer was 
relatively thin.  
During post peak stage (Figure 5.15a, stage III), the number of yielding contacts started to 
increase within the infill layer, which is evident by the softening response of the shear stress-
displacement curves. In particular, the intensity of softening was less pronounced at lower 
confining pressure (Figure 5.15a, stage III, 𝜎𝑛
0 = 100 kPa). This can be confirmed by the 
damage response of the contacts within the numerical specimens (Figure 5.15b, point “c”), 
where very few completely failed contacts (𝐷𝐶𝐶𝑀 = 1.0) were observed for 𝜎𝑛
0 = 100 kPa, 
whereas specimen with 𝜎𝑛
0 = 300 kPa exhibited a considerable number of damaged contacts. 
The growth in the localised shear zone evolution was accelerated from this stage because more 
cohesive contacts started to soften. Physically, the softening process is associated with the 
gradual degradation of the inter-particle bonding followed by frictional interaction of soil 
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particles in the localised shear zones. In this context, the micro-mechanical mechanism 
incorporated in the proposed DEM framework was able to very well capture the 
phenomenological aspects of cohesive soil failure at the macroscopic scale. The rate of dilation 
response of infilled rock joints reduced in stage III (Figure 5.15a, stage III), which could be 
attributed to growth in the number of softening contacts, and the extension of the localised 
shear zone.  During stage IV, the frictional behaviour of DEM particles at grain scale produced 
a macroscopic residual response in the shear stress-displacement curves (Figure 5.15a, stage 
IV). The progressive shear displacement of the specimens during stage IV resulted in the 
extension of the localised shear zones, and accordingly the growth in the number of yielding 
contacts (Figure 5.15b, point “d”).   
The procedure described above was observed for all of the numerical models. As demonstrated 
in Figure 5.13a and b, the micro-mechanical behaviour of the cohesive contacts were affected 
by the magnitude of the normal stress thus the macroscopic response of the numerical samples 
in terms of both damage evolution and the peak and the residual shear stresses were changed. 
In the present research, we assumed no asperity damage. It can be observed from Figure 5.15c 
that the damage only occurred in the infill layer. The DEM particles of the infill layer are not 
given in this plot to better demonstrate the cohesive contacts. 
5.6 Conclusion 
This chapter presents a combined experimental-numerical investigation for the characterisation 
of the shear behaviour of clay-infilled rock joints. A series of laboratory direct shear tests were 
carried out on infilled rock joints filled with a cohesive soil. Idealised single asperity rock joints 
with a base angle of 20° and 30°were created and tested under CNL condition with 100 and 
300 kPa of normal stress magnitude. The macroscopic properties of cohesive soil were also 
obtained from direct shear test results carried out on the soil. The experimental approach 
provided the macroscopic response of various infilled rock joints, while a proposed DEM 
framework supplied further insights into the failure mechanism and microscopic damage 
response of the cohesive soil. The microproperties of the proposed DEM framework were 
calibrated against the outcome of laboratory direct shear tests of cohesive soil. In particular, 
the cohesion and friction angle of the physical soil were numerically obtained similar to the 
experimental results. The calibrated DEM framework was then employed to reproduce the 
mechanical and failure behaviour of the infilled rock joints. The DEM results demonstrated a 
good agreement with the experimental counterparts. Based on the laboratory and DEM results, 
the following conclusions can be drawn: 
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1- The shear stress-displacement curves of the clay-infilled rock joints exhibited four 
different stages in both experimental and numerical observations. During stage I, the 
shear stress of the infilled rock joints was rapidly increased. A nonlinear hardening 
response was observed during stage II, which was associated with the progressive bond-
break in the infill layer, and enhancement of asperity interference. Then the peak shear 
strength of the rock joint was achieved, following with a gradual softening response 
(stage III). Finally, due to frictional behaviour between infill particles, a macroscopic 
residual response was achieved. 
2- The normal-shear displacement curves showed that the infilled rock joint exhibited an 
initial compression. A dilative behaviour for 𝑡 𝑎⁄  ratio of 1.3 and 2.7 followed this initial 
compression. For the highest 𝑡 𝑎⁄  ratio, however, the normal displacement of infilled 
rock joint approached to that of the soil itself.  
3- The observations showed that the intensity of the softening response increased 
significantly with increasing the magnitude of normal stress. The numerical damage 
response showed that under high confining pressure the number of completely failed 
contacts (𝐷𝐶𝐶𝑀 = 1.0) was proportionally higher than that of low confining stress. 
4- The DEM results showed that localised shear zones at the point in which a transition 
from elastic behaviour to nonlinear elastic behaviour occurred. These localised shear 
zones largely extended during the shearing procedure, with a progressive increase in 
the number of yielding contacts (0.0 < 𝐷𝐶𝐶𝑀 < 1.0). It was observed that, the DEM 
specimen with high confining pressure reproduced more completely damaged contacts 
compared to specimens with low normal stress magnitude.  
5- The macroscopic behaviour of the numerical and experimental specimens in terms of 
peak and residual shear strengths were also interpreted based on 𝑡 𝑎⁄ . Both numerical 
and laboratory results showed that the asperity interference was the major contributing 
factor for specimens with 𝑡 𝑎⁄ < 2.67. However, when
𝑡
𝑎⁄ = 4.25, the mechanical 






6 Chapter 6: GBM simulation of jointed polycrystalline rock 
under CNL and CNS condition 
6.1 Introduction 
The focus of this study is on the brittle failure of polycrystalline rocks (i.e. granite) using 
cohesive based distinct element method (DEM). Various parameters control the mechanical 
and damage response of crystalline rocks, such as microstructural properties of grains (i.e. 
shape and size), mineral constituents, pre-existing defects, cavities, etc (Gao et al. 2016; Li et 
al. 2019c; Liu et al. 2018; Wang and Cai 2018).  
The macroscopic fracture process is the dominant damage mechanism controlling the 
mechanical response and the integrity of crystalline rocks (Morgan et al. 2013). It has been 
repeatedly observed in the experimental and numerical studies that the microstructural 
characteristics of crystalline rocks control the micro-cracking process of the mineral itself, and 
hence the overall macroscopic response of rock including strength, deformability, and fracture 
pattern (Bahrani and Kaiser 2016; Hajiabdolmajid et al. 2002; Hofmann et al. 2015a; Li et al. 
2019c; Nicksiar and Martin 2014; Tuğrul and Zarif 1999; Wang and Cai 2018). 
The presence of natural discontinuities around orebodies can have a profound influence on the 
stability and safety of mining structures (Taheri and Tani 2010). Therefore, an appropriate 
assessment of rock joint shear behaviour is necessary for the design and construction procedure 
of mining excavations. The experimental observations revealed that, in polycrystalline rocks, 
the macroscopic shear behaviour of rock joint highly depends on the micro-texture of rock 
specimen (Meng et al. 2018). Thus, not only the surface roughness characteristics (Barton and 
Choubey 1977; Grasselli and Egger 2003; Kazerani et al. 2012), but also the microstructural 
properties of the host rock should be taken into account for evaluating the rock fall hazards 
caused by the shear failure of rock joints (Meng et al. 2018; Wang et al. 2019; Yang and Qiao 
2018). 
In the present chapter, we employed the proposed cohesive GBM to numerically investigate 
the shear behaviour of rock joints with a focus on the micro-texture of asperities.  To do so, we 
imported the geometrical characteristics of three different rock joints with different joint 
roughness coefficients (JRC) into the numerical models. After that, numerical direct shear tests 
under constant normal load (CNL), and constant normal stiffness (CNS) were conducted. 
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6.2 Validation of cohesive GBM  
In GBM approach, a random generation algorithm is required to construct the polygonal 
microstructure of the model. In this section, the microstructural properties of three different 
granitic rocks were incorporated into the GBM to generate different numerical specimens. We 
used an algorithm proposed by Potyondy (2010a) for random generation of polycrystalline 
microstructures, which has been extensively used in the previous GBM studies (e.g. Saadat and 
Taheri (2019b), Hofmann et al. (2015a)). The complete details of this algorithm can be found 
in (Potyondy 2010a). In section 6.2.1, we will introduce a comprehensive calibration procedure 
to analyse the significance of cohesive modelling. We will also demonstrate in section 6.2.1 
that non-cohesive GBM (e.g. PBM-SJM) is unable to reproduce the macroscopic behaviour 
(i.e. load-displacement curve) of brittle rock (e.g. granite). In section 6.2.2, the ability of the 
model in reproducing the macroscopic behaviour of Eibenstock II granite in UCS, Brazilian, 
and triaxial tests with different confining pressures (𝜎3) will be investigated. In section 6.2.3, 
we will compare the numerical fracture pattern of Aue granite under asymmetric uniaxial and 
confining tests with their experimental counterparts.   
6.2.1 Simulation of Adelaide black granite  
According to the previous experimental and numerical investigations the polycrystalline rocks 
exhibit a gradual cohesive-frictional damage response during failure (Hajiabdolmajid et al. 
2002; Khazaei et al. 2015). This gradual damage development in polycrystalline rock is more 
pronounced under three-point bending tests on single-edge-notched beam in which the global 
load-displacement curve exhibits obvious softening response (Parisio et al. 2019). There are 
experimental evidences from three-point bending (TPB) tests on the single-edge-notched beam 
that the development of fracture process zone (FPZ) in polycrystalline rock (e.g. granite) is 
attributed to propagation of macroscopic tensile cracks, which in turn is the result of the 
progressive coalescence of micro-cracks along cleavage planes in minerals (Parisio et al. 2019). 
Therefore, it is needed to incorporate a softening response in the constitutive relationships of 
DEM contacts to achieve a more realistic numerical outcome. Notice that non-cohesive contact 
models (e.g. PBM) are incapable of reproducing the gradual softening behaviour of soft rock 
in three-point bending test of rock (Nguyen et al. 2017a). In this section, we demonstrate a 
process for calibration of Adelaide black granite using three experimental tests: uniaxial 
compression test, Brazilian tensile strength test, and three-point bending test. 
The thin section analysis of experimental specimen showed that Adelaide black granite consists 
of 45-50% plagioclase, 20-25% pyroxene, 10% biotite, 5% amphibole, 5% magnetite, and 1-
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2% quartz (Parisio et al. 2019). The average grain size of Adelaide black granite reported in 
the literature is 2.5 mm, with a minimum and maximum grain size of 0.02 mm and 6.5 mm, 
respectively (Parisio et al. 2019). Due to the small percentage of amphibole, magnetite, and 
quartz, each was categorised as “other minerals” during specimen generation procedure, and a 
unique set of micro-properties (CCM) were assigned on its DEM contacts. These 
simplifications were needed to reduce the complexity of numerical simulation process and was 
also adopted in our previous GBM research (Saadat and Taheri 2019a). These data were used 
to build the GBM models and calibrate the model’s micro-properties. A systematic calibration 
procedure, as outlined in the flowchart presented in Figure 6.1, was followed in order to 
determine a set of appropriate micro-properties that was able to reproduce the macroscopic 
mechanical behaviour (e.g. UCS) and the global load-displacement of three-point bending test 
of a physical specimen. The calibration aimed to achieve a set of microproperties which could 
reproduce the similar macroscopic behaviour of the experimental specimens (e.g. Young’s 
modulus, Poisson’s ratio, etc.). The CCM and CSJM were assigned as intra- and inter-grain 
contact models, respectively. The following points were considered during the calibration 
process:  
1- The CSJM was assigned to the contacts representing mineral interfaces such that the 
mechanical behaviour of grain boundary at the contact level is defined by contact strength 
(i.e. 𝐶𝐶𝑆𝐽𝑀
0 ). When the contact reaches its yield limit, the mechanical behaviour of the 
contact is controlled by the softening parameter (𝜅𝐶𝑆𝐽𝑀) until bond-break occurs. After 
bond-break, the contact behaviour is controlled by the friction coefficient (𝜇𝐶𝑆𝐽𝑀).   
2- The peak strength envelop of the intra-grain contact (i.e. the contact inside a mineral) are 
defined by 𝐶𝐶𝐶𝑀
0  , 𝜇𝐶𝐶𝑀, 𝛽𝐶𝐶𝑀, and 𝜅𝐶𝐶𝑀. Different microproperties (e.g. 𝐶𝐶𝐶𝑀
0 ) were 
assigned to the four minerals, including quartz, plagioclase, orthoclase, and mica. 
3- We employed the contact deformability method (Potyondy and Cundall 2004) to calibrate 
the Young’s modulus of intra-grain contacts (?̅?𝐶𝐶𝑀). The normal and shear stiffness of 
CSJM (𝑘𝑛,𝐶𝑆𝐽𝑀
0 , 𝑘𝑠,𝐶𝑆𝐽𝑀
0 ) were assigned explicitly.  
The details of the calibration procedure can be found in our previous GBM study (Saadat and 
Taheri 2019b). Here, we briefly described the calibration steps: 
1- The macroscopic Young’s modulus of the specimen was mainly controlled by ?̅?𝐶𝐶𝑀, 
and 𝑘𝑛,𝐶𝑆𝐽𝑀
0 , 𝑘𝑠,𝐶𝑆𝐽𝑀
0 . We only needed to obtain the linear elastic response of the 
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specimen (i.e. macroscopic Young’s modulus), therefore we assigned a high value for 
the strength microproperties (e.g. 𝐶𝐶𝐶𝑀
0 ).  
2- The Poisson’s ratio of the model was calibrated by altering 𝑘𝑛,𝐶𝑆𝐽𝑀
0 /𝑘𝑠,𝐶𝑆𝐽𝑀
0  and 
𝑘𝑛,𝐶𝐶𝑀
0 /𝑘𝑠,𝐶𝐶𝑀
0  ratios. It was necessary to repeat this step in an iterative process with 
step 1. 
3- The macroscopic Brazilian tensile strength (BTS) of the model was calibrated by 
carrying out the Brazilian tensile test (Figure 6.2). In this step, an appropriate value for 
the inter-grain cohesion (𝐶𝐶𝑆𝐽𝑀
0 ) was identified. Notice that in the GBM approach the 
macroscopic tensile strength is characterised by the strength of inter-grain contacts 
(Hofmann et al. 2015a; Saadat and Taheri 2019b). The relative inter-grain 
microproperties that control the macroscopic tensile behaviour of Brazilian disk was 
also calibrated at this stage (i.e. 𝜇𝐶𝑆𝐽𝑀, and 𝛽𝐶𝑆𝐽𝑀). We altered these micro-mechanical 
properties until achieving a good agreement between the numerical results and 
experimental counterparts.  
4- The uniaxial compressive strength (UCS) was calibrated by choosing appropriate intra-
grain properties (i.e. 𝐶𝐶𝐶𝑀
0 , 𝜇𝐶𝐶𝑀, and 𝛽𝐶𝐶𝑀). The inter-grain microproperties obtained 
from step 3 were assigned to the inter-grain contact in this step. As microproperties 
influence different macroscopic properties, several iterations were undertaken between 
step 1 and 4 to identify a satisfying set of microproperties.    
Notice that the above mentioned steps were used to calibrate the deformability parameters of 
the model (e.g. Young’s modulus, UCS), but 𝜅𝐶𝐶𝑀 and 𝜅𝐶𝑆𝐽𝑀 were selected by fitting the post-
peak response of numerical TPB test with its laboratory counterpart. The results of TPB test 
on notched sample of Adelaide black granite carried out by Parisio et al. (2019) were chose for 
this purpose. The laboratory setup and loading condition are illustrated in Figure 6.2. The rock 
beam was supported by two roller at the bottom, and the specimen was loaded by a roller 
located at the mid-span of the rock beam at the top (Parisio et al. 2019). The same test setup 
was used in PFC2D to support and load the beam. The uniaxial compression test was carried 
out by applying a vertical load on the upper wall. In order to prevent ball-facet overlap, a 
relatively high stiffness was assigned to the walls (10 % higher than the average ball-ball 
stiffness). The ball-wall contacts were considered to be frictionless, which prevents the loading 




Figure 6.1 Flowchart illustrating the calibration procedure of the 
proposed cohesive GBM 
 
 





The calibrated micro-properties and a comparison between numerical and experimental 
macroscopic data are given in Table 6.1 and Table 6.2, respectively. Notice that in GBM 
approach we approximate the heterogeneity of the rock by adopting a random scheme to 
generate the minerals in 2D (Potyondy 2010a).  You can see that the calibrated GBM model 
was able to reproduce the laboratory data with a good match. Another GBM simulation of TPB 
test was performed using the same numerical setup, boundary condition, and microstructural 
characteristic. The only difference was that the cohesive contact constitutive models were 
replaced by PBM (intra-grain contacts) and SJM (inter-grain contacts). The elastic properties 
and deformation characteristics of PBM and SJM contacts were kept the same as those of the 
CCM and CSJM, while the tensile strength and cohesive micro-parameters were calibrated to 
produce the best fit with the peak load of the laboratory specimen.  
Table 6.1 Micro-mechanical parameters obtained from the calibration 
procedure of Adelaide black granite 












radius forming grain, 
𝑅𝑚𝑖𝑛 (mm) 
0.15 0.15 0.15 0.15 
Maximum to minimum 
radius ratio, 𝑅𝑚𝑎𝑥/𝑅𝑚𝑖𝑛 





120 105 105 85 





1.0 2.0 2.0 1.5 
Cohesion, (𝐶𝐶𝐶𝑀
0 ) (MPa) 160 145 110 145 
Friction ratio, (𝜇𝐶𝐶𝑀) 0.50 0.55 0.50 0.55 
Dilation ratio, (𝛽𝐶𝐶𝑀) 0.25 0.25 0.20 0.25 
Softening parameter, 
𝜅𝐶𝐶𝑀 (1/m) 
15,000,000 8,000,000 5,000,000 8,000,000 
 
 








0 ) (GPa/m) 
250,000    
Shear stiffness, 
(𝑘𝑛,𝐶𝑆𝐽𝑀
0 ) (GPa/m) 




8.7    
Friction ratio, (𝜇𝐶𝑆𝐽𝑀)  0.45    
Dilation ratio, (𝛽𝐶𝑆𝐽𝑀) 0.25    
Softening parameter, 
𝜅𝐶𝑆𝐽𝑀 (1/m) 
1,000,000    
 
Table 6.2 Macroscopic properties of Adelaide black granite (Parisio et 
al. 2019)  and GBM approach 
Property Adelaide black granite 
granite (Experimental) 
 Adelaide black granite 
(Numerical) 
Uniaxial compressive 
strength (MPa)  
180 185 
Young’s modulus (GPa) 102 105 
Poisson’s ratio  0.24 0.28 




The comparison between experiment and GBM simulation for the applied load magnitude 
against the crack mouth opening displacement (CMOD) curves is illustrated in Figure 6.3. 
Figure 6.3a illustrates the global load-displacement curves and Figure 6.3b shows the 
macroscopic fracture patterns. The load-CMOD curve in the numerical simulation using the 
proposed cohesive GBM framework satisfactorily matches with the experimental counterpart 
(Figure 6.3a). During the loading procedure, the GBM specimen was exhibited to undergo three 
distinct stages including initial linear elastic, hardening before reaching the peak, and finally 
gradual softening until the specimen was completely failed. The macroscopic hardening 
behaviour of the load-CMOD curve was the direct consequence of the collective response of 
cohesive inter- and intra-grain contacts, even though the proposed cohesive contact model 
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featured no hardening characteristics at the contact level. During the softening stage, the inter-
grain contacts the surrounding the crack tip area gradually softened, resulting in a softening 
response in the macroscopic load-CMOD curve, which exhibited a good match with the 
experimental counterpart. Nevertheless, the GBM with PBM and SJM contact models could 
not capture a promising hardening response as the tensile strength of inter-grain contacts were 
totally damaged at the moment the bond strength was reached. Therefore, the specimen reached 
its peak load and entered to softening stage. As it can be seen, the softening response of the 
GBM with PBM and SJM was not perfectly matched with the experimental results, which was 
due to lack of microscopic strain-softening behaviour. Notice that one can alter the micro-
properties of PBM and SJM to achieve a satisfactory peak load, but it is obvious that 
macroscopic softening behaviour will not be captured as PBM and SJM has no micro-
parameter that controls the contact’s post-peak behaviour. The inability of PBM in reproducing 
the post-peak softening behaviour in TPB test was also investigated by Nguyen et al. (2017a) 
and Nguyen et al. (2017b). In Figure 6.3b a comparison between the fracture distribution in the 
numerical specimen and the distribution of acoustic emission (AE) events from the laboratory 
analysis is depicted. Notice that the damage contour plots of the numerical analysis of Parisio 
et al. (2019) are also shown in Figure 6.3b. The proposed cohesive GBM is able to capture the 
FPZ very well.  
We simulated two more TPB test with different softening parameter (𝜅𝐶𝑆𝐽𝑀) to demonstrate 
how this micro-property influences the overall post-peak response of the specimen 
(Figure 6.3c). You can see from Figure 6.3c that the specimen with higher 𝜅𝐶𝑆𝐽𝑀  (i.e. lower 
softening behaviour at contact level) exhibited less macroscopic softening during post-peak, 
while the specimen with lower 𝜅𝐶𝑆𝐽𝑀  (i.e. higher softening behaviour at contact level) could 








Figure 6.3 The results of TPB tests. (a) and (b) Comparison of 
experimental (Parisio et al. 2019) and numerical results; the yellow lines 
in (b) show the distribution of micro-cracks in the GBM specimen. (c) 
The results of the parametric study on the softening parameter of CSJM. 
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6.2.2 Simulation of Eibenstock II granite  
Eibenstock II granite consists of 44% quartz, 24% plagioclase, 21% orthoclase, and 11% mica 
(Hofmann et al. 2015a). The minimum and maximum grain size of this granite are 0.49 mm 
and 1.79 mm, respectively, with an average grain size of 1.14 mm (Hofmann et al. 2015a). The 
same procedure (steps 1-4) introduced in section 6.2.1 was used to calibrate the model. The 
microproperteis of  Eibenstock II granite is given in Table 6.3.  The simulation and 
experimental results are illustrated in Figure 6.4. You can see from stress-strain curves in 
Figure 6.4a that the simulation results agree with the experimental counterparts. Notice that we 
typically perform a confined biaxial test in PFC2D, and compare the response with what is 
obtained from triaxial tests on the physical rock. One needs to take care when getting the elastic 
constants from the 2D model. This assumption is valid because 𝜎2 = 𝜎3  in the laboratory 
environment. Thus, in each confined experiment, we ensured that the macroscopic elastic 
response of the specimens were in good agreement with the physical counterparts. This 
approach was also adopted in the previous GBM research (e.g. Hofmann et al. 2015a).  
Figure 6.4b shows the distribution of macroscopic cracks in GBM specimens including inter- 
and intra-grain micro-cracks. The numerical results revealed that even under uniaxial loading 
condition, obvious grain crushing occurred, which is consistent with the laboratory 
observations. Figure 6.4b shows that with increasing confining pressure (𝜎3), the induced inter- 
and intra-grain micro-cracks formed macroscopic fracture zones, which are similar to those of 
experimental specimens.  Figure 6.4c shows a relation between indirect tensile strength versus 
strain of the Brazilian test. The average tensile strength of Eibenstock II granite was 7.0 MPa 
(Tan 2013), which was very well reproduced by the proposed cohesive GBM (Figure 6.4c). 
You can also see that the macroscopic fracture response of the numerical specimen agrees with 
the laboratory observation (Figure 6.4d). Notice that in Brazilian tensile strength test, only 
inter-grain micro-cracks (small black lines in Figure 6.4d) appeared in the GBM specimen, 
which was due to the small microscopic tensile strength of inter-grain contacts (𝐶𝐶𝑆𝐽𝑀
0 ) required 
to match the numerical results with experimental observations. These results were consistent 
with the previous GBM investigations (e.g. (Hofmann et al. 2015a; Hofmann et al. 2015b; Liu 
et al. 2018; Saadat and Taheri 2019a, 2019b)).  
Table 6.3 Micro-mechanical parameters obtained from the calibration 
procedure of Eibenstock II granite 














radius forming grain, 
𝑅𝑚𝑖𝑛 (mm) 
0.15 0.15 0.15 0.15 
Maximum to minimum 
radius ratio, 𝑅𝑚𝑎𝑥/𝑅𝑚𝑖𝑛 





45 35 30 25 





1.0 2.0 2.0 1.5 
Cohesion, (𝐶𝐶𝐶𝑀
0 ) (MPa) 105 82 82 45 
Friction ratio, (𝜇𝐶𝐶𝑀) 0.50 0.55 0.55 0.50 
Dilation ratio, (𝛽𝐶𝐶𝑀) 0.22 0.25 0.25 0.2 
Softening parameter, 
𝜅𝐶𝐶𝑀 (1/m) 
15,000,000 8,000,000 8,000,000 5,000,000 
 
 






0 ) (GPa/m) 
85,000    
Shear stiffness, 
(𝑘𝑛,𝐶𝑆𝐽𝑀
0 ) (GPa/m) 




5.7    
Friction ratio, (𝜇𝐶𝑆𝐽𝑀)  0.40    
Dilation ratio, (𝛽𝐶𝑆𝐽𝑀) 0.25    
Softening parameter, 
𝜅𝐶𝑆𝐽𝑀 (1/m) 










Figure 6.4 Simulation of Eibenstock II granite using the proposed 
cohesive GBM. (Experimental results from Tan (2013)) (a) Stress-strain 
curves after compressive tests under various confining pressures (Notice 
that there are two experimental tests with 𝜎3 = 10 𝑀𝑃𝑎 and one of them 
is depicted by dashed thick blue lines and the other by dashed think blue 
line). (b) Macroscopic crack distribution in GBMs and their experimental 
counterparts. (c) The results of numerical Brazilian test. (d) Macroscopic 




6.2.3 Simulation of Aue granite 
The red Aue granite from Blauenthal/Germany (syeno–monzo-granite) (Hofmann et al. 2015a) 
was simulated in this section. The mineral size and content are given in Table 6.4. According 
to Hofmann et al. (2015a) the grain size varies from 0.9 to 1.8 mm; hence, the grain size 
standard deviation within this given range was used to generate GBM specimens. The 
dimension of the laboratory specimen for the unconfined compressive test was 100 mm (height) 
× 50 mm (diameter), and the diameter of the Brazilian disk was 50 mm. The GBM specimens 





Table 6.4 Mineral content and size for Aue granite (Yoon et al. 2012; 
Zang 1997; Zang et al. 2000) 
 Quartz Plagioclase Orthoclase Mica 
Mineral content 
(%) 
30 40 20 10 
Avg. mineral 
diameter (mm) 
1.45±0.35 1.35±0.45 1.35±0.45 1.2±0.3 
 
The experimental results from unconfined and confined compressive and Brazilian tensile tests 
of Aue granite were used for calibration purposes.  
The microproperties of calibrated Aue granite is listed in Table 6.5, and the macroscopic 
parameters of both numerical and experimental observations are given in Table 6.6. Figure 6.5 
illustrates the numerical stress-strain graph and corresponding failure state of the specimen at 
peak. The numerical results show that the macroscopic cracks were formed in the specimen as 
a result of interaction between inter- and intra-grain micro-cracks. 
Table 6.5 Micro-mechanical parameters obtained from the calibration 
procedure of Aue granite 
 












radius forming grain, 
𝑅𝑚𝑖𝑛 (mm) 
0.15 0.15 0.15 0.15 
Maximum to minimum 
radius ratio, 𝑅𝑚𝑎𝑥/𝑅𝑚𝑖𝑛 





62 52 42 32 





1.0 2.0 2.0 1.5 
Cohesion, (𝐶𝐶𝐶𝑀
0 ) (MPa) 118 95 95 60 
Friction ratio, (𝜇𝐶𝐶𝑀) 0.58 0.6 0.6 0.55 





245,000 210,000 185,000 163,000 
Average shear stiffness, 
(GPa) 
245,000 119,000 121,000 136,000 
Softening parameter, 
𝜅𝐶𝐶𝑀 (1/m) 
25,000,000 18,000,000 18,000,000 15,000,000 
 
 






0 ) (GPa/m) 
106,000    
Shear stiffness, 
(𝑘𝑛,𝐶𝑆𝐽𝑀
0 ) (GPa/m) 




7.0    
Friction ratio, (𝜇𝐶𝑆𝐽𝑀)  0.45    
Dilation ratio, (𝛽𝐶𝑆𝐽𝑀) 0.25    
Softening parameter, 
𝜅𝐶𝑆𝐽𝑀 (1/m) 
1,500,000    
 
Table 6.6 Macroscopic properties of Aue granite (Yoon et al. 2012) and 
GBM approach 
 
Property Aue granite (Experimental)  Aue granite (Numerical) 
Uniaxial compressive 
strength (MPa)  
134±7 138 
𝝈𝟏@𝟏𝟎𝐌𝐏𝐚 256 248 
𝝈𝟏@𝟒𝟎𝐌𝐏𝐚 456 436 
Young’s modulus (GPa) 48±8 50 
Poisson’s ratio  0.19 0.22 





Figure 6.6 illustrates the results of the Brazilian tensile test and the corresponding damage 
response of inter-grain contacts at different tensile stress magnitudes. In GBM approach, the 
macroscopic tensile strength of the model is controlled by the microscopic tensile strength of 
the inter-grain contacts (Potyondy 2010a). In the previous PFC-GBM studies, SJM has been 
extensively employed to simulate the micro-cracking behaviour of inter-grain contacts. In the 
present study, CSJM was proposed and assigned to inter-grain contact, which modelled the 
gradual softening of grain boundaries. In CSJM, when the contact reaches its yield limit, the 
softening response of the contact begins. 𝐷𝐶𝑆𝐽𝑀 demonstrates the degree of damage in the inter-
grain contacts, and can be plotted graphically to depict the localized damage response of inter-
grain contacts. We monitored the damage state of grain boundaries at different stress 
magnitudes to observe the effectiveness of CSJM in reproducing the mechanical behaviour of 
Aue granite. In Figure 6.6b, an enlarged view of the inter-grain contacts is illustrated below 
each specimen to better exhibit the softening response of grain-boundary contacts. It can be 
seen that from point “a” to point “c” the number of soften contacts (0.0 < 𝐷𝐶𝑆𝐽𝑀 < 1.0 ) 
significantly increased, with the majority of the damage occurred in the middle portion of the 
Brazilian disk, point “b”, and extended towards the loading plates, point “c” (Figure 6.6b).   
 
Figure 6.5 The numerical behaviour of Aue granite under uniaxial 
compression loading. (a) Axial stress-strain curve. (b) Fracture 






Figure 6.6 The Brazilian tensile test. (a) Axial stress-strain curve. (b) 
Microscopic damage response in the cohesive inter-grain contacts. 
 
To further validate the abilities of the proposed cohesive model, a series of uniaxial and triaxial 
asymmetric tests were simulated using the cohesive GBM framework. Figure 6.7 illustrates the 
experimental (Figure 6.7a) and numerical (Figure 6.7a) setup of the asymmetric test. The length 
of top loading wall was shortened to 30 mm (specimen diameter was 50 mm), leaving the upper 
left portion of the specimen (20 mm) free of compressive loading (Yoon et al. 2012).  As stated 
by Yoon et al. (2012), I asymmetric testing aims to observe the development of shear rupture 
zone in the specimens, which is an important failure mechanism in deep mining structures 
(Bewick et al. 2014a). Figure 6.8 illustrates a comparison between fracture behaviour of 
laboratory uniaxial and triaxial asymmetric tests and the micro-cracking response of the 
proposed cohesive GBM. The laboratory observations showed that at atmospheric pressure, the 
cracks initiated at the edge (3D) or point (2D) of the asymmetric steel loading platen, and 
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developed sub-vertically towards the stationary steel platen (Figure 6.8 a and b, 𝜎3 = 0 𝑀𝑃𝑎) 
(Stanchits and Dresen 2003; Yoon et al. 2012). You can see that in the proposed GBM 
framework very well captured this failure pattern, with the sub-vertical macroscopic cracks 
were formed due to the progressive coalescence of inter- and intra-grain micro-cracks. At 10 
and 40 MPa confining pressure, cracks were initiated at the edge of loading platen and 
propagated towards the loaded portion of the specimens (Figure 6.8 a and b, 𝜎3 =
10 and 40 𝑀𝑃𝑎) (Stanchits and Dresen 2003; Yoon et al. 2012). You can see from Figure 6.8c 
(𝜎3 = 10 and 40 𝑀𝑃𝑎) that the GBM specimen exhibited a close failure pattern to its 
laboratory counterparts. Notice that in the numerical specimen more unconnected inter-grain 
micro-cracks developed away from the major fracture. This is because a very small tensile 
strength is required to match the Brazilian tensile strength results (Hofmann et al. 2015a; Saadat 
and Taheri 2019a, 2019b). The micro-cracks that may have developed away from the major 
fracture could not be observed in the physical specimens. However this does not mean that these 
micro-cracks do not exist (Hofmann et al. 2015a). Therefore, the GBM results seem to fit the 
laboratory observations reasonably well, and the macroscopic behaviour can be reproduced.        
 
Figure 6.7 The specimen setup for the asymmetric test. (a) Laboratory 





Figure 6.8 Comparison of the crack distribution of asymmetric uniaxial 
and triaxial tests at 10 and 40 MPa confining pressure with the micro-
cracking response of the GBM specimens. (a) Experimental results from 
Stanchits and Dresen (2003). (b) Experimental results from Yoon et al. 
(2012). (c) The macroscopic fracture behaviour and micro-crack 
distribution in GBM specimens. 
 
 
In Figure 6.9 the numerical observations of Hofmann et al. (2015a) and Yoon et al. (2012) are 
illustrated. Hofmann et al. (2015a) used GBM modelling with PBM-SJM constitutive models 
and Yoon et al. (2012) employed clumped particle model to simulate Aue granite. You can 
see from Figure 6.8  that, unlike GBM simulation of Hofmann et al. (2015a) (Figure 6.9a) and 
Yoon et al. (2012) (Figure 6.9b), in the present GBM specimen obvious grain crushing was 
observed  with an intense concentration along the major fracture, which was closer to the 







Figure 6.9 Numerical crack pattern observed in asymmetric tests of Aue 
granite by (a) Hofmann et al. (2015a) and (b) Yoon et al. (2012).   
 
6.3 Rock joint shear behaviour using cohesive GBM 
6.3.1 Influence of JRC and CNS condition on rock joint behaviour 
In order to study the impact of surface roughness of rock joints and microstructural 
characteristic of polycrystalline rock on the overall shear behaviour GBM specimens, we 
selected three different natural rock joint profiles with known JRC values of 4.6 (smooth), 10.2 
(rough), and 17.5 (very rough), which were measured by Bahaaddini (2014). The surface 
configuration of rock joint profiles is depicted in Figure 6.10.  Hereafter, the GBM specimens 
with JRC values of 4.6, 10.2, and 17.5 are called JP1, JP2, and JP3, respectively. The direct 
shear tests performed under both CNL and CNS conditions. The numerical setup under CNL 
and CNS conditions are illustrated in Figure 6.11. The increment of initial normal stress 
magnitudes (𝜎𝑛
0) under CNS condition is calculated according to Eq. 4.1 and Eq. 4.2. 
Different researchers used various CNS stiffness values in DEM studies. For instance, Bewick 
et al. (2014b) suggested CNS stiffnesses of 10, 30, and 100 GPa/m for GBM simulations of 
intact sandstone with average UCS and Young’s modulus of 140 MPa, and 44 GPa, 
respectively. Shang et al. (2018b) assumed CNS stiffness values of 1, 10, and 30 GPa/m to 
numerically study the shear behaviour of incipient rock joints of Horton Formation Siltstone 
under CNS condition. The average UCS and Young’s modulus of their specimen, respectively, 
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were approximately 140 MPa, and 35 GPa. In the present study, a 𝑘𝑐𝑛𝑠 of 15GPa/m was 
considered for Aue granite to carry out CNS direct shear tests.    
 
Figure 6.10 Natural rock joint profiles used in the GBM approach 
(modified from (Bahaaddini 2014)) 
 
Figure 6.11 Direct shear test setup of GBM specimen under (a) CNL, 
and (b) CNS conditions.   
 
The SJM was applied to the DEM particles forming the rock joint interface. The macroscopic 
data for calibrating SJM microproperties were not available. However, it often the case in 
numerical investigations that one set of microproperties can be assumed to represent the 
mechanical behaviour of rock joint (Bahrani and Kaiser 2016; Zhou et al. 2017). Gutiérrez-
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Ch et al. (2018) suggested a value between 1 and 10 for 𝑘𝑛
𝑆𝐽𝑀/𝑘𝑠
𝑆𝐽𝑀
  to simulate direct shear 
tests using SJM. The microproperties of SJM include normal stiffness (𝑘𝑛
𝑆𝐽𝑀
), shear stiffness 
(𝑘𝑠
𝑆𝐽𝑀
), and friction ratio (𝜇𝑆𝐽𝑀). In the present study, a set of microproperties representing 
the mechanical behaviour of rock joint was assumed for investigating the influence of surface 
roughness and CNS condition on rock joint shear behaviour. The value of 𝑘𝑛
𝑆𝐽𝑀
  and 𝑘𝑠
𝑆𝐽𝑀
were 
considered to be 10,000 and 2,500 GPa/m, respectively. The friction ratio (𝜇𝑆𝐽𝑀) was assumed 
to be 0.75.  
The results of the numerical direct shear test for JP2 under different initial normal stress 
magnitudes (𝜎𝑛
0) are presented in Figure 6.12. We have used three different terms suggested 
by Bahaaddini et al. (2013) for describing the shear mechanism of rock joints: ‘asperity 
sliding’, ‘asperity wear’, and ‘asperity shear-off’. ‘Asperity damage’ is a term used by the 
authors by which the degradation of asperities was described. When the degradation of 
asperities was high, we used descriptive terms such as ‘sever asperity damage’ and 
‘pronounced asperity damage’. We also used the term ‘minor asperity damage’ to describe 
low-intensity asperity degradation, and ‘grain crushing’ to refer to the development of intra-
grain micro-cracks (Morgan et al. 2013; Saadat and Taheri 2019a). Asperity sliding occurs 
under low normal stress where the walls of rock joint slide freely over each other (Bahaaddini 
et al. 2013). This may be followed by minor asperity damage which is evident by very few 
intra-grain contacts and slight concentration of inter-grain contacts around the critical asperity 
areas (see CNL specimen with 𝜎𝑛
0 = 2 𝑀𝑃𝑎, Figure 6.12b). Asperity wear takes place under 
medium normal stress magnitude (Bahaaddini et al. 2013), and causes higher asperity damage 
in the forms of grain crushing. This shear mechanism exhibits a higher concentration of inter-
grain micro-cracks, which cancan be seen in CNL specimen with 𝜎𝑛
0 = 7 𝑀𝑃𝑎, Figure 6.12b. 
Finally, when the applied normal stress magnitude is high, the rock joint tends to demonstrate 
the asperity shear-off mechanism (Bahaaddini et al. 2013). This shear behaviour is usually 
followed by pronounced asperity damage which is the direct consequence of severe grain 
crushing and high concentration of inter-grain micro-cracks around the critical asperity areas. 
Figure 6.12b shows an instance of asperity shear-off in CNL specimen with 𝜎𝑛
0 = 7 𝑀𝑃𝑎. 
The shear stress-displacement graphs (Figure 6.12a) showed that the slope of the linear elastic 
stage of the GBMs increased with increasing 𝜎𝑛
0. The results demonstrated that all GBMs, 
under CNS condition, exhibited a higher peak shear strength. For 𝜎𝑛
0 = 2 𝑀𝑃𝑎  a distinct peak 
shear strength could not be recognized, which was due to a progressive increase of applied 
normal stress. For medium and high 𝜎𝑛
0 (i.e. 7 and 14 MPa), a distinct peak shear strength 
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could be observed under CNS, but there was still a slight increase in the shear strength during 
post peak. The CNL models exhibited a higher dilative response compared to CNS models 
(Figure 6.12a). The fracture response of GBMs showed that the asperity degradation in CNS 
models was more pronounced than those undertaken under CNL condition (Figure 6.12b). 
These behaviours were attributed to an increase in the magnitude of normal stress in the CNS 
condition. The CNL models showed a transition from asperity sliding mode (𝜎𝑛
0 = 2 𝑀𝑃𝑎 ) 
to asperity wear (𝜎𝑛
0 = 7 𝑀𝑃𝑎) and asperity shear off (𝜎𝑛
0 = 14 𝑀𝑃𝑎) modes by increasing 
𝜎𝑛







Figure 6.12 The result of the direct shear test on GBM specimen under 
CNL and CNS conditions: (a) shear stress-displacement and normal-
shear displacement graphs; (b) distribution of inter- and intra-grain 
micro-cracks. 
 
The macroscopic fracture behaviour of GBMs in Figure 6.12b shows that in all GBMs, 
asperity damage occurred due to bond-break in the intra-grain contact, which resulted in grain 
crushing in critical asperities. The experimental investigations of Morgan et al. (2013) showed 
that mineral strength highly controls the degree of grain crushing in polycrystalline rocks. The 
GBM results (Figure 6.12b) revealed that when the shear mechanism was asperity sliding (i.e. 
𝜎𝑛
0 = 2 𝑀𝑃𝑎), the grain crushing was not significant. In contrast, in GBMs with higher 𝜎𝑛
0 
more intra-grain cracks were promoted resulting in a more pronounced localized asperity 
degradation. The distribution pattern of inter-grain micro-cracks (black lines in Figure 6.12b) 
showed that by increasing 𝜎𝑛
0, the inter-grain micro-cracks tended to develop vertically 
towards the top loading wall. The numerical simulations revealed that grain crushing (i.e. 
localized asperity damage) was more pronounced under CNS condition. This may be 
attributed to asperity interlocking as a result of an increase in the applied normal stress under 
CNS condition, which prevented the rock joint surface from slipping along the irregularities. 
As a results, the critical asperities exhibited more resistance against shearing leading to more 
grain crushing. 
In order to better analyse the asperity degradation of rock joints under CNS condition during 
the shear procedure, the fracture distribution pattern of GBM (JP2) with 2.0 and 14.0 MPa of 
𝜎𝑛
0 was monitored at four different shear stress magnitudes, and the results are illustrated in 
Figure 6.13. In the pre-peak stage (point “a”, Figure 6.13), both GBMs demonstrated the 
formation of inter-grain micro-crack around the critical asperity areas. When 𝜎𝑛
0 = 14.0 𝑀𝑃𝑎 
a slight grain crushing is observed. With further shear displacement, the number of inter- and 
intra-grain micro-cracks enhanced in the GBMs (point “b”, Figure 6.13). The peak shear 
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strength occurred in GBM with 𝜎𝑛
0 = 14.0 𝑀𝑃𝑎 at point “b”, while no recognizable peak was 
observed for the test at 𝜎𝑛
0 = 2.0 𝑀𝑃𝑎. Then, the GBM with 𝜎𝑛
0 = 14.0 𝑀𝑃𝑎 experienced a 
softening stage during which a high degree of bond-break occurred in inter-grain contacts 
(point “c”, Figure 6.13). A pronounced localized asperity damage (i.e. grain crushing) was 
also observed at this point. In comparison, the GBM with 𝜎𝑛
0 = 2.0 𝑀𝑃𝑎 showed minor 
asperity damage, and the inter-grain micro-cracks developed around the rock joint surface 
(point “c”, Figure 6.13). At the end of the shearing stage (point d), severe asperity damage 
occurred in the GBM with 𝜎𝑛
0 = 14.0 𝑀𝑃𝑎 , and inter-grain micro-cracks coalesced to form 
larger grain boundary fractures apart from the rock joint interface. In contract at point “d”, the 
GBM with 𝜎𝑛
0 = 2.0 𝑀𝑃𝑎  exhibited a low intensity of asperity damage, and the formation of 
tensile fractures was less severe. Notice that the extension of tensile fractures was the result 
of progressive coalescence of inter-grain micro-cracks, which are demonstrated by 
accumulation of fractures in grain bountries (i.e. black lines) demonstrated in Figure 6.13. The 
extension of tensile fractures along grain boundaries was the results of assigning small contact 
strength (𝐶𝐶𝑆𝐽𝑀
0 ) to the inter-grain contacts in order to match the experimental Brazilian tensile 
strength. This is the pivotal aspect of GBM simulation (Hofmann et al. 2015a; Saadat and 
Taheri 2019b). These numerical observations are consistent with the fracture behaviour of 
physical specimens. For instance, the experimental results of Meng et al. (2018) on granite 
with irregular rock joints showed that apart from asperity damage, several tensile fractures 





Figure 6.13 Asperity degradation of GBMs with different 𝜎𝑛0  under CNS 
condition (JP2). 
 
In order to assess the influence of JRC on the shear mechanism and fracture behaviour of 
GBM specimen under CNS condition, the numerical direct shear tests were carried out using 
JP1, JP2, and JP3 (Figure 6.10) with 𝜎𝑛
0 = 2.0 𝑀𝑃𝑎. Figure 6.14 illustrates the shear stress-
displacement and normal-shear displacement relations, and the fracture distribution in GBMs. 
As expected, by increasing the value of JRC, the peak shear strength and normal displacement 
seincrease (Figure 6.14a). The GBM with JP2 and JP3 showed severe asperity damage, 
whereas JP1 exhibited dominant asperity sliding (Figure 6.14a) with slight asperity damage 
(Figure 6.14b). The results showed that the shear stress in JP2 gradually increased after 0.2 
mm of shear displacement, which was due to the effect of CNS condition. This behaviour was 
not observed in JP1 and JP3. These numerical results were consistent with the experimental 
observations of Indraratna et al. (2015). 
In the present research, we employed 2D numerical simulation to generate various 
morphologies of rock joint. This simplification was required in order to reduce the 
computational costs. It is true that more details can be incorporated into the numerical 
specimen in 3D, which can give us a more comprehensive understanding of rock joint shear 
behaviour. However, 2D assumption is valid because the macroscopic response of the GBM 
specimens are consistent with the laboratory observations (Meng et al. 2018). Also, this has 






Figure 6.14 The numerical direct shear test results on rock joints with 
different surface roughness under CNS condition. (a) The shear stress-
displacement and normal-shear displacement curves (b) The fracture 
distribution and asperity damage in GBM specimens. 
 
6.3.2 Influence of grain size on the shear behaviour of rock joint 
We generated three distinct grain size scenarios given in Table 6.7, which are similar to our 
previous research studying the effect of rock texture on macroscopic behaviour of pre-cracked 
polycrystalline rocks (Saadat and Taheri 2019b).  This enables us to investigate the influence 
of grain size on macroscopic behaviour of rock joint (JP2). To do so, we have conducted 18 
numerical direct shear tests in PFC2D to examine the effect of rock texture on macroscopic 
shear behaviour of rock joints under both CNL and CNS conditions. The peak shear stress and 
peak dilation angle of the numerical specimens were measured, and the results of this 




Table 6.7 Overview of various grain size scenarios for investigating the 
influence of grain size heterogeneity on the shear mechanism of rock joint 
 Average mineral diameter (mm) 
Quartz Plagioclase Orthoclase Mica 
Fine grain 1.45±0.35 1.35±0.45 1.35±0.45 1.2±0.3 
Medium grain 3.2 1.6 1.6 1.6 
Coarse grain 4.3 3.0 3.0 3.0 
 
You may see that at 𝜎𝑛
0 = 2 𝑀𝑃𝑎 the grain size has a negligible influence on the peak shear 
stress and peak dilation angle of rock joint under both CNL and CNS conditions. At 𝜎𝑛
0 of 7 
and 14 MPa, the effect of grain size was more pronounced .The highest peak shear stresses and 
the lowest peak dilation angles are observed at 𝜎𝑛
0 = 14 MPa , respectively (Figure 6.15)  . The 
increase in the shear stress of rock joints was attributed to the higher asperity strength because 
an increase in the grain size relatively rises the UCS of GBMs (Hofmann et al. 2015a; Peng et 
al. 2017; Saadat and Taheri 2019b). The reduction in peak dilation angle might be due to severe 
asperity damage. As it can be seen in Figure 6.15a, the influence of CNS condition on peak 
shear strength was more pronounced under 𝜎𝑛
0 = 2 𝑀𝑃𝑎, which was due to the predominant 
asperity sliding mechanism resulting from low confining stress (Indraratna et al. 2015). 
Nonetheless, the peak dilation angle of CNS specimens showed lower values compared to their 
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CNL counterparts regardless of 𝜎𝑛
0  magnitude, which was attributed to a progressive increase 
of applied normal stress under CNS condition. 
 
Figure 6.15 The effect of grain size on the (a) peak shear stress, and (b) 
peak dilation angle of rock joint (JP2) 
 
6.4 Conclusion 
The proposed cohesive model was used to develop a cohesive GBM framework to simulate the 
fracture behaviour of polycrystalline rocks. The gradual softening response of inter- and intra-
grain contacts was simulated by incorporating an exponential damage evolution function to the 
force-displacement laws. The damage response of the contacts controlled using a softening 
parameter, which defined as a microproperty in the constitutive relationships. The model was 
validated with the experimental results of three types of granites namely Adelaide black 
granite, Eibenstock II granite, and Aue granite. The model exhibited good capability in 
reproducing the macroscopic behaviour of granitic specimens. The following conclusions were 
derived from validation procedure: 
 The numerical results obtained from TPB tests conducted on Adelaide black granite 
revealed that it is absolutely necessary to incorporate a cohesive response in the 
constitutive relationships of DEM contacts since PBM was incapable of reproducing a 
promising post-peak response.     
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 The lower value of softening parameter showed a more softening response during post-
peak stage of TPB test, which was attributed to a high magnitude of fracture energy at 
microscopic scale. 
 The proposed model exhibited a promising capability in reproducing the fracture 
pattern of polycrystalline rocks under confining pressure. 
 Under high confining pressure, the experimental results showed a more pronounced 
grain crushing, which could be very well identified by the proposed GBM via 
significant development of intra-grain micro-cracks. 
 The proposed GBM framework showed a promising ability in reproducing the fracture 
behaviour of granitic rock under unconfined and confined asymmetric tests. 
Therefore, the proposed GBM framework could be regarded as an alternative tool to an 
experimental approach, which can be employed to obtain new insight regarding the fracture 
behaviour of polycrystalline rocks. 
The calibrated model was employed for investigating the asperity damage mechanism of rock 
joints with various surface roughness under both CNL and CNS conditions. Three rock joint 
profiles were digitized and imported into PFC2D to produce jointed polycrystalline specimens. 
The numerical results indicated that the response of rock joints under CNS was greatly 
controlled by asperity damage (i.e. grain crushing), the extent of which increased with 
increasing 𝜎𝑛
0  and surface roughness. The normal displacement of rock joints increased with 
increasing JRC, and reduced with increasing 𝜎𝑛
0. The asperity damage was occurred in GBMs 
as a result of grain crushing which was due to bond-break in the intra-grain contacts, an effect 





7 Chapter 7: GBM simulation of pre-cracked Barre granite  
7.1 Introduction 
The determination of rock mass strength and damage mechanism of granitic rocks is critical at 
design and construction stages of mining projects. Mining excavation at great depth generates 
severe challenges in the development of mining structures such as pillars and tunnels (Bahrani 
et al. 2011). As planes of weaknesses, discontinuities (e.g. joints) can control and affect the 
strength, deformation, and failure behaviour of rock masses (Brady and Brown 2004). 
Conducting laboratory tests on pre-cracked specimens enhances our understating about the 
cracking processes and damage behaviour of rocks. The results of such experimental testing 
can serve as a basis for the development of constitutive models (i.e. in continuum methods) 
that can be used for the simulation of field scale problems (Bobet and Einstein 1998). The 
macroscopic cracking response, however, is highly influenced by the microstructure of the rock 
at the grain scale (Wu et al. 2000). In this respect, studying the underlying mechanism of the 
initiation of inter- and intra-grain micro-cracks is crucial. 
The development of macroscopic fractures due to the initiation and coalescence of inter-and 
intra-grain micro-cracks is the dominant damage mechanism influencing the mechanical 
behaviour and integrity of brittle rocks (Moradian et al. 2016; Morgan et al. 2013). Different 
parameters, such as grain shape and size, the type of minerals, and the presence of pre-existing 
cracks, affect the mechanical and failure responses of rock as a heterogeneous material. The 
mechanical behaviour of the rock mass is controlled by intact rock blocks and defects (i.e. 
joints, fractures, and cracks) (Taheri and Tani 2010). One of the main reasons for rock mass 
failure is the coalescence of pre-existing flaws (Yin et al. 2014; Zhou et al. 2018).  
Many scientists have concluded that the mechanical and failure behaviours of crystalline rocks 
are highly influenced by inter- and intra-grain crack initiation and crack propagation at the 
mineral scale (Diaz et al. 2016; Rodríguez et al. 2016; Tavallali and Vervoort 2010; Tuğrul and 
Zarif 1999). Therefore, studying the macroscopic failure and mechanical behaviour of pre-
crack rock specimens is highly relevant during the process of rock mass characterisation, 
especially for the evaluation of rock mass strength (Bahrani and Kaiser 2016; Cao et al. 2016; 
Liu et al. 2018; Mayer and Stead 2017; Morgan et al. 2013). 
The focus of this chapter is to employ the proposed model to mimic the mechanical and failure 
behaviour of pre-cracked crystalline rocks. The proposed GBM framework was calibrated 
against the experimental uniaxial compressive and Brazilian split-tensile-testing results using 
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Barre granite. The calibrated model was then used for simulating the macroscopic mechanical 
and fracturing behaviour of physical pre-cracked Barre granite, and a good agreement was 
obtained. We found that using the proposed GBM framework, both inter- and intra-grain micro-
cracking behaviour can be simulated. These capabilities allow us to obtain a better insight into 
the influence of the microstructural features of the pre-cracked granite’s failure mechanisms.   
7.2 Modelling polycrystalline rock using GBM 
In general, the different minerals, pores, and defects in intact rocks control the rocks’ 
mechanical and deformation behaviours (Liu et al. 2018). Better insight into the damage 
process and failure behaviour of brittle materials can be obtained by studying the processes of 
the propagation and coalescence of macroscopic cracks that initiate from pre-existing flaws. In 
the GBM approach, micro-cracks initiate and propagate in the numerical specimen due to bond 
failures in the inter- and intra-grain contacts. In the presence of pre-existing cracks, the 
macroscopic failure pattern, and the material strength, are highly influenced by the initiation 
and propagation of micro-cracks that form around the inner- and outer- flaw-tip regions of the 
pre-existing flaws. Prior experimental observations have revealed that the flaw inclination 
angle affects granite’s fracturing processes (Miller and Einstein 2008; Morgan et al. 2013). In 
the following sub-sections, the calibration procedure of the GBM approach against laboratory 
data of Barre granite is described first. Then, the micro-parameters obtained during the 
calibration process are used to simulate the mechanical and cracking behaviours of Barre 
granite under uniaxial compression.   
7.2.1 Model setup and calibration procedure 
The micro-mechanical parameters incorporated in the constitutive relationships of the cohesive 
and smooth-joint models are different from the macroscopic parameters measured in the 
laboratory. Therefore, the micro-mechanical parameters must be obtained in a calibration 
procedure (Bahrani et al. 2014; Farahmand et al. 2018; Liu et al. 2018). In the present study, 
the mechanical properties of Barre granite given by Miller (2008) and Morgan et al. (2013) 
were used to calibrate the proposed GBM framework. The calibration procedure involved 
altering the microproperties of the model until reaching a good match between simulated 
macroscopic parameters and the laboratory test results. We used the results of the uniaxial 
compressive and Brazilian tensile tests of Barre granite to calibrate the GBM. The macroscopic 
parameters used in the calibration procedure included Young’s modulus, the uniaxial 
compressive strength (UCS), Poisson’s ratio, the Brazilian tensile strength (BTS), and the ratio 
of UCS/BTS.  
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Barre granite is approximately comprised of 36% plagioclase, 32% quartz, 18% K-feldspar, 
8% biotite, 3% muscovite, and 3% granophyre minerals (Morgan et al. 2013). The average 
grain size of Barre granite reported in the literature is 1.7 mm, with a minimum and maximum 
grain size of  0.87 mm and of 2.54 mm, respectively (Morgan et al. 2013). These data were 
used for generating the synthetic specimens illustrated in Figure 7.1. Due to the small 
percentage of muscovite and granophyre minerals, each was categorised as “other minerals”, 
together with biotite, during the sample generation procedure. A unique set of micro-
mechanical parameters were assigned to the DEM contacts that formed the “other minerals” 
group. In this research, the average grain size was slightly increased to 1.9 mm, which is still 
in the range of 0.87-2.54 mm, to make the numerical simulations computationally efficient. 
Increasing the average grain size to reduce computation time has also been adopted in previous 
GBM studies (Bewick et al. 2014c; Liu et al. 2018). These assumptions were required to reduce 
the complexity of numerical simulations and were verified by comparing them with the 
laboratory results.  
 
Figure 7.1 Schematic of numerical test setups. (a) Uniaxial compression 
test. (b) Brazilian tensile test. (c) A close-up view of grain structure in 
synthetic Barre granite. 
 
We generated a rectangular specimen with a height of 152 mm and a width of 76 mm to 
simulate the uniaxial compression test (Fig. 6a). To produce reliable UCS results, particle sizes 
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should be relatively small compared to the dimensions of the specimen (Munoz et al. 2016; 
Potyondy and Cundall 2004). Bahrani et al. (2014) and Hofmann et al. (2015a) suggested that 
at least five minerals are needed along the shorter dimension of the model to simulate a uniaxial 
test in PFC-GBM. In this research, a minimum particle radius of 0.2 mm was used, to ensure 
that each mineral was made of at least ten DEM particles. This increase in the number of DEM 
particles inside the grain allows for more realistic micro-cracking behaviour of the GBM. The 
numerical UCS specimen contains approximately 47,000 DEM particles.  
ISRM  (Ulusay 2015) suggested that the specimen diameter in the Brazilian tensile test ought 
to be at least ten times the average grain size. Accordingly, for simulating the Brazilian tensile 
test, a circular specimen with a diameter of 75 mm, containing approximately 18,000 DEM 
particles, was generated in PFC2D (Figure 7.1b). A close-up view of the polygonal grain 
structure generated by GBM approach is illustrated in Fig.5c.  
The calibration procedure is performed by considering a set of micro-mechanical parameters 
and conducting uniaxial compression and Brazilian tensile tests until the macroscopic 
properties captured by the proposed GBM framework match the corresponding properties 
gained from the experimental tests. A summary of the GBM calibration can be found in Bahrani 
et al. (2014), in which the process was explained by reproducing the mechanical and fracturing 
behavior of experimental intact and granulated Wombeyan marble. This process was also 
confirmed by Hofmann et al. (2015a) and Liu et al. (2018). The calibration procedure of GBM 
approach is comprehensively discussed in chapter 6. 
The stress-strain curves of the uniaxial compressive test and the Brazilian tensile test are 
depicted in Figure 7.2. The micro-mechanical parameters obtained from the calibration 
procedure are listed in Table 7.1, and the macroscopic results of both the experimental and 
numerical tests are given in Table 7.2. Note that there is a discrepancy between the stress-strain 
results (Figure 7.2a) from the beginning of loading until axial stress equal to 40 MPa, even the 
overall stiffnesses of the stress-strain results obtained from the numerical modelling and the 
experimental study are similar. The discrepancy is mainly due to a bedding error measurement 
(Munoz et al. 2016; Taheri and Tani 2008), and to the closure of existing micro-cracks in the 
experimental measurement at the beginning of loading, during the crack-closure stage (Taheri 
et al. 2016; Zeng et al. 2018). These two phenomena create a curvature at the beginning of 
loading in the experimental measurement, which cannot be captured by the numerical model. 
Since a constant value for the stiffness of inter- and intra-grain contacts needed in the GBM 
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approach, a linear elastic response was reproduced by the model, even at the beginning of the 
numerical test. Therefore, no curvature of numerical stress-strain curve (i.e. crack closure) was 
observed. The linear portion of the stress-strain graph (Figure 7.2a) was used to calibrate the 
Young’s modulus of the rock (Potyondy 2010a). In general, in the current numerical studies, 
crack closure is not regarded as a macroscopic parameter that should be identified during the 
calibration procedure. Instead, the reliability of the numerical models can be validated by 
comparing the numerical results with the Young’s modulus, UCS, tensile strength, and 
Poisson’s ratio of the rock (Farahmand et al. 2018; Li et al. 2018b; Potyondy 2010a; Potyondy 
and Cundall 2004). In the present study, the mechanical parameters of Barre granite were  well 
captured by the proposed GBM framework. We, therefore, assumed that the underestimation 
of the initial crack closure had negligible implications on the outcome of the present study, 
because the model well captured the macroscopic mechanical parameters. This assumption was 
verified in the early attempts of PFC-GBM approach (Potyondy 2010a, 2010b), which is widely 
adopted in the current GBM investigations (Farahmand et al. 2018; Li et al. 2018b; Liu et al. 
2018; Peng et al. 2017).  
 
 
Figure 7.2 Stress-strain curves obtained from numerical simulations. (a) 







Table 7.1 Calibrated microproperties for simulating the macroscopic 
behaviour of Barre granite. 
Micro-mechanical parameters of the grains (the cohesive contacts) 
 
 












radius forming grain, 
Rmin (mm) 




1.66 1.66 1.66 1.66 
Cohesive model Young’s Modulus, 
?̅?𝑐,𝐶𝐶𝑀 (GPa) 
12.5 14.0 10.5 5.8 









125 165 125 90 
Friction ratio, (𝜇𝐶𝐶𝑀) 0.55 0.55 0.55 0.55 
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Table 7.2 Laboratory test results (Miller 2008) compared to numerically 
observed results for calibrated Barre granite. 




Young’s modulus (GPa) 19.2 19.9 
Poisson’s ratio 0.16 0.19 




Figure 7.2b depicts the stress-strain curve of the Brazilian tensile test. It shows a linear elastic 
phase, a peak tensile strength, and an abrupt reduction of axial loading. Note that the stress-
strain curve related to the Brazilian tensile test is not provided by Miller (2008). Therefore, 
only the peak tensile strength obtained from the numerical simulation was compared with 
experimental observations. This calibration approach was also followed in a number of 
previous numerical studies (Bahrani et al. 2014; Bewick et al. 2014c; Hofmann et al. 2015a; 
Liu et al. 2018). 
The final macroscopic fracturing responses observed in the uniaxial compressive and Brazilian 
tensile tests are illustrated in Figure 7.3 and Figure 7.4, respectively. The macroscopic 
fracturing response of the specimen under uniaxial compression is illustrated in Figure 7.3a. 
For more clarity, the micro-cracking pattern of the uniaxial test is shown separately.  
It can be seen from Figure 7.3b that the grain boundary micro-cracks dominated the specimen. 
This observation is in agreement with Mosher et al. (1975) who experimentally studied the 
fracturing characteristics of granite and found that the macroscopic tensile cracks that formed 
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pre-peak, the intra-grain contacts entered to their yielding limit (softening behaviour). After 
cohesion degradation (𝐷𝐶𝐶𝑀 = 1.0), bond-break occurred and intra-grain micro-cracks 
initiated. At some locations in the specimen (Figure 7.3b), the interaction between inter- and 
intra-grain micro-cracks formed the macroscopic shear cracks, which was consistent with the 
macroscopic shear failure observed in brittle crystalline rocks (Hofmann et al. 2015a; Li et al. 
2018b). The majority of micro-cracks propagated and developed along the axial direction. 
Macroscopic fractures generated in brittle crystalline rocks under uniaxial compression are 
often dominated by cracks at the micro level, in a direction approximately perpendicular to the 
loading plates. The failure mode observed in the present study’s numerical simulation is called 
“axial splitting”, which is in agreement with previous observations (Potyondy 2010a). 
Figure 7.4 shows that no intra-grain micro-cracks were observed during the Brazilian tensile 
test and only inter-grain micro-cracks presented during simulation. This was attributed to the 
low tensile strength assigned on the grain interface contacts, which resulted in the early 
initiation of inter-grain micro-cracks and the failure of the GBM specimen (Hofmann et al. 
2015a; Hofmann et al. 2015b; Liu et al. 2018; Saadat and Taheri 2019b). The progressive 
coalescence of these tensile micro-cracks formed macroscopic tensile fractures, which 
extended towards the loading plates.      
 
 
Figure 7.3 The final numerical results obtained from uniaxial 
compression test. (a) The macroscopic fractures developed during axial 
loading. (b) The distribution of inter- and intra-grain micro-cracks in the 




Figure 7.4 Distribution of macroscopic tensile cracks in Brazilian 
specimen after failure. 
 
7.2.2 Random distribution of mineral grains 
Ideally, the topological and statistical properties of the GBM specimens should be similar to 
those of the physical rock (Potyondy 2010a). Voronoi tessellation is widely used, but the 
topological and statistical properties of the crystalline rock cannot be realistically generated by 
this method (Potyondy 2010a). The PFC’s two-dimensional disk-packing scheme has been 
used by many scholars to generate polycrystalline microstructure (Bahrani et al. 2014; 
Hofmann et al. 2015a; Potyondy 2010a), which gives an appropriate match between synthetic 
and real grain microstructure (Potyondy 2010a). However, the sensitivity of the calibrated 
model to the random distribution of the grains should be examined by considering several 
distributions for the minerals. To do so, five seed numbers were considered to generate various 
GBM specimens with a different random distribution of the minerals. The results showed that 
the Young’s modulus varied only between 19.5 to 20.5 GPa, and the Poisson’s ratio varied 
between 0.17 to 0.19. The UCS varied between 148 to 153 MPa, and the Brazilian tensile 
strength varied between 8.2 to 8.8 MPa. The GBM investigation of Saadat and Taheri (2019b) 
also revealed that the mechanical parameters of Aue granite showed insignificant variation with 
random distribution of minerals. However, we will demonstrate in section 5.3.2 that the crack 
distribution pattern can be influenced by the random distribution of grains. Hofmann et al. 
(2015a) also emphasized that the change in the distribution of grain had significant influence 
on the fracture pattern as a result of inhomogeneities. The variation in the numerical results is 
very well within the variation of the mechanical parameters of the physical Barre granite. 
Therefore, it was meaningful to employ the calibrated parameters for conducting uniaxial 
compression test on pre-cracked specimens. 
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7.3 Modelling pre-cracked Barre granite 
7.3.1 Numerical model setup for pre-cracked specimens 
The GBM approach was used to carry out a numerical simulation of pre-cracked granite, to 
validate the proposed GBM framework and evaluate its potential in reproducing the 
macroscopic fracturing behaviour and strength responses of physical specimens. We adopted 
the micro-mechanical parameters obtained during the calibration procedure, and the 
macroscopic responses of the pre-cracked granite were simulated. The specimen dimension for 
the experimental UCS test was 152 mm (height) × 76 mm (width), and the same specimen size 
was used for conducting compression tests on pre-cracked specimens Miller (2008). The same 
specimen size was used for generating the GBM specimens in PFC2D. The geometries of pre-
existing flaws were generated in PFC2D as per the information provided in the experimental 
study conducted by Miller (2008) (illustrated in Figure 7.5). The pre-existing flaws were 
created in the physical Barre granite using an OMAX waterjet, which produced a crack with a 
thickness of 1.5 mm (Miller 2008; Morgan et al. 2013). The same thickness size was imported 
into PFC2D for generating the pre-cracked GBM specimens. After importing the geometries 
into the software, the pre-existing cracks were developed by removing the DEM particles.  
In the specimens tested in the current study, the ligament length (𝐿) and bridging angle (𝛼) 
were considered to be constant, but the inclination angle (𝜃) was varied. The flaw length (2𝑏) 
was equal to 13 mm and, the ligament length was equal to 𝑎 for all specimens. The bridging 
angle was equal to 60°, and the flaw inclination angles of 0°, 30°,  30°, and 75° were simulated. 
The crack initiation, coalescence, and peak axial stresses were monitored during testing, and 
the crack propagation pattern and failure modes of the numerical specimens were compared 
with the experimental data. The values of crack initiation, coalescence, and peak axial stresses 
were obtained during numerical testing, using the definitions given by Miller and Einstein 
(2008), and Morgan et al. (2013). The crack initiation stress refers to the stress at which the 
first macroscopic crack initiates from the tips or the surface of the pre-existing flaw. The 
coalescence stress refers to the stress magnitude at which the pre-existing flaws link together 
and coalesce due to the expansion of macroscopic fractures in the bridging area. The peak axial 




Figure 7.5 Grain-based pre-cracked Barre granite in PFC2D and 
geometrical configuration of pre-existing cracks. 
 
7.3.2 Fracture behaviour of pre-cracked granite (𝜽 = 𝟑𝟎°) 
The results of the uniaxial compression loading tests for the numerical and experimental 
specimens are illustrated in Figure 7.6. The complete stress-strain curves of the numerical 
specimens, with a flaw inclination angle of 30°, and three different experimental counterparts, 
are illustrated in Figure 7.6a. The numerical results were compared with the average values 
obtained from the experimental results. The micro-cracking behaviour, and the development 
of macroscopic cracks in the flaw zone at different stages of loading are illustrated in 
Figure 7.6b, c, and d. In Miller’s (2008) study, for each experimental test, a simplified sketch 
of the final fracture pattern was provided including macroscopic cracks, white patching, and 
crushing zone (see laboratory fracturing patterns in Figure 7.6b, c, and d). It can be seen from 
Figure 7.6 that there was a discrepancy between the experimental results in terms of stress-
strain curve and fracturing pattern, which may be attributed to the meandering path defined by 
the mineral boundaries (Morgan et al. 2013). Since the microstructure and the meandering 
paths in each specimen were different, the macroscopic fracturing responses and hence the 










Figure 7.6 Numerical and experimental results for a specimen with 𝜃 =
30°. (a) The numerical and experimental stress-strain curves, the crack 
initiation, crack damage , and peak axial stresses are marked at each 
graph. (b) The numerical and experimental macro-cracks at point I. (c) 
The numerical and experimental macro-cracks at point II. (d) The 
numerical and experimental macro-cracks at point III. (e) The 
distribution of inter- and intra-grain micro-cracks, and grain crushing 
around the flaw tips. (f) The pattern of macroscopic cracks in the GBM 
specimen at failure. (Experimental results were modified from Miller 
2008). 
 
According to Morgan et al. (2013), in Barre granite, visible regions of mineral lightning 
occurred on the surface of the specimen before fracturing, which was called “white patching”. 
There are two types of white patching were observed in Barre granite: linear and diffusive 
white patching (Miller 2008). Figure 7.7 illustrates different types of white patching in Barre 
granite. Linear white patching can travel along the grain boundary to form grain boundary 
173 
 
white patching, or travel through a mineral to create an intragranular white patching 
(Figure 7.7a). Grain boundary white patches appear in the specimen before crack initiation 
along the grain boundaries. In diffusive white pathing, multiple minerals lightened entirely with 
no preferential direction (Figure 7.7b). Diffusive white patching is mostly associated with the 
shear cracking, but in some specimens, it can appear before both tensile and shear cracking 
(Morgan et al. 2013). In the GBM specimens, the inter- and intra-grain micro-cracks were 
monitored to compare the numerical cracking behaviour with the experimental counterparts. 
 
Figure 7.7 Different types of white patching observed in Barre granite. 
(a) Linear white patching (grain boundary & intragranular). (b) 
Diffusive white patching. (modified from Morgan et al. (2013)). 
 
The numerical results exhibited a linear-elastic behaviour from the beginning of the test until 
the simulation reached crack initiation stress (point I in Figure 7.6a). Unlike the pre-cracked 
numerical specimen, the laboratory specimens showed an initial non-linear behaviour similar 
to intact rock. The reason is that at the crack initiation stress magnitude (Figure 7.6b), initial 
macroscopic cracks appeared in the flaw areas due to bond-breakage in the inter-grain contacts. 
As a result of the low tensile strength of the inter-grain micro-cracks, the contact boundaries 
initially failed in the linear elastic stage. The progressive coalescence of the inter-grain micro-
cracks formed large, sub-vertical cracks, and when the density of the inter-grain micro-cracks 
was sufficiently high, macroscopic fractures developed that were nearly parallel to the direction 
of the axial loading (Figure 7.6b).  
The experimental observations of  Morgan et al. (2013) on pre-cracked Barre granite revealed 
that macroscopic tensile cracks typically follow the grain boundaries and are “jagged” in shape. 
Figure 7.8 illustrates a schematic representation of the grain boundary tensile crack observed 
in Barre granite by Morgan et al. (2013) and Moradian et al. (2016). In our numerical 
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simulations, we observed the same failure pattern during the propagation of macroscopic 
tensile cracks.  
In GBM, due to the random, polygonal shape of Voronoi elements that were generated to mimic 
the minerals, the grain boundaries were jagged in shape. Thus, the inter-grain micro-cracks 
were propagated in a meandering, jagged path that was dictated by the grain interfaces 
(Figure 7.6b). The simulations revealed that the tensile wing cracks initiated near flaw tips, and 
they propagated vertically towards the loading walls (Figure 7.6b). This was similar to the 
pattern observed in the experiments. Figure 7.6b shows that, at the crack initiation stress, some 
inter-grain micro-cracks appeared in the bridging area. However, according to the laboratory 
observations, the coalescence of the pre-existing crack did not occur at crack initiation stress 
magnitude, because further loading was needed in order to widen the tensile cracks in the 
bridging zone and fully link the flaws (Miller 2008). At crack initiation stress either grain 
breakage (specimen A), or tensile cracks (specimen B and C) presented in the bridging area 
(Figure 7.6b). However, it was not until reaching the crack coalescence stress level that the 
macroscopic fractures fully developed and the coalescence of the pre-existing cracks occurred. 
Similarly, in the numerical specimens, after macroscopic crack initiation further loading was 
needed to cause the coalescence of the pre-existing cracks (Figure 7.6c).     
 
Figure 7.8 (a) Macroscopic cracks in pre-cracked Barre granite 
(modified from Moradian et al. 2016). (b) The jagged shape tensile 
cracks developed along the meandering path defined by the mineral 
boundaries (modified from Morgan et al. 2013). 
 
The stress magnitude at which the coalescence of pre-existing cracks occurred was defined as 
the coalescence stress by Miller (2008). In the current study, this stress level is called damage 
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stress. At the crack damage stress level (Fig. 10c), a sufficiently high number of inter- and 
intra-grain micro-cracks initiated from the inner- and outer-tip regions. The macroscopic 
tensile cracks formed at point I expanded, and larger macroscopic cracks around the flaw tips 
were formed. In the GBM simulation, the extension of the macroscopic crack inside the 
bridging area resulted in crack coalescence.  
From point II until the peak axial stress (point III), a non-linear behaviour was observed in the 
numerical stress-strain curve (Figure 7.6a), which was the result of a progressive macroscopic 
crack extension around the flaw tips and other areas of the specimen. Finally, at a stress 
magnitude of 92.8 MPa (point III in Figure 7.6a), the maximum numerical axial strength was 
achieved, the specimen completely failed, and the axial stress dropped accordingly. It can be 
seen that, at point III (Figure 7.6d), the simulated macroscopic fractures expanded and 
developed in a direction parallel to the compressive loading. A localised, macroscopic fracture 
path was exhibited near the flaw tips, which was the consequence of inter- and intra-grain 
micro-crack coalescence. In the laboratory specimens (A and B), this behaviour was identified 
as grain crushing. Our numerical observations presented in Figure 7.6, confirm that the 
proposed GBM framework has the capability to reproduce the macroscopic stress-strain 
response and fracturing behaviour of pre-cracked Barre granite. 
One of the factors that effectively controls the degree of grain crushing in the physical Barre 
granite is the mineral strength. Increasing the mineral strength reduces the grain breakage, 
therefore less intra-grain micro-cracks appear during the failure of Barre granite. The 
experimental observations showed that the Barre granite has strong minerals (e.g. quartz) 
which inhibits the severe breakage of the minerals under uniaxial compressive loading (Morgan 
et al. 2013). However, in the experimental pre-cracked specimens, some localised grain 
crushing was evident around the tips of the pre-existing flaws, which in turn was associated 
with the large sliding displacement along the surface of macroscopic fractures (Morgan et al. 
2013). Similarly, in the GBM specimen, we explored that the bond breakage occurred in the 
minerals existed at the vicinity of macroscopic fracture interfaces (Figure 7.6e and f). 
Numerical simulations show that the large sliding displacement of the minerals along the 
surfaces of macroscopic fractures caused failure of intra-grain contacts, which resulted in the 
localised grain crushing.    
In the numerical specimens, a relatively high number of unconnected grain boundary micro-
cracks appeared away from the major macroscopic fractures (i.e. point III in Figure 7.6d). This 
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was due to the low value of the microscopic tensile strength assigned to the grain boundary 
contacts. In the experimental specimens, however, the unconnected micro-cracks may not be 
visible, but this does not mean that they are not present in the specimen (Hofmann et al. 2015a).  
7.3.3 The effect of flaw inclination angle 
In order to further validate the sensitivity of the proposed GBM framework to the orientation 
of pre-existing cracks, different numerical specimens with various flaw inclination angles were 
generated in PFC2D, and the results were compared with the laboratory data (Miller 2008).  
Figure 7.9 illustrates the results of comparing the fracture pattern obtained from the GBM 
simulations at peak axial stress. The results revealed that the GBM model can successfully 
reproduce the experimental, macroscopic fracturing response. The numerical results showed 
that the macroscopic fractures initiated from the tips and surfaces of pre-existing flaws, and 
developed in an upward direction. The orientation of macroscopic cracks that are parallel to 
the applied stress also support the notion that tensile cracking is the dominant failure mode in 
GBM specimens. Both the inter- and intra-grain micro-cracks contributed to the process of 
fracture development in the numerical specimens. However, the majority of micro-cracks 
initiated due to the failure of boundary contacts.  
It can be seen in Figure 7.9 that the coalescence pattern observed in the GBM simulations was 
slightly different from those gained from the experimental observations. This is mainly due to 
the fact that, during sample generation in PFC2D, the minerals were randomly produced. This 
meant that the paths generated by the grain boundaries were slightly different from those of 
laboratory specimens, and resulted in a modest variation in the coalescence pattern. However, 
the fracturing responses obtained from modelling were in agreement with those observed in 









Figure 7.9 Fracture pattern obtained from proposed GBM approach at 
peak axial strength level versus experimental observations (after Miller 
2008): (a) 𝜃 = 0°, (b) 𝜃 = 60°, (c) 𝜃 = 75°. 
 
7.4 The influence of grain microstructure on macroscopic response 
The calibrated model was run three more times with different random seed numbers, which 
allowed us to investigate the influence of the grain microstructure on the mechanical and 
fracture behaviour of the GBM specimens. In the following subsections, the stress analysis of 
the models, and the variation in the macroscopic fracture pattern are presented.     
7.4.1 Stress analysis 
Figure 7.10 depicts the average crack initiation, coalescence, and peak axial stresses for both 
numerical and experimental specimens. It can be seen from igure 7.10 that different random 
distribution of minerals leads to a slight variation in the stress results. However, the numerical 
results are in agreement with the experimental data. In intact rock specimens (e.g. specimens 
without pre-existing cracks), the crack initiation stress can be defined as a point where the 
Poisson’s ratio starts to increase (Zhang and Wong 2013). The crack initiation stress of intact 
specimen is generally about 0.3-0.5 times of the peak strength (Brace et al. 1966; Martin 1993; 
Zhang and Wong 2012). However, in the physical pre-cracked Barre granite specimens, the 
crack initiation stress was defined as the stress magnitude corresponding to the appearance of 
the initial macroscopic cracks around the tips or on the surface of the pre-existing flaw (Miller 
2008; Morgan et al. 2013). Wong and Einstein (2009a) measured the stress corresponding to 
the initial observable macroscopic crack in the flaw region as the crack initiation stress of pre-
cracked Gypsum and Carrara marble. Zhang and Wong (2012) also adopted the same approach 
in their numerical study to obtain crack initiation stress of single-flawed rock-like specimens. 
Similarly, we monitored the crack initiation stress corresponding to the appearance of the first 
macroscopic cracks around the tips or on the surface of the pre-existing flaws. This enabled us 
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to make a better comparison with the same values obtained from laboratory counterparts 
(Miller 2008). Hence, the crack initiation stresses obtained from this approach are much higher 
than those of intact specimens, especially for flaw inclination angles of 60° and 75° (Miller 
2008; Morgan et al. 2013; Zhang and Wong 2012).  
From Figure 7.10a, the numerical crack initiation stress decreased with a low slope when the 
flaw inclination angle increased from 0° to 30°. In comparison, when the flaw inclination angle 
increased from 30° to 75° the crack initiation stress increased with a high slope. We believe 
that the stress concentration and random distribution of minerals are the possible reasons for 
the variation of the crack initiation stress in the GBM specimens. At 𝜃 = 0°, since the loading 
direction was perpendicular to the flaw surface, the stress concentration in the flaw region was 
significantly high, which caused the failure of the inter-grain contacts at a stress magnitude of 
approximately 70% of the peak axial strength. The slight decrease in the crack initiation stress 
at 𝜃 = 30° could be attributed to the randomness of the distribution of the grains. As it 
mentioned by Morgan et al. (2013), the macroscopic tensile cracks in Barre granite followed a 
meandering path created by the grain boundaries. In the GBM specimens, this meandering 
paths are defined by the random generation of polygons representing the grains. For the GBM 
specimen with 𝜃 = 30° the bond breakage of the inter-grain contacts initiated at a slightly lower 
stress level, which caused a rapid growth of the macroscopic tensile crack along the meandering 
paths. It can be seen from Figure 7.9a that the macroscopic tensile cracks were initially 
perpendicular to the surface of the pre-existing crack, which was attributed to the creation of 
the weakest possible meandering paths along this direction. Due to progressive compression, 
the macroscopic tensile cracks extended rapidly and aligned parallel with the loading direction 
(Figure 7.9a). For 𝜃 > 30°, the influence of the pre-existing crack was gradually reduced, 
therefore, the bond-break in the inter-grain contacts occurred at higher crack initiation stresses. 




Figure 7.10 The influence of flaw inclination angle on the mechanical 
response of pre-cracked Barre granite (numerical results versus 
experimental observations). (a) The crack initiation stress. (b) The 
coalescence stress. (b) The peak stress. 
 
By increasing the flaw inclination angle, the value of the numerical peak axial strength was 
increased with the highest magnitude achieved at an inclination angle of 75° (Figure 7.10c). 
The same trend was observed during experimental tests. At 75° of the inclination in one of the 
laboratory specimens, the coalescence between pre-existing flaws did not occur (Miller 2008). 
As a result, only one value of crack damage stress is presented in Figure 7.10b for this test. 
Ideally, if the exact topological and statistical properties of the physical specimen were 
incorporated in the numerical modelling, the simulation response would be more realistic. 
However, the aim of numerical simulations is not to incorporate the exact statistical and 
topological properties in the model, but rather to provide the best possible match with the real 
specimens (Saadat and Taheri 2019b). According to Potyondy (2010a), using disk-packing 
scheme for sample generation, which was also used in the present research, can provide a good 
match with the physical microstructure. Nonetheless, it can be seen in Figure 7.9 that the 
coalescence pattern observed in the GBM simulations was slightly different from those gained 
from the experimental observations. This is mainly because, during sample generation in 
PFC2D, the minerals were randomly produced. This means that the paths generated by the 
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grain boundaries are slightly different from those of laboratory specimens, and resulted in a 
modest variation in the coalescence pattern. This difference between crack distribution of GBM 
and laboratory results was also highlighted by the previous researchers such as Hofmann et al. 
(2015a) and Bahrani et al. (2014). However, they concluded that these differences were 
inevitable, and thus they considered the outcome of their GBM simulations as the best possible 
match. Similarly, the fracturing responses obtained from modelling are regarded to be in 
agreement with those observed in the laboratory specimens.  
7.4.2 Fracture pattern analysis 
Figure 7.11 shows the distribution of inter- and intra-grain micro-cracks (I), and the 
development of macroscopic fractures (II) in the GBM specimens with different seed number. 
As expected, change in the randomness of the distribution of grains resulted in the 
inhomogeneous spatial distribution of the micro-cracks. It was observed that, for the flaw 
inclination angles investigated, the change in the distribution pattern of intra-grain micro-
cracks was more pronounced than inter-grain micro-cracks, which was attributed to the 
inhomogeneity in the mineral grains (Hofmann et al. 2015a). For instance, in Seed 2 
(Figure 7.11b-I) the accumulation of intra-grain micro-cracks (grain crushing) at the outer tips 
of the pre-existing cracks was more conspicuous than Seed 1 and 3. The random distribution 
of minerals also impacted the development of macroscopic fractures. It can be seen from 
Figure 7.11b-II that for Seed 1, an anti-wing crack developed above the left tip of the lower 
flaw, which was not the case in Seed 2 and 3 (the anti-wing crack is circled for emphasis). The 
same behaviour was also observed for 𝜃 = 60°, where anti-wing cracks formed in Seed 1 and 
2, but Seed 3 only exhibited wing crack growth. Macroscopic cracks often originate at the tips 
of flaws, but in Seed 1 (𝜃 = 0°), one macroscopic fracture initiated from the flaw surface and 
extended vertically towards the loading plate (Figure 7.11a-II, Seed 1). The results also showed 
that the coalescence pattern of the pre-existing cracks was influenced by the grain 
microstructure. For example, for 𝜃 = 75° (Figure 7.11d-II), different coalescence patterns were 
observed. In Seed 1 and 2, the outer flaw tips were connected with macroscopic fractures, 
whereas in Seed 3 the right tips of two flaws coalesced. Miller (2008) also observed that the 
coalescence pattern in the pre-cracked Barre granite was highly influenced by the grain 
microstructure. Although fracture pattern was influenced by the inhomogeneity of minerals, 
but in the GBM specimens simulated, the fractures were formed subparallel to the loading 
direction, which is the common failure mode in the brittle rocks (Liu et al. 2018; Potyondy 
2010a; Tang et al. 2000).     
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The growth of macroscopic fractures in pre-cracked Barre granite is the direct consequence of 
the failure of grain boundaries and the grain breakage. The laboratory observations of Morgan 
et al. (2013) and Miller (2008) showed that the distribution of macroscopic fractures in the pre-





















Figure 7.11 Distribution of micro-cracks (I) and macroscopic fractures 
(II) in the pre-cracked GBM specimens. a) 𝜃 = 0°. b) 𝜃 = 30°. c) 𝜃 =
60°. d) 𝜃 = 75°. 
 
7.5 Conclusion 
From the analysis of the stress-strain curves obtained from numerical simulations, we observed 
that the macroscopic crack pattern at the crack initiation, damage, and peak axial stresses of 
double-flawed Barre granite can be reproduced by the proposed GBM framework with an 
acceptable level of accuracy. The numerical simulations showed that, by increasing the flaw 
inclination angle, the peak axial stress increases. Increasing the inclination angle of pre-existing 
cracks also showed the same incremental effect on crack initiation and the crack’s damage 
stresses. The macroscopic fracturing patterns achieved in the numerical simulations also 
suggest that the modes of macroscopic crack initiation and propagation observed in the 
laboratory specimens, at least phenomenologically, can be identified by the proposed GBM 
framework. The numerical modelling revealed that the first macroscopic tensile cracks initiated 
from the tips and surfaces of the pre-existing cracks, and that they propagated upward towards 
the loading plates. It was also found that the formation of macroscopic fractures in the flaw 
region can be attributed to the initiation and coalescence of the inter-grain micro-cracks that 
formed due to the failure of the smooth joint model contacts. The GBM simulations showed 
that the intra-grain micro-cracks begin to initiate and develop in the model before reaching the 
crack damage stress. The coalescence of pre-existing flaws occurred due to the combined 
interactions of the inter- and intra-grain micro-cracks.   
This numerical modelling approach can be used for further investigations, such as studying the 
effects of grain size, mineralogy, and contact strength on the failure mechanism of crystalline 
rocks. The micro-cracking features, based on the current GBM approach, such as the extension 
and development of macroscopic cracks due to the progressive coalescence of inter- and intra-
grain micro-cracks, which eventually led to the formation of macroscopic fracturing zones 
around the flaw tips and the coalescence of pre-existing cracks, will serve as guidelines for 
future experimental tests. The proposed GBM framework provided a cost-effective approach 
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that helps in the determination of crack initiation, damage, and peak axial stresses of crystalline 
rocks, which are essential in the development of constitutive models (i.e. continuum models) 




8  Chapter 8: Effect of mineral size on failure behaviour of pre-
cracked Aue granite 
8.1 Introduction 
The mechanical and failure behaviour of rock as a heterogeneous material is controlled by 
various parameters, such as grain shape and size, the type of minerals, and the existence of pre-
existing flaws. Rock masses contain discontinuities (i.e. joints, fractures, and cracks), and their 
various geometrical patterns determine the strength of the material (Taheri and Tani 2010). The 
coalescence of two pre-existing cracks is the primary cause of rock mass failure (Yin et al. 
2014). In underground and surface mining structures, rock mass stability is profoundly affected 
by the propagation and coalescence of macroscopic cracks initiating from the pre-existing 
flaws, on various rock mass scales. The macroscopic cracking process is the dominant damage 
mechanism controlling the mechanical behaviour and the integrity of brittle rocks (Morgan et 
al. 2013).  
The focus of this chapter is on the failure and mechanical behaviour of single- and double-
flawed rock specimens under uniaxial compression. We investigated the effect of the grain size 
distribution on micro- and macro-cracking behaviour, and the damage mechanism of single- 
and double-flawed numerical specimens. To do so, we generated models with three different 
size distribution scenarios, and conducted uniaxial compression tests. Lastly, the damage 
response and micro-crack propagation in intra-grain contacts are discussed ahead of the 
conclusions. 
8.2 Modelling procedure 
Since the micro-mechanical parameters incorporated in the proposed cohesive model represent 
the cement bridges of minerals at grain level, it may require advanced laboratory techniques to 
identify the local parameters of the material. Alternatively, the model parameters can be 
calibrated against the results of standard experimental tests such as unconfined compression 
and Brazilian tensile tests. This calibration approach has been extensively used in current DEM 
investigations due to lack of laboratory techniques to measure the properties of crystalline rocks 
at mineralogical scale (Bahrani and Kaiser 2016; Bahrani et al. 2014; Bewick et al. 2014c; 
Hofmann et al. 2015b; Lan et al. 2010; Liu et al. 2018; Nicksiar and Martin 2014). Thus, the 
same approach was adopted in the present study. The procedure for calibrating the micro-
mechanical parameters of GBM against laboratory results of Aue granite is also described in 
chapter 6. After calibration of micro-mechanical parameters, three different scenarios were 
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generated to numerically investigate the influence of rock texture on the behaviour of pre-
cracked Aue granite.  
To set up and calibrate the proposed cohesive model by adopting the GBM approach in PFC2D, 
we used experimental results from unconfined compressive tests, and a Brazilian tensile test. 
The micro-mechanical properties of the cohesive GBM approach were achieved, such that the 
macroscopic behaviour of the numerical simulation matches the observed, experimental 
macroscopic properties (i.e. uniaxial compressive strength, tensile strength, Young’s modulus) 
of Aue granite. The cohesive and smooth-joint models were assigned as intra- and inter-grain 
constitutive models, respectively. The cohesive and smooth-joint models are solved separately 
in the simulations. The yield limit of each model functions separately, which means if the yield 
limit is reached in one model, it will not affect the other model simulation.       
The mineral sizes and mineral content of Aue granite were taken from (Hofmann et al. 2015a). 
The data related to the average grain size and mineral content is given in Error! Reference 
ource not found.. According to Hofmann et al. (2015a) the mineral size of Aue granite varies 
from 0.9 to 1.8 mm; hence, the standard deviation of grain size for each mineral was considered 
within this range to build the necessary polygons in GBM. In GBM approach, the distribution 
of minerals is generated randomly. Note that there are an infinite number of seeds that can be 
generated by the algorithm available in PFC-GBM. However, it has been a common approach 
in PFC-GBM investigations to generate one seed for each mineral size (i.e. each scenario) and 
investigate the influence of grain size on the behaviour of crystalline rocks (Hofmann et al. 
2015a; Lan et al. 2010; Liu et al. 2018; Peng et al. 2017). This parametric study approach is 
significant, because by altering only one parameter and fixing the others, the influence of 
particular parameters can be revealed (i.e. grain size).  
The dimensions of the experimental samples for the UCS test were 100 mm (height) × 50 mm 
(diameter), and the Brazilian test’s physical disk had a diameter of 50 mm. To make the 
numerical approach computationally efficient, we generated a numerical specimen of 50 mm 
(height) × 25 mm (diameter). Figure 8.1 shows the synthetic rock samples generated for the 
Brazilian tensile and uniaxial compressive tests. The black mesh lines in Figure 8.1 show the 
mineral structure. We reduced the sample size to obtain time-efficient simulations as has also 
been done by other researchers in GBM studies (e.g. Bahrani et al. (2014) and Hofmann et al. 
(2015a)). The effect of scale is not significant, according to Potyondy and Cundall (2004) and  
Hofmann et al. (2015a),  provided the particle sizes are relatively small compared to the 
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dimensions of the specimen. The uniaxial compression test was conducted by applying a 
vertical load on the upper wall. In order to avoid any ball-facet overlap, a relatively high normal 
stiffness (10% higher than the ball-ball average stiffness) was assigned to the walls (Bahaaddini 
et al. 2013). The same set up was considered for the Brazilian tensile test. Note that the uniaxial 
compression and the Brazilian tensile tests were setup in a way to have frictionless ball-wall 
contacts. With this arrangement, an ideal rock-platen condition can be achieved which prevents 
the loading plates from inhibiting the rock bulging (Itasca 2016).    
 
Figure 8.1 Schematic of numerical test setups. The black lines indicate 
the grain boundary. 
 
The micro-parameters for Aue granite are listed in Table 8.1, and the macroscopic properties 
of Aue granite from the laboratory testing and numerical simulations are compared in 
Table 8.2.  
Table 8.2 shows that the strength properties of intact rock determined by the numerical model, 
such as tensile strength, and uniaxial compressive strength, are in good agreement with the 
experimental results. The inter-grain micro-cracks developed during uniaxial testing were 
parallel to the direction of axial loading. The failed specimen in Figure 8.2a shows that 
macroscopic fractures were formed in the specimen due to the interaction of the inter- and 
intra-grain micro-cracks. In the case of the Brazilian test however (Figure 8.2b), the failure of 
the specimen was due to development of macroscopic tensile fractures formed as a result of 
bond-break in the inter-grain contacts (SJM).  
As shown in Table 8.2, the cohesive GBM approach successfully captures the macroscopic 
properties, especially the tensile strength derived from the Brazilian test. The ratio of the 
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uniaxial compressive strength to the tensile strength derived from the Brazilian test is 17.9, 
which is within the range of the experimental counterpart (15.6-18.1). This reveals that the 
cohesive GBM approach developed in this study is capable of simulating the macroscopic 
mechanical properties of rock by replicating the microstructure of rock at a granular level. As 
the macro-mechanical properties obtained from the numerical simulations (Table 8.2) match 
the experimental counterpart, the micro-mechanical properties given in Table 2 can be used to 
model the mechanical behaviour of Aue granite.  
Table 8.1 Micro-mechanical parameters obtained from calibration 
procedure of Aue granite 












radius forming grain, 
Rmin (mm) 
0.1 0.1 0.1 0.1 
Maximum to minimum 
radius ratio, Rmax/Rmin 





62 52 42 32 





1.0 2.0 2.0 1.5 
Cohesion, (𝐶𝐶𝐶𝑀
0 ) (MPa) 118 95 95 60 
Friction ratio, (𝜇𝐶𝐶𝑀) 0.58 0.6 0.6 0.55 
Dilation ratio, (𝛽𝐶𝐶𝑀) 0.22 0.25 0.25 0.2 
Softening parameter, 
𝜅𝐶𝐶𝑀 (1/m) 
25,000,000 18,000,000 18,000,000 15,000,000 
 
 




















8    
Cohesion, (𝑐𝑠𝑗) (MPa) 150    
Friction angle, (𝜑𝑠𝑗) (º) 80    
Friction coefficient, 
(𝜇𝑠𝑗) 
0.95    
 
Table 8.2 Macroscopic properties of Aue granite (Yoon et al.(Yoon et al. 
2012) ) and GBM approach. 
Property Aue granite (Experimental)  Aue granite (Numerical) 
Uniaxial compressive 
strength (MPa)  
134±7 135 
Young’s modulus (GPa) 48±8 49 
Poisson’s ratio  0.19 0.2 




The random distribution of the grains and DEM particles are essential in GBM study, and the 
sensitivity of the calibrated model to these factors should be evaluated before using the 
calibrated GBM for performing parametric study (Hofmann et al. 2015a). To investigate the 
effect of the randomness of the distribution of the grains having the same grain size and mineral 
content, the calibrated model was run seven more times with a variety of seed numbers for the 
grain distribution and the DEM particle distribution. The results showed that the Young’s 
modulus varied only between 48 to 50 GPa, and the Poisson’s ratio varied between 0.19 0.21. 
The UCS and Brazilian tensile strength varied between 133.4 to 136.8 MPa, and 7.2 to 8.5 
MPa, respectively. Similarly, with the various seed number for the distribution of DEM 
particles in the model, the Young’s modulus varied between 47 to 49, and the Poison’s ratio 
varied between 0.18 to 0.22. The results also showed that the UCS and Brazilian tensile 
strength varied between 132.8 to 135.2 MPa, and 7.1 to 8.2 MPa, respectively. The variation 
in the numerical results is very well within the variation of the mechanical parameters of the 
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physical Aue granite. Therefore, it was meaningful to employ the calibrated parameters for 
conducting more investigations.   
 
Figure 8.2 The numerical response of the intact granite under. (a) The 
uniaxial compression, and (b) Brazilian tensile tests. 
 
8.3 Generating pre-cracked granite with different grain sizes 
In mineralogy, grain size is a parameter that can be used for classifying crystalline rocks. A 
widely used method for measuring the grain size in a physical rock is to analyse a thin section 
of the specimen using a polarized microscope. Generally, the shape of minerals is not spherical 
and a particular grain approaches the shape of a polygon. In nature, we may find a specific rock 
with various grain sizes. For instance, Figure 8.3 illustrates three thin sections of an Australian 




Figure 8.3 Various grain sizes observed in three types of Australian 
sandstones (Wasantha et al. 2015). 
 
We considered three different grain size scenarios to investigate the influence of grain size on 
the strength, cracking, and damage responses of single- and double-flawed specimens. The 
average grain diameter considered in each scenario is given in Table 8.3. The grain size for 
scenario 1 is equal to the grain size of the experimental Aue granite (calibrated model). The 
size of quartz for scenario 1 was also different from the other minerals (1.45±0.35 mm). For 
scenario 2 and 3, the average size of quartz was considered to be 3.2 mm and 4.3 mm, 
respectively. The average size for other minerals (plagioclase, orthoclase, and mica) was 
assumed to be 1.6 mm and 3.0 mm for scenario 2 and 3, respectively. For scenario 2 and 3, the 
average grain size of quartz was considered to be different from other minerals to achieve a 
heterogeneous mineral size distribution. Hence, the average grain size increased with scenario 
number which allowed us to have different grain size categories for comparison purposes. Note 
that the grain sizes presented in Table 8.3 indicate the average size of each mineral. The grain-
based single- and double-flawed synthetic specimens, as well as the geometry of the double-
flawed samples, are illustrated in Figure 8.4a,b and Figure 8.4c, respectively. The ligament 
length in double-flawed specimens was always equal to the length of the flaw. The flaw length 
was considered to be 4 mm, and the inclination angle was varied (𝜃 = 0°, 15°, 30°, 45°, 60°, 
75°). The pre-existing cracks in the double-flawed specimens were generated to be left-
stepping flaws, with bridging angles of 60°. The specimen dimensions were equal to the models 
generated during the calibration process (50 mm high and 25 mm wide).  
The scenarios considered in the present study had a grain size almost equivalent to that of the 
physical specimen. An ideal grain-generation algorithm should be able to produce a mineral 
microstructure which is similar to the statistical and topological properties of the physical 
specimen. However, the aim of numerical simulations is not to incorporate the exact grain 
microstructure in the model, but rather to provide the best possible match with the real 
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specimens. In the present study, a grain-based disk-packing scheme proposed by Potyondy 
(2010a) was employed to generate the polycrystalline structure of Aue granite. It has been 
observed in the previous investigations that disk-packing scheme, which is available in PFC2D 
(Itasca 2016), gives a perfect match with the physical specimens in terms of microstructural 
properties (Hofmann et al. 2015a; Li et al. 2018b; Liu et al. 2018; Potyondy 2010a, 2010b), 
compared to other grain-generation algorithms available in UDEC and 3DEC software 
packages (Potyondy 2010a).    
In previous GBM research conducted by Hofmann et al. (Hofmann et al. 2015a) on the same 
granite, the average grain size adopted in the parametric study ranged from 0.5 to 5 mm. 
According to Hofmann et al. (2015a), if there are less than five minerals along the shorter 
dimension of the model, you need to increase the size of the specimens. In our study, however, 
the average mineral size was slightly reduced in the large-grain-size specimens (scenario 3) to 
4.3 mm for quartz, and 3 mm for the rest of minerals. This resulted in approximately 5-7 
minerals along the shorter dimension of the specimen, which maintained the same dimensions 
and made the simulations more time-efficient.  
It should be mentioned that all the numerical models for the pre-cracked granite were 
constructed with the same distribution of minerals (i.e. the same seed number was used to 
generate the randomness of the distribution of the minerals). In order to generate the GBM 
specimens for performing parametric study on mineral size, the algorithm proposed by 
Potyondy (2010b) was used which is capable of generating a specimen with the desired 
polygon size. This approach for generating a random distribution of minerals has been practised 
in many PFC-GBM studies (Bahrani and Kaiser 2016; Bahrani et al. 2014; Bewick et al. 2014b; 
Bewick et al. 2014c; Hofmann et al. 2015a; Liu et al. 2018).  It has been a common approach 
in PFC-GBM to generate one seed for each mineral size (i.e. each scenario) and investigate the 
influence of grain size on the behavior of crystalline rocks (Hofmann et al. 2015a; Lan et al. 
2010; Liu et al. 2018; Peng et al. 2017). 
The micro-mechanical properties of the calibrated Aue granite model were employed to 
investigate the influence of mineral size (see Table 8.3) on the mechanical and fracturing 
behavior of pre-cracked GBM specimens. Notice that, since the micro-mechanical parameters 
in the present study were calibrated against a physical Aue granite specimen, it was meaningful 
to employ the same set of calibrated parameters for conducting parametric study on grain size. 
By considering the micro-mechanical parameters (e.g. 𝐶𝐶𝐶𝑀
0  and etc.) to be constant, and 
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varying the grain size, we would be able to recognize the influence of mineral size on the 
mechanical and fracturing behavior of pre-cracked specimens. The benefit of this approach is 
that once the micro-mechanical parameters representing a physical granite sample with known 
grain size are gained, they can be employed for conducting a further parametric study on 
various influential parameters such as grain size, mineral content, etc. It should be mentioned 
that this methodology has been used by other researchers and demonstrated promising ability 
to shed more light on the mechanical behavior of crystalline rocks (Hofmann et al. 2015a; 
Hofmann et al. 2015b; Lan et al. 2010; Liu et al. 2018; Nicksiar and Martin 2014; Peng et al. 
2017; Wong et al. 2018). Accordingly, in the present study, the same approach was adopted 
for investigating the influence of rock texture on the macroscopic behavior of pre-cracked Aue 
granite. 
 
Figure 8.4 The grain-based numerical model of a) single-flawed and b) 
double-flawed specimens. The black lines indicate the grain boundary. 
c)  The geometry of pre-existing cracks in double-flawed specimen 
defined by flaw inclination angle (𝜃), bridge angle (60°), bridge length 










Table 8.3 An overview of various scenarios with different mineral size 
distribution considered to investigate the influence of grain size 
heterogeneity on the simulation results of single- and double-flawed 
specimens. 
 Avg. mineral diameter (mm) 
 Quartz  Plagioclase  Orthoclase  Mica  
Scenario 1 1.45±0.35 1.35±0.45 1.35±0.45 1.2±0.3 
Scenario 2 3.2 1.60 1.6 1.6 
Scenario 3 4.3 3.0 3.0 3.0 
 
8.4 The results of numerical simulations 
In this section, we investigate the influence of the grain size distribution on crack initiation and 
propagation, and the failure mechanism of single- and double-flawed specimens. We obtain 
the micro-cracking pattern from the failure of inter- and intra-grain contacts, and monitor the 
damage evolution patterns in the mineral contacts by tracking the damage parameter (𝐷𝐶𝐶𝑀) 
defined in the cohesive constitutive model (Eq. 3.13).  
The micro-cracking process in brittle rocks is closely related to mineral grains, pores, and pre-
existing flaws. By characterising the micro-cracking process concerning the mineral size 
distribution, we can enhance our understanding of the macroscopic damage behaviour of brittle 
rocks. As mentioned in section 3, the mineral composition and the distribution of the grain size 
of various minerals can be simulated using the PFC-GBM approach. One of the merits of this 
numerical tool is that the influence of the grain size distribution on the mechanical behaviour 
and cracking responses of the minerals can be captured.  
We generated different numerical specimens with a small grain size (Scenario 1), medium grain 
size (Scenario 2), and large grain size (Scenario 3) to assess the fracturing and failure behaviour 
of single flaw specimens under uniaxial compression. The mineral content assigned for these 
numerical specimens was similar to the calibrated specimen. We observed that the grain size 
profoundly affected the number of both inter- and intra-grain micro-cracks, and the mechanical 
responses of the numerical specimens.  
8.4.1 Monitoring micro-cracks in GBM 
In DEM modelling, the breakage of inter- and intra-grain contacts can simulate the nucleation 
of a micro-crack. In the current numerical study, an inter-grain micro-crack formed when the 
smooth joint contact between adjacent boundary particles was broken. Each micro-crack was 
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represented as a single straight line, with a length equal to the average diameter of its particles. 
The accumulation of certain number of micro-cracks forms a macroscopic crack. Figure 8.5 
illustrates a schematic view of micro-crack initiation in DEM. According to Diederichs (2000), 
the centroid of the micro-crack lies along the line connecting the centres of adjacent particles 
(Figure 8.5a,b). Zhang and Wong (2012) defined the centroid of two adjacent micro-cracks as 
𝑎𝑚, and the length of the longest micro-crack as 𝑐𝑚 (Figure 8.5c). When 
𝑎𝑚
𝑐𝑚 ⁄ ≤ 1, the two 
micro-cracks were treated as single micro-crack (Zhang and Wong 2012). A macroscopic crack 
was formed in the model when three or more micro-cracks initiated. Figure 8.6 illustrates the 
initiation of micro-cracks in a pre-cracked specimen (𝜃 = 0°). It can be seen that the breakage 
of inter-grain contacts resulted in the formation of macroscopic cracks on the surface of pre-
existing flaw (Figure 8.6a). A close-up view of the flaw region is presented in Figure 8.6b, 
which shows how the accumulation of a number of inter-grain micro-cracks could form a 
macroscopic crack. In the current study, the inter- and intra-grain micro-cracks were 
graphically monitored; different colours were assigned to different types of micro-cracks. The 
approach suggested by Zhang and Wong (2012) to measure the crack initiation stress was 
adopted in this research, which is the stress at which the first macroscopic tensile cracks form 
in the flaw regions (either at the tips or on the surface). The same method was used to monitor 
the macroscopic cracks that formed due to the coalescence of inter- and intra-grain micro-
cracks. To trace the macroscopic tensile cracks (ie. at the level of crack initiation stress), we 
graphically plotted the micro-cracks that formed along the grain boundaries.  
 
Figure 8.5 Definition of micro-cracks and macroscopic crack in PFC 
software: (a) tensile crack; (b) shear crack (adopted from Diederichs 
(2000)); (c) construction of macroscopic cracks (adopted from Zhang 







Figure 8.6 Nucleation of micro-cracks in GBM, and development of 
macroscopic cracks. (a) Development of macroscopic cracks in a pre-
cracked numerical specimen (𝜃 = 0°), the black lines indicate 
macroscopic cracks (b) A close-up view of the formation of a 
macroscopic crack on the surface of pre-existing flaw. The black lines 
represent micro-cracks. 
 
8.4.2 PFC-GBM modelling of brittle rocks including a single flaw 
Three different numerical specimens with various grain size distribution were generated. The 
specimens had the same mineral type (quartz, plagioclase, orthoclase, and mica). Numerical 
specimens with single and double pre-existing cracks were generated by removing the DEM 
particles according to the aperture, length, and inclination angle of the flaws. It has frequently 
been observed in the experimental studies that tensile wing cracks are the most common form 
of cracks that initiate in single and double flawed specimens (Jin et al. 2017; Wong and Einstein 
2009b; Zhang and Wong 2012). The experimental observations of Wong and Einstein (2009b), 
for instance, showed that the tensile wing cracks were always the first cracks initiated during 
uniaxial compression testing. 
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In order to provide a comprehensive analysis of PFC-GBM modelling of the macroscopic and 
microscopic fracturing behaviour of brittle rocks including pre-existing cracks, we monitored 
the initiation, development, and coalescence of inter- and intra-grain micro-cracks and linked 
them with the axial stress-strain curves. To make this paper more concise, only the macroscopic 
axial stress-strain curves of specimens with 𝜃 = 30° and their corresponding micro-cracking 
behaviour at different loading points are presented as a typical example showing the failure 
mechanism.  
One of the important factors affecting the potential of spalling around underground mining 
excavations is the crack initiation stress (Diederichs 2007; Nicksiar and Martin 2014; Zhang 
and Wong 2012). The initiation of cracks from pre-existing flaws controls the dominant failure 
mechanisms and mechanical behaviour of brittle rocks on a variety of scales (Morgan et al. 
2013). Therefore, in the following sub-sections, the crack initiation stress and its corresponding 
micro-cracking responses are presented. Additionally, the final failure mode of the models is 
provided, and we discuss the influence of grain size and flaw inclination angles on the 
distribution of inter-and intra-grain micro-cracks.  
8.4.2.1 The failure mechanism of single-flawed specimens (example from 𝛉 = 𝟑𝟎°) 
The axial stress-strain curves and the micro-cracking behaviour of the specimens that included 
a single, pre-existing crack with an inclination angle of 30° is illustrated in Figure 8.7. Different 
stress levels were considered in this graph as points I, II, and III. The point I showed the stress 
level at which the initiation of macroscopic cracks on the surface or at the tips of the pre-
existing cracks was observed. The stress level at which the coalescence between inter- and 
intra-grain micro-cracks was occurred is marked as point II. The point III corresponds to the 
peak axial strength of the GBM specimens. It can be seen that the grain size profoundly 
influenced the micro-cracking and macroscopic behaviour of the numerical specimens with a 
single flaw. For single-flawed specimens, the numerical behaviour was monitored in three 
distinct points: Initiation of primary cracks (I), extension of macroscopic cracks (II), failure of 
the model and peak axial strength (III). The crack initiation stress (I) increased from 39.6 MPa 
for scenario 1, to 49.6 MPa for scenario 2, but reduced to 36.9 for scenario 3. The initiation of 
tensile cracks at point I in all of the specimens was found to be due to the failure of the inter-
grain contacts (SJM). It is clear in Figure 8.7 that the grain boundaries control the crack 
initiation pattern (I in Figure 8.7b, c, and d), and that the mineral size can highly influence the 
pattern of tensile crack initiation as inter-grain micro-cracks grow. We also found that, apart 
from the tip area, other inter-grain micro-cracks are formed in the different parts of the 
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specimens (I). However, the length of the macroscopic tensile cracks was longer around the 
flaw tips compared to other regions, especially for scenario 1 and 2 (I in Figure 8.7b and c). 
During compressive loading of the specimens, intra-grain contacts started to enter to their 
yielding limit. At this point, the stress-displacement of intra-grain contacts appeared as a 
softening response. After complete degradation of cohesion (𝐶𝐶𝐶𝑀
0 ) and reaching the final stage 
of softening behaviour (𝐷𝐶𝐶𝑀 = 1.0), the intra-grain micro-cracks were initiated. These intra-
grain micro-cracks mostly tended to initiate from macroscopic tensile fractures that were 
previously formed from the flaw tips due to bond-breakage in inter-grain contacts. 
Accordingly, a progressive coalescence between inter- and intra-grain micro-cracks occurred, 
which resulted in the formation of a much larger macroscopic fractures. The corresponding 
point where the interaction between inter- and intra-grain micro-cracks was observed, is 
marked as point II in stress-strain graphs (II in Figure 8.7b, c, and d). It can also be observed 
that from point I to point II, all numerical specimens experienced a significant growth in inter-
grain micro-cracks in the direction parallel to the applied compressive loading, leading to the 
extension of macroscopic tensile cracks.  
The progressive failure of intra-grain contact leads to peak axial strength (III). The 
corresponding peak axial stresses for scenarios 1, 2, and 3 are 103, 132, and 231 MPa, 
respectively; they show a significant increase in the intra-grain micro-crack initiation stress 
with increasing the grain size (Figure 8.7a)., which is consistent with the observations of 
Hofmann et al. (2015a), Gui et al. (2016), and Peng et al. (2017). According to Hofmann et al. 
(2015a), bond-breaks occur faster in the parallel bond model, since the stress on the bond is 
higher in smaller grains, and they result in a significant reduction in the axial strength. 
Similarly, since the cohesion (𝐶𝐶𝐶𝑀
0 ) for all three scenarios in the current cohesive model are 
equal, the intra-grain contacts in the minerals with higher stress concentrations reach their 
complete damage state (𝐷𝐶𝐶𝑀 = 1.0) much earlier, leading to a significant reduction in the 
strength of the material. In scenario 3, only one grain boundary was formed around the pre-
existing crack, which was connected to the flaw tips. Consequently, this weak inter-grain 
interface could easily fail at a lower axial stress to form a primary, macroscopic tensile crack. 
However, in scenario 3, despite it having the lowest crack initiation stress, the grains showed 
a higher resistance against compressive loading. This is because the stress concentration in the 
minerals was lower, leading to a much higher peak axial strength. The possible reason for 
having the lowest crack initiation stress in scenario 3 might be attributed to the dimension of 
the grains surrounded the pre-existing crack. Due to the large dimension of the grains in 
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scenario 3, the macroscopic crack could initiate along one interface (which was straight), while 
in scenario 1 and 2, due to smaller grain sizes, the same sized macroscopic crack had to be 
initiated along multiple grain boundaries (i.e. jagged shape interface). It was believed that the 
jagged interfaces in scenario 1 and 2 acted as rough interfaces (i.e. interfaces with irregular 
asperities), but in the contrary, the straight interfaces in scenario 3 acted as planar interfaces 
(i.e. smooth interfaces). Accordingly, in scenario 3 when 𝜃 ≤ 30°, the inter-grain micro-crack 
could rapidly grow along the straight grain interfaces to form macroscopic cracks at the early 
stages of compressive loading. In scenario 1 and 2, however, more time stepping was required 
to initiate the micro-cracks along with the jagged shaped grain interfaces and develop a 
macroscopic crack. However, in scenario 3 when 𝜃 > 30°, as the angle between the loading 
direction and the pre-existing crack was reduced, the contribution of low stress concentration 
in the flaw zone was more pronounced leading to relatively higher crack initiation stresses. 
The graphical representation of intra-grain micro-cracks in Figure 8.7b, c, and d revealed that 
the propagation of intra-grain micro-cracks at peak (III) was more pronounced for scenario 3 
compared to other grain sizes, which was due to a larger number of DEM particles inside the 
minerals. It can be seen that at the onset of failure (III), the density of both inter- and intra-
grain micro-cracks increased, and smaller grain size in specimens showed a higher number of 
micro-cracks. The macroscopic cracks formed in all scenarios as a direct consequence of 
progressive coalescence between inter- and intra-grain micro-cracks that initiated from the pre-
existing flaws at the centre of the specimen.  
The localized macroscopic shear fractures also formed in the specimens (Figure 8.7b, c, and d; 
III), which were the result of interaction between inter- and intra-grain micro-cracks. Notice 
that the macroscopic shear fractures began to generate when the intra-grain micro-cracks 
appeared in the specimens, which initiated due to grain sliding. This fracture mechanism was 
previously observed by Morgan et al. (2013). According to their experimental research, in 
crystalline rocks such as granite, the localized shear cracking is associated with the relative 
sliding along the fracture interfaces that are already developed in the specimen (Morgan et al. 
2013). This numerical simulations were also consistent with the macroscopic shear fractures 









Figure 8.7 The macroscopic failure behaviour of numerical specimens 
with 𝜃 = 30°a) the complete axial stress-strain curves b) scenario 1 c) 
scenario 2 d) scenario 3. 
 
8.4.2.2 Initial cracks in the single-flaw specimens 
The initial macroscopic cracks that developed around the flaw tip are illustrated in Figure 8.8. 
The blue lines depicted in the figures are tensile inter-grain micro-cracks formed as a result of 
bond-break in SJ contacts, in tensile mode. The laboratory observations of Morgan et al. (2013)  
showed that tensile cracks typically propagated along a meandering path created by the grain 
boundaries. Therefore, the shape of tensile cracks around pre-existing cracks is always 
“jagged” rather than smooth. The numerical observations in the current study also showed the 
same jagged pattern in the development of propagated macroscopic cracks. The jagged pattern 
in the development of macroscopic tensile cracks in the numerical simulations is associated 
with the shape of the Voronoi tessellations that were created during the sample generation 
procedure.  
The crack initiation stress is given under each specimen (Figure 8.8). We can see that, for all 
grain sizes, the crack initiation increased with an increasing flaw inclination angle. For scenario 
2, when θ > 0° the crack initiation stress was approximately 10 MPa higher than scenario 1. 
Monitoring inter-grain micro-cracks for scenarios 1 and 2 (Figure 8.8a-c and Figure 8.8aʹ-cʹ) 
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revealed that for θ equal to 0° , 15°, and  30°, the first tensile cracks were relatively close to 
the middle surface of the flaw. In comparison, when θ was equal to 45° , 60°, and 75° , the first 
crack growth occurred in the inter-granular boundaries, away from the centre and close to the 
flaw tip (Figure 8.8d-f and Figure 8.8dʹ-fʹ). In scenario 3, for θ ≤ 30°, the crack initiation stress 
was lower than for scenarios 1 and 2, but it raised significantly to a peak axial strength for 60° 
and 75°, leading to the presence of a few intra-grain micro-cracks (Figure 8.8eʹʹ-fʹʹ). In scenario 
3, specimens with high flaw inclination angles (i.e. 𝜃 > 30°) were significantly influenced by 
the low stress concentration, which resulted in a higher crack initiation stresses. At 60° and 
75°, the low stress concentration was more effective resulting in a higher axial stress to fully 







Figure 8.8 Initiation of primary macroscopic cracks for the specimens 
with different inclination angles and grain sizes. The crack initiation 
stress and the peak stress (in parentheses) are given below each 
numerical specimen. The blue lines indicate the inter-grain micro-
cracks. The first row (a-f) shows scenario 1, the second row (aʹ-fʹ) shows 
scenario 2, and the third raw (aʹʹ-fʹʹ)  shows scenario 3. 
 
8.4.2.3 Failure behaviour of single-flaw specimens 
A progressive increase in uniaxial compressive loading leads to the development of secondary 
macroscopic cracks and failure of the specimens at peak stress. The complete stress-strain 
curves for all numerical samples are illustrated in Figure 8.9, and the fracture patterns at peak 
axial strength are shown in Figure 8.10. It is clear from Figure 8.9 that the maximum axial 
stress for scenario 1 was the lowest when the inclination angle was equal to 15°. For θ > 15°, 
there was an increase in the maximum axial strength of the material. For scenario 3 (the largest 
grain size), the lowest possible maximum axial strength occurred at  θ = 30°, and for θ > 30° 
there was an increase in the strength of the specimens. The results for scenario 2 (medium grain 
size), however, were significantly different. At θ = 30° and θ = 60°, the lowest axial strengths 
were reached. We believe this is due to different mineral distributions around the flaw region 
when the inclination angle changes. For this scenario, the weakest mineral (mica) was present 
around the right side of the flaw’s tip. Since the cohesion of mica was the lowest value (i.e. 60 
MPa) compared to other minerals, it predominantly influenced the evolution of intra-grain 
micro-cracks around the tip region. Figure 8.9 also shows that all specimens in each scenario 




Figure 8.9 Complete axial stress-strain curves for single-flawed 
specimens: a) scenario 1 b) scenario 2 c) scenario 3. 
 
Figure 8.10 shows that an increase in compressive loading resulted in a dramatic rise in the 
number of both inter- and intra-grain micro-cracks. The secondary macroscopic cracks around 
the flaw’s tip propagated due to the bond-break in the intra-grain contacts, and the progressive 
coalescence between the inter- and intra-grain micro-cracks. The laboratory observations of 
Morgan et al. (2013) showed that the secondary macroscopic cracks had a powdery residue, 
indicating grain breakage. According to Morgan et al. (2013), mineral breakage was associated 
with a sizeable sliding displacement along the surface of the crack. Other laboratory 
investigations (e.g. Akesson et al. (2004), Kranz (1983), and Tapponnier and Brace (1976)) 
also found that micro-cracks generally initiate from the grain interfaces, and that the intra-grain 
micro-cracks will be formed at high applied stress. In the present study’s GBM numerical 
simulations, the initiation of micro-cracks was mostly caused by stress concentration at the 
inter-grain contacts (grain boundaries), and the intra-grain micro-cracks initiated when the 
applied stress was high. The majority of micro-cracks in the numerical specimens propagated 
and extended in a direction parallel to the maximum axial stress. This failure mechanism at the 
microscopic level is known as axial splitting (Potyondy 2010a; Tang et al. 2000), and it was 
observed in all numerical specimens regardless of their grain size. We can see in Figure 8.10e-
f, Figure 8.10eʹ-fʹ, and Figure 8.10eʹʹ-fʹʹ that numerical specimens with θ ≥ 60° produced fewer 
intra-grain micro-cracks, and the failure of these specimens occurred due to the progressive 
coalescence between the inter-grain micro-cracks. This can be attributed to the fact that, as the 
flaw inclination angle increased, the behaviour of the numerical specimens came closer to 
intact rock, which lead to a reduction in the number of intra-grain micro-cracks (Liu et al. 
2018). It was observed that for θ < 45°, the number of intra-grain micro-cracks around the tip 
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region was increased by increasing the grain size (Figure 8.10a-c, Figure 8.10aʹ-cʹ, and 
Figure 8.10aʹʹ-cʹʹ). One possible reason is that an increase in the grain size leads to an overall 
increase in the strength of the specimens, so that more damaged contacts (intra-grain micro-








Figure 8.10 Final fracture pattern including inter- and intra-grain micro-
cracks. The first row (a-f) shows scenario 1, the second row (aʹ-fʹ) shows 
scenario 2, and the third raw (aʹʹ-fʹʹ)  shows scenario 3. 
 
8.4.3 PFC-GBM modelling of brittle rocks including a double flaw 
The linkage of pre-existing flaws (crack coalescence) is an important phenomenon in nature  
(Miller and Einstein 2008), as it controls the failure mechanism of materials (Morgan et al. 
2013). In this regard, numerical specimens containing double flaws were generated and tested 
under uniaxial compressive loading.  
8.4.3.1 The failure mechanism of double-flaw specimens (example from 𝛉 = 𝟑𝟎°) 
Figure 8.11 illustrates the stress-strain curves for numerical specimens with 𝜃 = 30°, and their 
corresponding micro-cracking behaviour. Different stress levels were considered in this graph 
as points I, II, III, and IV. The point I showed the stress level at which the initiation of 
macroscopic cracks on the surface or at the tips of the pre-existing flaws was observed. The 
stress level at which the development of macroscopic tensile cracks inside the bridging area 
occurred was presented by point II. For double-flaw specimens, a coalescence stress (point III) 
was considered in the stress-strain curves to monitor the onset of flaw coalescence. The peak 
axial strength of the GBM specimens was indicated by point IV. The micro-cracks developed 
at various points of loading are also monitored during the simulations, and are shown in 
Figure 8.11b-d. According to Figure 8.11, the increase in the grain size resulted in an increase 
in the peak axial strength. At point I, for all numerical specimens, the inter-grain micro-cracks 
were initiated in the bridging area of the flaw system. It can be seen in Figure 8.11b-d that the 
inter-grain micro-cracks were only initiated in this particular area because the stress 
concentration was relatively high. The crack initiation stress was slightly raised by increasing 










Figure 8.11 The macroscopic failure behaviour of double-flawed 
specimens with 𝜃 = 30°a) complete axial stress-strain curves b) scenario 
1 c) scenario 2 d) scenario 3 
 
The macroscopic tensile cracks propagated in the bridging zone at point II. At point III, the 
coalescence of pre-existing cracks was observed in all scenarios; it occurred due to the rapid 
extension and development of macroscopic cracks in the bridging area. In all numerical 
specimens, the macroscopic tensile cracks that were the result of progressive linkage of inter-
grain micro-cracks, were formed from the flaw tips. The micro-cracks developed until point II 
are grain boundary tensile cracks, which initiated as a result of bond-break in the SJM. A small 
tensile strength needed to be assigned to the inter-grain contacts during the calibration 
procedure in order to match the Brazillian tensile test results. This early coalescence of pre-
existing cracks due to the initiation of inter-grain micro-cracks may not be observable during 
experimental testing. However, it does not mean that they are not present in the physical 
specimens (Hofmann et al. 2015a). In the numerical simulations, the macroscopic cracks fully 
developed in the bridging zone due to progressive compressive loading, leading to flaw 
coalescence at point III. The axial stress-strain curve in Figure 8.11a shows that the large grain 
size specimens required a higher axial stress to reach point II. This may contribute to the longer 
length of the grain boundaries in this specimen, as the inter-grain contacts required more time-




At point III, intra-grain micro-cracks started to initiate. In all three scenarios, more inter-grain 
micro-cracks initiated and formed macroscopic tensile cracks, which propagated in the loading 
direction. The progressive coalescence between the inter- and intra-grain micro-cracks caused 
non-linear behaviour in the axial stress-strain curves before reaching the peak axial strength. 
The intra-grain micro-cracks tended to initiate from the flaw tips in scenarios 1 and 2. However, 
in scenario 3 the intra-grain micro-cracks appeared in the bridging area and at the flaw tips. 
This was mainly because of the presence of larger minerals in the bridging area. In fact, only 
one mineral was generated in the bridging area in scenario 3, and due to a higher number of 
DEM particles, it tended to produce more intra-grain micro-cracks. By the continuous loading 
of the numerical specimens, more intra-grain contacts (with the cohesive model) reached their 
yielding limit, generating intra-grain micro-cracks. The interaction between inter- and intra-
grain micro-cracks formed macroscopic fractures in a direction parallel to the maximum axial 
stress. This leads to the failure of the specimens at point IV, where the peak axial strength was 
achieved. As shown in Figure 8.11b-d, , the number of intra-grain micro-cracks increased 
significantly at peak axial strength, and the macroscopic cracks were fully propagated, 
extending parallel to the direction of axial loading.   
8.4.3.2 Initial cracks in the double-flaw specimens 
To gain a better insight into the crack initiation pattern and coalescence of primary macroscopic 
cracks, we monitored the state of the numerical specimens at the time the primary macroscopic 
cracks initiated. The results are illustrated in Figure 8.12. This figure shows that the 
macroscopic cracks in all numerical specimens initiated from the surface of pre-existing flaws 
and propagated vertically towards the loading DEM walls. Similar to single-flawed specimens, 
the inter-grain micro-cracks were initiated due to the bond-failure in SJM contacts. Figure 8.12 
shows that the macroscopic cracks initiated from the middle portion of the flaws, and that they 
shifted towards the tips with an increase in the inclination angle. In scenario 3, the macroscopic 
cracks only followed the grain boundary provided by orthoclase in the inner tip area due to the 
large diameter of the grains. In fact, for this specimen, the bridging zone was dominated by this 
mineral, a meandering path defined the propagation of the inter-grain micro-cracks as a result. 
Note that the calibrated contact strength (𝐶𝐶𝐶𝑀
0 ) for orthoclase and plagioclase are equal, while 
the same value is different for quartz and mica. This difference between the mineral strength 
may change the cracking response in the bridging zone. For instance, the weakest mineral 
(mica) has the potential to develop more micro-cracks leading to grain crushing in the inner tip 
area. However, in such circumstance, many other factors (i.e. stress concentration, flaw 
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inclination angle, and etc.) may influence the results.  Scenario 3 showed that, for 𝜃 ≥ 60° 
(Figure 8.12eʹʹ-fʹʹ), since the angle between pre-existing crack and loading direction was 
relatively small compared to other specimens, the influence of pre-existing flaw was less 
pronounced leading to a relatively higher crack initiation stress. In fact, for 𝜃 ≥ 60° more time 
stepping was needed for the initiation of the micro-cracks and the formation of macroscopic 
crack. This resulted in the initiation of fewer micro-cracks in the bridging area compared to 
other specimens. This shows that both inclination angle and grain size can influence the 
initiation of primary tensile cracks. The stress at which the initial tensile cracks formed in the 
flaw system was monitored, and is given below each specimen in Figure 8.12. The results 
revealed that crack initiation stress was increased when the inclination angle of the flaw was 
increased, and when the rate of increase was higher for scenario 3. These numerical findings 
were consistent with the laboratory observations of Barre granite (Miller and Einstein 2008) 







Figure 8.12 Initiation of primary macroscopic cracks for the specimens 
with different inclination angles and grain sizes. The crack initiation 
stress and the peak stress (in parentheses) are given below each 
numerical specimen. The blue lines indicate the inter-grain micro-
cracks. The first row (a-f) shows scenario 1, the second row (aʹ-fʹ) shows 
scenario 2, and the third raw (aʹʹ-fʹʹ)  shows scenario 3. 
 
8.4.3.3 Failure behaviour of double-flaw specimens 
A progressive increase in uniaxial compressive loading leads to the development of secondary 
macroscopic cracks and the failure of the specimens at peak stress. The complete stress-strain 
curves for all numerical samples are illustrated in Figure 8.13, and the fracture patterns at peak 
levels are shown in Figure 8.14.  
The axial stress-strain curves in Figure 8.13 show that almost all specimens in the same 
scenario underwent the same elastic behaviour before macroscopic cracks propagated. The 
results revealed that the specimens exhibited a more brittle failure response with an increase in 
the flaw inclination angle. As indicated in Figure 8.13, the peak strength gradually increased 
following an increase in the grain size. The flaw inclination angle was also found to influence 
the peak strength in each scenario. For relatively low inclination angles (𝜃 ≤ 30°), the peak 
strength decreased, but increased when 𝜃 increased from 45° to 75°. At 𝜃 ≤ 30° pre-hardening 
and post-peak softening behaviours were observed that showed the influence of the flaw 
inclination angle on the overall macroscopic response of the specimens.  
During the design procedure of underground structures, pre-hardening and post-peak softening 
is of great importance because such behaviour can control the stability or instability of the rock 
blocks surrounding the tunnel. A more comprehensive understanding of the mechanical and 
failure behaviours of rock can help designers to better predict the residual behaviour of failed 
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rock blocks. In underground mining for instance, the residual and deformation characteristics 
of rock are more important than its peak axial strength, because it is crucial in achieving both 
the stability and optimal support of the tunnel (Gao and Kang 2017).  
 
Figure 8.13 Complete axial stress-strain curves for double-flawed 
specimens: a) scenario 1 b) scenario 2 c) scenario 3. 
 
The results presented in Figure 8.14 indicate the coalescence behaviour observed in double-
flaw specimens. Both inter- and intra-grain micro-cracks evolved at the onset of failure. As 
mentioned in section 3, the inter-grain micro-cracks propagate due to a low tensile strength 
assigned to the SJM contacts. The linkage of these inter-grain micro-cracks generates 
macroscopic tensile cracks that exist in both the inner and outer flaw regions.  According to 
Morgan et al. (2013), the main reason for shear cracking is the size and shear strength of the 
grains. Increasing the shear strength of the minerals reduces the number of shear cracks. The 
strength of the minerals (intra-grain contacts) in the current study’s GBM simulations were 
controlled by the cohesion (𝐶𝐶𝐶𝑀
0 ) obtained during the calibration procedure. The growth of 
intra-grain micro-cracks was the result of the gradual degradation of bond cohesion, and finally 
of the bond-break in the contacts inside the minerals. 
At failure point, macroscopic cracks extended from the outer flaws’ tips as a result of the 
combined inter- and intra-grain micro-crack growth. However, different coalescence patterns 
of pre-existing cracks were obtained when  the grain size changed. Figure 8.14 shows that 
scenarios 1 and 2 produced almost identical coalescence patterns. For scenarios 1 and 2, the 
inter-grain micro-cracks in the bridging zone formed macroscopic cracks leading to the 
coalescence of pre-existing cracks. The primary macroscopic cracks were fully grown from the 
tips and surface of the flaws, towards the direction parallel to the maximum axial stress. In 
scenario 3, at 𝜃 ≤ 30° the inter-grain micro-cracks developed in orthoclase caused the 
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coalescence of pre-existing cracks. In contrast, at 45° and 60° relatively few intra-grain micro-
cracks were developed in the orthoclase, but the number of micro-cracks increased significantly 
in the plagioclase and quartz. For specimens with an inclination angel of 75°, however, a 
combination of plagioclase and orthoclase micro-cracks resulted in the coalescence of pre-
existing cracks. Overall, it was observed that compared to scenarios 1 and 2, the large grain 
size specimens (scenario 3) produced a higher number of intra-grain micro-cracks in the 







Figure 8.14 Final fracture pattern including inter- and intra-grain micro-
cracks. The first row (a-f) shows scenario 1, the second row (aʹ-fʹ) shows 
scenario 2, and the third raw (aʹʹ-fʹʹ)  shows scenario 3. 
 
8.5 Axial strength and damage evolution 
In general, intact rock contains various mineral grains that produce different micro-cracking 
responses when the sample is loaded. The pre-existing flaws and pores may also alter the failure 
behaviour as well as the axial strength and mechanical properties of intact rocks. In dense, 
brittle rocks, the boundaries between the minerals’ grains are the weakest elements and can be 
regarded as the major source of micro-crack initiation and propagation. In the GBM approach, 
these inter-grain contacts are well simulated using the smooth-joint model. However, the 
micro-cracking response inside the mineral grains is also of great importance as the coalescence 
and interaction between the inter- and intra-grain contacts control the overall mechanical 
behaviours of rock. This part analyses the maximum axial strength of the numerical specimens, 
and their damage evolution responses after complete failure.  
8.5.1 Maximum axial strength of the specimens 
The peak axial stresses obtained from uniaxial compressive tests are depicted in Figure 8.15. 
The peak axial strength in scenario 3 (Figure 8.15c) is the highest compared to the other 
scenarios. The results show that the single-flaw specimens returned a significantly higher peak 
axial strength compared to the double-flaw specimens, in all scenarios. However, as the flaw 
inclination angle (𝜃) increased, the peak axial strength of the double-flaw samples gradually 
approached that of the single-flaw specimens. For single-flaw specimens, in scenario 1 and 3 
the peak axial strength experienced a gradual increase by an increase in 𝜃. In scenario 2, 
however, we observed a fluctuation in the value of maximum strength, which was attributed to 
the grain size and the distribution of minerals around the pre-existing crack. The results also 
revealed that the mineral size changed the inclination angle at which the lowest possible axial 
strength occurred. For instance, in scenario 1, the lowest axial strength was achieved at 𝜃 =





Figure 8.15 Maximum axial strength of the single- and double-flawed 
specimens with different mineral size a) scenario 1, b) scenario 2, c) 
scenario 3. 
 
8.5.2 Damage evolution inside the minerals 
In this study, a proposed cohesive model was assigned to the intra-grain contacts to study the 
micro-cracking response and the microscopic and macroscopic damage evolution mechanisms 
in the minerals. When the intra-grain contact reached their yielding regions, they exhibited 
softening behaviours before being completely broken. By monitoring the damage parameter 
(𝐷𝐶𝐶𝑀) defined in the cohesive model (Eq. 3.13), the damage state of the intra-grain contacts 
could be numerically evaluated. This lets us investigate the influence of the grain size on the 
microscopic softening responses of the intra-grain contacts in their post-peak regions, for both 
single- and double-flaw specimens. The evolution of damage in single- and double-flaw 
specimens at failure point, with various grain sizes, is illustrated in Figure 8.16 and Figure 8.17, 
respectively.    
The results showed that the grain size had a significant influence on the damage mechanisms 
and softening responses of the intra-grain contacts. For the both single- and double-flaw 
specimens, the numerical models with calibrated grain sizes showed almost no softening intra-
grain contacts (Figure 8.16a and Figure 8.17a). In fact, the contacts, coming to their failure 
point, reproduced their softening behaviour very quickly, and broke more quickly. In 
comparison, the numerical specimens with medium and large grain sizes showed more 





Figure 8.16 Damage evolution of intra-grain contacts at peak stress for 




Figure 8.17 Damage evolution of intra-grain contacts at peak stress for 
double-flawed specimens a) scenario 1 b) scenario 2 c) scenario 3. 
 
Moreover, we observed that, for all grain sizes, the macroscopic cracks passed through a 
mineral and initiated the intra-grain micro-cracks in the stress concentration zone. For scenarios 
2 and 3, the number of particles and consequently the number of contacts forming a mineral is 
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higher than the number of particles and contacts in scenario 1. A higher number of particles in 
the grains increased the possibility that the intra-grain contacts would display their softening 
responses (0 < 𝐷𝐶𝐶𝑀 < 1.0) without being completely damaged. In the softening contacts, the 
stress was gradually reduced, allowing the contacts to show more resistance against failure. By 
increasing the number of softening contacts within the grains (or increasing the grain size), the 
maximum strength of the numerical specimen was significantly increased. As mentioned in 
section 4, the specimens tend to produce intact (or flaw-less) rock behaviour at high inclination 
angles. Consequently, the failure behaviour of the specimens is dominated by the bond-break 
in the inter-grain contacts. The same behaviour was also observed for scenario 1 and scenario 
2 at 𝜃 ≥ 60° where the number of either damaged or softening contacts experienced a 
significant reduction. In double-flaw specimens, both softening (0.0 < 𝐷𝐶𝐶𝑀 < 1.0) and failed 
contacts (𝐷𝐶𝐶𝑀 = 1.0) contribute to the coalescence of pre-existing cracks. 
8.6 Conclusion 
For both single-and double-flaw specimens, the strength of the material increased significantly 
with an increase in mineral size. The numerical simulation showed that the primary 
macroscopic cracks initiated from the surface or tip of a flaw, as a direct consequence of bond-
break in the inter-grain contacts. These macroscopic cracks developed along a meandering path 
created by the boundaries between the grains, leading to a jagged-shaped macroscopic crack 
around the pre-existing cracks. For low-flaw inclination angles, the inter-grain micro-cracks 
initiated from the middle portion of the flaw. In the samples with high inclination angles, the 
inter-grain micro-cracks shifted towards the tips of the flaws. This was not the case for the 
samples with large grain sizes, as the location of flaw tips was highly controlled by the size of 
minerals. This leads to the initiation of inter-grain micro-cracks around the tip area for all 
inclination angles. For double-flaw specimens with large grain size distributions (scenario 3), 
the bridging zone was generated inside orthoclase. This mineral had a dominant influence on 
the micro-cracking and coalescence responses in the inner tip region.  
This study showed that two major factors are important in the macroscopic responses of the 
material: The grain size and the inclination angle of pre-existing cracks. In double-flaw 
specimens, the coalescence of pre-existing cracks occurred due to the linkage of inter- and 
intra-grain micro-cracks and production of softening contacts when the flaws have low 
inclination angles. By increasing the inclination angle, the number of intra-grain micro-cracks 
and softening contacts in the bridging area reduced significantly, and the coalescence occurred 







9  Chapter 9: Conclusions and recommendations 
9.1 Conclusions 
This thesis presented the application of a new cohesive contact model in characterising the 
fracture behaviour of fully grouted rock bolt, bolted rock joint, infilled rock joint, and jointed 
and pre-cracked polycrystalline rock. The model was implemented in PFC2D, which is a 
distinct element code in which the rock joint and bolt-grout interface are simulated explicitly. 
The formulation of the proposed cohesive model was presented in Chapter 3. A generic 
cohesive framework was employed which coupled plasticity theory with damage mechanics. 
The model features the bond-break of DEM contacts in mode I, II and mixed mode. To reduce 
the complexity of the calibration procedure, only one parameter was defined in the model to 
control the contact strength limit. If either of the normal or shear stresses acting on the two 
contacting DEM particles exceeds their corresponding bond strength limit, the contact enters 
to its softening stage. An exponential damage function was considered in the model to facilitate 
the gradual softening degradation of contact strength, which is controlled by a softening 
parameter. If the contact strength is completely damaged, the cohesive bond breaks and the 
contact is removed from the model along with its associated stress, moment, and stiffnesses. 
At the onset of bond-break, the location of the damaged contact can be traced by a micro-crack 
which is marked in the model by a line segment. The accumulation of micro-cracks can be 
displayed as macroscopic fracture response or localised damage of the material (e.g. 
macroscopic tensile fracture, asperity damage, etc.). If the contact is still in its softening stage, 
the damage state of contacts can be monitored at each computational time-step using the 
graphical interface of PFC2D, which enhances the interpretation of model damage response. 
In chapter 4 the proposed cohesive DEM framework was employed for modelling the shear 
behaviour bolted rock joints. The new findings and critical contributions of this chapter are 
described as follows:  
 The proposed model successfully reproduced the failure and mechanical behaviour of 
bolt-grout interface and grout material. In particular, the softening post-peak response 
of the grout material, which was an issue in previous studies, was very well captured. 
The calibrated model was also able to reproduce the asperity damage of rock joint with 
idealised saw toothed asperities. This chapter introduced a novel numerical technique 
called stepwise pull-and-shear test (SPST) scheme, which facilitated the 
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accomplishment of combined pull-and-shear loading tests. The SPST technique 
provided further insight into the performance of fully grouted rock bolts subjected to 
pull-shear loads, given the fact that the field observations indicated that the bolt failure 
is due to a combination of pull-out and shear loading.  
 The idea of SPST technique was to apply pre-tension stress (i.e. pull out load) on the 
rock bolt, and then undertake direct shear test on bolted rock joint. Four different stages 
(i.e. linear elastic, pre-peak hardening, post-peak softening, and residual stage) 
characterised the failure mechanism of fully grouted rock bolt during pull out 
experiment. The monitoring of contact chain force networks showed that the contact 
compressive forces and their associated induced normal stress in the rock joint interface 
(𝜎𝑛
𝑖 ) enhanced throughout the pull out process. The numerical results indicated that the 
rate of increase for 𝜎𝑛
𝑖  significantly declined at the yield point, where the transition from 
linear elastic to pre-peak response occurred. The ultimate shear resistance of rock bolt 
was achieved at yield pretension stress magnitude.   
 The rib angle of rock bolt profile influenced both 𝜎𝑛
𝑖  and peak shear stress. The bolted 
rock joints exhibited less shear resistance by reducing the rib angle, and the reduction 
was more pronounced for rib angle of 30°.  
 The numerical results showed that all rib angles displayed a similar trend when the peak 
shear strength was plotted against the corresponding normal stress. This lead to the 
conclusion that regardless of rib angle, the fully grouted rock bolts demonstrated their 
highest performance at the onset of transition from linear elastic to pre-peak hardening 
behaviour. 
 The CNS condition led to an increase in the peak shear resistance of rock joint, which 
was more pronounced at low pretension stress magnitude in linear elastic stage. During 
softening and the residual stages, however, the effect of CNS condition was negligible. 
 The proposed DEM-based cohesive model in conjunction with the SPST technique 
provided an efficient numerical tool that can be employed by designers and 
geotechnical engineers to carry out realistic combined pull-shear experiments, to obtain 
new insight into the mechanical performance of fully grouted rock bolts under both 
CNL and CNS conditions.   
In chapter 5 a combined experimental-numerical investigation was presented for the 
characterisation of the shear behaviour of clay-infilled rock joints. A series of laboratory direct 
shear test on rock joint with idealised single asperity rock joints with a base angle of 20° and 
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30°were carried out. A cohesive soil (i.e kaolin) with the thickness of 6 and 12 mm was used 
as infill layer. The test was undertaken under CNL condition with 100 and 300 kPa of normal 
stress magnitudes. The microproperties of the proposed cohesive model were calibrated against 
the outcome of laboratory direct shear tests of cohesive soil, and the ability of the model in 
simulating the shear behaviour of infilled rock joints was examined. The experimental 
approach provided the macroscopic response of various infilled rock joints, while the proposed 
numerical framework supplied further insights into the shear mechanism and damage 
behaviour of cohesive contacts. The DEM simulations demonstrated a good agreement with 
the experimental counterparts. The following conclusions are drawn from the numerical 
simulations and experimental results presented in this chapter: 
 The shear mechanism of clay-infilled rock joints demonstrated four distinct stages in 
the laboratory which could be successfully reproduced by the proposed cohesive model. 
Stage I characterised the linear elastic behaviour of the soil in which the shear stress of 
the infilled rock joint was rapidly increased. During stage II, the rock joint exhibited a 
nonlinear hardening response, which was due to softening response and/or damage of 
the cohesive contacts. It is believed that the enhancement of asperity interference also 
contributed to this nonlinear hardening behaviour. The infilled rock joint then 
demonstrated its peak shear strength, following with a gradual softening response (stage 
III). Finally, the progressive frictional response of DEM particles gave rise to a residual 
shear stress of the infilled rock joint.  
 The infilled rock joints with 𝑡 𝑎⁄  ratio of 1.3 and 2.7 exhibited a dilative response after 
an initial compression. For higher 𝑡 𝑎⁄  ratio this behaviour was not seen, and the rock 
joint presented a normal displacement similar to soil.  
 A more pronounced softening response was achieved for specimens with high normal 
stress magnitudes. The bond-break in these specimens was also severe. 
 The localised shear zones started to grow when the transition from elastic behaviour to 
nonlinear elastic response occurred, which largely extended during the shearing process 
as a result of contact damage. 
 The laboratory and numerical observations of infilled rock joints revealed that the 
asperity interference was the dominant contributing factor in governing the shear 
mechanism of specimens with 𝑡 𝑎⁄ < 2.67. The results showed that for 
𝑡
𝑎⁄ = 4.25 the 
shear mechanism was mainly controlled by infill material. 
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In chapter 6, the proposed cohesive model was used to develop a cohesive GBM framework to 
simulate the fracture behaviour of polycrystalline rocks. The model was calibrated with the 
experimental results of uniaxial compression, and Brazilian tensile tests carried out on Aue 
granite. The cohesive GBM showed good capability in reproducing the macroscopic behaviour 
of polycrystalline rock. The numerical framework then was used to simulate the shear 
behaviour of rock joints with different surface roughness under both CNL and CNS condition. 
The following conclusions are drawn from the numerical experiments carried out in this 
chapter: 
 The numerical results showed that it is necessary to incorporate the softening response 
in the force-displacement law of DEM contacts since PBM and SJM are not capable of 
reproducing the post-peak response in TPB test of Adelaide black granite.  
 The numerical results indicated that the main reason for asperity damage was the 
formation of intra-grain micro-cracks leading to grain crushing in critical asperity areas. 
This grain crushing was believed to be the consequence of large shear displacement 
along the fracture surface. 
 The CNS direct shear tests revealed that the behaviour of rock joint was mainly 
controlled by grain crushing, the extent of which increased with increasing the applied 
initial stress magnitude and JRC. 
 The dilative response of rock joints increased with increasing JRC and reduced with 
increasing the initial stress magnitude. 
 The GBMs exhibited a higher peak shear strength under CNS condition which was due 
to a progressive increase in the value of applied normal stress. 
 The grain crushing was more severe in rough rock joints (i.e. high JRC), which was 
attributed to higher resistance of these rock joints against the shear process. 
In chapter 7, the proposed cohesive model was employed to simulate the fracture and 
mechanical behaviour of pre-cracked Barre granite using GBM framework. The 
microstructural properties of Barre granite were incorporated in the GBM algorithm to build 
the synthetic polycrystalline rocks. The geometrical configuration of pre-existing flaws was 
imported into PFC2D to generate pre-cracked GBM specimens. The proposed GBM 
framework provided a cost-effective approach that helps in the determination of crack 
initiation, damage, and peak axial stresses of crystalline rocks, which are essential in the 
development of constitutive models (i.e. continuum models) that can be used for large scale 
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simulation of mining structures. The new findings and key observations of this chapter are as 
follows: 
 The stress-strain curves and fracture patterns obtained from numerical simulations 
showed that the proposed GBM has the ability to mimic the fracture and mechanical 
properties of pre-cracked polycrystalline rock. In particular, crack initiation, damage, 
and the numerical framework very well captured peak axial stresses. The fracture 
patterns also showed a close agreement with the experimental counterparts. 
 The GBM simulations showed that by increasing the inclination angle of pre-existing 
cracks the peak axial stress increases. The similar trend was also exhibited for crack 
initiation and crack damage stresses. 
 The numerical modelling revealed that the initial macroscopic tensile cracks initiated 
from the tips and surfaces of flaws and that they extended upwards towards the loading 
plates.  
 The numerical results showed that the formation of macroscopic tensile fractures in the 
flaw region was the consequence of bond-break in the smooth joint model contacts (i.e. 
inter-grain contacts). 
 The initiation of intra-grain micro-crack started before reaching the crack damage 
stress. 
 The accumulation and linkage of inter- and intra-grain micro-cracks resulted in the 
coalescence of pre-existing flaws. 
  The micro-cracking features, based on the current GBM approach, such as the 
extension and development of macroscopic cracks due to the progressive coalescence 
of inter- and intra-grain micro-cracks, which eventually led to the formation of 
macroscopic fracturing zones around the flaw tips and the coalescence of pre-existing 
cracks, will serve as guidelines for future experimental tests. 
In chapter 8, the proposed GBM framework was employed to investigate the influence of grain 
size on the damage and fracture behaviour of pre-cracked polycrystalline rock. The GBM is 
able to handle any number of mineral types with different range of grain sizes.  Three different 
grain size scenarios namely fine, medium, and coarse, were selected to generate the GBM 




 The strength of GBMs increased significantly with an increase in mineral size for both 
single- and double-flawed specimens. 
 The first macroscopic tensile fracture initiated from the tip or surface of the pre-existing 
cracks, which attributed to bond-break in SJM contacts. 
 The pattern of fracture distribution was controlled by the meandering path created by 
the random distribution of minerals in the GBM, which generated a jagged-shaped 
tensile crack around the flaws. 
 The micro-cracks initiated from the middle portion of the flaw in GBMs with low-flaw 
inclination angle. However, for GBMs with higher inclinations angles, the tensile 
cracks shifted towards the flaw tips. 
 In coarse grain size, GBMs mineral size controlled the location of flaw tip leading to 
initiation of tensile cracks around the tip area. 
 The bridging zone in large grain size GBMs was generated inside orthoclase which 
gave rise to the dominant effect of this mineral on the macroscopic fracture pattern in 
the inner tip areas. 
 The numerical observations revealed that both grain size and flaw inclination angle 
influence the macroscopic response of pre-cracked polycrystalline rocks.  
 Monitoring the damage evolution of the GBM showed that by increasing the inclination 
angle, the number of intra-grain micro-cracks and softening contacts in the bridging 
area reduced significantly, and the coalescence occurred as a result of inter-grain micro-
crack propagation. 
9.2 Recommendations for future work 
Based on the results obtained in the present thesis, the recommendation for future numerical 
simulations are outlined as follows: 
 The shear behaviour of bolted rock joints subjected to pull-shear load should be 
investigated using a range of JRC values. 
 The presented SPST technique emphasised the pretension behaviour of fully grouted 
rock bolt under zero confining stress. The pretension response of fully grouted rock bolt 
subjected to confining pressure should be investigated in future research. 
 One of the main factors that influence the increment of normal stress under CNS 
condition is CNS stiffness. The shear behaviour of bolted rock joints under various 
ranges of CNS stiffness should be considered. 
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 In this thesis, the failure of rock bolt was neglected and only the failure response of 
rock joint, grout, and bolt-grout interface were emphasised. It is required, however, to 
take into account the effect of bolt rupture on the shear behaviour of bolted rock joints. 
 In the numerical investigations of infilled rock joints under direct shear, rock joint 
profiles were idealised as triangular saw-toothed asperities. In future work, natural rock 
joint profiles with different waviness and unevenness should be considered.    
 Only a single peak shear mechanism was observed for infilled rock joints, without 
asperity damage. The cohesive DEM framework should be modified in future 
numerical research to observe more shear mechanisms (e.g. double peak shear 
mechanism, asperity damage mechanism, and etc.).   
 In cohesive GBM approach, a random generation scheme was used to generate the 
microstructure of polycrystalline rock. In future research, advanced technologies such 
as digital image processing techniques should be employed to incorporate the realistic 
microstructural properties into the numerical specimens.  
 In present numerical simulations rock bolts installed in rock-like material, which may 
limit the application of the proposed approach to certain rock types. In future studies, 
the cohesive GBM approach should be used to investigate the effect of rock bolt on 
asperity damage and shear behaviour of polycrystalline rocks. 
 Application of the proposed cohesive GBM to study the scale effect on different rock 
joint profiles and different polycrystalline rock is recommended for future study. 
 The application of 2D GBM approach in understanding complicated 3D phenomena 
(e.g. the effect of grain geometry on the micro-cracking response, the influence of the 
3D distribution of mineral on macroscopic fracture pattern, and etc.) is limited. 
Developing an extended 3D GBM approach is recommended in future research for 
analysis of the failure mechanism of polycrystalline rocks. 
 In polycrystalline rock, there is a decline in axial strength once the peak strength is 
achieved, and the magnitude of this strength reduction depends highly on the level of 
lateral confining pressure. In future research, the effect of confining pressure should be 
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Abstract
The mechanical performance of fully grouted rock bolts is essential in the stability of underground excavations in jointed 
rock masses. This research implements a new cohesive contact model in distinct element codes (PFC2D) to investigate the 
fracturing response of rock-like and grout material, as well as the bolt–grout interface. The results are compared in detail with 
experimental observations. The proposed modelling approach, used in conjunction with the distinct element method (DEM), 
successfully predicted the behaviour of grout failure and the bolt–grout interface’s shear response. We then developed a novel 
numerical, stepwise pull-and-shear test (SPST) scheme to further analyse the mechanical behaviour of bolted rock joints 
subjected to simultaneous pull–shear loading. The cohesive DEM framework proposed in this paper was used to carry out 
the SPST scheme numerically. The mechanism involved in enhancing the shear strength of bolted rock joint was determined 
by monitoring the i
n
 and its corresponding contact chain force network during the pull-out test. The influence of pretension 
stress, the rig angle of the bolt profile, and the constant normal stiffness (CNS) condition are assessed systematically. In 
particular, the pretension stress magnitude at which the synthetic rock bolting system exhibits the highest shear resistance is 
identified. The findings from this research highlight the sensitivity of bolted rock joints to the simultaneous pull-and-shear 
loading, boundary conditions, and bolt–grout interface configurations.
Keywords Bolted rock joint · Combined pull-and-shear load · DEM approach · Cohesive contact model · CNS condition
Abbreviations
CCM  Cohesive contact model
CNL  Constant normal load
CNS  Constant normal stiffness
CSJM  Cohesive smooth-joint model
DEM  Distinct element method
DLL  Dynamic link library
JRC  Joint roughness coefficient
SJM  Smooth joint model
SPST  Stepwise pull-and-shear test
List of Symbols
u
p  Relative displacement
u
e  Relative elastic displacement
u
p  Relative plastic displacement
n  Contact normal stress
s  Contact shear stress
k0
n
  Contact normal stiffness
k0
s
  Contact shear stiffness
u
p
n  Total normal plastic displacement
u
p
s  Total shear plastic displacement
F  Yield function
C  Cohesion of contact
C0  Initial cohesive of contact
  Friction coefficient of contact
  Softening parameter
up  Accumulated plastic displacement of contact
D  Damage parameter
G  Plastic potential
  Dilation coefficient of contact
d  Plastic multiplier
trial
n
  Trial normal stress of contact
trial
s
  Trial shear stress of contact
Ftrial  Trial yield function
Ā  Cross-sectional area of contact
R̄  Radius of DEM particle
Ec  Elastic modulus of contact
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L  Contact length
k∗  Normal-to-shear stiffness ratio of contact
υ  Poisson’s ratio
rmax  Maximum radius of DEM particle
rmin  Minimum radius of DEM particle
  Rib angle
Ē




  CCM initial cohesion
CCM  CCM friction coefficient




  CCM normal-to-shear stiffness ratio
CCM  CCM-softening parameter
DCCM  CCM damage parameter
k
sj
n   Normal stiffness of SJM contact
k
sj
s   Shear stiffness of SJM contact












  CSJM initial cohesion
CSJM  CSJM friction coefficient
CSJM  CSJM dilation coefficient
CSJM  CSJM-softening parameter
DCSJM  CSJM damage parameter
  Wavelength of idealised rock joint
0
n
  Applied normal stress in CNL direct shear test
c  Rock compressive strength
i
n
  Induced normal stress on rock joint interface
dn  Change in the normal stress during CNS direct 
shear test
kcns  CNS stiffness
dn  Change in the normal displacement of rock joint
u
n
  Updated normal stress in CNS direct shear test
total
n
  Applied normal stress in pull-and-shear test
1 Introduction
The natural discontinuities in rock masses have a profound 
impact on the stability and safety of underground excava-
tions. Any damage due to roof fall or the failure of rock 
slopes can hinder mining activities, and result in penalties 
being imposed on mining companies. In this regard, an 
appropriate evaluation of rock joint shear behaviour is criti-
cal when designing both surface and underground mining 
structures.
Fully grouted rock bolt has been widely used as a rein-
forcement element in underground mining due to its eco-
nomic benefits and advancement in the bolt system tech-
nology (He et al. 2018; Huang et al. 2002; Jin-feng and 
Peng-hao 2019). The fully grouted rock bolt also fully uti-
lises the bolt strength (He et al. 2018). Rock bolting system 
forms a self-supporting structure in rock mass through sup-
porting loosened rock blocks, improving shear resistance of 
rock joints (He et al. 2018; Ma et al. 2017), and restraining 
rock mass deformation (Chen and Li 2015b). The load trans-
fer capacity of fully grouted rock bolts is largely controlled 
by the shear strength of the bolt–grout interface and the 
mechanical interlocking between the grout and the rock bolt 
ribs (Cao et al. 2014; Li et al. 2019; Ma et al. 2017; Shang 
et al. 2018a). Pull-out testing is commonly used to study the 
load transfer mechanism of fully grouted rock bolt (Jin-feng 
and Peng-hao 2019). However, in field conditions, the failure 
of rock bolts occurs due to a combination of both pull-out 
and shear forces (Li et al. 2016b). Therefore, understand-
ing the failure mechanism of bolted rock joint under such a 
mixing loading condition is useful for rock support system 
design (Chen and Li 2015b; Li 2010). The behaviour of a 
bolted rock joint subjected to combined pull–shear load is 
depicted in Fig. 1.
Several parameters can influence the mechanical behav-
iour of bolted rock joints. These include boundary condi-
tions imposed by the surrounding rock block, the rib angle 
of the rebar bolt, the surface roughness of the rock joint, 
the confining pressure applied on the rock joint profile, the 
presence of infill material inside the rock joint, and so on. 
In conventional laboratory investigations, the mechanical 
behaviour of rock joints is usually investigated under a con-
stant normal load/stress (CNL) boundary condition, where 
the applied normal stress on the rock joint profile is con-
stant. However, in underground mining, the unstable rock 
block is restricted by neighbouring rock blocks; the applied 
normal stress is not constant, and the analysis of the rock 
joint requires a constant normal stiffness (CNS) condition 
(Bewick et al. 2014a; Indraranta et al. 2005; Indraratna and 
Welideniya 2003; Shang et al. 2018b; Thirukumaran and 
Indraratna 2016; Thirukumaran et al. 2016).
Many scientists have carried out laboratory investigations 
to study the mechanical shear resistance of bolted rock joints 
(Grasselli 2005; Haas 1976; Jalalifar and Aziz 2010b; Jala-
lifar et al. 2006; Li et al. 2016a; McHugh and Signer 1999). 
Different researchers have conducted a variety of laboratory 
investigations to study the influence of some important fac-
tors on the shear behaviour of bolted rock joints, including 
bolt type (Chen and Li 2015a, b; Grasselli 2005; Haas 1976; 
Li 2012; Rasekh et al. 2017), rock bolt diameter (Ferrero 
1995; Spang and Egger 1990; Vlachopoulos et al. 2018), 
rock bolt surface profile (Jalalifar and Aziz 2010b; Jalalifar 
et al. 2006), inclination angle of the bolt (Bjurstrom 1974; 
Chen and Li 2015a, b; Dight and Chiu 1981; Feng et al. 
2018; Haas 1976; Li et al. 2016a; Spang and Egger 1990; 
Yoshinaka et al. 1987), pretention force (Jalalifar and Aziz 
2010b; Jalalifar et al. 2006; Li et al. 2016b), grout properties 
(Kılıc et al. 2002; Zou et al. 2010), rock joint surface rough-
ness (Wang et al. 2018; Wu et al. 2018; Yoshinaka et al. 
1987), number of rock bolts (Srivastava and Singh 2015), 
CNS condition (Dey 2001), and combined pull-and-shear 
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loading (Chen and Li 2015a, b). Recently, Wu et al. (2018), 
Wang et al. (2018), and Chen et al. (2018) conducted a lab-
oratory experiment to study the behaviour of bolted rock 
joints, including natural rock joint profiles. Despite the fact 
that the above-mentioned research highlighted the most 
important shear mechanisms of bolted rock joints, it suffers 
from some issues. First, the influence of the CNS boundary 
condition was neglected in the majority of the above-men-
tioned studies, which can restrict the application of those 
researches to structures with CNL conditions. Second, the 
influence of combined pull–shear loading was not studied, 
which may increase the uncertainty in the results obtained. 
Chen and Li (2015b) designed a laboratory apparatus to 
study the shear behaviour of rock bolt by conducting com-
bined pull-and shear loading on the bolting system, but they 
neglected the influence of pretension and surface roughness.
It has been recognized that the debonding failure of the 
bolt–grout interface is the primary cause of damage in fully 
grouted rock bolts (Shang et al. 2018a). Understanding the 
bolt–grout interfacial debonding process and its subsequent 
bolt–grout shear behaviour, however, is not readily achiev-
able in the laboratory environment. Previous experimental 
investigations revealed that pretension load (i.e., pull-out 
load) influences the shear resistance of the rock bolt (Gil-
bert et al. 2015; Jalalifar and Aziz 2010a, b). Mirzaghorba-
nali et al. (2017) studied the influence of pretension load 
on the shear strength of cable bolts, and concluded that the 
shear strength of the bolts at peak shear load increased by 
increasing the pretension load. Their laboratory apparatus, 
however, could not consider the effects of surface roughness 
and boundary conditions (e.g., CNS). The laboratory experi-
ments of Jalalifar et al. (2006) showed that the pretension 
load contributed to the enhancement of the shear resistance 
of the bolted joint. Various investigations have been carried 
out to determine the influence of pretension on the overall 
shear performance of bolted rock joints (e.g., Mirzaghor-
banali et al. (2017)), but the role of rib angles and CNS 
conditions is still unclear. From the perspective of practical 
applications (Fig. 1), more research is required to understand 
the shear mechanism of rock joints subjected to a combined 
pull–shear load. It is necessary for practical designers in 
mining projects to understand the point at which the magni-
tude of the pretension stress exhibits the bolted rock joint’s 
ultimate shear performance.
Although laboratory testing is the most common 
approach for rock bolting investigation, setting up com-
bined pull–shear load tests take a considerable amount of 
resources. This is why numerical tools have been widely 
applied to model the failure behaviour of rock joints. 
Recently, some scholars conducted experimental and 
numerical direct shear tests to investigate the debond-
ing failure mechanism of the bolt–grout interface (Shang 
et al. 2018a; Yokota et al. 2018, 2019), and highlighted 
the influence of the rib angle on the shear strength of the 
bolt–grout interface. Discrete-based numerical methods 
such as discrete element method (DEM) (Cundall and 
Strack 1979) are promising in terms of mimicking the 
failure behaviour of brittle rocks (Bewick et al. 2014b; 
Gao and Kang 2017; Hofmann et al. 2015b; Lisjak and 
Grasselli 2014) and rock mass (Bahaaddini et al. 2013; 
Gutiérrez-Ch et al. 2018). Shang et al. (2018a) used DEM 
to mimic the debonding failure behaviour of the bolt–grout 
interface and the fracture response of grout material. In 
this study, grout material demonstrated significant deform-
ability and softening response at the macroscopic scale 
(Shang et al. 2018a), which was attributed to its micro-
mechanical structure. The DEM investigations of Shang 
et al. (2018a) revealed that the flat-joint model (FJM), 
Fig. 1  Mechanical behaviour of bolted rock joint subjected to a combined pull–shear load [inspired after Indraratna and Haque (2000)]
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which is a DEM-based contact model (Potyondy 2012) 
available in commercial DEM codes (PFC2D) (Itasca Con-
sulting Group Inc 2016), is incapable of reproducing the 
softening behaviour of grout material during the post-peak 
stage of uniaxial compression tests. They concluded that 
the FJM suppressed the rotation of DEM particles after 
bond break, which led to an abrupt failure of the DEM 
specimen. In addition, the FJM contacts return zero frac-
ture energy responses at the onset of failure, which in turn 
contributes to the sudden failure of the DEM specimen. 
Thus, a brittle macroscopic response will be observed dur-
ing the post-peak stage, which is not inherently desirable 
compared to the softening behaviour of experimental spec-
imens. The laboratory results also showed that the samples 
including smooth bolt–grout interfaces exhibited a gradual 
softening behaviour under shearing (Shang et al. 2018a). 
Therefore, the smooth-joint model (SJM), which is a 
widely used DEM interface model (Bahaaddini et al. 2013; 
Gutiérrez-Ch et al. 2018; Hofmann et al. 2015b; Shang 
et al. 2018a; Zhou et al. 2017), needs to be augmented by 
cohesive-damage formulation to characterise effectively 
the failure mechanism of the bolt–grout interface.
This study employs a novel DEM-based cohesive con-
tact model proposed by Saadat and Taheri (2019) that 
couples damage mechanics and plasticity theory in both 
modes I and II to simulate fracture behaviour of grout 
material and the bolt–grout interface in a better way. The 
proposed cohesive DEM framework features an exponen-
tial decay damage function that considers the influence of 
both normal and shear stresses. Thus, it inhibits the abrupt 
contact failure that enhances the macroscopic softening 
response of the DEM model. The proposed contact model 
was also incorporated in the numerical framework of the 
SJM to handle the cohesive behaviour of the bolt–grout 
interface. The newly proposed interface model is called 
cohesive SJM (CSJM). This study validates the proposed 
model’s ability to capture the fracture behaviour of grout 
and the bolt–grout interface by uniaxial compression and 
direct shear tests. In addition, the proposed modelling 
method was employed to simulate the asperity degrada-
tion of idealised saw-toothed rock joints. This paper com-
pares the experimental and numerical results to observe 
the accuracy of DEM simulations. To further demonstrate 
the potential of the proposed cohesive DEM framework 
for characterising the mechanical behaviour of bolted 
rock joints subjected to a combined pull–shear load, we 
developed a stepwise pull–shear test (SPST) scheme. This 
scheme investigates the influence of pretension load, rib 
angle, and CNS boundary condition on the ultimate shear 
resistance of rock joints. The proposed cohesive model-
ling method and SPST approach provides new insights 
into the shear behaviour of bolted rock joints, which is an 
extremely arduous task to achieve in laboratory.
2  Distinct Element‑Based Cohesive Model
In the present study, a new cohesive, contact model (CCM) 
developed by Saadat and Taheri (2019) was employed for 
simulating the fracture behaviour of rock-like and grout-
like materials as well as the shear behaviour of bolt–grout 
interface contacts. There are various DEM-based cohesive 
models available in the literature (e.g., Le et al. 2017, 2018; 
Nguyen et al. 2017a; b) that can be used for simulating cohe-
sive contact behaviour. However, in the new cohesive DEM 
framework, we reduced the number of micro-mechanical 
properties, because it allows us to make the calibration pro-
cedure more straightforward. In addition, a simple cohesive 
contact model reduces the computational demand.
In the proposed contact model (Saadat and Taheri 2019), 




 of the DEM contacts is 
decomposed into elastic and plastic components, to account 
for reversible and irreversible displacements:
The contact normal and shear stresses are linked to their 
corresponding relative displacements. They can be calcu-
lated by
where n and s are normal and shear stresses in the bond-
ing contacts; un and u
p
n are the total and plastic normal dis-
placements; us and u
p





 are the normal and shear stiffnesses, 
respectively.
The following yield function that takes into account the 
mixed-mode failure of DEM contacts is proposed to identify 
the yield point at which the contacts enter their softening 
stage:
where  is the friction coefficient of the contact and C is 
defined as
In Eq. 5, C0 is the initial bond cohesion,  is the soften-
ing parameter, and up is the contact’s accumulated plastic 
displacement, which can be calculated from its increments, 
defined as
A damage parameter ( 0 ≤ D ≤ 1 ) can be defined to meas-
ure the degree of damage in the cohesive contacts:
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.
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The damage parameter introduced in Eq. 7 is included 
in the implementation algorithm, which enabled PFC2D to 
demonstrate the damage response of the model as a graphical 
output feature. When the contact exhibits no failure, the dam-
age parameter takes a value of D = 0.0 ; a completely dam-
aged contact returns D = 1.0 . During the softening stage, the 
associative damage response of the contact will be 0 < D < 1..
Simulating the dilation response at the microscopic level 
in DEM modelling requires the microstructural features of the 
physical material in the model to be incorporated, which is 
a difficult task to achieve (Nguyen et al. 2017a). Instead of 
this, we propose a dilatancy parameter that accounts for the 
dilation effect of the cohesive bonds, using the following non-
associative flow rule:
where  is the dilation coefficient. Consequently, the flow 
rule of incremental displacement can be expressed as
where d ≥ 0 is the plastic multiplier. Figure 2 illustrates the 
behaviour of the DEM contact in modes I and II. The linear 
elastic portion of the stress–displacement curves defines the 
contact behaviour before failure ( D = 0.0 ). They are fol-
lowed by a non-linear stage that represents contact softening 













A common approach for implementing the user-defined 
contact models in PFC is to develop the stress-return algorithm 
in C++, and compile the code as dynamic link library (DLL) 
files (Itasca Consulting Group Inc 2016). The DLL files can 
be executed whenever needed during modelling. When the 
cohesive contacts enter their softening stage, their inelastic 
behaviour is determined by calculating the trial stress state 
as follows:
The value of the yield function is then updated according 
to Eq. 4. The cohesive contact exhibits softening behaviour if 
F > 0 , and the normal and shear plastic displacements will 
be updated based on the flow rule, with d calculated from 
Taylor’s expansion of the yield function as follows:
Finally, the corrected normal and shear stresses are calcu-
lated as follows:






















































Fig. 2  Stress–displacement behaviour of the proposed cohesive model: a mode I and b mode II [after (Saadat and Taheri 2019)]
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The stress-return algorithm mentioned above operates on 
the contacts that enter their yield limits with Ftrial > 0 until 
99.99% of their cohesion is damaged. After the complete deg-
radation of cohesion, the cohesive bond between two particles 
is broken ( D = 1.0 ). In C++ codes, the bond cross-sectional 
properties are calculated, because they are needed to compute 
the DEM stresses and their corresponding Ftrial . This imple-
mentation approach has been successfully followed by other 
researchers (e.g., Nguyen et al. 2017a, b). The cross-sectional 
area ( Ā ) of DEM contact in two-dimensional space is defined 
as (Itasca Consulting Group Inc 2016)
where R̄ is defined as
where R1 and R2 are the radiuses of two adjoining DEM 
particles that are bonded together. Potyondy and Cundall 
(2004) proposed a deformability method, in which the nor-
mal stiffness of the contacts ( ̄kn ) can be related to the elastic 
modulus of the contact ( ̄Ec ) as follows (Itasca Consulting 
Group Inc 2016):
where L can be determined as follows:
During the calibration procedure, the normal-to-shear 






 was initiated to determine the shear 
stiffness of the contacts ( k0
s
 ) (Hofmann et al. 2015a; Liu et al. 
2018).
We implemented the algorithm above in PFC2D to simu-
late the fracture behaviour of rock, grout, and bolt–grout 
interfaces. The proposed cohesive model can be employed 
as either a material contact model (e.g., rock and grout) 
or an interface contact model (e.g., bolt–grout interface). 
Throughout this paper, we use CCM to refer to the cohesive 
contact model, and the micro-properties of the model con-
tained a subscript of CCM (e.g., C0
CCM
 ). We implemented 
the proposed cohesive model in the force–displacement law 
of SJM to achieve a cohesive interface model, which we 
denote as cohesive SJM (CSJM). The micro-properties of 
the cohesive interface model contained a subscript of CSJM 
(e.g., C0
CSJM
 ). Notice that the rock joint interface behaviour 
was simulated using the SJM. The details of the SJM can be 
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3  Calibration of the Proposed Cohesive DEM 
Approach
The micro-properties introduced in Sect. 2 have to be cali-
brated before comparing the results of the cohesive DEM 
framework with their experimental counterparts. The selec-
tion of an appropriate set of micro-properties is a necessary 
step in DEM simulation (Bahaaddini et al. 2013). The typi-
cal method for calibrating micro-parameters in PFC–DEM 
is to employ the results of a uniaxial compressive test of a 
physical specimen for reproducing the macroscopic behav-
iour of physical specimens (Bahaaddini et al. 2013; Gutié-
rrez-Ch et al. 2018). In the present study, it was necessary 
to use the laboratory results of rock-like and grout materials 
for calibration purposes. The details of mortar content and 
its physical properties can be found in the studies conducted 
by Oh et al. (2017) and Li et al. (2016c). The macroscopic 
properties of grout were taken from the experimental work 
of Shang et al. (2018a). To calibrate the micro-properties of 
SJM and CSJM, we conducted direct shear tests and normal 
deformability tests on smooth interfaces using PFC2D. The 
model’s setup and boundary conditions in the calibration 
tests are illustrated in Fig. 3. In Sect. 3.1, we provide the 
calibration of the proposed cohesive model for rock-like and 
grout-like materials. The calibration of CSJM for the rock 
joint and bolt–grout interfaces is given in Sects. 3.2 and 3.3, 
respectively.
3.1  Calibration of Rock‑Like and Grout‑Like 
Materials
In this subsection, we present the calibration of micro-
mechanical parameters for rock and grout. Since the cali-
bration procedure for both materials was similar, only the 
calibration procedure for rock-like material is described 
in detail. The same approach was followed for calibrating 
the micro-properties of the grout material.
The dimension of a physical specimen for the uniaxial 
compressive test was 100 mm in height and 40 mm in width. 
The same dimensions were created in PFC2D. The minimum 
particle radius ( rmin ) was chosen to be 0.25 mm, and the 
ratio of the maximum particle radius ( rmax ) to minimum 
particle radius ( rmin ) was set as 1.66. We employed the 
inverse calibration method to obtain the micro-mechanical 
properties of the cohesive model. These micro-properties 
included C0
CCM
 , CCM , CCM , Ēc, CCM , k∗CCM , and CCM , which 
needed to be selected in an iterative process to reproduce 
a numerical response that matched the physical properties 
obtained from the laboratory testing.
In the present study, we employed the contact deform-
ability method which is proposed by Potyondy and Cundall 
Effect of Contributing Parameters on the Behaviour of a Bolted Rock Joint Subjected to Combined…
1 3
(2004) to calibrate Ēc, CCM . The first process involved 
matching the macroscopic Young’s modulus with its 
experimental counterpart. The linear elastic behaviour of 
the DEM specimen is controlled by Ēc, CCM and k∗CCM . We 
altered these two parameters to match the macroscopic 
Young’s modulus. Notice that, during the calibration of 
the linear elastic stage, the contact strength ( C0
CCM
 ) was 
considered to be high enough to avoid any possible dam-
age in the specimen. The next step is to calibrate the Pois-
son’s ratio (), which is controlled by k∗
CCM
 . This parameter 
was calibrated in an iterative procedure with the first stage 
of calibration. Finally, the UCS of the model was repro-
duced by altering C0
CCM
 , CCM , CCM , and the softening 
parameter ( CCM ). The strength of the cohesive contacts 
was controlled by C0
CCM
 ; the softening parameter ( CCM ) 
controls the softening behaviour of the DEM contacts dur-
ing post-peak stage. The friction coefficient of the con-
tacts ( CCM ) also influences the strength of the contacts, 
which in the macroscopic scale can control the UCS of the 
model. Thus, C0
CCM
 , CCM , and CCM were chosen to match 
the numerical UCS to the experimental observation.
It should be mentioned that the dilation coefficient of 
the cohesive contacts ( CCM ) is associated with the dila-
tancy angle of the bonds between cement bridges at the 
macroscopic scale, which is a local parameter and can 
only be measured using sophisticated laboratory observa-
tions. However, as an alternative approach, proposed by 
Nguyen et al. (2017a), this micro-mechanical parameter 
can be calibrated by fitting it with the laboratory data (i.e., 
UCS test). We must emphasise that such local parameters 
toned to be incorporated in DEM-based cohesive models 
to maintain the theoretical framework of plasticity the-
ory (Nguyen et al. 2017a, b). According to Nguyen et al. 
(2017a), such local parameters can be assumed equal to 
their macroscopic counterparts, but a parametric study is 
required to examine how sensitive is macroscopic behav-
iour to this micro-property. Unfortunately, the macroscopic 
dilation angle of the experimental specimen was not avail-
able for this study (Oh et al. 2017). Therefore, to calibrate 
CCM , we used a value of 0.2, and conducted a parametric 
study in which this parameter varied. The results of the 
parametric study revealed that the change in CCM has a 
negligible influence on the macroscopic response (i.e., the 
value of UCS). This calibration approach was successfully 
adopted in our previous research (Saadat and Taheri 2019).
The calibrated micro-mechanical properties of the pro-
posed cohesive model for rock-like material is given in 
Table 1, and the comparison between macroscopic numeri-
cal and physical response is provided in Table 2. The 
numerical simulation results are in excellent agreement 
with the laboratory data, which means that the proposed 
Fig. 3  Numerical test setup 
for the calibration process. a 
Uniaxial compression test, b 
direct shear test (planar rock 
joint), c normal deformability 
test (planar rock joint)
Table 1  Calibrated micro-mechanical parameters used in the simula-








(MPa) CCM  (m−1) CCM CCM
9.2 1.82 23.2 2.5 × 106 0.58 0.2
Table 2  Comparison between macroscopic parameters obtained from 
the laboratory experiment (Oh et al. 2017) and DEM simulation
UCS (MPa) Young’s modulus 
(GPa)
υ
Experiment (Oh et al. 
2017)
46.3 14.9 0.2
Numerical 46.1 14.8 0.2
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DEM framework can reproduce the mechanical response 
of physical specimens.
To calibrate the micro-mechanical properties of grout, 
we generated a DEM specimen with the size of 
80 mm × 40 mm, the same as the physical specimen used 




was 1.66. We used the same procedure mentioned above 
to calibrate the micro-mechanical properties of the grout. 
The calibrated parameters are listed in Table 3. Figure 4a 
illustrates a comparison of the axial stress–strain curves 
from both the laboratory testing and the DEM simulation 
using the proposed cohesive model. You can see that the 
simulation results matched well with its experimental 
Table 3  Calibrated micro-
mechanical parameters used 









(MPa) CCM  (m−1) CCM CCM
Grout 4.35 1.9 18.0 2.5 × 106 0.48 0.22
Bolt 200 1.5 800 250 × 106 0.5 0.25
Fig. 4  Calibration of the proposed model. a Comparison of the 
stress–strain curves from laboratory tests (Shang et  al. 2018a) and 
DEM simulations; b failure pattern of experimental specimens; and 
c macroscopic damage response of the numerical specimen with a 
close-up view of a localized damage zone
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counterparts. Figure 4c illustrates a close-up view of the 
damage state of the contacts in a localized damaged zone. 
The softening behaviour of these contacts allowed us to 
obtain the macroscopic responses of the model. In particu-
lar, the gradual softening response of the specimen during 
the post-peak stage showed good agreement with the labo-
ratory results. The gradual softening response of the 
stress–strain curve at the macroscopic scale was the intrin-
sic result of the collective behaviour of bonded-cohesive 
contacts in the DEM specimen. In the pre-peak stage of 
the stress–strain curve, several cohesive contacts reached 
their yield limit. These contacts then began to soften, yet 
were capable of carrying force. The progressive compres-
sive loading of the specimen resulted in an increase in the 
number of these softened contacts ( 0.0 < DCCM < 1.0 ), 
which coalesced and linked together to form large macro-
scopic fractures. When the specimen reached its peak axial 
strength, the cohesion of several contacts was totally lost 
( DCCM = 1.0 ), but there were still some contacts in the 
localized zones that had a softening response (damaged 
contacts, 0.0 < DCCM < 1.0 ). The overall response of these 
failed and damaged contacts resulted in a softening 
response of the specimen at the macroscopic level (post-
peak stage). Nevertheless, Shang et al. (2018a) reported 
that the current built-in contact constitutive model in PFC 
(flat-joint model) was not capable of capturing such sof-
tening behaviour. In fact, the flat-joint model exhibited 
brittle behaviour in the post-peak stage (Fig. 4a), because 
the brittle bond break occurred in the contacts after they 
lost their strength (i.e., cohesion or tensile strength). These 
differences in the macroscopic behaviour highlight the 
need to take into account softening behaviour (Fig. 2) in 
the constitutive relationships of DEM contacts.
The Poisson’s ratio of the grout material was not provided 
by Shang et al. (2018a). Thus, we calibrated the numerical 
model k∗
CCM
 to obtain the best fit with the laboratory results 
(stress–strain curve and fracture pattern). The numerical 
Poisson’s ratio was measured to be 0.22. This calibration 
procedure was also followed by Shang et al. (2018a).
3.2  Calibration of Rock Joint Interface
We used the SJM in the present study to mimic the mechani-
cal behaviour of rock joint interfaces. The laboratory results 
of normal deformability and direct shear tests were used to 
calibrate the micro-properties of SJM. The normal stiffness 
of SJM ( ksjn  ) was calibrated against the results of an experi-
mental normal deformability test, and the shear stiffness ( ksjs  ) 
and friction coefficient ( sj ) of SJM were calibrated against 
the laboratory results of a direct shear test conducted on a 
planar rock joint. The experimental data provided by Oh 
et al. (2017) were used in the present study for the calibra-
tion purposes. Notice that the size of the specimen used in 
the laboratory investigation had a height of 100 mm and 
width of 100 mm. However, in the DEM simulations, the 
height of the specimens was reduced to 40 mm. It had no 
significant effect on the macroscopic results, but highly 
reduced the computational time. This approach was followed 
by others (e.g., Bahrani et al. (2014)), and made the DEM 
simulation more time efficient.
The laboratory data obtained from the normal deform-
ability test of a smooth rock joint were used to calibrate ksjn  . 
This test involved loading a sample with a side length of 
100 mm, including a smooth rock joint and another intact 
specimen (Oh et al. 2017). According to the experimental 
approach conducted by Bandis et al. (1983), the closure of 
the rock joint can be measured by calculating the differ-
ence between the total deformation of the jointed specimen 
and the same value gained from an intact specimen. Fig-
ure 5a illustrates the comparison between the DEM results 
and laboratory data. Observe that SJM reproduced both the 
non-linear and linear portion of the normal deformability 
test with close agreement.
To calibrate ksjs  and sj values, the laboratory data obtained 
from the direct shear test of a planar rock joint under vari-
ous normal stress magnitude were used. We set the calibra-
tion friction ratio ( sj ) as 0.9, which was equal to the value 
obtained from laboratory testing (Oh et al. 2017). To obtain 
the macroscopic, numerical friction coefficient, we plotted 
Fig. 5  Calibration of the SJM. a Comparison of normal deformability test results from experiment (Oh et al. 2017) and numerical simulation; b 
direct shear test results of a planar rock joint under different constant normal stresses; c friction angle obtained from numerical results
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the maximum shear strengths against their corresponding 
normal stress magnitudes. The results are illustrated in 
Fig. 5b. You can see that the SJM successfully reproduced 
the same macroscopic friction coefficient obtained from lab-
oratory testing. Unfortunately, the experimental stress–dis-
placement curves were not available in the paper published 
by Oh et al. (2017). Gutiérrez-Ch et al. (2018) suggested 
that, in the absence of experimental data, the normal-to-
shear stiffness ratio can be obtained by assuming a value 
between 1 and 10. We used this approach in the present 
study to specify ksjs  . The numerical friction angle obtained 
from the numerical simulations ( 41◦ ) (Fig. 5c) showed close 
agreement with the experimental counterpart achieved by 
Oh et al. (2017) ( 42◦ ). The micro-mechanical parameters 
obtained during calibration of the smooth-joint model is 
given Table 4. The accuracy of the calibrated micro-mechan-
ical parameters is further validated by DEM direct shear 
tests conducted on idealised rock joints, and in our com-
parison of the results with their experimental counterparts 
(see Sect. 4).
3.3  Calibration of the Bolt–Grout Interface
To calibrate the micro-mechanical properties of the CSJM, 
we used the laboratory data obtained from direct shear and 
normal deformability tests. The numerical macroscopic 
shear and normal stiffnesses, and friction coefficient, were 
compared with their experimental counterparts. The labo-
ratory data used for the CSJM calibration involved a rock 
bolt specimen without bolt ribs, which represents a planar 
interface (Shang et al. 2018a). The dimension of the numeri-
cal specimen was set to be the same as those of laboratory 
tests (80 mm × 24 mm). Notice that rmin in CSJM calibra-
tion tests were the same as those of used for the calibration 
of the grout’s micro-properties. The previously calibrated 
micro-properties (Table 3) obtained for the grout were also 
used in direct shear tests. An assumption we made for the 
present study was to have no damage and deformation in 
the rebar bolt, since the uniaxial compressive strength and 
Young’s modulus of the steel are much larger in compression 
compared to grout material. Therefore, a high value of bond 
strength to avoid bond breakage is sufficient (Shang et al. 
2018a). The micro-properties of the rebar bolt were selected 
based on the previous literature (Shang et al. 2018a), and 
are listed in the experimental data (Shang et al. 2018a) with 
numerical results using the proposed model.
The calibration procedure of CSJM micro-properties was 
carried out as follows.
First, a direct shear test under constant normal stress 
of 2  MPa was carried out, and the macroscopic shear 
stress–displacement curve of this numerical experiment was 
used as a basis for the calibration of the shear stiffness. The 
microscopic shear stiffness of the CSJM ( k0
s,CSJM
 ) was altered 
at this step to reproduce the best fit with the experimental 
shear stress–displacement curve (i.e., elastic stage).
Second, further direct shear tests were conducted but 
under higher normal stress magnitudes (4 MPa and 6 MPa), 
to calibrate C0
CSJM
 and CSJM . Notice that these two param-
eters control the peak shear strength in direct shear tests. At 
this stage, the softening parameter CSJM was also altered to 
reproduce the best post-peak behaviour. Note that we had 
no direct laboratory method with which to calibrate CSJM . 
Therefore, we used a calibration similar to CCM (Sect. 3.1), 
which was chosen, because it reproduced the best fit with 
the experimental results.
Figure 6 illustrates a comparison of shear stress–dis-
placement curves from DEM and laboratory tests under 
different normal stress magnitudes. Note that at higher nor-
mal stress magnitudes (i.e., 4 and 6 MPa), an initial stress 
fluctuation was observed in the experimental data (Fig. 6), 
which was due to a disconnection between the shear box 
and the grout material (Shang et al. 2018a). However, 
from the shear stress–displacement curves (Fig. 6) show 
that the numerical results are in good agreement with the 
experimental data. The softening behaviour in the shear 
stress–displacement curves demonstrates the necessity of 
incorporating an exponential softening response in the 
contact constitutive relationships. In fact, unlike the rock 
joint interface, which showed no cohesive behaviour, the 
grout–bolt interface exhibited a gradual softening response 
Table 4  Calibrated SJM micro-
properties k
sj
n  (GPa/m) k
sj
s  (GPa/m) 
sj
480 55 0.9
Fig. 6  Comparison of the direct shear test results from the laboratory 
experiment (Shang et al. 2018a) and DEM simulations using the pro-
posed CSJM
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due to a progressive bond cohesion degradation between 
the grout and the bolt (Shang et al. 2018a; Yokota et al. 
2018). The macroscopic shear stress–displacement curves 
(Fig. 6) show that by increasing the magnitude of the nor-
mal stress, the DEM specimens reproduced a more pro-
nounced softening response, which we attributed to sig-
nificant bond break in the CSJM contacts. These numerical 
observations were in good agreement with the laboratory 
results.
As previously mentioned (Sect. 3.2), it is common to 
calibrate the normal stiffness of the SJM against the results 
of normal deformability tests (Bahaaddini et al. 2013). 
We adopted the same approach for calibrating the nor-
mal stiffness of CSJM. To calibrate k0
n,CSJM
 , a numerical 
deformability test was conducted on the planar grout–bolt 
interface, and the outcome was compared with the labora-
tory results. Identical DEM specimens with and without 
a grout–bolt interface were generated, and tested uniaxi-
ally under compression. Notice that a horizontal velocity 
of 0.01 m/s, which was applied on the top of the speci-
mens, was found to be sufficient for conducting the normal 
deformability test. The normal displacement and normal 
force of the numerical samples were recorded during the 
experiment. The normal deformation of the intact speci-
men (specimen without a grout–bolt interface) was sub-
tracted from the normal deformation of the specimen that 
had a planar grout–bolt interface to estimate the macro-
scopic normal deformation of the grout–bolt interface. The 
values of k0
n,CSJM
 were obtained by trial-and-error, to match 
the numerical normal stress–displacement curve with the 
laboratory data. Notice that the normal deformability test 
was conducted using an iterative process with the direct 
shear tests to reach a good match with the experimental 
results in both tests. The numerical simulation was com-
pared with its experimental counterpart and the results 
are illustrated in Fig. 7. You can see that the axial nor-
mal stress of the grout–bolt interface increased linearly 
when the normal displacement increased. The normal 
stress–displacement curve in the DEM simulation, using 
the proposed CSJM, excellently matches with the labo-
ratory curve (Fig. 7). In Table 5, the micro-properties 
of the proposed CSJM are used in the simulation of the 
bolt–grout interface.
4  Validation of the Proposed DEM 
Framework
This section presents the simulation of idealised, saw-
toothed rock joints with different asperity angles, and 
bolt–grout interfaces with various rib angles, conducted to 
validate the calibrated DEM framework.
4.1  The Shear Behaviour of Idealised Rock Joints
Oh et al. (2017) studied the dilative behaviour of idealised 
rock joints by conducting direct shear tests. The laboratory 
results obtained in their study were used in the present 
research to validate the numerical framework. Numerical 
specimens with base asperity angles of 20◦ and 30◦ and 
wavelengths of  = 25 mm were generated in PFC2D, and 
tested under various normal stresses. The configuration of 
idealised rock joints can be found in Oh et al. (2017). The 
applied normal stress ( 0
n
 ) in the experimental observations 
(0.5, 2.0, and 4.0 MPa) was based on the ratio of applied 





 ); that is, 
1%, 5%, 10% ranging from low to high normal stress mag-
nitudes (Oh et al. 2017). The servo-controlled mechanism 
was employed to apply the normal stress, and a horizontal 
velocity of 0.01 m/s was adopted in the direct shear tests.
Figure 8a, b illustrates the shear stress–displacement 
and normal–shear displacement curves obtained from 
DEM simulations. The numerical and experimental asper-
ity damages after 2.5 mm of shear displacement are illus-
trated in Fig. 8c. The red lines in Fig. 8c represent the 
micro-cracks, which were the result of bond break in the 
cohesive contacts. The accumulation of micro-cracks is 
Fig. 7  Axial stress against the normal displacement of the planar 
bolt–grout interface in normal deformability tests: comparison of the 
experimental data (Shang et al. 2018a) with numerical results using 
the proposed model



















  (m−1) 
CSJM
1500 75 0.62 2.8 0.55 × 106 0.25
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plotted graphically to illustrate the associated asperity deg-
radation. You can see that under low confining pressure, 
the dominant shear mechanism of rock joints was asper-
ity sliding. For numerical specimens with asperity angles 
of both 20◦ and 30◦ , at a normal stress of 0.5 MPa, when 
the maximum shear strength of the joints was reached, 
the models showed plastic behaviour, and a gradual slid-
ing along the surface of rock joints was observed. The 
corresponding DEM models (Fig. 8c) verified this behav-
iour when no significant asperity degradation occurred 
in the numerical specimens. By increasing the normal 
stress magnitude from 0.5 to 4 MPa, more micro-cracks 
were initiated in the asperity areas for both 20◦ and 30◦ of 
the asperity angle (Fig. 8c). The shear stress–displace-
ment curves (Fig. 8a) show that after reaching peak shear 
strength, the numerical models produced a softening 
response, which was due to progressive asperity degrada-
tion. Under 4.0 MPa of normal stress, the asperity damage 
was more severe, which resulted in a more pronounced 
softening response. The numerical results also showed that 
the peak shear strength of the rock joints increased with an 
increasing inclination angle (Fig. 8b). The DEM simula-
tions show that at 30◦ , the numerical specimens’ asperity 
degradation was more significant. We attributed this to its 
higher inclination angle, because it increased the shear 
resistance of the rock joint (Fig. 8c).
Figure 8d illustrates a comparison between the peak 
dilation angle of the DEM models and their laboratory 
counterparts. As aforementioned, rock joints under low 
normal stress magnitude remained nearly undamaged 
throughout the shearing procedure, allowing the sawtooth 
asperities of the top block to slide up over the opposite 
one, and resulting in a higher normal displacement of the 
joints. By increasing the normal stress magnitude, more 
severe asperity damage occurred in the models, resulting 
in a significant reduction of rock joint dilation. The com-
parison graph (Fig. 8d) also showed that the specimens 
with a 30◦ inclination angle displayed a higher relative 
dilation response. Figure 8c indicates good agreement 
Fig. 8  Direct shear test results from the laboratory experiment 
obtained by Oh et  al. (2017) and DEM simulations using the pro-
posed model: a numerical shear stress–displacement and normal–
shear displacement curves for 20◦ and 30◦ of asperity angles, respec-
tively; b asperity degradation of the laboratory experiment and DEM 
simulation; c peak dilation angle of the laboratory experiment and the 
DEM simulation (colour figure online)
Fig. 8  (continued)
◂
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between the experimental and numerical asperity damage 
using the proposed cohesive DEM framework. The com-
parison between the DEM and laboratory results (Fig. 8c, 
d) demonstrates that the proposed DEM framework can 
successfully reproduce the dilation behaviour of idealised 
asperities with different inclination angles.
4.2  The Shear Behaviour of the Grout–Bolt 
Interface
Figure  9 illustrates the DEM specimen generated in 
PFC2D that represents a rock bolting system with a rib 
angle (  ) of 90◦ . The numerical specimen was comprised 
of two elements: Mortar and rock bolt. The rock bolt was 
fixed, and we applied a horizontal velocity of 0.01 m/s to 
the edge of it during the direct shear test. We applied the 
normal stress on the top of the specimen (grout) using a 
servo-controlled mechanism. The calibrated parameters 
obtained in Sect. 3.1 were assigned to the mortar and rock 
bolt, and the micro-properties achieved in Sect. 3.3 were 
used to simulate the shear behaviour of the bolt–grout 
interface.
Figure 10 illustrates the DEM simulation and experi-
mental results. The numerical shear stress–displacement 
curve using the proposed DEM framework matches excel-
lently with the laboratory curve (Fig. 10a). During the 
shearing process, the numerical specimen was shown to 
undergo four different stages, including linear elastic at the 
beginning of the test, a non-linear response before reach-
ing the peak shear strength, a gradual softening behaviour 
during which the specimen totally failed, and a residual 
stage, at which the shear stress plateaued. The details 
related to these four stages will be discussed in Sect. 5.1.
Figure  10b, c illustrates the fracture pattern in the 
numerical and experimental specimens, respectively. 
The comparison indicates good agreement between the 
laboratory and the numerical cracking response using 
the proposed DEM framework. The numerical model 
demonstrates both inclined and sub-horizontal cracks. 
During the shearing process, the coalescence of micro-
cracks, which were the result of bond break in the cohesive 
contacts ( DCCM = 1.0 ), generated larger macroscopic 
cracks. Figure 10b shows that the accumulation of micro-
cracks between two ribs led to the failure of the grout 
material. This failure mode was also observed during the 
experimental test (Yokota et al. 2019), which is shown in 
Fig. 10c. The damage response of the cohesive contacts 
after 3 mm of shear displacement is depicted in Fig. 10d. 
You can see that some of the contacts performed elasti-
cally ( DCCM = 0.0 ), while others demonstrated a softening 
response ( 0.0 < DCCM < 1.0).
5  The Simulation of Bolted Rock Joints 
Subjected to Combined Pull–Shear Load
This section presents an investigation of the influence of the 
combined pull-and-shear load. It employed the calibrated 
micro-properties, and studies the influence of pretension, 
the rib angle, and the CNS boundary condition. The setup 
of the numerical test is explained in Sect. 5.1. In Sect. 5.2, 
the influence of the combined pull–shear load is described 
with a particular focus on the impact of the pretension load 
on the shear behaviour of the bolted rock joint. An investiga-
tion of the influence of the rib angle and the CNS condition 
is presented in Sects. 5.3 and 5.4, respectively.
5.1  Numerical Test Setup
Figure 11 illustrates the DEM specimen for conducting the 
combined pull–shear load test using a fully grouted rock 
bolt. Figure 11a shows the boundary condition used in DEM 
modelling of a bolting system including rock joint, rock bolt, 
and grout. We assumed a diameter of 5 mm for the rock 
bolt, and a thickness of 4 mm for the grout. To generate 
the numerical specimen, the DEM particles were divided 
into three different groups: rock, rock bolt, and grout. The 
particle size of the rock bolt and the grout groups was the 
same as those used for the calibration of micro-properties 
(Sect. 3.1). Similarly, the particle size for the group of rock 
was similar to particle sizes that were used for the calibra-
tion of rock-like material micro-properties in Sect. 3.1. 
Fig. 9  Numerical test setup 
for conducting a direct shear 
test on the bolt–grout interface 
(  = 90◦)
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Notice that in the verification process (Sect. 4.2), half of the 
rock bolt profile was modelled. However, in the combined 
pull–shear load experiments, the full rock bolt profile needed 
to be simulated. The width of the numerical specimen was 
100 mm, which was similar to that considered for the valida-
tion of rock joint shear behaviour (Sect. 4.1). The height of 
the numerical specimen was 80 mm, which is equal to the 
length of the rock bolt simulated in the verification process 
Fig. 10  Comparison of the direct shear test results from the experi-
ment (Shang et  al. 2018a) and DEM simulation using the proposed 
model: a shear stress–displacement curve; b, c fracture pattern in the 
numerical and experimental specimen (Shang et  al. 2018a), respec-
tively; d microscopic damage response of the DEM contacts at a 
localized failure zone
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(Sect. 4.2). To carry out the pull-out test, a group of DEM 
particles (gear group in Fig. 11a) was subjected to a ver-
tical velocity of 0.01 m/s. This velocity was equal to that 
of used in the simulation of the grout–bolt shear behaviour 
in Sect. 4.2. We conducted the direct shear test by apply-
ing a horizontal velocity of 0.01 m/s on the top rock block 
(Fig. 11a). The pull-out load induces a normal stress on the 
rock joint profile. The axial stress along the bolt–grout inter-
face and the induced normal stress on the rock joint inter-
face ( i
n
 ) were measured at different measurement circles, as 
shown in Fig. 11b, c, respectively.
5.2  The Pull‑Out and Shear Mechanisms
We established DEM simulations to investigate the influ-
ence of the combined pull–shear load on the shear behav-
iour of bolted rock joint. In the previous section (Sect. 4.2), 
the interaction between the rock bolt and grout was studied 
using the proposed cohesive DEM.
Chen and Li (2015b) studied the performance of fully 
grouted rock bolts subjected to pull–shear loads. In their 
experimental research, the pull-out and shear loads were 
applied to the specimen at the same time, and the total force 
resulting from pull-and-shear loading was calculated to 
analyse the outcome of the laboratory tests. Notice that no 
rock joint was considered in their research. Following this 
approach, however, it is an immensely complicated task to 
understand the shear mechanism of bolted rock joints. The 
main reason for this is because the pull-out stress magnitude 
at which the highest normal stress is induced in the rock 
joint may or may not be reached using the method proposed 
by Chen and Li (2015b), which leads to an ambiguity in the 
results. We present an alternative, a stepwise pull–shear test 
(SPST) approach in this paper, in which the DEM direct 
shear tests are conducted at various pretension stress magni-
tudes. The proposed SPST approach enabled us to measure 
and compare the corresponding peak shear strength of the 
bolted rock joint at different pretension magnitudes. Thus, 
the performance of fully grouted rock bolts (i.e., the ultimate 
shear capacity of bolted rock joint) can be properly assessed.
The fully grouted rock bolt was subjected to a pull-out 
load, while the rock joint was sheared horizontally. The rock 
joint had an average joint roughness coefficient (JRC) of 
10.2, which was digitised and imported in PFC2D. This rock 
joint profile was previously generated by Bahaaddini (2014). 
The rib angle of the rock bolt was set at 90◦ . According to 
Fig. 11  DEM experiment for 
conducting combined pull–
shear loading test: a DEM test 
setup and boundary condition; 
b, c measurement circles for 
monitoring axial stress–dis-
placement of the bolt–grout 
interface and induced normal 
stress on rock joint interface, 
respectively
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the experimental research available in the literature, the pull-
out test can be conducted either under zero- or non-zero-
confining pressure (Thenevin et al. 2017). In the present 
study, the numerical pull-out tests were conducted under 
zero-confining pressure. This approach was followed by 
the previous scholars investigating the influence of the sur-
face configuration on the load transfer mechanism of fully 
grouted rock bolts (Aziz et al. 2006; Tao et al. 2017; Yazici 
Fig. 12  Numerical pull-out test results using the proposed model: 
a rock bolt axial strength versus rock bolt axial displacement; b 
induced normal stress on the rock joint interface versus axial dis-
placement of the rock bolt; c–e force chain networks, the damage 
response of the cohesive contacts in the grout material, and the dam-
age response in the bolt–grout interface contacts at various pull-out 
stress magnitudes, respectively; f close-up view of the damage state 
of the cohesive contacts in the grout material after completing the 
pull-out process (colour figure online)
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Fig. 12  (continued)
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and Kaiser 1992). The results of the numerical pull-out 
test are depicted in Fig. 12. Figure 12a illustrates the axial 
stress–displacement response of the fully grouted rock bolt. 
The axial stress–displacement of the fully grouted rock bolt 
can be divided into four different stages (I–IV in Fig. 12a). 
i
n
 was also measured during the pull-out process, and the 
results are illustrated in Fig. 12b. The corresponding force 
chain and damage responses of the specimen at the end of 
each stage are shown in Fig. 12c, d, respectively. Notice that 
force chain represents the compression and tension forces 
along arrays of DEM contacts. The thicker black lines in 
Fig. 12c indicate a higher contact force value. The red lines 
in Fig. 12c exhibit the DEM contacts with tension forces, 
which are influenced by the applied pull-out load.
Each stage in the stress–displacement curve (Fig. 12a) is 
associated with a particular mechanism:
1. The initial linear elastic response from the beginning 
of the pull-out test to point “o” was observed in stage 
I. At different stress magnitudes in this stage, we moni-
tored the force chain and damage responses of the grout 
and bolt–grout interface contacts (“m”, “n”, and “o” in 
Fig. 12c–e). You can see in these results that the magni-
tude of compression forces gradually increased around 
the ribs (Fig. 12c). At the end of this stage (point “o”), 
the compression forces developed towards the rock joint 
(Fig. 12c), leading to a significant increase in the mag-
nitude of i
n
 (Fig. 12a). During this stage, the number of 
yielding contacts increased, with a high concentration 
of damaged contacts observed in the bottom-half of the 
grout (“m”, “n”, and “o” in Fig. 12d). You can see in 
Fig. 12e that at points “m” and “n”, there were some 
softening contacts ( 0.0 < DCSJM < 1.0 ) along the bolt–
grout interface. With an increase in the axial strength of 
the bolt to point “o” (Fig. 12a, e), these contacts were 
completely damaged ( DCSJM = 1.0 ). However, there 
were still some contacts along the bolt–grout interface 
with DCSJM = 0.0..
2. In this stage (from point “o” to point “p”), the axial stiff-
ness dropped and the stress–displacement curve exhib-
ited a non-linear response before the peak axial strength 
was reached (point “p”, Fig. 12a). The rate of increase 
in the i
n
 dropped during this stage (Fig. 12b), which we 
attributed to the progressive development of damage in 
the grout material (Fig. 12d). The compression forces 
around the ribs and rock joint profile showed a slight 
increase at the end of this stage (point “p”, Fig. 12c).
3. The axial stress decreased in this stage. Initially, the 
axial stress tended to reduce steeply, but the rate of stress 
reduction gradually decreased after point “q” (Fig. 12a). 
i
n
 exhibited a gradual increase from peak axial strength 
(point “p”) to the end of stage III (point “r”) (Fig. 12a). 
Although the damage response of the grout contacts 
showed a significant increase in the number of failed 
contacts (points “q” and “r” in Fig. 12d; contact with 
colours other than blue), the i
n
 exhibited a gradual 
increase during this stage. One possible reason for this 
is the mechanical interlock and frictional behaviour of 
the grout particles during progressive pull-out loading, 
which may contribute to the increase of i
n
 . You can 
see in Fig. 12b that the rate of increase in the magni-
tude of i
n
 during stage III was significantly lower than 
that in stage I. The compressive forces around the rock 
joint profile increased during this stage (points “q” and 
“r” in Fig. 12c), which was consistent with the gradual 
increase in i
n
 (Fig. 12b). The damage response of the 
bolt–grout interface contacts also exhibited a significant 
increase in the number of damaged contacts (Fig. 12d). 
This behaviour continued until the end of the pull-out 
procedure (Fig. 12e).
4. During the residual phase, the rate of decrease in the 
axial strength was dramatically reduced (stage IV, 
Fig. 12a). The rate of increase in the i
n
 also declined 
gradually (Fig. 12b). At the end of the pull-out test 
(point “s” in Fig. 12c), the compressive forces in the 
specimen were mostly concentrated in the middle of the 
specimen, which we attributed to the severe bond break 
at the upper and lower parts of the grout (point “s” in 
Fig. 12d). You can see from the damage response of 
the bolt–grout interface (point “s”, Fig. 12e) that the 
majority of the interface contacts were fully damaged 
( DCSJM = 1.0 ) during this stage.
To better demonstrate the damaged and softening con-
tacts in the grout material, a close-up view of the cohe-
sive contacts at the end of the pull-out test (point “s”) 
is depicted in Fig. 12f. Observe that the majority of the 
contacts were fully damaged ( DCCM = 1.0 ), while very few 
contacts were in their softening stage ( 0.0 < DCCM < 1.0.).
After conducting the pull-out test, and obtaining the 
axial stress–displacement of the fully grouted rock bolt, 
the direct shear tests were carried out. The numerical 
observations (Fig. 12a, b) showed that the pull-out force 
applied on the rock bolt induced a clamping effect on the 
rock joint’s surface, which in turn increased the normal 
stress of the rock joint. It was expected that an increase 
in i
n
 would increase the shear strength of the rock joint. 
However, it is necessary when designing bolting systems 
to understand at which axial stress magnitude (shown in 
Fig. 12a), the rock joint demonstrates the highest possible 
shear strength. To test this, we conducted a series of direct 
shear tests at each stress magnitude. The applied normal 







The magnitude of 0
n
 was 0.5 MPa. Therefore, the over-
all, applied normal stress on the rock joint interface was 
increased from point “m” (the minimum i
n
 in the group) to 
 M. Saadat, A. Taheri 
1 3
point “s” (maximum i
n
 in the group). The direct shear tests 
were conducted under CNL conditions; the influence of 
the CNS condition is investigated in Sect. 5.3. The numeri-
cal direct shear tests aimed to find the axial stress magni-
tude (i.e., pretension load) at which the rock joint produces 
the maximum shear strength. This helps to determine the 
optimum pretension loading during practical applications 
(i.e., in mining).
Figure 13 illustrates the results of the numerical direct 
shear tests conducted on the bolted rock joint. Figure 13a 
shows the shear stress–displacement graphs, and Fig. 13b 
depicts the maximum shear stress of the bolted rock joint 
against the total applied normal stress magnitude ( total
n
 ). The 
damage response of the numerical specimens at the end of 
the shearing process is also shown in Fig. 13c.
The numerical specimens were named based on pre-
tension stress magnitudes (e.g., “m”, “n”, etc.) that were 
obtained during the pull-out test (see Fig. 13a). It can be 
seen from Fig. 13b that the specimen “o” reproduced the 
highest peak shear strength. The direct shear test results 
also showed that for the specimens with peak (specimen 
“p”) and post-peak (specimens “q”, “r”, and “s”) preten-
sion stress magnitudes, the peak shear strength of the rock 
joint reduced, but it was higher than that obtained from the 
specimens in which the pretension stress magnitudes were 
in the linear elastic region (i.e., specimens “m” and “n”) 
(see Fig. 13b). The shear resistance of the rock joints for 
the peak and post-peak pretensions was associated with the 
presence of rock bolt element, and to some extent i
n
 . These 
numerical observations can be interpreted according to the 
i
n
 graph (Fig. 12b) and force chain plots (Fig. 12c). Accord-
ing to the pull-out test results, at point “o” the incremental 
rate of i
n
 significantly decreased (Fig. 12b), but point “o” 
had the highest total
n
 compared to “m” and “n”. Accordingly, 
the specimen “o” showed greater resistance against shearing, 
and reproduced the highest peak shear strength. Nonetheless, 
at peak (point “p”) and post-peak (points “q”, “r”, and “s”) 
stress magnitudes, the magnitude of compressive forces in 
the rock joint interface grew rapidly (Fig. 12c), due to the 
frictional behaviour of the grout particles during progressive 
pull-out. This encouraged the rock contacts to come close to 
their yield limits (i.e., the onset of contact softening). There-
fore, the weakened contacts in specimens “p”, “q”, “r”, and 
“s” exhibited lower shear resistance, with severe asperity 
damage, when compared to specimen “o” (Fig. 13c). These 
numerical observations revealed that the combined pull-and-
shear load significantly influenced the shear resistance of the 
rock joint. There was also an axial tensile stress at which the 
fully grouted rock bolt demonstrated an optimum perfor-
mance (i.e., optimum pretension stress).
5.3  The Influence of Rib Angle
In addition to the numerical specimens with rib angle of 90◦ , 
two other models with rib angles of 30◦ and 60◦ were simu-
lated. Similar to the previous simulations, the pull-out tests 
were conducted first; then, the direct shear tests were car-
ried out to investigate the influence of  on the overall shear 
behaviour of bolted rock joints. Figure 14 illustrates the axial 
stress–displacement curves obtained from the pull-out tests. 
The corresponding i
n
 against the axial displacement of the 
rock bolt is also demonstrated in each figure (Fig. 14a, b).
The numerical simulations showed that the axial 
stress–displacement response  = 60◦ (Fig. 14a) was approx-
imately similar to that with  = 90◦ (Fig. 14b). i
n
 was also 
consistent with the results obtained from the 90◦ rib angle. 
The axial stress–displacement curve with a 30◦ rib angle, 
however, exhibited slightly different results. When  = 30◦ , 
the peak axial strength was lower than that in the other 
numerical specimens, which was probably because of the 
slip behaviour along the bolt–grout interface, arising from 
insufficient mechanical interlocking. This meant that lower 
magnitudes of i
n
 during the pull-out test (Fig. 14b) resulted.
The numerical observations obtained in the present study 
were consistent with the experimental results in the previous 
study (Yokota et al. 2019). Similar to the results presented 
in Sect. 5.1, seven axial stress magnitudes were considered 
for examining the influence of the rib angle on the shear 
resistance of the bolted rock joint. We conducted fourteen 
numerical direct shear tests in total; the results are illustrated 
in Fig. 14c. You can see that, as with the previous results, 
the ultimate performance of the fully grouted rock bolts was 
obtained when the axial stress of the rock bolt was at point 
“o”. As with the 90◦ rib angle (Sect. 5.1), in the numeri-
cal specimens with peak and post-peak stress magnitudes 
(specimens “p”, “q”, “r”, and “s”), the shear resistance of 
the bolted rock joints reduced, but it was higher than that 
obtained from the specimens with pretension in the linear 
elastic region.
5.4  The Influence of the CNS Condition
It has been reported repeatedly in the previous experimental 
research that the CNS boundary condition affects the shear 
resistance of bolted rock joints. In this section, the shear 
behaviour of the bolted rock joint (JRC = 10.2,  = 90◦ ) was 
studied under the CNS condition. The numerical setup under 
the CNS condition is illustrated in Fig. 15.
During CNS direct shear tests, the applied normal stress 
on the rock joint profile should be updated according to the 
normal displacement of the rock joint, and to the value of 
stiffness, as follows:
(20)dn = kcns × dn
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Fig. 13  Numerical direct shear 
test results of a bolted rock 
joint with different preten-
sion stress magnitude: a shear 
stress–displacement curves; b 
maximum shear strength of the 
bolted rock joint at different 
pretension stress magnitudes; c 
corresponding damage response 
of the cohesive contacts after 
completing the direct shear tests
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where kcns is the constant normal stiffness at an external 
boundary, and dn is the increment of normal displace-
ment (Indraratna et al. 2015). u
n
 is the updated normal 
stress in the CNS direct shear test. total
n







 , and the magnitude of 0
n
 was 0.5 MPa. In the 
numerical models, the normal displacement of the top wall 
was measured at each time step, which represented the nor-
mal displacement of rock joint. The reaction force induced 
on the top wall was also measured, and was divided by the 
length of rock joints to calculate the normal stress.
We took the following steps to implement the CNS con-
dition in PFC2D:
1. Apply a relatively small velocity on the top of the speci-
men, solve the model to equilibrium. At this step, the 
aim was to reach the initial normal stress magnitude 
( 0
n
 ). The servo-controlled mechanism was activated 
during this step.
2. Begin the direct shear test by applying a horizontal 
velocity of 0.01 m/s on the top left wall after the speci-
men reaches the desired initial normal stress. Due to 
progressive shear displacement, the rock joint tended 
to dilate. This normal displacement was used to calcu-
late the incremental normal stress magnitude ( dn in 
Eq. 20). Before beginning this step, the applied normal 
stress was updated ( u
n
 ), and with the assistance of the 
servo-controlled mechanism, the newly defined target 
was achieved.
Seven different direct shear tests were conducted using 
the pretension stress magnitudes, as obtained in Sect. 5.1. 
The maximum shear strength of the bolted rock joint with 
respect to total
n
 is shown in Fig. 16a. Observe that the CNS 
condition resulted in an increase in the shear resistance of 
the bolted rock joint. However, the influence of the CNS 
condition was more significant at the pretension stress 
magnitudes obtained from the elastic response to the pull-
out test (i.e., points “m” and “n” in Fig. 16a). At point “o”, 
which reproduced the highest possible shear resistance, 
the effect of the CNS condition starts to diminish. For the 
peak axial strength of the bolt–grout interface (point “p”) 
and post-peak stress magnitudes, no outstanding difference 
was observed between the CNL and CNS test results.
The experimental results of Indraratna et al. (2015) on 





Fig. 14  Numerical results of the combined pull–shear tests using dif-
ferent rib angles (  ): a, b pull-out test results for rib angles of 60◦ and 
30
◦ , respectively; c maximum shear resistance of bolted rock joints 
versus applied normal stress at different pretension stress magnitudes 
for various rib angles
▸
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stress is high, an increase in the normal stress occurs at 
a lower rate due to significant asperity degradation. Fig-
ure 16b illustrates the rate of increase in the normal stress 
magnitude ( total
n
 ) against the progressive shear displace-
ment of the bolted rock joint. These results demonstrate 
that an increase in total
n
 reached its highest rate for points 
“m” and “n”, but it declined from point “o” to “s”. We 
attributed the reduction in the shear resistance of the 
bolted rock joint to severe asperity damage at high n
total
.
These findings are consistent with the laboratory obser-
vation of Indraratna et al. (2015), in which they concluded 
that when the initial normal stress is high, an increase in 
the normal stress occurs at a lower rate due to significant 
asperity degradation.
6  Conclusion
This paper presented a new cohesive DEM framework, 
employed for modelling rock joints reinforced with fully 
grouted rock bolts combining damage mechanics with a 
plasticity law.
The model was implemented as both a material and an 
interface contact law to mimic the progressive softening 
behaviour of cement bridges in both grout and rock material, 
as well as in a bolt–grout interface. Through various numer-
ical simulations, we showed that the proposed modelling 
method was capable of reproducing the fracture behaviour 
of grout, bolt–grout interfaces, and rock joints, evidence for 
which were the excellent agreement of the stress–displace-
ment and cracking patterns of the numerical simulations and 
their experimental counterparts. Specifically, the proposed 
model demonstrated that it is able to capture the post-peak 
softening response of grout material during uniaxial com-
pressive loading, which the current constitutive models in 
DEM codes (i.e., FJM in PFC2D) cannot accurately obtain.
This paper also demonstrated through numerical experi-
ments that the novel, stepwise pull-and-shear test (SPST) 
scheme, developed to conduct combined pull-and-shear 
loading tests, can identify the hidden mechanisms involved 
in the shear resistance behaviour of bolted rock joints. The 
idea was to apply pretension stress (i.e., pull-out load) on the 
rock bolt, and then perform direct shear tests on bolted rock 
joints. The numerical analyses of the pull-out experiment 
showed that four different stages (i.e., linear elastic, pre-
peak hardening, post-peak softening, and residual stage) are 
involved in the failure of fully grouted rock bolts. During the 
pull-out test, we monitored the i
n
 and its corresponding con-
tact chain force network. Results showed that i
n
 increased 
and the contact compressive forces grew throughout the 
experiment, but the rate of increase significantly declined at 
the yield point, where the transition from a linear elastic to a 
pre-peak response occurred. The numerical direct shear tests 
also demonstrated that at yield pretension stress magnitude, 
the bolt delivered its ultimate performance; thus, maximum 
shear resistance was achieved at this point. The numerical 
observations revealed that the peak stress reduced with a 
decreasing rib angle of the rock bolt profile and that this 
reduction was more pronounced for rib angles of  30°, which 
induced the lowest i
n
.
To better analyse the numerical results, the maximum 
shear stresses were plotted against their corresponding 
Fig. 15  Numerical test setup for 
conducting a direct shear test 
on a bolted rock joint with a 
fully grouted rock bolt subjected 
to combined pull–shear loads 
under the CNS condition
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normal stresses, and a similar trend was observed for all 
rib angles, which gave rise to the fact that fully grouted 
rock bolts had the highest efficacy at the onset of the tran-
sition from linear elastic to pre-peak hardening behaviour. 
The numerical simulations showed that applying the CNS 
condition resulted in an increase in the peak resistance 
of rock joint, which was more pronounced at low preten-
sion stress magnitudes in the elastic stage. During both the 
Fig. 16  Result of combined 
pull–shear tests under CNS 
condition: a comparison of 
maximum shear strength of 
bolted rock joints reinforced 
with fully grouted rock bolt 
under CNL and CNS condi-
tions, b applied normal stress 
(under CNS condition) versus 
shear displacement at various 
pretension stress magnitudes
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softening and the residual stages, however, the effect of the 
CNS condition was negligible.
The proposed modelling method, in conjunction with 
the SPST scheme, provided an efficient numerical frame-
work that can be used by designers and geotechnical engi-
neers for carrying out realistic experiments (i.e., combined 
pull–shear loads). Doing so will give them new insights into 
the mechanical performance of fully grouted rock bolts.
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A B S T R A C T
The mechanical behaviour of the infilled rock joints is highly concerned in rock joint studies due to its in-
volvement in a wide range of mining collapses. In this study, a new cohesive constitutive model was employed
and used in discrete element method (DEM) simulation to analyse the failure mechanism of infilled rock joints
numerically. The exponential softening responses of the model in mixed mode loading conditions allow more
realistic modelling of clay-infilled rock joints, which is more phenomenologically promising than the use of the
current constitutive models in PFC2D such as the parallel bond model (PBM). The proposed model is im-
plemented in DEM commercial codes (PFC2D) as a user-defined contact constitutive model. In parallel with this
theoretical development, experimental works on shear behaviour of infilled materials and infilled rock joints
under different normal loads are also carried out for the calibration of the cohesive model, and validation of the
DEM based approach, respectively. Simulation results show excellent agreement with experimental counterparts
demonstrating the effectiveness of the proposed cohesive model in reproducing the shear properties of clay-
infilled rock joint. The proposed cohesive DEM framework, therefore, will facilitate better understanding of the
shear mechanism of cohesive infilled rock joints.
1. Introduction
In highly fractured or randomly jointed rock mass or very soft rock,
rock mass may be assumed isotropic and mechanical properties may be
estimated using in-situ test methods or empirical approaches [1,2].
However, in many cases discontinuities mainly control failure me-
chanism and, therefore, it is crucial to estimate the shear behaviour of
rock joints. The presence of infill material within a joint can sig-
nificantly influence its shear strength. Infill thickness and asperity angle
are the most important parameters controlling the shear behaviour of
infilled rock joints [3–5]. The characterisation and prediction of the
shear mechanism of infilled rock joints is a significant problem in rock
engineering projects. For instance, Indraratna et al. [6] reported that
using an oversimplified constitutive model in the design process, which
neglected the role of infill material, could have contributed to the
collapse of São Paulo metro station. Thus, improving the understanding
of the shear behaviour of infilled rock joints for better prediction of
failure is crucial to practical applications in mining and geotechnical
engineering.
In recent decades, researchers and scholars have made great efforts,
from the perspectives of laboratory tests [7–14] to study the shear be-
haviour of infilled rock joints. Although laboratory testing is the most
common approach for investigating the shear mechanism and me-
chanical behaviour of infilled rock joints, experimental set up requires
an enormous amount of resources. Generating a wide range of speci-
mens with various asperity angles, having access to advanced labora-
tory apparatus, and time-consuming nature of the experimental pro-
cedure are the main issues making the laboratory investigation
practically complicated and sometimes economically inefficient. Fur-
thermore, observation of the failure mode throughout the testing pro-
cedure and afterwards is a difficult task, if not impossible. This may be
occurred due to the disturbance of the infilled rock joint after sample
removal from the shear box. To reduce the difficulties of laboratory
investigations, some scholars developed empirical models [6,10].
However, empirical modelling is based on the data obtained from one
case study which makes it difficult to generalise the formulation for
further investigations. Furthermore, empirical formulas are based on a
number of unknown fixed ratios and fitting parameters with no physical
interpretation that increases the level of uncertainty of these ap-
proaches for real-world problems.
Alternatively, in the last several decades, computational methods
have provided a versatile tool for simulating the failure behaviour of
various geomaterials such as rock and soil. As the power of computers
has been rising dramatically, computational methods as a
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complementary tool have become increasingly popular amongst scien-
tists and engineers. As a promising alternative tool for scientific re-
search, the numerical simulations could overcome the difficulties
arising from laboratory testing [15]. Once being calibrated with the
laboratory data, numerical modelling has the potential to solve complex
scientific and engineering problems and obtain better insight in the
relevant failure mechanisms of soil and rock through considerable
variation in repeatability and robustness of the simulations [16].
The infill material within rock joint may be classified as being either
cohesive (clay) or frictional (sand) [17]. In order to characterise the
intrinsic failure mechanisms of the cohesive or frictional soil, these
mechanisms should be phenomenologically incorporated in the con-
stitutive relationship of the numerical models. The constitutive models
are often incorporated in continuum- or discontinuum-based methods
[18–22]. Characterising the morphological features of the infilled rock
joint is a difficult and challenging task, particularly, reproducing the
cohesive behaviour of the soil at micro/meso scale in which the soft-
ening response of the material and the gradual degradation of its co-
hesion needs to be explicitly simulated [20,21]. In that regard, con-
tinuum-based approach is considered to be too simple as they cannot
adequately take into account the morphological characteristics of the
infilled rock joint explicitly. As an alternative, discontinuum ap-
proaches have been considered as a promising numerical tool for
characterising the softening response of different materials. Dis-
continuum approaches consider the material domain as an assembly of
particles displacing independent of each other and interacting at pair-
wise contact [23–25]. Initially proposed by Cundall and Strack [26],
Discrete Element Method (DEM) is an efficient simulation method
providing insight into interparticle forces and microstructure evolution
[27]. This method is capable of reproducing crack initiation and pro-
pagation processes with breaking the bond between particles. Despite
being a promising numerical framework, DEM requires a suitable
constitutive model describing the interaction between particles to
characterise the mechanical behaviour of materials. A key benefit of
DEM approach is that without prescribing the failure evolution laws,
the macroscopic behaviour of the material can be reproduced as a result
of a microscale damage [28–30].
Potyondy and Cundall [31] firstly developed bonded particle model
(BPM) to reproduce the mechanical behaviour of materials by gen-
erating a collection of non-uniform-sized circular or rigid spherical
particles that may or may not be bonded together. A new version of
BPM known as a linear parallel bond model (PBM) is currently available
via commercial DEM codes, particle flow code (PFC) [24]. This model
assumes interparticle behaviour is perfectly brittle and has been suc-
cessfully employed by many scholars to simulate rock material (e.g.
Bahaaddini et al. [32], Bewick et al. [33], Cheng et al. [34], Cho et al.
[35], Cho et al. [36], Cui [37], Wang et al. [38], Zhang et al. [39], Al-
Halbouni et al. [40]). For cohesive soils, the PBM may still be employed
to simulate their failure behaviour if DEM particles are generated at the
molecular scale, which inhibits the practical application of DEM due to
immense computational demand [20]. For making the numerical pro-
cess time efficient, DEM particles are required to be created at granular
scales. Therefore, the damage mechanism (e.g. cohesive softening re-
sponse) have to be embodied in the constitutive contact model.
The shear stress-deformation relationships of cohesive soils are
characterised by a peak strength followed by a gradual reduction in
strength to a residual strength [41]. At a molecular scale, the strength of
cohesive soils is governed mainly by the forces between clay particles,
which composed of cohesion and friction components [42]. The shear
failure of cohesive soils is associated with the gradual weakening of the
bonds between clay particles (i.e. softening response at particle level).
After peak shear strength is reached, strain localisation will occur, re-
sulting in the development of a shear band [43]. With the progressive
shearing, microscopic frictional interaction between localised surfaces
occurs, leading to a macroscopic residual response of the clay [44]. In
this context, the gradual degradation of cohesion between soil particles
can be described by damage mechanics, while plasticity theory can
characterise the frictional interaction.
Utili and Nova [45] proposed a DEM-based contact bond model
based on Mohr-Coulomb failure criteria to simulate the mechanical
behaviour of frictional cohesionless and cohesive soil. Obermayr et al.
[46] modelled the cohesive behaviour of soil by adding an attractive
normal force between DEM particles. Karakus et al. [47] employed Flat-
Joint model [48] to characterize the mechanical behaviour of infilled
rock joints. However, the investigations mentioned above lacked a
general expression for gradual softening of the contacts, which pre-
cludes capturing the associative shear mechanism of cohesive soils.
Despite a number of investigations on the mechanical behaviour of rock
joints and soil-structure interface using DEM approach [32,49–52], very
few researchers have focused on the explicit simulation of infilled rock
joints, specifically, clay-infilled rock joints. For instance, Duriez et al.
[53] used a non-cohesive DEM framework to simulate infilled rock
joints. Their numerical sample consisted of a parallelepiped box filled
with DEM particles representing the infill material. Although the type
of infill material (cohesive or non-cohesive) was not declared, it can be
deduced from their DEM framework that the focus of their study was on
non-cohesive infilled rock joints. The rock joint configuration (i.e. as-
perities), which contributes to peak shear strength, was also neglected
in the generation of DEM specimens.
In the present study, a series of experimental direct shear tests were
conducted to observe the influence of asperity angle (20° and 30°) and
infill thickness (6 and 12mm) on the peak shear and residual strength
of clay-infilled rock joints. The macroscopic cohesion and friction angle
of clay (i.e. kaolin) were obtained by conducting direct shear tests
under constant normal load (CNL) condition with 100, 200, and
300 kPa of normal stress magnitude. The laboratory observations
showed that by decreasing the ratio of infill thickness to the asperity
height, the peak shear strength of the infilled rock joint decreased. In
parallel, a DEM model was generated taking into account the rock joint
geometries and infill thickness. A straightforward cohesive contact
model developed by Saadat and Taheri [54] was employed to model the
softening response of the cohesive infill material. The model con-
stitutive relationships were augmented with mixed-mode behaviour
and softening response of the bonded contacts, which allowed us to
reproduce the progressive damage of rock joint. The model was im-
plemented in PFC2D, and its micro mechanical parameters were first
calibrated with experimental data under 100 kPa normal stress. The
calibration procedure was successfully verified by repeating two more
numerical tests with 200 and 300 kPa normal stresses and comparing
the results with the experimental counterparts. To further assess the
applicability of the proposed numerical framework to laboratory scale
problems, the calibrated model was used to simulate the mechanical
and damage behaviour of rock joints containing cohesive infill material.
The comparison between experimental and numerical results shows
that the proposed cohesive DEM framework can reasonably reproduce
the failure behaviour of clay-infilled rock joints with different infill
thickness to asperity height ratio. This DEM study will enable us to
understand better the influence of infill thickness, asperity height, and
magnitude of normal stress on the failure mechanism of infilled rock
joints in detail, which in turn allow us to improve the quality of design
in rock engineering projects while reducing cost and increasing safety.
2. Experimental programme
2.1. Direct shear test on a cohesive soil
Before using the DEM-based cohesive model, the micro-parameters
of the model should be calibrated against the macroscopic response of a
cohesive soil in the laboratory. We used kaolin clay as infill material,
which was commercially purchased from SIBELCO [55]. The details of
infill properties are given in Table 1. A series of direct shear test was
performed on the soil samples under different constant normal stresses
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(σn0) of 100 kPa, 200 kPa, and 300 kPa. The soil was mixed with water
and then cut into a specimen having a dimension of × ×60 60 20 and
inserted into the shear box for conducting the direct shear test. Two
steel plates with the height of 20mm were placed on the bottom and
top part of the soil. Thus the total height was 60mm. In the next stage, a
vertical load was applied on the upper shear box. Axial loading was
continued till stabilising the system, and then remained constant
throughout the test. At the final stage, a constant horizontal velocity of
0.2 mm/min was applied on the lower shear box until reaching 8mm of
shear displacement while recording the shear stress and displacement.
Three direct shear test under 100 kPa, 200 kPa, and 300 kPa were
conducted, and the corresponding maximum shear stresses for each test
were measured to identify the cohesion and friction angle of the co-
hesive soil (i.e. 21.3 kPa and 15.3°, respectively). The results in terms of
shear stress-shear displacement, normal-shear displacement, and peak
shear stress – normal stress relations are presented in Fig. 1. These
macroscopic parameters will be used later on to calibrate the micro-
mechanical parameters of the DEM-based cohesive model. Different
stress stages were identified from laboratory observations (Fig. 1a),
namely: elastic (I), pre-peak (II), softening (III), and residual (IV) stages.
Initially, the soil showed a linear elastic stage (stage I). In stage I, the
soil exhibited compressive response (negative normal displacement).
After some shear displacement, the bond between soil particles began to
break leading to a non-linear shear behaviour before reaching the
maximum strength. It can be seen that the shear displacement at which
stage II started was increased by increasing the magnitude of confining
pressure. At low confining pressure (100 kPa), the soil exhibited insig-
nificant softening behaviour, while at high normal stress magnitudes
(200 and 300 kPa) obvious softening response was observed (stage III,
Fig. 1a). The rate of compressive displacement was significantly re-
duced during stage II, and III (stages II and III, Fig. 1a). During stage III,
the specimen showed negligible change in the normal displacement
(stage III, Fig. 1a). The softening response was more pronounced when
confining pressure is high, which was attributed to successive bond
break at molecular level during this stage. With the progressive shear
displacement of the specimens, a residual response was achieved (stage
Table 1
The basic properties of the infilled material.
Property
Unified soil classification system CH
Specific gravity 2.58
Liquid limit, LL 58
Plastic limit, PL 28
Plasticity index 30
Optimum moisture content (%) 27
Maximum dry density (kg m/ 3) 1418
Fig. 1. Results of the direct shear test on the cohesive soil. (a) Shear stress-displacement curves under different normal stresses (σn0). (b) Calculating cohesion and
friction angle of the soil based on direct shear test results.
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IV in Fig. 1a), which attributed to the frictional behaviour of the soil
particles [44]. The normal displacement of the soil remained in con-
stant value during stage IV. These observations were consistent with the
previous studies conducted on cohesive soil (e.g. Lin [56]). The four
different stages illustrated in Fig. 1a will be used later on as guidelines
to calibrate the proposed DEM framework.
In the next step of the experimental program, a series of direct shear
tests were carried out on infilled single asperity rock joints. Conducting
direct shear test on natural rock joints was not considered due to a large
number of potential parameters involved in the shearing process [29],
therefore, making calibration and validation process complicated.
2.2. Direct shear test on infilled rock joints under CNL condition
Dental plaster was used for generating replica rock joints as to
produce rock joint with single asperity with high strength. Once this
material is mixed with water at a ratio of 3:1, it can be moulded in any
shape to produce a high strength replica after curing. Artificial rock
samples that had a triangular joint profile with base angles of 20° and
30° were generated and cured at a temperature of 80 °C for 14 days. The
previous experimental investigations on infilled rock joint showed that
the ratio of infill thickness (t) to asperity height (a) has a significant
influence on the shear behaviour of infilled rock joints [4,13,12]. In
non-planer rock joints, as t a/ increases, the overall shear strength of the
rock joint decreases [57]. Rock joints with idealized saw-tooth aspe-
rities are suitable for studying the shear behaviour of infilled rock joints
[13,12,58], because they allow independent assessment of t a/ . Thus, in
the present study, we produced rock joints with different inclination
angles to independently assess the shear behaviour of infilled rock
joints. The geometrical configuration of rock joints is illustrated in
Fig. 2. The height of the top and bottom of the rock-like specimen was
considered to be 12mm, which gives a total height of 24mm. Thus, the
laboratory specimens with infill thickness of 12mm had a total height
of 12+12+12=36mm. We placed steel plates with a height of
12 mm on the top and bottom part of the experimental specimens.
Dental plaster was used to attach the steel plates to the rock-like ma-
terial to avoid losing the connection between rock and steel plates
during shear. Similarly, for 6mm infill thickness, we placed steel plates
with a height of 15mm on the top and bottom part of the rock to obtain
a total height of 60mm. The dimension of infill specimens are illu-
strated in Fig. 2b. As mentioned earlier, no asperity degradation was
considered in the experimental program, and the test was conducted
under 100 kPa and 300 kPa of constant normal stresses. The role of the
replica was to provide a base restricted area for the infill material to
shear after applying a normal stress and then a shear stress without
occurring any asperity damage. The cohesive soil introduced in the
previous section was used as the infill material.
The following procedure was followed for preparing the infilled
rock joint specimens:
1- Plaster moulds were created to cast the synthetic rock samples. 3D
printing technique was utilised to prepare the artificial joint surfaces
with asperity angles of 20° and 30°. Both halves of the replica were
created at the same session as two different negative moulds were in
access for top and bottom half specimens.
2- The dental plaster was mixed with water at a ratio of 3:1 by mass to
reach a low viscosity material that filled well into the moulds en-
suring the escape of air bubbles. The casting procedure was com-
pleted in less than 10min due to the fast curing rate of the dental
plaster. The moulds then rested on a vibrating table for 10min to
eliminate any remaining air bubble as illustrated in Fig. 3a.
3- The samples were de-moulded after one hour (Fig. 3b). The rapid
curing rate of the mixture accelerated this process. After that, the
samples were left in the oven and cured for the next 14 days at 80 °C.
4- The cohesive clay was prepared as per the procedure introduced in
Section 4.1. For creating the desired infill thickness (6mm or
12mm), different moulds were generated. The soil was conformed
well to the moulds using a spatula. After that, a de-moulder was
used to extrude the infill layer (Fig. 3c).
5- The final stage included placing the infill layer on the rock joints
surface. The infill layer was placed on the bottom block and
trimmed to reach the same dimension of the replica (Fig. 2d). After
placing the top block on the infill layer, the whole sample was
placed into the direct shear test machine to conduct experiment
(Fig. 3e–f).
The direct shear tests were conducted using a GDS shear base
system which is an electro-mechanical shear testing device. The shear
box of this apparatus is made up of the top and bottom parts. A constant
normal stress was applied on the upper shear box through a loading
frame. The upper box was remained stationary during the shearing
procedure. A horizontal velocity with a rate of 0.2 mm/min was applied
to the bottom part to achieve the shearing of the infilled rock joint. Both
normal and shear forces were applied using GDS electro-mechanical
force actuators. The data acquisition system was connected to a PC
running GDSLAB data acquisition software for monitoring the shear
stress and displacement throughout the shearing procedure. Six dif-
ferent direct shear tests were carried out on infilled rock joints. For rock
joint with asperity inclination of 30°, an infill layer with 6mm and
12mm thickness was considered and for those with 20° asperity angle,
an infill layer of 12mm was prepared. Notice that no asperity damage
was occured during our laboratory testing, which was necessary to
understand the infill thickness and asperity characteristics on the shear
mechanism of infilled rock joints [13].
The results of direct shear test on infilled rock joints is illustrated in
Fig. 4. Fig. 4a shows the shear stress-displacement, and normal-shear
displacement curves. It can be seen that similar to cohesive soil shear
behaviour (Fig. 1a), the clay-infilled rock joints also exhibited four
different stages which were previously introduced in Section 2.1.
However, higher peak and residual shear strengths were observed ex-
cept for =t 12 mm and α = 20°, which attributed to the presence of
asperities. The normal-shear displacement curves of infilled rock joints
were also different from the soil. It can be seen that increasing the
magnitude of the normal stress significantly enhanced the peak and
residual strength of the infilled rock joints. In each graph, the ratio of
infill thickness (t) to asperity height (a), t a/ , is given. The stress stages,
and normal displacement response obtained for infilled rock joints are
demonstrated at shear-stress displacement graph obtained for the spe-
cimen with =t 12 mm and α = 20°, and the underlying shear me-
chanism is described as follows. At the initial stage of shearing (I), the
shear stress is rapidly increased, which is referred to here as the elastic
stage. The initial compression was observed for all specimens in this
stage. During this phase, the shear stiffness of the infilled rock joint was
controlled by the applied normal stress. At stage II, nonlinear hardening
was observed in the shear stress-displacement graph. There were two
main reasons contributing to the nonlinear pre-peak behaviour of the
infilled rock joint. Firstly, the progressive shear displacement weakened
the bond between soil particles, causing a reduction in the shear stiff-
ness and thus, a nonlinear response was observed during stage II, which
was similar to the mechanism observed in Fig. 1a. Secondly, due to
infill squeezing between advancing asperities [6], the asperity inter-
faces approached each other causing an enhancement of asperity in-
terference that was represented by pre-hardening behaviour at shear
stress-displacement graph. This hardening behaviour, which was not
the case in the specimens without rock joint (Fig. 1a), significantly
increased the peak shear strength of infilled rock joints. For the smaller
t a/ ratio of 1.3 and 2.7, the initial compression of infilled rock joints
was followed by dilation. The dilative response for t a/ ratio of 1.3 was
more pronounced under both 100 and 300 kPa of normal stress, which
was attributed to asperity interference when the infill thickness was
relatively small. For t a/ ratio of 4.25, however, the compression was
continued, and the infilled rock joint only exhibited a similar behaviour
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of soil compression. After peak shear strength was reached, due to
progressive degradation of cohesion, the infilled rock joints demon-
strated a post-peak softening response (stage III). Unlike soil behaviour,
at low confining stress (100 kPa), a slight softening response was ob-
servable in infilled rock joints. This was due to an increase in the stress
level, which caused more bond break in the infill material during the
post-peak response. The laboratory results showed that, in all infilled
rock joints, the softening intensity increased significantly with in-
creasing the confining pressure. For the smaller t a/ ratio of 1.3 and 2.7,
the rate of dilation was reduced during stage III, whereas for a/ ratio of
Fig. 2. (a) The geometrical configuration of infilled rock joints. (b) The dimension of infill specimens.
Fig. 3. Different steps of direct shear test on in-
filled single asperity rock joints. (a) Pouring the
dental paste into the mould and vibrating the
sample for 20min. (b) Removing the sample
from the mould. (c) Creating the desired infill
thickness. (d) Placing the infill layer on rock
joint surface. (e) Moving the specimen to the
shear box. (f) Conducting the direct shear test
and recording the data.
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4.25 the compression continued with a lower rate. During stage IV, the
infilled rock joint exhibited a residual behaviour, which was attributed
to the frictional response between soil particles. Notice that, the shear
stress characteristics of other specimens (with different asperity angle
and infill thickness) can be similarly interpreted. Our experimental
observations was consistent with the previous laboratory investigations
[6,59,60].
The laboratory results also showed that the geometrical configura-
tion of rock joints influenced the peak and residual shear strengths. In
order to better interpret the results based on rock joint geometrical
properties, the peak and residual shear strengths of infilled rock joints
were plotted against the t a/ ratio, and the results are illustrated in
Fig. 4b. The experimental study of Ladanyi and Archambault [8] de-
monstrated that higher shear strength will be achieved for infilled rock
joints with steeper asperities, and the influence of infill thickness on
peak shear strength is more pronounced for asperities with higher in-
clination angles. In the present study, we observed that by increasing
the t a/ ratio, the peak and residual shear strengths of the infilled rock
joints exhibited a significant reduction (Fig. 4b). For t a/ of 1.3, the peak
and residual strengths at both 100 and 300 kPa of normal stress showed
the highest values, while for t a/ of 4.25 the shear behaviour of rock
joint was governed by infill material, and as expected, the value of peak
and residual strengths of the rock joint approached to those of cohesive
soil. The experimental results will be used to validate the proposed
calibrated DEM framework.
3. DEM background for modelling cohesive materials
The DEM was firstly proposed by Cundall and Strack [26] to study
the mechanical behaviour of granular materials. The cohesive materials
can be simulated as an assembly of rigid balls moving and interacting
with each other at their contacts. A brief DEM background is presented
in this section to show how a cohesive contact model can be in-
corporated in DEM to simulate the mechanical behaviour of the cohe-
sive materials. The following Sections 2.1 and 2.2 can also be found in
Potyondy and Cundall [31], Nguyen et al. [20], and Nguyen et al. [21]
and more comprehensively in Itasca [24].
3.1. Law of motion
In DEM simulations, the governing equations are based on Newton’s
second law of motion. The resultant forces and moments acting upon a
rigid particle can be described by two distinct components, the trans-
lational and rotational acceleration:
→
= → − →F m u g( )i i i (1)
→
= →M ω Ii i i (2)
where i denotes the order of particles in a particle assembly; ẍi is par-
ticle acceleration, ωi is the rotational velocity of particle; Ii is the inertia
tensor; g is the body force acceleration vector (e.g., gravitational
Fig. 4. The results of the direct shear test on infilled rock joints with different asperity angles and infill thicknesses. (a) Shear stress-displacement and normal-shear
displacement curves. (b) Variation of peak and residual shear strengths with the t a/ ratio.
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loading); and Fi and Mi are the resultant force and moment respectively.
The vectorial summation of all forces and moments acting upon a
particle can be determined to calculate the resultant forces and mo-
ments as:














where rij is the distance from the centre of particle i-th and the con-
tacting point of particle i-th. Fijn and Fijs are the normal and shear forces









are the forces and moments applied on the
particle i-th. The resultant forces and moments are illustrated in Fig. 5a.
Fig. 5b illustrates the interactions between DEM particles in both force-
displacement and stress-displacement forms.
The equations of motions in DEM are dynamic-based accumulating
a kinetic energy in the system during numerical simulation. In the DEM
codes used in the present study (PFC2D) mechanical damping and local
damping are considered to dissipate the dynamic energy. The same
approach suggested by Potyondy and Cundall [31] was adopted in this
research to dissipate the kinetic energy and damp out the resulting
acceleration of particles. The damping force and moment applied to
each particle are proportional to the total forces and moments and can
be added to the equation of motions such that the damped equations




+ → →F α F m g sign u( ) ( )i
damp
i i i (5)
→
= −
→ →M αM sign ω( )i
damp
i i (6)
where α is a nondimensional parameter known as global damping
coefficient. A global damping of 0.7 is suggested to be sufficient in DEM
[31] for dissipating the kinetic energy and remaining under quasi-static
equilibrium condition during numerical simulation.
3.2. Contact constitutive law
Contacts play an essential role in DEM simulation as the interaction
forces at contact micro scale characterise the collective macroscopic
behaviour of the DEM particle assembly in the macroscopic scale. Once
the motion of the particle is updated, a constitutive law can be applied
to the contacts to compute the forces at the interfaces of two contacts.
Such constitutive law defines the relationship between contact forces
and particle displacements. The bonding contacts between two particles
in DEM represent the binder portion among particles, and unlike co-
hesionless contacts, they are able to resist both tensile and compressive
stresses [20]. The total force of each contact includes normal and shear
components linked with the displacement of the particle with contact
normal and shear stiffnesses. In that sense, the constitutive law of
bonded contacts can be described incrementally as:
→
= → + →n sF F FΔ Δ Δn s (7)
=F K uΔ Δn n ne (8)
=F K uΔ Δs s se (9)
where FΔ n and FΔ s are the incremental normal and shear components in
normal (→n ) and shear (→s ) directions; Kn and Ks are contact normal and
shear stiffness; uΔ ne and uΔ se are incremental elastic displacements in
normal and shear directions, respectively. The bonded contacts can be
considered as a system of springs (Fig. 5b) with stiffnesses =k K A/n n
and =k K A/s s where A is the bond cross section area. In 2D, =A Rt2 ¯
where R̄ is the radii of the smaller particle (Fig. 4,b). Thus, the force-
displacement relationship defined in Eqs. (8) and (9) can be rewritten in
stress-displacement form as:
=σ k uΔ Δn n ne (10)
Fig. 5. Graphical illustration of DEM. (a) Force and moments acting upon a DEM particle (Modified from Nguyen et al. [20]). (b) Interaction between bonded contact:
(I) force-displacement form, and (II) stress-displacement form.
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=σ k uΔ Δs s se (11)
where σΔ n and σΔ s are contact incremental normal and shear stresses.
Any constitutive model characterising the bonded contact behaviour in
DEM can be developed either in force-displacement or stress-displace-
ment form. The same contact modelling concept was applied in the
current research for proposing a new cohesive contact model by
adopting the fundamentals of plasticity theory.
4. The proposed cohesive DEM framework
The proposed DEM approach simulates the mechanical interaction
between soil grains bonded together with cohesive contacts. The co-
hesive behaviour of the soil at grain level was analogously modelled
with shear failure characteristics at macroscopic scale. The elastic, yield
and softening behaviour of the cohesive bonds were incorporated in the
model using the framework of plasticity theory. This section briefly
describes the constitutive relationships of the cohesive model.
4.1. The constitutive relationships of the cohesive contacts
In the present study, a new cohesive, contact model developed by
Saadat and Taheri [54] was employed for simulating the shear beha-
viour of cohesive soil in DEM codes. There are various DEM-based co-
hesive models available in the literature (i.e. Nguyen et al. [20],
Nguyen et al. [21], Le et al. [61]; and Le et al. [62]) that can be used for
simulating cohesive contact behaviour. However, in the new cohesive
DEM framework, the number of microproperties were reduced because
it allows us to make the calibration procedure more straightforward. In
addition, a simple cohesive contact model reduces the computational
demand required for simulating large displacement of infilled rock
joints.
In the proposed constitutive model [54], the relative displacement
u u u( , )n s of the DEM contacts was decomposed into an elastic and
plastic components to account for reversible and irreversible displace-
ments:
= +u u ue p (12)
The contact normal and shear stresses are linked to their corre-
sponding relative displacements and can be calculated by:
= −σ k u u( )n n n np0 (13)
= −σ k u u( )s s s sp0 (14)
where σn and σs are normal and shear stresses in the bonding contacts;
un and unp are the total and plastic normal displacements; us and usp are
the total and plastic shear displacements; and kn0 and ks0 are the normal
and shear stiffnesses, respectively.
The following yield function that accounts for the mixed-mode
failure of DEM contacts was considered to determine the failure state at
which softening of cohesive bonds starts to occur:
= + − =F σ σ C σ μσ C( , , ) 0n s s n (15)
where μ is the friction coefficient of the contact and C is defined as:
= −C C e κu0 p (16)
In Eq. (16), C0 is the initial bond cohesion, κ is the softening
parameter, and up is the contact’s accumulated plastic displacement,
which can be calculated from its increments, defined as:
= +du du du( ) ( )p np sp2 2 (17)
A damage parameter ( ≤ ≤D0 1) can be defined to measure the
degradation of cohesive bonds during progressive shear displacement of
the soil:







The value of the damage parameter introduced in Eq. (18) was
determined for each contact at each numerical iteration and plotted
graphically to enhance the interpretation of model performance. The
cohesive contacts without bond-failure have =D 1.0, while the com-
pletely degraded contacts exhibit a damage value of =D 0.0. During the
progressive softening stage, the cohesive contacts return: < <D0 1.
Simulating dilation effect at microscopic level in DEM modelling
requires incorporating the microstructural characteristics of the phy-
sical material in the model, which is difficult to achieve [20]. Alter-
natively, a dilatancy parameter that accounts for the dilation response
of the cohesive contacts was considered using the following non-asso-
ciative flow rule:
= +G σ σ σ βσ( , )n s s n (19)
where β is the dilation coefficient. Consequently, the flow rule of in-







Fig. 6. Stress-displacement behaviour of the proposed cohesive contact model in (a) Mode I, and (b) Mode II [54].








where ≥dλ 0 is the plastic multiplier. Fig. 6 illustrates the behaviour of
DEM contact in mode I and II. The linear elastic portion of stress-dis-
placement curves defines the contact behaviour before failure
( =D 0.0), followed by a non-linear stage that represents contact soft-
ening due to the progressive degradation of cohesion ( < <D0 1).
5. Establishment of the cohesive DEM
The proposed cohesive model represent the properties of cohesive
contacts at the granular scale so that it requires highly sophisticated
experiments to achieve the micromechanical parameters of the cohesive
soil. In general, the mechanical parameters obtained from the standard
laboratory testing cannot be imported directly into the DEM model as
the macro-mechanical behaviour is synthesised at mesoscale. The re-
medy, however, is to calibrate the micro parameters by matching the
results of DEM simulation with experimental data. This procedure has
been used in DEM studies for obtaining the micromechanical properties
of constitutive models [20,31,63]. Here the results of direct shear tests
on cohesive soil was used for calibrating the micro parameters. Firstly,
a metrical vessel containing a dense pack of interlocked particles was
generated. After that, the procedure was continued by calibration of
normal and shear stiffness of contacts (kn and ks) through matching the
DEM results in the elastic stage. Then the peak shear stress was ap-
proximated by altering cohesion (C0). The next step was to calibrate the
softening parameter (κ) based on the post-peak response of the cohesive
soil. Finally, friction and dilation coefficients (μ and β) were calibrated
by fitting DEM response with the experimental observations. After the
calibration procedure, the micro parameters were adopted to validate
the proposed cohesive model through simulating the shear behaviour of
infilled rock joints.
5.1. Generation of DEM specimen
A two-dimensional model was created in PFC 2D for simulating the
same laboratory direct shear tests introduced in Section 4.1 and the
micro-mechanical parameters of the cohesive constitutive model were
calibrated by comparing the numerical simulation results with the
physical response of the cohesive soil in direct shear testing. The height
of laboratory specimen for the soil test was 60mm out of which 20mm
was the height of soil sample, and 40mm was the total height of steel
plates placed on the top and bottom part of the soil (the height of each
steel plate was 20mm). A material vessel with a dimension of
60mm×50mm was created and a particle assembly including nearly
11,000 balls was generated in PFC 2D. The height of the soil specimen
was 20mm, which was equal to the laboratory counterpart. The height
of steel plates in the numerical specimen was reduced by 5mm to make
the numerical simulations time efficient. Since no damage was expected
in steel plates, reducing the size had no influence on the numerical
results. The particle size was controlled by the uniform distribution
with minimum and maximum diameters of =D 0.48 mmmin and
=D 0.64 mmmax respectively. Using uniform grain size distribution is
common practice in DEM simulations as simulating real grain size
distribution is nearly impossible [20,21,32,61,64]. The reason is that
creating a particle assembly with the exact porosity of physical material
requires a huge number of particles leading to inefficient computation
[20]. A comprehensive instructions for generating material-genesis in
PFC has been described by Potyondy and Cundall [31]. According to
their study, an overall porosity of 16% can ensure the generation of a
dense particle assembly in DEM. The same approach was adopted in
this study to generate samples. After producing the numerical samples,
the particles were divided into two groups namely, soil and plate par-
ticles (Fig. 7a). The steel plates used in the present study were assumed
non-breakable and non-deformable as the strength and modulus of the
steel plates were much larger in comparison with that of cohesive soil
used. In the numerical setup, the height of the upper and lower steel
plates was assumed to be 15mm to reduce the number of particles
representing the steel plates. This minimised the simulation time and
made the numerical approach computationally efficient. This assump-
tion was acceptable as there was no damage in the steel plates. Fur-
thermore, there was no gravity acting on the model so that the mass of
particles had no influence on the mechanical response of the system.
The PBM was applied on the contacts between steel plate particles
(Fig. 7b), and its microproperties were selected according to the lit-
erature [65], which include Young’s modulus (200 GPa), shear to
stiffness ratio (1.5), cohesion (800MPa), and tensile strength
(400MPa).
The proposed cohesive model was installed on soil-soil contacts and
soil-steel contacts (Fig. 7b). Fig. 7c shows the boundary condition ap-
plied to the system. The calibration procedure involved matching the
numerical results of direct shear test of the cohesive soil under 100 kPa
of constant normal stress with experimental counterparts. Then micro-
mechanical parameters related to the cohesive soil are obtained, and
finally the same micro parameters on the model are adopted for re-
producing the shear behaviour of the cohesive soil under 200 kPa and
300 kPa of constant normal stresses. In the numerical models, the walls
created during particle assembly generation were removed and 8 new
walls were created for applying the boundary condition and performing
the direct shear test (Fig. 7c). The upper block was kept stationary
during the shearing procedure, and a constant horizontal velocity of
0.03m/s was applied on wall 5. This velocity was chosen because it was
observed through a series of numerical experiments that any value
lower than this did not influence the overall stress-displacement curve
and damage response of the models. The selected horizontal velocity
allowed us to maintain the model in a quasi-static equilibrium condi-
tion while reducing the computational costs. The CNL condition was
achieved by adopting a servo-controlled mechanism [24] and applying
a desired constant normal stress on the wall 1. The reaction force in
wall 5 was monitored and divided by the length of the specimen
(60mm) to calculate the shear stress, the horizontal displacement of
wall 5 was measured during the shearing procedure to represent the
shear displacement.
5.2. Microproperties calibration and model validation
The micro parameters needed to be calibrated were ks0, kn0, C0, μ, β,
and κ. The PFC software also allows altering the value of kn0 and ks0 after
sample generation procedure enabling the user to generate a single
specimen and repeat the tests for any desirable number of simulations.
ks0 was calibrated through matching the simulation results with linear
elastic part of the shear stress-displacement curve obtained from ex-
periment. The k k/n s0 0 ratio was assumed to be 1.8, and this assumption
was further verified by obtaining the best fit from numerical simula-
tions under various normal stress magnitudes. The desired peak shear
stress was achieved by altering the cohesion of contacts (C0). The
friction coefficient (μ) was calibrated together with C0 in such a way to
return the best match in terms of peak shear strength. The reliability of
this microproperty was further verified by comparing the macroscopic
numerical friction angle with the experimental counterpart. After
achieving satisfactory macroscopic elastic response and peak shear
strength, by varying the value of softening parameter (κ), the damage
response of the cohesive soil throughout the post-peak stage was ap-
proximated. It should be noted that the softening parameter has a si-
multaneous influence on the pre-peak, the peak, and the post-peak re-
sponses. So that this parameter was calibrated in such a way to
reproduce the best overall response in terms of pre-peak hardening,
peak, and softening stages. The dilation ratio (β) is the local property of
the cohesive soil, which can only be identified with more sophisticated
laboratory techniques. However, as mentioned by Nguyen et al. [20],
this parameter can be calibrated by fitting with the experimental
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observation. A parametric study of direct shear test was conducted in
which β was varied in a range from 0.15 to 0.45. The numerical si-
mulations exhibited that macroscopic response of the cohesive soil was
virtually unaltered when varying the dilation coefficient in this range.
The final set of microproperties obtained from calibration procedure
are given in Table 2. The results of shear stress-displacement under
100 kPa of normal stress magnitude (σn0) is given in Fig. 8a. As it can be
observed, the macroscopic response of DEM simulation shows a very
close agreement with the physical response of the experimental data.
For validating the proposed cohesive contact model, the same micro
mechanical parameters obtained through calibration procedure under
=σn0 100 kPa were adopted to reproduce the macroscopic response of
the cohesive soil under 200 kPa and 300 kPa. The results of the vali-
dation process are given in Fig. 8. Fig. 8a indicates that the proposed
model can approximate the macroscopic behaviour of the cohesive soil
with an excellent agreement. As Fig. 8a illustrates, an increase in the
magnitude of normal stress showed higher shear stiffness and peak
shear resistance.
In order to get a better insight regarding these observations, the
damage evolution of cohesive soil was monitored during the shearing
process, and the results are given in Fig. 8b. Based on Eq. (18), the
amount of damage was calculated for each cohesive contact during the
shearing procedure and shown graphically to derive a better inter-
pretation of shear zone evolution in the soil contacts. Completely da-
maged contacts are shown in red ( =D 1.0) and bonded contacts are
shown in blue ( =D 0.0). It can be observed from Fig. 8b that the
number of bonded contacts (or contacts experienced linear elastic
stage) was higher for a numerical specimen with =σn0 100 kPa compared
to higher normal stress magnitudes. In fact, as the magnitude of normal
stress increased, the reaction force required for shearing the specimen
was raised leading to a significant increase in the shear stiffness. Con-
sequently, more contacts experienced their yielding limits.
Fig. 1a illustrates that in the physical specimens the shear stiffness
increases by an increase in the normal stress, while the same material
was used in all the tests. Similarly, the increase in the shear stiffness of
Fig. 7. Numerical specimen for conducting a direct shear test on cohesive soil. (a) Material vessel dimension and particle assembly including soil and steel particles.
(b) The constitutive contact models installed for each contact group. (c) The boundary condition applied on the material vessel for conducting the direct shear test.
Table 2
The microproperties of the calibrated soil.
ks0 (GPa m/ ) k k/n s0 0 C0 (kPa) κ (1/m) μ β
0.7 1.8 23.5 ×18.0 103 0.32 0.2
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the numerical specimen was due to an increase in the magnitude of
normal stress (Fig. 8a). In fact, the same material, which was re-
presented by one set of microproperties, was used in all simulations to
ensure that the calibrated model was able to mimic the macroscopic
response of the cohesive soil under different normal stresses. Others
also confirmed this approach in the previous DEM studies
[32,49,66,67].
To better interpret the damage evolution procedure in the material
and to carefully observe the performance of the proposed cohesive
model in reproducing the softening response at mesoscale, the value of
damage in each contact was monitored at different stress stages in-
troduced in Section 2.1, and the results are illustrated in Fig. 9. The
points at which the damage evolution was monitored are marked with
yellow circles on the graphs (Fig. 9a). Similar to the laboratory ob-
servations (Fig. 1a), the DEM shear mechanism of cohesive soil can be
divided into four separate stages namely elastic, pre-peak, peak, and
residual stages (Fig. 9a). The shear mechanism observed during nu-
merical modelling is described in the following paragraphs.
During elastic phase (stage I in Fig. 9a), the cohesive contacts re-
turned their elastic response so that the reaction force measured from
the wall 5 (Fig. 7) only showed an overall elastic behaviour of the co-
hesive contacts. With the progressive increase in shear displacement,
the shear force needed to move the specimen horizontally was sig-
nificantly increased, resulting in the yielding of the cohesive contacts.
The normal-shear displacement curve (Fig. 9a) showed initial com-
pressive behaviour for all specimen, with the cohesive soil under
300 kPa exhibited the highest initial compression. From point “a” to
point “b” of the shear stress-displacement graph (Fig. 9a), the pre-peak
stage (stage II) was observed for both 100 and 300 kPa of normal stress.
At point “a” (Fig. 9b, column a), the softening of cohesive contacts
started, which mainly occurred at the upper left and lower right of the
specimens. As expected, the number of yielding (softened) contacts
( < <D0.0 1.0) was higher at 300 kPa. Since in the yielding contacts
<D 1.0, these contact therefore were still being able to carry stresses.
On the other hand, a number of contacts at the central areas of the
specimens were under elastic behaviour ( =D 0.0), and could produce
more stresses at grain level. Thus, the overall response of these softened
and non-yielding bonds resulted in the pre-peak behaviour of the soil at
the macroscopic scale. At the end of this stage (Fig. 9b, column b), the
localised shear zones were largely extended, and the maximum shear
strength of the soil was achieved. The numerical results showed that the
damage response of the contacts was affected by the magnitude of
applied normal stress. The numerical sample with =σ 300n0 kPa pro-
duced more damaged contacts, while at =σn0 100 kPa they were less
pronounced. It can also be observed from Fig. 9a that the shear stiffness
of the specimens exhibited a gradual reduction (stage II), which at-
tributed to the progressive contact softening and hence the growth of
localised shear zones. The pre-peak phase (stage II), which regarded as
a nonlinear elastic behaviour at macroscopic scale, was the natural
consequence of the collective mechanical response of the DEM contacts,
even though the nonlinear characteristics were not incorporated in the
constitutive relationships of the proposed model. Notice that, phe-
nomenologically, both yielding and non-yielding contacts are needed to
capture the pre-peak nonlinear behaviour in the cohesive soil, which
confirms the effectiveness and necessity of incorporating an exponential
softening decay in the proposed DEM framework. During stage II, the
rate of compression in the DEM particles reduced under both 100 and
300 kPa normal stress magnitude (stage II, Fig. 9a), which could be
attributed to the growth of localised damage zone in the specimens
(column b, Fig. 8b).
Fig. 8. The results of experimental and numerical direct shear test on cohesive soil under various constant normal stresses. (a) The shear stress-displacement and
normal-shear displacement results of calibration of micro-mechanical parameters. (b) Damage evolution pattern in numerical samples.
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At peak shear strength (Fig. 9a, point “b”), the numerical specimen
with =σn0 300 kPa showed a higher number of damaged contacts
( =D 1.0) at the centre than =σn0 100 kPa (Fig. 9b, column b). This was
due to the high magnitude of confining pressure, which caused the
cohesive contacts in the middle of the specimen to come into their
yielding limit, and display progressive damage behaviour. Fig. 9c
illustrates a close up view of the contacts in the central part of the
specimen with 300 kPa. It can be seen that in this particular region, the
contacts exhibited both softening ( < <D0 1) and damaged ( =D 1.0)
responses, which was hardly detected at low confining stress. After
reaching the peak shear strength, the specimens entered to stage III at
Fig. 9. Results of a direct shear test on a numerical sample. (a) The shear stress-displacement graph. (b) The evolution of damage in the cohesive contacts at different
stress level. (c) A close-up view of damage evolution under 300 kPa of normal stress at point “b”.
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which the level of shear stress gradually declined. This macroscopic
softening behaviour was mostly depended on the magnitude of applied
normal stress which influenced the degree of contact resistance. Thus, it
was observed that at the end of the softening stage (Fig. 9b, =σ 300n0
kPa, column c), substantial damage was incurred to the contacts, which
in turn intensified the macroscopic softening response in the numerical
specimen with =σ 300n0 kPa (Fig. 9a, stage III). In contrast, the mild
softening stage under low confining pressure (Fig. 9a, =σ 100n0 kPa,
stage III) was attributed to the behaviour of the contacts, which re-
mained mainly at their softening phase ( < <D0.0 1.0) (Fig. 9b,
=σ 100n0 kPa, column c). These numerical shear behaviour were rea-
sonably consistent with the laboratory observations (Fig. 1a). During
stage III, an insignificant change in the compressive behaviour of the
DEM model was observed, which was due to the extension of localised
damage (stage III, Fig. 9a). Finally, after nearly 6mm of shear dis-
placement, the residual shear strength was mobilized (Fig. 9a stage IV).
During this stage, the shearing process progressed along the localised
shear zones (i.e. damaged contacts in Fig. 9b, column c). It can be seen
from Fig. 9a that during stage IV the shear strength of the models re-
mained unchanged, which was associated with the growth of insignif-
icant number of softened or damaged contacts in the localised shear
zones (Fig. 9b, columns c and d). Similarly, the normal displacement of
the models demonstrated a constant value (Fig. 9a).
The above mentioned DEM results demonstrated the capability of
the proposed cohesive DEM framework in capturing the mechanical and
failure behaviour of cohesive soil tested under CNL direct shear tests.
Fig. 10a and b illustrate the force-displacement law of PBM under
tension and shear loading [24]. It can be seen that when a DEM contact
reaches its yielding limit (either tensile or shear strength), the contact
forces abruptly reduce to zero [24]. In fact, the PBM features no gradual
degradation of contact strength after yield point. The force-displace-
ment law depicted in Fig. 8a and b, clearly illustrates that the PBM
produce no gradual strength degradation. If the PBM is augmented with
a cohesive post-peak behaviour, e.g. an exponential decay function, it
will be able to reproduce a gradual softening response after yield point.
Another numerical direct shear test was carried out using the same
DEM setup (Fig. 7) and contact attribute. The only difference was that
the cohesive model was replaced with the PBM. The PBM has four
microproperties including normal and shear stiffness, tensile strength,
and cohesion. The tensile strength and cohesion control the bond
strength. The stiffness parameters of the PBM was kept the same as
those of the cohesive model, and the cohesion of contacts was assigned
as the same C0 obtained in the calibration procedure. There was no
direct way to measure the tensile strength of the soil at microscopic
level, therefore this parameter was assumed as equal to the contact
cohesion. The macroscopic shear stress-displacement obtained from
PBM is illustrated in Fig. 10c. The PBM reproduced the same macro-
scopic elastic response as the proposed model. However, the peak and
residual stresses could not be achieved by the PBM. The reason is that in
the PBM when the contacts reached their yield limit (i.e. cohesive
strength), the forces reduced abruptly to zero (Fig. 10a and b). Hence,
the PBM contacts could not resist against shearing. Thus, at macro-
scopic scale, the overall response was a peak shear strength followed by
a residual behaviour. In the cohesive model, however, some of the
cohesive contacts returned their softening response ( < <D0.0 1.0)
after yield limit, and some other were still in the linear elastic stage
( =D 0.0). As a result, the overall macroscopic response of the model
was a pre-peak stage before the peak shear strength. Notice that, one
can alter the microproperties of the PBM to obtain a good match with
the experimental data (e.g. Tamás et al. [68], Tamás et al. [69], and
Tamás [70]). However, we believe that incorporating a softening re-
sponse in the force-displacement law of the contacts allows us to
achieve a more realistic phenomenological constitutive model for si-
mulating the shear behaviour of clay-infilled rock joints.
5.3. Effect of shear rate on macroscopic response
In DEM modelling of the direct shear test, loading rate plays a sig-
nificant role in macroscopic shear behaviour. A sufficiently small
loading rate and a relatively high damping magnitude are required to
ensure that the numerical specimen remains in quasi-static equilibrium,
and there is no abrupt stress increase or unexpected macroscopic re-
sponse within the DEM model [18]. A damping coefficient of 0.7 sug-
gested by Potyondy and Cundall [31] was employed to approximate the
quasi-static condition. The details of damping of particle motions can be
found in [31]. Notice that using the same experimental loading rate of
0.2 mm/min in numerical modelling is computationally inefficient.
Alternatively, a sufficiently small shear loading rate can be selected to
maintain the model in quasi-static equilibrium [18]. In the present
study, the direct shear test was repeated under different loading rates
ranging from 0.01 to 0.2m/s to identify the optimum shear loading
rate. Fig. 11 illustrates the influence of shear rate on the macroscopic
behaviour of the numerical specimen. The numerical results showed
that the shear loading rate less than 0.03m/s had negligible influence
Fig. 10. The simulation results using PBM. Force-displacement law of the PBM
in (a) tension, and (b) shear. (c) The shear-stress displacement curves obtained
from the direct shear test. Fig. 11. The shear stress-displacement curves using various shear rate.
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on the macroscopic response of the specimen. Thus this shear rate was
deemed to be sufficient to achieve quasi-static equilibrium and used in
the numerical model. This shear loading rate generated a mechanical
timestep of roughly × −1.2 10 7 s, which was automatically calculated by
PFC software. Thus, the shear rate of 0.03m/s can be interpreted to
× −36 10 7 mm/step. This means that 1mm of shear displacement re-
quires 360,000,000 computational steps. Others successfully followed
this approach in previous DEM research [18,32].
5.4. Particle size optimisation
The size of DEM particles highly influences the macroscopic re-
sponse of DEM simulation. Potyondy and Cundall [31] demonstrated
that the size of DEM particles is an intrinsic parameter affecting the
characterisation of the material. Thus it cannot be treated as a para-
meter that only controls the resolution of DEM simulation. They con-
cluded that the particle size is the accurate representation of the effect
of both packing and strength heterogeneity in DEM specimen. In fact,
the number of DEM particles must be large enough to mimic the mac-
roscopic physical response obtained from laboratory observation. Al-
though increasing the number of particles is computationally in-
efficient, but an optimum particle size can be achieved by conducting a
parametric study to ensure the convergence of the macroscopic results
to the lowest possible size. Accordingly, four additional particle as-
semblies were generated and tested using the same micro parameters.
Different models with various particle size were generated, and the
ratio between the thickness of the soil (20mm) and the average particle
size was calculated (Rd). The results in Fig. 12, which demonstrates
shear stress-shear displacement relations, show that a convergence can
be achieved by decreasing the particle size confirming that the nu-
merical specimen with =R 13.15d was appropriate for calibration pur-
poses as it generated a material vessel with the lowest possible number
of balls leading to an efficient computational time. However, the same
particle size was used to generate the infill material with 6mm of
thickness (the details are given in Section 5.2) to examine the sensi-
tivity of the macroscopic response to the particle size. The ratio be-
tween infill thickness and the average particle size was also calculated.
According to these results, the DEM specimens with Rd of 0.047 and
0.038 failed to reproduce an appropriate macroscopic response, in
terms of peak and residual behaviour. Models with Rd of 0.02 and 0.012
produced macroscopic results which were very close to the calibrated
size ( =Rd 0.028). Therefore, the model with minimum particle diameter
(Dmin) of 0.48 was chosen for the modelling purposes. Notice that the
ratio between the maximum and minimum diameter (D D/min max) was
considered to be 1.33 for all models.
5.5. Generation of infilled rock joints in DEM
To further illustrate the performance of the proposed cohesive DEM
framework, simulations of direct shear test on infilled rock joints were
conducted using the calibrated microproprties. Notice that the max-
imum height of the laboratory specimens, including infill material
( =t 12 mm) and rock-like material, was 36mm. In numerical models,
the height was reduced to 30mm to reduce the computational time. The
dimension of numerical specimens are illustrated in Fig. 13a. This as-
sumption was numerically reasonable because no damage was con-
sidered to occur in the rock sample [65]. Therefore, material vessels
with the dimension of 60×30 (mm) were generated and filled with the
particles having a size of =D 0.48 mmmin and =D 0.64 mmmax . The
steps required for the generation of DEM specimen of infilled rock joint
is demonstrated in the specimen of infilled rock joint is demonstrated in
Fig. 13b. Firstly, a material vessel with a dimension of 60×30 was
generated. In the next step, the mode was solved to reach equilibrium.
The particle assembly was then divided into two separate groups,
namely infill particle and rock particle groups. The geometry of rock
joints asperity angles of °20Â and °30Â was imported into PFC 2D for
producing a single asperity rock joint. Then, based on the infill thick-
ness the required particles for generating the infill layer were selected,
and the desired infill thickness was achieved. As demonstrated in
Fig. 14a, there were three different contact groups constructed in the
system: rock-rock contacts, infill-infill contacts, and infill-rock contacts.
The proposed cohesive model was installed on the infill-infill and infill-
rock contact groups, and the PBM was installed on rock-rock contacts.
The calibrated micro-mechanical parameters obtained in Section 5.2
was employed to simulate the failure behaviour of infill-infill contacts.
The microproperties of rock-rock contacts were selected according to
the literature [49], which include Young’s modulus (9.0 GPa), shear to
normal stiffness ratio (1.85), cohesion (22.0MPa), and tensile strength
(25.0 MPa). These contact properties allowed us to ensure the rock-rock
contacts remained intact during simulations, without any asperity da-
mage.
5.6. DEM simulation of the direct shear test of infilled joints
After sample generation, particle configuration, and contact model
installation (Fig. 13), all the walls in the sample were removed, and
new walls were generated to apply the new boundary condition and
performing the direct shear test (Fig. 14b). Using the servo-controlled
mechanism, the constant normal stress was applied to the top wall of
the upper block (wall 1). The shearing procedure was achieved by ap-
plying a horizontal velocity of 0.03m/s to the lower block (i.e. walls 4,
5, and 6). The horizontal reaction force of wall 4 was monitored and
divided by the joint length (60mm) to calculate the shear stress during
the test. The horizontal displacement of the wall 4 was used to calculate
shear displacement during shearing. The synthetic numerical specimens
were sheared at two normal stresses of 100 kPa and 300 kPa. The shear
behaviour of infilled rock joints simulated in DEM was compared with
the experimental counterparts in Fig. 15a, and excellent agreement was
observed. As can be seen in Fig. 15a, in all the numerical samples, the
shear stress increased linearly from the beginning of the test, showed a
pre-peak response before reaching the peak. Then the behaviour be-
comes strain softening with a gentle post-peak slope until the end of the
shearing. Finally, the shear strength of the infilled rock joints remained
at a constant residual level. Notice that the four stages observed in the
laboratory specimens (Section 2.2) were accurately identified by the
proposed DEM framework, which will be described later in this section.
The numerical specimens with t a/ ratio of 1.3 and 4.25 returned the
highest and the lowest peak shear strength respectively (Fig. 15a). For
the specimen with 6mm of infill thickness, the influence of asperity
angle was more significant as it showed a higher peak shear stress. The
macroscopic response in the laboratory investigation for 6mm infill
thickness was a combined asperity sliding and material softening. In the
case of numerical samples with 12mm of infill thickness, the greater
number of cohesive contacts allowed them to have more control over
the macroscopic shearing behaviour as the restriction provided by the
asperity angle was reduced significantly. In fact, the wider space be-
tween joint surfaces enabled infilled particles to dominate the shear
performance of the joint. This resulted in a dominating influence ofFig. 12. Shear behaviour of DEM specimen with various particle sizes.
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infill contacts over asperity inclination, reducing the pre-peak hard-
ening, and consequently a significant reduction in the peak shear stress.
A detailed description of the shear mechanism of the infilled rock joint
will be provided in the future in this section.
The normal-shear displacement curves (Fig. 15a) show that the
numerical specimen were subjected to an initial compression during the
elastic stage. This initial compression was followed by a dilative re-
sponse for t a/ ratio of 1.3 and 2.7. However, the numerical results
showed that the dilatational behaviour of infilled rock joint reduced
when the t a/ ratio was 4.25. This was an indication that the asperity
inclination angle no longer had great effect on the overall dilation be-
haviour of the DEM specimen. For the smaller t a/ ratio of 1.3 and 2.7,
the initial compression was more significant under 300 kPa, which was
attributed to the higher compressive response of DEM particles due to
greater normal stress magnitude.
The damage evolution of cohesive infill was monitored during the
shearing process and the final results are given in Fig. 15b. Completely
damaged contacts are shown in red ( =D 1.0), bonded contacts are in
blue ( =D 0.0). It can be observed from Fig. 15b that the number of
softened contacts ( < <D0.0 1.0) was higher for numerical specimens
with a normal stress of 100 kPa. In contrast, at 300 kPa confining
pressure, the number of damaged contacts ( =D 1.0) was significantly
higher, indicating the greater resistance of the infill layer against
shearing.
The peak and residual strengths obtained from DEM simulation are
plotted against t a/ , and the results are illustrated in Fig. 16. The la-
boratory results are also included in Fig. 16 to make a better compar-
ison. It can be seen from Fig. 16 that the peak and the residual strength
of the infilled rock joints were very well captured by the proposed DEM
framework. The numerical results showed that asperity interference
highly influenced both the peak and residual strengths when <t a/ 2.67,
while at =t a/ 4.25 the shear behaviour of the infilled rock joint was
approximately governed by the infill material.
The value of damage in each infill contact was monitored at dif-
ferent shearing stages introduced in Section 2.1, and the results are
illustrated in Fig. 17. For demonstration purposes, only the results of
the numerical specimen with =t 6 mm and = °α 30Â are analysed. The
points at which the damage evolution was monitored are marked with
yellow circles on the graphs (Fig. 17a), and their corresponding damage
responses are illustrated in Fig. 17b. Fig. 17a illustrated the shear stress-
displacement and normal-shear displacement curves of the DEM spe-
cimen. In the following paragraphs, the shear mechanism observed
during numerical modelling of infilled rock joints is described.
The elastic phase (Fig. 17a, stage I) in the numerical models with
infilled rock joint was similar to that of achieved for DEM soil speci-
mens. However, the infilled specimens presented a higher value of
shear stiffness, which was attributed to the higher resistance of the infill
layer against shear displacement due to the presence of idealised as-
perities. During the elastic stage, the shear strength of the specimens
was rapidly increased. Similar to the laboratory counterpart, the nu-
merical specimen with 300 kPa confining pressure showed a higher
value of shear stiffness. The normal-shear displacement curve (Fig. 17a)
shows that the DEM specimens exhibited initial compression during
stage I, which was due to the compressive response of DEM particles.
This initial compression was higher under 300 kPa of normal stress
magnitude. The corresponding damage evolution response of the nu-
merical specimens at the end of the elastic stage (Fig. 17a, point “a”)
was monitored and depicted in Fig. 17b. It can be seen that under both
100 and 300 kPa of normal stress, some of the contacts at the upper left
and lower right of the infill layer entered to their yielding limit
( < <D0.0 1.0) (Fig. 17a, point “a”). As expected the numerical spe-
cimen with =σ 300n0 kPa exhibited more softened contacts at this point.
Fig. 13. (a) The dimension of numerical specimens. (b) Different steps for generation of particle assembly for conducting a numerical direct shear test on infilled rock
joints.
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The accumulation of these softened contacts formed macroscopic lo-
calised shear zones. The numerical models displayed an overall non-
linear hardening response during stage II (Fig. 17a), which akin to the
experimental samples, had two leading factors. Firstly, the nonlinearity
of the shear stress-displacement curve was associated with the reduc-
tion in the shear stiffness, which was the results of the rapid growth in
the number of yielding contacts ( < <D0.0 1.0). Secondly, the con-
tinuous shear displacement of the rock joint intensified the degree of
asperity interference, which improved the resistance of DEM contacts
against shearing. This produced a pre-hardening behaviour at macro-
scopic scale leading to a higher peak shear strength in infilled rock
joints than that of soil itself (Fig. 17a, point “b”). It can be observed that
in the numerical specimens with higher confining pressure, higher peak
shear strength resulted at the end of stage II (Fig. 17a, point “b”). The
normal-shear displacement curve (Fig. 17a, stage II) demonstrates that
at point a, the dilative response of the infilled rock joints started, which
was attributed to asperity interference as a result of progressive shear
displacement of the rock joint. This occurred when the thickness of the
infill layer was relatively thin.
During post peak stage (Fig. 17a, stage III), the number of yielding
contacts started to increase within the infill layer, which is evident by
the softening response of the shear stress-displacement curves. In par-
ticular, the intensity of softening was less pronounced at lower con-
fining pressure (Fig. 17a, stage III, =σ 100n0 kPa). This can be confirmed
by the damage response of the contacts within the numerical specimens
(Fig. 17b, point “c”), where very few completely failed contacts
( =D 1.0) were observed for =σ 100n0 kPa, whereas specimen with
=σ 300n0 kPa exhibited a considerable number of damaged contacts.
The growth in the localised shear zone evolution was accelerated from
this stage because more cohesive contacts started to soften. Physically,
the softening process is associated with the gradual degradation of the
inter-particle bonding followed by frictional interaction of soil particles
in the localised shear zones. In this context, the micro-mechanical
mechanism incorporated in the proposed DEM framework was able to
very well capture the phenomenological aspects of cohesive soil failure
at the macroscopic scale. The rate of dilation response of infilled rock
Fig. 14. The numerical sample including an infill layer after contact installation; the proposed cohesive model was installed on infill-infill, and infill-rock contacts
and PBM was used to characterise rock-rock contacts. (a) Particle assembly and assignment of constitutive models. (b) The boundary condition required for con-
ducting the direct shear test on infilled rock joints.
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Fig. 15. Comparison of direct shear test results from the laboratory experiment and DEM simulations using the proposed cohesive model. (a) Comparison of the shear
stress-displacement and normal-shear displacement curves from laboratory tests and DEM simulations for infilled rock joints with asperity angle of 20° and 30° and
infill thickness of 6 and 12mm. (b) Damage evolution in the numerical specimens.
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joints reduced in stage III (Fig. 17a, stage III), which could be attributed
to growth in the number of softening contacts, and the extension of the
localised shear zone. During stage IV, the frictional behaviour of DEM
particles at grain scale produced a macroscopic residual response in the
shear stress-displacement curves (Fig. 17a, stage IV). The progressive
shear displacement of the specimens during stage IV resulted in the
extension of the localised shear zones, and accordingly the growth in
the number of yielding contacts (Fig. 17b, point “d”).
The procedure described above was observed for all of the numer-
ical models. As demonstrated in Fig. 15a and b, the micro-mechanical
behaviour of the cohesive contacts were affected by the magnitude of
the normal stress thus the macroscopic response of the numerical
samples in terms of both damage evolution and the peak and the re-
sidual shear stresses were changed. In the present research, we assumed
no asperity damage. It can be observed from Fig. 17c that the damage
only occurred in the infill layer. The DEM particles of the infill layer are
not given in this plot to better demonstrate the cohesive contacts.
6. Conclusion
This paper presents a combined experimental-numerical investiga-
tion for the characterisation of the shear behaviour of clay-infilled rock
joints. A series of laboratory direct shear tests were carried out on in-
filled rock joints filled with a cohesive soil. Idealised single asperity
rock joints with a base angle of 20° and 30° were created and tested
under CNL condition with 100 and 300 kPa of normal stress magnitude.
The macroscopic properties of cohesive soil were also obtained from
direct shear test results carried out on the soil. The experimental ap-
proach provided the macroscopic response of various infilled rock
joints, while a proposed DEM framework supplied further insights into
the failure mechanism and microscopic damage response of the cohe-
sive soil. The microproperties of the proposed DEM framework were
calibrated against the outcome of laboratory direct shear tests of co-
hesive soil. In particular, the cohesion and friction angle of the physical
soil were numerically obtained similar to the experimental results. The
calibrated DEM framework was then employed to reproduce the me-
chanical and failure behaviour of the infilled rock joints. The DEM re-
sults demonstrated a good agreement with the experimental counter-
parts. Based on the laboratory and DEM results, the following
conclusions can be drawn:
1- The shear stress-displacement curves of the clay-infilled rock joints
exhibited four different stages in both experimental and numerical
observations. During stage I, the shear stress of the infilled rock
joints was rapidly increased. A nonlinear hardening response was
observed during stage II, which was associated with the progressive
bond-break in the infill layer, and enhancement of asperity inter-
ference. Then the peak shear strength of the rock joint was achieved,
following with a gradual softening response (stage III). Finally, due
to frictional behaviour between infill particles, a macroscopic re-
sidual response was achieved.
2- The normal-shear displacement curves showed that the infilled rock
joint exhibited an initial compression. A dilative behaviour for t a/
ratio of 1.3 and 2.7 followed this initial compression. For the highest
t a/ ratio, however, the normal displacement of infilled rock joint
approached to that of the soil itself.
3- The observations showed that the intensity of the softening response
increased significantly with increasing the magnitude of normal
stress. The numerical damage response showed that under high
Fig. 16. The comparison between numerical and experimental peak and re-
sidual strength of the infilled rock joints.
Fig. 17. Damage evolution in the infill layer ( = =°α t30 and 6 mmÂ ). (a)
Shear stress-displacement curve for infilled rock joint. (b) Damage evolution
pattern after different shear displacement. (c) Enlarged view of the damaged
contacts in the infill layer ( =σn0 100 kPa).
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confining pressure the number of completely failed contacts
( =D 1.0) was proportionally higher than that of low confining
stress.
4- The DEM results showed that localised shear zones at the point in
which a transition from elastic behaviour to nonlinear elastic be-
haviour occurred. These localised shear zones largely extended
during the shearing procedure, with a progressive increase in the
number of yielding contacts ( < <D0.0 1.0). It was observed that,
the DEM specimen with high confining pressure reproduced more
completely damaged contacts compared to specimens with low
normal stress magnitude.
5- The macroscopic behaviour of the numerical and experimental
specimens in terms of peak and residual shear strengths were also
interpreted based on t a/ . Both numerical and laboratory results
showed that the asperity interference was the major contributing
factor for specimens with <t a/ 2.67. However, when =t a/ 4.25, the
mechanical behaviour of the infilled rock joint was approximately
governed by the infill layer.
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Appendix A. Model implementation algorithm in PFC2D
The common approach for implementing the user-defined contact models in PFC is to write the stress-return algorithm in C++, and compile the
code as Dynamic Link Library (DLL) files [24]. The DLL files can be execuated whenever needed during numerical computations. The normal and
shear stress of the cohesive contacts are updated based on their corresponding incremental relative displacement. The inelastic response of the
contacts is determined by considering trial stress state [54]:
= +σ σ k duntrial n n n0 (22)
= +σ σ k dustrial s s s0 (23)
The value of yield function is then updated according to the Eq. (15). The cohesive contact enters to its softening stage if >F 0, and the normal
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Finally, the normal and shear stresses are corrected as follows:
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The stress-return algorithm is operated on all yielding bonds with >F 0trial until 99.99% of the contact cohesion is damaged. At this point, the
bond between two DEM particles is broken ( =D 1.0). In the stress-return algorithm developed in C++, the corresponding DEM stresses, which are
needed to compute Ftrial, are obtained according to bond cross-sectional properties. This implementation approach was successfully followed by
other researchers (e.g. Nguyen et al. [20,21]). The cross-sectional area (Ā) of DEM contact in two dimensional space is defined as [24]:
=A R¯ 2 ¯ (27)
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R1 and R2 are the radius of two adjoining DEM particles that bonded together. Potyondy and Cundall [31] proposed a deformability method, in

















During calibration procedure normal to shear stiffness ratio k k¯ / ¯n s was initiated to determine the shear stiffness of the contacts (k̄ s) [67,71]. For
calibration purposes in PFC2D, the user is allowed to alter the contact stiffnesses after assigning Ēc [24], which is the approach followed in the
present research.
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Abstract
In this paper, the micro-cracking behaviour of pre-cracked Barre granite is investigated using a grain-based distinct element 
model (GBM). We investigated and demonstrated a cohesive model in a distinct element code, PFC2D, to mimic the elastic 
and softening response of the intra-grain contacts in the GBM. The study employed the smooth-joint model to simulate the 
micro-cracking behaviour of grain interfaces. The grain size distribution, as well as the mineral constituent of Barre granite, 
was incorporated in the numerical model. The model was calibrated against uniaxial compressive strength and Brazilian 
split-tensile-strength tests. We found that the GBM framework successfully reproduced the macroscopic physical properties 
obtained from the laboratory tests. When calibration was complete, the geometries of pre-existing cracks, which were consid-
ered in the experimental testing, were imported into the numerical model and used to generate synthetic, pre-cracked Barre 
granite. The macroscopic cracking process in the generated numerical models was observed by monitoring the evolution of 
intra- and inter-granular micro-cracks. The cracking and coalescence behaviour of numerical pre-cracked granite revealed 
that the proposed GBM approach can replicate the macroscopic fracturing pattern of pre-cracked Barre granite with close 
agreement to the experimental observations. The crack initiation, coalescence, and peak axial stresses were also recorded 
during numerical testings, and a good agreement was also achieved between these simulated results and the laboratory data. 
The proposed GBM framework is promising for research into micro-cracking behaviour of pre-cracked crystalline rocks 
under compressive loading.
Keywords Discrete element modelling (DEM) · Grain-based model (GBM) · Pre-cracked crystalline rock · Cohesive 
contact model · Micro-cracking response
1 Introduction
The determination of rock mass strength and damage mecha-
nism of granitic rocks is critical at the design and construc-
tion stages of civil and mining projects. Mining excavations 
at great depths generate challenges in the development 
of mining structures such as pillars and tunnels (Bahrani 
et al. 2011). Figure 1a illustrates an underground structure 
excavated in a massive to moderately jointed rock mass. 
As planes of weaknesses, discontinuities (e.g. joints) can 
affect the strength, deformation, and failure behaviour of 
rock masses (Brady and Brown 2004). Since discontinuities 
often have various characteristics, the scale at which they are 
studied is crucially important. Conducting large-scale in situ 
tests to determine the mechanical properties of rock mass are 
usually costly and challenging, especially around the excava-
tion damaged zones (Hoek and Diederichs 2006). Alterna-
tively, Farahmand et al. (2018) used a numerical approach to 
characterise the scale dependency of modulus and strength 
of a rock mass. They concluded that, for the numerical rock 
blocks with a height of less than 7 m, the rock mass prop-
erties remained relatively unchanged (Fig. 1b). They also 
observed that in the numerical specimens with 7 m height, 
the macroscopic cracks mostly formed around the pre-exist-
ing cracks, which is in agreement with the experimental 
observations of Moradian et al. (2016) obtained from small-
scale Barre granite specimen (i.e. 152 mm × 76 mm) (Fig. 1 
c). Conducting laboratory tests on pre-cracked specimens 
(i.e. Fig. 1c) enhances our understating about the crack-
ing processes and damage behaviour of rocks. The results 
of such experimental testing can serve as a basis for the 
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development of constitutive models (i.e. in continuum meth-
ods) that can be used for the simulation of field-scale prob-
lems (Bobet and Einstein 1998). The macroscopic cracking 
response, however, is influenced by the microstructure of 
the rock at the grain scale (Wu et al. 2000). In this respect, 
studying the underlying mechanism of the initiation of inter- 
and intra-grain micro-cracks is crucial (Fig. 1d).
The development of macroscopic fractures due to the ini-
tiation and coalescence of inter- and intra-grain micro-cracks 
is the dominant damage mechanism influencing the mechan-
ical behaviour and integrity of brittle rocks (Moradian et al. 
2016; Morgan et al. 2013). Different parameters, such as 
grain shape and size, the type of minerals, and the pres-
ence of pre-existing cracks, affect the mechanical and failure 
responses of rock as a heterogeneous material. The mechani-
cal behaviour of the rock mass is controlled by intact rock 
blocks and defects (i.e. joints, fractures, and cracks) (Taheri 
and Tani 2010). One of the main reasons for rock mass fail-
ure is the coalescence of pre-existing flaws (Yin et al. 2014; 
Zhou et al. 2018).
Many scientists have concluded that the mechanical and 
failure behaviours of crystalline rocks are highly influenced 
by inter- and intra-grain crack initiation and crack propaga-
tion at the mineral scale (Diaz et al. 2016; Rodríguez et al. 
2016; Tavallali and Vervoort 2010; Tuğrul and Zarif 1999) 
(Fig. 1d). Therefore, studying the macroscopic failure and 
mechanical behaviour of pre-crack rock specimens is highly 
relevant during the process of rock mass characterisation, 
especially for the evaluation of rock mass strength (Bahrani 
and Kaiser 2016; Cao et al. 2016; Liu et al. 2018; Mayer and 
Stead 2017; Morgan et al. 2013).
The early laboratory investigation of the macroscopic 
cracking behaviours of rock was conducted by Brace and 
Bombolakis (1963). Later, others experimentally studied the 
mechanical behaviour of rock specimens that included pre-
existing cracks (Bobet and Einstein 1998; Horii and Nemat-
Nasser 1985; Li et al. 2005; Shen et al. 1995; Wong and 
Chau 1998). Rock-like materials were used in some of these 
studies to better illustrate the fracturing mechanism under 
uniaxial compressive loading (Bobet and Einstein 1998; 
Zhao et al. 2018). Various types of macroscopic cracks 
were identified by Zhou et al. (2014), including wing cracks, 
quasi-coplanar secondary cracks, oblique secondary cracks, 
out-of-plane tensile cracks and out-of-plane shear cracks. A 
high-speed video system was used by Miller and Einstein 
(2008) and Morgan et al. (2013) to observe crack initia-
tion, propagation, and coalescence in Barre granite tested 
under uniaxial compressive loading. Moradian et al. (2016) 
used the acoustic emission (AE) technique. They identified 
various cracking levels of pre-cracked Barre granite during 
failure.
Although laboratory testing is the most common approach 
for studying the cracking behaviour of brittle crystalline 
rocks, conducting laboratory test on pre-existing specimens 
(especially natural crystalline specimens) is expensive, 
and highly time-consuming. In addition, investigating the 
influence of various parameters such as grain size distribu-
tion, mineral content, etc., on the mechanical and fracturing 
behaviour of the pre-cracked specimens is highly restricted 
in the laboratory environment.
Recent advancements in computational techniques have 
made numerical methods a promising alternative tool with 
which to study rock mass behaviour at a variety of scales. 
Using a stochastic distribution of grain properties (e.g. 
Weibull distribution), the influence of heterogeneity on the 
mechanical responses of a rock mass can be numerically 
Fig. 1  a An underground structure (tunnel) excavated in a massive to 
moderately jointed rock mass. b Damage evolution in a large-scale 
numerical specimen containing randomly distributed fractures under 
compressive loading after Farahmand et al. (2018). c Damage evolu-
tion in laboratory-scale Barre granite due to coalescence of pre-exist-
ing cracks under compressive loading after Moradian et  al. (2016). 
d Distribution of intragranular and intergranular micro-cracks under 
compressive loading (after Ündül et al. 2015)
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investigated (Gao et al. 2016). Advanced numerical meth-
ods have been used by many scientists to characterise the 
rock structure at the grain level (Bahrani and Kaiser 2016; 
Gao et al. 2016; Liu et al. 2018; Nicksiar and Martin 2014). 
The finite element method (FEM), distinct element meth-
ods (DEM), and the hybrid finite–discrete element methods 
(FDEM) are generally used for simulating the failure and 
deformation of rock. Of these numerical methods, DEM has 
been found to be a more promising tool for characterising 
the mechanical and failure behaviour of rocks. According to 
a review study conducted by Zhang and Wong (2018), both 
FEM and FDEM suffer from some issues such as difficulties 
in understanding the behaviour of individual cracks, and a 
dependency of micro-cracking responses on the fracturing 
mechanisms.
Two grain-based model (GBM) techniques—particle 
flow code (PFC) (Itasca 2016), and triangular and polygo-
nal grains in UDEC (Gao et al. 2016; Kazerani and Zhao 
2010) employ DEM principles during simulation. Both mod-
els characterise the heterogeneity and failure behaviour of 
crystalline rocks. These numerical methods have attractive 
advantages such as producing numerical crystalline speci-
mens with similar geometrical characteristics to the physi-
cal specimen (Zhang and Wong 2018). Potyondy (2010a) 
developed the PFC-GBM model to represent the minerals 
of crystalline rock by a polygonal grain structure. According 
to Potyondy (2010a), an ideal polygonal structure genera-
tion procedure should reproduce a grain microstructure with 
similar topological and statistical properties of the physical 
specimen. The grain structure in PFC2D is generated based 
on the mineral content and size of each mineral. By using a 
random generation scheme, numerous GBM specimens with 
the same statistical volumetric percentages and size distribu-
tions but various distributions of minerals can be generated 
(Hofmann et al. 2015a). The axial splitting failure mode has 
frequently been observed in crystalline rocks (Bewick et al. 
2014a, b; Potyondy 2010a; Zhang and Wong 2018), as a 
result of propagation and coalescence of micro-cracks along 
grain boundaries (Liu et al. 2018). An assembly of DEM 
particles represents the polygonal grain in PFC-GBM, and 
the contacts between these particles can be broken to mimic 
the development of intra-grain micro-cracks. The interfaces 
between the polygonal structures represent the grain bounda-
ries. The DEM particles in PFC-GBM are laid along the 
interface and bonded together using an interface–contact 
constitutive model known as the smooth-joint model (SJM). 
The behaviour of inter-grain micro-cracks can be reproduced 
by breaking the bonds in boundary contacts. This approach 
has been widely used in the literature to simulate the micro-
cracking behaviour of crystalline rocks (Bahrani et al. 2014; 
Hofmann et al. 2015a; Liu et al. 2018).
Although DEM has become a promising numerical tech-
nique to simulate the fracturing behaviour of crystalline 
rocks, the number of research studies on constitutive con-
tact models is still limited. The parallel-bond model (PBM) 
proposed by Potyondy and Cundall (2004) is one of the 
earliest DEM-based contact models that characterises the 
mechanical behaviour of brittle rocks. The PBM, which is 
available in PFC-GBM framework, has been widely used 
in the literature as an intra-grain contact model that mimics 
the cracking behaviour of minerals (Hofmann et al. 2015a, 
b; Li et al. 2018; Liu et al. 2018). The contact forces in 
PBM are related to maximum normal, and shear stresses 
acting within the bonded contact (Itasca 2016). Accord-
ing to Potyondy and Cundall (2004), the bond strength in 
PBM is characterised by cohesion and tensile strength of the 
contact, and once either of the maximum stresses exceeds 
the bond strength, bond breakage occurs, and the contact is 
removed from the model. The bond break in PBM results in 
an abrupt reduction of contact forces to zero (Itasca 2016; 
Nguyen et al. 2017a, b), which releases an enormous amount 
of energy (Khazaei et al. 2015). However, in physical mate-
rial the bond breakage occurs due to the weakening of the 
cohesional component of the rock in a gradual process 
(Hajiabdolmajid et al. 2002; Khazaei et al. 2015). Accord-
ing to Nguyen et al. (2017b), a huge number (e.g. millions) 
of DEM particles is required at microscale to simulate the 
microscale softening behaviour, which is hard to achieve, 
if not impossible (Nguyen et al. 2017b). As an alternative 
approach, many scholars suggest that by incorporating a sof-
tening response in the force–displacement law of PBM, the 
failure behaviour can be simulated more realistically at the 
particle level (Khazaei et al. 2015; Ma and Huang 2018a, 
2018b; Nguyen et al. 2017a, b). A combination of damage 
mechanics and plasticity theory, which describe fracture as 
a gradual process of strength degradation and energy dissi-
pation, has been considered to be an appropriate alternative 
to characterise the failure mechanism at the particle level 
(Nguyen et al. 2017a, b).
Another challenge involved in simulating the crystalline 
rocks using the PFC-GBM approach is the high number of 
micro-mechanical parameters incorporated in the constitu-
tive models of inter- and intra-grain contacts. In this paper, a 
cohesive bond model proposed by Saadat and Taheri (2019) 
is employed that uses a single initial cohesion to define 
the contact strength, and the model produces a softening 
response in mode I (tensile), mode II (shear), and in mixed-
mode cracking. There are different cohesive models avail-
able in the literature (Kazerani et al. 2012; Nguyen et al. 
2017a, b; Pouya and Yazdi 2015). However, in the proposed 
cohesive model, the complexity of the previous models is 
reduced, and only one micro-parameter (cohesion) is consid-
ered to represent the contact strength to facilitate the calibra-
tion procedure (Saadat and Taheri 2019). For simulating the 
fracturing behaviour of grain boundaries, the smooth-joint 
model (Itasca 2016) is assigned to inter-grain contacts.
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The focus of this research is to propose a grain-based 
model (GBM) framework augmented with a softening model 
that can mimic the mechanical and failure behaviour of pre-
cracked crystalline rocks. This is because, despite the number 
of numerical studies using PFC-GBM for simulating the fail-
ure response of crystalline rocks, no comprehensive study in 
the literature investigates this approach’s capability in repro-
ducing the micro-cracking response of pre-cracked speci-
mens using a cohesive contact model. The proposed GBM 
framework was calibrated against the experimental uniaxial 
compressive strength and Brazilian split-tensile-strength test-
ing results using Barre granite. The calibrated model was 
then used for simulating the macroscopic mechanical and 
fracturing behaviour of physical pre-cracked Barre granite, 
and a good agreement was obtained. We found that using the 
proposed GBM framework, both inter- and intra-grain micro-
cracking behaviour can be simulated. These capabilities pro-
vided a better insight into the influence of the microstructural 
features of the pre-cracked granite’s failure mechanisms.
2  Grain‑Based Modelling in PFC2D
In previous numerical simulations of hard rocks using 
PFC2D, the ratio between the tensile strength and uniaxial 
compressive strength was found to be overestimated when 
compared to experimental observations (Yoon et al. 2012). 
An efficient DEM approach should be able to characterise 
the fracturing mechanism of rocks with a close agreement to 
the experimental observations. A prerequisite in DEM-based 
studies is to calibrate the micro-mechanical properties of 
the contact model. In general, the Brazilian tensile strength 
(BTS) of the crystalline rocks is much lower than their UCS 
(Ma and Huang 2018a). In PBM, a high value of the micro-
tensile strength and cohesion are needed to achieve a rea-
sonable UCS that matches the experimental data. The set 
of micro-mechanical parameters achieved during UCS test 
cannot approximate the BTS, which is due to the high value 
of micro-tensile strength. If one reduces the micro-tensile 
strength to match the BTS with the experiment, the PBM 
contacts fail earlier in the UCS test, resulting in a lower axial 
strength compared to the laboratory counterpart (Potyondy 
2012). The reason is that when a PBM contact fails either 
in tension or shear, the contact force reduces abruptly to 
zero, which inhibits matching the UCS (Potyondy 2012). 
Therefore, PBM cannot mimic the tension failure of rocks 
with an acceptable level of accuracy (Hofmann et al. 2015a).
The failure behaviour of pre-cracked Barre granite was 
extensively studied by Morgan et al. (2013) and Miller (2008). 
According to their experimental observations, at crack initia-
tion stress, the initial macroscopic fractures in the pre-cracked 
granite are tensile cracks. Indeed, since PBM overestimates 
the BTS/UCS, the macroscopic tensile cracks and their 
corresponding crack initiation stress cannot be well captured 
by this model.
To overcome this issue, the clumped particle model was 
developed. In the clumped particle model, several DEM par-
ticles are clumped together to generate arbitrary shapes. It is 
used by many researchers to model crystalline rocks (Cho et al. 
2007; Yoon et al. 2012). The main problem with clumped par-
ticles is that they are considered to be rigid bodies that cannot 
fail (Hofmann et al. 2015a). The clumped particle method can-
not reproduce the intra-grain micro-cracking behaviour that 
has been extensively observed in the laboratory e.g. Moore 
and Lockner (1995). Hence, the grain-based modelling (GBM) 
approach was developed by Potyondy (2010a), to simulate the 
micro-cracking behaviour of grains and mineral interfaces. 
The two-dimensional PFC-GBM has been used extensively 
to simulate the mechanical behaviour of rocks (Bahrani and 
Kaiser 2016; Bahrani et al. 2014; Hofmann et al. 2015a; Liu 
et al. 2018). The PFC-GBM approach mimics the microstruc-
tural behaviour of crystalline rocks, and achieves a highly 
accurate ratio between tensile strength and uniaxial compres-
sive strength.
The procedure to generate a grain-based model in PFC2D 
(Potyondy 2010a) is described as follows. Firstly, a particle 
assembly is generated with a desired mineralogical composi-
tion and grain size distribution (Fig. 2a). The DEM particles at 
this stage must have at least two contacts. Figure 2a illustrates 
a PFC2D model where the centre points of neighbouring DEM 
particles are connected. Secondly, a void must be defined as a 
closed chain of DEM particles and contacts (Fig. 2b). Thirdly, 
a network of polygons is created by joining the internal-void 
centroids (Fig. 2c). Before generating the mineral, DEM par-
ticles with fewer than three contacts are removed. Finally, a 
polygonal grain structure that mimics the mineral distribution 
of crystalline rock is formed (Fig. 2d). This polygonal grain 
structure then is employed to generate the GBM by being laid 
over a grain structure containing smaller DEM particles on a 
new particle assembly.
Figure 3 shows an example of a grain-based structure con-
structed in PFC2D. Figure 3a illustrates a particle assembly 
overlaid on a polygonal structure. In PFC-GBM, two sets of 
contacts are required: one set of contacts forming the grain 
boundaries (inter-grain contacts), and the other connecting 
the DEM particles inside the grains (intra-grain contacts) 
(Fig. 3b). In the present research, two different contact consti-
tutive models are employed to simulate inter- and intra-grain 
micro-cracking behaviour.
3  DEM Contact Constitutive Models
The PFC-GBM approach generates a synthetic material 
that models a crystalline rock with a breakable polygonal 
grain structure (Bahrani et al. 2014). In the present study, 
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a cohesive model was installed on the intra-grain contacts. 
The smooth-joint model, which is an interface contact con-
stitutive model, was assigned to the grain boundary con-
tacts. Note that the smooth-joint model was employed as 
a non-cohesive interface model in the current study. This 
approach has been followed by many researchers in previ-
ous studies (Bahrani and Kaiser 2016; Bahrani et al. 2014; 
Bewick et al. 2014b; Liu et al. 2018). In future investiga-
tions, the cohesive constitutive model can be incorporated 
into the interface model to observe possible mechanical 
differences and, probably, new macroscopic fracturing 
patterns. This section describes the constitutive relation-
ships of the cohesive model. More details regarding model 
validation can also be found in Saadat and Taheri (2019).
3.1  The Proposed Cohesive Model
This study used a new cohesive, constitutive model proposed 
by Saadat and Taheri (2019) for simulating the failure behav-
iour of intra-grain contacts in DEM codes. There are some 
cohesive models available in the literature (e.g. Le et al. (2017, 
2018); Nguyen et al. (2017a, b) that can be used as contact 
models in DEM. However, in the new cohesive model, the 
number of microproperties was reduced because it allows the 
users to alleviate the complexity of the calibration scheme. 
Additionally, increasing the simplicity of the numerical algo-
rithm makes the computations more time efficient.





 of the contacts was decomposed 
into an elastic and plastic components to account for reversible 
and irreversible displacements in the contacts:
The normal and shear stresses are linked to the relative 
displacement of the contact between two particles, and can 
be calculated by:
where n and s are normal and shear stresses in the bond-
ing contacts; un and u
p
n are the total and plastic normal dis-
placements; us and u
p





 are the normal and shear stiffnesses, 















Fig. 2  The procedure of mineral structure generation: a creation of initial particle assembly, b detection of internal-void centroids, c generation 
of target polygonal structure, d construction of final grain structure and removing the initial particle assembly after (Potyondy 2010a)
Fig. 3  An example of a grain-based model in PFC2D: a grain structures filled with DEM particles, coloured disks represent DEM particles, and 
black polygons depict grain interfaces; b inter- and intra-grain contacts in GBM
 M. Saadat, A. Taheri 
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respectively. The contact deformability method should be 
used to achieve contact stiffnesses in DEM codes (Poty-
ondy and Cundall 2004). This method will be discussed in 
Sect. 3.2.
3.1.1  Yield Criterion and Flow Rule
A yield function determines the failure state under which a 
bond-break between two DEM particles occurs. A simple 
yield function was used that accounts for the mixed-mode 
failure of the contacts, which allows the independent selec-
tion of the friction and strength components for the contacts:
where  is the friction coefficient of the contact and C is 
defined as:
In Eq. 5, C0 is the initial cohesion of the contacts,  is the 
softening parameters, and up is the contact’s accumulated 
plastic displacement, which can be calculated from its incre-
ments, defined as:
In this study, a damage parameter ( 0 ≤ D ≤ 1 ) used to 
measure the level of the contact’s deterioration, is defined as:
The damage parameter introduced in Eq. 7 can be used 
to monitor the softening stage of the contacts. Fully bonded 
contacts have D = 0 , and completely damaged contacts have 
D = 1.
At microscopic level, a dilatancy parameter is neces-
sary to account for the dilation response of the contacts. 
A non-associative flow rule was considered to satisfy this 
requirement:
where  is the dilation coefficient. Consequently, the flow 
rule of incremental displacement can be expressed as:
where d ≥ 0 is the plastic multiplier.
The inelastic behaviour of the contacts was updated via 






= s + n − C = 0,




































in which the trial stress increments were calculated as:
A Taylor expansion in the trial stress state gives:
From Eqs. 5, 9, and 10, we will have:







 (with “i” standing for 
“n”, or “s”) in (11), we obtain:
The plastic multiplier d can then be obtained as the solu-
tion of the equation Fnew = 0:





 are corrective normal and shear stress, 
respectively. The total incremental stresses are finally 
obtained from:
The model behaviour in mode I and II is illustrated in 
Fig. 4. The linear elastic portion of stress–displacement curves 
defines the contact behaviour before failure, followed by a non-
linear stage that represents contact softening due to the pro-
gressive degradation of cohesion.
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3.2  Model Implementation in DEM Codes
The common approach for implementing the user-defined 
constitutive models in PFC is to write the stress-return algo-
rithm in C ++, and compile the code as Dynamic Link Library 
(DLL) files (Itasca 2016). The DLL files can be executed 
whenever needed in PFC. As is mentioned in Sect.  3.1, the 
model considers the stiffness of contact to update the normal 
and shear stresses. Thus, it was required in C ++ to convert 
stresses to forces to develop the force–displacement law. This 
was achieved by considering bond cross-sectional properties of 
the contacts. This approach is successfully adopted by Nguyen 
et al. (2017a, b). In two-dimensional space, the cross-sectional 
contact area for two adjoining DEM balls is defined as (Itasca 
2016):
where R̄ can be measured as:
In the present study, in order to relate the normal stiffness 
of the contacts ( ̄kn ) to their elastic modulus ( ̄Ec ), the deform-
ability method proposed by Potyondy and Cundall (2004) 
was adopted. According to this method k̄n can be calculated 
as (Itasca 2016):
where L can be determined as follows:
The normal to shear stiffness ratio k̄
n/
k̄s can be initialised 
during the calibration procedure to calculate shear stiffness 








, ball − ball










R1 + R2, ball − ball
R1, ball − facet
.
of the contact are regarded as micro-mechanical parameters 
of the proposed GBM framework. Since k̄n and k̄s represent 
the stiffness of the cement bridges at grain scale, it may 
require a highly sophisticated experimental approach to 
determine these local properties. Alternatively, they can be 
calibrated against the standard laboratory tests (i.e. uniaxial 
compression test) (Hofmann et al. 2015a; Liu et al. 2018).
4  Modelling Pre‑cracked Granite
In general, the different minerals, pores, and defects in intact 
rocks control a rocks’ mechanical and deformation behav-
iours (Liu et al. 2018). Better insight into the damage process 
and failure behaviour of brittle materials can be obtained by 
studying the processes of the propagation and coalescence 
of macroscopic cracks that initiate from pre-existing flaws. 
In the GBM approach, micro-cracks initiate and propagate in 
the numerical specimen due to bond failures in the inter- and 
intra-grain contacts. In the presence of pre-existing cracks, 
the macroscopic failure pattern, and the material strength are 
influenced by the initiation and propagation of micro-cracks 
that form around the inner- and outer-flaw-tip regions of 
the pre-existing flaws. Prior experimental observations have 
revealed that the flaw inclination angle has an effect on gran-
ite’s fracturing processes (Miller and Einstein 2008; Morgan 
et al. 2013). In the following subsections, the calibration 
procedure of the GBM approach against laboratory data of 
Barre granite is described first. Then, the micro-parameters 
obtained during the calibration process are used to simulate 
the mechanical and cracking behaviours of Barre granite 
under uniaxial compression.
Fig. 4  Stress–displacement 
behaviour of the proposed cohe-
sive contact model in a Mode I, 
and b Mode II
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4.1  Calibration Procedure
The micro-mechanical parameters incorporated in the con-
stitutive relationships of the cohesive and smooth-joint mod-
els are different from the macroscopic parameters measured 
in the laboratory. Therefore, the micro-mechanical param-
eters must be obtained in a calibration procedure (Bahrani 
et al. 2014; Farahmand et al. 2018; Liu et al. 2018). In the 
present study, the mechanical properties of Barre granite 
given by Miller (2008) and Morgan et al. (2013) were used 
to calibrate the proposed GBM framework. The calibration 
procedure involved altering the microproperties of the model 
until reaching a reasonable match between simulated mac-
roscopic parameters and the laboratory test results. We used 
the results of the uniaxial compressive and Brazilian tensile 
tests of Barre granite to calibrate the GBM. The macro-
scopic parameters used in the calibration procedure included 
Young’s modulus, the uniaxial compressive strength (UCS), 
Poisson’s ratio, the Brazilian tensile strength (BTS), and the 
ratio of UCS/BTS.
4.1.1  Model Setup and Calibration
Barre granite approximately comprised 36% plagioclase, 
32% quartz, 18% K-feldspar, 8% biotite, 3% muscovite, and 
3% granophyre minerals (Morgan et al. 2013). The aver-
age grain size of Barre granite reported in the literature 
is 1.7 mm, with a minimum and maximum grain size of 
0.87 mm and of 2.54 mm, respectively (Morgan et al. 2013). 
These data were used for generating the synthetic specimens 
illustrated in Fig. 5. Due to the small percentage of mus-
covite and granophyre minerals, each was categorised as 
“other minerals”, together with biotite, during the specimen 
generation procedure. A unique set of micro-mechanical 
parameters were assigned to the DEM contacts that formed 
the “other minerals” group. In this research, the average 
grain size was slightly increased to 1.9 mm, which is still in 
the range of 0.87-2.54 mm, to make the numerical simula-
tions computationally efficient. Increasing the average grain 
size to reduce computation time has also been adopted in 
previous GBM studies (Bewick et al. 2014b; Liu et al. 2018). 
These assumptions were required to reduce the complexity 
of numerical simulations and were verified by comparing 
them with the laboratory results.
We generated a rectangular specimen with a height of 
152 mm and a width of 76 mm to simulate the uniaxial 
compression test (Fig. 6a). To produce reliable UCS results, 
particle sizes should be relatively small compared to the 
dimensions of the specimen (Munoz et al. 2016; Potyondy 
and Cundall 2004). Bahrani et al. (2014) and Hofmann et al. 
(2015a) suggested that at least five minerals are needed along 
the shorter dimension of the model to simulate a uniaxial test 
in PFC-GBM. In this research, a minimum particle radius 
of 0.2 mm was used, to ensure that each mineral was made 
of at least ten DEM particles. This increase in the number 
of DEM particles inside the grain allows for more realistic 
micro-cracking behaviour of the GBM. The numerical UCS 
specimen contains approximately 47,000 DEM particles.
ISRM (Ulusay 2015) suggested that the specimen diam-
eter in the Brazilian tensile test ought to be at least ten times 
the average grain size. Accordingly, for simulating the Bra-
zilian tensile test, a circular specimen with a diameter of 
75 mm, containing approximately 18,000 DEM particles, 
was generated in PFC2D (Fig. 5b). A close-up view of the 
polygonal grain structure generated by GBM approach is 
illustrated in Fig. 5c.
Fig. 5  Schematic of numerical 
test setups: a uniaxial compres-
sion test, b Brazilian tensile test, 
and c a close-up view of grain 
structure in synthetic Barre 
granite
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The calibration procedure is performed by considering a 
set of micro-mechanical parameters and conducting uniaxial 
compression and Brazilian tensile tests until the macroscopic 
properties captured by the proposed GBM framework match 
the corresponding properties gained from the experimental 
tests. A summary of the GBM calibration can be found in 
Bahrani et al. (2014), in which the process was explained 
by reproducing the mechanical and fracturing behaviour of 
experimental intact and granulated Wombeyan marble. This 
process was also confirmed by Hofmann et al. (2015a) and 
Liu et al. (2018).
The following steps were carried out to calibrate the pro-
posed GBM framework:
1. The first parameter calibrated was the rock’s Young’s 
modulus. A very high strength was assigned to the inter- 
and intra-grain contacts. Using a trial-and-error proce-
dure, the linear portion of the UCS test curve was fitted 
to its experimental counterpart by altering the Young’s 
modulus of the intra-grain contacts ( E
c
 ) and the shear 
and normal stiffness values of the smooth-joint model.
2. The Poisson’s ratio of the model was calibrated by alter-
ing the shear-to-normal stiffness ratio of the cohesive 
contacts, and the shear and normal stiffnesses of the 
smooth-joint contacts. This step was carried out in an 
iterative process with step 1.
3. The Brazilian tensile test was conducted after calibrating 
the rock’s Young’s modulus. This was used to obtain the 
macroscopic tensile strength of the rock by varying the 
tensile strength of the inter-grain contacts in the smooth-
joint model. The tensile strength of the smooth-joint 
model was reduced at this step to achieve the closest 
possible macroscopic tensile strength compared to the 
same value obtained from laboratory tests. The friction 
angle and friction coefficient of the smooth-joint model 
was also calibrated at this stage. A low value tensile 
strength needed to be assigned to the inter-grain contact 
at this stage, in order to obtain the macroscopic tensile 
strength of the Barre granite (Hofmann et al. 2015a; Liu 
et al. 2018).
4. Finally, the maximum axial strength (UCS) of the Barre 
granite was calibrated by altering the micro-properties 
of the cohesive model: Cohesion ( C0 ), the softening 
parameter (  ), and the friction and dilation coefficients 
( , ).
The stress–strain curves of the uniaxial compressive test 
and the Brazilian tensile test are depicted in Fig. 6. The 
micro-mechanical parameters obtained from the calibra-
tion procedure are listed in Table 1, and the macroscopic 
results of both the experimental and numerical tests are 
given in Table 2. Note that there is a discrepancy between 
the stress–strain results (Fig. 6a) from the beginning of load-
ing until axial stress equal to 40 MPa, even the overall stiff-
nesses of the stress–strain results obtained from the numeri-
cal modelling and the experimental study are similar. The 
discrepancy is mainly due to a bedding error measurement 
(Munoz et al. 2016; Taheri and Tani 2008), and to the clo-
sure of existing micro-cracks in the experimental measure-
ment at the beginning of loading, during the crack-closure 
stage (Taheri et al. 2016; Zeng et al. 2018). These two phe-
nomena create a curvature at the beginning of loading in 
the experimental measurement, which cannot be captured 
by the numerical model. Since a constant value for the stiff-
ness of inter- and intra-grain contacts needed in the GBM 
approach, a linear elastic response was reproduced by the 
model, even at the beginning of the numerical test. There-
fore, no curvature of numerical stress–strain curve (i.e. crack 
closure) was observed. The linear portion of the stress–strain 
graph (Fig. 6a) was used to calibrate the Young’s modulus 
of the rock (Potyondy 2010a). The reliability of the numeri-
cal models can be validated by comparing the numerical 
results with the Young’s modulus, UCS, tensile strength, and 
Poisson’s ratio of the rock (Farahmand et al. 2018; Li et al. 
2018; Potyondy 2010a; Potyondy and Cundall 2004). In the 
present study, the mechanical parameters of Barre granite 
were captured by the proposed GBM framework. Therefore, 
Fig. 6  Stress–strain curves 
obtained from numerical simu-
lations: a uniaxial compression 
tests, and b Brazilian tensile test
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the underestimation of the initial crack closure had negligi-
ble implications on the outcome of the present study. This 
assumption was verified in the early attempts of PFC-GBM 
approach (Potyondy 2010a, b), which is widely adopted in 
the current GBM investigations (Farahmand et al. 2018; Li 
et al. 2018; Liu et al. 2018; Peng et al. 2017). In Sect. 5, the 
selected microproperties will be further validated by simu-
lating the pre-cracked Barre granite specimens.
Figure 6b depicts the stress–strain curve of the Brazilian 
tensile test. It shows a linear elastic phase, a peak tensile 
strength, and an abrupt reduction of axial loading. Note that 
the stress–strain curve related to the Brazilian tensile test 
is not provided by Miller (2008). Therefore, only the peak 
tensile strength obtained from the numerical simulation was 
compared with experimental observations. This calibration 
approach was also followed in a number of previous numeri-
cal studies (Bahrani et al. 2014; Bewick et al. 2014b; Hof-
mann et al. 2015a; Liu et al. 2018).
The final macroscopic fracturing responses observed in 
the uniaxial compressive and Brazilian tensile tests are illus-
trated in Figs. 7, 8, respectively. The macroscopic fractur-
ing response of the specimen under uniaxial compression is 
illustrated in Fig. 7a. For more clarity, the micro-cracking 
pattern of uniaxial test is shown separately.
It can be seen from Fig.  7b that the grain boundary 
micro-cracks dominated the specimen. This observation is 
in agreement with Mosher et al. (1975) who experimentally 
studied the fracturing characteristics of granite and found 
that the macroscopic tensile cracks that formed subparal-
lel to the direction of compressive loading dominate the 
failure of brittle rocks. At pre-peak, the intra-grain contacts 
entered to their yielding limit (softening behaviour). After 
cohesion degradation ( D = 1.0 ), bond-break occurred and 
intra-grain micro-cracks initiated. At some locations in the 
specimen (Fig. 7b), the interaction between inter- and intra-
grain micro-cracks formed the macroscopic shear cracks, 
which was consistent with the macroscopic shear failure 
observed in brittle crystalline rocks (Hofmann et al. 2015a; 
Li et al. 2018). The majority of micro-cracks propagated and 
developed along the axial direction. Macroscopic fractures 
generated in brittle crystalline rocks under uniaxial compres-
sion are often dominated by cracks at the micro-level, in a 
direction approximately perpendicular to the loading plates. 
The failure mode observed in the present study’s numeri-
cal simulation is called “axial splitting”, which is in agree-
ment with previous observations (Potyondy 2010a). Figure 8 
shows that no intra-grain micro-cracks were observed during 
Table 1  Calibrated micro-mechanical parameters for simulating the macroscopic behaviour of Barre granite
Micro-mechanical parameters of the grains (the cohesive contacts)
Element Parameter Grain 1 plagioclase Grain 2 quartz Grain 3 K-feldspar Grain 4 other
Particles forming grains Minimum particle radius forming grain, Rmin 
(mm)
0.2 0.2 0.2 0.2
Maximum to minimum radius ratio, 
Rmax/Rmin
1.66 1.66 1.66 1.66
Cohesive model Young’s modulus, Ēc (GPa) 12.5 14.0 10.5 5.8
Normal to shear stiffness ratio, ( k̄
n/
k̄s)
2.0 1.0 2.0 1.5
Cohesion, ( C0 ) (MPa) 125 165 125 90
Friction ratio, ( ) 0.55 0.55 0.55 0.55
Dilation ratio, ( ) 0.22 0.22 0.22 0.22
Softening parameter  (1/m) 12 × 106 15 × 106 12 × 106 10 × 106
Micro-mechanical parameters of the grain boundaries (the smooth-joint contacts)
Smooth-joint model Normal stiffness, ( ̄kn ) (GPa) 87,000
Shear stiffness, ( ̄ks ) (GPa) 47,000
Tensile strength, ( c ) (MPa) 9.0
Cohesion, ( Csj ) (MPa) 150
Friction angle, (  ) (°) 82
Friction coefficient, ( sj) 0.92
Table 2  Laboratory test results compared to the numerically observed 
results for calibrated Barre granite
a Experimental data from Miller (2008) and Morgan et al. (2013)
Property (Experimentala) Numerical
Uniaxial compressive strength (MPa) 151 150
Young’s modulus (GPa) 19.2 19.9
Poisson’s ratio 0.16 0.19
Brazilian tensile strength (MPa) 5.08–10.65 8.4
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the Brazilian tensile test and only inter-grain micro-cracks 
presented during simulation. This was attributed to the low 
tensile strength assigned on the grain interface contacts, 
which resulted in the early initiation of inter-grain micro-
cracks and the failure of the GBM specimen (Hofmann et al. 
2015a, b; Liu et al. 2018; Saadat and Taheri 2019). The pro-
gressive coalescence of these tensile micro-cracks formed 
macroscopic tensile fractures, which extended towards the 
loading plates.
4.1.2  Random Distribution of Mineral Grains
Ideally, the topological and statistical properties of the GBM 
specimens should be similar to those of the physical rock 
(Potyondy 2010a). Voronoi tessellation is widely used, but 
the topological and statistical properties of the crystalline 
rock cannot be realistically generated by this method (Poty-
ondy 2010a). The PFC’s two-dimensional disk-packing 
scheme has been used by many scholars to generate poly-
crystalline microstructure (Bahrani et al. 2014; Hofmann 
et al. 2015a; Potyondy 2010a), which gives an appropri-
ate match between synthetic and real grain microstructure 
(Potyondy 2010a). However, the sensitivity of the calibrated 
model to the random distribution of the grains should be 
examined by considering several distributions for the miner-
als. To do so, five seed numbers were considered to generate 
various GBM specimens with a different random distribu-
tion of the minerals. The results showed that the Young’s 
modulus varied only between 19.5 and 20.5 GPa, and the 
Poisson’s ratio varied between 0.17 and 0.19. The UCS var-
ied between 148 and 153 MPa, and the Brazilian tensile 
strength varied between 8.2 and 8.8 MPa. The GBM inves-
tigation of Saadat and Taheri (2019) also revealed that the 
mechanical parameters of Aue granite showed insignificant 
variation with random distribution of minerals. However, 
we will demonstrate in Sect. 5.3.2 that the crack distribu-
tion pattern can be influenced by the random distribution 
of grains. Hofmann et al. (2015a) also emphasised that the 
change in the distribution of grain had significant influence 
on the fracture pattern as a result of inhomogeneities. The 
variation in the numerical results is well within the variation 
of the mechanical parameters of the physical Barre gran-
ite. Therefore, it was meaningful to employ the calibrated 
parameters for conducting uniaxial compression test on pre-
cracked specimens.
4.2  Numerical Model Setup for Pre‑cracked 
Specimens
The GBM approach was used to carry out a numerical 
simulation of pre-cracked granite, to validate the proposed 
GBM framework and evaluate its potential in reproducing 
the macroscopic fracturing behaviour and strength responses 
of physical specimens. We adopted the micro-mechanical 
Fig. 7  The final numerical 
results obtained from uniaxial 
compression test: a macroscopic 
fractures developed during axial 
loading and b propagation of 
inter- and intra-grain micro-
cracks in the specimen (SJM 
smooth-joint model, and CM 
cohesive model)
Fig. 8  Evolution of macroscopic tensile cracks in Brazilian specimen 
after failure
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parameters obtained during the calibration procedure, and 
the macroscopic responses of the pre-cracked granite were 
simulated. The specimen dimension for the experimental 
UCS test was 152 mm (height) × 76 mm (width), and the 
same specimen size was used for conducting compression 
tests on pre-cracked specimens Miller (2008). The same 
specimen size was used for generating the GBM specimens 
in PFC2D. The geometries of pre-existing flaws were gen-
erated in PFC2D as per the information provided in the 
experimental study conducted by Miller (2008) (illustrated 
in Fig. 9). The pre-existing flaws were created in the physical 
Barre granite using an OMAX waterjet, which produced a 
crack with a thickness of 1.5 mm (Miller 2008; Morgan et al. 
2013). The same thickness size was imported into PFC2D 
for generating the pre-cracked GBM specimens. After 
importing the geometries into the software, the pre-existing 
cracks were developed by removing the DEM particles.
In the specimens tested in the current study, the ligament 
length ( L ) and bridging angle (  ) were considered to be 
constant, but the inclination angle (  ) was varied. The flaw 
length ( 2a ) was equal to 13 mm and, the ligament length was 
equal to a for all specimens. The bridging angle was equal 
to 60◦ , and the flaw inclination angles of 0◦ , 30◦ , 30◦ , and 
75
◦ were simulated. The crack initiation, coalescence, and 
peak axial stresses were monitored during testing, and the 
crack propagation pattern and failure modes of the numeri-
cal specimens were compared with the experimental data. 
The values of crack initiation, coalescence, and peak axial 
stresses were obtained during numerical testing, using the 
definitions given by Miller and Einstein (2008), and Morgan 
et al. (2013). The crack initiation stress refers to the stress at 
which the first macroscopic crack initiates from the tips or 
the surface of the pre-existing flaw. The coalescence stress 
refers to the stress magnitude at which the pre-existing flaws 
link together and coalesce due to the expansion of macro-
scopic fractures in the bridging area. The peak axial stress 
is the stress at which the maximum axial strength of the 
specimens is achieved.
5  Fracture Behaviour of Pre‑cracked Granite
The microproperties of calibrated Barre granite were used to 
simulate the cracking behaviour of pre-cracked specimens. 
The following subsections discuss the micro-cracking and 
stress behaviours of the numerical specimens. In Sect. 5.1, a 
comparison to the experimental data is presented for  = 30◦ 
followed by a comprehensive discussion on the underlying 
failure mechanism. Both micro- and macroscopic char-
acteristics (i.e. grain crushing) uniquely observed in the 
GBM specimens are also discussed. In Sect. 5.2, the frac-
ture behaviour of pre-cracked specimens with various flaw 
configurations is presented. Finally, in Sect. 5.3 the influ-
ence of grain microstructure (i.e. random distribution of the 
minerals) on the mechanical and fracture behaviour of the 
pre-cracked specimens is discussed.
5.1  Numerical Simulation of Pre‑cracked Barre 
Granite with  = 30◦
The results of the uniaxial compression loading tests for 
the numerical and experimental specimens are illustrated in 
Fig. 10. The complete stress–strain curves of the numerical 
specimens, with a flaw inclination angle of 30◦ , and three dif-
ferent experimental counterparts, are illustrated in Fig. 10a. 
The numerical results were compared with the average 
values obtained from the experimental results. The micro-
cracking behaviour, and the development of macroscopic 
cracks in the flaw zone at different stages of loading are illus-
trated in Fig. 11b, c, and d. In Miller’s (2008) study, for each 
experimental test, a simplified sketch of the final fracture 
pattern was provided including macroscopic cracks, white 
patching, and crushing zone (see laboratory fracturing pat-
terns in Fig. 10b, c, and d). It can be seen from Fig. 10 that 
there was a discrepancy between the experimental results in 
terms of stress–strain curve and fracturing pattern, which 
may be attributed to the meandering path defined by the 
mineral boundaries (Morgan et al. 2013). Since the micro-
structure and the meandering paths in each specimen were 
different, the macroscopic fracturing responses and hence 
the stress–strain curves in the physical specimens (Fig. 10a) 
showed some variations.
According to Morgan et al. (2013), in Barre granite, vis-
ible regions of mineral lightning occurred on the surface 
of the specimen before fracturing, which was called “white 
patching”. Two types of white patching were observed in 
Barre granite: linear and diffusive white patching (Miller 
2008) as illustrated in Fig. 11. Linear white patching can 
travel along the grain boundary to form grain boundary 
Fig. 9  Grain-based pre-cracked Barre granite in PFC2D and geomet-
rical configuration of pre-existing cracks
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Fig. 10  Numerical and experi-
mental results for a specimen 
with  = 30◦ : a numerical and 
experimental stress–strain 
curves, the crack initiation, 
crack damage, and peak axial 
stresses are marked at each 
graph; b crack initiation stress 
(point I); c crack damage stress 
(point II); d peak stress (point 
III) Experimental results were 
modified from Miller (2008)
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Fig. 10  (continued)
Fig. 11  Different types of white 
patching observed in Barre 
granite. a Linear white patching 
(grain boundary and intragranu-
lar). b Diffusive white patching 
modified from Morgan et al. 
(2013)
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white patching, or travel through a mineral to create intra-
granular white patching (Fig. 11a). Grain boundary white 
patches appear in the specimen before crack initiation along 
the grain boundaries. In diffusive white patching, multiple 
minerals lightened entirely with no preferential direction 
(Fig. 11b). Diffusive white patching is mostly associated 
with shear cracking, but in some specimens, it can appear 
before both tensile and shear cracking (Morgan et al. 2013). 
In the GBM specimens, the inter- and intra-grain micro-
cracks were monitored to compare the numerical cracking 
behaviour with the experimental counterparts.
The remainder of this subsection discusses the micro- 
and macroscopic failure mechanisms of pre-cracked granite, 
which were observed during the numerical simulations. It 
provides relevant comparisons with the experimental results.
The numerical results exhibited a linear-elastic behaviour 
from the beginning of the test until the simulation reached 
crack initiation stress (point I in Fig. 10a). Unlike the pre-
cracked numerical specimen, the laboratory specimens 
showed an initial non-linear behaviour similar to intact rock. 
The reason is similar to that explained in Sect. 4.1.1. That 
is, that at the crack initiation stress magnitude (Fig. 10b), 
initial macroscopic cracks appeared in the flaw areas due 
to bond breakage in the inter-grain contacts. As a result of 
the low tensile strength of the inter-grain micro-cracks, the 
contact boundaries initially failed in the linear elastic stage. 
The progressive coalescence of the inter-grain micro-cracks 
formed large, sub-vertical cracks, and when the density of 
the inter-grain micro-cracks was sufficiently high, macro-
scopic fractures developed that were nearly parallel to the 
direction of the axial loading (Fig. 10b).
The experimental observations of Morgan et al. (2013) 
on pre-cracked Barre granite revealed that macroscopic 
tensile cracks typically follow the grain boundaries and are 
“jagged” in shape. Figure 12 illustrates a schematic repre-
sentation of the grain boundary tensile crack observed in 
Barre granite by Morgan et al. (2013) and Moradian et al. 
(2016). In our numerical simulations, we observed the same 
failure pattern during the propagation of macroscopic tensile 
cracks.
In GBM, due to the random, polygonal shape of Voro-
noi elements that were generated to mimic the minerals, the 
grain boundaries were jagged in shape. Thus, the inter-grain 
micro-cracks were propagated in a meandering, jagged path 
that was dictated by the grain interfaces (Fig. 10b). The sim-
ulations revealed that the tensile wing cracks initiated near 
flaw tips, and they propagated vertically towards the loading 
walls (Fig. 10b). This was similar to the pattern observed in 
the experiments. Figure 10b shows that, at the crack initia-
tion stress, some inter-grain micro-cracks appeared in the 
bridging area. However, according to the laboratory obser-
vations, the coalescence of the pre-existing crack did not 
occur at crack initiation stress magnitude, because further 
loading was needed in order to widen the tensile cracks in 
the bridging zone and fully link the flaws (Miller 2008). At 
crack initiation stress either grain breakage (specimen A), or 
tensile cracks (specimen B and C) presented in the bridging 
area (Fig. 10b). However, it was not until reaching the crack 
coalescence stress magnitude that the macroscopic fractures 
fully developed and the coalescence of the pre-existing 
cracks occurred. Similarly, in the numerical specimens, after 
macroscopic crack initiation further loading was needed to 
cause the coalescence of the pre-existing cracks (Fig. 10c).
The stress magnitude at which the coalescence of pre-
existing cracks occurred was defined as the coalescence 
stress by Miller (2008). In the current study, this stress mag-
nitude is called damage stress. At the crack damage stress 
magnitude (Fig. 10c), a sufficiently high number of inter- 
and intra-grain micro-cracks initiated from the inner- and 
outer-tip regions. The macroscopic tensile cracks formed at 
point I expanded, and larger macroscopic cracks around the 
flaw tips were formed. In the GBM simulation, the extension 
of the macroscopic crack inside the bridging area resulted 
in crack coalescence.
From point II until the peak axial stress (point III), a non-
linear behaviour was observed in the numerical stress–strain 
Fig. 12  a Macroscopic cracks 
in pre-cracked Barre granite 
modified from Moradian et al. 
(2016). b Jagged shape tensile 
cracks developed along the 
meandering path defined by the 
mineral boundaries (modified 
from Morgan et al. 2013)
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curve (Fig. 10a), which was the result of a progressive mac-
roscopic crack extension around the flaw tips and other areas 
of the specimen. Finally, at a stress magnitude of 92.8 MPa 
(point III in Fig. 10a), the maximum numerical axial strength 
was achieved, the specimen completely failed, and the axial 
stress dropped accordingly. It can be seen that, at point III 
(Fig. 10d), the simulated macroscopic fractures expanded 
and developed in a direction parallel to the compressive 
loading. A localised, macroscopic fracture path was exhib-
ited near the flaw tips, which was the consequence of inter- 
and intra-grain micro-crack coalescence. In the laboratory 
specimens (A and B), this behaviour was identified as grain 
crushing. Our numerical observations presented in Fig. 10, 
confirm that the proposed GBM framework has the capabil-
ity to reproduce the macroscopic stress–strain response and 
fracturing behaviour of pre-cracked Barre granite.
One of the factors that effectively controls the degree of 
grain crushing in the physical Barre granite is the mineral 
strength. Increasing the mineral strength reduces the grain 
breakage, therefore less intra-grain micro-cracks appear dur-
ing the failure of Barre granite. The experimental observa-
tions showed that the Barre granite has strong minerals (e.g. 
quartz) which inhibit the severe breakage of the minerals 
under uniaxial compressive loading (Morgan et al. 2013). 
However, in the experimental pre-cracked specimens, some 
localised grain crushing was evident around the tips of 
the pre-existing flaws, which in turn was associated with 
the large sliding displacement along the surface of macro-
scopic fractures (Morgan et al. 2013). Similarly, in the GBM 
specimen, we found that the bond breakage occurred in the 
minerals in the vicinity of macroscopic fracture interfaces 
(Fig. 10e and f). Numerical simulations show that the large 
sliding displacement of the minerals along the surfaces of 
macroscopic fractures caused failure of intra-grain contacts, 
which resulted in the localised grain crushing.
In the numerical specimens, a relatively high number 
of unconnected grain boundary micro-cracks appeared 
away from the major macroscopic fractures (i.e. point III in 
Fig. 10d). This was due to the low value of the microscopic 
tensile strength assigned to the grain boundary contacts. 
In the experimental specimens, however, the unconnected 
micro-cracks may not be visible, but this does not mean that 
they are not present in the specimen (Hofmann et al. 2015a).
5.2  The Effect of Flaw Inclination Angle
In order to further validate the sensitivity of the proposed 
GBM framework to the orientation of pre-existing cracks, 
different numerical specimens with various flaw inclination 
angles were generated in PFC2D, and the results were com-
pared with the laboratory data (Miller 2008).
Figure 13 illustrates the results of comparing the fracture 
pattern obtained from the GBM simulations at peak axial 
stress. The results revealed that the GBM model can success-
fully reproduce the experimental, macroscopic fracturing 
response. Note that the fracturing behaviour for  = 30◦ was 
discussed in Sect. 5.1. The numerical results showed that the 
macroscopic fractures initiated from the tips and surfaces 
of pre-existing flaws, and developed in an upward direction. 
The orientation of macroscopic cracks that are parallel to 
the applied stress also support the notion that tensile crack-
ing is the dominant failure mode in GBM specimens. Both 
the inter- and intra-grain micro-cracks contributed to the 
process of fracture development in the numerical specimens. 
However, the majority of micro-cracks initiated due to the 
failure of boundary contacts.
It can be seen in Fig. 13 that the coalescence pattern 
observed in the GBM simulations was slightly different 
from those gained from the experimental observations. 
This is mainly due to the fact that, during specimen genera-
tion in PFC2D, the minerals were randomly produced. This 
meant that the paths generated by the grain boundaries were 
slightly different from those of laboratory specimens, and 
resulted in a modest variation in the coalescence pattern. 
However, the fracturing responses obtained from modelling 
were in agreement with those observed in the laboratory 
specimens. It will be shown in Sect. 5.3.2 that in the GBM 
specimens the coalescence pattern can be affected by the 
randomness of the distribution of the minerals.
5.3  The Influence of Grain Microstructure
The calibrated model was run three more times with differ-
ent random seed numbers, which allowed us to investigate 
the influence of the grain microstructure on the mechanical 
and fracture behaviour of the GBM specimens. In the fol-
lowing subsections, the stress analysis of the models, and the 
variation in the macroscopic fracture pattern are presented.
5.3.1  Stress Analysis
Figure 14 depicts the average crack initiation, coalescence, 
and peak axial stresses for both numerical and experimen-
tal specimens. It can be seen from Fig. 14 that different 
random distribution of minerals leads to a slight variation 
in the stress results. However, the numerical results are in 
agreement with the experimental data. In intact rock speci-
mens (e.g. specimens without pre-existing cracks), the crack 
initiation stress can be defined as a point where the Pois-
son’s ratio starts to increase (Zhang and Wong 2013). The 
crack initiation stress of intact specimen is generally about 
0.3–0.5 times of the peak strength (Brace et al. 1966; Mar-
tin 1993; Zhang and Wong 2012). However, in the physical 
pre-cracked Barre granite specimens, the crack initiation 
stress was defined as the stress magnitude corresponding to 
the appearance of the initial macroscopic cracks around the 
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Fig. 13  Fracture pattern 
obtained from proposed GBM 
approach at peak axial strength 
versus experimental observa-
tions after Miller (2008): a 
 = 0
◦ , b  = 60◦ , c  = 75◦
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tips or on the surface of the pre-existing flaw (Miller 2008; 
Morgan et al. 2013). Wong and Einstein (2009) measured the 
stress corresponding to the initial observable macroscopic 
crack in the flaw region as the crack initiation stress of pre-
cracked gypsum and Carrara marble. Zhang and Wong 
(2012) also adopted the same approach in their numeri-
cal study to obtain crack initiation stress of single-flawed 
rock-like specimens. Similarly, we monitored the crack ini-
tiation stress corresponding to the appearance of the first 
macroscopic cracks around the tips or on the surface of the 
pre-existing flaws. This enabled us to make a better com-
parison with the same values obtained from laboratory coun-
terparts (Miller 2008). Hence, the crack initiation stresses 
obtained from this approach are much higher than those of 
intact specimens, especially for flaw inclination angles of 
60
◦ and 75◦ (Miller 2008; Morgan et al. 2013; Zhang and 
Wong 2012).
From Fig.  14a, the numerical crack initiation stress 
decreased with a low slope when the flaw inclination angle 
increased from 0◦ to 30◦ . In comparison, when the flaw 
inclination angle increased from 30◦ to 75◦ the crack initia-
tion stress increased with a high slope. We believe that the 
stress concentration and random distribution of minerals 
are the possible reasons for the variation of the crack ini-
tiation stress in the GBM specimens. At  = 0◦ , since the 
loading direction was perpendicular to the flaw surface, the 
stress concentration in the flaw region was significantly high, 
which caused the failure of the inter-grain contacts at a stress 
magnitude of approximately 70% of the peak axial strength. 
The slight decrease in the crack initiation stress at  = 30◦ 
could be attributed to the randomness of the distribution 
of the grains. As it mentioned by Morgan et al. (2013), the 
macroscopic tensile cracks in Barre granite followed a mean-
dering path created by the grain boundaries. In the GBM 
specimens, the meandering paths are defined by the random 
generation of polygons representing the grains. For the GBM 
specimen with  = 30◦ the bond breakage of the inter-grain 
contacts initiated at a slightly lower stress magnitude, which 
caused a rapid growth of the macroscopic tensile crack along 
the meandering paths. It can be seen from Fig. 13a that the 
macroscopic tensile cracks were initially perpendicular to 
the surface of the pre-existing crack, which was attributed 
to the creation of the weakest possible meandering paths 
along this direction. Due to progressive compression, the 
macroscopic tensile cracks extended rapidly and aligned par-
allel with the loading direction (Fig. 13a). For 𝜃 > 30◦ , the 
Fig. 14  The influence of flaw inclination angle on the mechanical response of pre-cracked Barre granite (numerical results versus experimental 
observations): a crack initiation stress, b coalescence stress, c peak stress
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influence of the pre-existing crack was gradually reduced, 
therefore, the bond-break in the inter-grain contacts occurred 
at higher crack initiation stresses. In fact, they required more 
loading to initiate the primary macroscopic tensile cracks.
By increasing the flaw inclination angle, the value of the 
numerical peak axial strength was increased with the highest 
magnitude achieved at an inclination angle of 75◦ (Fig. 14c). 
The same trend was observed during experimental tests. At 
75
◦ in one of the laboratory specimens, the coalescence 
between pre-existing flaws did not occur (Miller 2008). As 
a result, only one value of crack damage stress is presented 
in Fig. 14b for this test. Ideally, if the exact topological and 
statistical properties of the physical specimen were incorpo-
rated in the numerical modelling, the simulation response 
would be more similar. However, the aim of numerical simu-
lations is not to incorporate the exact statistical and topologi-
cal properties in the model, but rather to provide a match 
to real specimens (Saadat and Taheri 2019). According to 
Potyondy (2010a), using disk-packing scheme for specimen 
generation, which was also used in the present research, 
can provide a good match with the physical microstructure. 
Nonetheless, it can be seen in Fig. 13 that the coalescence 
pattern observed in the GBM simulations was slightly dif-
ferent from those gained from the experimental observa-
tions. This is mainly because, during specimen generation in 
PFC2D, the minerals were randomly produced. This means 
that the paths generated by the grain boundaries are slightly 
different from those of laboratory specimens, and resulted 
in a modest variation in the coalescence pattern. This dif-
ference between crack distribution of GBM and laboratory 
results was also highlighted by the previous researchers such 
as Hofmann et al. (2015a) and Bahrani et al. (2014). How-
ever, they concluded that these differences were inevitable, 
and thus they considered the outcome of their GBM simula-
tions successful. Similarly, the fracturing responses obtained 
from modelling are regarded to be in agreement with those 
observed in the laboratory specimens. It will be shown in 
Sect. 5.3.2 that in the GBM specimens the coalescence pat-
tern can be affected by the randomness of the distribution 
of the minerals.
5.3.2  Fracture Pattern Analysis
Figure 15 shows the distribution of inter- and intra-grain 
micro-cracks (I), and the development of macroscopic frac-
tures (II) in the GBM specimens with different seed number. 
As expected, change in the randomness of the distribution of 
grains resulted in the inhomogeneous spatial distribution of 
the micro-cracks. It was observed that, for the flaw inclina-
tion angles investigated, the change in the distribution pat-
tern of intra-grain micro-cracks was more pronounced than 
inter-grain micro-cracks, which was attributed to the inho-
mogeneity in the mineral grains (Hofmann et al. 2015a). For 
instance, in Seed 2 (Fig. 15b-I) the accumulation of intra-
grain micro-cracks (grain crushing) at the outer tips of the 
pre-existing cracks was more conspicuous than Seed 1 and 
3. The random distribution of minerals also impacted the 
development of macroscopic fractures. It can be seen from 
Fig. 15b-II that for Seed 1, an anti-wing crack developed 
above the left tip of the lower flaw, which was not the case 
in Seed 2 and 3 (the anti-wing crack is circled for empha-
sis). The same behaviour was also observed for  = 60◦ , 
where anti-wing cracks formed in Seed 1 and 2, but Seed 
3 only exhibited wing crack growth. Macroscopic cracks 
often originate at the tips of flaws, but in Seed 1 (  = 0◦ ), 
one macroscopic fracture initiated from the flaw surface and 
extended vertically towards the loading plate (Fig. 14a-II, 
Seed 1). The results also showed that the coalescence pat-
tern of the pre-existing cracks was influenced by the grain 
microstructure. For example, for  = 75◦ (Fig. 15d-II), differ-
ent coalescence patterns were observed. In Seed 1 and 2, the 
outer flaw tips were connected with macroscopic fractures, 
whereas in Seed 3 the right tips of two flaws coalesced. 
Miller (2008) also observed that the coalescence pattern 
in the pre-cracked Barre granite was highly influenced by 
the grain microstructure. Although the fracture pattern was 
influenced by the inhomogeneity of minerals, in the GBM 
specimens simulated, the fractures were formed subparallel 
to the loading direction, which is the common failure mode 
in the brittle rocks (Liu et al. 2018; Potyondy 2010a; Tang 
et al. 2000).
The growth of macroscopic fractures in pre-cracked 
Barre granite is the direct consequence of the failure of grain 
boundaries and the grain breakage. The laboratory observa-
tions of Morgan et al. (2013) and Miller (2008) showed that 
the distribution of macroscopic fractures in the pre-cracked 
Barre granite was influenced by the topological and statisti-
cal properties of the minerals.
6  Conclusion
Discontinuities and pre-existing cracks influence the failure 
mechanisms of rock in engineering projects such as tunnel-
ling and underground mining. In this research, a PFC-GBM 
approach was used to investigate the influence of pre-exist-
ing flaws on the mechanical and failure behaviours of Barre 
granite under uniaxial compressive loading.
A DEM-based cohesive model was employed to simulate 
the failure behaviour of intra-grain micro-cracks. An initial 
cohesion defined the strength of intra-grain contacts as a 
micro-mechanical parameter. A softening parameter was 
incorporated into the cohesive, constitutive relationships, 
to simulate the damage behaviour of the intra-grain contacts 
during the post-peak stage. When the contact cohesion was 
completely damaged, a micro-crack appeared perpendicular 
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Fig. 15  Distribution of micro-
cracks (I) and macroscopic 
fractures (II) in the pre-cracked 
GBM specimens. a  = 0◦ , b 
 = 30
◦ , c  = 60◦ , d  = 75◦
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Fig. 15  (continued)
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to the contact that mimics the intra-granular cracking 
response. The smooth-joint model was assigned to the inter-
grain contacts to simulate the micro-cracking behaviour of 
the grain boundaries. The proposed GBM framework was 
successfully calibrated against the uniaxial compressive and 
Brazilian tensile experimental results. Pre-cracked granite 
specimens were generated in PFC2D to demonstrate the 
capability of the model in reproducing the macroscopic 
behaviour of physical specimens. Moreover, the influence 
of the flaw inclination angle on the overall cracking response 
of pre-cracked numerical specimens was studied.
From the analysis of the stress–strain curves obtained 
from numerical simulations, we observed that the macro-
scopic crack pattern at the crack initiation, damage, and peak 
axial stresses of double-flawed Barre granite can be repro-
duced by the proposed GBM framework. The numerical 
simulations showed that, by increasing the flaw inclination 
angle, the peak axial stress increases. Increasing the incli-
nation angle of pre-existing cracks also showed the same 
incremental effect on crack initiation and the crack’s dam-
age stresses. The macroscopic fracturing patterns achieved 
in the numerical simulations also suggest that the modes of 
macroscopic crack initiation and propagation observed in the 
laboratory specimens, at least phenomenologically, can be 
identified by the proposed GBM framework. The numerical 
modelling revealed that the first macroscopic tensile cracks 
initiated from the tips and surfaces of the pre-existing cracks, 
and that they propagated upward towards the loading plates. 
It was also found that the formation of macroscopic frac-
tures in the flaw region can be attributed to the initiation 
and coalescence of the inter-grain micro-cracks that formed 
due to the failure of the smooth-joint model contacts. The 
GBM simulations showed that the intra-grain micro-cracks 
begin to initiate and develop in the model before reaching 
the crack damage stress. The coalescence of pre-existing 
flaws occurred due to the combined interactions of the inter- 
and intra-grain micro-cracks.
This numerical modelling approach can be used for fur-
ther investigations, such as studying the effects of grain size, 
mineralogy, and contact strength on the failure mechanism 
of crystalline rocks. The micro-cracking features, based on 
the current GBM approach, such as the extension and devel-
opment of macroscopic cracks due to the progressive coales-
cence of inter- and intra-grain micro-cracks, which eventu-
ally led to the formation of macroscopic fracturing zones 
around the flaw tips and the coalescence of pre-existing 
cracks, will serve as guidelines for future experimental tests. 
The proposed GBM framework provided a cost-effective 
approach that helps in the determination of crack initiation, 
damage, and peak axial stresses of crystalline rocks, which 
are essential in the development of constitutive models (i.e. 
continuum models) that can be used for large-scale simula-
tion of mining structures.
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A B S T R A C T
A grain-based distinct element model (GBM) is used to investigate the influence of grain size on the fracturing
response of pre-cracked granite. A cohesive model is developed and implemented in distinct element codes to
mimic the elastic and softening response of the intra-grain contacts in GBM. The model was calibrated to uniaxial
compression and Brazilian tensile tests performed on Aue granite. The results show that pre-cracked specimens
with larger grain size produce more softening contacts leading to a higher axial strength. A lower peak axial
strength is observed for numerical specimens with single pre-existing crack.
1. Introduction
The focus of this study is on the failure and mechanical behaviour of
single- and double-flawed rock specimens under uniaxial compression.
The mechanical and failure behaviour of rock as a heterogeneous ma-
terial is controlled by various parameters, such as grain shape and size,
the type of minerals, and the existence of pre-existing flaws.
Rock masses contain discontinuities (ie. joints, fractures, and
cracks), and their various geometrical patterns determine the strength
of the material [1]. The coalescence of two pre-existing cracks is the
primary cause of rock mass failure [2].
In underground and surface mining structures, rock mass stability is
profoundly affected by the propagation and coalescence of macroscopic
cracks initiating from the pre-existing flaws, on various rock mass
scales. The macroscopic cracking process is the dominant damage me-
chanism controlling the mechanical behaviour and the integrity of
brittle rocks [3].
Fig. 1 illustrates various scales of rock mass failure that must be
addressed during the design procedure of underground openings. In
Fig. 1(a, b), the large-scale characterisation of discontinuities is de-
picted. The macroscopic coalescence of defects and their mechanical
behaviour was numerically studied by Farahmand et al. [4] (Fig. 1b),
who addressed the scale-dependency of jointed rock masses. In a small-
scale investigation, a Barre granite specimen containing two artificially
generated pre-existing cracks was tested by Morgan et al. [3] (Fig. 1c).
Fig. 1d illustrates the propagation of inter-and intra-grain micro-cracks
at the microscopic scale.
The dominant damage mechanism controlling the mechanical
behaviour and integrity of brittle rock, on various scales, can be un-
derstood by comprehensively investigating the propagation and coa-
lescence of cracks that initiate from pre-existing flaws (Morgan et al.
[3]). Therefore, studying the macroscopic failure responses and me-
chanical behaviours of rock masses, including pre-existing flaws, is
critical during the process of rock mass characterisation, especially for
the evaluation of rock mass strength [5,6].
Brace and Bombolakis [8] conducted one of the early laboratory
investigations into the process of macroscopic cracking under com-
pression. The coalescence process of pre-existing cracks has been ex-
perimentally studied by many researchers [3,9–14]. In some of these
studies, rock-like materials were created to better illustrate the funda-
mental, macroscopic cracking process involved (e.g. [11]). Other sci-
entists (e.g. [3,14]) generated pre-existing cracks in natural rocks to
observe macroscopic cracks emanating from the flaws.
In research conducted by Miller and Einstein [14] and Morgan et al.
[3], a high-speed video system was used to observe crack initiation,
propagation, and coalescence in Barre granite. The studies described
the progression and patterns of white patching, followed by the mac-
roscopic cracking procedure of that material. In 2014, Zhou et al. [15]
studied the crack coalescence behaviour of rock-like materials con-
taining multiple flaws, and concluded that specimens containing mul-
tiple flaws may produce five types of cracks at or near the tips of pre-
existing cracks. Those types included wing cracks, quasi-coplanar sec-
ondary cracks, oblique secondary cracks, out-of-plane tensile cracks and
out-of-plane shear cracks.
Nevertheless, there are very few experimental studies available that
focus on the influence of grain size distribution and rocks’ mineral
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constituents on their mechanical behaviour, the cracking process, or
coalescence responses (e.g. [3,16]). To the best of our knowledge, the
study conducted by Morgan et al. [3] is the only experimental research
that highlighted the importance of grain size on crack initiation, pro-
pagation and coalescence in specimens containing pre-existing flaws.
The main reason is the difficulty and complexity of these experimental
investigations. Preparing specimens with flaws, and then carefully
monitoring their behaviour under pre-defined loading, is very difficult
and extremely time-consuming.
This is why advanced computational methods have been adopted as
an alternative tool in rock mechanics research. Of the various numerical
methods, the discrete element method (DEM) [17] has proved to be a
useful tool, one used by many scientists to overcome the financial risks
and operating limitations of the experimental approach in geotechnical
engineering [16,18–20]. Particle flow codes (PFC) is a promising nu-
merical code based on DEM. It was developed by Cundall [21] and has
been used by many scientists to solve rock engineering problems
[22–25]. Some scientists use the DEM approach to investigate the in-
fluence of pre-existing cracks on the damage mechanisms of rock and
rock-like materials. For instance, Zhang and Wong [16] used PFC2D to
simulate the cracking process of a rock-like material containing a single
flaw, under uniaxial compression. They concluded that the DEM ap-
proach could capture both primary and secondary macroscopic cracks
that develop at the tip or surface of the flaw. Later, Zhang and Wong
[26] used PFC2D to mimic the coalescence behaviour of rock-like ma-
terials including two pre-existing flaws. Their numerical approach re-
vealed some insight regarding the initiation of cracks at a distance far
from the flaw tip. It also demonstrated the coalescence of pre-existing
cracks due to the propagation of steeply inclined-to-vertical macro-
scopic, tensile cracks.
In the above-mentioned works and other similar studies (e.g.
[20,27,28]), the influence of tensile cracking in grain boundaries, and
grain breakage around the tip and surface of the pre-existing crack, was
neglected. In fact, the previously mentioned DEM-PFC simulations
cannot capture the inter- and intra-grain micro-cracking process and
reproduce a realistic damage response at both micro- and macroscopic
scales. Rock heterogeneity is the direct consequence of a diversified
rock microstructure that controls the mechanical and failure behaviour
of brittle rocks. According to the research conducted by Diederichs
[29], the material’s heterogeneity can generate tensile stress inside the
rock sample when it is subjected to compressive loading. Therefore, it is
essential to incorporate the influence of material heterogeneity in any
model of the mechanical and damage behaviour of rocks.
The grain-based model (GBM) developed by Potyondy [30] con-
structs a deformable, polygonal, mineral-like model that mimics the
microstructural properties of rock. Many researchers have used GBM to
investigate the mechanical behaviour of various rock types. Bahrani
et al. [31] used GBM to numerically simulate the fracturing behaviour
of both intact and granulated Wambyen marble. Later, Bahrani and
Kaiser [5] adopted GBM to investigate the influence of specimen size on
the strength of intact and defected rocks. They generated a Discrete
Fracture Network (DFN) to reproduce defects in the synthetic, DEM
specimens. They concluded that depending on the angle between the
loading direction and the orientation of the defects, the strength of the
specimens may increase, decrease, or fluctuate according to the size of
the specimen. Bewick et al. [32] used GBM to mimic the fracturing
processes, and the mechanism resulted in the shear rupture of intact
(non-jointed) brittle rock. After calibrating the GBM, they conducted a
parametric study to investigate the influence of the aspect ratio of the
specimens on the shear strength and shear rupture process of the syn-
thetic DEM samples. Peng et al. [33] used the GBM approach to in-
vestigate the influence of grain size-to-particle ratios on the micro-
cracking process. Their numerical approach revealed that the uniaxial
compressive strength (UCS) and Young’s modulus decrease as particle
size increases.
Nevertheless, there is no comprehensive study available that in-
vestigates the effect of the inter- and intra-gran micro-cracking process,
the strength of the various mineral, and the mineral constituent on both
the failure pattern and mechanical response of the specimens con-
taining pre-existing cracks. Little is known about the cracking beha-
viours and mechanical responses of rock specimens containing pre-ex-
isting, microscopic cracks. Furthermore, there is no comprehensive
study available that examines the capabilities of the GBM approach in
reproducing the micro- and macro-cracking behaviour of specimens
Fig. 1. (a) An underground structure (tunnel) excavated in highly jointed rock mass, (b) damage evolution in a large-scale numerical specimen containing randomly
generated discrete fracture networks (DFNs) under compressive loading (after [4]), (c) small-scale damage evolution in Barre granite due to coalescence of pre-
existing cracks under compressive loading (after [3]), (d) propagation of intragranular (left) and intergranular (right) micro-cracks after compressive testing
(Qz:Quartz, Or: Orthoclase, Mc: microcline) (after [7]).
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including pre-existing cracks. We also have minimal knowledge of the
influence of grain size distribution on the macroscopic cracking re-
sponse of pre-existing flaws, or of its influences on the overall me-
chanical performance of brittle rocks. We believe that the micro-
cracking response of grain boundaries, and the breakage process of
grains, leading to the coalescence of pre-existing cracks in brittle rocks,
require further investigation.
In this study, the PFC-GBM approach is used to generate numerical
specimens based on the microstructure of Aue granite, and to assign its
mineral constituent to numerical grains produced in PFC. In order to
mimic the cracking behaviour of intra-grain contacts forming a mineral,
a new cohesive model (CM) was developed and implemented in PFC2D.
The smooth-joint model (SJM), which is a built-in constitutive model in
PFC [34], was assigned to the inter-grain contacts. We calibrated the
micro-mechanical parameters of the CM, as well as SJM, against ex-
perimental data.
We then investigate the effect of the grain size distribution on
micro- and macro-cracking behaviour, and the damage mechanism of
single- and double-flawed numerical specimens. To do so, we generated
models with three different size distribution scenarios, and conducted
uniaxial compression tests. Lastly, the damage response and micro-
crack propagation in intra-grain contacts are discussed ahead of the
conclusions.
2. Constitutive relationships
A GBM framework is developed in the present study to simulate the
microstructure of pre-cracked Aue granite. The GBM model is capable
of handling any number of mineral types with different range of grain
size. The mineral constituent and grain size can be linked in a logical
fashion using Voronoi tessellation structure that allow us to mimic the
microstructure of crystalline rock [35]. In the proposed GBM frame-
work, the DEM particles inside a grain are bonded using a cohesive
contact model which produces deformable and breakable minerals. The
fracturing behaviour of grain interfaces is simulated by the smooth-
joint model that controls the behaviour of the contacts regardless of
their orientation along the interfaces [31]. The cohesive model and the
smooth-joint model are separately solved in the simulations. In DEM
modelling, the calculations alternate between the application of New-
ton’s second law to the DEM balls and a force-displacement constitutive
model at contact level. The motion of DEM particles is determined by
Newton’s second law, while the constitutive model is used to update the
contact forces arising from the relative motion of the contacts [34]. In
the proposed GBM framework, the forces arising from the relative
motion of inter-grain contacts are updated via the smooth-joint model,
while the forces arising from the relative motion of intra-grain contacts
are updated via the cohesive model. The constitutive relationships of
the cohesive model is described in Section 2.1. The kinematic variables
and the force-displacement law of the smooth-joint model is given in
Section 2.2.
2.1. The proposed cohesive contact model
We developed a new cohesive constitutive model for this study, for
simulating the failure behaviour of intra-grain contacts in DEM codes.
There are a number of cohesive models available in the literature
[36–39] that can be used as contact models in DEM. However, this
study makes an effort to reduce the number of micro-mechanical
parameters that need to be incorporated into the cohesive model. This
allows its users to alleviate the complexity of calibration, because fewer
micro-mechanical parameters need to be calibrated. Additionally, by
reducing the number of micro-mechanical parameters, and by in-
creasing the simplicity of the computational algorithm, we made the
numerical simulations more time-efficient.
The relative displacement u u u( , )n s of the contacts is decomposed
into elastic and plastic components, to account for reversible and
irreversible displacements in the contacts:
= +u u ue p (1)
The normal and shear stresses are linked to the relative displace-
ments of the contacts between two particles, and can be calculated as
follows:
= −σ k u u( )n n n np0 (2)
= −σ k u u( )s s s sp0 (3)
where σn and σs are normal and shear stresses in the bonding contacts;
un and unp are the total and plastic normal displacements; us and usp are
the total and plastic shear displacements; kn0 and ks0 are the normal and
shear stiffnesses, respectively.
2.1.1. Yield criterion and flow rule
In the cohesive mode, a yield criterion is necessary to determine the
stress states under which the contact failures occur, and plastic dis-
placement starts to accumulate. In order to model the contact failure
under mixed-mode conditions, a simple yield function that allows the
strength and friction of the contacts to be chosen independently is
considered. To satisfy this requirement, and keep the model as simple as
possible, the following yield function is proposed:
= + − =F σ σ C σ μσ C( , , ) 0n s s n (4)
where μ is the friction coefficient of the contact, and C is defined as
follows:
= −C C e κu0 p (5)
In Eq. (5), C0 is the initial cohesion of the contacts, κ is the softening
parameter, and up is the accumulated plastic displacement of the con-
tact that can be calculated from its increments:





In this study, a damage parameter ( ≤ ≤D0 1), used to measure the
level of the contact’s deterioration, is defined as:







Note that the softening parameter may not imply a physical
meaning. The parameter must be incorporated in the relationships to
simplify the model [37,38]. Later, in DEM simulations, the damage
parameter (D) can be monitored for each contact. It can be illustrated
graphically to evaluate the state of damage in the numerical system.
=D 0 shows that the contact is fully bonded, and =D 1 shows that the
contact has completely failed. The model’s behaviour in modes I and II
is illustrated in Fig. 2. The linear, elastic portion of the stress-dis-
placement curves defines the contact behaviour before failure, followed
by a non-linear stage that represents contact softening that occurs due
to the progressive degradation of cohesion.
During DEM simulations based on particle sliding, the dilation effect
can be achieved. However, the circular shape and microstructural fea-
tures of the particles are not analogous to physical materials, so that
obtaining the same physical dilative response at the contact level is an
arduous task. Therefore, for DEM modelling, a dilatancy parameter is
necessary to account for the dilation effect of the material at the me-
soscale. Considering a flow rule including a dilatancy parameter en-
ables us to follow the rigorous procedure of developing the model using
the framework of plasticity theory. In this regard, a non-associative
flow rule was defined as follows:
= +G σ σ σ βσ( , )n s s n (8)
where β is the dilation coefficient. Consequently, the flow rule of in-















where ≥dλ 0 is the plastic multiplier.
A semi-implicit algorithm is used to update the stress in the case of
the contact’s inelastic behaviour. Following this algorithm, a trial stress
state is used to check if inelastic behaviour takes place, indicated by
= >F F σ σ C( , , ) 0trial ntrial strial , where the trial stresses are:
= +σ σ dσntrial n ntrial (11)
= +σ σ dσstrial s strial (12)
In which the trial stress increments are calculated as:
=dσ k duntrial n n0 (13)
=dσ k dustrial s s0 (14)



























From Eqs. (5), (9), and (10), we will have:


























Substituting (12) and = −dσ k duic i i
p0 (with “i” standing for “n”, or
“s”) in (11), we get:















































the plastic multiplier dλ can then be obtained as solution of the
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n n s s n s (18)
The corrective stresses is determined as:
= − ∂
∂














where dσnc and dσsc are corrective normal and shear stresses, respec-
tively.
The total incremental stresses are finally obtained from:
= +dσ dσ dσn ntrial nc (21)
= +dσ dσ dσs strial sc (22)
The cohesive model in the present study was developed based on a
generic plasticity framework. The constitutive relationships was de-
veloped based on stress and displacement of DEM contacts. The pro-
posed cohesive model was implemented in C++ and compiled as dy-
namic link library (DLL) files that could be loaded in PFC2D whenever
needed. In the implementation algorithm developed in C++, the DEM
forces were converted to stresses according to bond cross-sectional
properties. This was necessary to measure the Ftrial in every time-step.
This implementation approach was successfully followed by other re-
searchers (e.g. [37,38]).
The bond cross-sectional area (Ā) in two dimensional space is de-
fined as [34]:
=A R¯ 2 ¯ (23)






R R ball ball
R ball facet




R1 and R2 are the radius of two adjoining particles that come into
contact. Potyondy and Cundall [40] proposed a deformability method,
in which the normal stiffness of the contacts (k̄n) can be related to the

















During calibration procedure normal to shear stiffness ratio k k¯ ¯n s
was initiated to determine the shear stiffness of the contacts (k̄ s)
[41,42]. In C++ algorithm the contact deformability method was
adopted to obtain shear and normal stiffness of the contacts which were
necessary to calculate σn and σs from Eqs. (2) and (3), respectively.
2.2. The smooth-joint model
The smooth-joint model simulates the micro-cracking behaviour of
Fig. 2. Stress-displacement behaviour of the proposed cohesive contact model in (a) Mode I, and (b) Mode II.
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an interface in PFC software (Itasca [34]). The smooth-joint constitutive
model is assigned to the DEM particles lying on the opposite side of the
interface. The DEM particles intersected by this model are allowed to
overlap and pass through one another. Fig. 3 illustrates the performance
DEM particles intersected by the smooth-joint model. The orientation of
interface (Fig. 3) in 2D is defined as the unit normal vector acting on the
interface [34]:
̂ =n θ θsin cos( , )j p p (27)
where θp is the dip angle of the interface. ̂nc in Fig. 3 is defined as
the unit normal vector of the contact between two adjacent DEM par-
ticles. The smooth-joint interface consists of two coincident surfaces
(shown as surface 1 and 2 in Fig. 3). If and only if ̂ ̂ ≥n n. 0j c , then
particle 2 lies in surface 2. The strength of smooth-joint contact mode is
defined by the tensile strength, cohesion, and friction angle. When a
smooth-joint contact fails (either in tension or shear), the contact
maintain a residual strength defined by the smooth-joint friction coef-
ficient. The details about updating the smooth-joint model force-dis-
placement law for a bonded joint can be found in the manual of PFC2D
[34]. By employing the smooth-joint model, the existing bond between
two DEM particles are removed and a set of elastic springs are assigned
over a rectangular-shaped cross section. The cross sectional area of the
smooth-joint model can be calculated as [34]:
=A Rt2 ¯ (28)
where t and R̄ are the thickness ( =t 1.0) and radius of smooth-joint
model crass-section, respectively. Note that =R λmin R R¯ ( , )1 2 , where R1
and R2 are particles radii, and λ is radius multiplier which is usually
taken as 1.0.
The constitutive relationships of the smooth-joint model was com-
prehensively described by Itasca [34]. A summary of the model beha-
viour can also be found in [23]. The smooth-joint force is resolved into
normal and shear forces as follows:
̂= − +F nF Fn j s (29)
The normal force is updated as follows:
= +F F k A δ( ) ¯ Δn n n ne0 (30)
F( )n 0 is the smooth-joint normal force at the beginning of the time-
step, k̄nis the normal stiffness, A is the bond cross-sectional area, and
δΔ ne is the normal displacement increment. The trial shear force can be
calculated as:
= − k A δF F( ) ¯ Δs s ses 0 (31)
where F( )s 0 is the shear force at the beginning of the timestep, k̄s is
the shear stiffness, and δΔ se is the shear displacement increment. The
shear strength of the contact can be considered as = −F μ Fsμ sj n, where
μsj is the friction coefficient of the contact. The micro-mechanical
parameters that control the bond strength are tensile strength (σc) and
cohesion (c). The shear strength of the contact is calculated from simple
Mohr-Coulomb ( = +τ σ φ ctan( )c c ). The force–displacement law for a
bonded contact is illustrated in Fig. 4. When the bond is not in tension,



















If ≥F σ An c , then the contact fail in tension mode (Fig. 4a) and
= =F F| | 0.0n s ; otherwise if ≥ τ AF| |s c the contact is broken in shear
mode, and the shear force of the contact is updated by Eq. (32)
(Fig. 4b).
3. Modelling procedure
Since the micro-mechanical parameters incorporated in the pro-
posed cohesive model represent the cement bridges of minerals at grain
level, it may require advanced laboratory techniques to identify the
local parameters of the material. Alternatively, the model parameters
can be calibrated against the results of standard experimental tests such
as unconfined compression and Brazilian tensile tests. This calibration
approach has been extensively used in current DEM investigations due
to lack of laboratory techniques to measure the properties of crystalline
rocks at mineralogical scale [5,31,32,35,42–44]. Thus, the same ap-
proach was adopted in the present study. The procedure for calibrating
the micro-mechanical parameters of GBM against laboratory results of
Aue granite is described in the Section 3.1. After calibration of micro-
mechanical parameters, three different scenarios were generated to
numerically investigate the influence of rock texture on the behaviour
of pre-cracked Aue granite. A description on rock texture, the process of
generating different grain size scenarios, and model set up is provided
in Section 3.2.
3.1. Model set up and calibration
To set up and calibrate the proposed cohesive model by adopting
the GBM approach in PFC2D, we used experimental results from un-
confined compressive tests, and a Brazilian tensile test. The micro-
mechanical properties of the cohesive GBM approach were achieved,
such that the macroscopic behaviour of the numerical simulation
matches the observed, experimental macroscopic properties (ie. uni-
axial compressive strength, tensile strength, Young’s modulus) of Aue
granite. The cohesive and smooth-joint models were assigned as intra-
and inter-grain constitutive models, respectively. The cohesive and
smooth-joint models are solved separately in the simulations. The yield
limit of each model functions separately, which means if the yield limit
is reached in one model, it will not affect the other model simulation.
The following assumptions were made in the calibration process:
1) The smooth-joint model was assigned to the grain boundary contacts
with the same micro-parameters such that the behaviour of inter-
grain contacts at a microscopic level was defined by tensile strength,
cohesion, and friction angle before bond-break and friction coeffi-
cient after contact failure.
2) Cohesion (C0), friction coefficient (μ), dilation coefficient (β), and
Fig. 3. The smooth-joint model application in PFC2D (modified from [34]).
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softening parameter (κ) define the peak strength envelope of the
cohesive contacts. Different micro-mechanical properties were as-
signed to the four different minerals, including quartz, plagioclase,
orthoclase, and mica.
3) The contact deformability method [40] was adopted so that the
normal and shear stiffness values for each contact were calculated
according to the contact Young’s modulus (Ec) and the size of two
particles bonded with that contact.
The mineral sizes and mineral content of Aue granite were taken
from [41]. The data related to average grain size and mineral content is
given in Table 1. According to Hofmann et al. [41] the mineral size of
Aue granite varies from 0.9 to 1.8 mm; hence, the standard deviation of
grain size for each mineral was considered within this range to build the
necessary polygons in GBM. In GBM approach, the distribution of mi-
nerals is generated randomly. The algorithm proposed by Potyondy
[45] was used in the current research for random generation of mi-
nerals. This approach for generating random distribution of minerals
was technically approved and followed in many PFC-GBM studies
[5,31,32,41,42,46]. A comprehensive description of PFC-GBM algo-
rithm can be found in [30,45]. Note that there are infinite number of
seeds that can be generated by the algorithm available in PFC-GBM.
However, it has been a common approach in PFC-GBM investigations to
generate one seed for each mineral size (i.e. each scenario) and in-
vestigate the influence of grain size on the behaviour of crystalline
rocks [33,35,41,42]. This parametric study approach is significant,
because by altering only one parameter and fixing the others, the in-
fluence of a particular parameters can be revealed (i.e. grain size).
A Brazilian tensile test and a uniaxial compression test were simu-
lated and calibrated against experimental data (ie., tensile strength,
uniaxial compressive strength, Poisson’s ratio, and Young’s modulus).
The following steps were carried out to calibrate the model:
1) The grain size distribution of the numerical specimens was assigned
according to Table 1.
2) In the next step, the Young’s modulus of the rock was calibrated
which is controlled by the Young’s modulus of intra-grain contacts
(Ēc) and the shear and normal stiffnesses of inter-grain contacts. At
this step only the linear elastic response of the GBM specimen
needed to be monitored so that the micro-mechanical parameters
that controlled the peak axial strength of the specimen (i.e. C0) were
assigned to be relatively high. Note that after successfully cali-
brating the elastic properties of rock, the micro-mechanical para-
meters that influences the strength of the GBM specimen were ca-
librated in steps 4 and 5.
3) The Poisson’s ratio of the model was calibrated by altering the shear-
to-normal stiffness ratio of the cohesive contacts, and the shear and
normal stiffness values of smooth-joint contacts. This step was car-
ried out in an iterative process with step 2.
4) The Brazilian tensile test was conducted to obtain the macroscopic
tensile strength of the rock by varying the tensile strength of the
inter-grain contacts in the smooth-joint model. The tensile strength
of the smooth-joint model was reduced at this step in order to
achieve the closest possible macroscopic tensile strength when
compared to the same value obtained from the laboratory testing.
The friction angle, friction coefficient, and the cohesion of the
smooth-joint model was also altered to achieve a good agreement
between numerical results and experimental observations. Note that
a proportionately high value of cohesion was assigned on inter-grain
contacts (150MPa) to avoid any shear failure during the Brazilian
test [41,42]. This allowed us to control the tensile failure of the
numerical Brazilian splite tensile test, and successfully calibrate the
tensile strength of the smooth-joint model contacts.
5) The UCS was calibrated by altering the micro-properties of the co-
hesive model: cohesion (C0), softening parameter (κ), friction and
dilation coefficients (μ β, ). As micro-mechanical parameters affect
various rock mechanical parameters, several iterations were un-
dertaken between step 1 and 5 to achieve satisfying micro-me-
chanical properties for the GBM framework. This calibration ap-
proach have been used by other scholars (e.g. Hofmann et al. [41]
and Farahmand et al. [4]).
The dimensions of the experimental samples for the UCS test were
100mm (height)× 50mm (diameter), and the Brazilian test’s physical
disk had a diameter of 50mm. To make the numerical approach com-
putationally efficient, we generated a numerical specimen of 50mm
(height)× 25mm (diameter). Fig. 5 shows the synthetic rock samples
generated for the Brazilian tensile and uniaxial compressive tests. The
black mesh lines in Fig. 5 show the mineral structure. We reduced the
sample size to obtain time-efficient simulations as has also been done
by other researchers in GBM studies (e.g. [31,41]). The effect of scale is
Fig. 4. Force-displacement law in the smooth-joint model. (a) Normal force versus normal displacement, (b) shear force versus shear displacement (modified from
[34]).
Table 1
Mineral content and size for Aue granite [47–49].
Quartz Plagioclase Orthoclase Mica
Mineral content (%) 30 40 20 10
Avg. mineral diameter
(mm)
1.45 ± 0.35 1.35 ± 0.45 1.35 ± 0.45 1.2 ± 0.3
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not significant, according to Potyondy and Cundall [40] and Hofmann
et al. [41], provided the particle sizes are relatively small compared to
the dimensions of the specimen. The uniaxial compression test was
conducted by applying a vertical load on the upper wall. In order to
avoid any ball-facet overlap, a relatively high normal stiffness (10%
higher than the ball-ball average stiffness) was assigned to the walls
[23]. The same set up was considered for the Brazilian tensile test. Note
that the uniaxial compression and the Brazilian tensile tests were setup
in a way to have frictionless ball-wall contacts. With this arrangement,
an ideal rock-platen condition can be achieved which prevents the
loading plates from inhibiting the rock bulging [34].
The micro-parameters for Aue granite are listed in Table 2, and the
macroscopic properties of Aue granite from the laboratory testing and
numerical simulations are compared in Table 3.
Table 3 shows that the strength properties of intact rock determined
by the numerical model, such as tensile strength, and uniaxial com-
pressive strength, are in good agreement with the experimental results.
The inter-grain micro-cracks developed during uniaxial testing were
parallel to the direction of axial loading. The failed specimen in Fig. 6a
Fig. 5. Schematic of numerical test setups. The black lines indicate the grain boundary.
Table 2
Micro-mechanical parameters obtained from calibration procedure of Aue granite.








Particles forming grains Minimum particle radius forming grain, Rmin (mm) 0.1 0.1 0.1 0.1
Maximum to minimum radius ratio, Rmax/Rmin 1.66 1.66 1.66 1.66
Cohesive model Young’s Modulus, Ēc (GPa) 62 52 42 32
Normal to shear stiffness ratio, (k k¯ ¯n s) 1.0 2.0 2.0 1.5
Cohesion, (C0) (MPa) 118 95 95 60
Friction ratio, (μ) 0.58 0.6 0.6 0.55
Dilation ratio, (β) 0.22 0.25 0.25 0.2
Average normal stiffness, (k̄avg
n ) (GPa) 245,000 210,000 185,000 163,000
Average shear stiffness, (k̄avg
s ) (GPa) 245,000 119,000 121,000 136,000
Softening parameter, κ (1/m) 25,000,000 18,000,000 18,000,000 15,000,000
Micro-mechanical parameters of the grain boundaries (the smooth joint contacts)
Smooth-joint model Normal stiffness, (k̄n) (GPa/m) 106,000
Shear stiffness, (k̄s) (GPa/m) 28,500
Tensile strength, (σc) (MPa) 8
Cohesion, (Csj) (MPa) 150
Friction angle, (φ) (°) 80
Friction coefficient, (μsj) 0.95
Table 3







134 ± 7 135
Young’s modulus (GPa) 48 ± 8 49
Poisson’s ratio 0.19 0.2
Brazilian tensile strength
(MPa)
8 ± 1 7.54
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shows that macroscopic fractures were formed in the specimen due to
the interaction of the inter- and intra-grain micro-cracks. In the case of
the Brazilian test however (Fig. 6b), the failure of the specimen was due
to development of macroscopic tensile fractures formed as a result of
bond-break in the inter-grain contacts (SJ model).
As shown in Table 3, the cohesive GBM approach successfully
captures the macroscopic properties, especially the tensile strength
derived from the Brazilian test. The ratio of the uniaxial compressive
strength to the tensile strength derived from the Brazilian test is 17.9,
which is within the range of the experimental counterpart (15.6–18.1).
This reveals that the cohesive GBM approach developed in this study is
capable of simulating the macroscopic mechanical properties of rock by
replicating the microstructure of rock at a granular level. As the macro-
mechanical properties obtained from the numerical simulations
(Table 3) match the experimental counterpart, the micro-mechanical
properties given in Table 2 can be used to model the mechanical be-
haviour of Aue granite.
The random distribution of the grains and DEM particles are im-
portant in GBM study, and the sensitivity of the calibrated model to
these factors should be evaluated before using the calibrated GBM for
performing parametric study [41]. To investigate the effect of the
randomness of the distribution of the grains having the same grain size
and mineral content, the calibrated model was run seven more times
with a variety of seed numbers for the grain distribution and the DEM
particle distribution. The results showed that the Young’s modulus
varied only between 48 and 50 GPa, and the Poisson’s ratio varied
between 0.19 0.21. The UCS and Brazilian tensile strength varied be-
tween 133.4 and 136.8MPa, and 7.2 to 8.5 MPa, respectively. Simi-
larly, with the various seed number for the distribution of DEM parti-
cles in the model, the Young’s modulus varied between 47 and 49, and
the Poison’s ratio varied between 0.18 and 0.22. The results also
showed that the UCS and Brazilian tensile strength varied between
132.8 and 135.2MPa, and 7.1 to 8.2MPa, respectively. The variation in
the numerical results is very well within the variation of the mechanical
parameters of the physical Aue granite. Therefore, it was meaningful to
employ the calibrated parameters for conducting more investigations.
3.2. Generating pre-cracked granite with different grain sizes
In mineralogy, grain size is a parameter that can be used for clas-
sifying crystalline rocks. A widely used method for measuring the grain
size in a physical rock is to analyse a thin section of the specimen using
a polarized microscope. Generally, the shape of minerals is not sphe-
rical and a particular grain approaches the shape of a polygon. In
nature, we may find a specific rock with various grain sizes. For in-
stance, Fig. 7 illustrates three thin sections of an Australian sandstone
with various grain sizes (i.e. fine, medium, and coarse grained sand-
stone).
We considered three different grain size scenarios to investigate the
influence of grain size on the strength, cracking, and damage responses
of single- and double-flawed specimens. The average grain diameter
considered in each scenario is given in Table 4. The grain size for
scenario 1 is equal to the grain size of the experimental Aue granite
(calibrated model). The size of quartz for scenario 1 was also different
from the other minerals (1.45 ± 0.35mm). For scenario 2 and 3, the
average size of quartz was considered to be 3.2mm and 4.3 mm, re-
spectively. The average size for other minerals (plagioclase, orthoclase,
and mica) was assumed to be 1.6mm and 3.0mm for scenario 2 and 3,
respectively. For scenario 2 and 3, the average grain size of quartz was
considered to be different from other minerals to achieve a hetero-
geneous mineral size distribution. Hence, the average grain size in-
creased with scenario number which allowed us to have different grain
Fig. 6. The numerical response of the intact granite under (a) uniaxial compression, and (b) Brazilian tensile test.
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size categories for comparison purposes. Note that the grain sizes pre-
sented in Table 4 indicate the average size of each mineral. The grain-
based single- and double-flawed synthetic specimens, as well as the
geometry of the double-flawed samples, are illustrated in Fig. 8a, b and
Fig. 8c, respectively. The ligament length in double-flawed specimens
was always equal to the length of the flaw. The flaw length was con-
sidered to be 4mm, and the inclination angle was varied ( = °θ 0Â , °15Â ,
°30Â , °45Â , °60Â , °75Â ). The pre-existing cracks in the double-flawed
specimens were generated to be left-stepping flaws, with bridging an-
gles of °60Â . The specimen dimensions were equal to the models gen-
erated during the calibration process (50mm high and 25mm wide).
The scenarios considered in the present study had a grain size al-
most equivalent to that of the physical specimen. An ideal grain-gen-
eration algorithm should be able to produce a mineral microstructure
which is similar to the statistical and topological properties of the
physical specimen. However, the aim of numerical simulations is not to
incorporate the exact grain microstructure in the model, but rather to
provide the best possible match with the real specimens. In the present
study, a grain-based disk-packing scheme proposed by Potyondy [30]
was employed to generate the polycrystalline structure of Aue granite.
It has been observed in the previous investigations that disk-packing
scheme, which is available in PFC2D [34], gives a perfect match with
the physical specimens in terms of microstructural properties
[30,41,42,45,51], compared to other grain-generation algorithms
available in UDEC and 3DEC software packages [30].
In previous GBM research conducted by Hofmann et al. [41] on the
same granite, the average grain size adopted in the parametric study
ranged from 0.5 to 5mm. According to Hofmann et al. [41], if there are
less than five minerals along the shorter dimension of the model, you
need to increase the size of the specimens. In our study, however, the
average mineral size was slightly reduced in the large-grain-size spe-
cimens (scenario 3) to 4.3 mm for quartz, and 3mm for the rest of
minerals. This resulted in approximately 5–7 minerals along the shorter
dimension of the specimen, which maintained the same dimensions and
Fig. 7. Various grain sizes observed in three types of Australian sandstones [50].
Table 4
Overview of various scenarios with different mineral size distribution con-
sidered to investigate the influence of grain size heterogeneity on the simula-
tion results of single- and double-flawed specimens.
Avg. mineral diameter (mm)
Quartz Plagioclase Orthoclase Mica
Scenario 1 1.45 ± 0.35 1.35 ± 0.45 1.35 ± 0.45 1.2 ± 0.3
Scenario 2 3.2 1.60 1.6 1.6
Scenario 3 4.3 3.0 3.0 3.0
Fig. 8. The grain-based numerical model of (a) single-flawed and (b) double-flawed specimens. The black lines indicate the grain boundary. (c) The geometry of pre-
existing cracks in double-flawed specimen defined by flaw inclination angle (θ), bridge angle ( °60Â ), bridge length (L), and flaw length (2a).
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made the simulations more time-efficient.
It should be mentioned that all the numerical models for the pre-
cracked granite were constructed with the same distribution of minerals
(i.e. the same seed number was used to generate the randomness of the
distribution of the minerals). In order to generate the GBM specimens
for performing parametric study on mineral size, the algorithm pro-
posed by Potyondy [45] was used which is capable of generating a
specimen with the desired polygon size. This approach for generating a
random distribution of minerals has been practised in many PFC-GBM
studies [5,31,32,41,42,46]. It has been a common approach in PFC-
GBM to generate one seed for each mineral size (i.e. each scenario) and
investigate the influence of grain size on the behavior of crystalline
rocks [33,35,41,42].
The micro-mechanical properties of the calibrated Aue granite
model were employed to investigate the influence of mineral size (see
Table. 4) on the mechanical and fracturing behavior of pre-cracked
GBM specimens. Notice that, since the micro-mechanical parameters in
the present study (i.e. C0) were calibrated against a physical Aue
granite specimen, it was meaningful to employ the same set of cali-
brated parameters for conducting parametric study on grain size. By
considering the micro-mechanical parameters (i.e. C0) to be constant,
and varying the grain size, we would be able to recognize the influence
of mineral size on the mechanical and fracturing behavior of pre-
cracked specimens. The benefit of this approach is that once the micro-
mechanical parameters representing a physical granite sample with
known grain size are gained, they can be employed for conducting a
further parametric study on various influential parameters such as grain
size, mineral content, etc. It should be mentioned that this methodology
has been used by other researchers and demonstrated promising ability
to shed more light on the mechanical behavior of crystalline rocks
[33,35,41–44,52]. Accordingly, in the present study, the same ap-
proach was adopted for investigating the influence of rock texture on
the macroscopic behavior of pre-cracked Aue granite.
In Section 4, we will assign the calibrated micro-mechanical para-
meters in each scenario to investigate the micro- and macro-cracking
responses of the single- and double-flawed models under uniaxial
compressive loading.
4. The results of numerical simulations
In this section, we investigate the influence of the grain size dis-
tribution on crack initiation and propagation, and the failure me-
chanism of single- and double-flawed specimens. We obtain the micro-
cracking pattern from the failure of inter- and intra-grain contacts, and
monitor the damage evolution patterns in the mineral contacts by
tracking the damage parameter (D) defined in the cohesive constitutive
model (Eq. (7)).
The micro-cracking process in brittle rocks is closely related to
mineral grains, pores, and pre-existing flaws. By characterising the
micro-cracking process concerning the mineral size distribution, we can
enhance our understanding of the macroscopic damage behaviour of
brittle rocks. As mentioned in Section 3, the mineral composition and
the distribution of the grain size of various minerals can be simulated
using the PFC-GBM approach. One of the merits of this numerical tool is
that the influence of the grain size distribution on the mechanical be-
haviour and cracking responses of the minerals can be captured.
We generated different numerical specimens with a small grain size
(Scenario 1), medium grain size (Scenario 2), and large grain size
(Scenario 3) to assess the fracturing and failure behaviour of single flaw
specimens under uniaxial compression. The mineral content assigned
for these numerical specimens was similar to the calibrated specimen.
We observed that the grain size profoundly affected the number of both
inter- and intra-grain micro-cracks, and the mechanical responses of the
numerical specimens.
4.1. Monitoring micro-cracks in GBM
In DEM modelling, the breakage of inter- and intra-grain contacts
can simulate the nucleation of a micro-crack. In the current numerical
study, an inter-grain micro-crack formed when the smooth joint contact
between adjacent boundary particles was broken. Each micro-crack was
represented as a single straight line, with a length equal to the average
diameter of its particles. The accumulation of certain number of micro-
cracks forms a macroscopic crack. Fig. 9 illustrates a schematic view of
micro-crack initiation in DEM. According to Diederichs [53], the cen-
troid of the micro-crack lies along the line connecting the centres of
adjacent particles (Fig. 9a,b). Zhang and Wong [16] defined the cen-
troid of two adjacent micro-cracks as a, and the length of the longest
micro-crack as c (Fig. 9c). When ≤a c 1, the two micro-cracks were
treated as single micro-crack [16]. A macroscopic crack was formed in
the model when three or more micro-cracks initiated. Fig. 10 illustrates
the initiation of micro-cracks in a pre-cracked specimen ( = °θ 0Â ). It can
be seen that the breakage of inter-grain contacts resulted in the for-
mation of macroscopic cracks on the surface of pre-existing flaw
(Fig. 10a). A close-up view of the flaw region is presented in Fig. 10b,
which shows how the accumulation of a number of inter-grain micro-
cracks could form a macroscopic crack. In the current study, the inter-
and intra-grain micro-cracks were graphically monitored; different
colours were assigned to different types of micro-cracks. The approach
suggested by Zhang and Wong [16] to measure the crack initiation
stress was adopted in this research, which is the stress at which the first
macroscopic tensile cracks form in the flaw regions (either at the tips or
on the surface). The same method was used to monitor the macroscopic
cracks that formed due to the coalescence of inter- and intra-grain
micro-cracks. To trace the macroscopic tensile cracks (ie. at the level of
crack initiation stress), we graphically plotted the micro-cracks that
formed along the grain boundaries.
4.2. PFC-GBM modelling of brittle rocks including a single flaw
Three different numerical specimens with various grain size dis-
tribution were generated. The specimens had the same mineral type
Fig. 9. Definition of micro-cracks and macroscopic crack in PFC software: (a) tensile crack; (b) shear crack (adopted from Diederichs [53]); (c) construction of
macroscopic cracks (adopted from Zhang and Wong [16]).
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(quartz, plagioclase, orthoclase, and mica). Numerical specimens with
single and double pre-existing cracks were generated by removing the
DEM particles according to the aperture, length, and inclination angle
of the flaws. It has frequently been observed in the experimental studies
that tensile wing cracks are the most common form of cracks that in-
itiate in single and double flawed specimens [16,54,55]. The experi-
mental observations of Wong and Einstein [54], for instance, showed
that the tensile wing cracks were always the first cracks initiated during
uniaxial compression testing.
In order to provide a comprehensive analysis of PFC-GBM modelling
of the macroscopic and microscopic fracturing behaviour of brittle
rocks including pre-existing cracks, we monitored the initiation, de-
velopment, and coalescence of inter- and intra-grain micro-cracks and
linked them with the axial stress-strain curves. To make this paper more
concise, only the macroscopic axial stress-strain curves of specimens
with = °θ 30Â and their corresponding micro-cracking behaviour at
different loading points are presented as a typical example showing the
failure mechanism.
One of the important factors affecting the potential of spalling
around underground mining excavations is the crack initiation stress
[16,44,56]. The initiation of cracks from pre-existing flaws controls the
dominant failure mechanisms and mechanical behaviour of brittle rocks
on a variety of scales [3]. Therefore, in the following sub-sections, the
crack initiation stress and its corresponding micro-cracking responses
are presented. Additionally, the final failure mode of the models is
provided, and we discuss the influence of grain size and flaw inclination
angles on the distribution of inter-and intra-grain micro-cracks.
4.2.1. The failure mechanism of single-flawed specimens (example from
= °θ 30Â )
The axial stress-strain curves and the micro-cracking behaviour of
the specimens that included a single, pre-existing crack with an in-
clination angle of °30Â is illustrated in Fig. 11. Different stress levels
were considered in this graph as points I, II, and III. The point I showed
the stress level at which the initiation of macroscopic cracks on the
surface or at the tips of the pre-existing cracks was observed. The stress
level at which the coalescence between inter- and intra-grain micro-
cracks was occurred is marked as point II. The point III corresponds to
the peak axial strength of the GBM specimens. It can be seen that the
grain size profoundly influenced the micro-cracking and macroscopic
behaviour of the numerical specimens with a single flaw. For single-
flawed specimens, the numerical behaviour was monitored in three
distinct points: Initiation of primary cracks (I), extension of macro-
scopic cracks (II), failure of the model and peak axial strength (III). The
crack initiation stress (I) increased from 39.6MPa for scenario 1, to
49.6 MPa for scenario 2, but reduced to 36.9 for scenario 3. The in-
itiation of tensile cracks at point I in all of the specimens was found to
be due to the failure of the inter-grain contacts (SJ model). It is clear in
Fig. 11 that the grain boundaries control the crack initiation pattern (I
in Fig. 11b, c, and d), and that the mineral size can highly influence the
pattern of tensile crack initiation as inter-grain micro-cracks grow. We
also found that, apart from the tip area, other inter-grain micro-cracks
are formed in the different parts of the specimens (I). However, the
length of the macroscopic tensile cracks was longer around the flaw tips
compared to other regions, especially for scenario 1 and 2 (I in Fig. 11b
and c). During compressive loading of the specimens, intra-grain con-
tacts started to enter to their yielding limit. At this point, the stress-
displacement of intra-grain contacts appeared as a softening response.
After complete degradation of cohesion (C0) and reaching the final
stage of softening behaviour ( =D 1.0), the intra-grain micro-cracks
were initiated. These intra-grain micro-cracks mostly tended to initiate
from macroscopic tensile fractures that were previously formed from
Fig. 10. Nucleation of micro-cracks in GBM, and development of macroscopic cracks. (a) Development of macroscopic cracks in a pre-cracked numerical specimen
( = °θ 0Â ), the black lines indicate macroscopic cracks. (b) A close-up view of the formation of a macroscopic crack on the surface of pre-existing flaw. The black lines
represent micro-cracks.
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the flaw tips due to bond-breakage in inter-grain contacts. Accordingly,
a progressive coalescence between inter- and intra-grain micro-cracks
occurred, which resulted in the formation of a much larger macroscopic
fractures. The corresponding point where the interaction between inter-
and intra-grain micro-cracks was observed, is marked as point II in
stress-strain graphs (II in Fig. 11b, c, and d). It can also be observed that
from point I to point II, all numerical specimens experienced a sig-
nificant growth in inter-grain micro-cracks in the direction parallel to
the applied compressive loading, leading to the extension of macro-
scopic tensile cracks.
The progressive failure of intra-grain contact leads to peak axial
strength (III). The corresponding peak axial stresses for scenarios 1, 2,
and 3 are 103, 132, and 231MPa, respectively; they show a significant
increase in the intra-grain micro-crack initiation stress with increasing
the grain size (Fig. 11a)., which is consistent with the observations of
Hofmann et al. [41], Gui et al. [57], and Peng et al. [33]. According to
Hofmann et al. [41], bond-breaks occur faster in the parallel bond
model, since the stress on the bond is higher in smaller grains, and they
result in a significant reduction in the axial strength. Similarly, since the
cohesion (C0) for all three scenarios in the current cohesive model are
equal, the intra-grain contacts in the minerals with higher stress con-
centrations reach their complete damage state ( =D 1.0) much earlier,
leading to a significant reduction in the strength of the material. In
scenario 3, only one grain boundary was formed around the pre-ex-
isting crack, which was connected to the flaw tips. Consequently, this
weak inter-grain interface could easily fail at a lower axial stress to
form a primary, macroscopic tensile crack. However, in scenario 3,
despite it having the lowest crack initiation stress, the grains showed a
higher resistance against compressive loading. This is because the stress
concentration in the minerals was lower, leading to a much higher peak
axial strength. The possible reason for having the lowest crack initiation
stress in scenario 3 might be attributed to the dimension of the grains
surrounded the pre-existing crack. Due to the large dimension of the
grains in scenario 3, the macroscopic crack could initiate along one
interface (which was straight), while in scenario 1 and 2, due to smaller
grain sizes, the same sized macroscopic crack had to be initiated along
multiple grain boundaries (i.e. jagged shape interface). It was believed
that the jagged interfaces in scenario 1 and 2 acted as rough interfaces
(i.e. interfaces with irregular asperities), but in the contrary, the
straight interfaces in scenario 3 acted as planar interfaces (i.e. smooth
interfaces). Accordingly, in scenario 3 when ≤ °θ 30Â , the inter-grain
micro-crack could rapidly grow along the straight grain interfaces to
form macroscopic cracks at the early stages of compressive loading. In
scenario 1 and 2, however, more time stepping was required to initiate
the micro-cracks along the jagged shaped grain interfaces and develop a
macroscopic crack. However, in scenario 3 when > °θ 30Â , as the angle
between the loading direction and the pre-existing crack was reduced,
the contribution of low stress concentration in the flaw zone was more
pronounced leading to relatively higher crack initiation stresses.
The graphical representation of intra-grain micro-cracks in Fig. 11b,
Fig. 11. The macroscopic failure behaviour of numerical specimens with = °θ 30Â (a) the complete axial stress-strain curves, (b) scenario 1, (c) scenario 2, (d)
scenario 3.
M. Saadat and A. Taheri Computers and Geotechnics 111 (2019) 89–111
100
c, and d revealed that the propagation of intra-grain micro-cracks at
peak (III) was more pronounced for scenario 3 compared to other grain
sizes, which was due to a larger number of DEM particles inside the
minerals. It can be seen that at the onset of failure (III), the density of
both inter- and intra-grain micro-cracks increased, and smaller grain
size in specimens showed a higher number of micro-cracks. The mac-
roscopic cracks formed in all scenarios as a direct consequence of
progressive coalescence between inter- and intra-grain micro-cracks
that initiated from the pre-existing flaws at the centre of the specimen.
The formation of these macro-cracks is the major reason for the failure
of the rock mass at field scale (Fig. 1a).
The localized macroscopic shear fractures also formed in the spe-
cimens (Fig. 11b, c, and d; III), which were the result of interaction
between inter- and intra-grain micro-cracks. Notice that the macro-
scopic shear fractures began to generate when the intra-grain micro-
cracks appeared in the specimens, which initiated due to grain sliding.
This fracture mechanism was previously observed by Morgan et al. [7].
According to their experimental research, in crystalline rocks such as
granite, the localized shear cracking is associated with the relative
sliding along the fracture interfaces that are already developed in the
specimen [7]. This numerical simulations were also consistent with the
macroscopic shear fractures observed in the GBM study of brittle rocks
[4,5].
4.2.2. Initial cracks in the single-flaw specimens
The initial macroscopic cracks that developed around the flaw tip
are illustrated in Fig. 12. The blue lines depicted in the figures are
tensile inter-grain micro-cracks formed as a result of bond-break in SJ
contacts, in tensile mode. The laboratory observations of Morgan et al.
[3] showed that tensile cracks typically propagated along a meandering
path created by the grain boundaries. Therefore, the shape of tensile
cracks around pre-existing cracks is always “jagged” rather than
smooth. The numerical observations in the current study also showed
the same jagged pattern in the development of propagated macroscopic
cracks. The jagged pattern in the development of macroscopic tensile
cracks in the numerical simulations is associated with the shape of the
Voronoi tessellations that were created during the sample generation
procedure.
The crack initiation stress is given under each specimen (Fig. 12).
We can see that, for all grain sizes, the crack initiation increased with
an increasing flaw inclination angle. For scenario 2, when > °θ 0Â the
crack initiation stress was approximately 10MPa higher than scenario
1. Monitoring inter-grain micro-cracks for scenarios 1 and 2 (Fig. 12a-c
and Fig. 12a'-c') revealed that for θ equal to °0Â , °15Â , and °30Â , the first
tensile cracks were relatively close to the middle surface of the flaw. In
comparison, when θ was equal to °45Â , °60Â , and °75Â , the first crack
growth occurred in the inter-granular boundaries, away from the centre
and close to the flaw tip (Fig. 12d–f and Fig. d'–f'). In scenario 3, for
≤ °θ 30 ,Â the crack initiation stress was lower than for scenarios 1 and 2,
but it raised significantly to a peak axial strength for °60Â and
°75 ,Â leading to the presence of a few intra-grain micro-cracks
(Fig. 12e″-f″). As mentioned in Section 4.2.1, in scenario 3, specimens
with high flaw inclination angles (i.e. > °θ 30Â ) were significantly in-
fluenced by the low stress concentration, which resulted in a higher
crack initiation stresses. At °60Â and °75Â , the low stress concentration
was more effective resulting in a higher axial stress to fully grow the
macroscopic cracks around the flaw.
4.2.3. Failure behaviour of single-flaw specimens
A progressive increase in uniaxial compressive loading leads to the
development of secondary macroscopic cracks and failure of the spe-
cimens at peak stress. The complete stress-strain curves for all numer-
ical samples are illustrated in Fig. 13, and the fracture patterns at peak
axial strength are shown in Fig. 14. It is clear from Fig. 13 that the
maximum axial stress for scenario 1 was the lowest when the inclina-
tion angle was equal to °15Â . For > °θ 15Â , there was an increase in the
maximum axial strength of the material. For scenario 3 (the largest
grain size), the lowest possible maximum axial strength occurred at
= °θ 30Â , and for > °θ 30Â there was an increase in the strength of the
specimens. The results for scenario 2 (medium grain size), however,
were significantly different. At = °θ 30Â and = °θ 60Â , the lowest axial
strengths were reached. We believe this is due to different mineral
distributions around the flaw region when the inclination angle
changes. For this scenario, the weakest mineral (mica) was present
around the right side of the flaw’s tip. Since the cohesion of mica was
the lowest value (ie. 60MPa) compared to other minerals, it pre-
dominantly influenced the evolution of intra-grain micro-cracks around
the tip region. Fig. 13 also shows that all specimens in each scenario
underwent the same elastic behaviour before macroscopic cracks pro-
pagated.
Fig. 14 shows that an increase in compressive loading resulted in a
dramatic rise in the number of both inter- and intra-grain micro-cracks.
The secondary macroscopic cracks around the flaw’s tip propagated due
to the bond-break in the intra-grain contacts, and the progressive coa-
lescence between the inter- and intra-grain micro-cracks. The labora-
tory observations of Morgan et al. [3] showed that the secondary
macroscopic cracks had a powdery residue, indicating grain breakage.
According to Morgan et al. [3], mineral breakage was associated with a
sizeable sliding displacement along the surface of the crack. Other la-
boratory investigations (e.g. [58–60]) also found that micro-cracks
generally initiate from the grain interfaces, and that the intra-grain
micro-cracks will be formed at high applied stress. In the present study’s
GBM numerical simulations, the initiation of micro-cracks was mostly
caused by stress concentration at the inter-grain contacts (grain
boundaries), and the intra-grain micro-cracks initiated when the ap-
plied stress was high. The majority of micro-cracks in the numerical
specimens propagated and extended in a direction parallel to the
maximum axial stress. This failure mechanism at the microscopic level
is known as axial splitting [30,61], and it was observed in all numerical
specimens regardless of their grain size. We can see in Fig. 14e-f,
Fig. 14e'-f', and Fig. 14e″-f″ that numerical specimens with ≥ °θ 60Â
produced fewer intra-grain micro-cracks, and the failure of these spe-
cimens occurred due to the progressive coalescence between the inter-
grain micro-cracks. This can be attributed to the fact that, as the flaw
inclination angle increased, the behaviour of the numerical specimens
came closer to intact rock, which lead to a reduction in the number of
intra-grain micro-cracks [42]. It was observed that for < °θ 45Â , the
number of intra-grain micro-cracks around the tip region was increased
by increasing the grain size (Fig. 14a–c, a'–c', and a″–c″). One possible
reason is that an increase in the grain size leads to an overall increase in
the strength of the specimens, so that more damaged contacts (intra-
grain micro-cracks) are produced to reach the failure state.
4.3. PFC-GBM modelling of brittle rocks including a double flaw
The linkage of pre-existing flaws (crack coalescence) is an important
phenomenon in nature [14], as it controls the failure mechanism of
materials [3]. In this regard, numerical specimens containing double
flaws were generated and tested under uniaxial compressive loading.
The results are summarised in three different subsections. An example
of a failure mechanism for = °θ 30Â is given in Section 4.3.1. The results
of initial crack development and failure mode in the specimens are
given in Sections 4.3.2 and 4.3.3, respectively. Finally, the damage
responses of specimens at the microscopic level is analysed in Section 5.
4.3.1. The failure mechanism of double-flaw specimens (example from
= °θ 30Â )
Fig. 15 illustrates the stress-strain curves for numerical specimens
with = °θ 30Â , and their corresponding micro-cracking behaviour. Dif-
ferent stress levels were considered in this graph as points I, II, III, and
IV. The point I showed the stress level at which the initiation of mac-
roscopic cracks on the surface or at the tips of the pre-existing flaws was
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observed. The stress level at which the development of macroscopic
tensile cracks inside the bridging area occurred was presented by point
II. For double-flaw specimens, a coalescence stress (point III) was
considered in the stress-strain curves to monitor the onset of flaw
coalescence. The peak axial strength of the GBM specimens was in-
dicated by point IV. The micro-cracks developed at various points of
loading are also monitored during the simulations, and are shown in
Fig. 15b–d. According to Fig. 15, the increase in the grain size resulted
in an increase in the peak axial strength. At point I, for all numerical
specimens, the inter-grain micro-cracks were initiated in the bridging
area of the flaw system. It can be seen in Fig. 15b–d that the inter-grain
micro-cracks were only initiated in this particular area because the
Fig. 12. Initiation of primary macroscopic cracks for the specimens with different inclination angles and grain sizes. The crack initiation stress and the peak stress (in
parentheses) are given below each numerical specimen. The blue lines indicate the inter-grain micro-cracks. The first row (a–f) shows scenario 1, the second row
(a'–f') shows scenario 2, and the third raw (a″–f″) shows scenario 3. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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stress concentration was relatively high. The crack initiation stress was
slightly raised by increasing the grain size (the results are quantitatively
compared in Section 4.3.2).
The macroscopic tensile cracks propagated in the bridging zone at
point II. At point III, the coalescence of pre-existing cracks was observed
in all scenarios; it occurred due to the rapid extension and development
of macroscopic cracks in the bridging area. In all numerical specimens,
the macroscopic tensile cracks that were the result of progressive
linkage of inter-grain micro-cracks, were formed from the flaw tips. The
micro-cracks developed until point II are grain boundary tensile cracks,
which initiated as a result of bond-break in the SJ model. A small tensile
strength needed to be assigned to the inter-grain contacts during the
calibration procedure in order to match the Brazillian tensile test re-
sults. This early coalescence of pre-existing cracks due to the initiation
of inter-grain micro-cracks may not be observable during experimental
testing. However, it does not mean that they are not present in the
physical specimens [41]. In the numerical simulations, the macroscopic
cracks fully developed in the bridging zone due to progressive com-
pressive loading, leading to flaw coalescence at point III. The axial
stress-strain curve in Fig. 15a shows that the large grain size specimens
required a higher axial stress to reach point II. This may contribute to
the longer length of the grain boundaries in this specimen, as the inter-
grain contacts required more time-stepping and, consequently, more
axial stress to fully develop and form the macroscopic tensile crack.
At point III, intra-grain micro-cracks started to initiate. In all three
scenarios, more inter-grain micro-cracks initiated and formed macro-
scopic tensile cracks, which propagated in the loading direction. The
progressive coalescence between the inter- and intra-grain micro-cracks
caused non-linear behaviour in the axial stress-strain curves before
reaching the peak axial strength. The intra-grain micro-cracks tended to
initiate from the flaw tips in scenarios 1 and 2. However, in scenario 3
the intra-grain micro-cracks appeared in the bridging area and at the
flaw tips. This was mainly because of the presence of larger minerals in
the bridging area. In fact, only one mineral was generated in the
bridging area in scenario 3, and due to a higher number of DEM par-
ticles, it tended to produce more intra-grain micro-cracks. By the con-
tinuous loading of the numerical specimens, more intra-grain contacts
(with the cohesive model) reached their yielding limit, generating intra-
grain micro-cracks. The interaction between inter- and intra-grain
micro-cracks formed macroscopic fractures in a direction parallel to the
maximum axial stress. This leads to the failure of the specimens at point
IV, where the peak axial strength was achieved. As shown in Fig. 15b-d,
the number of intra-grain micro-cracks increased significantly at peak
axial strength, and the macroscopic cracks were fully propagated, ex-
tending parallel to the direction of axial loading.
4.3.2. Initial cracks in the double-flaw specimens
To gain a better insight into the crack initiation pattern and coa-
lescence of primary macroscopic cracks, we monitored the state of the
numerical specimens at the time the primary macroscopic cracks in-
itiated. The results are illustrated in Fig. 16. This figure shows that the
macroscopic cracks in all numerical specimens initiated from the sur-
face of pre-existing flaws and propagated vertically towards the loading
DEM walls. Similar to single-flawed specimens, the inter-grain micro-
cracks were initiated due to the bond-failure in SJ contacts. Fig. 16
shows that the macroscopic cracks initiated from the middle portion of
the flaws, and that they shifted towards the tips with an increase in the
inclination angle. In scenario 3, the macroscopic cracks only followed
the grain boundary provided by orthoclase in the inner tip area due to
the large diameter of the grains. In fact, for this specimen, the bridging
zone was dominated by this mineral, a meandering path defined the
propagation of the inter-grain micro-cracks as a result. Note that the
calibrated contact strength (C0) for orthoclase and plagioclase are
equal, while the same value is different for quartz and mica. This dif-
ference between the mineral strength may change the cracking response
in the bridging zone. For instance, the weakest mineral (mica) has the
potential to develop more micro-cracks leading to grain crushing in the
inner tip area. However, in such circumstance, many other factors (i.e.
stress concentration, flaw inclination angle, and etc.) may influence the
results. Scenario 3 showed that, for ≥ °θ 60Â (Fig. 16e″–f″), since the
angle between pre-existing crack and loading direction was relatively
small compared to other specimens, the influence of pre-existing flaw
was less pronounced leading to a relatively higher crack initiation
stress. In fact, for ≥ °θ 60Â more time stepping was needed for the in-
itiation of the micro-cracks and the formation of macroscopic crack.
This resulted in the initiation of fewer micro-cracks in the bridging area
compared to other specimens.. This shows that both inclination angle
and grain size can influence the initiation of primary tensile cracks. The
stress at which the initial tensile cracks formed in the flaw system was
monitored, and is given below each specimen in Fig. 16. The results
revealed that crack initiation stress was increased when the inclination
angle of the flaw was increased, and when the rate of increase was
higher for scenario 3. These numerical findings were consistent with the
laboratory observations of Barre granite [14] containing left-stepping
pre-existing cracks.
4.3.3. Failure behaviour of double-flaw specimens
A progressive increase in uniaxial compressive loading leads to the
development of secondary macroscopic cracks and the failure of the
specimens at peak stress. The complete stress-strain curves for all nu-
merical samples are illustrated in Fig. 17, and the fracture patterns at
peak levels are shown in Fig. 18.
The axial stress-strain curves in Fig. 17 show that almost all
Fig. 13. Complete axial stress-strain curves for single-flawed specimens: (a) scenario 1, (b) scenario 2, (c) scenario 3.
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Fig. 14. Final fracture pattern including inter- and intra-grain micro-cracks. The first row (a–f) shows scenario 1, the second row (a'–f') shows scenario 2, and the
third raw (a″–f″) shows scenario 3.
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specimens in the same scenario underwent the same elastic behaviour
before macroscopic cracks propagated. The results revealed that the
specimens exhibited a more brittle failure response with an increase in
the flaw inclination angle. As indicated in Fig. 17, the peak strength
gradually increased following an increase in the grain size. The flaw
inclination angle was also found to influence the peak strength in each
scenario. For relatively low inclination angles ( ≤ °θ 30Â ), the peak
strength decreased, but increased when θ increased from °45Â to °75Â . At
≤ °θ 30Â pre-hardening and post-peak softening behaviours were ob-
served that showed the influence of the flaw inclination angle on the
overall macroscopic response of the specimens.
During the design procedure of underground structures, pre-hard-
ening and post-peak softening is of great importance because such be-
haviour can control the stability or instability of the rock blocks sur-
rounding the tunnel. A more comprehensive understanding of the
mechanical and failure behaviours of rock can help designers to better
predict the residual behaviour of failed rock blocks. In underground
mining for instance, the residual and deformation characteristics of
rock are more important than its peak axial strength, because it is
crucial in achieving both the stability and optimal support of the tunnel
[62].
The results presented in Fig. 18 indicate the coalescence behaviour
observed in double-flaw specimens. Both inter- and intra-grain micro-
cracks evolved at the onset of failure. As mentioned in Section 3, the
inter-grain micro-cracks propagate due to a low tensile strength as-
signed to the SJ contacts. The linkage of these inter-grain micro-cracks
generates macroscopic tensile cracks that exist in both the inner and
outer flaw regions. According to Morgan et al. [3], the main reason for
shear cracking is the size and shear strength of the grains. Increasing
the shear strength of the minerals reduces the number of shear cracks.
The strength of the minerals (intra-grain contacts) in the current study’s
GBM simulations were controlled by the cohesion (C0) obtained during
the calibration procedure. The growth of intra-grain micro-cracks was
the result of the gradual degradation of bond cohesion, and finally of
the bond-break in the contacts inside the minerals.
At failure point, macroscopic cracks extended from the outer flaws’
tips as a result of the combined inter- and intra-grain micro-crack
growth. However, different coalescence patterns of pre-existing cracks
were obtained when the grain size changed. Fig. 18 shows that sce-
narios 1 and 2 produced almost identical coalescence patterns. For
scenarios 1 and 2, the inter-grain micro-cracks in the bridging zone
formed macroscopic cracks leading to the coalescence of pre-existing
cracks. The primary macroscopic cracks were fully grown from the tips
and surface of the flaws, towards the direction parallel to the maximum
axial stress. In scenario 3, at ≤ °θ 30Â the inter-grain micro-cracks de-
veloped in orthoclase caused the coalescence of pre-existing cracks. In
contrast, at °45Â and °60Â relatively few intra-grain micro-cracks were
developed in the orthoclase, but the number of micro-cracks increased
significantly in the plagioclase and quartz. For specimens with an in-
clination angel of °75Â , however, a combination of plagioclase and or-
thoclase micro-cracks resulted in the coalescence of pre-existing cracks.
Overall, it was observed that compared to scenarios 1 and 2, the large
grain size specimens (scenario 3) produced a higher number of intra-
grain micro-cracks in the bridging area.
5. Axial strength and damage evolution
In general, intact rock contains various mineral grains that produce
different micro-cracking responses when the sample is loaded. The pre-
existing flaws and pores may also alter the failure behaviour as well as
the axial strength and mechanical properties of intact rocks. In dense,
brittle rocks, the boundaries between the minerals’ grains are the
weakest elements and can be regarded as the major source of micro-
crack initiation and propagation. In the GBM approach, these inter-
grain contacts are well simulated using the smooth-joint model.
However, the micro-cracking response inside the mineral grains is also
of great importance as the coalescence and interaction between the
inter- and intra-grain contacts control the overall mechanical beha-
viours of rock. This part analyses the maximum axial strength of the
numerical specimens, and their damage evolution responses after
complete failure.
Fig. 15. The macroscopic failure behaviour of double-flawed specimens with
= °θ 30Â , (a) complete axial stress-strain curves, (b) scenario 1, (c) scenario 2,
(d) scenario 3.
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Fig. 16. Initiation of primary macroscopic cracks for the specimens with different inclination angles and grain sizes. The crack initiation stress and the peak stress (in
parentheses) are given below each numerical specimen. The blue lines indicate the inter-grain micro-cracks. The first row (a–f) shows scenario 1, the second row
(a'–f') shows scenario 2, and the third raw (a″–f″) shows scenario 3. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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5.1. Maximum axial strength of the specimens
The peak axial stresses obtained from uniaxial compressive tests are
depicted in Fig. 19. The peak axial strength in scenario 3 (Fig. 19c) is
the highest compared to the other scenarios. The results show that the
single-flaw specimens returned a significantly higher peak axial
strength compared to the double-flaw specimens, in all scenarios.
However, as the flaw inclination angle (θ) increased, the peak axial
strength of the double-flaw samples gradually approached that of the
single-flaw specimens. For single-flaw specimens, in scenario 1 and 3
the peak axial strength experienced a gradual increase by an increase in
θ. In scenario 2, however, we observed a fluctuation in the value of
maximum strength, which was attributed to the grain size and the
distribution of minerals around the pre-existing crack. The results also
revealed that the mineral size changed the inclination angle at which
the lowest possible axial strength occurred. For instance, in scenario 1,
the lowest axial strength was achieved at = °θ 30Â ; in scenarios 2 and 3
the same value was obtained at = °θ 0Â and = °θ 15Â , respectively.
5.2. Damage evolution inside the minerals
In this study, a proposed cohesive model was assigned to the intra-
grain contacts to study the micro-cracking response and the micro-
scopic and macroscopic damage evolution mechanisms in the minerals.
When the intra-grain contact reached their yielding regions, they ex-
hibited softening behaviours before being completely broken. By
monitoring the damage parameter (D) defined in the cohesive model
(Eq. (7)), the damage state of the intra-grain contacts could be nu-
merically evaluated. This lets us investigate the influence of the grain
size on the microscopic softening responses of the intra-grain contacts
in their post-peak regions, for both single- and double-flaw specimens.
The evolution of damage in single- and double-flaw specimens at failure
point, with various grain sizes, is illustrated in Figs. 20 and 21, re-
spectively.
The results showed that the grain size had a significant influence on
the damage mechanisms and softening responses of the intra-grain
contacts. For the both single- and double-flaw specimens, the numerical
models with calibrated grain sizes showed almost no softening intra-
grain contacts (Figs. 20a and 21a). In fact, the contacts, coming to their
failure point, reproduced their softening behaviour very quickly, and
broke more quickly. In comparison, the numerical specimens with
medium and large grain sizes showed more softening contacts
(Figs. 20b, c and 21b, c). Moreover, we observed that, for all grain sizes,
the macroscopic cracks passed through a mineral and initiated the
intra-grain micro-cracks in the stress concentration zone. For scenarios
2 and 3, the number of particles—and consequently the number of
contacts forming a mineral is higher than the number of particles and
contacts in scenario 1. A higher number of particles in the grains
increased the possibility that the intra-grain contacts would display
their softening responses ( < <D0 1.0) without being completely da-
maged. In the softening contacts, the stress was gradually reduced, al-
lowing the contacts to show more resistance against failure. By in-
creasing the number of softening contacts within the grains (or
increasing the grain size), the maximum strength of the numerical
specimen was significantly increased. As mentioned in Section 4, the
specimens tend to produce intact (or flaw-less) rock behaviour at high
inclination angles. Consequently, the failure behaviour of the specimens
is dominated by the bond-break in the inter-grain contacts. The same
behaviour was also observed for scenario 1 and scenario 2 at ≥ °θ 60Â
where the number of either damaged or softening contacts experienced
a significant reduction. In double-flaw specimens, both softening
( < <D0.0 1.0) and failed contacts ( =D 1.0) contribute to the coales-
cence of pre-existing cracks.
6. Conclusions
Discontinuities and pre-existing defects profoundly influence the
failure behaviour of rock in engineering projects such as tunnelling and
underground mining. In this research, the PFC-GBM was used to in-
vestigate the influence of grain size distribution on the mechanical and
cracking responses of Aue granite rock specimens containing a single
and double flaw under uniaxial compression. A cohesive model was
developed and implemented in discrete element codes (PFC2D) to si-
mulate the failure behaviour of intra-grain micro-cracks. The smooth-
joint model was adopted to mimic the failure responses of grain
boundaries. The proposed GBM framework was successfully calibrated
against the uniaxial compression and Brazilian testing. Three different
scenarios were examined, to investigate the influence of grain size on
cracking, strength, and damage behaviour of the numerical specimens.
For both single-and double-flaw specimens, the strength of the
material increased significantly with an increase in mineral size. The
numerical simulation showed that the primary macroscopic cracks in-
itiated from the surface or tip of a flaw, as a direct consequence of bond-
break in the inter-grain contacts. These macroscopic cracks developed
along a meandering path created by the boundaries between the grains,
leading to a jagged-shaped macroscopic crack around the pre-existing
cracks. For low-flaw inclination angles, the inter-grain micro-cracks
initiated from the middle portion of the flaw. In the samples with high
inclination angles, the inter-grain micro-cracks shifted towards the tips
of the flaws. This was not the case for the samples with large grain sizes,
as the location of flaw tips was highly controlled by the size of minerals.
This lead to the initiation of inter-grain micro-cracks around the tip
area for all inclination angles. For double-flaw specimens with large
grain size distributions (scenario 3), the bridging zone was generated
inside orthoclase. This mineral had a dominant influence on the micro-
cracking and coalescence responses in the inner tip region.
Fig. 17. Complete axial stress-strain curves for double-flawed specimens: (a) scenario 1, (b) scenario 2, (c) scenario 3.
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Fig. 18. Final fracture pattern including inter- and intra-grain micro-cracks. The first row (a–f) shows scenario 1, the second row (a'–f') shows scenario 2, and the
third raw (a″–f″) shows scenario 3.
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Fig. 19. Maximum axial strength of the single- and double-flawed specimens with different mineral size (a) scenario 1, (b) scenario 2, (c) scenario 3.
Fig. 20. Damage evolution of intra-grain contacts at peak stress for single-flawed specimens (a) scenario 1, (b) scenario 2, (c) scenario 3.
Fig. 21. Damage evolution of intra-grain contacts at peak stress for double-flawed specimens (a) scenario 1, (b) scenario 2, (c) scenario 3.
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This study showed that two major factors are important in the
macroscopic responses of the material: The grain size and the inclina-
tion angle of pre-existing cracks. In double-flaw specimens, the coa-
lescence of pre-existing cracks occurred due to the linkage of inter- and
intra-grain micro-cracks and production of softening contacts when the
flaws have low inclination angles. By increasing the inclination angle,
the number of intra-grain micro-cracks and softening contacts in the
bridging area reduced significantly, and the coalescence occurred as a
result of inter-grain micro-crack propagation.
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A cohesive grain based model is proposed to simulate the fracture behaviour of polycrystalline 
rocks. The model was employed to characterize the cracking response of both inter- and intra-
grain contacts in the grain based model (GBM). The model was implemented in distinct 
element codes and its ability to mimic the mechanical and failure behaviour of polycrystalline 
rocks was demonstrated through calibration of several granitic rocks including Adelaide black 
granite, Eibenstock II granite, and Aue granite. The calibrated model of Aue granite was used 
to assess the effect of joint roughness coefficient (JRC) on asperity damage and shear 
mechanism of rock joints (i.e. grain crushing) under constant normal load (CNL) and constant 
normal stiffness (CNS) conditions.  The bond-break in intra-grain contacts contributed to 
asperity damage in form of grain crushing. The numerical observations showed that under CNS 
condition asperity damage increased with increasing initial normal stress and JRC, and rough 
rock joints exhibited more dilative response.  
Keywords: Cohesive grain based model; Polycrystalline rocks; Rock joint; CNS condition   
1- Introduction 
The focus of this study is on the brittle failure of polycrystalline rocks (i.e. granite) using 
cohesive based distinct element method (DEM). Various parameters control the mechanical 
and damage response of crystalline rocks, such as microstructural properties of grains (i.e. 
shape and size), mineral constituents, pre-existing defects, cavities, etc [1-4].  
The macroscopic fracture process is the dominant damage mechanism controlling the 
mechanical response and the integrity of crystalline rocks [5]. It has been repeatedly observed 
in the experimental and numerical studies that the microstructural characteristics of crystalline 
rocks control the micro-cracking process of the mineral itself, and hence the overall 
macroscopic response of rock including strength, deformability, and fracture pattern [1, 3, 6-
10]. At microscopic scale, the failure process of brittle rocks involves initiation, extension, and 
acumulation of inter- and intra-grain micro-cracks [2, 10]. Therefore, an appropriate 
description of microstructural properties and the interaction between polycrystalline minerals 
is essential for understanding the macroscopic mechanical behaviour of brittle rocks [11]. 
The presence of natural discontinuities around orebodies can have a profound influence on the 
stability and safety of mining structures [12]. Therefore, an appropriate assessment of rock 
joint shear behaviour is necessary for the design and construction procedure of mining 
 
 
excavations. The experimental observations revealed that, in polycrystalline rocks, the 
macroscopic shear behaviour of rock joint highly depends on the micro-texture of rock 
specimen [13]. Thus, not only the surface roughness characteristics [14-16], but also the 
microstructural properties of the host rock should be taken into account for evaluating the rock 
fall hazards caused by the shear failure of rock joints [13, 17, 18]. In conventional rock joint 
studies, constant normal load (CNL) boundary condition was used to investigate the shear 
mechanism where the normal stress remains constant during the direct shear test, and rock joint 
surface dilates freely during shearing [19]. However, in underground mining, the normal stress 
may vary due to restriction provided by neighbouring rock blocks, which represent a constant 
normal stiffness (CNS) condition [19-23]. The importance of CNS condition in field situation 
has been emphasised by several research scholars (e.g. Indraratna et al. [19], Park et al. [20], 
Shrivastava and Rao [24]). Therefore, apart from microstructural properties of crystalline rock, 
the influence of CNS condition is essential in the study of rock joint shear behaviour.      
As an alternative to experimental tests, the grain based model (GBM) employs DEM principles 
to produce numerical crystalline specimens with similar microstructural properties to the 
physical specimen, which can mimic the cracking behaviour of inter- and intra-grain contacts 
[25, 26]. Many research scholars employed advanced numerical techniques to characterise the 
microstructural behaviour of crystalline rocks (e.g. Bahrani and Kaiser [8], Bewick et al. [27], 
Li et al. [1], Liu et al. [2]). The experimental observations revealed that in physical crystalline 
specimen the bond breakage occurs due to the weakening of the cohesional component of the 
minerals and grain interfaces in a gradual process [10, 28]. The parallel-bond model (PBM) 
[29], and the smooth joint model (SJM) [30] are the most common contact models used in PFC-
GBM research [7, 25, 31] to simulate the fracture behaviour of crystalline rocks. PBM and 
SJM, however, are incapable of reproducing the gradual softening response at the contact level. 
In fact, in PBM, when the contact forces exceed the bond strength, bond-break occurs, which 
results in an abrupt reduction of contact forces to zero [29]. Similarly in SJM, while the contact 
is broken in tension, both normal and shear forces reduce abruptly to zero [30]. If SJM contact 
is in the shear state, a frictional force-displacement response with zero dilation is resulted [30]. 
Therefore, neither PBM nor SJM can exhibit a cohesive softening response after the yield limit. 
Notice that using PBM and SJM as GBM contact models may demonstrate satisfactory match 
with the physical specimen (e.g. Hofmann et al. [7], Bahrani et al. [31], and Liu et al. [2]), and 
can still be employed in GBM studies. However, augmenting the force-displacement laws of 
the PBM and SJM with a gradual softening response, which observed in the experimental tests 
 
 
[5, 10], allows us to achieve a more realistic phenomenological constitutive model for 
simulating the cracking response of crystalline rocks.       
In our previous numerical research, we developed a DEM based cohesive contact model to 
study the influence of rock texture on the macroscopic damage and mechanical response of 
granitic rock using PFC-GBM approach [32]. The cohesive contact model (CCM) was 
implemented in PFC2D, and assigned to the intra-grain contacts. We used the SJM as inter-
grain contact model in our previous research [32]. In the present study, we implemented the 
DEM based cohesive model in the force-displacement law of the SJM to achieve a cohesive 
interface model, which we denote as cohesive SJM (CSJM). We applied CCM and CSJM on 
the intra- and inter-grain contacts, respectively. The new PFC-GBM framework was calibrated 
against the uniaxial compressive and Brazilian tensile tests performed on Aue granite. The 
micro-cracking behaviour of the model was analysed according to the damage response of the 
inter- and intra-grain contact. The numerical models demonstrated a good match with the 
experimental counterparts. To further validate the model, the macroscopic cracking response 
of asymmetric uniaxial test conducted on Aue granite was performed, and the results were 
compared with the laboratory observations.  
To the best of author’s knowledge, there is no numerical study to examine the potential of PFC-
GBM approach in the assessment of rock joint shear behaviour. In the present study, we 
employed the proposed cohesive GBM to numerically investigate the shear behaviour of rock 
joints with a focus on the micro-texture of asperities.  To do so, we imported the geometrical 
characteristics of three different rock joints with different joint roughness coefficients (JRC) 
into the numerical models. After that, numerical direct shear tests under constant normal load 
(CNL), and constant normal stiffness (CNS) were conducted.  
 
2- Constitutive relationships of the contacts 
In the present study, a cohesive, contact model (CCM) developed by Saadat and Taheri [32] 
was employed for simulating the fracture behaviour polycrystalline rock. There are various 
DEM-based cohesive models available in the literature (e.g. Le et al. [33], Nguyen et al. [34], 
Nguyen et al. [35]; and Le et al. [36]). However, we simplified the relationships to reduce the 
calibration procedure of GBM approach. In addition, a simple cohesive contact model reduces 
the computational demand. The formulations of the model can be found in detail in our previous 
 
 
research [32]. In this section, the microproperties of the model and force-displacement law are 
briefly described.  
The relative displacement 𝒖(𝑢𝑛, 𝑢𝑠) of the DEM contacts was decomposed into an elastic and 
plastic components to account for reversible and irreversible displacements: 
 𝒖 = 𝒖𝑒 + 𝒖𝑝 (1) 
The contact normal and shear stresses are linked to their corresponding relative displacements 
and can be calculated by: 
 𝜎𝑛 = 𝑘𝑛
0(𝑢𝑛 − 𝑢𝑛
𝑝) (2) 
 𝜎𝑠 = 𝑘𝑠
0(𝑢𝑠 − 𝑢𝑠
𝑝) (3) 
where 𝜎𝑛 and 𝜎𝑠 are normal and shear stresses in the bonding contacts; 𝑢𝑛 and 𝑢𝑛
𝑝
 are the total 
and plastic normal displacements; 𝑢𝑠 and 𝑢𝑠
𝑝
 are the total and plastic shear displacements; and 
𝑘𝑛
0 and 𝑘𝑠
0 are the normal and shear stiffnesses, respectively. 
The model features a yield function to account for mixed-mode failure: 
𝐹(𝜎𝑛, 𝜎𝑠, 𝐶) = 𝜎𝑠 + 𝜇𝜎𝑛 − 𝐶 = 0 (4) 
where 𝜇 is the friction coefficient of the contact and 𝐶 is defined as: 
 𝐶 = 𝐶0𝑒−𝜅𝑢
𝑝
 (5) 
In Eq. 5, 𝐶0 is the initial bond cohesion, 𝜅 is the softening parameter, and 𝑢𝑝 is the contact’s 
accumulated plastic displacement, which can be calculated from its increments, defined as: 
 𝑑𝑢𝑝 = √(𝑑𝑢𝑛
𝑝)2 + (𝑑𝑢𝑠
𝑝)2 (6) 
A damage parameter (0 ≤ 𝐷 ≤ 1) can be defined to measure the degree of damage in the 
cohesive contacts: 
 𝐷 =  
𝐶0 − 𝐶
𝐶0
= 1 − 𝑒−𝜅𝑢
𝑝
 (7) 
The damage parameter introduced in Eq. 7 was included in the implementation algorithm 
which enabled PFC2D to graphically present the damage response in DEM contacts. When the 
contact is fully bonded the damage parameter takes a value of 𝐷 = 0.0, whereas a completely 
 
 
damaged contact returns 𝐷 = 1.0. During the contact softening, the associative damage will be 
0 < 𝐷 < 1. 
In DEM, simulating microscopic dilation response requires incorporating the microstructural 
characteristics of the material in the model, which is a difficult task to achieve [34]. 
Alternatively, the dilative response of cohesive contacts was taken into account using the 
following non-associative flow rule:    
 𝐺(𝜎𝑛, 𝜎𝑠) = 𝜎𝑠 + 𝛽𝜎𝑛 (8) 
Fig 1 illustrates the behaviour of DEM contact in mode I (tension) and II (shear). The cohesive 
model can be either employed as inter-grain or intra-grain contact model. The intra-grain 
contact model was called CCM, and the microproperties of the model contained a subscript of 
CCM (e.g. 𝐶𝐶𝐶𝑀
0 ). The inter-grain contact model was called cohesive, smooth joint model 
(CSJM), and the microproperties of the model contained a subscript of CSJM (e.g. 𝐶𝐶𝑆𝐽𝑀
0 ). The 
CSJM is a modified version of the smooth joint model (SJM). The details of the SJM can be 
found in [30] and [37].  The microproperties of the model include 𝐶0, 𝜇, 𝜅, 𝛽, 𝑘𝑛
0, and 𝑘𝑠
0. 
Notice that for intra-grain contacts, we employed contact deformability method [29], which 
links the contact stiffnesses to its Young’s modulus (?̅?). The details of identifying ?̅?  and 
contact stiffnesses can be found in our previous study [32].  
 
Fig 1 The behaviour of DEM contacts in (a) tension, and (b) shear. 
 
 
The CCM and CSJM are separately solved in the simulations. In DEM modelling, the 
calculations alternate between the application of Newton’s second law to the DEM balls and a 
force-displacement constitutive model at the contacts. The motion of DEM particles is 
 
 
determined by Newton’s second law, while the constitutive model is used to update the contact 
forces arising from the relative motion of the balls at the contact locations [30]. When updating 
the ball kinematics or when solving the constitutive laws at the contacts at a given time, each 
ball or each contact is processed independently, therefore any modification in the contact force, 
for instance, is not propagated instantaneously and does not affect neighbouring contacts within 
the same iteration. Instead, any change in the system will potentially alter the model state for 
the next iteration.  In the GBM framework, the forces arising from the relative motion of inter-
grain contacts are updated via the CSJM, while the forces arising from the relative motion of 
intra-grain contacts are updated via the CCM. 
3- Validation of cohesive GBM 
In GBM approach, a random generation algorithm is required to construct the polygonal 
microstructure of the model. In this section, the microstructural properties of three different 
granitic rocks were incorporated into the GBM to generate different numerical specimens. We 
used an algorithm proposed by Potyondy [25] for random generation of polycrystalline 
microstructures, which has been extensively used in the previous GBM studies (e.g. Saadat and 
Taheri [32], Hofmann et al. [7]). The complete details of this algorithm can be found in [25].    
In section 3-1, we will introduce a comprehensive calibration procedure to analyse the 
significance of cohesive modelling. We will also demonstrate in section 3-1 that non-cohesive 
GBM (e.g. PBM-SJM) is unable to reproduce the macroscopic behaviour (i.e. load-
displacement curve) of brittle rock (e.g. granite). In section 3-2, the ability of the model in 
reproducing the macroscopic behaviour of Eibenstock II granite in UCS, Brazilian, and triaxial 
tests with different confining pressures (𝜎3) will be investigated. In section 3-3, we will 
compare the numerical fracture pattern of Aue granite under asymmetric uniaxial and confining 
tests with their experimental counterparts.   
3-1 Calibration of Adelaide black granite  
According to the previous experimental and numerical investigations the polycrystalline rocks 
exhibit a gradual cohesive-frictional damage response during failure [10, 28]. This gradual 
damage development in polycrystalline rock is more pronounced under three-point bending 
tests on single-edge-notched beam in which the global load-displacement curve exhibits 
obvious softening response [38]. There are experimental evidences from three-point bending 
(TPB) tests on the single-edge-notched beam that the development of fracture process zone 
(FPZ) in polycrystalline rock (e.g. granite) is attributed to propagation of macroscopic tensile 
 
 
cracks, which in turn is the result of the progressive coalescence of micro-cracks along cleavage 
planes in minerals [38]. Therefore, it is needed to incorporate a softening response in the 
constitutive relationships of DEM contacts to achieve a more realistic numerical outcome. 
Notice that non-cohesive contact models (e.g. PBM) are incapable of reproducing the gradual 
softening behaviour of soft rock in three-point bending test of rock [34]. In this section, we 
demonstrate a process for calibration of Adelaide black granite using three experimental tests: 
uniaxial compression test, Brazilian tensile strength test, and three-point bending tets. 
The thin section analysis of experimental specimen showed that Adelaide black granite consists 
of 45-50% plagioclase, 20-25% pyroxene, 10% biotite, 5% amphibole, 5% magnetite, and 1-
2% quartz [38]. The average grain size of Adelaide black granite reported in the literature is 
2.5 mm, with a minimum and maximum grain size of 0.02 mm and 6.5 mm, respectively [38]. 
Due to the small percentage of amphibole, magnetite, and quartz, each was categorised as 
“other minerals” during specimen generation procedure, and a unique set of micro-properties 
(CCM) were assigned on its DEM contacts. These simplifications were needed to reduce the 
complexity of numerical simulation process and was also adopted in our previous GBM 
research [39]. These data were used to build the GBM models and calibrate the model’s micro-
properties. A systematic calibration procedure, as outlined in the flowchart presented in Fig 2, 
was followed in order to determine a set of appropriate micro-properties that was able to 
reproduce the macroscopic mechanical behaviour (e.g. UCS) and the global load-displacement 
of three-point bending test of a physical specimen. The calibration aimed to achieve a set of 
microproperties which could reproduce the similar macroscopic behaviour of the experimental 
specimens (e.g. Young’s modulus, Poisson’s ratio, etc.). The CCM and CSJM were assigned 
as intra- and inter-grain contact models, respectively. The following points were considered 
during the calibration process:  
1- The CSJM was assigned to the contacts representing mineral interfaces such that the 
mechanical behaviour of grain boundary at the contact level is defined by contact strength 
(i.e. 𝐶𝐶𝑆𝐽𝑀
0 ). When the contact reaches its yield limit, the mechanical behaviour of the 
contact is controlled by the softening parameter (𝜅𝐶𝑆𝐽𝑀) until bond-break occurs. After 
bond-break, the contact behaviour is controlled by the friction coefficient (𝜇𝐶𝑆𝐽𝑀).   
2- The peak strength envelop of the intra-grain contact (i.e. the contact inside a mineral) are 
defined by 𝐶𝐶𝐶𝑀
0  , 𝜇𝐶𝐶𝑀, 𝛽𝐶𝐶𝑀, and 𝜅𝐶𝐶𝑀. Different microproperties (e.g. 𝐶𝐶𝐶𝑀
0 ) were 
assigned to the four minerals, including quartz, plagioclase, orthoclase, and mica. 
 
 
3- We employed the contact deformability method [29] to calibrate the Young’s modulus of 
intra-grain contacts (?̅?𝐶𝐶𝑀). The normal and shear stiffness of CSJM (𝑘𝑛,𝐶𝑆𝐽𝑀
0 , 𝑘𝑠,𝐶𝑆𝐽𝑀
0 ) 
were assigned explicitly.  
The details of the calibration procedure can be found in our previous GBM study [32]. Here, 
we briefly described the calibration steps: 
1- The macroscopic Young’s modulus of the specimen was mainly controlled by ?̅?𝐶𝐶𝑀, 
and 𝑘𝑛,𝐶𝑆𝐽𝑀
0 , 𝑘𝑠,𝐶𝑆𝐽𝑀
0 . We only needed to obtain the linear elastic response of the 
specimen (i.e. macroscopic Young’s modulus), therefore we assigned a high value for 
the strength microproperties (e.g. 𝐶𝐶𝐶𝑀
0 ). The unconfined compressive test was carried 
out in this step (Fig 2a). 
2- The Poisson’s ratio of the model was calibrated by altering 𝑘𝑛,𝐶𝑆𝐽𝑀
0 /𝑘𝑠,𝐶𝑆𝐽𝑀
0  and 
𝑘𝑛,𝐶𝐶𝑀
0 /𝑘𝑠,𝐶𝐶𝑀
0  ratios. It was necessary to repeat this step in an iterative process with 
step 1. 
3- The macroscopic Brazilian tensile strength (BTS) of the model was calibrated by 
carrying out the Brazilian tensile test (Fig 2b). In this step, an appropriate value for the 
inter-grain cohesion (𝐶𝐶𝑆𝐽𝑀
0 ) was identified. Notice that in the GBM approach the 
macroscopic tensile strength is characterised by the strength of inter-grain contacts [7, 
32]. The relative inter-grain microproperties that control the macroscopic tensile 
behaviour of Brazilian disk was also calibrated at this stage (i.e. 𝜇𝐶𝑆𝐽𝑀, and 𝛽𝐶𝑆𝐽𝑀). We 
altered these micro-mechanical properties until achieving a good agreement between 
the numerical results and experimental counterparts.  
4- The uniaxial compressive strength (UCS) was calibrated by choosing appropriate intra-
grain properties (i.e. 𝐶𝐶𝐶𝑀
0 , 𝜇𝐶𝐶𝑀, and 𝛽𝐶𝐶𝑀). The inter-grain microproperties obtained 
from step 3 were assigned to the inter-grain contact in this step. As microproperties 
influence different macroscopic properties, several iterations were undertaken between 
step 1 and 4 to identify a satisfying set of microproperties.    
Notice that the above mentioned steps were used to calibrate the deformability parameters of 
the model (e.g. Young’s modulus, UCS), but 𝜅𝐶𝐶𝑀 and 𝜅𝐶𝑆𝐽𝑀 were selected by fitting the post-
peak response of numerical TPB test with its laboratory counterpart. The results of TPB test 
on notched sample of Adelaide black granite carried out by Parisio et al. [38] were chose for 
this purpose. The laboratory setup and loading condition are illustrated in Fig 3. The rock beam 
was supported by two roller at the bottom, and the specimen was loaded by a roller located at 
 
 
the mid-span of the rock beam at the top [38]. The same test setup was used in PFC2D to 
support and load the beam. The uniaxial compression test was carried out by applying a vertical 
load on the upper wall. In order to prevent ball-facet overlap, a relatively high stiffness was 
assigned to the walls (10 % higher than the average ball-ball stiffness). The ball-wall contacts 
were considered to be frictionless, which prevents the loading plates from inhibiting the rock 
bulging [32].  
 




Fig 3 Numerical setups of different calibration tests  
 
The calibrated micro-properties and a comparison between numerical and experimental 
macroscopic data are given in Table 1 and Table 2, respectively. You can see that the calibrated 
GBM model was able to reproduce the laboratory data with a good match. Another GBM 
simulation of TPB test was performed using the same numerical setup, boundary condition, 
and microstructural characteristic. The only difference was that the cohesive contact 
constitutive models were replaced by PBM (intra-grain contacts) and SJM (inter-grain 
contacts). The elastic properties and deformation characteristics of PBM and SJM contacts 
were kept the same as those of the CCM and CSJM, while the tensile strength and cohesive 
micro-parameters were calibrated to produce the best fit with the peak load of the laboratory 
specimen.  
Table 1 Micro-mechanical parameters obtained from the calibration procedure of Adelaide black 
granite 












radius forming grain, 
𝑅𝑚𝑖𝑛 (mm) 
0.15 0.15 0.15 0.15 
Maximum to minimum 
radius ratio, 𝑅𝑚𝑎𝑥/𝑅𝑚𝑖𝑛 





120 105 105 85 









0 ) (MPa) 160 145 110 145 
Friction ratio, (𝜇𝐶𝐶𝑀) 0.50 0.55 0.50 0.55 
Dilation ratio, (𝛽𝐶𝐶𝑀) 0.25 0.25 0.20 0.25 
Softening parameter, 
𝜅𝐶𝐶𝑀 (1/m) 
15,000,000 8,000,000 5,000,000 8,000,000 
 
 






0 ) (GPa/m) 
250,000    
Shear stiffness, 
(𝑘𝑛,𝐶𝑆𝐽𝑀
0 ) (GPa/m) 




8.7    
Friction ratio, (𝜇𝐶𝑆𝐽𝑀)  0.45    
Dilation ratio, (𝛽𝐶𝑆𝐽𝑀) 0.25    
Softening parameter, 
𝜅𝐶𝑆𝐽𝑀 (1/m) 
1,000,000    
 
Table 2 Macroscopic properties of Adelaide black granite [38]  and GBM approach 
Property Adelaide black granite 
granite (Experimental) 
 Adelaide black granite 
(Numerical) 
Uniaxial compressive 
strength (MPa)  
180 185 
Young’s modulus (GPa) 102 105 
Poisson’s ratio  0.24 0.28 




The comparison between experiment and GBM simulation for the applied load magnitude 
against the crack mouth opening displacement (CMOD) curves is illustrated in Fig 4. Fig 4a 
 
 
illustrates the global load-displacement curves and Fig 4b shows the macroscopic fracture 
patterns. The load-CMOD curve in the numerical simulation using the proposed cohesive GBM 
framework satisfactorily matches with the experimental counterpart (Fig 4a). During the 
loading procedure, the GBM specimen was exhibited to undergo three distinct stages including 
initial linear elastic, hardening before reaching the peak, and finally gradual softening until the 
specimen was completely failed. The macroscopic hardening behaviour of the load-CMOD 
curve was the direct consequence of the collective response of cohesive inter- and intra-grain 
contacts, even though the proposed cohesive contact model featured no hardening 
characteristics at the contact level. During the softening stage, the inter-grain contacts the  
surrounding the crack tip area gradually softened, resulting in a softening response in the 
macroscopic load-CMOD curve, which exhibited a good match with the experimental 
counterpart. Nevertheless, the GBM with PBM and SJM contact models could not capture a 
promising hardening response as the tensile strength of inter-grain contacts were totally 
damaged at the moment the bond strength was reached. Therefore, the specimen reached its 
peak load and entered to softening stage. As it can be seen, the softening response of the GBM 
with PBM and SJM was not perfectly matched with the experimental results, which was due 
to lack of microscopic strain-softening behaviour. Notice that one can alter the micro-properties 
of PBM and SJM to achieve a satisfactory peak load, but it is obvious that macroscopic 
softening behaviour will not be captured as PBM and SJM has no micro-parameter that controls 
the contact’s post-peak behaviour. The inability of PBM in reproducing the post-peak softening 
behaviour in TPB test was also investigated by Nguyen et al. [34] and Nguyen et al. [35]. In 
Fig 4b a comparison between the fracture distribution in the numerical specimen and the 
distribution of acoustic emission (AE) events from the laboratory analysis is depicted. Notice 
that the damage contour plots of the numerical analysis of Parisio et al. [38] are also shown in 
Fig 4b. The proposed cohesive GBM is able to capture the FPZ very well.  
We simulated two more TPB test with different softening parameter (𝜅𝐶𝑆𝐽𝑀) to demonstrate 
how this micro-property influences the overall post-peak response of the specimen (Fig 4c). 
You can see from Fig 4c that the specimen with higher 𝜅𝐶𝑆𝐽𝑀  (i.e. lower softening behaviour 
at contact level) exhibited less macroscopic softening during post-peak, while the specimen 
with lower 𝜅𝐶𝑆𝐽𝑀  (i.e. higher softening behaviour at contact level) could reproduce a relatively 







Fig 4 The results of TPB tests. (a) and (b) Comparison of experimental [38] and numerical results; the 
yellow lines in (b) show the distribution of micro-cracks in the GBM specimen. (c) The results of the 




3-2 Simulation of Eibenstock II granite 
Eibenstock II granite consists of 44% quartz, 24% plagioclase, 21% orthoclase, and 11% mica 
[7]. The minimum and maximum grain size of this granite are 0.49 mm and 1.79 mm, 
respectively, with an average grain size of 1.14 mm [7]. The same procedure (steps 1-4) 
introduced in section 3-1 was used to calibrate the model. The microproperteis of  Eibenstock 
II granite is given in Table 3.  The simulation and experimental results are illustrated in Fig 5. 
You can see from stress-strain curves in Fig. 5a that the simulation results agree with the 
experimental counterparts. Fig 5b shows the distribution of macroscopic cracks in GBM 
specimens including inter- and intra-grain micro-cracks. The numerical results revealed that 
even under uniaxial loading condition, obvious grain crushing occurred, which is consistent 
with the laboratory observations. Figure 5b shows that with increasing confining pressure (𝜎3), 
the induced inter- and intra-grain micro-cracks formed macroscopic fracture zones, which are 
similar to those of experimental specimens.  Fig 5c shows a relation between indirect tensile 
strength versus strain of the Brazilian test. The average tensile strength of Eibenstock II granite 
was 7.0 MPa [40], which was very well reproduced by the proposed cohesive GBM (Fig 5c). 
You can also see that the macroscopic fracture response of the numerical specimen agrees with 
the laboratory observation (Fig 5d). Notice that in Brazilian tensile strength test, only inter-
grain micro-cracks (small black lines in Fig 5d) appeared in the GBM specimen, which was 
due to the small microscopic tensile strength of inter-grain contacts (𝐶𝐶𝑆𝐽𝑀
0 ) required to match 
the numerical results with experimental observations. These results were consistent with the 
previous GBM investigations (e.g. [2, 7, 32, 39, 41]).  
Table 3 Micro-mechanical parameters obtained from the calibration procedure of Eibenstock II 
granite 












radius forming grain, 
𝑅𝑚𝑖𝑛 (mm) 
0.15 0.15 0.15 0.15 
Maximum to minimum 
radius ratio, 𝑅𝑚𝑎𝑥/𝑅𝑚𝑖𝑛 





45 35 30 25 
 
 





1.0 2.0 2.0 1.5 
Cohesion, (𝐶𝐶𝐶𝑀
0 ) (MPa) 105 82 82 45 
Friction ratio, (𝜇𝐶𝐶𝑀) 0.50 0.55 0.55 0.50 
Dilation ratio, (𝛽𝐶𝐶𝑀) 0.22 0.25 0.25 0.2 
Softening parameter, 
𝜅𝐶𝐶𝑀 (1/m) 
15,000,000 8,000,000 8,000,000 5,000,000 
 
 






0 ) (GPa/m) 
85,000    
Shear stiffness, 
(𝑘𝑛,𝐶𝑆𝐽𝑀
0 ) (GPa/m) 




5.7    
Friction ratio, (𝜇𝐶𝑆𝐽𝑀)  0.40    
Dilation ratio, (𝛽𝐶𝑆𝐽𝑀) 0.25    
Softening parameter, 
𝜅𝐶𝑆𝐽𝑀 (1/m) 










Fig 5 Simulation of Eibenstock II granite using the proposed cohesive GBM. (Experimental results 
from Tan [40]) (a) Stress-strain curves after compressive tests under various confining pressures 
(Notice that there are two experimental tests with 𝜎3 = 10 𝑀𝑃𝑎 and one of them is depicted by 
dashed thick blue lines and the other by dashed think blue line). (b) Macroscopic crack distribution in 
GBMs and their experimental counterparts. (c) The results of numerical Brazilian test. (d) 








3-3 Simulation of Aue granite  
The red Aue granite from Blauenthal/Germany (syeno–monzo-granite) [7] was simulated in 
this section. The mineral size and content are given in Table 1. According to Hofmann et al. 
[7] the grain size varies from 0.9 to 1.8 mm; hence, the grain size standard deviation within 
this given range was used to generate GBM specimens. The dimension of the laboratory 
specimen for the unconfined compressive test was 100 mm (height) × 50 mm (diameter), and 
the diameter of the Brazilian disk was 50 mm. The GBM specimens with the same dimensions 





Table 4 Mineral content and size for Aue granite [42-44] 
 
 Quartz Plagioclase Orthoclase Mica 
Mineral content 
(%) 
30 40 20 10 
Avg. mineral 
diameter (mm) 
1.45±0.35 1.35±0.45 1.35±0.45 1.2±0.3 
 
The experimental results from unconfined and confined compressive and Brazilian tensile tests 
of Aue granite were used for calibration purposes.  
The microproperties of calibrated Aue granite is listed in Table 2, and the macroscopic 
parameters of both numerical and experimental observations are given in Table 3. Fig 6  
illustrates the numerical stress-strain graph and corresponding failure state of the specimen at 
peak. The numerical results show that the macroscopic cracks were formed in the specimen as 
a result of interaction between inter- and intra-grain micro-cracks. 
Table 5 Micro-mechanical parameters obtained from the calibration procedure of Aue granite 
 












radius forming grain, 
𝑅𝑚𝑖𝑛 (mm) 
0.15 0.15 0.15 0.15 
Maximum to minimum 
radius ratio, 𝑅𝑚𝑎𝑥/𝑅𝑚𝑖𝑛 





62 52 42 32 





1.0 2.0 2.0 1.5 
Cohesion, (𝐶𝐶𝐶𝑀
0 ) (MPa) 118 95 95 60 
Friction ratio, (𝜇𝐶𝐶𝑀) 0.58 0.6 0.6 0.55 





245,000 210,000 185,000 163,000 
Average shear stiffness, 
(GPa) 
245,000 119,000 121,000 136,000 
Softening parameter, 
𝜅𝐶𝐶𝑀 (1/m) 
25,000,000 18,000,000 18,000,000 15,000,000 
 
 






0 ) (GPa/m) 
106,000    
Shear stiffness, 
(𝑘𝑛,𝐶𝑆𝐽𝑀
0 ) (GPa/m) 




7.0    
Friction ratio, (𝜇𝐶𝑆𝐽𝑀)  0.45    
Dilation ratio, (𝛽𝐶𝑆𝐽𝑀) 0.25    
Softening parameter, 
𝜅𝐶𝑆𝐽𝑀 (1/m) 




Table 6 Macroscopic properties of Aue granite [42] and GBM approach 
 
Property Aue granite (Experimental)  Aue granite (Numerical) 
Uniaxial compressive 
strength (MPa)  
134±7 138 
𝝈𝟏@𝟏𝟎𝐌𝐏𝐚 256 248 
𝝈𝟏@𝟒𝟎𝐌𝐏𝐚 456 436 
Young’s modulus (GPa) 48±8 50 
Poisson’s ratio  0.19 0.22 
 
 




Fig 7 illustrates the results of the Brazilian tensile test and the corresponding damage response 
of inter-grain contacts at different tensile stress magnitudes. In GBM approach, the 
macroscopic tensile strength of the model is controlled by the microscopic tensile strength of 
the inter-grain contacts [25]. In the previous PFC-GBM studies, SJM has been extensively 
employed to simulate the micro-cracking behaviour of inter-grain contacts. In the present 
study, CSJM was proposed and assigned to inter-grain contact, which modelled the gradual 
softening of grain boundaries. In CSJM, when the contact reaches its yield limit, the softening 
response of the contact begins. 𝐷𝐶𝑆𝐽𝑀 demonstrates the degree of damage in the inter-grain 
contacts, and can be plotted graphically to depict the localized damage response of inter-grain 
contacts. We monitored the damage state of grain boundaries at different stress magnitudes to 
observe the effectiveness of CSJM in reproducing the mechanical behaviour of Aue granite. In 
Fig 7b, an enlarged view of the inter-grain contacts is illustrated below each specimen to better 
exhibit the softening response of grain-boundary contacts. It can be seen that from point “a” to 
point “c” the number of soften contacts (0.0 < 𝐷𝐶𝑆𝐽𝑀 < 1.0 ) significantly increased, with the 
majority of the damage occurred in the middle portion of the Brazilian disk, point “b”, and 




Fig 6 The numerical behaviour of Aue granite under uniaxial compression loading. (a) Axial stress-



















Fig 7 The Brazilian tensile test. (a) Axial stress-strain curve. (b) Microscopic damage response in the 
cohesive inter-grain contacts. 
 
 
To further validate the abilities of the proposed cohesive model, a series of uniaxial and triaxial 
asymmetric tests were simulated using the cohesive GBM framework. Fig 8 illustrates the experimental 
(Fig 8a) and numerical (Fig 8a) setup of the asymmetric test. The length of top loading wall was 
shortened to 30 mm (specimen diameter was 50 mm), leaving the upper left portion of the specimen 
(20 mm) free of compressive loading [42].  As stated by Yoon et al. [42], I asymmetric testing aims to 
observe the development of shear rupture zone in the specimens, which is an important failure 
mechanism in deep mining structures [45]. Fig 9 illustrates a comparison between fracture behaviour 
of laboratory uniaxial and triaxial asymmetric tests and the micro-cracking response of the proposed 
cohesive GBM. The laboratory observations showed that at atmospheric pressure, the cracks initiated 
at the edge (3D) or point (2D) of the asymmetric steel loading platen, and developed sub-vertically 
towards the stationary steel platen (Fig 9 a and b, 𝜎3 = 0 𝑀𝑃𝑎) [42, 46]. You can see that in the 
 
 
proposed GBM framework very well captured this failure pattern, with the sub-vertical macroscopic 
cracks were formed due to the progressive coalescence of inter- and intra-grain micro-cracks. At 10 and 
40 MPa confining pressure, cracks were initiated at the edge of loading platen and propagated towards 
the loaded portion of the specimens (Fig 9 a and b, 𝜎3 = 10 and 40 𝑀𝑃𝑎) [42, 46]. You can see from 
Fig 9c (𝜎3 = 10 and 40 𝑀𝑃𝑎) that the GBM specimen exhibited a close failure pattern to its laboratory 
counterparts. Notice that in the numerical specimen more unconnected inter-grain micro-cracks 
developed away from the major fracture. This is because a very small tensile strength is required to 
match the Brazilian tensile strength results [7, 32, 39]. The micro-cracks that may have developed away 
from the major fracture could not be observed in the physical specimens. However this does not mean 
that these micro-cracks do not exist [7]. Therefore, the GBM results seem to fit the laboratory 
observations reasonably well, and the macroscopic behaviour can be reproduced.        
 





Fig 9 Comparison of the crack distribution of asymmetric uniaxial and triaxial tests at 10 and 40 MPa 
confining pressure with the micro-cracking response of the GBM specimens. (a) Experimental results 
from Stanchits and Dresen [46]. (b) Experimental results from Yoon et al. [42]. (c) The macroscopic 




In Fig 10 the numerical observations of Hofmann et al. [7] and Yoon et al. [42] are illustrated. Hofmann 
et al. [7] used GBM modelling with PBM-SJM constitutive models and Yoon et al. [42] employed 
clumped particle model to simulate Aue granite. You can see from Fig 9  that, unlike GBM simulation 
of Hofmann et al. [7] (Fig 10a) and Yoon et al. [42] (Fig 10b), in the present GBM specimen obvious 
grain crushing was observed  with an intense concentration along the major fracture, which was closer 







Fig 10 Numerical crack pattern observed in asymmetric tests of Aue granite by (a) Hofmann et al. [7] 
and (b) Yoon et al. [42].  
 
5- Rock joint shear behaviour using cohesive GBM 
5-1 Influence of JRC and CNS condition on rock joint behaviour 
In order to study the impact of surface roughness of rock joints and microstructural 
characteristic of polycrystalline rock on the overall shear behaviour GBM specimens, we 
selected three different natural rock joint profiles with known JRC values of 4.6 (smooth), 10.2 
(rough), and 17.5 (very rough), which were measured by Bahaaddini [47]. The surface 
configuration of rock joint profiles is depicted in Fig 11.  Hereafter, the GBM specimens with 
JRC values of 4.6, 10.2, and 17.5 are called JP1, JP2, and JP3, respectively. The direct shear 
tests performed under both CNL and CNS conditions. The numerical setup under CNL and 
CNS conditions are illustrated in Fig 12. The increment of initial normal stress magnitudes 
(𝜎𝑛
0) under CNS condition is expressed as [19]: 
 𝑑𝜎𝑛
0 = 𝑘𝑐𝑛𝑠 × 𝑑𝛿𝑛 (9) 
where 𝑘𝑐𝑛𝑠 is constant normal stiffness at an external boundary, and 𝑑𝛿𝑛 is the increment of 





𝑘𝑐𝑛𝑠 is the major parameter that controls the shear mechanism under the CNS condition. 
Different researchers used various CNS stiffness values in DEM studies. For instance, Bewick 
et al. [48] suggested CNS stiffnesses of 10, 30, and 100 GPa/m for GBM simulations of intact 
 
 
sandstone with average UCS and Young’s modulus of 140 MPa, and 44 GPa, respectively. 
Shang et al. [22] assumed CNS stiffness values of 1, 10, and 30 GPa/m to numerically study 
the shear behaviour of incipient rock joints of Horton Formation Siltstone under CNS 
condition. The average UCS and Young’s modulus of their specimen, respectively, were 
approximately 140 MPa, and 35 GPa. In the present study, a 𝑘𝑐𝑛𝑠 of 15GPa/m was considered 
for Aue granite to carry out CNS direct shear tests.    
 
Fig 11 Natural rock joint profiles used in the GBM approach (modified from [47]) 
 
Fig 12 Direct shear test setup of GBM specimen under (a) CNL, and (b) CNS conditions. 
   
 
 
The SJM was applied to the DEM particles forming the rock joint interface. The macroscopic 
data for calibrating SJM microproperties were not available. However, it often the case in 
numerical investigations that one set of microproperties can be assumed to represent the 
mechanical behaviour of rock joint [8, 49]. Gutiérrez-Ch et al. [23] suggested a value between 
1 and 10 for 𝑘𝑛
𝑆𝐽𝑀/𝑘𝑠
𝑆𝐽𝑀
  to simulate direct shear tests using SJM. The microproperties of SJM 
include normal stiffness (𝑘𝑛
𝑆𝐽𝑀
), shear stiffness (𝑘𝑠
𝑆𝐽𝑀
), and friction ratio (𝜇𝑆𝐽𝑀). In the present 
study, a set of microproperties representing the mechanical behaviour of rock joint was 
assumed for investigating the influence of surface roughness and CNS condition on rock joint 
shear behaviour. The value of 𝑘𝑛
𝑆𝐽𝑀
  and 𝑘𝑠
𝑆𝐽𝑀
were considered to be 10,000 and 2,500 GPa/m, 
respectively. The friction ratio (𝜇𝑆𝐽𝑀) was assumed to be 0.75.  
The results of the numerical direct shear test for JP2 under different initial normal stress magnitudes 
(𝜎𝑛
0) are presented in Fig 13. We have used three different terms suggested by Bahaaddini et al. [37] for 
describing the shear mechanism of rock joints: ‘asperity sliding’, ‘asperity wear’, and ‘asperity shear-
off’. ‘Asperity damage’ is a term used by the authors by which the degradation of asperities was 
described. When the degradation of asperities was high, we used descriptive terms such as ‘sever 
asperity damage’ and ‘pronounced asperity damage’. We also used the term ‘minor asperity damage’ 
to describe low-intensity asperity degradation, and ‘grain crushing’ to refer to the development of intra-
grain micro-cracks [5, 39]. Asperity sliding occurs under low normal stress where the walls of rock 
joint slide freely over each other [37]. This may be followed by minor asperity damage which is evident 
by very few intra-grain contacts and slight concentration of inter-grain contacts around the critical 
asperity areas (see CNL specimen with 𝜎𝑛
0 = 2 𝑀𝑃𝑎, Fig 13b). Asperity wear takes place under medium 
normal stress magnitude [37], and causes higher asperity damage in the forms of grain crushing. This 
shear mechanism exhibits a higher concentration of inter-grain micro-cracks, which cancan be seen in 
CNL specimen with 𝜎𝑛
0 = 7 𝑀𝑃𝑎, Fig 13b. Finally, when the applied normal stress magnitude is high, 
the rock joint tends to demonstrate the asperity shear-off mechanism [37]. This shear behaviour is 
usually followed by pronounced asperity damage which is the direct consequence of severe grain 
crushing and high concentration of inter-grain micro-cracks around the critical asperity areas. Figure 
13b shows an instance of asperity shear-off in CNL specimen with 𝜎𝑛
0 = 7 𝑀𝑃𝑎. 
The shear stress-displacement graphs (Fig 13a) showed that the slope of the linear elastic stage 
of the GBMs increased with increasing 𝜎𝑛
0. The results demonstrated that all GBMs, under 
CNS condition, exhibited a higher peak shear strength. For 𝜎𝑛
0 = 2 𝑀𝑃𝑎  a distinct peak shear 
strength could not be recognized, which was due to a progressive increase of applied normal 
stress. For medium and high 𝜎𝑛
0 (i.e. 7 and 14 MPa), a distinct peak shear strength could be 
observed under CNS, but there was still a slight increase in the shear strength during post peak. 
 
 
The CNL models exhibited a higher dilative response compared to CNS models (Fig 13a). The 
fracture response of GBMs showed that the asperity degradation in CNS models was more 
pronounced than those undertaken under CNL condition (Fig 13b). These behaviours were 
attributed to an increase in the magnitude of normal stress in the CNS condition. The CNL 
models showed a transition from asperity sliding mode (𝜎𝑛
0 = 2 𝑀𝑃𝑎 ) to asperity wear (𝜎𝑛
0 =
7 𝑀𝑃𝑎) and asperity shear off (𝜎𝑛
0 = 14 𝑀𝑃𝑎) modes by increasing 𝜎𝑛







Fig 13 The result of the direct shear test on GBM specimen under CNL and CNS conditions: (a) shear 
stress-displacement and normal-shear displacement graphs; (b) distribution of inter- and intra-grain 
micro-cracks. 
 
The macroscopic fracture behaviour of GBMs in Fig 13b shows that in all GBMs, asperity 
damage occurred due to bond-break in the intra-grain contact, which resulted in grain crushing 
in critical asperities. The experimental investigations of Morgan et al. [5] showed that mineral 
strength highly controls the degree of grain crushing in polycrystalline rocks. The GBM results 
(Fig 13b) revealed that when the shear mechanism was asperity sliding (i.e. 𝜎𝑛
0 = 2 𝑀𝑃𝑎), the 
grain crushing was not significant. In contrast, in GBMs with higher 𝜎𝑛
0 more intra-grain cracks 
were promoted resulting in a more pronounced localized asperity degradation. The distribution 
pattern of inter-grain micro-cracks (black lines in Fig 13b) showed that by increasing 𝜎𝑛
0, the 
inter-grain micro-cracks tended to develop vertically towards the top loading wall. The 
numerical simulations revealed that grain crushing (i.e. localized asperity damage) was more 
pronounced under CNS condition. This may be attributed to asperity interlocking as a result of 
an increase in the applied normal stress under CNS condition, which prevented the rock joint 
surface from slipping along the irregularities. As a results, the critical asperities exhibited more 
resistance against shearing leading to more grain crushing. 
In order to better analyse the asperity degradation of rock joints under CNS condition during 
the shear procedure, the fracture distribution pattern of GBM (JP2) with 2.0 and 14.0 MPa of 
𝜎𝑛
0 was monitored at four different shear stress magnitudes, and the results are illustrated in Fig 
14. In the pre-peak stage (point “a”, Fig 14), both GBMs demonstrated the formation of inter-
grain micro-crack around the critical asperity areas. When 𝜎𝑛
0 = 14.0 𝑀𝑃𝑎 a slight grain 
crushing is observed. With further shear displacement, the number of inter- and intra-grain 
micro-cracks enhanced in the GBMs (point “b”, Fig 14). The peak shear strength occurred in 
GBM with 𝜎𝑛
0 = 14.0 𝑀𝑃𝑎 at point “b”, while no recognizable peak was observed for the test 
at 𝜎𝑛
0 = 2.0 𝑀𝑃𝑎. Then, the GBM with 𝜎𝑛
0 = 14.0 𝑀𝑃𝑎 experienced a softening stage during 
 
 
which a high degree of bond-break occurred in inter-grain contacts (point “c”, Fig 14). A 
pronounced localized asperity damage (i.e. grain crushing) was also observed at this point. In 
comparison, the GBM with 𝜎𝑛
0 = 2.0 𝑀𝑃𝑎 showed minor asperity damage, and the inter-grain 
micro-cracks developed around the rock joint surface (point “c”, Fig 14). At the end of the 
shearing stage (point d), severe asperity damage occurred in the GBM with 𝜎𝑛
0 = 14.0 𝑀𝑃𝑎 , 
and inter-grain micro-cracks coalesced to form larger grain boundary fractures apart from the 
rock joint interface. In contract at point “d”, the GBM with 𝜎𝑛
0 = 2.0 𝑀𝑃𝑎  exhibited a low 
intensity of asperity damage, and the formation of tensile fractures was less severe. Notice that 
the extension of tensile fractures was the result of progressive coalescence of inter-grain micro-
cracks, which are demonstrated by accumulation of fractures in grain bountries (i.e. black lines) 
demonstrated in Fig 14. The extension of tensile fractures along grain boundaries was the results 
of assigning small contact strength (𝐶𝐶𝑆𝐽𝑀
0 ) to the inter-grain contacts in order to match the 
experimental Brazilian tensile strength. This is the pivotal aspect of GBM simulation [7, 32]. 
These numerical observations are consistent with the fracture behaviour of physical specimens. 
For instance, the experimental results of Meng et al. [13] on granite with irregular rock joints 
showed that apart from asperity damage, several tensile fractures were initiated and distributed 
into the rock specimen away from rock joint profile.  
 
 





In order to assess the influence of JRC on the shear mechanism and fracture behaviour of GBM 
specimen under CNS condition, the numerical direct shear tests were carried out using JP1, 
JP2, and JP3 (Fig. 4) with 𝜎𝑛
0 = 2.0 𝑀𝑃𝑎. Fig 15 illustrates the shear stress-displacement and 
normal-shear displacement relations, and the fracture distribution in GBMs. As expected, by 
increasing the value of JRC, the peak shear strength and normal displacement seincrease (Fig 
15a). The GBM with JP2 and JP3 showed severe asperity damage, whereas JP1 exhibited 
dominant asperity sliding (Fig 15a) with slight asperity damage (Fig 15b). The results showed 
that the shear stress in JP2 gradually increased after 0.2 mm of shear displacement, which was 
due to the effect of CNS condition. This behaviour was not observed in JP1 and JP3. These 




Fig 15 The numerical direct shear test results on rock joints with different surface roughness under 
CNS condition. (a) The shear stress-displacement and normal-shear displacement curves (b) The 




5-2 Influence of grain size on the shear behaviour of rock joint 
We generated three distinct grain size scenarios given in Table 7, which are similar to our 
previous research studying the effect of rock texture on macroscopic behaviour of pre-cracked 
polycrystalline rocks [32].  This enables us to investigate the influence of grain size on 
macroscopic behaviour of rock joint (JP2). To do so, we have conducted 18 numerical direct 
shear tests in PFC2D to examine the effect of rock texture on macroscopic shear behaviour of 
rock joints under both CNL and CNS conditions. The peak shear stress and peak dilation angle 
of the numerical specimens were measured, and the results of this parametric study are 
illustrated in Fig 16. 
 
Table 7 Overview of various grain size scenarios for investigating the influence of grain size 
heterogeneity on the shear mechanism of rock joint 
 Average mineral diameter (mm) 
Quartz Plagioclase Orthoclase Mica 
Fine grain 1.45±0.35 1.35±0.45 1.35±0.45 1.2±0.3 
Medium grain 3.2 1.6 1.6 1.6 
Coarse grain 4.3 3.0 3.0 3.0 
 
You may see that at 𝜎𝑛
0 = 2 𝑀𝑃𝑎 the grain size has a negligible influence on the peak shear 
stress and peak dilation angle of rock joint under both CNL and CNS conditions. At 𝜎𝑛
0 of 7 
and 14 MPa, the effect of grain size was more pronounced .The highest peak shear stresses and 
the lowest peak dilation angles are observed at 𝜎𝑛
0 = 14 MPa , respectively (Fig 16)  . The 
increase in the shear stress of rock joints was attributed to the higher asperity strength because 
an increase in the grain size relatively rises the UCS of GBMs [7, 32, 50]. The reduction in 
peak dilation angle might be due to severe asperity damage. As it can be seen in Fig. 16a, the 
influence of CNS condition on peak shear strength was more pronounced under 𝜎𝑛
0 = 2 𝑀𝑃𝑎, 
which was due to the predominant asperity sliding mechanism resulting from low confining 
stress [19]. Nonetheless, the peak dilation angle of CNS specimens showed lower values 
compared to their CNL counterparts regardless of 𝜎𝑛
0  magnitude, which was attributed to a 
 
 
progressive increase of applied normal stress under CNS condition.
 
Fig 16 The effect of grain size on the (a) peak shear stress, and (b) peak dilation angle of rock joint 
(JP2)  
6- Conclusion 
A cohesive GBM framework was proposed and implemented in PFC2D to simulate the fracture 
behaviour of polycrystalline rocks. The gradual softening response of inter- and intra-grain 
contacts was simulated by incorporating an exponential damage evolution function to the force-
displacement laws. The damage response of the contacts could be controlled by a softening 
parameter, which defined as a microproperty in the constitutive relationships. The model was 
calibrated with the experimental results of uniaxial compression, and Brazilian tensile tests 
carried out on Aue granite. The model exhibited good capability in reproducing the 
macroscopic behaviour of granitic specimen. Thus, the proposed GBM framework can be used 
as an alternative tool to an experimental approach to obtain new insight regarding the fracture 
behaviour of polycrystalline rocks. 
The calibrated model was employed for investigating the asperity damage mechanism of rock 
joints with various surface roughness under both CNL and CNS conditions. Three rock joint 
profiles were digitized and imported into PFC2D to produce jointed polycrystalline specimens. 
The numerical results indicated that the response of rock joints under CNS was greatly 
controlled by asperity damage (i.e. grain crushing), the extent of which increased with 
increasing 𝜎𝑛
0  and surface roughness. The normal displacement of rock joints increased with 
increasing JRC, and reduced with increasing 𝜎𝑛
0. The asperity damage was occurred in GBMs 
 
 
as a result of grain crushing which was due to bond-break in the intra-grain contacts, an effect 
that was more severe in rough rock joints.  
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