This paper applies Bayesian variable selection methods from the statistics literature to give guidance in the decision to include/omit factors in a global (linear factor) stock return model. Once one has accounted for country and sector, it is possible to see which style or styles best explains current asset returns. This study does not find compelling evidence for global styles as useful explanatory factors, once country and sector have been accounted for. 
Introduction
There is considerable literature on the choice of factors in explaining asset returns at the global level, see Capaul, Rowley and Sharpe (1993), Arshanapalli, Coggin and Doukas (1998) and Fama and French (1998) . Many models, however, have been global tactical asset allocation (GTAA) models, concentrating on country wide, or global, factors to try to explain the returns on equity indices. Some research has concentrated on global or regional models at the individual stock level, we call such models stock return models.
Some literature, see Heston and Rouwenhorst (1995) and Kuo and Satchell (1998) , has concentrated on ranking different taxonomies in explaining the variability of the data.
The findings are that the factors that matter, in declining order of importance, are country factors, followed by sector factors, followed by style factors.
The purpose of this paper is to use Bayesian variable selection methods to further explore this question. This methodology gives a posterior probability that a particular style variable should be included, conditional on the sample data. In the particular case of the linear factor model, where residual errors are uncorrelated by assumption, this procedure simplifies to a closed form expression. It is found that this technique seems ideal for the problem in hand; it allows updating of "priors" recursively, so that style rotation can be taken into account; namely, the phenomenon that a particular style may have a risk-premium that changes through time. The factor selection procedure is illustrated by considering a set of style factors for the MorganStanley Capital International (MSCI) universe of stocks. ! is a vector of + q elements. 2 The interpretation here is that, if 
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The purpose of this study is to obtain the posterior probabilities of + for this linear factor model. The posterior joint probability density function is, by Bayes' law, . Note that since, . (6) A structure such as (5) and (6) For the priors, the following assumptions are used; these are the same as used in Smith and Kohn (1998). 6 1) In the following analysis, two different priors for
which is the same as that used in Smith and Kohn (1996) , where they allow c to take values in the range 1000 10 4 4 c . The second prior is, by setting
where T is the number of observations. The maximum likelihood estimator of
and its variance is 2) The prior for 2 i 0 is the commonly used noninformative prior discussed in Geisser (1965) . Under the assumption that the prior for
3) Finally, assume that ( )
are independent of one another and set
The above assumptions on priors imply that
where i + and j + are elements in the vector + (see equation (3) ) so that equation (12) demonstrates that the elements of + are conditionally independent. It also follows from the above that for any two asset returns vectors, 
where
. If the prior (9) is used instead of (8), then the result is as before, except that instead of ( )
is used and the definition of ) ( i S is changed appropriately.
Empirical Tests

Equity Returns
The Morgan Stanley Capital International (MSCI) universe is used as the data set. Firstly, the 1523 equities available in the MSCI universe are taken and then equities selected which are available over the sample period, that is, from October 1988 to September 1998. The number of equities available during the period is 1154.Therefore, a total number of 120 monthly returns from October 1988 to September 1998 is used for each equity. Using the notation of the previous section, m=1154 and T=120. 8 The MSCI universe has information on countries (20 countries) and sectors (9 sectors) for each equity. The strategy is to take out the country and sector effects prior to analysing style. However, in many cases, weights on sector-country grids are very small and there are very large differences in the weights. In addition, a large number of countries and sectors (20 x 9 grids) can make the calculation more complicated without giving meaningful results. In this study, the number of sectors and countries is reduced by pooling. Twenty countries are pooled into 9 geographical groups as follows: 1 for all countrysector grids. Then, the value weighted excess return of an equity that belongs to the k th country and l th sector at time t,
Note that for the case of the equally weighted excess return of an equity that belongs to k th country and l th sector at time t , the study uses Panel A of Table 1 shows that there are 295 Japanese equities which is 25.6% of all equities by number. However, they cover 42.5% in value, see panel B. There are 265 US equities, whose value is 25.3%. Therefore, the data include more Japanese equities that are also large in value on average. Note that equities of the other countries are relatively small. Panel B
shows that Japanese equities in the finance sector are more than twice as large as the US equities in the same sector. Also note that the Japanese Capital Goods sector is the largest sector in both number and value.
Panel C shows equally weighted and value weighted returns on a country/sector grid. The weighted average returns of Japanese equities are very small, i.e., 0.1% a month, mainly due to the sluggish Japanese economy during the sample period. Also, note that the equities of Canada and Australasia have relatively low returns. All the other countries' weighted average returns are around 1.3 to 1.6% a month. Panel D shows a similar pattern in equally weighted returns; equally weighted returns on Japanese equities are negative, -0.03% a month, while those of other countries are broadly similar, i.e., 0.7 to 1.4% a month.
The number and value of equities in Capital Goods and Consumer Goods are large, more than half of the number and value of total equities. During the sample period, the Consumer Goods sector showed the highest weighted return, 1.24% a month 10 (see panel C). The Basic Industries weighted return was -0.02%. However, the difference between sectors is relatively smaller than that between countries.
There is a big difference in both the number and value of equities among countries and sectors. This arises, at least partially, because the sector definitions have gradually become out of date. For example, the value of the Capital Goods sector is more than ten times larger than that of the basic industries sector. A similar phenomenon can be found in country portfolios. This is the main reason why value weighted returns are used in this study. However, the Bayesian variable selection method described has been applied in the previous section to both equally weighted returns and value weighted returns for comparison purposes.
Factor Mimicking Portfolios (FMPs)
In linear factor models, one needs either the factors themselves, or their equilibrium risk premiums or a portfolio that mimics one or the other. Since the true factors are typically unobservable, only the last of these three cases is discussed. The decision to concentrate on building models using factor mimicking portfolios as regressors is in line with the more sophisticated practitioner models that are based on these procedures.
For the purposes of this paper, a factor-mimicking portfolio is a portfolio of assets whose returns are designed to be highly correlated with the (unobservable) factor values. Portfolios constructed from eigenvectors in principal component analysis are examples of factor mimicking portfolios. Factor mimicking portfolios are a useful and increasingly common tool in building linear factor models; they often take the form of a 11 hedge portfolio. Even in cases when the factor is directly observable or pre-specified, it is often convenient to use factor mimicking portfolios. For example, if a particular factor does not correspond to a set of traded positions, it may be hard to argue that a pricing theory applies to it, although (by construction) it would apply to a factor mimicking portfolio. For a more detailed discussion on the general theory of factor mimicking portfolios, see Huberman, Shmuel, and Stambaugh (1987) and Lehman and Modest (1988) .
The returns to the factor-mimicking portfolios mimic the factor values in a certain sense. The relationship between the factor values and the corresponding factor premiums arises from theories such as Arbitrage Pricing Theory, which essentially links, in a no-arbitrage world, the exposure of the stocks to the factors, and the risk premiums associated with the factors to the overall risk premium of the asset. 7 is noise. For each factor f , the universe is ranked by an attribute of f . For instance, f might be the Return on Equity factor and the universe of stocks would be ranked by their Return on Equity attribute data. For the attributes used in this study, see definitions in Appendix B. Then an equally weighted portfolio is formed that is long the top n -tile ranked by the f attribute, and short the bottom n -tile, ranked by the f attribute. The resulting hedge portfolio is the factor mimicking portfolio of factor f . The order of the n -tile should typically be small. Thus, the use of quartiles (n=4) or thirds (n=3) is probably more 12 appropriate than the use of, for example, deciles (n=10), because of the greater diversification produced. In this particular model thirds have been used.
Important issues arise as to whether it is sensible to rank stocks by accounting attribute across countries and accounting regime. Initially, accounting regime differences are ignored; however, the second approach is to normalise the accounting data by country so that each "country" has an attribute with mean zero and variance one.
The above procedure can be seen as a natural way to make the factor mimicking portfolios approximately uncorrelated. If the true factors are uncorrelated, then sorting by the attributes and constructing long and short positions relative to factor 1, say, should produce a portfolio with little to no systematic exposure to factor 2.
Actually, the attributes themselves may be strongly correlated and, as a consequence, fully uncorrelated portfolios cannot be expected. However, it is considered that this procedure is preferable to using factor analysis or principal components, since then one while the number of equities available used in the previous subsection is fixed, i.e., 1154 throughout the sample period. FMPs. This also explains why the correlation coefficients of the non-standardised
FMPs are higher than those of the standardised FMPs, as can be seen in panels A2 and B2. By standardising accounting attributes, one country's dominance in the calculation of FMPs can be removed. This procedure is also consistent with the assumption that factors are uncorrelated in the standard linear factor model. In the following subsection, 14 both the non-standardised FMPs and the standardised FMPs are used and the results compared.
Posterior Probability of
This section calculates the posterior probability of , that is, ( ) r pdf in equation (14) . Note that it uses a constant and the four FMPs as independent variables.
Therefore, the possible number of the combinations of independent variables is sixteen.
Some of the independent variable sets, except the constant, for example, are "FVL", "FGR", "FVL+FGR", "FGR+FDE+FSZ", or "NONE", see Table 3 . Therefore, the posterior probability of takes (16" 1) vector, i.e., * takes 16 values.
During the calculation with equation (14) the authors faced numerical difficulties in obtaining a sensible number for the posterior probability of . This is because the product of small posterior probabilities (the number is 1154) in each equity becomes very close to zero, while the product of large posterior probabilities in each equity becomes very large. Attempts were made to scale the values in sensible ways, but typically, the posterior probability of "NONE" becomes one and all the other posterior probability turn out to be zero. Accordingly, the problem was respecified by letting be the (16" 1) vector of specifications for asset i. Thus the calculations are carried out for each equity rather than for all equities. Thus, the posterior probability
15 where all notation is the same as in equation (14) . For the constant c, we set c=T=120, which is in the range given by Smith and Kohn (1996) Tables 3, 4 , and 5 are the averaged posterior probabilities of countries, sectors, and country-sector grids. Such a procedure helps circumvent the numeric problems associated with a system , as opposed to the equity-specific i 's that were calculated.
First, the results of the non-standardised FMPs are reported and then the results of the standardised FMPs. The results on the equally weighted returns follow next. Table 3 reports the results of the non-standardised FMPs. For the non-standardised
FMPs evidence was not found of global style effects for all countries and sectors; see panels A and B of Table 3 . Panel A shows that styles cannot explain countries since "NONE" has the highest posterior probability for all 9 countries. Indeed it is usually at least four times as high as the next highest probability. Panel B reports similar results.
This suggests that the methodology effectively removes the country/sector effects.
Moving down a level to the individual country/sector combinations in panel C of Summarising the results, this study did not find strong evidence of the role of style, but the possibility cannot be ignored that some results may come from global accounting differences, especially for Asian definitions of book value and debt.
The posterior probabilities are recalculated using standardised FMP's to allow for the different accounting regimes across countries. Table 4 shows that global style effects are not found in all countries and sectors; see panels A and B of Table 4 . All posterior probabilities are similar to those reported in panels A and B of Table 3 . Panel C of Table 4 also suggests that the standardised FMPs only have limited explanatory power in the individual country/sector combinations.
The selection of FMPs and their posterior probabilities in the individual country/sector combinations are different from those reported in Table 3 . For example, growth explains Japanese equities better than the other combination of FMPs with nonstandardised FMPs. However, with standardised FMPs, size is the appropriate style for Japanese equities. Similar differences can be found in other countries.
The calculations are reworked by computing excess return, with respect to equally, rather than capital, weighted averages. This should reduce the importance of Japan relative to the rest as we have already seen that, in the same period, firm size is larger in Japan than for the rest of the world. These results are presented in Table 5 .
These are not discussed at length, except to note that the results are very similar to those in Table 4 ; there is little evidence for the importance of global styles.
We conclude that global style is not a risk factor in explaining global stock returns. Tables 3 to 5 The second sample period covers November 1988 to October 1993, and so on.
Time-varying Properties of Posterior Probability of
Standardised value-weighted returns are used so that the results in this subsection can be compared with those in Table 4 , which is obtained with the entire sample. Thus the constant can be compared with time-varying t .
In the first sample period, prior probabilities of were set to one-half, but from the second sample period the previous period's posterior probabilities were used as prior probabilities for the calculation of current posterior probabilities. Therefore, the posterior probabilities are calculated using the following equation; 
where probabilities were calculated for each equity. 18 A problem in using the previous period's posterior probabilities as prior probabilities occurs when any of the previous period's posterior probabilities is zero or close to zero. In this case, equation (16) shows that all current and future posterior probability with the zero prior probability becomes zero. To avoid this, the prior probability (previous posterior probability) was scaled as follows; 
That is, prior probabilities were set to 2% when they were less than 2%, and to 98% when they were larger than 98%, and then the prior probabilities were recalculated using equation (17) . For example, when one previous posterior probability was 100%
and all the others (15 combinations of FMPs in this study) were 0%, the recalculated prior probabilities were 76.56% and 1.56%, respectively.
Posterior probabilities were calculated for each of the 1154 equities in the sample, although they are not reported. Capital Goods, where size and recent value perform well relative to other country/sector grids.
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In most cases the posterior probability of "NONE" starts around 40% and then becomes larger as time passes. This is because the first posterior probabilities are calculated by setting all prior probabilities to one-half, but the other posterior probabilities after the first ones are obtained by using the previous period's posterior probabilities as prior probabilities.
Note that Capital Goods for Germany, Japan, and UK are not explained with the same combinations of FMPs. When "NONE" is excluded, Japanese Capital Goods are explained by size, among others, but UK Capital Goods are explained by growth.
Although the other country/sector grids are not reported, it is found that growth and size perform well, except for "NONE" in UK and Japan, respectively. The selection of FMPs does depend on countries, even though equities are in the same sector.
One property which is represented in Figure 1 is that the posterior probabilities are time-varying rather than constant throughout time, but they do not show any dramatic changes over time.
Conclusions
In this paper Bayesian variable selection methods have been used to identify style in a global linear factor model. It was found that equities are not well explained by any combination of styles. One interpretation of our results is that global style is not an appropriate choice of factor for modelling risk. However, if styles cannot explain risk, they may still be useful in forecasting returns, i.e., in stock selection. The view has been expressed that styles may reflect anomalous behaviour and may result from the irrational behaviour of the investor. The results of this study are not in conflict with this view. 20 Another explanation is that styles represent changing macroeconomic and other effects and that using fixed parameter linear factor models over a sample period simply averages out positive and negative impacts of styles. If such a view is to be entertained, one should look at linear factor models with time-varying betas. We hope to do this in future research.
21
Appendix A. Derivation of Posterior Probabilities for the Linear
Factor Model
The task is to compute the posterior probability of + , that is, pdf(+ |r are given in equations (8) and (10), respectively.
We use a result of Smith and Kohn (1996); In the m regression equation system with the same independent variables and a diagonal variance-covariance matrix as in equation (3), the posterior probability of + is On the other hand 
where S is the set of all possible +$ s. 
This may be better as the auxiliary constant c need not be specified. Bolded numbers represent the highest posterior probability in each country/sector grid or the posterior probability which is larger than or equal to 0.2. Bolded numbers represent the highest posterior probability in each country/sector grid or the posterior probability which is larger than or equal to 0.2. Bolded numbers represent the highest posterior probability in each country/sector grid or the posterior probability which is larger than or equal to 0.2. 
