Abstract. We establish a geometric quantization formula for Hamiltonian actions of a compact Lie group acting on a non-compact symplectic manifold such that the associated moment map is proper. In particular, we resolve the conjecture of Vergne in this non-compact setting.
Introduction
The famous geometric quantization conjecture of Guillemin and Sternberg [9] states that for a compact pre-quantizable symplectic manifold admitting a Hamiltonian action of a compact Lie group, the principle of "quantization commutes with reduction" holds. This conjecture was first proved independently by Meinrenken [14] and Vergne [23] for the case where the Lie group is abelian, and then by Meinrenken [15] in the general case. The singular reduction case was proved by Meinrenken-Sjamaar in [16] . There are also an analytic approach to the original conjecture developed by Tian and Zhang [20] as well as a proof developed by Paradan [17] by making use of the theory of transversally elliptic operators, see also [24] for an excellent survey.
It is natural to consider the generalizations of the above results to actions on noncompact spaces. One of the aspects of this issue has been considered by Weitsman in [26] , where the properness of the associated moment map is assumed. In her ICM2006 Plenary lecture [25] , Vergne made a quantization conjecture (under the assumption that the zero point set of the vector field generated by the moment map is compact), which generalizes the original Guillemin-Sternberg conjecture to this non-compact setting. A special case of this conjecture had indeed been verified already by Paradan in [18] where he proved a quantization formula valid for the case where a maximal compact subgroup of a non-compact real semi-simple Lie group acts on the co-adjoint orbits of the real semi-simple Lie group itself.
The purpose of this paper is to establish a general quantization formula in this framework of a compact group acting on a non-compact space with proper moment map. As we will see, our result could be viewed as an extended version of the conjecture of Vergne, in the sense that we do not make any extra assumptions beside the properness of the moment map.
To be more precise, let (M, ω) be a non-compact symplectic manifold with symplectic form ω. We assume that (M, ω) is prequantizable, that is, there exists a complex line bundle L (called a prequantized line bundle) carrying a Hermitian metric h L and a We also assume that there exists an almost complex structure J on T M such that g T M (u, v) = ω(u, Jv), u, v ∈ T M (0.2) defines a Riemannian metric on T M.
Let G be a compact connected Lie group with Lie algebra denoted by g. We assume that G acts on the left on M and this action can be lifted to an action on L. Moreover, we assume that G preserves g T M , J, h L and ∇ L . For any K ∈ g, let K
M be the vector field generated by K over M. Let µ : M → g * be defined by the Kostant formula [10] 2π
Then µ is the corresponding moment map, i.e. for any K ∈ g,
We call the G action with a moment map µ : M → g * verifying (0.4) a Hamiltonian action.
From now on, we assume that the following fundamental assumption holds.
Fundamental Assumption. The moment map µ : M → g * is proper, in the sense that the inverse image of a compact subset is compact.
Let T be a maximal torus of G, C G ⊂ g * be a Weyl chamber associated to T , Λ * ⊂ g * be the weight lattice, and G = Λ * ∩ C G be the set of dominate weights. Then the ring of characters R(G) of G has a Z-basis V G γ , γ ∈ G : V G γ is the irreducible G-representation with highest weight γ.
Take any γ ∈ G. If γ is a regular value of the moment map µ, then one can construct the Marsden-Weinstein symplectic reduction (M γ , ω γ ), where M γ = µ −1 (G · γ)/G is a compact (as µ is proper) orbifold. Moreover, the line bundle L (resp. the almost complex structure J) induces a prequantized line bundle L γ (resp. an almost complex structure J γ ) over (M γ , ω γ ). One can then construct the associated Spin is well-defined. If γ ∈ G is not a regular value of µ, then by proceeding as in [16] (cf. [17, §7.4] ), one still gets a well-defined quantization number Q(L γ ) extending the above definition.
1
On the other hand, let g * be equipped with an Ad G -invariant metric. Set H = |µ| 2 . Then since µ is proper, for any c > 0, U c := H −1 ([0, c]) = {x ∈ M : H(x) c} is a compact subset of M.
Recall that by Sard's theorem, the set of critical values of the function H : M → R is of measure zero.
Let X H = −J(dH) * be the Hamiltonian vector field associated to H. For any regular value c > 0 of H, one knows X H is nowhere zero on ∂U c = H −1 (c). Thus, according to Atiyah [1, §1, §3] and Paradan [17, §3] (cf. also Vergne [23] ), the triple (U c , X H , L) defines a transversally elliptic symbol (corresponding to the Spin cDirac operator (twisted by L) on M) associated to the G-action on U c . And according to Atiyah [1, §1] , it admits a well-defined transversal index whose character is a distribution on G.
For any γ ∈ G, let Q(L) According to Theorem 0.1, for any γ ∈ G, we have a well-defined integer Q(L) γ c not depending on the regular value c ≫ 0. From now on we denote it by Q(L) γ . We can now state our main result as follows.
Theorem 0.2. For any γ ∈ G, the following identity holds,
Remark 0.3. If the zero set of X H is compact, then Theorem 0.1 was already known in [17] and [25] , while Theorem 0.2 was conjectured by Vergne in [25, §4.3] . Thus Theorem 0.2 can be thought of as an extended version of the Vergne conjecture.
If we set
−∞ equals to the formal geometric quantization in the sense of [26, Definition 4.1] and [19, Definition 1.2] . In particular, it verifies the functorial quantization property described as follows.
It is clear that if M is compact, then Theorem 0.1 holds tautologically and Theorem 0.2 is the Guillemin-Sternberg conjecture proved in [16] . Let (N, ω N ) be such a pair with N being compact, F the notation for the prequantized line bundle over N, etc. Combining Theorem 0.2 with the result [26, Theorem 1] (cf. also [19, Theorem 1.5] ) one gets the following functorial quantization result.
Let L⊗F be the prequantized line bundle over M × N obtained by the tensor product of the natural liftings of L and F to M × N.
Theorem 0.4. For the induced action of G on (M ×N, ω ⊕ω N ) and L⊗F , the following identity holds,
By taking N to be the orbits of the co-adjoint action of G on g * , one recovers Theorem 0.2 from Theorem 0.4 immediately. Thus Theorem 0.2 and 0.4 are actually equivalent. In this paper we will write out our proof for Theorem 0.4 directly. In this way we also get a new proof of the following functorial quantization result due to Weitsman [26, Theorem 1] and Paradan [19, Theorem 1.5] , without using the symplectic cut techniques there.
Corollary 0.5. Under the assumptions in Theorem 0.4, the following identity holds,
Now let K be a compact subgroup of G such that the moment map of the induced Hamiltonian action of K on M also verifies the fundamental assumption of being proper. Then by combining Theorem 1.2, (0.7) with [19, Theorem 1.3] , one gets the following consequence on the relation between Q G (L)
Corollary 0.6. Any irreducible representation of K has a finite multiplicity in Q G (L) −∞ . Moreover, the following identity holds, when both sides are viewed as virtual representation spaces of K,
Our proof of Theorems 0.1 and 0.4 is analytic. It makes use of Braverman's analytic interpretation [5, §14] of the transversal index of a wide class of transversally elliptic operators covering the ones mentioned above. The main idea is that through the analytic interpretation of Braverman, one can further express this transversal index by using the Atiyah-Patodi-Singer type index 2 for Dirac type operators on manifolds with boundary [2] . One can then apply the analytic methods developed in [20] and [22] to study the corresponding quantization problem.
Indeed, after we interpret the transversal index by the APS type index, it is almost direct to prove Theorem 0.1 by applying the analytic techniques in [20] and [22] .
The proof of Theorem 0.4 needs more effort. Tautologically, one would adapt the idea of two steps deformations appeared in [18, §3] to the current situation. The main point comes from the fact that, after choosing the suitable (already non-trivial) first step deformation, in order to pass from the boundaries of submanifolds of M × N to boundaries of specific forms obtained by the product of a boundary in M with N, one may encounter a lot of zero points of the vector fields used in the deformation. It is then necessary to eliminate the potential contributions caused by these possible zero points.
that such kind of local estimates still hold in the current (apparently more sophisticated) non-compact situation.
We would like to point out that one may indeed formulate Theorems 0.1, 0.2 and 0.4 directly using the APS type index which is more intrinsic (as the definition of the transversal index involved depends on certain extra structures which go beyond the symplectic structures involved).
It would also be interesting to give a direct analytic proof of Corollary 0.6 without using the symplectic cut techniques in [19] .
The rest of this paper is organized as follows. In Section 1, we first apply the results of Braverman [5] to interpret certain transversal index as a kind of APS type index. We then apply the analytic approach of the quantization formulas developed in [20] , [22] and prove Theorem 0.1. In Section 2, we present our proof of Theorem 0.4 modulo a vanishing result, Theorem 2.4, whose proof will be carried out in Section 3.
Some results of this paper have been announced in [13] .
Transversal index and quantization for proper moment maps
In this section, we prove Theorem 0.1. In doing so, we first express the transversal index appearing in the context as certain APS type index, with the help of a result by Braverman [5] , then we apply the analytic methods developed in [20] and [22] to complete the proof of Theorem 0.1.
This section is organized as follows. In Section 1.1, we recall the definition certain transversal index in the sense of Atiyah [1] and Paradan [17] for group actions on manifolds with boundary. In Section 1.2 we consider certain APS type index in the same framework as in Section 1.1. In Section 1.3 we prove an invertibility result for some induced boundary operator. In Section 1.4 we introduce the idea of spectral flow in our context and use it to complete the proof of a result stated in Section 1.2. In Section 1.5, we give an APS index interpretation of the transversal index in Section 1.1 by applying a result of Braverman [5] . In Section 1.6, we prove Theorem 0.1 by applying the analytic method developed in [20] and [22] .
1.1. Transversal index. Let M be an even dimensional compact oriented Spin c -manifold with non-empty boundary ∂M. Let E be a complex vector bundle over M.
Let G be a compact connected Lie group with Lie algebra denoted by g. We assume that G acts on the left on M and that this action can be lifted to an action of G on E.
Let the tangent vector bundle π :
From (1.21), one sees easily that Proposition 1.2 holds for T γ = 2C γ /C.
1.4.
Spectral flow and a proof of Proposition 1.1. It is an easy matter to extend the idea of spectral flow ( [3, §7] ) to the current γ-component situation. Recall that such an extension to the G-invariant case has already been considered in [22, §4a) ].
Let {D t , 0 t 1} be a one parameter smooth family of self-adjoint G-equivariant Dirac type operators acting on C ∞ (∂M, (S + (T M)⊗E)| ∂M ). We define the γ-component spectral flow of {D t , 0 t 1}, denoted by Sf γ {D t , 0 t 1}, to be the spectral flow of the family of self-adjoint Fredholm operators {D t (γ), 0 t 1} in the sense of Atiyah-Patodi-Singer [3, §7] , where for any The following main result of this subsection identifies the transversal index in Section 1.1 with the above APS type index. Theorem 1.4. The following identity holds for γ ∈ G,
Proof. We can enlarge the manifold M a little bit to get a compact Spin c -manifold U with boundary such that M ⊂ U \ ∂U = U , the interior of U, and that everything extends in a G-invariant way to U from M, moreover, the corresponding vector field Ψ U is nowhere zero on U \ M , with M the interior part of M. The existence of U is clear.
Then by proceeding as in [5, §14] , one can construct a complete metric g
be the corresponding (G-equivariant) Dirac type operator on U . Then it is shown in [5, §14] that when restricted to a fixed γ-component, for any T > 0, the restricted operator
where
as in (1.13). As Ψ U is nowhere zero on U \ M , by the excision formula of the transversal index [1, §3] ,
Now, the boundary ∂M cuts U into two manifolds with boundary ∂M : By proceeding as in [7, §3] , which applies to the Fredholm operators here (one may deform the metrics and operators involved in a G-invariant way to the situation of product structure near ∂M, which does not alter the restriction of D
on ∂M (thus it does not alter the indices considered), if necessary), one deduces that if T T γ so that Proposition 1.2 holds, then one has the following splitting formula, in which each index does not depend on T T γ , 
For any σ a 1-form on M, we denote by σ * ∈ T M its metric dual.
The almost complex structure J on M determines a canonical Spin c -structure on T M with the associated Hermitian line bundle det(T (1,0) M) and we have
For any W ∈ T M, we write its complexification as
T M together with the almost complex structure J induces via projection a canonical Hermitian connection
We take E = L and denote
with compact support. Recall that we assume that the moment map µ : M → g * is proper. For a regular value c > 0 of H = |µ| 2 , denote by M c the G-invariant manifold with boundary
H is the Hamiltonian vector field of H, i.e. i X H ω = dH. As in (1.16), we can write
under the identification of g with g * , as
and from (0.4), one has (cf. [20, (1.19) ]),
Since c > 0 is a regular value of H, by (1.38) one knows that X H = 2µ M is nowhere zero on ∂M c = H −1 (c). We can now restate Theorem 0.1 as follows. 
Thus (1.39) is equivalent to say that when c > 0 is large enough, one has Ind γ (σ From (1.13), we see that in the current situation, one has 
γ as a linear bounded operator A γ (V i ) and we denote its operator norm by 
Hs, s .
(1.46)
From (1.46), one then verifies easily that Lemma 1.8 holds for 
On the other hand, since X H is nowhere zero on ∂M c,c ′ , the estimates described in To be more precise, by Proposition 1.2, one knows that there exists 
On the other hand, by (1.44) one knows that for any
By these and by the above discussions one sees that there exist C ′ > 0, b > 0 such that for any T T γ and any
By taking T T γ sufficiently large in (1.50), one gets (1.41), which completes the proof of Theorem 1.7 and thus Theorem 0.1. Remark 1.10. If the zero set of X H = 2µ M is compact, then Theorem 0.1 is known in [17] and [25] already. Remark 1.11. Our proof of Theorem 0.4 in the following two sections follows the similar line of the arguments as in the above proof of Theorem 0.1. However, we have to deal with more subtle deformations and estimates, some of which are highly non-trivial. See the next two sections for more details.
2. Quantization for proper moment maps: a proof of Theorem 0.4
In this section, we prove Theorem 0.4 modulo a vanishing result Theorem 2.4 which will be proved in Section 3.
This section is organized as follows: In Section 2. 
2 be the associated curvatures. We suppose that
Let G be a compact connected Lie group with Lie algebra g, and g admits an Ad Ginvariant metric. Suppose that G acts (by left) on M, N and its actions on M, N lift on L and F respectively. Moreover, we assume that the G-action preserves the above metrics and connections on T M, T N, L, F and
denote the vector field generated by K on M. Recall that the moment map µ : M → g * has been defined in (0.3). Let η : N → g * be the moment map defined in the same way for (N, ω N ) and (F, h F , ∇ F ). We will use the same notation for the natural extension of the objects on M, N to M × N. In particular, L ⊗ F is the Hermitian line bundle on M × N induced by L and F with the Hermitian connection induced by ∇ L , ∇ F . The G-action on M × N is defined by g · (x, y) = (gx, gy) for (x, y) ∈ M × N. We define the symplectic form Ω and the almost complex structure J on M × N by
The induced moment map θ : M × N → g * is given by
Recall that we have assumed that the moment map µ : M → g * is proper. Since N is compact, one sees that the moment map θ is also proper.
Recall that for any γ ∈ G, the index Q(L⊗F ) γ has been defined by applying Theorem 0.1 on M × N, while Q((L ⊗ F ) γ ) is the quantization number defined in [16] which by [17, §7.4] , can be defined as follows.
If γ is a regular value of the moment map θ, then one can construct the Marsden-
If γ ∈ G is not a regular value of θ, then take a ∈ g * sufficiently close to γ such that a is a regular value of θ, and by replacing γ by a, we get the index Q((L ⊗ F ) a ). For a a regular value of θ and close enough to γ, Q((L ⊗ F ) a ) does not depend on a and we denote it as Q((L ⊗ F ) γ ).
The following result can be viewed as a quantization formula for the γ = 0 (or Ginvariant) component.
Theorem 2.1. The following identity holds,
Proof. If M is compact, this is the Guillemin-Sternberg conjecture proved in [15] and [16] .
In the general case, for any two regular values c
γ=0 be the APS type index defined in Section 1.5 for the current situation, where
By Theorems 0.1, 1.4, (1.40) and (2.5), and by taking c ′ > 0 large enough, one sees that for any regular value c > 0 of |θ| 2 , one has 
From (2.6) and (2.7), one gets (2.4) which completes the proof of Theorem 2.1.
Remark 2.2. See Remark 2.8 for an outline of an analytic proof of (2.7).
By Theorem 2.1, one can reformulate Theorem 0.4 as follows. 
In the rest of this section, we will present a proof of Theorem 2.3 modulo a vanishing result away from θ −1 (0), which will be stated in the next subsection and proved in the next section.
2.2.
A vanishing result away from θ −1 (0). In this section, we state a vanishing result which can be thought of the first step in the two steps deformation proof of Theorem 2.3.
We use the Ad G -invariant metric on g to identify g and g * . Let V i , 1 i dim G, be an orthonormal basis of g, then we can write the moment maps µ and η as
the Killing vector fields on M, N, M × N induced by V i respectively. Then one verifies easily from (0.4) that 
By our choice of A, we know that M 1 , M 2 are smooth sub-manifolds of M × N. Moreover, as
7 Thus M is a smooth manifold with boundary ∂M and
7 Indeed, by (2.12), one gets |µ| |θ|−C 0 . Thus, if
We will introduce a deformation of the vector field
Let ψ j , j = 1, · · · , dim G, be smooth functions on M such that there exists a strictly positive function ϕ ∈ C ∞ (∂M) such that
Let X ρ be the vector field on M defined by
As |µ| 2 and |θ| 2 are G-invariant functions on M × N, M 1 and M 2 are G-submanifolds with boundary of M × N, in particular,
As A is a regular value of the functions |µ| 2 and 1 2 |θ| 2 on M × N, we know that
Thus X ρ is nowhere zero on ∂M. Clearly, X ρ is induced on M by the G-equivariant map X ρ : M → g defined by
We can now state the main result of this subsection as follows.
Theorem 2.4. When A > 0 is large enough, there exist functions ψ j , 1 j dim G, verifying the above properties, such that the following identity for the APS type index holds,
The proof of Theorem 2.4 will be given in the next section.
2.3.
A proof of Theorem 2.3. We continue the discussion in the previous subsection.
Denote by
Let ψ : M 2 → g be a G-equivariant map such that the induced vector field ψ Recall that by our assumption, the induced vector field µ M of µ : M → g is nowhere zero on ∂M A . Proposition 2.6. The following identity holds,
Proof. Proposition 2.6 can be proved by using the homotopy invariance of the transversal index. Here, we will develop an analytic proof.
Recall that µ M ×N denotes the vector field generated by µ on M × N. One has
For any t ∈ [0, 1], we define the deformation
For any t ∈ [0, 1], T 0, we define the following Dirac type operators as in (1.13),
. 1.14) ). In view of Section 1.4, in order to prove Lemma 2.7, we need only to show that there exists T 0 > 0 such that when restricted to the subspace of G-invariant sections of
Then X(t), Y (t) are perpendicular to each other. Moreover, one verifies that the following identity holds on M 1 ,
for some positive constant c A which might depend on A.
Now we write D L⊗F ∂M 1 ,T (t) explicitly as, in view of (1.14),
Then as X(t), Y (t) ∈ T ∂M 1 are perpendicular to each other, one has
By (2.28) and proceeding similarly as in the proof of Proposition 1.2, especially (1.18), (1.19), one gets that there exist T 0 > 0 and C > 0 such that for any Coming back to the proof of Proposition 2.6. Let µ
be the vector field on M A induced by µ : M → g. By (2.25), one has
Now we deform inside M A (leaving the data on ∂M A unchanged) in G-invariant manner the metrics and connections as well as µ M A to the situation that everything is of product nature near ∂M A . We denote also the spinor S(T M A ) of M A (associated to the product metric near the boundary now) obtained from Λ(T * (0,1) M). Then when taking product with N, we also deform things on M 1 to a situation which is of product nature near
We then attach an infinite cylinder ∂M A × [0, +∞) along the boundary ∂M A and extend everything in M A to the now complete manifold M A with cylindrical end, and µ f M A is constant along the direction [0, +∞). By taking product with N, we get similar construction M 1 for M 1 . We denote the extended subjects on the obtained manifolds with cylindrical end by a " " modifying notation. Then
is invertible on the subspace of G-invariant subspace, the standard arguments in [2, Prop. 3.11] show that
where we use the superscript G to denote the subspace of G-invariant sections, is a Fredholm operator. Moreover, its index equals to Ind γ=0 (D L⊗F +,T (1), P 0,+,T (1)). Let e 1 , · · · , e dim M (resp. f 1 , · · · , f dim N ) denote the orthonormal basis of T M A (resp. T N). Then we can write
Since N is compact, dim(Ker D F ) is of finite dimension. From (2.33), (2.36) and the standard arguments in [2, Prop. 3.11], one then deduces that when T > 0 is large enough, Remark 2.8. By combining the argument in this subsection with those of [21] and [22] , one is able to get a new proof of (2.7). Indeed, if c > 0 is a regular value of |θ| 2 , for a ∈ g * close enough to 0 ∈ g * which is a regular value for θ, let O a be the co-adjoint orbit of a and consider the moment map θ a : (M × N) c × O a → g * defined by θ a (x, y) = θ(x) − y for x ∈ (M × N) c and y ∈ O a . Then as |a| is small enough, d|θ ta | 2 , t ∈ [0, 1], are nowhere zero on ∂(M × N) c × O a . One can then use the argument in this subsection to relate the G-invariant APS type index on (M × N) c to that on (M × N) c × O a , which in turn leads to the contribution on θ −1 a (0)/G = θ −1 (Ga)/G, by combining the arguments in [22] and [21] .
Vanishing result: a proof of Theorem 2.4
In this section, we will establish our vanishing result, Theorem 2.4. Assume that X ρ is a suitable vector field on M (depend on the parameter A) in (2.15) deforming µ M ×N on M 1 to θ M ×N on M 2 , we need to prove that when T > 0 is large enough, the G-invariant component of the APS type index of the deformed Dirac operator D M T in (3.9) on M is zero. In fact, we will prove that after we fix A large enough, the restriction of D M T with APS boundary condition on the G-invariant sections is invertible for T large enough.
As X ρ is nowhere zero on ∂M, by the argument of (1.48) (cf. to the G-invariant subspace of Ω 0,• (M, L⊗ F ), we will take the term ψ j L V j in (3.11) as zero. If z / ∈ zero(X ρ ) = {z ∈ M, X ρ (z) = 0}, then from the Bochner type formula (3.11), the term
|X ρ | 2 is the leading term and we get easily (3.94). If z ∈ zero(X ρ ), then we hope to adapt the argument in [20, §2b ] to get the local estimate around z. Basically, we hope ψ j θ j will be a positive term, and it will control all the tensors in (3.11). As there is no assumption on the vector fields V M j and their covariant derivatives on M, we can not expect to get our estimate by a simple argument. To control locally the covariant derivatives of V M j in (3.11) near z ∈ zero(X ρ ), we will use the harmonic oscillator argument from [20, §2b) ], thus we like to impose that the vector filed ψ j V M j is a Hamiltonian vector field along the direction M. As N is compact, the tensor V and (d M ψ j ) * in (3.10) by ψ j θ j , then basically, we can achieve our local estimate. What we prove in Proposition 3.11 (whose proof occupies from Section 3.3 until Section 3.7) is that for our choice ψ j in (3.4), √ −1(I 1 +I 2 ) is bounded from below uniformly on A > A 0 , any regular value of |µ| This section is organized as follows. In Section 3.1, we propose a construction of the deformed vector field X ρ in (2.15) which depends on two functions α, φ. In Section 3.2, we establish a Bochner type formula (3.11) for the Dirac operator deformed by X ρ . In Section 3.3, we study the relation on the zero set of X ρ in M of the vector fields generated by the group action, and in Section 3.4, we study the asymptotics of the functions appeared in the above relations when the parameter A → +∞. In Section 3.5, we compute precisely the tensors involving the vector field V M j and (d M ψ j ) * on the zero set of X ρ in the Bochner formula (3.11). In Section 3.6, we study the coefficients appeared in the computation in Section 3.5. In Section 3.7, we prove in Proposition 3.11 that the sum of the tensors involving the vector field V M j and (d M ψ j ) * on the zero set of X ρ in the Bochner formula is uniformly bounded from below for our choice ψ j . In Section 3.8, under the help of Prop. 3.11, for A large enough fixed, we establish the local estimate around each point inside M. Finally in Section 3.9, we prove Theorem 2.4.
We use the notation as in Section 2, and when a subscript index appears two times in a formula, we sum up with this index.
3.1. The construction of the deformed vector field. We first specify the deformation vector field used in Section 2.2.
Let α, φ ∈ C ∞ (R) be such that
The existence of α, φ is easy to see. For example, one may set α 0 (t) = t 2 , φ 0 (t) = 1−t 3 on t 3 8 ; α 0 (t) = 1, φ 0 (t) = 2(1 − t) on t . By an approximation argument from α 0 , φ 0 , one gets α, φ verifying (3.1).
For A > 0, set 
Let X ρ be the vector field on M in (2.11) defined by
Then one verifies,
We can now state the main result of this section, which precise Theorem 2.4, as follows. 
We devote the rest of this section to the proof of Theorem 3.1.
A Bochner type formula for the deformation by X
ρ . We will fix the symplectic form ω M and the almost complex structure
We denote also V M j the Killing vector field on M induced by V j ∈ g, then 
Recall that when a subscript index appears two times in a formula, we sum up with this index. Set
The following Bochner type formula holds for (
Theorem 3.3. The following Bochner type formula holds
Proof. For any 1 a dim M, it is clear that
By (3.9), (3.12), we have
By [20, Lemma 1.5],
Thus by (3.5), (3.14),
Thus from (3.5), (3.10), (3.14) and (3.15), we get
Also by (3.5),
By (3.10), (3.13), (3.16) and (3.17), the proof of Theorem 3.3 is completed.
3.3.
Relations between terms in (3.11) near zero(X ρ ): Part 1. In this subsection, as well as the next a few subsections, we establish certain formulas concerning the relationships between the terms appearing in (3.11), on the zero set of X ρ in M. These relations are crucial for the proof of Theorem 3.1.
Set
These functions appear naturally on zero(X ρ ), as is clear from the following (3.19) and Lemma 3.4.
From (3.4), (3.18), one gets
From (3.4), (3.18) and (3.19), one sees
Proof. By (2.15), one sees that By (3.18), (3.19) and the first equation of (3.21), we have on zero(X ρ ),
In the same way, by (3.20) , j ψ j V N j = 0 in (3.23) is equivalent to the first equation of (3.22) .
By (2.3) and the first equation of (3.22), as in (3.24), we have
The proof of Lemma 3.4 is completed.
3.4. Estimates of τ i , i = 1, 2, 4, 5, when A > 0 is large. Recall that β, φ have been defined in (3.2), (3.3).
Lemma 3.5. There exists A 0 > 0 such that for A > A 0 , we have
Moreover, uniformly on M and the parameter A, we have
Finally, for any A > A 0 , we have
Proof. As N is compact, there exists C 0 > 0 such that
From (2.11), (2.12) and (3.32), one sees that on M, one has 2A |µ| 2 + |η| 2 + 2 µ, η
(3.33)
From (3.33), one knows that when A > 0 is large enough, one has on M that
From (2.3), (2.11), (3.1)-(3.3) and (3.34), one deduces that for A > 0 large enough, one also has . Then by (3.1)-(3.3), one has for β < 4A 3 , , then by (3.1) and (3.2), one has , then from (3.1),
from which, one gets
Thus from (3.18) and (3.42), we get (3.30) and (3.31).
Now by (3.1), (3.2), (3.3) and (3.35), it is clear that when A > 0 is large enough,
be such that
28. , then by (3.35), one sees that when A > 0 is large enough, one has β < 4A 3 . Thus, by (3.1), (3.2), (3.36) and (3.39), one has
(3.46) from which and (3.18) we get again (3.30) and (3.31). The proof of (3.30) and (3.31) is now complete, as well as Lemma 3.5.
The following Lemma will also be used in the proof of Proposition 3.11.
Lemma 3.6. There exists A 0 > 0 such that for any A > A 0 ,
Proof. In fact, by (3.27) and (3.31),
Thus we need to prove that
, then α(|µ| 2 ) = 1, thus (3.49) holds. Let ǫ 0 > 0 be defined as in (3.44 
, then by (3.2), (3.36) and (3.39)
From (3.50), we know (3.49) holds for A large enough. If
, then by (3.45), as 0 < φ(β) < 1, we get, when A > 0 is large enough, that
Thus (3.47) holds on M \ ∂M.
3.5.
Relations between terms in (3.11) near zero(X ρ ): Part 2. The first of two relations we would include in this subsections is Lemma 3.7. We have
Proof. By (2.3), (3.3) , we have
From (2.10) and (3.53), we get
From (3.4), (3.54), we get
Thus we get (3.52).
On the other hand, by Lemma 3.5, we see that when A > 0 is large enough, τ 2 > 1/2. To state the second relation we would include in this subsection, we introduce the following two functions,
which appear naturally in the following lemma.
(3.58)
Proof. By (2.3), (3.4), we have
From (2.10), (3.59), we get
(3.60)
Now from (3.4), (3.54) and (3.60), we get
, from (3.18), (3.62), we have
Moreover, from (2.10), (3.54), (3.60) and ρ i = θ i − φ(β)η i , we get
From (3.18) and (3.66),
From (3.67), one has
On zero(X ρ ), from (3.21), (3.63) and (3.64), we then get
From (3.69) we get (3.57). On zero(X ρ ), from (3.21), (3.22) and (3.65), as in (3.69), we get the first equation of (3.58).
On zero(X ρ ), from (3.21), (3.22) and (3.68), we get
From (3.70), we get the second equation of (3.58).
3.6. Estimates of I 4 and I 5 . In this section, we establish the following estimate result for the terms I 4 , I 5 appeared in Subsection 3.5.
Lemma 3.9. When A > 0 is large enough, we have
, by Lemma 3.5, (3.2), (3.35), (3.36) and (3.38), we get
By ( , then , then by (3.1), (3.41), (3.42) and (3.56),
Thus we get the first equation of (3.71).
As φ ′ (t) < 0 for t > 0, thus φ ′ (β) < 0 on |µ| 2 > A, from (3.31), (3.71), we get (3.72). If |µ| , by (3.1), (3.43), for A large enough, φ(β) φ(
, and so by (3.28) and (3.29),
, by Lemma 3.5, (3.1), (3.38), (3.40) and (3.76), we have From (3.87), (3.88), we get the second equation of (3.82).
Recall that the terms I 1 , I 2 have been defined in (3.10) . We now state the crucial estimate for I 1 + I 2 as follows. The purpose of this subsection is to prove the following local pointwise estimate around each x ∈ zero(X ρ ). : By taking T T 1 large enough, we get Theorem 3.1.
