This study introduces a flexible nonlinear semiparametric spline model, new to solvency studies, as a tool for managerial discretion and regulatory oversight. The model has a linear component and a nonlinear component that uses stochastic splines. The study focuses on the functional relationship between regressors and the probability of financial distress as an object for managerial action. Leverage plots are provided to analyze the potential effect of decisions to modify firm levels of financial variables. If the true relationship between regressors and the response is not linear, then managerial efforts to rectify deteriorating financial conditions can be misinformed by reliance on a linear solvency model. The leverage plots adjust to the firm's position within the industry and its specific levels of various financial variables. A five-regressor semiparametric spline model is shown to yield insights into the behavior of the risk of financial distress probabilities that linear parametric models suppress. The model also classifies and validates well in comparison with recent insolvency studies and as well as parametric logit and probit models on the same data.
INTRODUCTION
This article explores the suitability of linear modeling in a test application to prediction of financial distress for firms in the life insurance industry. Financial distress is a slightly broader category than insolvency, as distress also includes confidential supervision by state regulatory agencies. The study introduces a flexible, nonlinear, semiparametric stochastic spline model, new to solvency studies, to compare with logit and probit models. that no strong assumptions (e.g., linearity) are made regarding the functional forms used to model the relationships between the probability of distress and the explanatory variables. The data are allowed to specify the appropriate functional forms. The semiparametric model that is used reduces to the standard linear probit model if the latter model is appropriate. Although thesemiparametric spline model performs as well as logit and probit models at overall classification and validation of distress, improvement of the rate of correct classification is not the primary objective of the article. Rather, the focus is on the functional relationship between the financial regressors and the probability of distress as a tool for managerial discretion. If the true relationship between regressors and response is not linear, then managerial efforts to rectify deteriorating financial conditions can be badly misinformed by reliance on a linear model.
Consider as a simple example a distress response ( )
XX q 2 depending on two financial predictors, X 1 and X 2 , both subject to managerial control. In a linear model, the partial derivatives (slopes) of q are constant, whatever the level of X 1 and X 2 . In a nonlinear model, these partial derivatives are not constant. 3 Thus, in linear models, managers may be indifferent to the firm's levels of X 1 and X 2 in influencing q . But in nonlinear models, the more efficient variable to manage and the most efficacious actions to reduce q may be highly dependent on the firm's levels of X 1 and X 2 . This will be true even if the linear and nonlinear models have roughly equivalent distress prediction success rates. Therefore, the levels of X 1 and X 2 are very important in the semiparametric spline models. This point is the focal contribution of this article.
Most statistical models in insurance solvency research are fundamentally linear and parametric, such as logistic regression, probit regression, and discriminant analysis. Yet the suitability of linear assumptions is not often examined. The first parametric insurance solvency models were created for the property-liability industry by Trieschmann and Pinches (1973) and Pinches and Trieschmann (1974) and for the life insurance industry by BarNiv and Hershbarger (1990) . For a complete summary of insurance solvency studies up to 1992, see BarNiv and McDonald (1992) . More recent studies that used linear classical modeling include Baranoff, Sager, and Witt (1999) ; BarNiv et al. (1999) ; Pottier (1998) ; Grace, Harrington, and Klein (1998) ; LammTennant, Starks, and Stokes (1996) ; Carson and Hoyt (1995) ; Cummins, Harrington, and Klein (1995) ; and Ambrose and Carroll (1994) . Some newer studies also include nonparametric solvency models. These studies include the neural network model by Brockett et al. (1994) ; the recursive partitioning model (CART) in Carson and Hoyt (1995) ; and the hazard models in Lee and Urrutia (1996) . Table 5 summarizes the results of these articles.
It is well known in the statistics profession that nonparametric models may overfit the existing data and fail to validate on new data; in addition, their statistical effi- and has the form of a linear combination, the slope of q with respect to x 1 is ( ) ciency may be impaired (see Härdle, 1990 , Chapter 1). Semiparametric models can correct the shortcomings of both parametric and nonparametric procedures by adopting the best features of each. The semiparametric spline model includes terms representing a linear component and a nonlinear component. If the nonlinear component is insignificant, then the model reduces to the classical linear form, which is then deemed adequate. If the nonlinear component is significant, then the linear form alone is inadequate, and the model estimates the nonlinear form from the data. The initial version of the model was introduced into the statistical literature by Wahba (1978) . Recent articles that discuss extensions and new developments adapted for this article include Wong and Kohn (1996) and Shively, Kohn, and Wood (1999) .
The results of the analyses suggest that the relationships between critical financial variables and distress may be highly nonlinear. The authors' primary contribution is the leverage plot, which can be used as a tool for both managers and regulators who seek to control and understand the likelihood of severe financial distress. The authors' goal is not to improve prediction rates in solvency studies. It is enough that the model be competitive at forecasting distress. Nevertheless, the semiparametric spline model is very competitive on measures of prediction success, with as few as five predictors, relative to logit, probit, cubic logit, and cubic probit models with the same data. The spline model shows modest improvements in expected costs of misclassification.
Following this introduction, the semiparametric methodology is presented in the Methodology section. The Data section describes the data, and the Results section provides the leverage plots for the semiparametric spline, logistic, and probit models on the same data. In the section entitled "Validation of the Semiparametric Model and Comparison With Alternatives," the authors verify that the semiparametric model performs satisfactorily at the traditional solvency model task of classifying firms correctly. In that section the authors also offer a summary comparison to the results of prior nonparametric solvency studies, and the Summary and Conclusion section provides some closing remarks. Appendix 1 contains an intuitive explanation of Bayesian models and their application to semiparametric stochastic spline models. Appendix 2 provides a heuristic derivation of the stochastic spline model.
METHODOLOGY
The basic form of most regression models (univariate case) is
where f(x) is the mean of y at x and ε is the error term. Interest focuses on the form of the unknown function f(x), which specifies the nature of the relationship between y and x. In classical models used for solvency studies, f(x) contains a linear function 01 x bb + at its core. For example, in logistic regression, the log-odds ratio
and in probit regression the normal probability quantile is ( )
fxx fbb =+ ), where π represents the probability of insolvency at x, i.e., ( )
To model distress status in this article, the authors use a semiparametric probit regression 4 model embedded in a hierarchical Bayes framework that is explained in the appendices. The following notation will be used: Let y j be a 0-1 binary variable that takes on the value 1 if the jth company is in distress; let j p be the conditional probability that the jth company is in distress given the regressors; let x ij be the value of the ith regressor for company j; and let p be the number of regressors in the model. Using this notation, the semiparametric probit model is As noted in Kalyanam and Shively (1998) , the representation of f i (x) in Equation (3) corresponds to Wahba's (1978) specification of a cubic stochastic spline function, whose slope changes stochastically according to a Wiener process. This representation provides a flexible class of functions with which to model a relationship. Note that if 0 i t = , then Equation (3) reduces to a linear function in x. Thus, the semiparametric spline model includes the classical linear form as a special case. The linear component of the function in Equation (3) corresponds to the parameters 01 and ii bb , while the nonlinear component corresponds to t and its associated integral. The model will choose the linear form if there is insufficient evidence that i t differs from zero.
The mathematical representation of f in Equation (3) can be given an intuitive interpretation from a Bayesian perspective (see the appendices). Because of the stochastic component W i (.) in the integral in Equation (3), the expression for f can be viewed as a random variable even before the addition of the error term e. Thus, from the Bayesian perspective, the probability distribution of f can be viewed as a ( The techniques for implementing semiparametric logistic regression are much more difficult than for probit regression.
that the resulting estimates were accurate for a wide range of functional forms. Note also that the usual Bayesian philosophical point of view need not be adopted to use this technique. The Bayesian perspective can be viewed as an interpretation of the computational procedures that are involved.
THE DATA
As noted above, this article examines the appropriateness of the linear form for financial models through the test case of solvency prediction in life insurance. For this purpose, the solvency status of life insurers was determined by a special-purpose survey of all insurance regulation agencies in the United States in 1991 and 1992. Because of the somewhat broader definition of insolvency that was used, the study will refer to distressed and sound companies, rather than insolvent and solvent. A distressed insurer was defined as a company that was placed in supervision, rehabilitation, conservatorship, or liquidation during 1991 or 1992. 5 Grace, Harrington and Klein (1998) use a similar dichotomous characterization for one of their samples based on confidential data. Thus, some companies were only temporarily distressed and survived, while others did not. The classification of a company as distressed was limited to these official actions for the sake of consistency of definition across the United States. This definition resulted in 81 life insurers classified as distressed: 49 in 1991, and 32 in 1992. Of these 81, 67 had complete data for all of the authors' initial set of 20 potential predictors. Twenty-four of these 67 insurers continued to report annual statements in one or more years after 1992.
6
For each insurer classified as sound or distressed in 1991, predictor variables were obtained from the National Association of Insurance Commissioners (NAIC) life insurer database for 1990. Similarly, for each insurer classified as sound or distressed in 1992, predictor variables were obtained from the NAIC life insurer database for 1991.
7
The authors will therefore examine one-year-ahead forecasting of solvency status for the two years of pooled data. This arrangement also provides a point of comparability with life insurance studies that have used most of the NAIC data (Carson and Hoyt, 1995; Pottier, 1998; and Baranoff, Sager, and Witt, 1999) .
In this article, the provide a methodology that can be adapted to any other period when there are sufficient distressed insurers to help determine the financial regressors that can predict potentially new distressed insurers. For the current article, the period of 1991 through 1992 represented historically high counts of distressed insurers. Supervision includes confidential supervisions. Thus, the data included information not readily available from public information sources. The count of distressed insurers matched those of A.M. Best's data for 1992, although not for 1991. The difference is attributed to access to confidential supervision data. The count of distressed insurers was also reduced by missing values in the study variable set (14 companies) and avoidance of extrapolation from estimation to validation data set (7 companies). The latter refers to companies in the validation set whose values lay outside the data range of the estimation set and therefore would have required extrapolation beyond the range of estimation data.
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Of the 24 insurers that provided annual statements in subsequent years, 23 reported in 1993, 19 in 1994, and 17 in 1995 through 1997. fore, the authors believe that two years of pooled data were sufficient. 8 Extended longitudinal pooling potentially runs the risk of losing power because of dynamic changes in the causes of financial distress. By using data from a short period of time, this study therefore mitigates the effects of any such temporal trends. Moreover, the set of available predictor variables will also be consistent for the study years.
Because most companies reported NAIC data in both study years, hundreds of companies were duplicated in the pooled data. So that statistical problems arising from correlated observations would be avoided, no company was allowed to appear in the pool more than once. For companies classified as sound for both years, one of the two years was randomly selected for inclusion. A company that was distressed in one of the years was selected in its year of distress.
The pool was randomly divided into an estimation sample and a validation sample, with the estimation sample twice as numerous as the validation sample. BarNiv and Hathorn (1997) employed a similar randomization strategy. Table 1 shows the distribution of insurers for the models. Of the 67 distressed insurers remaining, seven more were deleted by the computer program for having one or more predictor values outside the range for which it could reliably forecast. For the same reason, 17 sound companies were deleted. An initial set of 20 predictor variables was selected that was identical to, or similar to, those that had proved most useful in other solvency studies referenced above. The initial list was then winnowed to a subset of ten predictors by a stepwise procedure that simulated a noniterated neural net based on quartic logistic regression. The idea was to select variables by means that should mitigate the danger of biasing the predictor set toward one of the study methods. The set of ten predictors was then narrowed to the final five by the authors'subjective judgment of balance and interest: the ratios of benefits and surrenders paid during the year to policyholders surplus (BEN_SURR), real-estate holdings to invested assets (RE_INV), nonadmitted assets to admitted assets (NONADMASS), low-quality bonds (classes 3-6) to invested assets (LC_BOND), 8 In some studies, insolvencies are pooled across many years to accumulate statistically powerful sample sizes. For the special-purpose survey in this article, only two years of survey data on insolvencies and companies under regulatory oversight are available. Nevertheless, the number of distressed insurers in this study is comparable to that of other insurance solvency studies. For details, see the comparison table in the fifth section of Table 5 .
and logarithm of total assets (LOGASSET). These regressors represent different categories of risk that were most commonly implicated in life insurer financial distress during the late 1980s and early 1990s.
9 Table 2 provides a statistical summary of the variables.
RESULTS
The primary focus for the solvency model is its use as a managerial and regulatory tool for understanding and controlling the likelihood of severe financial distress. The leverage plot is an effective tool for understanding and displaying the effects of changes in regressor values on the probability of distress. Figures 1 through 5 present leverage plots that show how the predicted probability of distress varies with the level of a specific predictor when all other predictors are held constant at indicated levels. Each figure displays leverage plots for the semiparametric, logit, and probit models applied to exactly the same estimation data set described in The Data section. Therefore, the three plots within a figure are strictly comparable-and it is instructive to compare them.
Figure 1a shows leverage plots under three different models for the regressor BEN_SURR, which is the ratio of benefits and surrenders to policyholders surplus (as a percentage). In Figure 1a , the probability of distress varies with BEN_SURR when all other regressors are held at industry median levels. Figure 1b is the same, except that all other regressors are held constant at industry 90th percentiles. In both figures, higher levels of benefits and surrenders are implicated in higher risk of financial distress, ceteris paribus. The difference between the two figures is in the positioning of an insurer under study. Figure 1b applies to an insurer with much higher levels of lowquality bonds, nonadmitted assets, real estate investments, and total assets than in Figure 1a . At all levels of benefits and surrenders, the semiparametric model reports higher risk of distress for a firm in the 90th percentile of the control variables than for a firm in the 50th percentile. For example, at a level of BEN_SURR = 1,000, the semiparametric model estimates the probability of distress to be about 0.16 for an insurer at median control levels. This compares with a probability of about 0.36 for an insurer at 90th percentile control levels. Contrastingly, the logit and probit models both report lower probabilities of distress at all levels of benefits and surrenders for an insurer at the higher control levels.
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Among the control variables, higher levels of low-quality bonds, nonadmitted assets, and real estate investments generally lead to higher risks of distress (see Figures 2, 3, and 4), whereas larger assets are generally associated with lower risks. Apparently in the logit and probit models, the relative inflexibility of the linear form permits the mitigating effect of higher assets to dominate the aggravating effects of larger risky investments. The authors selected and uniformly Company, provides national information on insurer failures (see Baranoff, 1993) .
Although the logit and probit lines appear straight in Figures 1a and 1b, they are not. In logistic regression, the log-odds ratio is linear in the regressors. In probit regression, the normal quantile is linear in the regressors. Figures 1a and 1b display the estimated probability of financial distress, which is the most directly interpretable construct for management. However, the logit and probit lines shown are almost straight, as the range shown occupies the middle section of the S-shaped curve that these functions describe. The leverage plots for our other regressors also appear fairly straight in the logit and probit models. set the control variables at 50th and 90th percentiles in Figures 1a and 1b. For scrutiny of a particular insurer, the specific levels of the firm's control variables would be used in its leverage plots. The estimated probability of distress in the semiparametric model is about 0.16. Suppose, for the sake of illustration, that this level would trigger regulatory attention. Managers may be able to reduce this level by instituting more stringent underwriting controls and/or providing better customer outreach to reduce the level of surrenders.
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At BEN_SURR = 1,000, the slope of the semiparametric plot is 0.000123. Ceteris paribus, the slope is a measure of the effectiveness of remedial action on benefits and surrenders for reducing risk of distress. By contrast, the logit and probit models estimate the risk of distress at BEN_SURR = 1,000 to be only 0.053 and 0.062, respectively, with slopes of 0.000052 and 0.00007. Not only might the lower estimated probabilities of the logit and probit models fail to alert management to the danger, but also the lower slopes disguise the effectiveness of managerial action to control the risk through benefits and surrenders. Below a level of BEN_SURR of about 500, the linear forms of the logit and probit models constrain them to overestimate the probability of distress; above 500, they underestimate it.
FIGURE 2 Probability of Financial Distress
Leverage plots for the other four regressors are shown in Figures 2 through 5, but only for control variables at industry 90th percentiles. In all five figures, the logit and probit plots are mostly linear relative to the semiparametric plot. The main notable feature of Figure 2 is the lower probability of distress estimated by the semiparametric plot, relative to the logit and probit, at higher levels of low-quality bonds. When junk bonds reach 75 percent of invested assets, the probability of financial distress rises to 0.25 in 11
The managers' activities are, however, always influenced by exogenous factors or systematic risk that is not diversified away, as noted in Browne and Hoyt (1995) . Although not shown here, the disparity is even greater when control variables are set to industry median levels: 0.14 for the semiparametric model and 0.71-0.75 for the other two.
FIGURE 3 Probability of Financial Distress
In Figure 3 , NONADMASS (ratio of nonadmitted assets to admitted assets, as a percentage) displays an unusual shape for its semiparametric leverage plot. The probability of distress actually decreases as nonadmitted assets increase from 20 percent to 55 percent of admitted assets. If not an artifact, this feature may suggest that aggressive pursuit, as opposed to incidental acquisition, of nonadmitted investments may be advantageous, up to a point. Inspection of the empirical data shows that few distressed firms lie in this range, but many more lie at both ends of the range. Thus, this feature may well be worth further examination by management and by regulators. It may suggest a more sophisticated approach to nonadmitted assets than the "less is better" rule.
At this point, the authors do not have more than speculation on possible economic explanations for the seeming anomaly. One possible scenario is that when nonadmitted assets increase from low levels, ceteris paribus, the probability of distress may increase because the firm may lack the expertise to use such riskier assets. But when such assets reach a critical level, the firm may devote more resources to managing them, set up a department, and acquire the necessary expertise. Because riskier investments often bring higher profits, the firm is more successful, and the probability of distress falls. But past a higher critical level, the degree of risk may overwhelm the firm's ability to manage these assets, as there may be internal pressures to attain significantly higher returns, even if coupled with unreasonable risk, in order to offset failing lines of business. Thus, the unusual shape of the leverage plot may be driven by an unmeasured variable (expertise), difficult to capture or proxy in accounting data. The authors do not wish to push this hypothesis as an explanation. They merely point out that the finding of a surprising result can generate further hypotheses for investigation that may lead to fruitful insights. The authors also note that the corresponding plot with control variables set to median industry levels displays the same unusual shape.
FIGURE 4 Probability of Financial Distress
In Figure 4 for RE_INV, the logit and probit models show a steady rise in the probability of distress as real estate holdings grow, ceteris paribus. In contrast, the semiparametric model shows a generally downward trend in the risk of distress, until real estate holdings reach about 11 percent of invested assets, followed by a rapid rise. A small blip also exists at 6 percent of assets. But because the blip represents a rise of only 1-2 percent above trend and because the data have only one or two extra distressed insurers in that range, the blip is likely not a real feature. But the rise at 11 percent is probably real. In fact, the greater concentration of distressed insurers at higher real-estate levels probably forces the logit and probit lines to slope upward to fit these end points of high statistical influence. The result is that the inflexible linear form cannot reveal the decline in risk that occurs with increasing real estate at lower levels. In the leverage plot with controls set at industry median levels, the logit and probit lines are almost the same as in Figure 4 , but the semiparametric curve is much lower, although it retains its general shape as in Figure 4 .
In Figure 5 , the risk of distress decreases with increasing assets in all models, except for a rise for the largest insurers in the semiparametric model. The empirical data show relatively higher incidence of distress among the largest insurers than among the next smaller group of insurers. These cases of distress among the largest insurers occurred almost entirely in 1991. In 1992, only a couple of cases of distress were experienced among very large insurers. In the corresponding plot with controls at medians, 
FIGURE 5 Probability of Financial Distress
The leverage plots shown here controlled for the other regressors at their median values and at their 90th percentiles. Leverage plots can also be calculated for other control values of the regressors. The slopes of the logit and probit lines will remain much the same because of their near-linearity. However, the semiparametric form might change considerably and, with it, the slopes of the distress probability with respect to the regressors.
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Management is free to choose control values more appropriate for its firm's individual financial situation. Although not pursued here, the authors also note that the model permits investigating the effect on distress probability of simultaneous changes in multiple regressors.
VALIDATION OF THE SEMIPARAMETRIC MODEL AND COMPARISON WITH ALTERNATIVES
In most solvency studies, the creation of a predictive model has as its raison d'être the classification of firms as solvent or insolvent. The success of such a model is judged by its success at correctly classifying and predicting the solvency status of firms. The meaning of the predictive functions is not relevant to the goal of maximizing classification success rates. In this study, the objective is different. The goal is not to improve Type I and II classification/validation rates but to improve the interpretation of predic-
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When comparing the leverage plots with control variables set at industry medians to the corresponding leverage plots with controls at 90th percentiles, there was considerable difference in the height of the semiparametric curve, but the shape (hence slope) tended to be similar, except as noted in the text discussion. tive models by replacing linear forms by more realistic nonlinear forms. A more realistic model need not have improved classification success rates. However, it is necessary that the improved model be at least competitive at the traditional task of solvency classification. In this section, the authors therefore present evidence that the semiparametric model performs satisfactorily at this task in comparison with other models. The evidence is threefold: classification and validation rates, expected costs of misclassification, and repetition with different estimation and validation data sets.
First, the estimated probability of distress was calculated for each firm in the estimation data set described in The Data section. Five models were used: semiparametric stochastic spline, linear logistic regression, linear probit regression, cubic logistic regression, and cubic probit regression.
13 Details on the model equations are shown in Table 3 . Then each of the five estimated models was used to calculate the estimated probability of distress for every insurer in the holdout sample. The holdout sample consisted of all firms not in the estimation data set described in The Data section. About twice as many observations were in the estimation data set as there were in the holdout sample (see Table 1 ).
Second, a critical issue in solvency studies is the choice of cutoff probability for classification and validation. Every firm with estimated distress probability higher than the cutoff will be classified as distressed; those lower will be classified as sound. Carson and Hoyt (1995) chose cutoffs by equating the ratio of incorrectly classified solvents to incorrectly classified insolvents in the holdout sample to the same ratio in the estimation sample. Baranoff, Sager, and Witt (1999) adopted a similar procedure but used the ratio of correct solvents to correct insolvents. Grace, Harrington, and Klein (1998) used the measures of power for each Type I error rate.
These methods implicitly recognize that the cost of misclassification of a distressed insurer differs from that of a sound insurer. Ordinarily, it is far more costly to misclassify a distressed insurer than a sound insurer. The ECM (expected relative cost of misclassification) method used by Pottier (1998) explicitly incorporates the cost ratio into the cutoff determination. 14 ECM implicitly determines the cutoff as the level that minimizes ECM for a given cost ratio. Thus, ECM is a function of the cost ratio, 15 and the authors calculate ECM for the models for a range of selected cost ratios. Table 4 shows that the models have roughly similar ECMs. The semiparametric model en-
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The cubic models included the first three powers of each predictor in the modeling equation. The second and third powers added flexibility to capture specific types of departures from strict linearity. 14 Let C 1 denote the cost of misclassifying a distressed insurer and C 2 denote the cost of misclassifying a sound insurer. Then the expected cost is E(C) = C 1 *P(distressed)*P(classify as sound | distressed) + C 2 *P(sound)*P(classify as distressed | sound), and ECM = E(C)/ C 2 . Thus, ECM is a function of the cost ratio C 1 /C 2 , the probabilities of misclassification [P(classify as sound | distressed) and P(classify as distressed | sound)], and the unconditional probability P(distressed) [which equals 1 -P(sound]. The cost ratio can be specified by the investigator, the misclassification probabilities can be estimated by the empirical ratio of data counts for a given cutoff, and the P(distressed) can be specified in advance as a prior probability. Following Pottier (1998), the authors specified P(distressed) = .01.
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ECM is not part of the model. ECM is calculated after the models have been run and does not affect model estimation results. joys a slight advantage at middle cost ratios and is a little worse at the highest and lowest ratios, which may not be realistic levels.
Third, to test the effect of random division of the data into estimation and holdout samples, as described in the Data section, the models were run two additional times on the same database, but with different random divisions into two-thirds estimation and one-third holdout samples. The semiparametric results of correct and incorrect classifications (Type I and Type II errors) for the other samples were similar to those shown here. 16 Because the ECMs and the classification and validation rates are so similar between models, the difference between the semiparametric leverage plots and the logit and probit plots may seem surprising. To explain this, first consider the rule R 1 : "if predicted distress probability > c, then classify as distressed," for some constant c. If g is any monotone increasing function, then rule R 2 , "if g(predicted distress probability) > g(c), then classify as distressed," confers distressed status on exactly the same firms as R 1 . That is, classification success is invariant to any monotone increasing transformation of the predictive function. So if the graphs of two predictive functions go in the same direction, they will have the same classification rates. The leverage plot for LC_BONDS (Figure 2 ) provides an example, were it to be used alone for classification. The three overlays are monotone functions of each other. The three leverage plots for BEN_SURR are almost monotone transformations of each other. Transformations that are close to monotone will probably have similar error rates. Non-monotone transformations could also have similar rates, although more companies may switch classification status between models. For prediction of distress status, the actual form of the predictive function is not nearly as critical as it is for prediction of the probability of distress and regressor leverage on that probability. For example, the true probability of distress may be high and changing rapidly, whereas the linear model may estimate it to be low and changing slowly (see leverage plots for BEN_SURR). Thus, a firm may be at greater hazard of distress than it thinks and its distress chances more sensitively tuned to its choices than imagined. The semiparametric leverage plots provide the tools for managing this risk.
The following reports briefly on classification rates and other features of models, both parametric and nonparametric, that have been reported recently in the literature (Brockett et al., 1994; Carson and Hoyt, 1995; and Lee and Urrutia, 1996) . The objective in this comparison is to show to what extent other nonparametric models may improve prediction when compared to parametric models. A caution is that these models were created with different data sets and different variables from different time periods in different industries, and therefore they are not directly comparable to the semiparametric model. The authors only wish to provide a summary table that captures this body of work. Similar summaries are not known since that of BarNiv and McDonald (1992) . As
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The authors would have preferred to do a bootstrap simulation, but the intensive computations of the semiparametric method made that infeasible. A time series division was also essayed. The first year was used as estimation data set and the second as holdout sample. All time series models had somewhat higher ECMs, perhaps because of industry changes between the first and second year. (As noted earlier, 1991 was characterized by large firm distress, 1992 by small firm distress.) depicted in Table 5 , most of the studies show that the nonparametric studies are competitive with the logit models. Model coefficients for the spline model are not comparable because the slope changes with the level of the regressors. * Significant at 1 percent, ** significant at 5 percent, *** significant at 10 percent 1991-1992 1989-1991 1985-1988-1991-1992 distress estimation 1989-1998-holdout Years of sample data 1990-1991 1986-1990 1980-1991 Table 4.   3 The authors provided a range of cut-off points. They report here the best results according to their interpretation.
SUMMARY AND CONCLUSION
The major contribution of this study is to illuminate possible distortions that may result from the linear form of classical solvency models. In doing so, this study provides management and regulators with a quantitative methodology new to solvency analysis, semiparametric spline regression, and a related graphical device, the leverage plot. The plots can be used to manage and/or understand the effects of management actions on the probability of firm distress or insolvency. In the test application, the authors find that the relationship between financial distress and several predictors is not accurately modeled by classical parametric forms, which force the functional relationships into a linear form, thus creating misleading impressions of the effects of managerial and regulatory actions. The flexible semiparametric model discovered several interesting features that are missed in linear parametric models. The semiparametric model compares satisfactorily on classification success to logistic, probit, cubic logistic, and cubic probit models that were created with exactly the same data, although this was not a primary goal of the study. The study also compares the performance of the model with those reported in recent insurance solvency studies. The summary comparison of this recent work may be of independent interest for the insolvency literature. It appears that a cross between parametric and nonparametric models such as the semiparametric model offers an improved solution to the management of insolvency risk.
APPENDIX 1: Bayesian Models and Their Application to Semiparametric Regression
This appendix provides a brief description of the intuition underlying Bayesian statistical methods. The primary example used to illustrate the ideas is the standard linear regression model. However, examples from elementary probability theory and discriminant analysis are also discussed briefly. The appendix concludes with a discussion of the Bayesian interpretation of a semiparametric regression model and the advantages of using Bayesian methods for the authors' problem.
Two fundamental ideas underlie Bayesian statistics. First, parameters are treated as though they are unknown random variables. (In classical statistics, parameters are treated as fixed unknown constants.) This need not be interpreted as stating that parameter values actually vary, but rather that one is uncertain as to what the values are. Second, Bayesian analysis treats parameter estimation as the updating of uncertainties about the values of the parameters. Before examining current data, Bayesians summarize their uncertainty about a parameter value using a prior distribution. Then, given the information in the observed data, they update their uncertainties regarding the parameter. This updated uncertainty is represented by the posterior distribution. The additional information in the data will reduce the uncertainty about the parameter value, so the posterior distribution will be more compact than the prior distribution.
As an example, consider the standard linear regression model:
where i = 1, . . . , n, and the i e are independent and identically distributed ( ) Bayesians summarize the information in the data using the likelihood function, which is the distribution of the data given the parameter values. In the linear regression model in Equation (A.1), the likelihood function uses the fact that the y i s are independent with mean 01 i x bb + and variance 2 ε σ . Bayes' Theorem then provides a method of combin-ing the prior information with the information in the data by combining the prior distribution with the likelihood function. The result is a posterior distribution that summarizes all the available information (e.g., both prior information and information in the data) regarding the parameters. For example, in the linear regression model the information in the prior and the data may indicate it is highly likely that β 1 is close to 10. In this case, most of the mass of the posterior distribution of β 1 would concentrate near 10. Bayesians will often use the mean of the posterior distribution as a point estimate of the parameter and the variance of the posterior distribution to represent a measure of uncertainty regarding the parameter value.
Classical parameter estimation is based solely on the likelihood function and does not formally incorporate prior information regarding the parameter values into the analysis. However, if the data are numerous and the prior distributions used in the Bayesian analysis are relatively noninformative, then the Bayesian and classical estimates are frequently very similar.
A simple example of Bayesian analysis from elementary probability theory is one that uses Bayes' rule to combine a prior probability p(A) with the "likelihood" p(B | A) to obtain a posterior probability p(A | B). This posterior probability reflects both the prior information regarding A (as summarized by p(A)) and the information regarding A contained in the event B. A second example that will be familiar to solvency analysts is discriminant analysis. In discriminant analysis, a researcher typically specifies a prior probability of insolvency (generally the same for all companies -e.g., noninformative) and assumes a multinormal likelihood function for the data. The prior and the likelihood are then combined to provide the posterior probability of insolvency for each company. Now consider the Bayesian interpretation of a semiparametric regression model with normally distributed errors and a single regressor x. The same ideas apply to the semiparametric probit model used in the article. The model is
where i = 1, . . . , n, with x 1 < x 2 < . . . <x n (i.e., n distinct values in ascending order). This model can be put into a Bayesian framework by treating each function value f(x i ) as a separate parameter and specifying a prior distribution for each f(x i ). The question is: How does one specify a meaningful prior on the f(x i ) values that incorporates the prior information regarding f(x) in a meaningful way? A natural way to proceed in setting the prior, and one that leads directly to the prior specification given by the stochastic spline model, is to write f(x i ) as fxx bb =+ , and this is, in some sense, the smoothest possible functional form. In the Bayesian framework, 01 , bb , and g(x i ) , where e i = 1, . . . , n, are treated as random parameters with prior distributions to represent the information available regarding their values before the data are observed. ) values, it is reasonable to assume that the function values f(x i ) and f(x j ) are more likely to be similar when x i and x j are close together than when they are far apart. This implies the deviations g(x i ) and g(x j ) are more likely to be similar when the x i and x j are close together. Therefore, the correlation between g(x i ) and g(x j ) should depend on the distance x j -x i . As discussed below, the spline prior induces such a correlation structure in the g(x) values.
The stochastic representation of a spline is given in Equation (3) and is repeated here for convenience.
( ) ( Using the Bayesian framework for a semiparametric regression model provides four advantages. First, prior information regarding the function values can be incorporated into the model. Second, recent theoretical breakthroughs in Bayesian estimation techniques (Gibbs sampling) can be used to estimate the functions in a computationally efficient manner. Third, the results can be interpreted in more natural terms than clas-sical estimation results can. The result of a Bayesian analysis is a posterior distribution, and this distribution can provide true confidence or probability intervals. For example, the question "What is the probability that β 1 is between 8 and 12?" has a meaningful and direct answer obtained by integrating the posterior density function between 8 and 12. Classical statistics, on the other hand, cannot provide a direct answer to this question and must resort to the circuitous concept of "confidence" interval, which is often misinterpreted as a probability interval. Finally, simulation results in Wong and Kohn (1996) show that Bayesian function estimators compare favorably with non-Bayesian estimators across a wide range of functional forms.
APPENDIX 2 Heuristic Interpretation of the Spline Function
This appendix provides a heuristic interpretation of the expression for f i given in Equation (3). The following explanation is taken from Kalyanam and Shively (1998) . Dropping the subscripts i and j Equation (3) i.e., at points equally spaced in the interval (x min , x 2 ). Similar arguments hold for the intervals (x 2 , x 3 ), (x 3 , x 4 ), etc.
The main feature of the model is that the change in the first derivative (slope) of the function, denoted ′ f , in a small interval of length ∆ is assumed to be a random variable with a ( ) 2 N0, t ∆ distribution. This implies the slope of the function is allowed to change by small random amounts from minminminmin to ,from to 2 xxxx +∆+∆+∆ , etc. Further, each of these changes is assumed to be independent of any previous changes. In the illustrative example, ∆ = 1.0, so the changes in the derivative are independent N ( ) 2 0, t random variables. The implication of the model is that the derivative (slope) of the function at adjacent points (e.g., points only ∆ apart) are expected to be more similar than at points more than ∆ apart. 4 N random variables (i.e., t = 0.4), so the changes in the derivative will tend to be larger than when t = 0.2. Using the same argument as above, the derivative function is plotted in Figure 6c , and the resulting function itself is plotted in Figure 6d . The function changes directions more sharply (e.g., is less smooth) than the previous function because there are relatively large changes in the slope of the function from point to point.
It now becomes evident why t is called the smoothing parameter. If t is large, then changes in the first derivative are likely to be large, which implies the first derivative is likely to change a great deal. Thus, large values of t will tend to be associated with functions that are not smooth. Conversely, if t is small, then changes in the first derivative are likely to be small, which implies the first derivative is unlikely to change much. Thus, small values of t will tend to be associated with functions that are e smooth. Finally, note that if t = 0, the first derivative of the function never changes, and the function itself is a straight line. This is, in some sense, the smoothest possible function.
The change in the derivative that actually occurs in these intervals, and therefore the function values themselves, cannot be observed directly because only the 0/1 binary data are observed. However, the changes in the derivative and the function values can be inferred from the observed data, and this allows estimates to be obtained. To make the model and the required estimation procedure mathematically tractable, the authors allow the size of the ∆ s to decrease and therefore the number of intervals to increase. The heuristic reasoning given above still holds as the number of intervals increases. As 0 ∆→ , it can be shown that the first derivative follows a Wiener process. A Wiener process is a continuous random process in which the changes in the process over disjoint intervals are independent and normally distributed random variables. Note that this corresponds to the assumption made above in the discrete example in which the changes in the derivative in each interval are independent and normally distributed.
An outline of the derivation of Equation (A.3) is now provided that parallels the graphical description given above. First, for a given x, divide the interval (x min , x) into n subintervals of length ( ) gives the expression in Equation (A.3). Heuristically, Equation (A.3) is obtained by summing the changes in the function (which depend in turn on the changes in the derivative) from one interval to the next. As 0 ∆→ , the summation becomes an integral.
