This paper considers robust controllability for uncertain linear descriptor systems with structured perturbations. Necessary and sufficient conditions based on the µ-analysis are obtained by transforming the problem into checking the nonsingularity of a class of uncertain matrices. Also a tight bound is obtained in terms of µ for keeping the closed-loop system regular, impulse-free and stable under a preconstructed static output feedback. An example is given to illustrate the results.
Introduction
Descriptor systems are different from normal systems, where not only exponential modes but also impulsive modes may be involved. Consider the following linear continuous-time descriptor system
Eẋ(t) = Ax(t) + Bu(t),
(1)
y(t) = Cx(t),
where E, A ∈ R n×n , B ∈ R n×m , rank E = r n. If det(αE − A) = 0 for some α ∈ C, then it is called regular, in which case the existence and uniqueness of the solution of the system will be guaranteed. If deg det(sE − A) = rank E, then it is called impulse-f ree. Otherwise, it will possess impulsive modes, which are undesired in system control. If all the eigenvalues of det(sE − A) lie in the open left-half complex plane, then it is termed stable. The problem of controllability and/or observability has been well studied [1, 4, 5, 19, 21, 23] . There are several controllability concepts with different meanings. (See the above references for their definitions.) It is known that we can construct a state feedback u = Kx(t) such that the closed-loop system (E, A + BK) is impulse-free provided it is impulse controllable (I-controllable) [19, 23] . If it is R-controllable [21] , then we can arbitrarily assign the finite eigenvalues. The strong controllability (S-controllability) [19] is both I-controllability and R-controllability. System (1) is called complete controllable (C-controllable) [4, 21] if for any t 1 > 0, x(0) ∈ R n and w ∈ R n , there exists a control input u(t) such that x(t 1 ) = w. That is, for any initial condition x(0) ∈ R n , there always exists a control input such that the state response starting from x(0) at t = 0 arrives at any prescribed position in R n in any given time period. We see that the C-controllability is a direct generalization of the controllability concept in the normal case. The observability concepts are dual to those of the corresponding controllability ones.
However, the robust controllability (observability) problem is seldom touched for uncertain descriptor systems. In [13] , the authors studied the controllability of system (E, A, B) with A being an interval matrix and presented a method for checking the various robust controllabilities. In recent years, some efforts have been devoted to the stability robustness of uncertain descriptor systems. Qiu et al. [15] and Byers et al. [3] considered the unstructured perturbed system (E, A + ) and derived procedures for calculating the stability radius. Lin et al. [12] dealt with a more general case when the unstructured uncertainty is of the form M N, where M and N are known structured matrices. However, for the case of real perturbations, only lower bounds can be obtained. Fang et al. [7] studied the problem for the structured perturbation | | m < αH , where | · | m denotes modulus matrix and H is a constant nonnegative matrix, and derived an upper bound of the scaling factor α for the considered uncertain system to remain regular, impulse-free and stable. Lee et al. [11] gave the maximal perturbed interval of α ∈ R for unidirectional perturbation case = αH .
In this paper, we consider the system of the form (1) with A, B and C being subjected to the following kind of structured perturbations
where
Here it is assumed without loss of generality that the numbers of A i 's, B i 's and C i 's are equal. (If not the case, we can easily make them equal by adding in some zero matrices.) It is obvious that this perturbed form is more general than those considered in [7, 11] . The purpose of this paper is to find how big α can be such that (1)- (4) retains the required property for all |α i | α. We first consider in Section 2 robust I-controllability and C-controllability, and give necessary and sufficient conditions by using the structured singular value µ to change the problems to the corresponding full matrix rank problems. We will use µ (M) to denote the structured singular value of a matrix M with respect to the set of all allowable . (See [2, 22] for the mixed µ-analysis.) We see that by using our method, the matrix E can also be subjected to the same kind of perturbations as that of A when considering the robust C-controllability and robust regularity. As for the observability, similar results can be derived by using the dual principle. Then, in Section 3 we consider the regular, impulse-free and stable property for the uncertain closed-loop systems under a preconstructed static output feedback, and a tight bound is obtained in terms of µ. In Section 4, an illustrative example is given. Finally, some concluding remarks are given in Section 5.
Robust controllability/observability
In this section, we study the robust controllability and/or observability of the system (1)-(4).
Some basic lemmas
We list and review some facts in this section.
Lemma 2.1.1 [21] . The system (E, A) with E, A ∈ R n×n is regular if and only if
Lemma 2.1.2 [5] .
The system (E, A, B) is I-controllable if and only if
where S E ∈ R n×(n−rank E) is a maximum right annihilator matrix of E.
Lemma 2.1.3 [21] . The system (E, A, B) is R-controllable if and only if
holds for any finite s.
Lemma 2.1.4. The system (E, A, B) is C-controllable if and only if any of the following holds: (i) [21]: (E, A, B) is R-controllable and rank[E B] = n.
(ii) [5] :
Results
We first consider the robust I-controllability. Our objective is to find the maximum scalar α > 0 such that (E, A, B) remains I-controllable for all |α i | α provided the nominal one (E, A 0 , B 0 ) is I-controllable. Note that the chosen S E (the maximum right annihilator matrix of E) may not be unique. But this obviously does not affect our results.
Lemma 2.2.1. System (1)-(3) is I-controllable if and only if the matrix
is invertible, where 
being invertible.
Suppose (E, A 0 , B 0 ) is I-controllable which means rank M 0 = n and thus M 0 M T 0 = N 0 is invertible. Then determining the I-controllability for all |α i | α is equivalent to determining the robust invertibility of matrix N I for all |α i | α. This can be done using the way provided in [18] , which gives the maximum bound in terms of µ for keeping nonsingularity of uncertain matrices with quadratically coupled parameters. However, it involves quite large dimensional computations (the dimension of the computed matrix is (q + 1)qn × (q + 1)qn). We will see from the proof of the next theorem that our method to solve this problem involves much smaller dimensional computations (the dimension of the computed matrix is 2qn × 2qn). 
or, equivalently,
where M I andM I are constructed as follows: (9) . This is equivalent to
where we use the fact
It is easy to check that the 2qn × 2qn matrix (I + ) is always invertible, where is of the following form:
. , q and its inverse is (I − ).
Hence the desired equivalency is continued to be
where is as in (16) . This proves (12) . The proof of (13) is analogous to that of (12), and thus is skipped. This completes the proof of the theorem.
Remark 2.2.1. Theorem 2.2.1 also implies that µ (M I ) is the same as µ (M I ).
Indeed, for the above result, we note thatM
q), which obviously leads to µ (M I ) = µ (M I ).
Next, we move on to the robust C-controllability analysis. For system (1)- (3), we construct the following matrix:
Then, we have the following result for the robust C-controllability.
Theorem 2.2.2. Suppose (E, A 0 , B 0 ) is C-controllable. Then system (1)-(3) is C-controllable for all |α i | α if and only if
Proof. By using Lemma 2.1.4 (ii), system (1)-(3) is C-controllable for all |α i | α if and only if
The rest of the proof is similar to that of Theorem 2.2.1, and is hence omitted.
Similar to I-controllability, the result in [18] can also be used to determine Ccontrollability, which gives the maximum bound in terms of µ for keeping the nonsingularity of the uncertainty matrix with quadratically coupled parameters. But, again, this involves quite large dimensional matrix computations (of dimension (q + 1)qn 2 ×(q +1)qn 2 ). Our result in Theorem 2.2.2 reduces this dimension to a much smaller value of 2qn 2 × 2qn 2 .
Remark 2.2.2. Due to the relationships between each observability and its corresponding controllability, the results for robust I-observability and C-observability are straightforward.
Remark 2.2.3.
It is known that for a given descriptor system, the controllability conditions can ensure that some state feedback gain K renders the resulting closedloop system regular. However, it is easy to check that in some cases the bound for maintaining the controllability cannot guarantee the robust regularity. Consider the simple example (E, A + αA 1 , B) with
We check that the nominal system is regular and C-controllable, and the uncertain system is C-controllable for all α ∈ R. However, the regularity is destroyed when α = −1.
For system (1)- (3), if the robust regularity is required in order to keep the existence and uniqueness of system solutions, then the result for robust regularity can also be obtained in a similar way by using Lemma 2.1.1. We formulate the result for robust regularity as follows. The proof is similar to that of Theorem 2.2.1 and hence omitted. 
Remark 2.2.4. It is not hard to notice that our method can deal with the robust regularity and the robust C-controllability for descriptor systems with matrix E also being of the perturbed form as those of A, B and C. For this case, similar results can be obtained by using Lemmas 2.1.1 and 2.1.4.
Robust closed-loop stability
If a given system is I-controllable and I-observable, then an output feedback law can be constructed to eliminate impulse modes. Moreover, if it is also R-controllable and R-observable, then its eigenvalues can be assigned arbitrarily by output feedback (see [5] ). For system (1)-(4), its closed-loop system under a static output feedback
is as follows
In this section, the problem under study is as follows. Suppose that a static output feedback matrix K renders the nominal closed-loop system (E, A 0 + B 0 KC 0 ) regular, impulse-free and stable. Find the maximum scalar α such that the uncertain closed-loop system (24) remains regular, impulse-free and stable for all |α i | α. So, in the sequel, we will concentrate on the analysis of system (24).
Result by using a sweeping parameter
The following well-known lemma is useful for concerning impulse-free robustness.
Lemma 3.1.1. The pair (E, A) is impulse-free if and only if
where r = rank E, and L E ∈ R (n−r)×n and S E ∈ R n×(n−r) are the maximum left and right annihilator matrices of E, respectively, which satisfy
It should be noted that the choice of L E and S E may not be unique, but this will not make any difference to our results.
From now on, for later convenience, we define f :
where F is either real R or complex C, Z 0 ∈ F n×n is invertible and Z i , Z ij ∈ F n×n .
Theorem 3.1.1. Suppose that (E,Ā 0 ) is impulse-free. Then (24) is impulse-free for all |α i | α if and only if
where I F = diag{α 1 I 2(n−r) , α 2 I 2(n−r) , . . . , α q I 2(n−r) } ∈ R 2q(n−r)×2q(n−r) ,
Proof. Since (E,Ā 0 ) is impulse-free, we see from Lemma 3.1.1 that F −1 0 is defined. Then, by using Lemma 3.1.1 again, (24) is impulse-free for all |α i | α if and only if
for all |α i | α. The rest of the proof is similar to that of Theorem 2.2.1.
For keeping robust impulse-free and stable property, the following lemma is required. The proof is similar to Theorem 3.2 of [12] , hence omitted here.
Lemma 3.1.2. Suppose that (E,Ā 0 ) is impulse-free and stable, and (24) is impulsefree for all |α i | α. Then (24) is impulse-free and stable for all |α i | α if and only if
for all |α i | α and for all ω 0.
Using the above Lemma 3.1.2, we give the following result without proof.
Theorem 3.1.2. Suppose that (E,Ā 0 ) is impulse-free and stable. Then (24) is impulse-free and stable for all |α i | α if and only if
We notice that there is a sweeping parameter ω in Theorem 3.1.2, which brings much difficulty to the computation of µ using the existing MAT LAB tools. In the following section, we develop another way to eliminate the sweeping parameter.
Result without the sweeping parameter
We first present a basic lemma for the development.
Lemma 3.2.1. Suppose that (E,Ā 0 ) is impulse-free and stable. Then system (24) is regular, impulse-free and stable for all |α i | α if and only if
holds for all |α i | α.
Proof. See the Appendix for its proof.
To proceed, let the two nonsingular matrices T 1 and T 2 render
and define
By appropriate exchanges of matrix rows and columns, we arrive at
Note that the above equations hold for the ranks only. However, the corresponding matrices may not be equal. Denote byH the nonzero matrix in the upper left block. Then,H
whereH 0 ,H i andH ij ∈ R (2nr−r 2 )×(2nr−r 2 ) are as follows:
Now, we are in a position to give our main result concerning the maximum α for keeping the system (24) regular, impulse-free and stable. 
Theorem 3.2.1. Suppose that (E,Ā 0 ) is impulse-free and stable. Then (24) is regular, impulse-free and stable for all |α i | α if and only if
Then,H is invertible iff (I − α 1 M) is invertible, i.e., there are only a finite number of α 1 which render (24) not regular, impulse-free and stable, which are the reciprocals of all non-zero real eigenvalues of M. Furthermore, if B 0 and C 0 are not subject to perturbations and only the autonomous system of the system (1)- (4) is considered, then the maximum interval of α for keeping the system regular, impulse-free and stable is (1/λ
denote the smallest negative real eigenvalue and the largest positive real eigenvalue of M, respectively. However, in Theorem 1 in [11] , the maximum interval of α for keeping the system regular, impulse-free and stable is
So, our result simplifies this intersection of two intervals to the first interval only, hence providing a simpler result.
An illustrative example
Although approximating the structured singular values in our formulas using the MATLAB µ Toolbox [2] may result in conservative bounds, it does provide us a tool to get approximate values. In the following, we consider a numerical example to illustrate the use of the presented methods. Given a system of the form (1)- (4) with
It is easy to see that the nominal system (E, A 0 ) is not regular and not impulsefree. Choose L E = [0 1 1] and S E = [0 0 1] T . We check that rank M 0 = rank[A 0 S E E B 0 ] = 3, which means (E, A 0 , B 0 ) is I-controllable. Next we compute the allowable α using the formula in Theorem 2.2.1 for keeping robust I-controllability.
We calculate that the upper and lower bounds of µ (M I ) are 0.7101 and 0.6325, respectively, where = diag{α 1 I 6 , α 2 I 6 }. So, adopting the upper one, we get that if α < µ −1 (M I ) = 1.4083, then the given uncertain system is I-controllable for all |α i | α (i = 1, 2) . Now, we further check that the nominal system (E, A 0 , B 0 , C 0 ) is also I-observable, R-controllable and R-observable. Thus, there is an output feedback matrix K ∈ R 1×2 such that (E, A 0 + B 0 KC 0 ) is regular, impulse-free and stable. Specially, with K = [−3 − 2], the system (E, A 0 + B 0 KC 0 ) is impulse-free and has stable eigenvalues −1±j . Next we compute the allowable α using the formulas in Theorem 3.1.2 and Theorem 3.2.1 for keeping regular, impulse-free and stable property of the uncertain closed-loop system under such a K.
We calculate that the upper and lower bounds of µ I F (f (F )) are 1.0242 and 1.0000, respectively, where I F = diag{α 1 I 2 , α 2 I 2 }. So, adopting the upper one, we have that if α < µ 
Conclusion
In this paper, we consider the robust controllability and closed-loop stability under a preset output feedback for linear continuous-time descriptor systems with structured perturbations. Necessary and sufficient conditions are obtained using µ analysis and Kronecker product.
Appendix A.
Proof of Lemma 3.2.1. The necessity follows immediately from Lemma 1 of [15] with a little modification. For sufficiency, we prove by contradiction. Suppose that system (24) is not regular, impulse-free and stable for all |α i | α. Denote
Then there are three cases:
is not regular. For this case, it is obvious that A(α 0 ) is not invertible. Let two nonsingular matrices T 1 and T 2 render
and
Due to the singularity of A(α 0 ), without loss of generality, we assume that the last row of T 1 A(α 0 )T 2 in (A.1) can be expressed as the linear combination of other rows, i.e., there are (n − 1) real scalars γ 1 , . . . , γ r , β 1 , . . . , β n−r−1 such that − a (3) n−r,1 · · · a (3) n−r,r a (4) n−r,1 · · · a (4) n−r,n−r = γ 1 a (1) 11 · · · a (1) 1r a (2) 11 · · · a (2) 1,n−r + · · · + γ r a (1) r1 · · · a (1) rr a (2) r1 · · · a (2) r,n−r
1r a (4) 11 · · · a (4) 1,n−r + · · · + β n−r−1 a (3) n−r−1,1 · · · a (3) n−r−1,r a (4) n−r−1,1 · · · a (4) n−r−1,n−r .
By appropriate exchanges of matrix rows and columns, we have the following rank equalities
11 Ir a (1) 12 Ir · · · a (1) 1r Ir (1) r1 Ir a (1) r2 Ir
r1 Ir · · · a (2) r,n−r Ir
11 Ir a (3) 12 Ir · · · a (3) 1r 
Note that the above ranks are equal, but their matrices may not be equal. We see that there are r + r + (n − r) = n + r "block rows" in the last matrix. Multiply block row 1, . . . , r, 2r + 1, . . . , n + r − 1 by γ 1 , . . . , γ r , β 1 , . . . , β n−r−1 , respectively, and add them to the last block row; multiply block row r +1, . . . , 2r −1 by γ 1 , . . . , γ r−1 , respectively, and add them to the block row 2r which is multiplied by γ r . Thus, we obtain that the above rank is equal to the rank of matrix (1) r1 Ir a (1) r2 Ir
11 Ir a (3) 12 Ir · · · a (3) 1r Ir 0 0 · · · 0 a (4) 11 Ir · · · a (4) 
is not invertible, it is easy to show that
is not of full row rank. Hence, rank(E ⊗ A(α 0 ) + A(α 0 ) ⊗ E) < 2nr − r 2 . This is a contradiction. Case 2. System (24) is regular for all A ∈ A(α), but for some A(α 0 ) ∈ A(α), the pair (E, A(α 0 )) is not impulse-free. In this situation, let two nonsingular matrices T 1 and T 2 transform (E, A(α 0 )) to the following Weierstrass decomposition 2) where N = 0 is nilpotent. Let
Then we have r 1 + r 2 = n, rank N = r − r 1 > 0. So Hence, this is also a contradiction. which is a contradiction again. This completes the proof of the lemma.
