We propose a fast method for high order approximations of the solution of the Cauchy problem for the linear non-stationary Stokes system in R 3 in the unknown velocity u and kinematic pressure P. The density f(x, t) and the divergence vector-free initial value g(x) are smooth and rapidly decreasing as |x| tends to infinity. We construct the vector u in the form u = u 1 + u 2 where u 1 solves a system of homogeneous heat equations and u 2 solves a system of nonhomogeneous heat equations with right-hand side f−∇P. Moreover P = −L (∇·f) where L denotes the harmonic potential. Fast semi-analytic cubature formulas for computing the harmonic potential and the solution of the heat equation based on the approximation of the data by functions with analitically known potentials are considered. In addition, the gradient ∇P can be approximated by the gradient of the cubature of P, which is a semi-analytic formula too. We derive fast and accurate high order formulas for the approximation of u 1 , u 2 , P and ∇P. The accuracy of the method and the convergence order 2, 4, 6 and 8 are confirmed by numerical experiments.
Introduction
In the present paper we describe a fast method for the numerical solution of the non-stationary Stokes system
with the initial condition
for (x,t) ∈ R 3 × R + with R + = [0, ∞). Here ∇ = {∂ x 1 , ∂ x 2 , ∂ x 3 } so that ∇P = grad P and ∇ · u = div u . Equations (1.1)-(1.3) are solved for an unknown velocity vector field u(x,t) = (u 1 (x,t), u 2 (x,t), u 3 (x,t)) and kinematic pressure P(x,t), defined at all points x ∈ R 3 and time t ≥ 0. Here the viscosity ν is a positive coefficient, the data f(x,t) = ( f 1 (x,t), f 2 (x,t), f 3 (x,t)) and g(x) = (g 1 (x), g 2 (x), g 3 (x)) are smooth and sufficiently rapidly decreasing as |x| → ∞ and g is a divergence-free vector field, i.e. ∇ · g = 0. The solution of the Cauchy problem (1.1)-(1.3) for smooth functions f and g decreasing at infinity is of the form u(x,t) = u 1 (x,t) + u 2 (x,t),
where the vector u 1 is the solution of the homogeneous heat equations ∂ t u 1 − ν∆u 1 = 0, u 1 (x, 0) = g(x) (1.4) and the pair (u 2 , P) is the solution of the Cauchy problem ∂ t u 2 − ν∆u 2 + ∇P = f, ∇ · u 2 = 0, u 2 (x, 0) = 0 .
(1.5)
By the unique solvability of the Cauchy problem for the heat equation, from the condition ∇ · g = 0 it follows that ∇ · u 1 = 0 for all t > 0. The pair (u 1 , u 2 ) and P have the form ∇E(x − y) · f(y,t)dy (1.6) (cf. [7, p.93] or [15, p.343 ], see also [18] ), where Γ(x,t) = e −|x| 2 /(4νt) (4πνt) 3/2 is the fundamental solution of the heat equation;
is the fundamental solution of the Laplace equation, hence
x |x| 3 ; the matrix T = {T i j } i, j=1,2,3 is the fundamental solution of the non-stationary Stokes system (the Oseen tensor)
r 0 e −x 2 dx. The Stokes equations are the linearized form of the Navier-Stokes equations and they model the simplest incompressible flow problems (cf. [3] , [14] ): the convection term is neglected, hence the arising model is linear. Thus the difficult is the coupling of velocity u and pressure P. A great deal of work has been done for the numerical solution of the Stokes and the Navier-Stokes equations, based on the use of finite element, finite-difference or finite-volume methods (cf., e.g., [4] , [5] , [6] , [13] , [17] ). Here we propose a fast method for the approximations of u 1 , u 2 and P in the framework of approximate approximations ( [12] ), which provides very efficient high order approximations ( [11] ).
The outline of the paper is the following. In section 2 we consider the approximations of u 1 = (u 11 , u 12 , u 13 ), solution of (1.4). Our method, proposed in [10] for n-dimensional parabolic problems, consists in approximating the functions g = (g 1 , g 2 , g 3 ) via the basis functions introduced by approximate approximations, which are product of Gaussians and special polynomials. The action of the Poisson integral P applied to the basis functions admits a separated representation (also tensor product representation), i.e., it is represented as product of functions depending on one of the variables. Then a separated representation of g provides a separated representation of the potential and the resulting approximations formulas are very fast because only one-dimensional operations are used. In section 3 we consider the approximation of the pressure P given in (1.6) and its gradient ∇P. For fixed t > 0, keeping in mind (1.2), the divergence operator applied to equation (1.1) gives
where L denotes the harmonic potential. In [8] fast semi-analytic cubature formulas for computing L F were constructed which are based on the approximation of the density F(·,t) by functions with analytically known harmonic potentials. The gradient ∇P = ∇L F can be approximated by the gradient of the cubature of L F, which is a semi-analytic formula, too. If F(·,t) admits a separated representation then we derive tensor product representations of P and ∇P, which admits efficient one-dimensional operations.
In section 4 we describe the approximation of u 2 = (u 21 , u 22 , u 23 ), which satisfy the non-homogeneous heat equations
where Φ = f − ∇P and ∇P = ∇L F is computed in section 3. Since ∇ · Φ = 0 then the solution of (1.8) satisfies the condition ∇ · u 2 = 0. The solution of (1.8) admits the representation
(1.9) (cf. [2] ). The cubature formula of (1.9) proposed in [10] is based on replacing the density ϕ j by approximate quasi-interpolants on the rectangular grids . The action of H on the basis functions allows for one-dimensional integral representations with separated integrands. This construction, combined with an accurate quadrature rule as suggested in [16] and a separated representation of the density ϕ j , provides a separated representation of the integral operator (1.9). We derive fast and accurate formulas for the approximation of (u 1 , u 2 , P) of an arbitrary high order. In section 5 the accuracy of the method and the convergence orders 2,4, 6 and 8 are confirmed by numerical experiments.
Approximation of u 1
In this section we consider the approximation of u 1 = (u 11 , u 12 , u 13 ). Each component u 1 j , j = 1, 2, 3, is solution of the homogeneous heat equation
The solution is given by
where Pg j denotes the Poisson integral
We approximate the functions g j , j = 1, 2, 3, by the approximate quasi-interpolants
with the basis functions
where H k are the Hermite polynomials
Here D is a positive fixed parameter and h is the mesh size. The function η 2M satisfies the moment conditions of order 2M
and the quasi-interpolant (2.10) provides an approximation of g j with the general asymptotic error O(h 2M + ε) (cf. [12] ). The saturation error ε does not converge to zero as h → 0, however it can be made arbitrary small if the parameter D is sufficiently large. Then the sum
Since the Poisson integral is a smoothing operator, one can prove that also the saturation error tends to 0 as h → 0 and the approximate solution P M g j converges for any fixed t > 0 with order O(h 2M ) to P g j ([12, Theorem 6.1]).
The Poisson integral applied to the generating function η 2M in (2.11) can be written as
From theorem 2.1, the sum
is a semi-analytic cubature formula for Pg j . For example, for M = 1,
The computation of (2.13) is very efficient if the functions g j (x), j = 1, 2, 3, allow a separated representation; that is, within a prescribed accuracy ε, they can be represented as sum of products of univariate functions
j,i . Then, at the point of a uniform grid {hk},
Approximation of P(x,t)
For fixed t > 0, we consider the approximation of P(·,t) = L F(·,t), given in (1.7). We approximate F by the quasi-interpolant
with the basis functions (2.11 
is a semi-analytic cubature formula for P = L F. Moreover, by the smoothing properties of the harmonic potential, the corresponding small saturation error converges with the rate h 2 as h → 0. Hence, for sufficiently smooth functions, 
17)
where Q M (x, r) is defined in (2.12).
For example, for M = 1,
provides a second order approximation formula. The gradient ∇P = ∇L F of the harmonic potential can be approximated by the gradient of the cubature of L F, which is a semi-analytic formula, too. We have 
Proof. Formula (3.19) can be obtained by direct differentation of (3.17), keeping in mind the identity H ′ 2k (x) = 4kH 2k−1 (x) (see [1, (14) , p. 193]).
For example, for M = 1
The quadrature of the integrals (3.17) and (3.19) with certain quadrature weights ω p and nodes r p gives the separated representations
The approximation formulas (3.20) and (3.21) are very efficient if F(x,t) = −∇ · f(x,t) has separated representation, i.e. for given accuracy ε it can be represented as a sum of product of vectors in dimension 1
Then an approximate value of P(hk,t) and ∇P(hk,t) at the point of a uniform grid can be computed by the sum of products of one-dimensional convolutions
Approximation of u 2
In this section we consider the approximation of the solution u 2 = (u 21 , u 22 , u 23 ) of (1.8). Each component u 2 j , j = 1, 2, 3, satisfies the non-homogeneous heat equa-
where ϕ j = f j − ∂ x j P. Hence,
We replace the density ϕ j by the quasi-interpolant on the rectangular grid {(hm, τi)}
Here τ and h are the steps; D 0 and D are positive fixed parameters; η 2M and η 2M are the generating functions given in (2.11) . The sum M h,τ ϕ j approximates ϕ j with the error
and ∂ x j P(hm, τi) is given in (3.23 
In view of theorem 2.1
and the integrals cannot be taken analytically. The computation of the sum (4.25) involves additionally an integration, which must be approximated by an efficient quadrature rule with certain quadrature weights ω p and nodes r p
If Φ = (ϕ 1 , ϕ 2 , ϕ 3 ) admits a separate representation, then the sum (4.25) gives an efficiently computable high order approximation of the initial value problem (4.24) based on the computation of one-dimensional sums.
Implementation and numerical experiments 5.1 Homogeneous heat equation
We assume f = 0 and g(x) = ∇ × (0, 0, e −|x| 2 ) = (−2x 2 e −|x| 2 , 2x 1 e −|x| 2 , 0). Then ∇ · g(x) = 0 and the solution of (1.4) -(1.5) is provided by u 2 ≡ 0, P ≡ 0 and u = u 1 = (u 11 , u 12 , u 13 ) with
We provide results of some experiments which show accuracy and numerical convergence order of the approximation formulas (2.14) . In Tables 1-2 we compare the exact solution Pg 1 with the coefficient of kinematic viscosity ν equals to 1 and the approximate solution in (2.14) at one fixed point, for M = 1, 2, 3, 4 and different values of h. We choose D = 4 to have the saturation error comparable with the double precision rounding errors. Numerical experiments show that the predicted convergence order is obtained and for M = 4 and small h the saturation error is reached.
Numerical results for the approximation of P and ∇P
We assume f(x,t) = 2t xe −|x| 2 = (2t x 1 e −|x| 2 , 2t x 2 e −|x| 2 , 2t x 3 e −|x| 2 ) and g(x) = (0, 0, 0). Hence,
The unique solution of (1.1),
We report on the absolute errors and the approximation rates for the harmonic potential P = L F ( Tables 3 and 4 Table 1 : Absolute error and rate of convergence for Pg 1 in x = (1.2, 1.2, 1.2),t = 1 using P M g 1 . Table 2 : Absolute error and rate of convergence for Pg 1 in x = (0, 1.6, 0),t = 1 using P M g 1 .
the approximation order O(h 2M + he −Dπ 2 ), respectively, for M = 1, 2, 3, 4. We used uniform grids size h = 0.1 · 2 1−k , k = 1, ..., 5 and we choose the parameter D = 5. Following [16] the one-dimensional integrals in (3.17) and (3.19 ) are transformed to integrals over R with integrands decaying doubly exponentially by making the substitutions
with certain positive constants a and b. The computation is based on the classical trapezoidal rule with step size κ, exponentially converging for rapidly decaying smooth functions on the real line. In our computations we assumed a = 5, b = 6, κ = 0.0009 and 8 · 10 2 points in the quadrature formula in order to reach the saturation error with the approximation formula of order N = 8 .
The numerical results show that higher order cubature formulas gives essentially better approximation than the second order formulas and the predicted convergence order is reached. Table 4 : Absolute error and rate of convergence for P(x,t) in x = (0, 1.6, 0),t = 1 using (3.22).
error rate error rate error rate error rate 10 0.279D-02 0.163D-03 0.584D-05 0.140D-06 20 0.719D-03 1.96 0.107D-04 3.92 0.961D-07 5.92 0.543D-09 8.01 40 0.181D-03 1.99 0.678D-06 3.98 0.152D-08 5.98 0.211D-11 8.01 80 0.454D-04 2.00 0.425D-07 4.00 0.238D-10 6.00 0.826D-14 8.00 160 0.113D-04 2.00 0.266D-08 4.00 0.373D-12 6.00 0.139D-16 Table 5 : Absolute error and rate of convergence for ∂ x 2 P(x,t) in x = (1.2, 1.2, 1.2), t = 1 using (3.23). Table 6 : Absolute error and rate of convergence for ∂ x 2 P(x,t) in x = (0, 1.6, 0),t = 1 using (3.23).
Non-Homogeneous heat equation
In Tables 7 and 8 we report on the absolute errors and the approximation rates for the solution (1.8) with ν = 1. We assumed Φ = (ϕ 1 , ϕ 2 , ϕ 3 ) = (e −|x| 2 (1 + 6t − 4|x| 2 t), 0, 0) which gives the exact solution u 2 = (te −|x| 2 , 0, 0). The approximations have been computed by HM h,τ in (4.25) for M = 1, 2, 3, 4, with the parameters D = D 0 = 4.
Making the substitution σ = τℓ 2 1 + tanh π 2 sinh ξ = τℓ 1 + e −π sinh ξ introduced in [16] , K M transforms to an integral over R with doubly exponentially decaying integrand. Then we apply the classical trapezoidal rule with the parameters κ = 0.002 and 2 · 10 3 terms in the quadrature formula in order to reach the saturation error with the approximation formula of order N = 8 . Table 7 : Absolute error and rate of convergence for the approximation of H ϕ 1 (x,t) defined in (1.9) in x = (1.2, 1.2, 1.2),t = 1 using (4.25). Table 8 : Absolute error and rate of convergence for the approximation of H ϕ 1 (x,t) defined in (1.9) in x = (0, 1.6, 0),t = 1 using (4.25).
