Most existing camera placement algorithms focus on coverage and/or visibility analysis, which ensures that the object of interest is visible in the camera's field of view (FOV). According to recent literature, handoff safety margin is introduced to sensor planning so that sufficient overlapped FOVs among adjacent cameras are reserved for successful and smooth target transition. In this paper, we investigate the sensor planning problem when considering the dynamic interactions between moving targets and observing cameras. The probability of camera overload is explored to model the aforementioned interactions. The introduction of the probability of camera overload also considers the limitation that a given camera can simultaneously monitor or track a fixed number of targets and incorporates the target's dynamics into sensor planning. The resulting camera placement not only achieves the optimal balance between coverage and handoff success rate but also maintains the optimal balance in environments with various target densities. The proposed camera placement method is compared with a reference algorithm by Erdem and Sclaroff. Consistently improved handoff success rate is illustrated via experiments using typical office floor plans with various target densities.
Introduction
With the increased scale and complexity involved in most practical surveillance applications, it is almost impossible for any single camera (either fisheye or PTZ) to fulfill automated and persistent tracking with an acceptable degree of continuity and/or reasonable accuracy. Systems with multiple cameras find extensive use in surveillance applications. The need for sensor planning emerges when the question of how to place multiple cameras to fulfill given tasks with given performance requirements arises.
In literature, most sensor planning algorithms are proposed for such applications as 3D object inspection and reconstruction [Roy et al., 2004; Roy et al., 2005; . Sensor planning for surveillance systems has received increasing attention in recent years [Quereshi and Teropoulos, 2005; Cai and Aggarwal, 1999; Isler et al., 2005; Pavlidis et al., 2001] . Cameras are placed such that a full or specified coverage of the environment or object is achieved. A probabilistic camera planning framework with visibility analysis of dynamic occlusions was proposed by Mittal and Davis [2004] . Erdem and Sclaroff [2006] defined different types of coverage problems and developed corresponding solutions. The conventional requirements in sensor planning, such as coverage and visibility, cannot by themselves ensure an automated tracking in real-time surveillance systems. A uniform and sufficient amount of overlap between the FOVs of adjacent cameras should be reserved so that consistent labeling and camera handoff can be executed successfully. To achieve such a camera placement, sensor planning algorithms achieving the optimal balance between coverage and handoff success rate are discussed in [Yao et al., 2010; .
In this paper, additional considerations regarding the targets' dynamics including their dynamic interaction with the observing cameras are incorporated into sensor planning via the probability of camera overload. The optimal camera placement is obtained according to the targets' statistical distribution in the environment. More overlapped FOVs are secured for more clustered environments so that a target has more freedom to be transferred to another camera when experiencing camera overload or dynamic occlusion.
In addition, the introduction of the probability of camera overload also simplifies the modeling of PTZ cameras. Most existing sensor planning algorithms find it difficult to properly model PTZ cameras. Let the instant FOV denote the FOV that a PTZ camera can see at any given time instance and the achievable FOV the FOV that a PTZ camera can survey given a sufficient period of time. The camera's limited pan and tilt speeds lead to the discrepancy between the instant and achievable FOVs, which in consequence introduces difficulties in modeling PTZ cameras for sensor planning. Some algorithms simply use the achievable FOV for the sensor planning of PTZ cameras.
In brief, the major contribution of this paper is the derivation of the probability of camera overload and the application of this probability to sensor planning. The resulting sensor planning algorithm has the advantage of considering both the dynamics of the observing camera, especially for PTZ cameras, and the dynamic interactions between the objects and cameras. The algorithm presented in this paper is closely related to our previous work described in [Yao et al., 2010; . The major differences are listed as follows. (I) The algorithms in [Yao et al., 2010; construct an objective function without considering the dynamic interaction between objects and observing cameras, which is, however, the major additional consideration introduced in this paper. (II) The algorithm in concentrates on the placement of PTZ cameras, which indeed is a special case of the scenarios addressed by our algorithm. In , the maximum number of targets that can be tracked simultaneously by a camera, N obj , is set to 1, whereas in this paper we investigate the general case with N obj ≥ 1.
The remainder of this paper is organized as follows. Table 1 lists the major notations used in this paper. A brief introduction to related work The cost function of the ith grid
Target density in the FOV of the jth camera configuration
Distance component of the observation measure of the ith grid observed by the jth camera configuration
Resolution component of the observation measure of the ith grid observed by the jth camera configuration N obj , N obj,j The maximum number of objects that can be tracked simultaneously by the jth camera configuration
Probability of dynamic occlusion on the ith grid observed by the jth camera configuration
Probability of dynamic occlusion on the ith grid P co,i
Probability of camera overload on the ith grid
Observation measure of the ith grid observed by the jth camera configuration Q F Failure threshold that separates the handoff safety margin and invisible areas Q T Trigger threshold that separates the handoff safety margin and visible areas x
The solution vector with x j = 1 indicating that the jth camera configuration is selected is given in Sec. 2. Section 3 defines the observation measure and the objective functions used for the search of the optimal camera placement. Section 4 introduces the probability of camera overload and the modified objective function considering targets' dynamics. Section 5 demonstrates our experimental results and comparisons with the reference algorithm. Section 6 concludes this paper.
Related Work
In literature, most placement algorithms using visual sensors are proposed for such applications as 3D object inspection and reconstruction. Roy et al. [2004] reviewed existing sensor planning algorithms for 3D object reconstruction and proposed an online scheme using a probabilistic reasoning framework for next-view planning and object recognition [2005] . A more recent and thorough discussion regarding sensor planning algorithms for 3D object reconstruction and recognition can be found in . The authors also pointed out promising directions for future research, such as the combinational optimization of the placement of both cameras and illumination sources. Wong et al. [1999] defined a metric evaluating the unknown information in each group of potential viewpoints and used it in the search of the next best view for 3D modeling. Yous et al. [2006] designed an active scheme for the assignment of multiple PTZ cameras so that each camera observes a specific part of a moving object, mainly pedestrians, and achieves the best visibility of the whole object. The selection of sets of omnidirectional views for the representation of a 3D scene is discussed in [Tosic and Frossard, 2006] . In [Saadatseresht et al., 2005] , fuzzy logic inference is employed for camera placement considering the uncertainty in the analysis of visibility, accessibility, and cameraobject distance. Chen and Li [2004] addressed the placement of active sensors in the context of robot vision. With the increased complexity of multiple camera systems, sensor planning is also conducted in a larger scale and a higher level similar to sensor networks. Guo et al. [2008] modeled observability as a decreasing exponential function of the observation distance and used this model in camera placement for the monitoring and tracking of mass objects. Dunn et al. [2006] employed the Parisian evolutionary algorithm to search for the optimal camera placement for 3D object reconstruction aiming at a reduced computational complexity. Sensor planning for surveillance systems has received increasing attention in recent years [Quereshi and Teropoulos, 2005; Cai and Aggarwal, 1999; Isler et al., 2005; Pavlidis et al., 2001] . Erdem and Sclaroff [2006] defined different types of coverage problems and developed corresponding solutions using perspective cameras. Their methods have been implemented in a simulator with a genetic algorithm as the optimization engine [David et al., 2007] . Several placement algorithms are developed based on Erdem and Sclaroff's method. Angella et al. [2007] presented solutions for the more generalized Mcoverage problem, where it is desired that the object of interest can be observed by at least M cameras. Horster and Lienhart [2006] also addressed the M-coverage problem and transformed their nonlinear objective function to a linear one so that linear binary programming can be used in the search of the optimal camera placement.
Literature also mentions sensor placement algorithms focusing on additional considerations such as path observability, dynamic occlusion, and frontal view availability. Bodor et al. [2007 Bodor et al. [ , 2005 presented a camera placement algorithm to maximize the observability of a path. In the similar vein, Fiore et al. [2008] used the distance and foreshortening constraints to describe the observability of a path and defined the corresponding objective function to guide the search for optimal camera placement. Successful camera placement and online repositioning are demonstrated for tracking pedestrians moving along a regular path using two fixed cameras mounted on remotely controllable mobile platforms. A probabilistic camera planning framework with dynamic visibility analysis was proposed by Mittal and Davis [2004] . Another metric describing the likelihood of dynamic occlusion is also discussed in [Chen and Davis] . Ram et al. [2006] introduced frontal view probability to coverage analysis and demonstrated real-time camera selection for a better observation of a pedestrian.
Online camera selection, also referred to as the focus of attention problem by Isler et al. [2005] , is introduced as a result of the improved mobility of cameras. Since the object of interest can be observed by multiple cameras, an online resource management mechanism is necessary to guide the coordination among multiple cameras for an optimal system performance. The optimal performance is two-fold: the optimal observation of every object of interest and the optimal computational load for every camera deployed in the environment. Gupta et al. [2007] discussed a unified approach, referred to as COST, which selects a set of cameras to be used for the inferences for each person in a group of pedestrians considering occlusions and visual confusion. Isler et al. [2005] proposed a selection framework to assign cameras to track the object of interest for a minimized expected error in the estimation of the object's location. The visibility interval is explored as one criterion for online camera selection in [Lim et al., 2005] . The online camera selection or scheduling is discussed for large scale camera networks, where up to 80 cameras are deployed [Lim et al., 2007] .
Since Erdem and Sclaroff's [2006] sensor planning algorithm is selected as the baseline method for performance comparison, more details are presented as follows. In [Erdem and Sclaroff, 2006] , it is assumed that a polygonal floor plan is represented as an occupancy grid, a binary vector b ∈ B Ng can be obtained by letting b i = 1 if the corresponding grid can be seen by at least one camera and b i = 0 otherwise, where B . = {0, 1} and N g denotes the number of grid points. We construct a binary matrix A ∈ B Ng×Nc with a ij = 1 if the ith grid is covered by the jth camera configuration, where N c denotes the number of camera configurations. Each camera configuration specifies one combination of camera intrinsic and extrinsic parameters, including the camera's focal length f , pan/tilt angle θ P /θ T , and position T c . The solution vector x ∈ B Nc has x j = 1 if the jth camera configuration is selected and x j = 0, otherwise. The following relation holds: b i = 1 if b i > 0; and b i = 0, otherwise, with b = Ax. Let the cost associated with the jth camera configuration be ω j . Given the maximum cost C max , the Max-Coverage sensor planning problem can be described by
Sensor Planning
As we can see from the previous section, a binary model, visibility matrix A, is sufficient to tackle the optimization of coverage. However, this binary model is no longer adequate to incorporate the additional requirement of uniform and sufficient overlapped FOVs between adjacent cameras. Therefore, in this section, we first define a continuous observation measure to describe the suitability of the target being tracked by the current camera. Afterwards, this continuous observation measure is thresholded to generate three regions including, invisible, visible, and a gray region. The gray region, to which we refer as the handoff safety margin, defines the area in the camera's FOV where a target needs a transfer. The basic idea of our sensor planning algorithm is to utilize this gray area so that uniform and sufficient overlapped FOVs are achieved. Note that the definition of the observation measure and the formulation of the objective function for static environment are directly inherited from our previous work presented in [Yao et al., 2010; . To save space, a brief introduction is given in this section for the completeness of the algorithm description. Interested readers please refer to our previous publications for more detailed derivations.
Observation measure
To describe the observation of a tracked target in addition to visibility, we consider two components: the resolution M R and the distance to the edges of camera's FOV M D . The M R component is designed to evaluate a valid observation for the viewer. For a persistent object tracking and smooth camera handoff, the tracked target should be at a reasonable distance from the edges of the camera's FOV. The M D component, therefore, considers the safety margin before the object falls out of the camera's FOV.
To begin our study, the camera and world coordinates are defined and illustrated in Fig. 1 .
with
Assuming zero skew, unit aspect ratio, and zero image center, the projected point in the image plane is given by:
Letting g z,i = 0 (in the ground plane), the target depthẑ i,j , the distance between the object's centroid and the camera's optical center, can be estimated by:
and the resolution component M R,ij is then expressed as:
where α R is a normalization coefficient.
In practice, for better observation and to reserve enough computation time for handoff, the target should remain at a distance from the edges of the camera's FOV. Moreover, this margin distance is affected by the target depth. When the target is at a closer distance, its projected image undergoes larger displacement in the image plane. Therefore, a larger margin should be reserved. In our definition, different polynomial powers are used to achieve varying decreasing rates of the M D component as the object of interest approaches the edges of the camera's FOV. The M D,ij is then given by:
where N row and N col denote the image's width and height, α D is a normalization coefficient, and β 1 and β 0 are used to adjust the polynomial degree.
The observation measure is then given by:
where w R and w D are importance weights and Π denotes the image plane. As for PTZ cameras, considering the additional flexibility from the camera's adjustable pan and tilt angles, the resolution component
We assume that the target is always maintained at the image center by panning and tilting the camera. Therefore, the M D,ij component can be eliminated from the computation of the observation measure.
Objective function
A failure threshold Q F and a trigger threshold Q T are derived to define three disjoint regions: (I) invisible area with Q ij < Q F where Q ij represents the observation measure value of the ith grid observed by the jth camera configuration, (II) visible area with Q ij ≥ Q T , and (III) handoff safety margin with Q F ≤ Q ij < Q T . The failure threshold Q F segments the invisible areas and is used for coverage analysis. The trigger threshold Q T separates the visible areas and handoff safety margins. It is introduced for handoff rate analysis, where necessary overlapped FOVs between adjacent cameras are optimized. The trigger threshold Q T is given by Q T = Q F + κū objtH , whereū obj represents the average moving speed of the object of interest, t H denotes the average duration for a successful handoff, and κ is a conversion scalar.
Let A C ∈ B Ng×Nc represent the grid coverage with a C,ij = 1 if Q ij ≥ Q F and a C,ij = 0 otherwise. Matrix A C resembles matrix A in the conventional coverage analysis discussed in the previous section. For the purpose of handoff analysis, two additional coefficient matrices are constructed A H and A V . The matrix A H has a H,ij = 1 if Q F ≤ Q ij < Q T and a H,ij = 0 otherwise. The matrix A V has a V,ij = 1 if Q ij ≥ Q T and a V,ij = 0, otherwise. Matrices A H and A V represent the handoff safety margin and visible area, respectively. Recall that the solution vector x specifies a set of chosen camera configurations with the corresponding element x j = 1 if the configuration is chosen and x j = 0 otherwise.
The objective function of the ith grid is formulated as:
where w C , w H , and w V are predefined importance weights. The operation (c C,i > 0) means
. The first term in the objective function considers coverage, the second term produces sufficient overlapped handoff safety margins, and the third term penalizes excessive overlapped visible areas. Our objective function achieves a balance between coverage and sufficient margins for camera handoff. The optimal sensor placement for the Max-Coverage problem can then be obtained by:
Note that the optimization of camera placement can be formulated in an alternative way where additional constraint is used instead of constructing an objective function as a weighted sum of three terms as in Eq. (7). To be more specific, the optimization formulation can be changed to:
(a) (b) Fig. 2 . Schematic illustration of the problem of dynamic occlusion, (a) target 2 is occluded by target 1 for both cameras, (b) target 2 can be observed by camera 2 when it is occluded by target 1 in the FOV of camera 1.
and the term 2 represents a vector with all elements as 2. From our experiments, the hard constraint approach suffers from a slower convergence speed in comparison with the scheme with an additive objective function. Therefore, in the following discussion, we have chosen to use the additive objective function approach.
Dynamic Considerations
Environments with multiple moving objects impose additional difficulties on sensor planning. Multiple moving objects cause dynamic occlusions depending on their real-time relative positions. Figure 2 compares two camera placements in terms of the ability to handle dynamic occlusion. It is obvious that the camera placement in Fig. 2(a) is unable to deal with dynamic occlusion since target 2 is blocked by target 1 in the FOVs of both cameras. On the contrary, in the camera placement shown in Fig. 2(b) , target 2 can be seen from camera 2 when it is occluded by target 1 in camera 1. From the above illustration, we could see that the probability of dynamic occlusion can be reduced by a proper camera placement. Due to the non-deterministic nature of dynamic occlusion, analysis regarding such occlusions is conducted in a probabilistic framework. The probability of dynamic occlusion is derived and incorporated into sensor planning. Another important issue in sensor planning for environments with multiple dynamic targets is the coordination among multiple cameras. In practice, a single camera can track a limited number of targets simultaneously because of the Fig. 3 . Schematic illustration of the problem of camera overload. Assume that the camera is able to track four targets at maximum simultaneously due to limited computational capacities, (a) the maximum number of targets is achieved, (b) camera overload occurs when a new target enters the camera's FOV. Target 3 is dropped due to camera overload.
limited resolvable distance and computational capacities . The camera may not be able to detect and/or track new objects when its maximum computational capacity has been reached. This scenario is referred to as the problem of camera overload and is demonstrated in Fig. 3 . Assume that the camera is able to track four targets at maximum simultaneously. When a new target enters the camera's FOV, a decision is to be made so that an appropriate target is dropped due to the limited computational capacity. In Fig. 3(b) , since target 3 is farther away from the camera, it is dropped so that the camera can track the new target. The goal of sensor planning is to automatically minimize the number of dropped targets due to camera overload.
System model
For camera overload analysis, we model the multi-object tracking system as an M/M/N /N queuing system. Following the conventions in queuing theory, an M/M/N /N system suggests that: (1) the arrival process follows a Poisson distribution; (2) the residence time follows an exponential distribution; and (3) the number of servers and buffer slots is N . Poisson processes are employed to model objects' arrival and departure. The Poisson process has been proved effective in modeling random events, such as a customer arrival and the arrival of a cellular phone call that emanates continuously and independently at a constant average rate. It has found wide applications in systems such as bank service and wireless communication [Panneerselvam, 2004; Tivedi, 2001] . The case of an object of interest entering the FOV of a surveillance system for the service of "tracking" and "monitoring" is similar to the case of a customer entering a bank for the service of account transactions and the case of a mobile call entering the base station for the service of wireless communication. Therefore, the Poisson process is chosen to formulate objects' arrival and departure in a surveillance system. The Poisson and exponential probability distribution describes two aspects of a Poisson process. The Poisson probability function presents the distribution of the number of events that occur in a time interval of fixed length whereas the exponential probability function records the distribution of the length of the time interval between consecutive events. The different rates of the objects' arrival and departure determine the target density in the environment. A higher arrival rate and a lower departure rates results in an environment with higher target density.
Assume that the average arrival rate in the FOV of the jth camera is λ j and that the mean camera-residence time is 1/µ j . Let N obj,j be the maximum number of targets that can be tracked simultaneously by the jth camera. From the M/M/N /N queuing theory, the system can be described by a Markov chain as shown in Fig. 4. 
Dynamic occlusion
For dynamic occlusion analysis, we borrow the definition of the probability of dynamic occlusion defined by Mittal and Davis [2004] . Objects are modeled as a cylinder with a radius of r obj and a height of h obj . Let the area of their projection onto the ground plane be fixed as A ob = πr 2 obj . Assume that the object of interest centered at the ith grid is observed by the jth camera from a distance D ij . Its region of occlusion is
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. The occlusion probability depends on the target density, which can be derived from our Markov chain based system model. Let A j denote the FOV of the jth camera. The target density in the jth camera is given by:
The occlusion probability at the ith grid observed by the jth camera P do,ij can then be expressed as [Mittal and Davis, 2004] :
where K o denotes the object density. Given the probability of dynamic occlusion at the ith grid observed from the jth camera, we can compute the overall probability of dynamic occlusion at the ith grid P do,i by:
The objective function becomes:
where P do,th is a predefined threshold and w do is the importance weight.
Camera overload
Given the probability of the (n − 1)th state P n−1,j of the Markov chain, the probability of the nth state P n,j is expressed as:
for 1 ≤ n ≤ N obj,j , where P o,j is a normalization term to make the sum of the probabilities of all possible states as one:
The probability that the jth camera reaches its maximum computational capacity is the probability that the Markov chain reaches the (N obj,j )th state:
Let the average arrival rate at the ith grid be λ g,i and the mean camera-residence time be 1/µ g,i .
The ith grid can be observed from multiple cameras. The probability of camera overload at the ith grid P co,i is the probability that all the observing cameras have reached the maximum computational load when new objects appear at the ith grid:
where P co,th is a predefined threshold and w co is the importance weight. Note that the computation of the probability of camera overload depends on the target's arrival rate and residence time, which describes the target's dynamic distribution in the environment. Therefore, the resulting optimal camera placement not only depends on the environment's geometry but also adjusts to the target's dynamics.
Dynamic modeling of PTZ cameras
The significance of introducing camera overload analysis becomes obvious especially for PTZ cameras. As mentioned before, camera placement algorithms always find it difficult to properly model a PTZ camera's instant and achievable FOVs. Erdem and Sclaroff [2006] defined the reachable region to model PTZ cameras. It is assumed that a PTZ camera has two end points for panning. The reachable region corresponds to the intersection areas that the PTZ camera can pan from these two end points during a given period of time, as shown in Fig. 5(b) . The reachable region represents the camera's coverage in the worst case, which leads to a camera placement with excessive overlapped achievable FOVs. In this paper, the discrepancy in modeling a PTZ camera's instant and achievable FOVs is solved elegantly by letting N obj,j = 1. That is at a given time instance, a single PTZ camera is able to track a single object in its 360 • × 90 • achievable FOV. Figure 5(c) illustrates scenarios where a PTZ camera is tracking an object in its instant FOV when a second object enters its achievable FOV. Once the first object leaves the camera's achievable FOV, the camera turns toward the second object and begins tracking. We observe that a seemingly trivial assumption of N obj,j = 1 sufficiently describes the dynamic interaction between a PTZ camera and the objects of interest. The achievable FOV remains the same under the assumption that the number of objects that have been tracked is zero, whereas the limited instant FOV can be described as the achievable FOV under the assumption that the maximum number of objects that can be tracked simultaneously has been reached. Therefore, the achievable FOV with N obj,j = 1 is sufficient to model PTZ cameras' both instant and achievable FOVs for sensor planning.
In addition to the power of resolving the dilemma of PTZ cameras' achievable and instant FOVs, our modeling also incorporates the analysis of PTZ cameras into a unified framework along with the static perspective cameras. The only difference is the assumption regarding the maximum number of targets that can be tracked simultaneously. The maximum numbers of targets for a static camera and a PTZ camera are N obj,j ≥ 1 and N obj,j = 1, respectively.
Experimental Results
In this section, our experimental results using static perspective and PTZ cameras are presented and compared with the reference algorithm proposed by Erdem and Sclaroff [2006] . Both dynamic occlusion and camera overload are included in the objective function for the search of the optimal camera placement:
Two criteria are used to evaluate and compare the performances of various algorithms: coverage and handoff success rate. Handoff success rate denotes the ratio between the number of successful handoffs and the total number of handoff requests. Compared to Erdem and Sclaroff's method, a consistently improved handoff success rate is expected from our proposed algorithm.
Parameter selection
There are two sets of parameters: normalization coefficients (α R and α D ) and importance weights (w R , w D , w C , w H , w V , w do , and w co ). The goal of choosing the appropriate normalization coefficients is to provide a uniform comparison basis for different types of cameras and cameras with various intrinsic and extrinsic parameters. In so doing, sensor planning and camera handoff can be conducted independently of the actual types of cameras selected. In general, we normalize the M R,ij and M D,ij components in the range of [0, 1], which leads to α R = 1 max j {−T z,j /tanθ T,j } and α D = 0.5. Different from the selection of the normalization coefficients, which depends on the characteristics of the cameras used, the selection of the importance weights is application dependent. We purposefully reserve the freedom for users to choose different importance weights according to their special requirements to increase our algorithm's flexibility. Meanwhile, default values can be used if the corresponding variables are not specified by users. The default values of w R /w D and w do /w co are simply 0.5 and 0.2, respectively. We could compute w C , w H , and w V such that the turning point is placed at the middle point between the contours defined by Q T and Q F . To save space, please refer to for details on the selection of parameters. In the following experiments, the importance weights are set to default values.
Experimental methodology
The floor plans under test are shown in Fig. 6 . The floor plan in Fig. 6(a) represents two types of environments commonly encountered in practical surveillance: space with obstacles (region A illustrated in yellow) and open space where pedestrians can move freely (region B illustrated in green). Region B is deliberately included because it imposes more challenges on camera placement when considering handoff success rate. Camera handoff is relatively easier when there is a predefined path compared with the scenarios where subjects are assumed to move freely, since camera handoff may be triggered at any point in the camera's FOV. Figure 6(b) illustrates an environment with a predefined path where workers proceed in a predefined sequence. In the following experiments, we will refer to these two floor plans as plan A and B.
To obtain a statistically valid estimation of handoff success rate, simulations are carried out to enable a large amount of tests under various conditions. A pedestrian behavior simulator [Antonini et al., 2006; Pettre et al., 2002] is implemented so that we could have a close resemblance to the experiments in real environments and in turn an accurate estimation of the handoff success rate. To save space, interested readers can refer to the original papers for details. In our experiments, the arrival of the pedestrian follows a Poisson distribution. The average walking speed is 0.5 (meters/second). Several points of interest are generated randomly to form a pedestrian trace. Figure 6 depicts some randomly generated pedestrian traces.
Since one of the major advantages of our algorithm is the consideration of targets' statistical distribution, we focus on testing and comparing the algorithms' performances in environments with a variety of target densities. In theory, given the proper estimation of the target's arrival rate in the environment, the same value should be used in sensor planning. However, in our experiment, we purposefully use two sets of arrival rates. One set of arrival rates is used in sensor planning. Three camera placements are generated with λ = 0.01 person/second (pps), 0.025 pps, and 0.05 pps. The other set is used in the simulation of target behavior. The tested arrival rates vary from 0.01 pps to 0.05 pps, representing environments with low to high target density. The residency time depends on the pedestrian walking speed and the average trajectory length. From a statistical study regarding the geometry of the environment, the average residency time is 80 s.
According to queuing theory, it is required that λ j µ j N obj,j be less than one so as to maintain the equilibrium state of the Markov chain. Therefore, given a fixed µ j , the object's arrival rate is bounded by µ j N obj,j . Such a requirement relates the maximum number of objects N max in the FOV of one camera to the maximum number of objects that one camera can handle. In our experiments, we have N obj = 4 and N obj = 1 for static and PTZ cameras. Under such a constraint, an arrival rate of 0.05 pps is the maximum rate that our sensor planning algorithm can handle. For more crowded scenarios, N obj should be increased. Although the arrival rate is one controlling parameter in our experiment, it does not directly describe how crowded the environment is. Therefore, we chose to use the maximum number of objects in the FOV of one camera N max to describe the target density instead of the arrival rate. In addition, to remove the dependence of the performance evaluation on the camera's maximum tracking capability, N max is divided by the maximum number of objects that a camera can handle. In brief, we have used the ratio N max /N obj to describe the target density. A simulation with N max /N obj > 1 suggests a scenario that exceeds the tracking capability of a static camera.
It is desirable to investigate the ability of the proposed algorithm in handling crowded scenes. It has been shown that 0.30 persons per square meters is a typical target density for free flow traffic scenarios where pedestrians still can freely select their own walking speed, can bypass slower-moving people, and can readily avoid conflicts when crossing in front of others [Fruin] . Beyond 0.30 persons per square meters, traffic congestion may occur. Therefore, we have selected 0.30 as the average target density for crowded scenes. Given an FOV of 50 m 2 , the maximum number of targets is 15 persons. A camera with the ability to track 15 targets is needed, N obj = 15.
We employ different values of target arrival rates to verify that the camera placement with a certain arrival rate is able to maintain the handoff success rate for environments with an arrival rate up to the value used in sensor planning. For instance, the handoff success rate of a camera placement with λ = 0.025 pps should be maintained for environments with an arrival rate less than 0.025 pps or a maximum number of targets less than four.
Results
Figures 7 and 8 illustrate the optimal camera placements from the reference algorithm and our algorithm with various target densities for floor plans A and B, respectively. Note that the optimization of the camera's parameters is not restricted to 2D. The optimized position of a camera includes both T x,j /T y,j and T z,j (height). For clear presentation, Figs. 7 and 8 illustrate the FOVs of the cameras at the optimal positions that are projected onto the 2D ground plane.
We can see from Fig. 7 that as the maximum number of targets in the environment increases from one to six, the handoff success rate of the reference method drops gradually from 74.1% to 44.2%. On the contrary, the handoff success rate of our method is maintained within 90.0% for camera placement with λ = 0.025 pps (λ = 0.05 pps) till the maximum number of targets reaches four (six). As expected, with different density parameters used in Eq. 16, the resulting camera placement yields different capacity in handling clustered environments.
To examine the ability of the proposed sensor planning algorithm in handling crowded scenes, the simulated target density is increased to 0.3 persons per square meters. The corresponding N obj is set to 15. Using the same sensor placement, the handoff success rate is shown in Fig. 7(e) , which presents similar performance as the scenarios with lower target density and N obj = 4. This verifies the capability of the proposed sensor planning algorithm in dealing with crowded scenes given that the camera is able to handle crowd as well. Figure 9 shows and compares sample frames from two cameras with and without sufficient handoff margins. If only coverage is taken into account as shown in Fig. 9(a) , the object of interest is lost before the left camera is able to identify the subject and cooperate with the right camera. With sufficient handoff margins as shown in Fig. 9(b) , the object of interest can be detected and labeled correctly before it becomes unidentifiable in the right camera. Figure 10 illustrates our experimental results using PTZ cameras. Figures 10(b) and 10(c) show the camera placement obtained from our method with different target densities. A larger arrival rate/target density setting leads to a camera placement with more overlapped FOVs between adjacent cameras so that the tracked target has more freedom to be transferred to another camera when experiencing dynamic occlusion and/or camera overload.
The advantage of our method over the reference method becomes clear when we look into the handoff success rate with respect to the maximum number of targets in the environment, as shown in Fig. 10(d) . When the maximum number of targets is one, our method elevates the handoff success rate from 48.7% to 100% and maintains a similar coverage. As the maximum number of targets in the environment increases from one to six, the handoff success rate of the reference method drops gradually from 48.7% to 10.2%. On the contrary, the handoff success rate of our method is maintained within 90% for camera placement with λ = 0.025 pps (λ = 0.05 pps) till the maximum number of targets reaches four (six). Therefore, the proposed algorithm is able to achieve and maintain a significantly higher handoff success rate according to the targets' density in the environment.
In addition to simulation results, we also conducted real-time experiments based on the sensor placement derived from the proposed algorithm for floor plan A. However, producing results using real sequences requires specially designed handoff algorithms, which is out of the scope of this paper. Interested readers please refer to [Chen et al., 2009] , where a camera handoff algorithm designed based on the observation measure and the probability of camera overload is proposed and real-time experimental results of multi-camera multi-object tracking are demonstrated. The computational complexity of the proposed and reference algorithms consists of the computation of the objective function and the optimization process. With the same optimization algorithm deployed, the computational complexity of computing the objective function becomes dominant, which is O (N g N c ) for both algorithms. Therefore, the proposed algorithm has similar computational complexity as the reference method for solving the Max-Coverage problem.
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Conclusions
A sensor planning algorithm designed for both static perspective and PTZ cameras was proposed to achieve the optimal balance between coverage and handoff success rate. The probability of camera overload was derived and employed to solve the discrepancy between a PTZ camera's instant and achievable FOVs. The probability of camera overload also introduced additional considerations regarding the dynamic Fig. 9 . Illustration of sufficient safety margin for continuous and automated handoff using perspective cameras. Sample frames from two cameras (a) when only coverage is considered and (b) when both coverage and handoff are considered. The object of interest is visible in the right camera at to. In (a), the object of interest is lost in the right camera as it moves and becomes visible in the left camera at to + ∆t. There is no sufficient margin for a successful handoff. In (b), the object of interest remains visible in the right camera at to + ∆t, which ensures a successful handoff to the left camera.
interaction between targets and observing cameras to sensor planning. The proposed sensor planning algorithm not only considered the PTZ camera's dynamics from panning and tilting but described by Erdem and Sclaroff in environments with various target dynamics. The proposed algorithm presents superior and robust performance regardless of the target densities.
