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We show that excitability is generic in systems displaying dissipative solitons when spatial inhomogeneities and drift are present. Thus, dissipative solitons in systems which do not have oscillatory states, such as the prototypical Swift-Hohenberg equation, display oscillations and Type I and II excitability when adding inhomogeneities and drift to the system. This rich dynamical behavior arises from the interplay between the pinning to the inhomogeneity and the pulling of the drift. The scenario presented here provides a general theoretical understanding of oscillatory regimes of dissipative solitons reported in semiconductor microresonators. Our results open also the possibility to observe this phenomenon in a wide variety of physical systems. Spatially extended systems display a large variety of emergent behaviors [1] , including coherent structures. Particularly interesting is the case of dissipative solitons (DS) [2] , exponentially localized structures in dissipative systems driven out of equilibrium, as they can behave like discrete objects in continuous systems. DS can display a variety of dynamical regimes such as periodic oscillations [3] [4] [5] , chaos [6, 7] , or excitability [8] . DS emerge from a balance between nonlinearity and spatial coupling, and driving and dissipation. They are unique once the system parameters are fixed, and they are different from the well known conservative solitons that appear as oneparameter families.
In optical cavities, DS (also known as cavity solitons) have been proposed as bits for all-optical memories [9] [10] [11] [12] [13] , due to their spatial localization and bistable coexistence with the fundamental solution. In Ref. [8] it was reported that DS may exhibit excitable behavior. A system is said to be excitable if perturbations below a certain threshold decay exponentially, while perturbations above this threshold induce a large response before going back to the resting state. Excitability is found for parameters close to those where a limit cycle disappears [14] . Excitability mediated by DS is different from the well known dynamics of excitable media, whose behavior stems from the (local) excitability present in the system without spatial degrees of freedom. Excitability of DS is an emergent behavior, arising through the spatial interaction and not present locally. Moreover, the interaction between different excitable DS can be used to build alloptical logical gates [15] .
In real systems, however, typically solitons are static, so oscillatory or excitable DS are far from being generic. In this work we present a mechanism that generically induces dynamical regimes, such as oscillations and excitable behavior, in which the structure of the DS is preserved. The mechanism relies on the interplay between spatial inhomogeneities and drift, and therefore can be implemented under very general conditions. Inhomogeneities, or defects, are unavoidable in any experimental setup, and drift is also often present in many optical, fluid and chemical systems, due to misalignments of the mirrors [16, 17] , nonlinear crystal birefringence [18] , or parameter gradients [19] , in the first case, and due to the flow of a fluid in the others [20, 21] . Roughly speaking, the presence of inhomogeneities and drift introduce two competing effects. On the one hand, an inhomogeneity pins a DS at a fixed position and, on the other, the drift tries to pull it out. If the drift overcomes the pinning, DS solitons are released from the inhomogeneity [19, 22] . Thus, depending on the height of the spatial inhomogeneity and the strength of the drift, we observe three main dynamical regimes: i) stationary (pinned) solutions, ii) oscillatory regimes, where DS source continuously from the inhomogeneity, and iii) excitability, where a perturbation may trigger a single DS that is driven away from the inhomogeneity. This scenario does not depend on the details of the system nor on the spatial dimensionality. Besides, it provides a solid theoretical framework to explain the dynamics of DS in systems with drift, as observed for instance in semiconductor microresonators [11, 22] .
To analyze this scenario we start with the prototypical Swift-Hohenberg equation (SHE), a generic amplitude equation describing pattern formation in a large variety of systems [1, [23] [24] [25] . The SHE is variational, thus it can not have oscillatory regimes. Adding drift and a spatial inhomogeneity we have:
(1) Here u(x, t) is a real field, a and g real parameters, and c is the velocity of the drift. The SHE displays DS for a > 27/38g [24, 25] , so we take a = 1.2 and g = 1. We fix k 2 0 = 0.5. We use a supergaussian gain profile
18 } to model a finite system of width 2ǫ so that DS disappear at the boundaries. We fix r 0 = −0.2, roughly in the middle of the subcritical region where DS exist, and, except where otherwise indicated, ǫ = 94.0842. Small changes of the parameter values do not substantially modify the results. A single spatial inhomogeneity located at the center is introduced adding a Gaussian profile
2 } with height h and half-width σ [26] . This is motivated by the addressing beams used in optical systems to control DS [10, 27] . We take σ = 2.045, roughly half the width of a DS. Similar results are found for other values of σ provided the width is small enough to avoid trapping two DS. We have also checked that similar results are found for a defect in the gain profile r. We take h and c as control parameters [28] .
For c = 0 we observe three different steady state solutions which are the main attractors of the dynamics ( Fig.  1) : i) the fundamental solution, a low bump corresponding to the deformation of the homogeneous solution, ii) a high amplitude DS pinned at its center, and iii) a DS pinned at the first oscillation of its tail. Decreasing h, at h = 0, a transcritical bifurcation occurs in which branch ii) becomes unstable while iii) is stabilized. Physically, at h = 0 the defect goes from being a bump to a hole. DS tend to sit at the inhomogeneity maximum, thus a DS centered at the hole becomes unstable and shifts its position until the hole coincides with the first minimum of its tail [29] . At h = 0 there is also a crossing of unstable middle-branch DS. In what follows we focus on h > 0.
This scenario changes when drift is introduced, c = 0: parity symmetry, x ↔ −x, is broken making the transcritical bifurcations imperfect. This implies a rearrangement of branches, that for low values of c leads to the snake-like branch shown in Fig. 2a) . Saddle-node bifur- cations SN 1 and SN 3 where already present for c = 0. A Saddle-Node on the Invariant Circle (SNIC) reconnects branches ii) and iii), while the saddle-node SN 2 arises from the middle branches transcritical bifurcation. Increasing c the branch stretches (cf. Fig. 2b ) and SN 1 coalesces with SN 2 at the cusp bifurcation C 1 as shown in Fig. 3 which displays the general scenario in parameter space. Close to C 1 there is a Takens-Bogdanov point TB 1 that unfolds a Hopf bifurcation line H + [30] (Fig. 3b) . As c keeps increasing, the SNIC line encounters a SaddleNode Separatrix Loop (SNSL) codimension 2 bifurcation from which a saddle-node SN 4 and a saddle-loop SL bifurcation lines unfold (Fig. 3c) . SN 4 soon coalesces with SN 3 at the cusp C 2 while SL ends at a Takens-Bogdanov point, TB 2 , which also unfolds a Hopf line H − tangent to the SL line. Finally for larger values of c there is a single monotonous branch of steady state solutions (Fig. 2c) . The Hopf line H + is subcritical and is accompanied by a fold of cycles (FC) from which a stable cycle emerges. For h large enough the defect is above the threshold to switch on a DS. Thus this limit cycle corresponds to the periodic creation of DS at the inhomogeneity that are then drifted away (Fig. 4c) , generating a train of solitons that, in our case, disappear at the boundary of the system (Fig. 4a) . Such regime was observed experimentally in semiconductor microresonators [22] , where it was called a "soliton tap". This cycle is stable all the way to the supercritical Hopf H − , where h becomes large enough to prevent the DS being advected by the drift, and the cycle ends.
In parameter space (Fig. 3 ) the fundamental solution is stable in regions I and V, pinned DS are stable in III and IV and stable trains of DS exist in II and V. The scenario shown in Figs. 3b and 3c , much richer than in [8] , is characteristic of systems displaying relaxation oscillations described, for instance, by the Van der Pol equation (see Fig. 2.1.2 in [31] ). These systems are characterized by two different time scales, a slow and a fast one. Here the fast time scale corresponds to the switching time of a DS on the inhomogeneity, while the slow one is the time the drift takes to detach a DS once it is formed [22] . The switch-on time is basically independent on the drift, while the detach time has a strong dependence on it. These two time scales can be clearly identified in a time trace of the field at x 0 (Fig. 4b) . Excitability can be found in regions I, III and IV when applying a perturbation for a short time that changes either c or h. If the system is brought monetarily into the oscillatory region II then an excitable excursion consisting on the exploration of a loop of the cycle before returning to the original steady state is triggered. An alternative way to trigger an excitable excursion is perturbing the state of the system rather than a parameter [14] . Transient parameter changes are usually easier to implement experimentally, thus in what follows we consider this kind of perturbations.
In region I a superthreshold perturbation of the fundamental solution grows to generate a DS, that is then advected away, setting the defect back to the resting state (Fig. 5) . As the transition from the stationary state to the oscillatory one is mediated by a subcritical Hopf bifurcation, the excitability is of Type II [14] . A clear signature of this type of excitability is that the period of the oscillations remains practically constant as one approaches the threshold from the oscillatory side, namely as one approaches FC coming from region II, as shown in Fig. 6a . As typical for Type II excitability the threshold is rather a quasi-threshold. If one applies a perturbation that crosses FC but not H + , the system will be stacked in region V (bistable). The closer the parameters are to FC, and the closer is FC to H + , the smaller is the perturbation required to trigger an excitable excursion [32] .
Different dynamics is found in region III, where h is large enough that, beyond switching on a DS if there is none, it also pins it once it is formed. In this case DS undergo a supercritical Hopf bifurcation when crossing H − . Close to threshold, DS exhibit small oscillations, but decreasing h or increasing c just a little further DS start to source from the inhomogeneity, forming a sort of canard in phase space [33] , leading to the train of DS found in region II. This is again a mechanism leading to Type II excitability as shown in Fig. 7 . At difference with the previous case, here the resting state is a high amplitude DS (see first panel), and the excitable excursion consists of the DS leaving the inhomogeneity and a new one being formed.
There is a third mechanism, associated to the SNIC line separating regions II and IV. A detailed analysis of DS excitability mediated by a SNIC can be found in Ref. [26] . For parameters in region IV a supra-treshold perturbation that brings the system into region II triggers the unpinning of a DS leading to an excitable excursion. The initial and the final state is a pinned DS and the observed behavior is very similar to the one shown in Fig. 7 . In this case excitability is of Type I, whose signature is a divergence of the period. As shown in Fig. 6b ) the period diverges with a power law of exponent −1/2 approaching the SNIC line from region II. A divergence in the period has been reported in semiconductor microresonators [22] , induced also through spatial inhomogeneities and drift. Additionally, the SL line in Fig. 3c ) leads to another Type I excitable region (discussed at length in [8] ), but at difference with the SNIC bifurcation line, that extends for a wide parameter range, the SL occurs in a very narrow region (Fig. 3c) , and therefore it may be more difficult to find experimentally.
In summary, we have shown that the competition between the pinning of DS to a spatial inhomogeneity and the pulling generated by a drift leads to a complex behavior leading to oscillations and to Type I and II excitability through several mechanisms. To clearly illustrate this we make use of the SHE, for which there is a Lyapunov potential [1] , thus the system always evolves to steady states that minimize the potential. When drift and boundary conditions are added, the SHE no longer has a Lyapunov potential [34] , thus complex dynamical behavior can arise. In order to confirm the generality of our results, we have checked that the scenario is qualitatively the same in a completely different model displaying DS [35] , namely the Lugiato-Lefever equation [36] , which has been recently used to describe DS observed experimentally [12, 13] . Our results do not depend on the microscopic details of the system, or the number of spatial dimensions, or the nature of the spatial inhomogeneity, but on general emergent properties of DS, providing a theoretical framework to explain the dynamics of DS in presence of spatial inhomogeneities and drift in a very broad class of extended systems. The theory presented here gives an explanation to experimental observations [22] and opens up the possibility to observe this phenomenon in a variety of other experimental setups. 
