A strong law of large numbers is presented for a class of random variables X,,, X,, , which satisfi UX,+, I x0,. > X") ="f(X) for a suitable function f(x) > x.
Introduction and main result
The purpose of this paper is to prove a strong law of large numbers for a class of random variables and to explain its scope by means of some examples. This is our model: Let F,c F, c . . . be an increasing sequence of c-fields on some probability space. We consider real-valued random variables X,,, X, , . . . , such that X,, is F,-measurable and such that the following condition is satisfied:
(A) There are random variables 5,) &, . . . such that a.s. E( &+r ) F,) = 0, and there is a positive bounded function h(x), x 3 1, such that for X,, 2 1 and n 2 0, X,+,IX*=l+h(X,)+~~+,.
We are interested in the behaviour of X, on the event Em={Xn+cO, as n-+03}.
Define the sequence of real numbers (a,) by the recursion a,+*=a,(l+h(a,)), a,=l.
Then the following result holds: Note that under (1.1) a, -00, as n -+a.
Our theorem applies in different contexts. For example one may view X, as representing the size of some randomly growing population at time n. In fact this study was stimulated by the consideration of more specific population models, such as population dependent branching processes. Since applications of our theorem to these models are immediate, we shall not go further into it. Related results are contained in Keller et al. [2] and Kiister [3] . A special feature of our theorem is that (at least in our genera1 context) condition (1.2) cannot be weakened substantially. This follows from our examples below.
The paper is organized as follows. In the next section we prove some auxiliary results. In particular we give criteria for the almost sure convergence and divergence of series of the form ~~=, h(X,)cp(X,).
Section 3 contains the proof of Theorem 1. In Section 4 we discuss two counterexamples.
The appendix contains several analytical statements.
On the convergence and divergence of certain random series
In this section we derive two theorems. We come to the proof of Theorem 2. It follows from Lemma A.1 of the appendix that we may assume without loss of generality,
Furthermore, there is a function r(x) = o( 1) such that on {X, 2 l},
By the assumptions of Theorem 2, g(x) is finite for x 2 1.
Lemma4.
Let OGe<l. Thenforx, xfyal andya-ox,
Proof. Let (1 -E)X C z S x. By virtue of (2.I),
Since cp(x)/x is decreasing, this estimate is also valid for z 3 x. Now, if y 2 -EX, in view of (2.2) by a Taylor expansion,
Next choose 0 < E < 1 and define for X,, 2 1,
xx+,
Then the following result holds. 
g(X,+,)cg(X,)+e,-[E(e,l~,)-Ph(X,)cp(X,).
Proof. Let X,, X,,, 2 1. First we prove the inequality g(X,+,) s g(z,) + 0,. :+',":;\s 1-t h(X,)cp(X,) sexp(h(Xk)cp(Xk)).
In view of Theorem 2 B, is bounded from above and thus convergent a.s. on Ea. Therefore B; C,, has a limit (possibly zero). Now the following formula holds:
We have shown that the right-hand side converges, thus an/X,, has a limit, which by assumption is not less than 1. The case X,, 2 a, for all n large enough is treated by interchanging X,, and a,. 
Exponential growth rate
Let X,, be F,,-measurable random variables such that X n+1= Xn(T-CSn+l)
with r> 1 and E(&+* I El) = 0.
Obviously condition (A) is satisfied with h(x) = T -1, and a, = F.
The following complement to Theorem 1 holds: X*/a,, is a non-negative martingale and thus a.s. convergent. We have to show that the event A = {lim(X,/a,) > 0) has zero probability. Now, if lim X*/a,, > 0, & = o( 1) in view of (4.1). Therefore on 2,
On 2 X,, + CO, thus from Theorem 3, Cr='_, p(X,,) = ~0. On the other hand the first sum right hand of the above inequality is a martingale with bounded increments. Using Theorem 2.14 in [l] this martingale converges to infinity with zero probability. Next define Since s(x) is decreasing, also t(x) is decreasing, whereas t(x)xe is increasing. 
The next result is a somewhat generalized version of a well known criterion. Let nk s n < n&r. Then 6 k c a, < Sk+', therefore h(a,)~h(6k)(l+rp(6k))~h(6k)(l+S2~(6k-2)), thus (5.3)
