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A SPLITTING CRITERION FOR RANK 2
VECTOR BUNDLES ON HYPERSURFACES IN P4
carlo madonna
Abstract. We show that Horrocks’ criterion for the splitting of rank two vector
bundles in P3 can be extended, with some assumptions on the Chern classes, on non
singular hypersurfaces in P4. Extension of other splitting criterions are studied.
Introduction
A well known criterion of Horrocks ([OSS], pg.39) shows that a rank 2 vec-
tor bundle E on P3 splits as the direct sum of two line bundles if and only if
⊕nH
1(P3, E(n)) = 0. It is known that Horrocks criterion fails on a non singular
hyperquadric of P4 (see [O]); moreover in [BGS, Remark 3) pg.169] it is remarked
that, for any r > 1, there exists a non singular hypersurface X ⊂ P4 of degree r and
a non splitting rank two vector bundle E on X with ⊕nH
1(E(n)) = 0, for r > 2,
these bundles, form an infinite family.
One still can hope that, with a few number of exceptions on the numerical in-
variants of E , also on a non singular hypersurface X ⊂ P4 of degree r, the vanishing
⊕nH
1(E(n)) = 0 forces a rank 2 vector bundle E on X to split.
Our main result is the following:
Theorem. Let X ⊂ P4 be a non singular hypersurface, of degree r; E be a rank
2 vector bundle on X with first Chern class c1; let b be the maximum integer such
that h0(E(−b)) 6= 0. Then: if ⊕nH
1(E(n)) = 0, E splits as the direct sum of two
line bundles, unless −r < 2b− c1 < r − 2.
We remark that the number −(2b− c1) is a numerical invariant of E , sometimes
called “degree of stability”: 2b − c1 < 0 is equivalent to E stable (in the sense of
Mumford-Takemoto).
Examples show that on general hypersurfaces of degree up to 5, one side of the
range is “sharp” and “almost sharp” the other one. Furthermore, we can show that
for any r > 5 there are special smooth hypersurfaces of degree r for which one side
of the bound is sharp. These bundles are obtained using an extended version of
Serre correspondence between subcanonical curves and rank two vector bundles.
In section 3 we improve the criterion showing that for −r < 2b − c1 < r − 2
condition ⊕nH
1(E(n)) = 0 may be replaced by the vanishing of H1(E(n0)) for just
one suitable n0 ∈ Z, extending in this way the Chiantini-Valabrega criterion (see
[CV]).
We wish to thank Prof.L.Chiantini and Prof.S.Verra for their help in the prepa-
ration of this paper.
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With the word ”variety” we shall indicate an irreducible projective algebraic
variety defined over the complex field C while a rank two vector bundle is an
algebraic rank 2 vector bundle. If Y ⊂ X is a curve, IY/X , or IY if there is no
ambiguity, denote the ideal sheaf of Y in X and ωY its dualizing sheaf (see [H],
ch.III, 7.5) If F is a sheaf on a variety X we define hi(F) := dimHi(X,F).
When Pic(X) ∼= Z, we use this isomorphism to identify line bundles with integers.
In particular, for any vector bundle E we consider c1(E) = c1 ∈ Z and write E(n) for
E ⊗ OX(n). A locally complete intersection curve Y ⊂ X is called a-subcanonical
if ωY = OY (a) for some a ∈ Z.
We also define
b(E) = b = max{n | h0(E(−n)) 6= 0}.
We say that a rank 2 vector bundle E on X “splits” if it is isomorphic to the direct
sum of two line bundles. We use the notion of stability as given in [OSS,pg. 160].
When Pic(X) ∼= Z this means in our notation that a rank two vector bundle E is
stable if and only if 2b− c1 < 0.
Note that the number 2b− c1 is invariant by twisting i.e
2b− c1 = 2b(E(n))− c1(E(n))
∀n ∈ Z. If b = 0, as remarked in [H1, Remark 1.0.1], E has a global section whose
zero-locus has codimension 2.
1. A well known criterion of Horrocks says that a rank 2 vector bundle E on P3
splits if and only if ⊕nH
1(P3, E(n)) = 0. In this section we obtain an extension of
this criterion to rank 2 vector bundles on a non singular hypersurface X ⊂ P4.
Theorem 1.1. Let E be a rank 2 vector bundle on X. Set r = deg(X). If
⊕nH
1(E(n)) = 0 then E splits unless −r < 2b− c1 < r − 2.
Proof. As remarked, the number 2b− c1 is an invariant of the bundle, so replacing
E with E(−b), we can assume b = 0. We denote with H and L the intersection of X
with a generic hyperplane and a generic plane in P4 and with EH , EL the restrictions
of E to H and L. By Bertini theorem there exist hyperplane sections so that H
and L are non singular.
We split proof in two parts. First, we suppose that −c1 ≥ r − 2 and we prove
theorem showing that:
(1) if H1(E(n)) = 0 ∀n ∈ Z and EH splits, then E splits;
(2) if H1(EH(n)) = 0 ∀n ∈ Z and EL splits, then EH splits;
(3) EL splits.
When c1 ≥ r we prove something more, showing that either h
1(E(−2)) 6= 0 or
h1(E(r − c1 − 2)) 6= 0.
Let us start with (1). Assume EH = OH(α) ⊕ OH(β) with α ≤ β, for example.
We have to extend this isomorphism to X . From the exact sequence
0→ H0(E(n− 1))→ H0(E(n))→ H0(EH(n))→ 0,
the pull back of the sections s ∈ H0(EH(−α)) and s
′ ∈ H0(EH(−β)) gives two
global sections t ∈ H0(E(−α)) and t′ ∈ H0(E(−β)), defining an injective morphism
µ : OX(α) ⊕ OX(β) → E which is an isomorphism on H since t, t
′ are indipendent
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on H. The locus where µ is not surjective is the zero-locus of the section t ∧ t′ ∈
H0(∧2E(−α − β)), which is empty or has codimension one, since ∧2E(−α − β) is
of rank 1. This locus is necessary empty, otherwise it would intersect H while the
sections t, t′ are indipendent on H. So t, t′ are indipendent on X and E splits.
The some argument apply to prove (2).
To prove (3), note that since we are assuming b(E) = 0, E has a global section
whose zero-locus has codimension two, say Y = (s)0. Hence EL has a nowhere
vanishing global section, and this one define an injective morphism s : OL → EL,
where F = EL/Im(s) is a subbundle of EL. By the exact sequence
0→ OL → EL → F → 0 (*)
we have rk(F) = 1 and comparing Chern classes, we find F = OL(c1). Then (∗)
reads as:
0→ OL → EL → OL(c1)→ 0,
hence EL is an extension of OL(c1) by OL i.e an element of the group
Ext1(OL(c1),OL) ∼= H
1(OL(−c1)).
Using c1 + r − 3 < 0 we have h
1(OL(−c1)) = h
0(OL(c1 + r − 3)) = 0 by duality,
since L is a plane curve of degree r; so the only possible extension is the trivial one,
i.e EL = OL ⊕ OL(c1).
This proves (3), so one half of the theorem is proved.
Assume now that c1 ≥ r. In this case E is stable and so it does not split.
Indeed if E = OX(α) ⊕ OX(β), being c1 = α + β, it is α > 0 or β > 0 and so
h0(E(−1)) > 0, absurd since b = 0. We will prove that in this case h1(E(−2)) 6= 0
or h1(E(−c1 + r − 2)) 6= 0. From the exact sequence
0→ E(−2)→ E(−1)→ EH(−1)→ 0
one gets:
...→ H0(E(−1))→ H0(EH(−1))→ H
1(E(−2))→ ...,
hence if h0(EH(−1)) 6= 0 then h
1(E(−2)) 6= 0 too, since h0(E(−1)) = 0. Assume
h1(E(−2)) = 0. We will show that h1(E(−c1+ r− 2)) = 0 implies h
0(EH(−1)) 6= 0,
proving in this way that if h1(E(−2)) = 0 then h1(E(−c1 + r − 2)) 6= 0. Indeed
assume h0(EH(−1)) = 0; from
0→ EH(−2)→ EH(−1)→ EL(−1)→ 0
we have an exact sequence
...→ H0(EH(−1))→ H
0(EL(−1))→ H
1(EH(−2))→ ....
Suppose we have proved that h0(EL(−1)) 6= 0. Then h
1(EH(−2)) 6= 0 and the
sequence
...→ H1(E(−2))→ H1(EH(−2))→ H
2(E(−3))→ ...
proves that h1(E(−2)) 6= 0 or h2(E(−3)) 6= 0, absurd since by Serre duality
h2(E(−3)) = h1(E(−c1 + r − 2)) = 0 and by assumption h
1(E(−2)) = 0.
It remains to show that h0(EL(−1)) 6= 0. If not, by the exact sequence
0→ OL(−1)→ EL(−1)→ OL(c1 − 1)→ 0
we have an injective map
H0(OL(c1 − 1))→ H
1(OL(−1)) ∼= (H
0(OL(r − 2)))
∨
absurd since c1 − 1 ≥ r − 1 ≥ 0. 
By the previous theorem we have the following:
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Corollary 1.2. If E is a non splitting rank 2 vector bundle on X and 2b−c1 ≥ r−2
then there is an integer n0 so that h
1(E(n0)) 6= 0.
From the proof of the theorem, it follows:
Corollary 1.3. Let E be a rank 2 vector bundle on X and 2b − c1 ≤ −r. Then
h1(E(−b− 2)) 6= 0 or h1(E(−c1 + b+ r − 2)) 6= 0.
Remark. If r = 1 i.e X = P3 theorem 1.1 gives Horrocks splitting criterion.
2. In this section we will give examples of non splitting rank 2 vector bun-
dles with ⊕nH
1(E(n)) = 0 showing that one side of the range of Theorem 1.1
is “sharp”. We will use an extended version of Serre correspondence between
curves and bundles. The same proof of [H1] or [GH] works, under the hypothesis
h1(L∨) = h2(L∨) = 0, which is always fullfilled when X is a smooth hypersurface
in P4 and L is a line bundle on X (for Pic(X) ∼= Z, see [H1, Remark 1.1.1]), in this
case too. First a definition:
Definition. Let E be a rank 2 vector bundle on a non singular 3-dimensional
variety, s ∈ H0(E) a global section whose zero-locus C = (s)0 has codimension
2. Let L ∈ Pic(X) with h1(L∨) = h2(L∨) = 0 and let φ : ∧2E → L be an
isomorphism. We say that two triples (E , s, φ) and (E ′, s′, φ′) are isomorphic if
there is an isomorphism ψ : E → E ′ and an element λ ∈ C∗, such that s′ = λψ(s)
and φ′ = λ2φ(∧2ψ)−1.
The correspondence between bundles and curves is given by the following:
Theorem 2.1(Serre). Let X be a non singular 3-dimensional variety. A curve
C ⊂ X occurs as the zero-locus of a section of a rank 2 vector bundle E on X if
it is a local complete intersection and ωC is isomorphic to the restriction to C of
some invertible sheaf L on X with h1(L∨) = h2(L∨) = 0. More precisely, for any
fixed invertible sheaf L on X with the previous conditions, there exist a bijection
between the following set of data:
(i) the set of triples (E , s, φ) modulo isomorphism;
(ii) the set of pairs (C, ξ) where C is a locally complete intersection curve in X,
and ξ : L ⊗ ωX ⊗ OC → ωC is an isomorphism (modulo C
∗).
From the theorem it follows:
Corollary 2.2. Let C ⊂ X be a locally complete intersection, subcanonical curve
and E the bundle associated to C. Then C is complete intersection if and only if E
splits.
Proposition 2.3. Let X be a non singular 3-dimensional variety and E a rank 2
vector bundle on X. If E is generated by global sections, then the zero-locus of a
general section is non singular.
Proof. The same proof of [HM, Theorem 5.1] works in this case too. 
Remark.
(1) If C is reduced and connected the bundle E associated to C is unique;
(2) if n ≫ 0 then E(n) is generated by global sections and if s ∈ H0(E(n)) is
general then (s)0 is a non singular irreducible curve;
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(3) if X ⊂ P4 is a non singular hypersurface and E is associated to a curve
C ⊂ X with deg(C) = d and genus g then d = c2(E), 2g−2 = c2(c1+ r−5)
and C is (c1 + r − 5)-subcanonical.
Remark. Let C ⊂ P4 be a curve, complete intersection of three non singular hy-
persurfaces of degree l,m, n, contained in a non singular hypersurface X ⊂ P4.
Assume that C is not complete intersection in X and let E associated to C on X .
Then ⊕nH
1(E(n)) = 0. Indeed using the exact sequences
0→ IX/P4 → IC/P4 → IC/X → 0
0→ OX → E → IC(c1)→ 0
we have,
...→ H1(IC/P4(n))→ H
1(IC/X(n))→ H
2(IX/P4(n))→ ...
so that H1(IC/X(n)) = 0, hence from the second sequence we have H
1(E(n)) = 0
for all n.
We call a curve obtained in this way a ”curve of type (l,m, n)”.
So if C ⊂ P4 is a curve of type (l,m, n), contained in a non singular hypersurface
X ⊂ P4 with deg(X) = r > n ≥ m ≥ l > 0, then C is (l+m+n− 5)-subcanonical,
and if E is associated to C we have:
(1) c1 = l + n+m− r and c2 = deg(C) = lmn;
(2) ⊕nH
1(E(n)) = 0.
Let C = (l,m, n) as above with 0 < l ≤ m ≤ n < r. If m + n ≤ r then c1 =
l +m+ n− r ≤ l, since m+ n ≤ r, hence b = 0 and 2b− c1 = r − l −m− n.
If m + n ≥ r then c1 = l +m + n − r ≥ l and b = m + n − r, hence 2b − c1 =
m+ n− r − l since m− l ≥ 0 and n− r ≥ − r
2
.
Observe that in both cases, we always have 2b− c1 ≥ −
r
2
.
Example 2.4. Let X ⊂ P4 be a general quintic hypersurface, and let C ⊂ X be a
line, so C is (−2)-subcanonical. As remarked we have a bundle E on X associated
to C with ⊕nH
1(E(n)) = 0; this shows sharpness on one side , i.e when 2b−c1 = 2,
for all quintics. Indeed by 0 → H0(OX) → H
0(E) → H0(IC(−2)) → 0 we find
b = 0 hence 2b − c1 = 2. Note that E does not split since C is not complete
intersection in X .
Example 2.5. Let C ⊂ P4 a line. By Bertini there exist a non singular hypersur-
face X containing C, of any degree r > 0. If E is associated to C, as remarked, we
have ⊕nH
1(E(n)) = 0 and 2b − c1 = r − 3. So the right bound of Theorem 1.1 is
sharp on hypersurfaces containing a line.
If deg(X) = 2, the range of Theorem 1.1 is sharp. Indeed the only exception is
for 2b−c1 = −1 and in fact we have bundles associated to lines, which do not split.
Example 2.6. For 2b − c1 negative, the best we can do is to consider curves of
type ( r
2
, r
2
, r
2
) for r even, or ( r−1
2
, r−1
2
, r+1
2
) for r > 1 odd. From the Remark,
we know that there exists a smooth hypersurface of degree r containing C; the
corresponding rank 2 bundle E has no cohomology in the middle and it does not
split. As remarked, we have 2b−c1 = r−l−m−n = −
r
2
for r even or 2b−c1 = −
r−1
2
for r > 1 odd.
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Observe that even if these examples are far from our bound yet they give stable
rank 2 bundles with no cohomology in the middle (but only on some particular
hypersurface).
3. In the present section we weaken the criterion proved above, showing that
condition ⊕nH
1(E(n)) = 0 may be replaced by the vanishing of some H1(E(n0))
for just one suitable n0, extending in this way the Chiantini-Valabrega criterion.
The idea is the same used in [CV] i.e we find an integer n0 such that:
(1) if n ≥ n0 and H
1(E(n)) = 0 then H1(E(n+ 1)) = 0;
(2) if n ≤ n0 and H
1(E(n)) = 0 then H1(E(n− 1)) = 0.
In this section we always twist E suitably, so that we may assume b(E) = 0. We
have to prove a preliminary vanishing:
Proposition 3.1. Let m > r−4, H1(E(m)) = 0 and H1(E(−m− c1+ r−4)) = 0.
Then H1(E(m+ 1)) = 0.
Proof. By the exact sequence:
0→ E(m− 1)→ E(m)→ EH(m)→ 0
and by Serre duality we have the following exact sequence
...→ H1(E(m))→ H1(EH(m))→ H
2(E(m− 1)) ∼= H1(E(−m− c1+ r− 4))
∨ → ....
which, by assumption, gives h1(EH(m)) = 0. By the exact sequence:
...→ H1(E(m))→ H1(E(m+ 1))→ H1(EH(m+ 1))→ ...
using h1(E(m)) = 0 it is sufficient to show that h1(EH(m+ 1)) = 0. By
0→ EH(m)→ EH(m+ 1)→ EL(m+ 1)→ 0
...→ H1(EH(m))→ H
1(EH(m+ 1))→ H
1(EL(m+ 1))
α
−→ H2(EH(m))→ ...
since h1(EH(m)) = 0, it is sufficient to show that α is injective i.e that the dual
map
α∨ : H0(EH(−m− c1 + r − 4))→ H
0(EL(−m− c1 + r − 4))
is surjective. To prove surjectivity of α∨ remind that b = 0 and rk(E) = 2, hence E
has a global section whose zero-locus has codimension two, and so for a generic L,
EL has a nowhere vanishing global section giving the following exact sequence:
0→ OL → EL → OL(c1)→ 0.
From this one and by the commutativity of the following diagramm:
0 −−−−→ H0OH(−m− c1 + r − 4) −−−−→ H
0EH(−m− c1 + r − 4)
β


y α∨


y
0 −−−−→ H0OL(−m− c1 + r − 4)
γ
−−−−→ H0EL(−m− c1 + r − 4) −−−−→ 0


y
0
since γ is bijective being h0OL(−m+ r − 4) = 0 and β is surjective too, since L is
a plane curve hence arithmetically normal, then α∨ is surjective. 
Another preliminary vanishing result is the following:
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Proposition 3.2. Let m ≤ −c1. If H
1(E(m)) = 0 then H1(E(m− 1)) = 0.
Proof. By the exact sequence:
...→ H0(E(m))
u
−−−−→ H0(EH(m))→ H
1(E(m− 1))→ ...
if u surjects then h1(E(m− 1)) = 0. We assume u not surjective and we will show
that E splits. For n ≫ 0, as remarked, E(n) has a global section whose zero-locus
is a irreducible non singular curve Y and
c2(E(n)) = deg(C) = c2 + rnc1 + rn
2.
From Koszul complex of this section we have an exact sequence
0→ OX → E(n)→ IC(c1 + 2n)→ 0,
using h0(E(−n)) = 0 ∀n > 0 and h0E 6= 0, we find h0(IC(c1 + n)) 6= 0 hence
there is a non zero sections s ∈ H0(E), giving a divisor S on X of type (c1 + n)H
containing C, and c1 + n is the minimum integer α such that C ⊂ αH. Moreover
S is irreducible, indeed if not C should be contained in some componenent of S,
contradicting the minimality of c1 + n. Let h be a general hyperplane divisor on
H and set Γ := C ∩ h ⊂ S ∩ h := C′′. Note that C′′ is irreducible by Bertini
theorem since S is irreducible. Next, if h0(EH(m)) 6= 0, EH(m) has a global section
indipendent from s. By the exact sequence:
0→ OH → EH(n)→ IΓ(c1 + 2n)→ 0 (*)
Γ is also contained in a divisor C′ on H, of type (c1 + n +m)h indipendent from
C′. Then Γ is contained in C′′ and in C′ and so by intersection formula, we find
deg(Γ) ≤ (c1 + n)h · (c1 + n+m)h = r(c1 + n)(c1 + n+m) ≤ r(c1 + n)n
since m+ c1 ≤ 0. Then
c2 + rnc1 + rn
2 ≤ r(c1 + n)n = rnc1 + rn
2
i.e c2 ≤ 0. Being deg(Y ) = c2 ≥ 0 it is c2 = 0 and Y = ∅. So E(n) has a never
vanishing global section i.e E(n) splits, proving theorem. 
We can now prove the splitting criterion for unstable rank 2 vector bundles.
Theorem 3.3. Let E be a non splitting rank 2 vector bundle and c1 ≤ 2− r.
(1) If r + c1 is odd then H
1(E(−c1+r−3
2
)) 6= 0;
(2) if r+c1 is even then H
1(E(−c1+r−4
2
)) 6= 0 and H1(E(−c1+r−2
2
)) 6= 0. More-
over if c1 ≤ −r then H
1(E(−c1+r
2
)) 6= 0 too.
Proof. (2) Assume h1(E(−c1+r−4
2
)) = 0. By Proposition 3.2 we find h1(E(n)) = 0
for all n ≤ −c1+r−4
2
. Setting m = −c1+r−4
2
we have
h1(E(−m− c1 + r − 4)) = h
1(E(
−c1 + r − 4
2
)) = 0
and m > r − 4 so by Proposition 3.1 we have h1(E(n)) = 0 for all n ≥ −c1+r−4
2
.
It follows that h1E(n) = 0 ∀n and E splits by Theorem 1.1, absurd. The some
argument apply to prove the remaining non vanishing with the extra hypotesis
c1 ≤ −r required for h
1(E(−c1+r
2
)) = 0.
(1) Similar proof works in this case too. 
Now let us turn our attention to the range c1 ≥ r. We are able to prove:
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Proposition 3.4. Let m ≥ 0. If H1(E(−m − 2)) = 0 then H1(E(n)) = 0 for all
n ≤ −m− 2.
Proof. By the exact sequence
...→ H0(E(−m− 2))→ H0(EH(−m− 2))→ H
1(E(−m− 3))→ 0,
we findH1(E(−m−3)) ∼= H0(EH(−m−2)) since h
0(E(−m−2)) = 0 being −m−2 <
−1. By the exact sequence
...→ H0(E(−m− 1))→ H0(EH(−m− 1))→ H
1(E(−m− 2))→ ...,
since h0(E(−m − 1) = h1(E(−m − 2) = 0 we find h0(EH(−m − 2)) = 0, following
thesis. 
Appling previous theorem to stable bundles we have the following:
Corollary 3.5. Let c1 ≥ r. Then H
1(E(−2)) 6= 0.
Proof. If h1(E(−2)) = 0, settingm = 0 by previous proposition, we find h1(E(−c1+
r − 2)) = 0 since −c1 + r − 2 ≤ −2, absurd by Corollary 1.3. 
Corollary 3.6. Let c1 ≥ r.
(1) If c1 + r is odd and H
1(E(−c1+r−3
2
)) = 0 then H1(E(n)) = 0 for all n ≤
−c1+r−3
2
;
(2) if c1 + r is even and H
1(E(−c1+r−4
2
)) = 0 then H1(E(n)) = 0 for all n ≤
−c1+r−4
2
.
Proof. (1) Setting m = c1−r−1
2
hypothesis reads as
h1(E(−m− 2)) = h1(E(
−c1 + r − 3
2
)) = 0.
Thesis follows by Proposition 3.4.
(2) The same argument of (1) applies. 
Remark. If moreover c1 ≥ r + 1 we can prove in the same way that:
if H1(E(−c1+r−2
2
)) = 0 then H1(E(n)) = 0 for all n ≤ −c1+r−2
2
while if c1 ≥ r+3
and H1(E(−c1+r
2
)) = 0 then H1(E(n)) = 0 for all n ≤ −c1+r
2
.
In the other side, we have:
Proposition 3.7. Let c1 ≥ r.
(1) If c1 + r is odd and H
1(E(−c1+r−3
2
)) = 0 then H1(E(n)) = 0 for all n ≥
−c1+r−3
2
;
(2) if c1 + r is even and H
1(E(−c1+r−4
2
)) = 0 then H1(E(n)) = 0 for all n ≥
−c1+r−4
2
.
Proof. (1) For m ≫ 0, as remarked, E(m) has a global section whose zero-locus is
an irreducible non singular curve C giving the following exact sequence
0→ OX → E(m)→ IC(c1 + 2m)→ 0. (*)
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By hypotesis
h1(E(
−c1 + r − 3
2
)) = h1(IC(
c1 + r − 3
2
+m)) = 0,
and being −c1+r−3
2
< 0 we have
h0(E(
−c1 + r − 3
2
)) = h0(IC(
c1 + r − 3
2
+m)) = 0
too, hence by the exact sequence
0→ IC(
c1 + r − 3
2
+m)→ OX(
c1 + r − 3
2
+m)→ OC(
c1 + r − 3
2
+m)→ 0
we find
h0(OX(
c1 + r − 3
2
+m)) = h0(OC(
c1 + r − 3
2
+m)).
By Riemann-Roch, being C a locally complete intersection and (c1 + 2m+ r − 5)-
subcanonical curve, we see that
h0(OC(
c1 + r − 3
2
+m))− h0(OC(
c1 + r − 7
2
+m)) = d. (I)
Note that
h0(OX(
c1 + r − 7
2
+m)) = h0(OC(
c1 + r − 7
2
+m)),
indeed, h0(E(−c1+r−7
2
)) = 0 since −c1+r−7
2
< −3 and by Corollary 3.6, we have
h1(E(
−c1 + r − 7
2
)) = h1(IC(
c1 + r − 7
2
+m)) = 0
so previous equality holds and (I) reads as:
d = h0(OX(
c1 + r − 3
2
+m))− h0(OX(
c1 + r − 7
2
+m)). (II)
Now assume h1(E(−c1+r−1
2
)) 6= 0. From (∗) we have h1(IC(
c1+r−1
2
+m)) 6= 0 too,
hence:
h0(OC(
c1 + r − 1
2
+m)) > h0(OX(
c1 + r − 1
2
+m)).
Again using Riemann-Roch we find
h0(OC(
c1 + r − 1
2
+m))− h0(OC(
c1 + r − 9
2
+m)) = 2d. (III)
Note that
h0(OX(
c1 + r − 9
2
+m)) = h0(OC(
c1 + r − 9
2
+m)).
Indeed we have h0(IC(
c1+r−9
2
+ m)) = 0 since −c1+r−9
2
< −c1+r−7
2
< 0, and
h1(IC(
c1+r−9
2
+m)) = 0 by Corollary 2.6, since −c1+r−9
2
< c1+r−3
2
. Hence (III) is
given by:
2d > h0(OX(
c1 + r − 1
2
+m))− h0(OX(
c1 + r − 9
2
+m)). (IV)
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Comparing (II) and (IV) we find
2[h0(OX(
c1 + r − 3
2
+m))− h0(OX(
c1 + r − 7
2
+m))] >
> h0(OX(
c1 + r − 1
2
+m))− h0(OX(
c1 + r − 9
2
+m)). (V)
By standard calculus we find
h0(OX(k))− h
0(OX(p)) =
1
4!
[4r(k3 − p3) + 6r(5− r)(k2 − p2)+
+ 2r(2r2 − 15r + 35)(k − p)]
hence (V) gives the following:
2[−
r
12
+
c21r
4
+ c1mr +m
2r +
r3
12
] >
11r
6
+
c21r
2
+ 2c1mr + 2m
2r +
r3
6
and one realizes soon, by standard calculus, that this implies r < 0, absurd.
(2) The same argument of (1) applies. 
Remark. In the same way we can prove that:
if c1 + r is even, c1 ≥ r and H
1(E(−c1+r−2
2
)) = 0 then H1(E(n)) = 0 ∀n ≥
−c1+r−2
2
. Moreover if c1 ≥ r + 2 and H
1(E(−c1+r
2
)) = 0 then H1(E(n)) = 0
∀n ≥ −c1+r
2
.
From Theorem 3.3, Corollary 3.6 and Proposition 3.7 we have our main splitting
criterion:
Theorem 3.8. Let E be a rank 2 vector bundle on X. Then:
(1) if c1 + r is odd, E splits if and only if H
1(E(−c1+r−3
2
)) = 0;
(2) if c1 + r is even, E splits if and only if H
1(E(−c1+r−4
2
)) = 0,
unless −r < −c1 < r − 2.
Remark. If c1 ≤ 2− r or c1 ≥ r + 2 we find another suitable vanishing: E splits if
and only if H1(E(−c1+r−2
2
)) = 0. Moreover if c1 ≤ −r or c1 ≥ r + 4 then E splits
if and only if H1(E(−c1+r
2
)) = 0.
Note that for r = 1 i.e if X = P3 we obtain the Chiantini-Valabrega splitting
criterion ([CV]), while for r = 2 we get a result of Ottaviani ([O, Theorem 3.8]).
Remark. Results presented in this paper concern obviously, via Serre correspon-
dence, complete intersection and projective normality. Indeed by the exact se-
quences
0→ OX → E → IC(c1)→ 0
if C is a-subcanonical then ωC = OC(a) = OC(c1+r−5) so previous theorem reads
as follow: C is complete intersection if and only if:
(1) H1(IC(
a
2
+ 1)) = 0, if a is even;
(2) H1(IC(
a+1
2
)) = 0, if a is odd,
unless −3 < a < 2r − 5.
The following results are a natural generalization of the previous ones and can
be proved by a straightforward arrangement of the previous procedure.
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Theorem 3.9. Let X be a non singular 3-dimensional variety. Assume Pic(X) ∼=
Z,h1(OX(n)) = 0 for all n ∈ Z. If ωX = OX(e) then: if ⊕nH
1(E(n)) = 0 then E
splits unless −e− 5 < 2b− c1 < e+ 3.
Theorem 3.10. Let X be as above and E a rank 2 vector bundle on X. Then E
splits if and only if:
(1) H1(E(−c1+e+2
2
)) = 0, if c1 + e is even;
(2) H1(E(−c1+e+1
2
)) = 0, if c1 + e is odd.
unless −e− 5 < 2b− c1 < e+ 3.
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