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Chapter1
General Introduction and
Experimental Methods
1.1 Introduction
Molecular vibrational frequencies are extremely sensitive to the in-tramolecular chemical environment, so that IR spectra reveal deep
insight into the structure of a molecule. For instance, presence or absence
of functional groups, presence and location of charge, symmetry, secondary
structure of proteins and hydrogen bonding interactions can all be derived
from IR spectral investigations. This thesis is concerned with determining
molecular structures for ionized molecules based on gas-phase IR measure-
ments. Conventional absorption spectroscopy of molecular ions is challenging
due to the inherently low ion densities (<108 ion cm–3) of gaseous ions as a
consequence of Coulombic repulsion. Such low densities give unobservably
small absorption signals and infrared ion spectroscopy (IRIS) is used here to
overcome to this problem.
Infrared ion spectroscopy has been exceedingly successful in elucidating ionic
molecular geometries in terms of conformations, protonation sites, radical sites,
metal ion coordination motifs, including also structures of MS/MS fragments
in tandem mass spectrometry. Tunable infrared lasers coupled to mass spec-
trometry platforms allow one to record infrared action spectra of molecular
ions [1–8]. Ion spectroscopy has become a key technology in ion chemistry
1
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over the past decades especially to reveal structural information that is not ob-
tainable from MS/MS experiments only [9, 10].
Experimental IR spectra are now routinely compared to the theoretically cal-
culated linear infrared spectra to interpret the spectra and then to extract the
corresponding 3D structural information of the system. With the current level
of sophistication and efficiency of theoretical modeling based on quantum me-
chanics, this has become an extremely reliable method to understand and pre-
dict the electronic and geometric properties of molecules.
IRIS basically constitutes the coupling of tunable IR lasers with tandem
mass spectrometers, which enables one to record IR spectra based on the
wavelength-dependent photo-dissociation of the ions in the mass spectrome-
ter. In this thesis a set of functional molecular ions has been investigated using
both experiment and theory. We employ the features offered by a newly devel-
oped quadrupole ion trap (QIT) mass spectrometry platform in combination
with the widely tunable radiation from the FELIX free-electron laser [11].
Our aim is especially to take advantage of the electron transfer dissociation
(ETD) option of the QIT MS, which was initially designed for peptide disso-
ciation in order to determine the amino acid sequence of peptides and pro-
teins. Here, this ETD option is employed to induce one-electron charge reduc-
tion (without dissociation) of multiple positively charged metal-ligand com-
plex ions, which enables us to investigate the gas-phase structure of these sys-
tems both in their oxidized as well as in their reduced form. In this first chapter,
after an introduction to the systems of interest, the experimental method is de-
scribed starting from a brief overview of infrared ion spectroscopy, highlighting
in particular infrared free electron laser (IR FEL) based methods. Theoretical
methods used in this thesis are described separately in chapter 2.
1.2 The dawn of infrared ion spectroscopy
In the late 1970s, the first demonstration of infrared (IR) laser-induced pho-
todissociation of gaseous trapped ions was performed with relatively high-
power CO2 lasers [12–15]. The narrow wavelength tunability of CO2 lasers
(9 to 11 μm) was a severe limitation in probing useful and structurally diag-
nostic IR spectra. Within this wavelength range, the wavelength of these lasers
2
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is line tunable as dictated by rotational/vibrational emission lines of the ex-
cited CO2 molecules. Nevertheless, despite these limitations, the CO2 laser has
been applied to various cationic and anionic systems in the 10 μm region often
for isomeric identification up to the 1990s. In these early studies, experimen-
tal spectra were generally not yet compared to quantum-chemically calculated
spectra, which further limited the structural detail that could be obtained from
the spectra.
Over the past 3 decades, the development and construction of new wavelength
tunable IR laser sources, especially free electron (FEL) lasers and optical para-
metric oscillator/amplifiers (OPO/OPA), has renewed the interest in recording
IR spectra of gaseous ions, ranging in size from simple amino acids to entire
proteins [1, 6, 16–20]. The main advantage of these two laser sources is their
wavelength coverage of the chemically important IR fingerprint region (3 to 20
μm). Characteristics of these laser sources are provided in brief in section 1.8.
Continuous and broad wavelength tunability and high pulse energies make
these sources ideal for action spectroscopic applications.
Infrared action spectra have been recorded employing various experimental
apparatuses especially involving different types of mass spectrometers, such
as time-of-flight, FTICR, and quadrupole ion trap (QIT) MS systems. Various
comprehensive articles [1, 21] and reviews [5, 6, 17, 22, 23] have been published
in the last decade giving good overviews of the type of photodissociation mea-
surements and the variety of systems that have been studied [7].
The use of IR photodissociation spectroscopy has been particularly successful
with electrospray ionization (ESI) [24] sources as well as and matrix assisted
laser desorption ionization (MALDI) [25] techniques are introduced in Fourier
transform ion cyclotron resonance (FTICR) mass spectrometers [26–28], which
are able to bring (large) biomolecular ions into the gas phase without fragmen-
tation.
For infrared ion spectroscopy, a commonly used scheme is infrared multiple
photon dissociation (IRMPD), which requires relatively high energy laser
source in order to dissociate a covalent bond of a molecular ion. In this
technique slow absorption of many photons results in a gradual increase of the
ion internal energy until unimolecular dissociation occurs [7, 29]. Although
not discussed in detail here, we note that there are numerous alternative
action spectroscopy techniques available to provide infrared spectra of ionized
3
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species [7, 30–36]. All of these methods have in common that the vibrational
modes of the molecule are probed with resonant photoexcitation with tunable
IR lasers.
One very popular alternative infrared ion spectroscopy technique pioneered
by Y.T. Lee and co-workers in the 1980s [37] is infrared pre-dissociation (IRPD)
spectroscopy. Here, a weakly bound neutral gas molecule or a rare gas atom
(known as the "tag") is non-covalently condensed onto the cationic or anionic
system of interest at cryogenic temperatures. The tag evaporates upon reso-
nance excitation of a vibrational modes of the analyte ion by a tunable IR laser,
where a single IR photon is sufficient to remove the weakly bound tag. This
event is monitored as a function of IR wavelength, generating an IRPD spec-
trum. It is common practice also to compare IRPD spectra to theoretically cal-
culated linear IR spectra for structural elucidation. A key challenge is the gen-
eration of tagged-ions where tag minimally influences the analyte. It has been
a very powerful and sensitive technique to obtain IR spectra of gaseous molec-
ular ions at cryogenic temperatures. Many research groups employ IRPD ion
spectroscopy using tunable lasers with relatively low pulse energies [38–44].
In this thesis, mostly the IRMPD technique was used, although IRPD was used
for one particular system, which also highlights the similarities between the
techniques. An example of a bare complex and an analogous N2-tagged com-
plex shows the contrasts and similarities between IRMPD and IRPD in subsec-
tion 1.10.3.
1.3 IRMPD spectroscopy with FELs
A large number of IR ion spectroscopy studies have been carried out employ-
ing the various MS platforms at one the international FEL user facilities, the
Free Electron Laser for Infrared eXperiment (FELIX) at Radboud University, Ni-
jmegen, the Netherlands and the Centre Laser Infrarouge Orsay (CLIO) in Or-
say, France [45, 46]. The FEL in Nijmegen was previously located at the FOM-
Institute for Plasma Physics Rijnhuizen in Nieuwegein, the Netherlands [11]
and was moved to Nijmegen in 2013. A brief overview of the mass spectrome-
try instruments used in these experiments is presented here.
The earliest FEL-based ion spectroscopy experiments were carried out with rel-
atively simple tandem mass spectrometers. At the FEL facility in Rijnhuizen,
4
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a radio frequency Paul-type QIT was used and this instrument was modified
to enable optical access to the stored ion cloud facilitating irradiation of the
trapped ions. The main modification involved the introduction of two holes in
the ring electrode of the QIT [29]. In this instrument, ions were generated via
non-resonant UV laser photo-ionization of (poly-)aromatic molecules which
were evaporated from a small oven.
Next, in collaboration with researchers from the NHFML in Tallahassee and the
University of Florida in Gainesville, a homebuilt FTICR MS was constructed at
the FELIX Laboratory utilizing a 4.7 T superconducting magnet [47, 48]; this
instrument is briefly described in subsection 1.7.4. Optical access to the ion
cloud in the ICR cell is enabled in such a way that the polished copper excite-
electrodes of the ICR cell act as a multi-pass reflection cell for the lasers (FEL,
OPO/OPA). In addition, on-axis single pass optical access is also possible for a
second laser, for instance, a CO2 laser, which can either be used as an alternative
to collision induced dissociation (CID) or as a post-excitation method to boost
the IRMPD effciency [6, 49–51].
At CLIO, early IRMPD experiments were carried out in an FTICR MS having
a portable permanent magnet, MICRA [52]. Later, a 7 T Bruker FTICR MS was
coupled to the FEL at CLIO [53]. A commercial Paul-type quadrupole ion trap
MS (Bruker Esquire 3000) was modified to enable FEL access and installed at
CLIO as well [54]. All of these instruments feature a single pass of the FEL
beam producing adequate fragmentation of the trapped ions. In addition to
the FELIX and CLIO facilities, a smaller number of experiments were reported
from the FEL facility at the Science University Tokyo (SUT), where a commer-
cial (Bruker) 4.7 T FTICR MS [55] was utilized and from the Fritz-Haber insti-
tute in Berlin, where a relatively new IR FEL has been constructed and used for
recording IR ion spectra in various homebuilt MS platforms [56].
In contrast to FEL sources, OPO/OPA lasers have limited pulse energies and
are therefore somewhat restricted for use in IRMPD spectroscopy. However,
OPO/OPA lasers have been successfully utilized in IRMPD spectroscopy for
many systems in the wavelength range around 3 μm [6, 18, 51, 57]. The McLaf-
ferty group reported the first coupling of an OPO/OPA laser system to an
FTICR MS reporting IR spectra of gaseous protonated proteins [58]. Similarly,
the Williams laboratory at UC Berkeley also coupled an OPO/OPA system cov-
ering wavelengths from 1.35 to 5 μm to a laboratory-built FTICR MS [57]. Polfer
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and Eyler at the University at Florida coupled a continuous-wave OPO source
to an FTICR-MS instrument [17, 59].
In the ongoing development of the FEL based IR ion spectroscopy, the recent
coupling of a commercial Paul-type QIT MS (Bruker amaZon speed ETD) to
the FELIX beamline [60] opens the possibility of utilizing the on-board MSn
features, that were especially designed for proteomics studies, in ion chemistry
and ion spectroscopy studies. This type of mass spectrometers are also opti-
mized for analytical applications, such as for the analysis of human metabo-
lites, due to its high-sensitivity towards low-abundance analytes (down to nM)
and fast mass analyzing power. Integration of IR ion spectroscopy with such
analytical MS applications especially in the identification of unknown com-
pounds is also a rapidly growing application in our lab. A more detailed de-
scription of this instrument will be provided in the following sections.
1.4 Comprehensive gas-phase chemical analysis using IRIS
In the field of ion spectroscopy, mass spectrometers with ion storage capability
are crucial as they enable the irradiation of the ions for longer periods of time,
such that the number of laser pulses can be varied depending on the dissocia-
tion threshold of the species under study. In addition, storage mass spectrome-
ters with MSn-capability allow one to spectroscopically study MS/MS reaction
products. Although FTICR MS and QIT MS have been employed in this the-
sis, both having ion storage capability, the QIT MS is used almost exclusively
because of its sensitivity, high duty cycle, and its extensive CID and ETD op-
tions. An impression of this commercial QIT MS and its coupling to the IR laser
beam [60] is shown in Figure 1.1. A brief overview is presented below focusing
on the different features and showcasing some previous studies employing this
QIT MS.
The QIT is a versatile mass analyzer [62] offering multistage mass spectrom-
etry (MSn) analyses, allowing multiple CID and isolation of one of the frag-
ment ions [63]. CID is by far the most widely used method for ion dissociation,
and is for instance routinely used in protein and peptide sequencing [64]. It is
interesting to note that the reaction mechanisms underlying peptide fragmen-
tation have been elucidated using IR-IS [10]. Apart from this, the QIT allows
for ion/ion reactions between cationic and anionic species, as is for instance
6
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Figure 1.1. Schematic diagram of the modified QIT MS for ion spectroscopic measure-
ments where modification involved making holes (3 mm diameter) through the ring
electrode for optical access. Ions generated via electrospray (ESI) are transferred and
guided through the octopole ion guides to the trap. Ions are recognized and separated
based on their m/z, then subjected to CID, ETD and ion-molecule reactions [2, 61] prior
to IR-IS. Additional negative chemical ionization source (ETD source) from where an
electron donor reagent (fluoranthene radical anion [8]) can be extracted out and added
with the previously isolated cations for ion/ion reaction. For instance, if the previously
isolated ions are dication, charge reduced (monocation) ion can be generated from the
ion/ion reaction. After donating an electron, the fluoranthene-radical-anion leaves the
trap as a neutral. To record IR spectra of the trapped ions, the QIT is modified so that
tunable lasers can pass through the trapped ion cloud—which enables photofragmen-
tation. (see Figure 1.2).
Figure 1.2. IR laser(s) coupled to the modified QIT MS for ion spectroscopy at the FE-
LIX laboratory, Nijmegen. Synchronization of MS sequence with laser is described in
Figure 1.20.
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used in electron transfer dissociation (ETD), another dissociation method used
in peptide sequencing [64]. In ETD, an electron is transfered from a nega-
tive to a multiply charged positive ion inducing dissociation of the latter; it
is also employed in sequencing and can provide more extensive sequence cov-
erage [65, 66]. Although ETD was believed to be a non-ergodic process, this
has been disproved. In ETD, the reduced, odd-electron species undergo disso-
ciation mainly at the peptide backbone N-Cα bond, in contrast to dissociation
at the peptide (N-CO) bonds observed mostly upon CID [67]. Structural char-
acterization of ETD induced product ions by IR ion spectroscopy has also been
demosntrated recently, yielding valuable information on ETD fragmentation
mechanisms [8, 10].
In this thesis, we apply a commercial QIT platform coupled to FELIX (Fig-
ure 1.2) to investigate a group of important molecules which have direct appli-
cations in various fields, including catalysis, dye sensitized solar cells (DSSC),
charge-induced mechanical devices. These systems cover both metal and non-
metal species where the change of the charge state plays a crucial role in their
various functions.
1.5 Why study functional molecules in the gas phase?
Functional molecular species govern many important chemical reactions, but
understanding their reactivity in the condensed phase is often complicated
by (a) the presence of the solvent environment, (b) various isomeric forms
that may be present, (c) reactions involving radicals (cation/anion), (d) charge
states with their spin multiplicities and (e) reactions involving heterogeneous
catalysis. As a result, understanding the structure-function relationship is often
inadequate.
Isolating the molecular system in the gas-phase has the advantage that it re-
moves the crowded environment, which brings greater simplicity not only to
the experiment, but also to the theoretical modeling. For instance, density func-
tional theory (DFT) based modeling has been used to predict spectroscopic and
electronic structure properties, and usually return accurate results thanks to
the absence of any solvent environment. In general, despite the enormous suc-
cesses of DFT, it is often challenging to predict the physical and spectroscopic
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properties for open-shell systems [68, 69]. Moreover, open-shell electronic sys-
tems with transition metals are notoriously difficult to model because of the
presence of near-degeneracy correlation among the partially filled d shells [70,
71]. Experimental data of these systems can aid in the development of theoret-
ical methods, especially when the data are taken in pure isolation, mitigating
complications arising from including the effects of an environment in the cal-
culations. Gas-phase experimental data of open-shell systems are therefore not
only extremely valuable for the theoretical development, but also help under-
stand the existing limitations of theoretical methods. Theory would thus serve
to predict the best systems for molecular functionality on the one hand, and it
would help to better understand experiment on the other hand. In this regard,
mass spectrometry coupled with tunable infrared laser(s) (Figure 1.1) offers an
opportunity to scrutinize the intrinsic spectroscopic and structural properties
of ionic complexes in the gas phase.
Transition metal complexes as homogeneous catalysts have been investigated
in organic synthesis for more than two centuries. Transition metal-ligand com-
plexes form coordination bonds which are interestingly different from covalent
and ionic bonds [72]. An important aspect of these studies involves the catalyst
geometry: design of the ligand, manipulation of the charge state and determi-
nation of the electronic excited states have continued to be productive areas of
active research in homogeneous catalysis.
Transition metal ions form variable oxidation states that can be divided into
naturally occurring and non-naturally occurring; the former are stable whereas
the latter are generally unstable and short lived in condensed media. Transition
metal ion complexes change their oxidation states through oxidation-reduction
(redox) reactions during catalysis. The resulting oxidation states which are not
naturally occurring are extremely difficult to synthesize and isolate, prohibiting
their detailed characterization. In addition, spin multiplicity of such complexes
can vary depending on the charge state and coordination environment [73]
around the metal ion. Spin states can also be temperature dependent as was
shown for the 54Fe(phen)2(NCS)2 complex, being low-spin at 100 K while high-
spin at 298 K, as determined by IR absorption spectroscopy [74]. The geometry
of transition metal-ligand complexes in charge states differing by one would
allow us to explore how the number of the d-electrons (on metal ion) affects
the global geometry, as the system converts from oxidized to reduced form and
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vice versa.
The QIT has been used to study ion chemistry of transition metal complexes
where the oxidation states of the complexes were limited by what can be pro-
duced by the ion source. For instance, an ESI source is only capable to generate
coordination complexes with the metal ion in one of its natural oxidation states.
In this regard, the ETD option of the QIT offers an interesting solution as the
ion/ion reaction can convert a multiply-charged cation into its one-electron re-
duced oxidation state by the donation of an electron from the ETD reagent.
The only challenge here is that this is an exothermic charge recombination pro-
cess releasing energies up to ∼8 eV, which may cause dissociation of the re-
duced complex; note that the ETD option is used exactly for this purpose in
protein/peptide fragmentation, namely as an activation method which results
extensive product formation [64, 66]. In this thesis, we aim to use this ETD
option to induce charge reduction of metal-ligand complexes without further
dissociation, i.e., to form the intact, charge-reduced coordination complex. We
refer to this process as electron transfer reduction (ETR) instead of ETD. Exper-
imentally, this gives us access to both members of a redox pair in the gas-phase.
As such, we devise a general experimental approach to generate metal-ligand
complexes, manipulate their charge and ligand environment selectively, and
characterize them using IRIS. Also, this allows to investigate differences be-
tween open-shell and closed-shell systems. In general, experimental information
about open shell systems is scarce.
Several practical examples are presented involving the study of intrinsic geo-
metrical changes induced by charge. Below, a brief overview of the different
studies is presented. In the first one we validate our ideas investigating the
charge reduction of a doubly-charged metal-ion ligand complex with different
methods (including ETR) to access both members of the redox pair. Following
this example, similar redox pairs are considered, including some non-metal
systems, where molecular charge plays a crucial role in the physico-chemical
transformations of functional molecules that find applications in different
fields. Here, the charge state of the neutral functional molecular system, of rel-
evance for instance in catalysis, sensitizers in DSSCs and molecular machines,
is manipulated through oxidation and protonation in an ESI source.
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1.5.1 Method validation: Cu-ligand redox pairs
Figure 1.3 shows the first example of a redox pair, the [Cu2+/+(2,2’-
bipyridine)2] complex which is selected to validate our proposed experimental
method. The dications form in solution and were brought into the QIT via
ESI, enabling us to record their IR spectra employing IRIS. Next, the charge-
reduced species is generated in the gas phase via ETR of the dication and its
IR spectrum was recorded as well. The spectra were found to be different
and diagnostic (chapter 3). As an alternative, the charge-reduced ion was
also generated directly via ESI from solution. Its IR spectrum was found to
be identical to that recorded for the ion formed by ETR. These observations
indicate that the geometries thermalize upon charge reduction and that the
monocation survives the energy deposited into the system by the charge
recombination reaction.
After validation of our experimental method further investigations were un-
dertaken. We changed the ligand from bidentate bpy to a chelating cyclic lig-
and (cyclam). This ligand forms a tetradentate complex with the metal ion
which was compared with the coordination of two bpy ligands, which showed
that the final geometry is dictated not only by the metal ion charge but also
by the steric constraints of the ligand (chapter 3). Next, the metal center was
changed, for instance investigating Ni(II/I)-cyclam complexes which has inter-
esting applications in catalysis.
Figure 1.3. (top) Generation of [Cu2+/+(2,2’-bipyridine)2] and (bottom) [Cu2+/+(cyclam)]
redox pairs via an electron transfer reaction.
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1.5.2 Catalysis
Transition metal organometallic complexes are known for their catalytic acti-
vation of small molecules. CO2 activation by Ni+ tetraaza macrocyclic ligand
complexes has recently been reported in the gas-phase and in the bulk [75],
where the oxidation state of the metal appeared to be key for the electrochemi-
cal reduction of CO2. Structural characterization is essential in order to under-
stand the mode of operation of this type of catalyst. Of central interest is the
complex Ni(I)-cyclam (shown in Figure 1.4), which is difficult to generate in
the gas phase by ESI from a solution of Ni salts and cyclam. However, the ETR
technique allows us to generate the complex in the 1+ oxidation state by first
forming the corresponding Ni(II)-cyclam complex by ESI, followed by charge
reduction via ETR. The structural characterization of both these complexes by
IRIS is described in detail in chapter 4.
Figure 1.4. Generation of [Ni2+/+(cyclam)2] redox pair via an electron transfer reaction.
1.5.3 Dye sensitized solar cells
Dye sensitized solar cells (DSSCs) were proposed by Brian O’Regan and
Michael Grätzel in 1988 and are based on thin-film photovoltaic cells. The
tris(2,2’-bipyridyl)Ru(II) complex has been the inspiration as a prototype
metal-ligand based sensitizer in DSSC research ever since its introduction in
1991 [76]. A substantial body of work has been performed on this important
complex and many of its derivatives, both experimental and theoretical,
aiming at improved light-to-energy conversion efficiencies (chapter 5). The
efficiency is yet to exceed ∼12% [77–80].
In DSSCs, redox reactions of the dye (i.e., the sensitizer) are essential for its
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Figure 1.5. Generation of Tris(2,2’-bipyridyl)ruthenium redox pair via an electron trans-
fer reaction.
functioning, involving shuttling between different charge states. Dye degra-
dation over time is a critical issue, relating to the redox stability. In this per-
spective, we aim to understand the intrinsic structural changes upon a change
of charge state, for instance, how the geometry changes as the dye is reduced
from 2+ to 1+, or vice versa.
Previously, Nielsen et. al. [81, 82] recorded gas-phase UV-vis photo-dissociation
spectra of tris(2,2’-bipyridyl)ruthenium complex for both of these charge states
(Figure 1.5) in the gas phase, where the monocation was generated by charge
reduction of the mass-selected (m/z) dication. Based on the observations and
the theoretical interpretations using time-dependent DFT, they concluded that
the charge-reduced species was less stable than the dication analogue. The
experimental spectra of the charge-reduced species were much broader than
the dication due to the overlap of the metal-to-ligand charge transfer (MLCT)
transitions with the pi – pi∗ transition of the bpy ligand. As well, the reducing
electron is mostly delocalized over the three bipyridyl ligands, instead of being
localized at the ruthenium center, in agreement with earlier predictions [72].
Bear in mind that there are three equivalent bpy ligands. Opposing arguments
exist on the location of the added electron, especially on whether it is local-
ized on one of the bpy ligands or delocalized over all three of them, or on the
metal center? These interesting questions triggered us to investigate the two
members of this redox pair using IRIS.
In our QIT MS coupled to FELIX, we generate the isolated, gaseous tris(2,2’-
bipyridyl)Ru(II) complex ion via ESI. The Ru(II) complex is then charge-
reduced to Ru(I) using ETR, which mimics the charge reduction/oxidation
in DSSCs mediated by a redox shuttle (I–/I–3) [77]. Reduction of the dye
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by the same redox shuttle before oxidation by solar absorption is known as
reductive quenching, which influences the solar cell efficiency. Understanding
these reduction processes are crucial in the DSSCs. We record the fingerprint
IR spectra of the tris(2,2’-bipyridyl)Ru(II) and tris(2,2’-bipyridyl)Ru(I) redox
pair which are used to provide 3D geometrical information aided by DFT
calculations (chapter 5).
1.5.4 Triphenylamine (TPA): diverse functions
Triphenylamine (Figure 1.6) and its derivatives have widely been incorporated
as additional moieties in DSSC devices with the ruthenium dyes as sensitiz-
ers [83, 84] to suppress dye aggregation due to the propeller-like structure of
TPA. TPA derivatives alone are also used in organic photovoltaics (OPV) as the
core sensitizers [85, 86]. As well, TPA influences the charge recombination of
the oxidized dye due to solar light absorption which increases the efficiency of
the solar cell [87, 88]. The TPA molecule has been extensively studied [89](see
chapter 6) as illustrated by the number of papers and citations (Figure 1.6).
Surprisingly the IR spectra of the radical cation of TPA has to our knowledge
not been reported, neither in the condensed phase nor in the gas phase. IR spec-
trum of the neutral TPA in the gas phase is available [90]. Here, we provide the
IR spectrum of the gaseous radical cation of TPA, with complete structural char-
acterization and comparison to neutral TPA. Results are interpreted in terms of
conjugation of the nitrogen lone pair electron(s) with the three phenyl rings in
neutral and radical cation TPA (see chapter 6).
Figure 1.6. Shows the ‘Web of Science’ search results for the topic ‘triphenylamine’
over the last 20 years which indicate number of publications (a), number of times cited
(b) by year respectively (data retrieved Dec. 2018).
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1.5.5 Charge induced mechanical properties
Ben L. Feringa, James F. Stoddart, Jean P. Sauvage (2016 ‘Nobel Prize’) and co-
workers contributed to the idea of switchable molecular systems — molecules
which respond mechanically to external stimuli [91] — to employ mechanical
properties such that molecular-sized switches and motors can be built. Light-
driven cis-trans isomerization of double bonds of organic compounds is known
for decades [92]. Apart from light, a wide range of catalysts such as addition of
transition metal ion, proton or Lewis acids can trigger the interconversion from
trans to cis isomer [93].
Indigo and thioindigo have been considered as prototypes of such systems,
where thioindigo isomerized while indigo did not, because of the two strong
H-bonds in indigo (see Figure 1.7) in its neutral form, which are absent in
thioindigo [92, 93]. A recent theoretical study also supported this idea showing
that protonated indigo has high transition state barrier which prevents pro-
toisomerization [94]. Since this isomerization was well described in the con-
densed phase, our aim was to understand it in the gas phase instead, which
adds intrinsic molecular characteristics devoid of interference from the solvent
or surrounding environment.
To investigate the isomerization of indigo induced by proton attachment in the
gas phase, we bring protonated indigo into the QIT MS using ESI. The pro-
tonated ions are then characterized by IRIS, which showed that indigo and
isoindigo (isomer of indigo) did isomerize from trans to cis upon protonation,
where trans was the only isomer in the neutral form (detail chapter 7).
Figure 1.7. Proto-isomerization of indigo from trans to cis is shown.
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1.6 Infrared ion spectroscopy
In this thesis, all molecular ionic systems are studied using IR ion spectroscopy
(IRIS). This technique probes the IR spectra of gaseous ionized molecules.
Figure 1.8 outlines the concept to obtain IRMPD spectra of mass-isolated (m/z)
ions. The mass-isolated ion (e.g., radical cation of triphenylamine) is irradiated
with a tunable IR laser source. Once the laser frequency is in resonance with
a vibrational mode of the molecule, the ion absorbs many IR photons. Due to
this absorption the internal energy of the molecular ion increases. This energy
then statistically distributes over all the internal degrees of freedom through
intramolecular vibrational redistribution (IVR), until the molecule unimolec-
ularly dissociates along the minimum energy pathway producing frequency-
dependent fragment ion intensities along with reduced precursor ion inten-
sities, simultaneously in the MS. The decrease of the precursor ions through
unimolecular dissociation is directly related to the efficiency of the photon ab-
sorption at that particular laser frequency.
At any frequency the photo-fragmentation yield can be calculated by the Equa-
tion 1.1 which is related to the fragmentation rate k for a given IR pulse energy
and the irradiation time t [95, 96].
Yield =
∑ IntensityFragments
∑ IntensityFragments + IntensityPrecursor
= 1 – e–kt (1.1)
In practice, Yield or -ln(1-Yield) is plotted (Figure 1.8) as a function of the laser
frequency in order to construct IRMPD spectra (detail Appendix A, Figure A.1,
A.2). -ln(1-Yield) can be considered as the fragment fluence and it turns out
that this quantity scales linearly with the laser pulse energy and the irradiation
time.
Theoretical modeling using DFT (section 2.1) yields a prediction for the (har-
monic) vibrational frequencies of the molecular ion, which can be compared
with the experimental spectrum in order to interpret the IRMPD spectra. A
decent agreement is found in this example (Figure 1.8), validating the 3D struc-
ture of TPA·+.
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Figure 1.8. Top panel: Mass spectra of the triphenylamine radical cation (TPA·+) off-
resonance and on resonance irradiation using 2 macro pulses from IR free electron laser
(FEL) with near constant power. Bottom panel: Experimental IRMPD spectrum of mass-
to-charge (m/z 245) isolated TPA·+ (magenta trace) which was generated stepping the
laser frequency by 5 cm–1. This spectrum was produced by connecting the measured
frequencies (blue circles). Experimental spectrum is compared to the theoretically com-
puted linear absorption spectrum using DFT. For more detail about TPA, see chapter 6.
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1.7 Mass spectrometer
Experiments are performed in a commercial QIT MS (Bruker AmaZon Speed
ETD, Bremen, Germany) which is modified for IRIS. This section briefly ex-
plains the operation of the QIT MS, including the ETD process and the modifi-
cations made to the instrument to enable optical access to the ion cloud inside
the trap. The lasers are described in section 1.8 and the communication between
the QIT and the tunable IR laser sources during spectroscopic measurement is
explained in section 1.9. The QIT incorporates a negative chemical ionization
source to produce the anionic reagent for electron transfer dissociation (ETD)
experiments. In this thesis, this ETD source will be used to charge-reduce tran-
sition metal-ligand complex ions in order to spectroscopically investigate the
structural differences between the gaseous complex with the metal center in
different oxidation states. Characteristics of the ETD source are described in
subsection 1.7.3.
Figure 1.9. Schematic of the modified QIT MS. The ion path from the ESI source to the
quadrupole trap is indicated by the green line. The negative chemical ionization source
(nCI) produces electron/proton donor reagent ions (as required) which are brought into
the trap, co-trapping them with the previously isolated cation to induce an ion/ion
reaction (shown inset). Reaction products can be mass-isolated (m/z) for spectroscopic
investigations. Access of an IR laser to the trapped ions is made possible by 3 mm holes
at the top and bottom of the ring electrode. Two mirrors have been installed to guide the
laser beam back out of the trap. The labels used in this Figure indicate (1) ESI sprayer,
(2) Spray chamber, (3) Spray shield and capillary cap, (4) Waste, (5) Dry gas heater, (6)
Inlet capillary, (7) Ion funnel, (8) nCI source, (9) RF-quadrupole trap, (10) IR laser access
and (11) Ion detection. Figure modified from [60]
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1.7.1 Quadrupole ion trap mass spectrometer
Figure 1.9 shows the schematic of the modified QIT MS. Modifications include
optical access to the trap in order to record the IR spectra of the trapped
ions [60].
Ions are generated using an electrospray ionization source (ESI). Typical solu-
tions have concentrations of∼10–6 down to 10–9 mol L–1 and are introduced at
a flow rate of 120-180 μL per hour; nebulization is aided by an N2 gas flow. In
addition, a heated drying N2 gas (180-220 ◦C, 4-5 L min–1) flows in a direction
opposite to that of the ions in order to remove solvent molecules.
The ESI sprayer is kept at ground potential and the entrance of the capillary
is at 2-6 kV (for positive ions). Ions migrate to the capillary entrance and are
then transported through the capillary due to the pressure gradient between
the spray chamber and the first pumping stage. The exit end of the capil-
lary (metal-coated) has a potential about 80-280 V. Once the ions exit the capil-
lary, they are drawn electrostatically and fluid-dynamically into the ion funnel.
Their path is slightly off-axis with respect to the capillary, which avoids exces-
sive contamination by neutral solvent or analyte molecules. In addition, the
wide entrance of the first funnel accepts the ions from the exit capillary hav-
ing a considerable range in kinetic energy, which reduces due to the collisional
damping in the funnel. The stacked ring ion guides carry an RF-voltage, which
generates an effective potential that confines the ion beam inside the funnel. A
DC plate between the funnels pushes the ions further down where in-source
CID can occur. After exiting the second ion funnel, ions are transferred using a
high-precision multipole guide with a gate lens and focusing lens assembly. In
this region, ETD reagent radical anions are extracted out of the nCI source (for
details see subsection 1.7.3).
Ions enter the trap typically for 0.05-50 ms (ion accumulation time) through the
first end-cap, where they are trapped with in an RF-potential (Ω =781 kHz) fed
to the ring electrode, while the end-cap electrodes are held at ground. This RF-
field can trap ions of a particular mass range (subsection 1.7.2) depending on
the applied RF amplitude. This quadrupolar field can be thought of as a three-
dimensional pseudo-potential well. The depth of the well is related to the m/z
of the ion and the amplitude of the RF-voltage. The auxiliary voltages on both
end-caps are used in ion isolation, fragmentation via ion excitation, and during
the mass analysis phase of the scan sequence.
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A damping gas (helium) at 10–3 mbar is used in the trap to capture and ther-
malize the incoming ions. The ion trap works as a storage device, therefore,
ions can be accumulated over an extended period (up to 5 s) for weak sig-
nals; shorter periods (down to 10–5 s, typically several 10–3 s) can be used for
strong ion signals. Trapped ions are mass-selectively scanned out of the trap
and detected using a conversion dynode (Daly) detector, which can detect both
negative and positive ions.
To irradiate the trapped ion cloud with the laser light, the ring electrode of the
trap is modified by making two 3 mm holes in the top and bottom (shown in-
set in Figure 1.9). In addition, right above the trap, two IR transparent KRS-5
(Thallium Bromo-Iodide crystal) windows are mounted on the vacuum hous-
ing. Furthermore, two gold-coated mirrors are installed below the trap inside
the vacuum housing, such that the IR laser travels through the trap, interacts
with the ion cloud and is guided back out of the instrument onto a power meter
monitoring the pulse energy (illustrated in Figure 1.9). For the window mate-
rial, KRS-5 is selected because of its wide transmission range (0.6 to 32 μm),
although with a considerable reflection loss (28% at 10 μm) [97]. Due to the
holes in the ring electrode, buffer gas can escape more easily, requiring an in-
creased flow into the trap for standard operation. A gas controller regulates
the flow into the trap via a closed loop controlled proportional valve, which is
backed by helium at 5 bar and can be set to any value between 0% (off) and
100% (maximum). The maximum flow gives a pressure of 10–3 mbar in the
trap. The helium gas pressure was optimized after installation of the modified
ring electrode and found to be 78%, giving ∼10–3 mbar pressure.
1.7.2 Stability diagram
The ion trajectory in the quadrupole field can be described mathematically by
the solution to the second-order linear differential equation known as Mathieu
equation [62]. Figure 1.10 shows the stability diagram based on Mathieu equa-
tion. The stability diagram is a two dimensional plot where the DC potential
of the end caps is plotted against the RF amplitude of the ring electrode. This
plot determines which range of masses can be trapped simultaneously under
a particular condition. As well, ions of a particular m/z value are going to be
stable or unstable within the field. QIT MS employs the stability of the trajec-
tories in oscillating fields in order to separate the ions based on their m/z. The
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Figure 1.10. Stability diagram for a 3D QIT, derived from the solution of Mathieu equa-
tions [62] that describe the ion trajectories in the AC quadrupolar field. Mass M3 and
M2 are stable because they are within stability boundary, but M1 is unstable as it is
outside of this boundary. Adopted from March [62].
smaller masses are found to the right of higher masses in the stability diagram.
With the increased RF voltage, the corresponding point for a given mass on the
plot will move to the right. This plot indicates that there is a stable boundary
along the βz = 1, increases with RF voltage, decreases with increasing mass of
the ions. Once an ion reaches the boundary of the stability (βz = 0 or βz = 1),
the ion trajectory becomes unstable and eventually the ion leaves the trap in
the axial direction. This implies that for a given RF potential there is always a
low mass limit in the field (low mass cut-off), and below this limit all masses
are unstable.
The ions inside the QIT undergo harmonic motions along the radial and the
axial directions. The net harmonic frequency of the ion oscillation (secular fre-
quency) is determined by their mass (m/z ratio) and the RF voltage. A lower
m/z value yields in a higher secular frequency than a higher m/z.
A resonant excitation/ejection scheme is used to mass-selectively manipulate
ions in the trap, which includes mainly ion isolation and ion activation, i.e.
controlled ion excitation via CID. This is accomplished by an additional dipo-
lar field generated by an RF signal fed to the end caps. Upon resonance of the
dipolar frequency with the secular frequency of ions of a particular m/z value,
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the oscillatory motion of these ions is enhanced. Through such a resonant ejec-
tion scheme, the ion trap is capable of isolating precursor ions (from 50 m/z
to 3000 m/z), or even a specific isotope: by resonantly exciting all ions except
the desired one, isolation is effected. As well, this resonance scheme is used
to excite ions of a particular m/z to induce CID with the background helium
gas. To this end, a small frequency band is chosen just around the precise res-
onance frequency, with lower amplitude (∼1 volt) than for resonant ejection.
CID MS/MS is a common technique in structure elucidation because the frag-
ment patterns are reproducible. In addition, the combination of resonant ejec-
tion and ramping of the RF voltage are utilized to generate a mass spectrum.
The ions are pushed towards their resonance frequency (which is set at one-
third of 781 kHz) and ejected out of the trap. Once the ions hit the detector an
electrical current is produced, which is plotted as a function of time to generate
the mass spectrum. Changing the ramp rate (e.g., 20 μs per mass unit) can be
used to manipulate the mass resolution.
The low mass cut-off can cause problems in CID, ETD and IRMPD (Appendix A
Figure A.2), because below this limit fragment ions are not stable (do not re-
main trapped) and are therefore not detected. Of course, the low mass cut-off
should be below the mass of the reagent anion (m/z 202, fluoranthene radi-
cal anion) during ETD. How the low mass cut-off influences the production of
charge-reduced ions during an ETD reaction will be shown in the following
section.
1.7.3 Electron transfer reduction (ETR)
The QIT MS has the ability to trap ions of opposite polarities simultaneously
[98], which enables ion/ion reactions. ETD is such an ion/ion recombination
reaction between multiply positively charged precursor ions (e.g., protein or
peptide) and a singly charged radical anion, which acts as an electron donor
reagent. This reagent anion is produced in the negative chemical ionization
(nCI) source. During cation accumulation and precursor ion isolation, a repul-
sive voltage is applied to block the reagent anions at the gate lens of the nCI
source (Figure 1.11). Once the cations are trapped, the reagent anions are or-
thogonally transferred and added to the trap while cations from the ion source
are blocked at the capillary exit.
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Figure 1.11. Within the QIT MS, ETD involves the transfer of cations followed by
reagent radical anions. Voltage on the gate lenses controls the reagent either to pass
or block. Figure is modified from Bruker amaZonETD user manual.
Figure 1.12 shows the accumulation of ETR reagent, which is controlled and
guided by a stack of three lenses into the octopole ion guide. Lenses in the
middle focus the flux and the transfer-lenses transfer the ions directly into the
path of octopole ion guide. Each stage is controlled by different voltages. The
ion/ion reaction occurs while the cations and anions are being co-trapped for
about 200-350 ms, which was found here to be optimum for all experiments.
An electron is transferred from the reagent anion to the cation, resulting in an
odd-electron cation. The reagent anion becomes neutral and leaves the trap.
Figure 1.12. ETD reagent accumulation with previously isolated cations results in an
ion/ion reaction. Blue and red circles represent the fluoranthene radical anion and the
previously isolated cations respectively.
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The fluoranthene radical anion is formed from solid fluoranthene in a crucible
attached with the nCI source [99]. The crucible is heated up to 60◦C which
causes the neutral fluoranthene to sublime into the nCI source. Methane gas
at 0.1 mbar is used inside the nCI chamber, where electrons from a filament
ionize (electron energy 60-80 eV) the methane gas. Methane acts as a media-
tor. Three-body collisions between methane molecular ions, electrons and the
neutral methane gas occur because of the high pressure in the ionization cham-
ber. A chemical ionization plasma is created through an array of reactions. The
plasma has thermal electrons that attach to neutral fluoranthene (an electron
acceptor) resulting in the formation of radical anions. Several alternatives have
been employed instead of fluoranthene, such as anthracene, azobenzene, azu-
lene, biquinoline [99, 100].
Figure 1.13 shows the formation of the fluoranthene radical anion at m/z 202,
which is exclusively generated with a –6.0V ionization voltage. For lower ion-
ization voltages, the generation of fluoranthene radical anion decreases signifi-
cantly, and instead another reagent at m/z 203, referred to as the proton transfer
reagent (PTR), is generated. Both these reagent ions have been characterized
using IRIS recently, where comparisons with the linear IR spectra computed
with the aid of DFT unambiguously establish their structures [101].
Figure 1.13. Production of the fluoranthene radical anion (m/z 202) and the PTR-reagent
anion (m/z 203) at ionization voltages of (a) –6.0V and (b) –15.0V respectively. DFT
predicted structures are shown in the inset. Figure modified from Hartmer et. al. [99].
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Figure 1.14. Schematic ETD process within the QIT MS, where this option can be used as
a method to charge-reduce metal-ligand complexes without dissociation. An example
of intact charge reduction of the Ni(cyclam) complex is shown.
Figure 1.14 illustrates the basic principles of ETD. Although ETD was origi-
nally designed as an alternative to CID in protein sequencing [102, 103], our
main interest is to employ ETD as a means of charge reduction without further
dissociation of the precursor ion, yielding an intact charge reduced ion.
Figure 1.15 depicts an example of efficient electron transfer reduction (ETR)
of a metal-ligand complex with negligible ETD induced fragments. Once the
precursor and the reagent anion are co-trapped in the QIT, the ion/ion reac-
tion can be optimized by the reaction time and the low mass cut-off, which
confines the ions ensuring contact between the reactants, hence increasing the
efficiency. The figure shows that within 300 ms with the low mass cut-off at 160,
about 70% charge reduced ions are generated while only 2% of the total ions
undergo fragmentation due to the exothermic recombination reaction. The QIT
has the capacity to isolate a single isotopomer of the ruthenium bpy3 coordi-
nation complex at m/z 285, which after charge-reduction gives a reduced ion at
m/z 570. The CID MS of the reduced ion gives m/z 414, which is a Ru ion with
two bpy units due to the loss of a neutral bpy.
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Figure 1.15. (a) Mass isolation of [Ru(bpy)3]2+ from the ESI source. (b) Generation of
[Ru(bpy)3]+ from the dication via ETD option with (b-f) varying reaction time and mass
cut-off. (g) CID MS shows a neutral bpy loss from [Ru(bpy)3]+. Structural characteriza-
tion of the redox pair using IRIS is presented in chapter 5.
Thus, the ETD option is used successfully to charge reduce metal-ligand com-
plexes as an effective method to selectively synthesize individual members of a
metal-ligand redox pair in the gas-phase, which is demonstrated with complete
structural characterization using IRIS and quantum-chemical calculations. The
main advantage of ETR is that it allows unique access to oxidation states of the
coordination complex that are otherwise difficult to access.
One alternative way to generate charge reduced species was presented by Jana
Roitová and co-workers [73], who used a collision cell in the ion path from the
ESI source to the ion trap. Neutral gaseous tetrakis(dimethylamino)ethylene
(TDAE) is used as a reducing agent, which donates an electron to the multiply-
charged cations. Nielsen et. al. [104, 105] reported another similar example of
charge reduction inside a small (4-cm long) collision cell via collisional electron
transfer from one of the reducing agents atomic Na, Cs or O2.
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1.7.4 Additional experimental setup (FTICR MS)
Additional experiments described in this thesis have been performed in a home
built Fourier Transform Ion Cyclotron Resonance (FTICR) mass spectrometer,
which is coupled to several laser sources including FELIX, an IR OPO, an ul-
traviolet (UV) laser, and a CO2 laser [47, 48, 106]. An extensive description of
this FTICR can be found in [9, 47]. The setup is depicted in Figure 1.16.
This instrument was employed here to record the IR spectra of the radical
cation of triphenylamine (TPA·+) (chapter 6) and the Cu2+/Ni2+-(cyclam)
complex (chapter 3 and 4) in order to circumvent the competitive collisional
quenching during IR excitation, which occurs for IRMPD spectra recorded
in the QIT MS. These systems are rather difficult to photo-fragment because
of their high thresholds to dissociation and some of them have low-intensity
bands that are crucial for structural assignment and isomeric identification.
Therefore, in this section the FTICR is briefly described, including the most
relevant differences as compared with the QIT.
Figure 1.16. FTICR MS with ESI source. Ions are guided from the source using a
hexapole followed by an octopole before being injected into the ICR cell. The inside
of the copper excite electrodes of ICR are polished such that they act as a multipass re-
flection surface for the lasers. The laser beam crosses the ion cloud approximately 10
times. Adapted from [7].
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In the FTICR MS shown in Figure 1.16, ions are generated from approximately
1 mM solutions using an ESI source (Z-spray, Micromass, UK) and accumu-
lated for several seconds in a linear hexapole trap before being injected into the
ICR cell through an electrostatic quadrupole deflector and an rf octopole ion
guide. The kinetic energy of the incoming ions is reduced just before entering
the ICR cell by switching the DC bias of the octopole guide, ensuring efficient
trapping [106]. Therefore no buffer gas is needed to reduce the speed of the
ions, and the pressure in the ICR cell is always 10–7 - 10–8 mbar.
The ions are trapped in the ICR cell, which is a so-called Penning trap with a
spatially homogeneous static magnetic field of 4.7 T generated by an actively
shielded superconducting magnet. An axial electric field of two ring electrodes
at a DC voltage of ≈4.0 V confines the ions axially (see Figure 1.16). Trapped
ions are excited at their resonant cyclotron frequencies [26, 107] to a larger cy-
clotron radius by an rf field orthogonal to magnetic field lines, which is sup-
plied at the two excite-electrodes. After excitation, the ions orbit the mag-
netic field axis in phase and they induce an image current in the two detect-
electrodes. This image current signal (transient) is an interferogram of the sig-
nals from all ions. Fourier transformation of the transient gives the frequency
components, which straightforwardly converted to a mass spectrum.
As in the QIT, ions of interest can be isolated depending on their m/z value.
In this FTICR, mass isolation is performed using a stored waveform inverse
Fourier transform (SWIFT) excitation pulse at the excite-electrodes [108]. Op-
tical access to the ions is achieved via two windows as shown in Figure 1.16.
One window (barium fluoride, BaF2) is located on-axis with the magnetic field
and is used to irradiate the stored ions with the UV laser or the CO2 laser. The
other window (KRS-5) is used for the tunable IR light from FELIX or the OPO
and is placed off-axis, which allows us to use the excite-plates of the ICR cell as
an "optical multi-pass cell”. This multi-pass geometry improves the IR induced
dissociation yield by a factor of about 3 [60], and more importantly, makes the
setup less sensitive to small changes in optical alignment.
Differences between this FTICR setup and the QIT that are particularly relevant
for our experiments include: i) the sensitivity of the commercial QIT is much
higher presumably due to better ion transfer optics, ii) the mass resolution of
the FTICR is higher, iii) the FTICR has better optical access, which allows to
use multiple lasers, iv) the ion cloud in the QIT is smaller and the IR laser
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beam is more focused, v) the pressure in the ion trapping region is orders of
magnitude lower in the FTICR than in the QIT. The low pressure of the FTICR’s
trapping region is the main reason why the FTICR has been used for additional
experiments as is explained further in section subsection 1.10.2.
1.8 Infrared lasers
Here we give a brief overview of the Free Electron Laser for Infrared eXperi-
ments (FELIX) and OPO laser systems. Wavelength tunability and high power
of these IR laser sources are important parameters to record IRMPD spectra of
gas-phase molecular ions.
1.8.1 Free-Electron Laser for Infrared eXperiments (FELIX)
Figure 1.17 depicts the layout of the FELIX free electron laser (FEL). A FEL em-
ploys relativistic electrons to generate tuanable laser radiation. The operation
consists of the generation of electron bunches which are accelerated by a linear
particle accelerator (LINAC) to nearly the speed of light (c) before being guided
through an undulator, an array of permanent magnets with alternating polarity.
This polarity alternation induces a wiggle motion on the electrons and results in
a change in the direction of their velocity vectors, which generates synchrotron
radiation. High-reflectivity gold-platted mirrors are placed on both sides of the
undulator and function as an optical resonator. Newly injected electron pack-
ets interact with the radiation circulating inside the resonator, resulting in gain
on each successive pass.
The observed wavelength, λobs is dictated by the period of the undulator field,
λu, the relativistic energy of the electrons, γmc2, and a dimensionless parame-
ter, K, which depends on the amplitude of the undulator magnetic field through
the relation
λobs =
λu
2γ2
(1 + K2)
where
γ =
1√
1 – v
2
c2
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Figure 1.17. (Top panel) Core components of FELIX [11]. Electrons from an electron gun
are accelerated to relativistic energies. They are injected into the magnetic field created
by the undulator, where they undergo oscillations and emit radiation. The radiation
is captured and amplified in an optical cavity formed by two mirrors. (Bottom panel)
Schematic of the FELIX laser sources where several FEL sources cover the wavelength
range between 3 and 1500 μm. In this thesis FELIX-2 is employed.
From this relation, it is seen that the magnetic field of the undulator or the en-
ergy of the relativistic electrons can be changed to tune the wavelength of the
IR radiation. During an IR scan, the wavelength is tuned by changing the gap
between the two arrays of magnets, which changes the strength of the mag-
netic field for a given electron beam energy. The wavelength of the FELIX is
calibrated using a grating spectrometer.
Figure 1.18 shows the typical power curve and the pulse structure of the FELIX
radiation as used in this thesis. FELIX produces 5 μs long macropulses which
are composed of a train of short 5 ps-long micropulses at a 1 GHz repetition
rate. Hence, each macropulse consists of about 5000 micropulses. Calibration
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Figure 1.18. Typical FELIX power curve as a function of wavelength. The FELIX pulse
structure is shown in the inset. Every μs-long pulse consists of a train of a few thousand
ps-long micropulses.
of the power is necessary because the power over the wavelength tuning range
is not constant.
Table 1.1 shows the specifications of the FEL source used in this thesis [11].
The pulse structure of FELIX is such that it facilitates efficient IRMPD: the
high instantaneous power of the micropulse ensures efficient photon absorp-
tion, and the interval between micropulses falls within the IVR lifetime, en-
abling re-absorption at the fundamental transition. On the other hand, the
macropulse time interval (e.g., 100 ms at 10 Hz) is considered to be sufficiently
long for radiative cooling [6], so that undissociated molecular ions relax back
to the ground state after each macropulse and then absorb photons from the
next macropulse.
Table 1.1. Specifications of the free electron laser for IR experiments
Beam energy (MeV) 15-45
Wavelength (μm) 3-150
Macropulse energy (mJ) ≤150
Macropulse repetition rate (Hz) ≤10
Macropulse duration (μs) ≤10
Spectral bandwidth (%) 0.2-5
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1.8.2 Optical Parametric Oscillator / Amplifier
The OPO laser at the FELIX laboratory employs an Innolas Spitlight 600 pulsed
Nd:YAG laser at 1064 nm as the pump laser source. Its radiation is converted
into tunable mid-IR radiation with a bandwidth of about 3 cm–1.
In our LaserVision OPO, the pump laser beam is split in two, where one goes to
an OPO stage and the other to an OPA [7]. The frequency of the pump beam is
doubled to 532 nm using a nonlinear potassium titanyl phosphate (KTP) crystal
(the residual is dumped). The 532 nm beam enters the OPO cavity, where a KTP
crystal splits each photon in two photons, generating a signal beam (around
780 nm) and an idler beam (around 1.6 μm). By rotating the KTP crystal, the
wavelength of both the signal and idler are varied as a consequence of the chang-
ing phase-matching condition. The idler beam generated from the OPO stage
mixes with the 1064 nm light in the OPA through difference frequency gener-
ation in four potassium titanyl phosphate arsenate (KTA) crystals, thus the 1.6
μm signal beam is amplified and an idler beam at 3 μm is generated. By using
a dichroic filter, the remaining 1064 nm light is removed and a polarizer filters
out the signal beam, resulting in the idler beam at wavelengths tunable in the
3 μm range, which is used for IRMPD spectroscopy.
By tuning the angles of the nonlinear crystals in OPO and OPA stages, the
IR frequency can be scanned between 2200 to 4500 cm–1. The OPO delivers
pulse energies up to 20 mJ at 4000 cm–1 and 15 mJ at 3000 cm–1 per 5 ns long
pulse. The wavelength of the OPO is calibrated using a wavemeter (HighFi-
nesse WS5).
1.8.3 Additional CO2 laser to boost up IRMPD yield
Since some of the systems studied in this thesis were rather difficult to photo-
fragment using FELIX and OPO alone, an additional CO2 laser is sometimes
used for such systems. Such experiments were reported previously [6, 49–51].
The benefit of using an additional CO2 laser is illustrated in Figure 1.19. After
each FELIX or OPO pulse, a short burst of the laser post-excites the ions to
increase the on-resonance fragmentation yield.
The continuous-wave CO2 laser has an output power of 30 W. In the exam-
ple shown in Figure 1.19, additional CO2 laser irradiation of 30-40 ms is ap-
plied directly after each OPO pulse (140 pulses) to record the IR spectra of bare
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Figure 1.19. Additional 30 ms (blue), 40 ms (magenta) CO2-laser irradiation after each
OPO pulse (140 pulses from OPO) in order to boost the on-resonance IRMPD yield of
bare Ni2+(cyclam) in FTICR MS.
Ni2+(cyclam) complex. The duration of CO2 laser irradiation is chosen in such
a way that the CO2 laser alone does not induce any observable fragmentation
of the ions. Clearly, many ions were just below the dissociation threshold while
irradiated using 14 s OPO + 30 ms CO2-laser, since the yield is nearly doubled
with an extra 10 ms CO2-laser (14 s OPO + 40 ms CO2) irradiation. This tech-
nique is very useful to pick up IR bands with relatively low intensity. More
examples will be presented in chapter 3, 5, and 6.
1.9 Synchronization of IR laser with QIT MS
Figure 1.20 illustrates the MS scan sequence for an electrosprayed ion during
the IRMPD experiment. The experiment is initiated by the master trigger gen-
erated by the laser system (black trace), which is synchronized with the IR laser
pulse. The green trace is the laser pulse (at 10 Hz) monitored on a sensor after
the IR beam exits the trap. The pink trace is the RF signal from the end caps
which is visualized on an oscilloscope to follow the MS scan sequence: (I) ion
accumulation, (II) precursor ion isolation, (III) an MS/MS window used as the
IRMPD stage, (IV) scanning the ions out of the trap, and (V) delay time before
the instrument starts the next sequence. If the experiment involves an ETD or
CID stage, an additional window would be added before the IRMPD window,
to generate the IR spectra of the CID/ETD induced product ions. The blue trace
indicates a trigger from the auxiliary interface of the MS set by the user during
the MS/MS (IRMPD) window, which opens a mechanical shutter allowing the
laser beam to enter the trap. Since the total time of the MS scan sequence can
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Figure 1.20. Synchronization of the MS-sequence with IR laser pulse. Voltage of the end
caps (pink trace) allows visualization of each part of the MS-sequence. A trigger pulse
(blue) is generated by the instrument for a selected element of the MS-sequence—which
controls a shutter to allow the lase pulse to enter the trap for a chosen period (irradiation
time) as IRMPD stage. The master trigger (black) (10 Hz) generated by the laser initiates
the MS-sequence. Laser pulse (green) detected by the power meter after exiting the trap.
Adapted from [60]
vary (precursor ion accumulation, isolation and possible MS/MS: ETD, CID),
a delay generator is used to adjust the time delay between the laser trigger and
the laser pulse, ensuring the laser pulses are not clipped by the shutter.
Note that two pulses from the laser are used to irradiate the ions and the whole
MS sequence takes 300 ms. Depending on the number of averages, the IR spec-
tral range (typically 600-1850 cm–1), the step size of the laser frequency (e.g.,
3 to 5 cm–1), and the frequency stepping time (depends on the laser system),
the data acquisition time to record an entire spectrum varies. In this exam-
ple a three-fold averaged IR data point takes approximately one second and
within ∼10-20 min, a typical IRMPD spectrum is recorded over the IR finger-
print range. Typically, each data point in the IRMPD spectra is obtained from 3
to 6 averaged mass spectra.
1.10 IRMPD in QIT
This section explains how the photofragmentation yield is affected by exper-
imental conditions, such as the density of ions, the collisional quenching due
to the helium buffer gas, irradiation time, power of the laser(s) pulse (see sec-
tion 1.8), attenuation of the power. High laser power is essential for systems
which are difficult to photo-fragment, especially to observe IR bands with rel-
atively low intensities. Several such examples are encountered in this work. In
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addition, the mechanism of the IRMPD process (in general) in the QIT MS is
described.
Since IRMPD involves the absorption of many photons [7, 29], the IRMPD yield
is not necessarily directly proportional to the absorption cross-section. The
IRMPD yield (intensities) are therefore not always directly comparable with
the intensities of a linear IR spectrum, although they can often be considered
close to it. Therefore, if the photon flux stays roughly constant over a range of
wavelengths [109], the relative intensities observed in an IRMPD spectrum can
be directly comparable with relative absorption cross sections. An important
consequence is that we can usually safely compare the relative intensities of the
IRMPD spectrum with those of linear absorption spectra computed using DFT
calculations. Somewhat in contrast to spectral intensities, the positions of the
IRMPD bands are usually comparable with linear IR spectra, which has been
demonstrated for many systems [3–7].
The irradiation time (or the number of IR laser pulses) is chosen based on the
extent of fragmentation induced. The molecular ions are believed to dissoci-
ate roughly within the macropulse duration i.e., 5-6 μs. This implies that by
increasing the number of pulses, ions will not break if they they do not break
within the first macropulse. Generally, 5 to 30% depletion of the precursor ions
is sufficient for recording IRMPD spectra. The extent of dissociation and de-
pletion depends on the ion’s stability; fragile ions may require only a fraction
of a macropulse. For instance, the IR spectrum of [Ru(bpy)3]2+ (Figure 1.24)
was recorded using 20 macro pulses of FELIX without any attenuation of the
power, but the charge-reduced ion required only 2 pulses with 5 dB attenua-
tion, reducing the power per pulse by ∼66% (see chapter 5).
The power of the FELIX IR radiation is reduced using a set of attenuators [110,
111]. If required, the FEL power can be attenuated up to 38 dB combining the
set of neutral density attenuators of 3, 5, 10, 10, 10 dB. Usually, several scans
are required with different laser power to observe both weak and intense bands
in an IRMPD spectrum. A careful power calibration is required to combine
data from different scans. The fragmentation rate is directly proportional to the
number of pulses. The only limitation is that beyond saturation (fragmentation
yield > 0.5) this proportionality deviates, because not enough ions are available
for further fragmentation. The plotted IRMPD yield is corrected linearly for the
frequency dependent variations in laser power (see in section 1.8) assuming a
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linear power dependence.
If the photon flux stays nearly constant for a range of wavelengths i.e., 5-10
μm [109] then the relative intensities observed in the IRMPD spectrum are di-
rectly comparable with their relative absorption probabilities. The higher rel-
ative IR intensities provide higher photo-fragmentation yield. In other word,
the molecular ions reach the fragmentation threshold faster from the intense IR
bands than from the weak IR bands. That is why we can compare the relative
intensities of the IRMPD spectrum with that of the linear absorption spectrum.
Since the experimental linear absorption spectra of molecular ions are scarce,
we often compare with the theoretically calculated linear absorption spectra.
1.10.1 Infrared multiple-photon dissociation
From a mechanistic view point, multiple photon absorption is believed to be
non-coherent [112, 113], where the absorbed energy is redistributed after each
photon absorption into the bath of available vibrational degrees of freedom
through intra-molecular vibrational redistribution (IVR) [114]. The internal en-
ergy of the ion rises (heating) as it absorbs photons sequentially, until the frag-
mentation threshold is reached (Figure 1.21).
Molecular vibrations are anharmonic, i.e., the spacing between subsequent vi-
brational levels in a potential well is not equal. Rather, it becomes smaller at
higher energies. In absence of IVR, when the first photon is absorbed reso-
nantly, the next photon of the same energy would not be absorbed because
of the anharmonicity of the vibrations. In contrast to this hypothetical ladder-
climbing (i.e., v0→ v1→ v2→ ...), IVR enables the anharmonicity bottleneck to
be avoided. This means that depending on the available density of states (large
for larger molecules) [1, 112], IVR quickly shifts the population from the excited
state into the bath of background vibrational modes because of the anharmonic
couplings between vibrational modes, such that the molecule can absorb the
next photon with the same frequency. In this way IVR induces a short vibra-
tional lifetime leading to broadening of the IR absorption lines [1, 6]. At higher
internal energies, a quasi-continuum is reached where all incident frequencies
are absorbed significantly. One example is the application of the CO2 laser to
enhance the IRMPD yield (subsection 1.10.3).
IVR lifetime is crucial in IRMPD spectroscopy. At room temperature, aromatic
molecules were reported to have lifetimes of typically <1 ns [115, 116]. The IVR
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Figure 1.21. Schematic representation of the IRMPD mechanism. The energy due to
photon absorption at the fundamental vibrational transition is quickly dissipated into
the background coupled vibrational modes through IVR, resulting in the increase of
the internal energy. This continues sequentially until the unimolecular dissociation.
At higher energies the density of states is indicated by broadening the v1 linewidth.
Adopted from Polfer et. al. [6]
rate does not depend directly on the density of states of the molecule, but rather
on the presence of low-level coupled vibrational states [114]. However, the
density of states presents the statistical boundary and defines the irreversibility
of the energy flow between the vibrational modes [117]. IVR lifetimes (e.g.,
of polyaromatic molecules) of less than 1 ns perfectly match the micropulse
structure of FELIX (see section 1.8): the excited vibrational normal mode is
de-excited through IVR within the time between two micropulses, so that the
molecule is ready to absorb the next micropulse of FELIX [1].
A quasi-classical approximation of the DoS for polyatomic molecules suggests
that the DoS increases exponentially with internal energy and the vibrational
degrees of freedom [1]. In this approximation the DoS of coronene (104 - 105)
was so high at room temperature that it can be considered to be already in
a quasi-continuum, as opposed to naphthalene (single digit, <10). Yet, the
IRMPD spectrum of coronene was recorded showing (partially) resolved vi-
brational bands [118]. A huge DoS probably ensures efficient photon absorp-
tion and the absorbed energy is efficiently dissipated into the vast vibrational
repository.
Energy loss pathways also push this limit further, making IRMPD challenging
if there is any spontaneous (radiative) emission, stimulated emission, collisions
with background buffer gas etc. Collisional quenching in ultra-high vacuum is
negligible. The estimated pressure limit to achieve such collisionless environ-
ments is < 10–7 mbar [119] — (e.g., ICR cell of FTICR-MS has pressure 10–8
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mbar). This ensures minimization of collisional relaxation, hence favoring a
higher dissociation yield. Spontaneous emission plays a role always but is rel-
atively slow at IR wavelengths; stimulated emission is weaker compared to
absorption because of the higher number of degenerate excited states.
In conclusion, the main parameters that affect the overall fragmentation yield
between the instruments used here are the ion internal energy, the density
of ion cloud, presence of the background buffer gas (in QIT MS) and most
importantly the focusing of the IR laser with respect to the geometry of the
ion cloud (section subsection 1.7.4). IRMPD is challenging at weak transi-
tions, for instance, for transitions with integrated intensities of <20 km mol–1.
IRMPD is also difficult for species with high binding energies and for very
small molecules. As the system size decreases, the DoS decreases, hence limit-
ing the IVR rates.
1.10.2 IRMPD in QIT vs FTICR
Figure 1.22 shows how the helium buffer gas affects the IRMPD yield in
the QIT. The dilemma with the helium buffer gas is that it is crucial for
efficient ion trapping, but that it inhibits efficient excitation during IRMPD
spectroscopic experiments. Collisional quenching suppresses IR laser induced
photo-fragmentation. All IRMPD spectra measured in the QIT MS are in-
fluenced, where stable systems are affected more than ones that are easy to
photo-fragment. By reducing the helium pressure inside the trap, this problem
can be mitigated at the cost of a lower signal-to-noise ratio because of the low
number of trapped ions.
Figure 1.22. IRMPD spectra of protonated triphenylamine (inset) recorded using FELIX
with varying helium buffer gas in the QIT MS. Lowering the gas pressure increases the
yield while decreasing signal-to-noise ratio, providing noisy spectra.
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Figure 1.23. IRMPD spectra of the TPA·+ recorded in the QIT (where grey and black
trace represent without and with buffer gas respectively) are compared with that in
FTICR (magenta). Lowering the gas pressure increases the IRMPD yield while decreas-
ing the ion count and hence the signal-to-noise ratio, leading to noisy spectra.
As well, band shapes alter depending on the pressure conditions in the trap.
The effect of helium buffer gas on IRMPD spectra [60] in terms of the band
shape and position is demonstrated with an example in Figure 1.23, which com-
pares spectra taken in the collisionless ultra-high vacuum of 10–8 mbar in the
FTICR MS with a spectrum recorded in the QIT. The figure further shows how
the yield varies for different experimental conditions, including the irradiation
time (number of IR pulses), and the presence and absence of the background
buffer gas. In the QIT MS, IRMPD spectra are recorded using 2-4 macropulses.
Note, upon removal of buffer gas from the QIT, the bands near 700 cm–1 be-
come visible (grey trace) whereas they are invisible in the presence of buffer gas
(black trace) due to the collisional quenching that competes with IR laser heat-
ing, preventing fragmentation.
Figure 1.23 shows how the yield varies at different experimental conditions,
the irradiation time (number of IR pulses), presence and absence of the back-
ground buffer gas. In the FTICR MS (magenta trace), 57 macropulses of FELIX
were used with additional 5 ms CO2 laser irradiation after each FELIX pulse to
record the same IRMPD spectrum, where 2-4 pulses were used in the QIT MS.
Even though the buffer gas is absent in the FTICR MS, it required much longer
irradiation to obtain a spectrum. This is mostly related to the focus of the laser
relative to the size of the ion cloud (subsection 1.7.4). The smaller focus in the
QIT results is a much higher laser fluence than in the FTICR, resulting in a
high photo-fragmentation yield with only a few pulses.
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Figure 1.24. The IRMPD spectrum of tris(2,2’-bipyridine)Ru(II) recorded in the QIT
with the default helium pressure is compared with calculated harmonic frequencies.
The dotted line indicates an apparent cut-off: below ∼65 km mol–1, IR bands are invis-
ible in the experiment, relating to a fragmentation threshold. Lowering the helium gas
pressure (not shown) also did not help reaching these bands.
Figure 1.24 shows how a high dissociation threshold influences the yield such
that below a certain cut-off intensity (≤65 km mol–1) IRMPD fails. Irradiation
at weak IR bands does not allow the system to reach the fragmentation thresh-
old. Here, the loss of one bpy ligand is the lowest energy channel with a calcu-
lated threshold of about 4.5 eV. Despite the 85% depletion of the precursor ions
at a high intensity band (1436 cm–1), low intensity IR bands calculated theoret-
ically remain unobserved experimentally. This indicates that the low intensity
bands are suppressed completely, as a consequence of collisional quenching by
the buffer gas. The measured IR band shape is also affected so that the width
of the observed IR bands shrinks slightly. This is evident in Figure 1.23 where
the spectrum taken in the presence of the buffer gas has a smaller bandwidth
than that without a buffer gas. The band at 757 cm–1 has a shoulder which is
not observed in the experiment due to the IRMPD threshold.
For the 1+ charge state of the tris(2,2’-bipyridine)Ru complex, the calculated
binding energy of bpy changes to 2.6 eV and the IRMPD spectrum reflects al-
most all theoretical IR bands because of the low fragmentation threshold. This
ion required only 2 pulses with attenuated power to record the IRMPD spec-
trum as opposed to 20 pulses (see for details chapter 5).
The shape of the ion cloud is small (∼1 mm diameter) in the RF QIT, which
has the advantage to have the maximum overlap between the ion cloud and
the focal point of the laser beam. The shape of the ion cloud is maintained
with relatively high buffer gas pressures of 10–3 mbar, which quenches the ions
to the center of the trap. However, this collisional quenching also competes
with IR heating. Lowering the buffer gas pressure (10–5 mbar) can partially
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solve this problem, but if the ion of interest involves MS/MS steps (CID, ETD)
prior to IRMPD measurement, then using a reduced buffer gas pressure is not
possible. In such cases, using a CO2 laser can be an alternative for CID (for
some systems). Of course, without helium buffer gas the ion temperature is
higher than room temperature.
In addition, RF heating due to the trapping field is a notable disadvantage of
the Paul trap, which may increase the internal energy of the trapped ions, pos-
sibly limiting the trapping of fragile ions. In contrast, the ultra-high vacuum
conditions (10–9 mbar) of the FTICR MS minimizes collisional relaxation and
prohibits collisional heating.
The main demerit in terms of IRMPD spectroscopy in the FTICR is the shape
of the ion cloud which is known as "cigar"-shaped [6]. The radial dimension is
on the order of < 1 mm while the axial dimension is a few cm, depending on
the length of the trap. Due to the distribution of the ions within the volume of
the ICR cell, there is only fractional overlap with the laser beam so that a larger
number of pulses are required to reach sufficient fragment yields as compared
to the QIT MS (subsection 1.7.1).
1.10.3 IRMPD vs messenger-tagging IR spectra
As mentioned earlier, IRMPD is clearly a highly dynamic process, governed
by many competing parameters. It is known to produce slightly red-shifted
and somewhat broadened spectra as compared to linear IR spectra. Neverthe-
less, IRMPD spectra are often found to closely resemble linear IR absorption
spectra [1, 7].
Infrared predissociation (IRPD) technique is the closest action spectroscopic
technique to investigate the IR spectroscopy of molecular ions. This technique
is considered to be a linear absorption spectroscopy technique. A noble gas
atom or N2 or H2 molecule is attached to the ion of interest as a tag (or messen-
ger); the weakly bound complex is stable at the cryogenic temperatures (down
to ∼4 k) of the ion trap. The tagged complex is irradiated resonantly so that
upon resonance, the tag is evaporated from the complex, which is used as the
signal in the IRPD spectrum. Conventional IR laser sources with relatively low
powers can be used as a single photon is enough to remove the tag from the
complex. It is also known as messenger-tagging IR spectroscopy.
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Figure 1.25. The vibrational predissociation spectrum (black trace) of an H2-tagged
model peptide (GlyGlyH+) compared with the IRMPD spectrum (gray) of the same
bare peptide. Modified from ref. [120].
Roitová et al. [38] reported an example illustrating the effect of the tag on IRPD
spectra, showing the difference between helium and argon atoms as the tags.
They found that the argon atom was not a good choice for IRPD spectroscopy,
because Ar atom is more strongly bound (37 kJ mol–1) distorting the geometry
of the ionic compound, yielding a different IRPD spectrum. On the other hand,
helium is sufficiently weakly bound (1 kJ mol–1) so that it does not affect the
geometry of the compound, and hence its IR spectrum.
Johnson et al. [120] showed an interesting contrast between the IRMPD spec-
trum of a bare peptide [121] at 300 K with that of its cryogenic H2-tagged IRPD
spectrum at 10 K (Figure 1.25). Both spectra display similar features, indicating
a nearly negligible effect of the H2-tag. The comparison moreover shows that
the IRPD peaks are narrower than the IRMPD peaks.
Figure 1.26 illustrates a similar example taken from chapter 4. In this exam-
ple IRMPD spectra of the bare cation match closely with the IRPD spectra of
the vibrationally cold N2-tagged cation, which is only a few cm–1 red-shifted
compared to IRPD. This shift is well within the band-width of the OPO laser
(≤6 cm–1) [120]. Note, only 5-10% ions are fragmented to generate this IRMPD
spectrum. Despite the large temperature difference between the experiments,
the IRMPD and IRPD spectra show minimal differences. Observed IRPD bands
are not affected much by the N2-tag, which is further confirmed by calculations
on the tagged ion (see for details chapter 4).
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Figure 1.26. IRMPD spectra of bare Ni2+(cyclam) taken in the FTICR MS in the 3 μm
range (magenta) near room temperature. The photo-dissociation yield is given for the
IRMPD spectrum. The single-photon N2 predissociation spectrum (black) was taken
at 30 K. The IRPD band at 3239 cm–1 is predicted to be at 3251 cm–1. Stick spectra
display the DFT computed harmonic frequencies for the bare complex. IRPD spectra
and theoretical spectra have been given an offset for clarity.
1.10.4 IRMPD as a quantitative tool to probe isomer populations
IRMPD spectroscopy can be used to quantify the ratio of isomers having the
same mass (m/z), if they possess diagnostic IR bands. This method has been re-
ported previously by [122, 123]. An example of such experiment is illustrated
for protonated indigo and isoindigo in chapter 7. By parking the IR laser on
a diagnostic band for one of the isomers, this isomer population can be com-
pletely photo-fragmented by increasing the number of IR laser pulses gradu-
ally. The other isomer is transparent to the laser frequency and remains intact
in the trap. One must verify that it is possible to deplete all ions in the trap
when there is only one isomer (to verify laser overlap with the ion cloud). By
determining the fraction of precursor depletion at a large number of IR pulses,
the relative quantity of the isomer can be established. This method requires
that interconversion of isomers does not occur during the irradiation [124].
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Chapter2
Theoretical Methods and
Computational Modeling
It is also a good rule not to put too much confidence in experimental results
until they have been confirmed by Theory. – Sir Arthur Eddington
2.1 Introduction
In this thesis, experimentally recorded infrared spectra in the gas phase aredirectly compared with the computed vibrational frequencies of the possi-
ble structures which then either confirms or disproves the prediction providing
the detail structural information via matching of IR fingerprint signature. In
this way, experimental IR spectra serve as a reference to verify the quality of
the used theoretical methods.
This section briefly outlines the theoretical methods applied throughout this
thesis although these theoretical concepts are comprehensively described in
text books. The particular focus is laid on density functional theory (DFT)
which is applicable to large molecular systems where no other methods pro-
vide comparable accuracy at the same computational cost. This section is di-
vided into several subsections starting from the introduction of the Schrödinger
equation. Next two subsections briefly talk about Born-Oppenheimer approxi-
mation and mean-field Hartree-Fock (HF) approximation in quantum chemical
calculations. DFT follows next. In addition, the basic concepts of functionals
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and basis sets are also included. This section ends with a brief explanation to
compute the harmonic vibrational frequencies of the predicted geometries.
2.2 Electronic Structure Theory
The goal of electronic structure theory is to solve the many-body Schrödinger
equation
HˆΨ(
{
RA
}
,
{
ri,σi
}
) = EΨ(
{
RA
}
,
{
ri,σi
}
) (2.1)
For a system having M nuclei and N electrons the wave-function (Ψ) is a func-
tion of all spatial coordinates of nuclei ({RA},A = 1, ..., M) and spatial and spin
coordinates of electrons ({ri,σi}, i = 1,..., N). The Hamiltonian (Hˆ) includes all
possible interactions between electrons and nuclei. In atomic units the Hamil-
tonian can be written as:
Hˆ = –
1
2
N
∑
i=1
∇2i –
1
2
M
∑
A=1
1
MA
∇2A +
N
∑
i=1
N
∑
j>i
1
|ri – rj|
+
M
∑
A=1
M
∑
B>A
ZAZB
|RA – RB|
–
N
∑
i=1
M
∑
A=1
ZA
|ri – RA|
(2.2)
In the above equation, MA represents the ratio of the mass of nucleus A to the
mass of an electron, and ZA represents the atomic number of nucleus A. The
∇2i and∇2A are the Laplacian operators. The first and second term of the Equa-
tion 2.2 represent the kinetic energies of all the electrons and nuclei, respec-
tively. The next two terms represent the Coulomb repulsion between electrons
and between nuclei, respectively. The fifth term corresponds to the Coulomb
attraction between electrons and nuclei. Although the Equation 2.2 looks sim-
ple, it is enormously difficult to solve. Since formulation many approximations
have been proposed in order to reduce the complexity. The very first approx-
imation is based on decoupling the dynamics of the electrons and the nuclei
suggested by Born and Oppenheimer [1].
2.3 Born-Oppenheimer Approximation
The Born-Oppenheimer Approximation relies on the fact that the nuclei are
much heavier than the electrons. Point to note is that the lightest nucleus, a
proton is approximately 2000 times heavier than an electron. Therefore the
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electrons move much faster than the nuclei allowing the dynamics of the elec-
trons and nuclei to be separable. In this approximation nuclei are treated as
classical particles and are held clamped with respect to the electrons. There-
fore, for any given nuclear geometry the electronic Schrödinger equation can
be solved where the electrons are in the static potential arising from the nu-
clei in that particular arrangement. By solving the Schrödinger equation for a
set of nuclear coordinates we can construct the molecular potential energy sur-
face to identify the equilibrium conformation of the molecular species as the
minimum energy point on this hyper surface. This approximation is reliable
for predicting ground electronic states whereas less reliable for electronically
excited states.
In this approximation, one can consider that the electrons are moving in the
field of fixed nuclei. Therefore, the kinetic energy of the nuclei can be neglected
and the fourth term, the repulsion between the nuclei can be considered as a
constant in Equation 2.2. The rest is called the electronic Hamiltonian,
Hˆe = –
1
2
N
∑
i=1
∇2i –
N
∑
i=1
M
∑
A=1
ZA
|ri – RA|
+
N
∑
i=1
N
∑
j>i
1
|ri – rj|
(2.3)
The solution to a Schrödinger equation involving the electronic Hamiltonian
becomes
HˆeΨe(
{
RA
}
,
{
ri,σi
}
) = EeΨe(
{
RA
}
,
{
ri,σi
}
) (2.4)
The electronic wavefunction Ψe now parametrically depends on the nuclear
coordinates ({RA}).
The main complication in solving the Equation 2.4 is due to the interaction
between electrons. Since the movement of the electrons are correlated, mean-
ing electrons avoid each other all the time, the instantaneous coordinates of
each electron should be known. This demands the treatment of variables in
the order 3N for an N-electron system which is almost intractable. Despite
this difficulty, many approximate methods have been developed in order to
solve Schrödinger-like equations, where the N-electron Schrödinger equation
is divided into a set of effective 1-electron Schrödinger-like equations. One of
the popular approximate methods is Density Functional Theory (DFT) where
electron density is the key quantity. Throughout this thesis DFT is chosen for
almost all systems. In the following, the DFT method is described starting from
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the Hartree-Fock approximation.
2.4 The Hartree-Fock Approximation
The Hartree-Fock (HF) approximation is considered as the first step of quan-
tum chemistry. The wave function of N electrons ({Ψ(xi)}), can essentially be
described with a single Slater determinant (Equation 2.5). A Slater determi-
nant is also a linear combination of the product of independent electron wave
functions, known as spin orbitals ({χi(xi)}). Most importantly, the beauty of the
Slater determinant is that it obeys the antisymmetric property of the electronic
wave functions implied by Pauli’s exclusion principle because the electrons are
fermions. For a system having N electrons the HF wavefunction that is a Slater
determinant
Ψ({xi}) ≈ ΨSD({xi}) =
1√
N!
∣∣∣∣∣∣∣∣∣∣
χi(xi) χj(xi) · · · χN(xi)
χi(xj) χj(xj) · · · χN(xj)
...
... . . .
...
χi(xN) χj(xN) · · · χN(xN)
∣∣∣∣∣∣∣∣∣∣
(2.5)
Each column of this Slater determinant is labeled by spin orbitals while each
row is labelled by electrons. Here, interchange of any two electron coordinates
will swap two columns, satisfying the antisymmetric property. Moreover, due
to this property, two electrons with same spin can not occupy the same spatial
orbital meaning this Slater determinant also takes care of the correlation be-
tween the electrons with parallel spins but the correlation between the opposite
spins is not. This determinant (Equation 2.5) describes a system in its ground
state having N one-electron system with an effective potential. According to the
variational principle the energy of this wavefunction can be minimized based
on the choice of the basis functions.
2.5 Density Functional Theory (DFT)
The electron density ρ(r) is used as the central quantity in density-functional
theory (DFT), which reduces the dimensionality as opposed to wave function
methods. The density is always 3-dimensional regardless of the number of
electrons in a system. This enables DFT to be applied to larger systems having
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hundreds or even thousands of atoms. Therefore, DFT has become popular
particularly among condensed matter physicist and chemist communities for
calculating electronic structure.
2.5.1 Kohn-Sham Equations
In 1965 the publication of the paper by Kohn and Sham transformed DFT into
a practical electronic structure theory [2]. They realized that the Thomas-Fermi
model failed mainly because of the poor description of the kinetic energy. As a
solution they re-introduced the idea of totally non-interacting electrons moving
in an effective field which is similar to the Hartree-Fock approach.
In Equation 2.6 the energy functional, E[ρ(r)] is expressed as a sum of kinetic
energy of the non-interacting electrons, the interaction between the nuclei and
electrons, the classical electron-electron repulsion and the correlation to the
kinetic energy of the electrons, and all quantum correlations of the electron-
electron repulsion energy.
E[ρ(r)] = Tni[ρ(r)] + Vne[ρ(r)] + Vee[ρ(r)] +ΔT[ρ(r)] +ΔVee[ρ(r)] (2.6)
Here the kinetic energy is simply the sum of individual electronic kinetic ener-
gies for a non-interacting system of electrons. However, in order to solve this
equation, we must know the density. The trick here is to use the density calcu-
lated via Slater-determinantal wave function. Therefore, Equation 2.6 may be
written as Equation 2.7 by expressing the density in the orbital basis
E[ρ(r)] =
N
∑
i
(〈χi| – 12∇2i |χi〉 – 〈χi| nuclei∑k Zk|ri – rk||χi〉
)
+
N
∑
i
〈χi|
1
2
∫
ρ(r′)
|ri – r′|
|χi〉 + Exc[ρ(r)]
(2.7)
where the density is desired from the Slater-determinantal wave function χ
(Equation 2.5). The terms ΔT and ΔVee together is called exchange-correlation
(XC) energy, Exc[ρ(r)]. Keep in mind that the Slater-determinantal wavefunc-
tion is an exact eigenfunction for the non-interacting system and χ is directly
related to the density as
ρ =
N
∑
i=1
〈χi|χi〉 (2.8)
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Now if we apply the variational principle and find the orbitals χminimizing the
energy in Equation 2.7, we are actually solving the pseudoeigenvalue equations
hKSi χi = εiχi (2.9)
where the one-electron Kohn-Sham (KS) operator is defined as
hKSi = –
1
2
∇2i –
nuclei
∑
k
Zk
|ri – rk|
+
∫
ρ(r′)
|ri – r′|
dr′ + Vxc (2.10)
and
Vxc =
δExc
δρ
(2.11)
Vxc is the XC potential. Since we are minimizing the E of Equation 2.6, the
χ must yield the exact density. These are the orbitals forming the Slater-
determinantal eigenfunction for non-interacting Hamiltonian in Equation 2.10,
i.e.,
N
∑
i=1
hKSi |χ1χ2...χN〉 =
N
∑
i=1
εi|χ1χ2...χN〉 (2.12)
Now in order to determine the KS orbitals, molecular orbital theory is applied
where the χ in Equation 2.12 is expressed in a basis set of functions {φ} (see
Equation 2.14), i.e., linear combination of atomic orbitals (LCAO), and then the
individual orbital coefficients are determined from Equation 2.13.
Kμv = 〈φμ| – 12∇
2 –
nuclei
∑
k
Zk
|r – rk|
+
∫
ρ(r′)
|r – r′| + Vxc|φv〉 (2.13)
where Kμv is the orbital energy and
χi =∑
n
cnφn (2.14)
Here the solutions of Equation 2.13 are completely analogous to that employed
for HF theory. If we look carefully, we see that the density is necessary to com-
pute the matrix elements (of Equation 2.13), therefore the KS equations must
be solved in an iterative self-consistent field (SCF) process. The general way
is to start with an initial guess of the electron density, and then obtain the KS
orbitals from Equation 2.9. Based on these Kohn-Sham orbitals, a new electron
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density is obtained from Equation 2.8 and this process is repeated until the con-
vergence is accomplished. Then the total energy is calculated from Equation 2.7
employing the final electron density.
If we know each term in the KS energy functional, we may calculate the exact
ground state density and the net energy. Unfortunately, the XC functional (Exc)
is not known and contains not only the difference between the classical and
quantum mechanical electron-electron repulsion energy, but also the difference
in kinetic energy between the real and the fictitious non-interacting system.
Therefore, it is imperative to approximate it, which is the focus of the following
section.
2.5.2 Exchange-Correlation Functionals
From a practical view point, we must know the form of the XC functional to
apply the KS equations. Since there is no direct recipe to determine the exact
form of Exc, some approximations have been suggested and used. Since the
birth of DFT there exist a numerous approximated functionals with differing
levels of complexity. J. P. Perdew and K. Schmidt showed a useful way of clas-
sifying the functionals that exists known as ”Jacob’s ladder”(Figure 2.1) [3].
The functionals are segregated with respect to their complexity on the rungs
of a ladder starting from the Hartree approximation on ”earth” till the exact
XC functional in ”heaven” of chemical accuracy. Functionals are also grouped
based on non-empirical fitting observed atomic and molecular properties called
empirical. Below some of the functionals are briefly discussed which are widely
used and out of which some of them are employed in this thesis.
XC potentials mentioned earlier (Equation 2.11) often break up into exchange
and correlation parts and are written in terms of to the energy per particle, εx
and εc.
Exc[ρ] = Ex[ρ] + Ec[ρ] =
∫
ρ(r)εx[ρ(r)]dr +
∫
ρ(r)εc[ρ(r)]dr (2.15)
In the following some of the XC potentials are described briefly.
Local and semilocal XC energy functionals satisfy the general form
Exc[ρ↑, ρ↓] =
∫
drρ(r)εxc(ρ↑(r), ρ↓(r),∇ρ↑(r),∇ρ↓(r),
∇2ρ↑(r),∇2ρ↓(r), τ↑(r), τ↓(r))
(2.16)
61
Chapter 2. Theoretical Methods and Computational Modeling
Figure 2.1. Schematic diagram of ”Jacob’s ladder” of exchange-correlation functionals
suggested by J. P. Perdew and K. Schmidt [3].
where ρ↑(r) and ρ↓(r) are the spin up and down densities, ρ(r) = ρ↑(r) + ρ↓(r) is
the charge density, and εxc is the per particle XC energy. If εxc depends on the
spin densities then this is called local spin density approximation (LSDA) [4–8].
LSDA works well for slowly varying densities. Despite this limitation it per-
forms reasonably well for atomic, molecular and solid phase systems. On the
other hand, for rapidly varying densities, LSDA underestimates the exchange
energy by about 14% and overestimates the correlation energy by a factor of
2.5; more often these errors cancel each other [9, 10].
The next improvement on the LSDA is the inclusion of the semilocal approxi-
mations where strongly inhomogeneous densities are considered for real sys-
tems. Within the generalized gradient approximation (GGA), εxc not only de-
pends on the spin densities but also on their gradients∇ρσ(r) (σ = ↑, ↓) [10–13].
From the GGA type, BLYP and BP86 functionals have been tested for some of
the systems studied in this thesis. These functionals are generally much bet-
ter for quick geometries and vibrational frequencies for transition metal-ligand
complexes. BLYP functional was also tested for organic triphenylamine radical
cation which yielded better frequencies than B3LYP (chapter 6).
In the so-called meta-GGA [14–16], the second derivatives of the spin densities
∇2ρσ(r), and/or the kinetic energy densities τσ(r) are included as additional
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degrees of freedom within the εxc.
τσ(r) =
1
2
occ.
∑
iσ
fiσ|∇ψiσ(r)|2 (2.17)
where fiσ and ψiσ are the occupation number and the spin-orbital of the ith
σ-type single-particle level taken from the KS system which is noninteracting,
and the summation runs over the occupied spin-orbitals only.
Next functionals are the hybrid functions; conceptually these functionals are
based on the adiabatic connection formalism [17–19]. These XC energy func-
tionals have an explicit contribution of the nonlocal HF exchange energy [20,
21]:
EHFx [ρ↑, ρ↓] = –
1
2 ∑
σ=↑,↓
occ.
∑
i,j
∫∫
dr1dr2ψ
∗
iσ(r1)ψ
∗
jσ(r1)
1
r12
ψiσ(r2)ψjσ(r2) (2.18)
These functionals explicitly rely on the KS spin-orbitals which are occupied and
can be generally expressed (EHFx [ρ↑, ρ↓] ≡ EHFx [{ψiσ}iσ∈occ])
Ehybxc [ρ↑, ρ↓] = axEHFx [ρ↑, ρ↓] + (1 – ax)Esemx [ρ↑, ρ↓] + Esemc [ρ↑, ρ↓] (2.19)
where ax is the HF contribution, and Esemx and E
sem
c are semilocal exchange
and correlation functionals.
For instance, a 3-parameter functional (B3) developed by Becke (1993) has the
general form of Equation 2.20. As well, B3PW91 [20] (Equation 2.21) and the
most popular B3LYP (Equation 2.22) functionals [22] share identical parameters
differing in the choice of correlation functional.
EB3xc = aE
HF
x + (1 – a)E
LSDA
x + bΔE
B88
x + (1 – c)E
LSDA
c + cΔE
GGA
c (2.20)
EB3PW91xc = aE
HF
x + (1 – a)E
LSDA
x + bΔE
B88
x + (1 – c)E
LSDA
c + cΔE
PW91
c (2.21)
EB3LYPxc = aE
HF
x + (1 – a)E
LSDA
x + bΔE
B88
x + (1 – c)E
LSDA
c + cΔE
LYP
c (2.22)
a,b,c parameters were optimized to 0.20, 0.72 and 0.81 based on the fittings
with experimental data and the chosen forms of GGA functions. The B3LYP
functional contains 20% HF contribution as a default value. Moreover, if the
HF contribution is reduced to 15% this is denoted as B3LYP∗. On the basis
of comparing against experimental data, hybrid functionals with reduced HF
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exchange are reported to be the best suited for the description of the properties
of transition-metal complexes, especially their spin-state energetics [23–26].
In chapter 5 we have shown a reduced HF contribution in B3LYP functional can
reproduce the experimental metal-ligand bond length while simultaneously
the computed harmonic frequencies agree with the experimental IR spectra
for the [Ru(bpy)3]+ complex. Furthermore, the relative bond lengths (metal-
ligand) as opposed to the analogous dication qualitatively correlate with the
loss of a bpy moiety from both complexes if reduced HF (13-15% HF) B3LYP
functional is chosen for the [Ru(bpy)3]+ complex. A comparison of the perfor-
mance of various functionals is described in order to reproduce the experimen-
tal IR spectra of both members of the [Ru(bpy)3]2+/+ redox pair.
B3PW91 was the first functional where molecular data was used in the fitting
parameter and a maximum of 10 parameters were used [27]. After that Truhlar
group has chosen 20-50 parameters [28–31]. These functionals are called Min-
nesota (or meta) functionals [4, 31]. Some of these functionals are also tested
in this thesis. Various functionals including global hybrid functionals were ex-
tensively reviewed recently reporting their performances until the last 50 years
for predicting molecular and condensed matter properties [5, 27, 32, 33]. The
Minnesota functional family seems to work better with broad accuracy than the
previously popular functionals for thermochemistry, kinetics, and noncovalent
interactions [4, 31].
Climbing up through the Jacob’s ladder does not necessarily ensure better re-
sults although climbing higher on the ladder involves inclusion of highly com-
plex functions and more constraints on the functionals. In chapter 5, this will
be more apparent where some of the functionals are tested for [Ru(bpy)3]2+/+
redox pair in predicting the IR spectra of the ground state molecular systems
and the corresponding structural properties in gas phase.
2.6 Selection of Basis Sets
Basis sets are essential to practically solve the Schrödinger equation. A set
of basis functions is used to expand the unknown wave function in all elec-
tronic structure methods. Various types of basis functions exist such as expo-
nential, Gaussian, polynomial, plane-wave, Slater type orbitals, and numerical
atomic orbitals. In quantum chemistry, the basis set usually refers to the set
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of (nonorthogonal) one-electron functions used to construct molecular orbitals.
In most quantum chemistry programs atomic orbitals represented by atom-
centered Gaussian type orbitals (GTOs) are used. Some older programs in-
cluding Amsterdam Density Functional (ADF) program use Slater type orbitals
(STOs). Plane wave basis sets are popular in solid state physics for regular sys-
tems such as crystal lattices. However, in this thesis mostly GTOs are used
although STOs are also tested. Therefore, the basic differences are described
briefly between the two mathematical formalisms of the GTOs and STOs.
2.6.1 Slater vs Gaussian type basis sets
STOs were used as basis functions because they have similarity with the ex-
act solutions of hydrogen atom. STOs have the following form in Cartesian
coordinates,
φSTOabc (x, y, z) = Nx
aybzce–ζr (2.23)
where N is the normalization constant, and a, b, c control the angular momen-
tum with the relation L=a+b+c. ζ controls the width of the orbital (larger ζ
gives tight function, small ζ yields diffuse function). The values of ζ are de-
cided based on the fitting of STOs to the numerically computed atomic wave-
functions. Most importantly, the STOs characterized by the exponential part
which has the first power of the variable. Note that STOs do not have any
radial nodes, but nodes in the radial part are introduced by the linear combi-
nation of STOs. For instance, 1s orbital of hydrogen atom has no radial node
whereas 2s orbital has one radial node. In addition, STOs have correct short
and long range behavior.
On the other hand, GTOs have the following form in Cartesian coordinates,
φGTOabc (x, y, z) = Nx
aybzce–ζr
2
(2.24)
where N, a,b,c and ζ all have same attribute as for the STOs in Equation 2.23.
The solutions of GTOs are no longer H-atom-like, even for 1s. STOs are more
accurate but it takes longer to compute integrals using them. The solution to
this problem is to use a linear combination of enough GTOs to mimic an STO.
Figure 2.2 represents the difference between the STO and GTO functions. The
r2 dependence of GTO function makes it inferior to the STOs in two respects.
GTO has a zero slope at the nucleus whereas STO has a ”cusp” (discontinuity).
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Figure 2.2. Comparison of the quality of the least-squares fit of a Slater function (ζ=1.0)
modelled by a linear combination of GTOs (STO-nG; n=1-3).
As a result, GTOs have problems representing the proper behavior close to the
nucleus. The second problem is that GTOs fall off sooner than STOs leading to a
poor representation far from the nucleus. The most important advantage of the
GTOs is that they are much easier to compute because of the Gaussian product
theorem (products of Gaussian functions yield Gaussian functions). Therefore
GTOs are almost universally used which is reviewed [34] beautifully. However,
the above considerations indicate that many GTOs are required for reaching a
given level of accuracy in modelling STOs.
When several GTOs are grouped, this is known as contracted Gaussian func-
tions. These contracted functions are linear combination of the original or prim-
itive Gaussian functions centered on the same atomic nucleus. Due to this con-
traction the computational cost can be reduced through the optimization of
several coefficients at once. When it comes to the simplest basis set selection
the minimal basis set must be used corresponding to the number of atomic
orbitals in the system.
It is common to use more Gaussians for the valence electrons than for the core
known as split-valence basis set in recognition of the fact that the valence elec-
trons are responsible for making bonds (or reactivity). This also reduces the
computational cost. Furthermore, the formation of the bonds in a molecule re-
sults in deforming (or polarizing) the atomic orbitals by the adjacent atoms.
This deformation can be taken into account by including functions with larger
angular momentum. For instance, addition of p-function and d-function are
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used to explain the deformation of s-orbital and p-orbital respectively. Diffuse
functions are sometimes included to describe the large distance far from the
nuclei. Addition of diffuse function is almost imperative for anions where the
electron is loosely bound to the nuclei. The inclusion of polarization function
with DZ basis set yields in a double-zeta plus polarization basis (DZP basis).
For instance, in a DZP basis for ammonia (NH3) has a set of additional three
2p-functions for each hydrogen atom and a set of six 3d-functions for nitrogen
atom.
2.6.2 Pople and Dunning Basis Sets
In this thesis two different types of Gaussian basis sets are mostly used: Pople
basis sets and the correlation consistent basis sets designed by Dunning and co-
workers [35]. We take several examples in order to explain the Pople-type basis
sets. For instance, a 3-21G basis set is a split valence basis set where the core
orbitals are described by one contracted Gaussian function consisting of three
primitive Gaussians and the valence orbitals are splitted into two contracted
Gaussians, one consists of two primitive Gaussians and the other one of only
one primitive Gaussian.
Similarly, 6-311G basis set has one contracted Gaussian function composed of
six primitive Gaussians and the valence orbitals are split into three contracted
Gaussians, consisting of three, one and one primitive Gaussians, respectively.
Each of the above basis sets can have additional diffuse and/or polarization
functions included with them. One of the most used basis set here has this
form, 6-311++G(d,p). Here, the first + indicates one set of diffuse s- and p-
functions on heavy atoms and the second + indicates a diffuse s-function to
hydrogen atoms. Furthermore, the polarization functions are indicated after
the G with separate notation for heavy atoms and hydrogen. Despite the added
diffuse functions in the 6-311++G(d,p) basis set, one d-function on heavy atoms,
and one p-function on hydrogen are also added as additional polarization func-
tions which is denoted by the (d,p) after G. This basis set with B3LYP functional
has proven to work well for both molecular cations and anions especially for
predicting ground state geometries and corresponding harmonic frequencies
in the gas-phase [36, 37].
Dunning realized that the optimization of the basis set at the Hartree-Fock level
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might not be appropriate for correlated computations [35]. Therefore, the corre-
lation consistent basis sets were constructed suitable for the post-Hartree-Fock
methods in order to recover the correlation energy in a systematic fashion with
the increasing size of the basis sets. Correlation consistent basis sets are de-
signed such that the functions which contribute similar amount of correlation
energy are grouped. For instance, 2d- and 1f -functions contribute almost the
same correlation energy individually, therefore they belong to the same group.
In this way, Dunning correlation-consistent polarized valence X-zeta basis sets
are constructed that are denoted by cc-pVXZ where X=D, T, Q, 5, 6, 7. For in-
stance, cc-pVDZ, cc-pVTZ and cc-pVQZ for C atom are composed of 3s2p1d,
4s3p2d1f and 5s4p3d2f1g contracted Gaussian functions respectively. These ba-
sis sets can also be augmented by adding one diffuse function having a small
exponent for every angular momentum present in the basis. The augmented
version of cc-pVDZ is denoted as aug-cc-pVDZ and it has s,p,d diffuse func-
tions. Augmented basis sets are useful for explaining weakly bound systems.
Furthermore, if core electrons are not kept frozen then core correlation can be
modeled with cc-pCVXZ or aug-cc-pCVXZ basis sets where ”C” denotes core
correlation. Another useful feature of these basis sets is that they converge
smoothly towards the complete (infinite) basis set limit. Similarly, polarization
consistent basis sets are also constructed and reported to converge much faster
than the correlation consistent basis sets [38].
2.7 Harmonic frequency calculations
The main goal of the DFT computations in this thesis is to predict the vibra-
tional frequencies of the systems in the ground state. This requires the ge-
ometry optimization meaning finding the stationary points on the molecular
potential energy surface and then locating the minimum. This type of method
requires the calculation of the potential energy surface gradients either using
analytical or numerical derivatives.
The vibrational frequency ν˜ (in cm–1) of a diatomic molecule can be calculated
according to the harmonic approximation
ν˜ =
1
2pic
√
k
μ
(2.25)
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where μ is the reduced mass, k is the linear force constant for the vibration and
c is the velocity of light. By generalizing this relation the vibrational frequen-
cies can be calculated for a polyatomic molecule. On the right hand side of
this relation the force constant k is the only unknown parameter. Harmonic ap-
proximation assumes that the restoring force generated as the molecular bond
is stretched follows Hooke’s law. For a true Hooke’s law spring, the second
derivative of the molecular potential is equal to the force constant k for all val-
ues of the internal coordinates. Due to this approximation the molecular po-
tential has an exact parabolic shape. When the potential energy surface (PES)
is approximated by a parabola, the vibrational motion resembles a harmonic
oscillator.
To calculate the force constants that belong to the vibrational modes in a poly-
atomic molecule, the second derivatives of the potential function are evaluated
with respect to the internal coordinates. The matrix with the second derivatives
or the force constant matrix is called the Hessian. The Hessian is important
for geometry optimization, finding the stationary points as minima, transition
states, and for computing IR spectra. This Hessian needs to be diagonalized in
order to determine the normal mode frequencies of a molecule, i.e., the direc-
tions and frequencies of the atomic motions. Mass-weighting (the effect of the
masses of the atoms) the force constants provides the vibrational frequencies
from this relation (Equation 2.25).
Vibrational frequencies are useful to obtain IR spectra, to check stationary
points on the PES, and to calculate zero point energies. Computed IR fre-
quencies are typically higher than the fundamental transitions observed
experimentally, that is then brought into reasonable agreement by multiplying
them by an empirical scaling factor, commonly about 0.9 [39, 40]. The sources
of this disagreement are the neglect of anharmonicity effects, inaccuracy of
electron correlation and the use of finite basis sets in the theoretical treatment.
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Chapter3
IR ion spectroscopic characterization
of the [Cu(II/I)(cyclam)] and
[(2,2’-bipyridine)Cu(II/I)] redox pairs
3.1 Abstract
We report fingerprint IR spectra of mass-isolated gaseous coordina-tion complexes of 2,2′-bipyridine (bpy) and 1,4,8,11-tetra-azacyclo-
tetradecane (cyclam) with a copper ion in its I and II oxidation states.
Experiments are carried out in a quadrupole ion trap (QIT) mass spectrometer
coupled to the FELIX infrared free-electron laser. Dications are prepared using
electrospray ionization (ESI), while monocations are generated by charge
reduction of the dication using electron transfer-reduction (ETR) in the QIT.
Interestingly, [Cu(bpy)2]+ can also be generated directly using ESI, so that its
geometry as produced from ETR and from ESI can be compared. The effects
of charge reduction on the IR spectra are investigated by comparing the exper-
imental spectra with IR spectra modelled by density functional theory (DFT).
Reduction of Cu(II) to the closed-shell Cu(I) ion retains the square-planar
geometry of the Cu-cyclam complex. In contrast, for the bis-bpy complex
with Cu, charge reduction induces a conversion from a near square-planar to
a tetrahedral geometry. The geometry for [Cu(bpy)2]+ is identical to that for
"Reproduced with permission from Musleh Uddin Munshi, Jonathan Martens, Giel Berden and Jos Oomens, J.
Phys. Chem. A 2019, 123, 19, 4149-4157. Copyright 2019 American Chemical Society."
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the complex generated directly from ESI as a native structure, which indicates
that the ETR product ion thermalizes. For [Cu(cyclam)]+, however, the square-
planar geometry of the 2+ complex is retained upon charge reduction, despite
a (distorted) tetrahedral geometry being predicted to be lower in energy. These
differences are attributed to different barriers to rearrangement.
3.2 Introduction
Wavelength tunable infrared lasers coupled with various ion storage mass
spectrometers have become invaluable instruments in ion chemistry [1–8]. Ion
spectroscopy has enabled the routine recording of IR spectra of mass-selected
ions, from which accurate structural information can be derived. Quadrupole
ion trap (QIT) mass spectrometers form versatile platforms for ion spec-
troscopy offering multistage ion chemistry manipulation and analyses, such
as collision induced dissociation (CID). Our group has recently constructed an
ion spectroscopy platform [9] that allows for the spectroscopic investigation
of product ions from ion/ion reactions [10–13]. These include product ions
of electron transfer dissociation (ETD) [14–16], but also of electron transfer
reduction (ETR) [17], i.e., charge reduction without further dissociation, some-
times dubbed ETnoD. We recently demonstrated that the geometry of the
Ni(cyclam) coordination complex remains the same and intact (trans-III, see
Figure 3.1) upon gas-phase charge reduction of Ni2+(cyclam) to Ni+(cyclam).
Both members of this redox pair were spectroscopically probed in complete
isolation employing IR ion spectroscopy and structural characterization was
aided by DFT calculations.
Here we further investigate this method to spectroscopically probe the two
members of metal-ligand redox pairs. For the present study, we choose the
Cu(II/I) ion as metal center. Depending on the nature of the ligand, copper has
the interesting property that both members of the redox pair can be generated
directly by electrospray ionization (ESI), in contrast to most other 1st row tran-
sition metals. This enables us to compare spectra of 1+ coordination complexes
generated both by ESI directly and by gas-phase ETR from the 2+ complex. In
the choice of ligands, we have opted for a cyclic (cyclam) as well as a non-cyclic
(bpy) ligand; both ligands form tetradentate coordination complexes with Cu,
bpy as a bis-complex and cyclam as a mono-complex. The complexation of
cyclam with transition metal ions has been studied [18], but relatively little
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Figure 3.1. The Cu(bpy)2 complex (left) and five diastereomers of the coordination com-
plex of Cu and cyclam. The Cahn-Ingold-Perlog R/S chirality of each of the nitrogen
centers is indicated in the order 1,4,8,11 (atom numbering indicated for trans-I)
information is available about the coordination in the gas phase. Note that al-
though the isolated cyclam molecule is not chiral, coordination of the nitrogen
atoms to a metal center induces stereoisomerism. Five distinct diastereomers
referred to as trans-I through trans-V are possible relating to the relative orien-
tation of the four N-H bonds, see Figure 3.1. In the next chapter, we have shown
that complexes of Ni(II) and Ni(I) with cyclam form only the trans-III diastere-
omer, which is consistent with the solution stereochemistry for Ni(II)-cyclam,
although trans-I and trans-III were reported to coexist in solution [18].
Macrocyclic saturated tetra-amines generally have high affinity to form stable
metal-ligand coordination complexes in solution [19, 20]. In particular, cyclam
is known to form square-planar tetradentate complexes with Co(II), Ni(II) and
Cu(II). Changes in the length of the alkyl chains connecting the N-atoms affect
the structure and the spin state of the complexes in solution [21, 22] and in the
solid state [22], which is ascribed to steric hindrance effects as confirmed by
UV-Vis absorption spectroscopy in solution [23]. Methyl derivatives of cyclam
(e.g., 5,7,7,12,14,14-hexamethyl-1,4,8,11-tetra-azacyclotetradecane) have also
been reported to form stable complexes with Cu(II) [19] and coordination of
N-tetra-alkylated cyclam ligands with 3d transition metals have been reported
to form trans-I complexes in solution [24]. From a broader perspective, a sig-
nificant fraction of enzymes possesses a metal ion as a cofactor at their active
site, and their catalytic action often involves shuttling between oxidation states
of the metal ion [25, 26]. Copper containing proteins are abundant, including
for instance Cytochrome oxidase, Laccase oxidases, superoxidedismutases,
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di-oxygenases, nitrite reductase, and N2O reductase. Model metal-peptide
complexes have been studied extensively [27, 28] in the gas-phase, including
studies employing ion spectroscopy [29–31]. For example, both Ni(II) and
Cu(II) have been shown to form low-spin square-planar geometries with
tetraglycine having structures that are very similar to each other [30].
In both oxidation states, Cu ions have similar ionic radii: 0.74 Å for Cu(I) versus
0.71 Å for Cu(II) in a four-coordination environment, where they form tetrahe-
dral and square-planar coordination geometries, respectively [19, 32]. Intrinsi-
cally, the main distinction between Cu(II) and Cu(I) is the d9 electronic configu-
ration of the former versus the closed-shell d10 configuration of the latter. Jahn-
Teller distortion in Cu(II) complexes induces axial elongation of octahedral ge-
ometries forming square-pyramidal or square-planar geometries whereas Cu(I)
shows structural flexibility taking advantage of the low charge [33, 34].
3.3 Experimental
Experiments have been carried out in a modified QIT MS (Bruker AmaZon
Speed ETD, Bremen, Germany) that has been described in detail elsewhere [9,
35]. The modifications mainly involve optical access to the trapped ion cloud
enabling us to record IR multiple-photon dissociation (IRMPD) spectra of mass
isolated ions.
Coordination complexes of Cu2+ with the tetradentate cyclam ligand as well
as the bis-complex with bpy ([Cu(cyclam)]2+ and Cu2+(bpy)2) were generated
via electrospray ionization (ESI), using equimolar solutions (1 μM) of CuSO4
and cyclam or bpy in 1:1 MeOH:H2O. The singly charged [Cu(cyclam)]+ and
Cu+(bpy)2 were generated by charge reduction using the electron transfer dis-
sociation (ETD) option of the QIT MS. The fluoranthene radical anion acts as
a reducing agent in an ion-ion reaction with the mass-isolated dicationic com-
plexes inside the ion trap. The fluoranthene radical anions are produced in a
negative chemical ionization source [35, 36] and transferred to the trap, where
they undergo the electron transfer reaction. A reaction time of approximately
200-250 ms is found to yield the maximum number of charge-reduced ions
for these complexes, while minimizing the number of ETD induced fragment
ions. Singly charged Cu(bpy)2 complexes were also produced directly from the
ESI source (even when using a Cu(II) salt, which is not uncommon [37]), but
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this was not possible for cyclam. We qualitatively attribute this difference to
hard/soft acid/base (HSAB) effects [38], where the Cu+ ion, a soft Lewis acid,
coordinates more favorably with the soft Lewis basic pyridine N-atoms of bpy
than with the hard Lewis-basic alkyl-amine N-atoms of cyclam.
We also investigate IRMPD spectra of [Cu(cyclam)]2+ ions recorded in a Fourier
Transform Ion Cyclotron Resonance (FTICR) MS, which has been described in
detail elsewhere [2, 39]. For this instrument, solutions of approximately 1 mM
cyclam with Cu2+ in a 1:1 MeOH:H2O were used. An advantage of the FT-
ICR MS is that no helium buffer gas is used inside the ICR cell, which avoids
collisional cooling of the complexes during IR activation by the FEL, leading to
more efficient IRMPD (especially important for strongly bound complexes) and
thus revealing additional weaker features in the IR spectra that escape observa-
tion in the QIT MS [9]. The FTICR MS instrument does not have the possibility
to charge-reduce the dications, so that IR spectra of [Cu(cyclam)]+ cannot be
recorded on this setup.
In order to record the IRMPD spectra in the range from 500 to 1700 cm–1 in
the QIT MS, mass-selected (m/z) ions are irradiated with 4 to 20 macropulses
from the free electron laser FELIX [9]. About 6 μs long macropulses have en-
ergies up to 100 mJ and are produced at a 10 Hz repetition rate. When the IR
frequency of the laser matches one of the vibrational absorption frequencies
of the trapped ions, multiple photons are absorbed, increasing the internal en-
ergy of the ions and leading to unimolecular dissociation commonly via the
minimum energy channel. A series of mass spectra is saved while varying the
IR wavelength, so that an IR spectrum can be reconstructed by plotting the
fragmentation yield (yield=∑(fragment ions)/∑(precursor + fragment ions)) at
each laser wavelength [1, 40]. Mass spectra are taken at every 3 cm–1 step of
the laser frequency with 3 to 6 averages. The fragmentation yield is corrected
linearly for the frequency dependent laser pulse energy and the frequencies are
calibrated using a grating spectrometer.
The IRMPD experiment in the FTICR MS proceeds in an analogous fashion,
however, the ions are additionally irradiated for 20 ms by the output of a
continuous-wave CO2-laser (10.6 μm, 30 W) directly after each FEL pulse to
enhance the extent of dissociation [41].
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3.4 Theoretical modeling
Quantum-chemical calculations are performed using density functional theory
(DFT) to assist in structural and vibrational normal mode assignments using
the Gaussian 09 revision D01 code [42]. B3LYP [43–45] and UB3LYP levels of
theory are employed for closed-shell (Cu+) and open-shell (Cu2+) systems, re-
spectively. The 6-31++G(d,p) basis set was used on all atoms including the Cu
atom. No symmetry constraints are imposed. Cu2+ complexes have doublet
multiplicity and spin contamination was negligible for these systems. Single-
point MP2/6-311+G(d,p) calculations were performed on the optimized B3LYP
geometries to refine relative energies.
Harmonic IR frequencies are computed for the optimized geometries and the
frequencies are scaled by a factor of 0.975, which was reported to give the
best match for various IRMPD spectra [14, 46], including those of Ni-cyclam
ions [17], to compensate for anharmonicity and basis set incompleteness.
Computed IR frequencies are convoluted with a 15 cm–1 full-width at half-
maximum (FWHM) Gaussian line shape function for direct comparison with
experimental spectra.
3.5 Results and discussion
3.5.1 Mass spectra of the [Cu(bpy)2]2+/+ redox pair
Figure 3.2a shows the ESI mass spectrum of doubly charged [Cu(bpy)2]2+
ion. The isotope pattern with the main peak at m/z 187.5 in the inset (b) is in
agreement with the charge and stoichiometry of this complex. The ion at m/z
265.5 is attributed to the [Cu(bpy)3]2+ complex. In addition, the singly charged
[Cu(bpy)2]+ ion is also observed in the MS, confirmed by its characteristic
isotope pattern at m/z 375 (values are given for the monoisotopic peak, see
panel c). In panel d, the [63Cu(bpy)2]2+ ion is mass-isolated and used for (i)
IRMPD spectroscopic measurements and (ii) charge reduction by ETR.
The IRMPD spectrum of the isolated [Cu(bpy)2]2+ (Figure 3.2a) is recorded
monitoring the IR-induced photo-fragments at m/z 157, corresponding to pro-
tonated bpy. The complementary ion appears at m/z 236 as a water adduct,
[Cu(bpy – H)(H2O)]+, due to the relatively high background pressure in the
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Figure 3.2. (a) The ESI mass spectrum generated from a solution containing bpy and
copper(II) sulfate, (b) the isotope distribution of the [Cu(bpy)2]2+ ion with the 63Cu
monoisotopic peak at m/z 187.5 and (c) [63Cu(bpy)2]+ with its monoisotopic peak at m/z
375 . (d) Isotope-selective mass isolation of the [63Cu(bpy)2]2+ ion. (e) ETR reaction
of isolated monoisotopic [Cu(bpy)2]2+, which generates a mass peak corresponding to
the formation of [Cu(bpy)2]+ ion at m/z 375. ETR induced fragments are also observed:
[Cu(bpy)]+ at m/z 219 and the water adduct of this ion at m/z 237. (f) Isolation of the
charge-reduced [Cu(bpy)2]+ ion (m/z 375) from the ETR mass spectrum (path-1) and
from direct ESI MS (path-2). Members of the redox pair are indicated with a black star
(d, f).
QIT. In addition, the [Cu(bpy)]+ ion is also produced at m/z 219 by loss of a
neutral bpy unit. These [Cu(bpy)]+ ions also form water adducts (m/z 237).
In a separate experiment, charge-reduced [Cu(bpy)2]+ ions are generated by
charge reduction of the mass-isolated dication at m/z 187.5 using ETR (Fig-
ure 3.2e). In addition to the ETR product ion at m/z 375, ETR-induced frag-
ments are also observed (m/z 219 and 237) due to the energy released in the
charge recombination (electron transfer dissociation, ETD) [17, 35, 47]. The in-
tact charge-reduced ions are mass isolated (Figure 3.2f, path 1) to record their
IRMPD spectrum, shown in Figure 3.2b. The same charge-reduced ions are
also isolated directly from the ESI MS (Figure 3.2f, path 2) and their IRMPD
spectrum was recorded separately (Figure 3.2c). During the IRMPD scan of the
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Figure 3.3. IRMPD spectra (magenta trace) of (A) [Cu(bpy)2]2+ and (B) [Cu(bpy)2]+
generated using ETR and (C) [Cu(bpy)2]+ generated directly from ESI. The cyan traces
represent spectra obtained with a Cu(I) salt in the ESI solution, the magenta traces are
obtained with a Cu(II) salt. IRMPD spectra of [Cu(bpy)2]+ from all three sources appear
to be identical (B, C). Both ions were irradiated with 4 macro pulses of the FEL. IRMPD
spectra are overlaid with the theoretical IR spectra (black traces) for comparison. Hori-
zontal dotted line indicates an apparent IRMPD cut-off [9, 17, 48, 49].
[Cu(bpy)2]+ ions formed either via path 1 or 2, IR-induced photo-fragments
are formed at m/z 219 and 237, consistent with the collision-induced dissocia-
tion and ETD product ions (Figure 3.2e).
3.5.2 IR spectra and structural assignments
The experimental IRMPD spectra of [Cu(bpy)2]+ obtained from ETR and from
ESI directly as well as that of [Cu(bpy)2]2+ are shown in Figure 3.3. Experi-
mental spectra are compared with theoretical linear IR spectra (black traces)
of the two members of the redox pair. Panel a shows IRMPD spectra of the
doubly-charged [Cu(bpy)2]2+ ion using ESI solutions containing either a Cu(II)
or a Cu (I) salt (CuSO4 or Cu[acetate]); the two spectra are nearly identical.
Panel b shows the IRMPD spectrum of the charge-reduced ion, where the ions
are generated from the dication using ETR (path 1 in Figure 3.2). In panel c,
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the IRMPD spectrum of the same singly-charged ion is shown, but now iso-
lated directly from the ESI MS (path 2 in Figure 3.2); both Cu(II) and Cu(I) salts
were used again, but only insignificant differences in the resulting spectra were
observed. Moreover, the IRMPD spectra of the charge reduced ions in panels
b and c are nearly identical, which indicates that the coordination geometries
are the same whether the ion is generated through gas-phase charge reduction
from the dication or directly extracted as a 1+ ion from the ion source.
The IR spectra for the singly and doubly charged ions are relatively similar ex-
cept for an additional IR band at 1020 cm–1 for the dication. Also, slight shifts
in the IR band positions are observed, which suggests small differences in the
structures of the mono- and di-cations. Theoretical spectra reasonably repro-
duce all observed IRMPD bands for both members of the redox pair in terms of
their band position; relative intensities are also in reasonable agreement. The
optimized geometries confirm the tetradentate coordination to the metal cen-
ter and are best characterized as distorted square-planar for the dication and
tetrahedral for the monocation (vide infra).
The dominant IRMPD band for the dication is observed at 764 cm–1, as cor-
rectly predicted by the computation at 766 cm–1, and has primarily C-H out of
plane bending character. The band observed at 1020 cm–1, which is diagnostic
for the dication, is correctly predicted at 1019 cm–1 and is attributed to bpy ring
breathing coupled with Cu-N stretching. The band observed and predicted at
1167 cm–1 is due to C-H in-plane bending. The low-intensity IRMPD band at
1307 cm–1 is slightly blue-shifted in the calculation at 1319 cm–1 and has com-
bined bpy ring stretching, C-H in-plane bending, and N-Cu-N bending charac-
ter. The IR bands observed between 1400 and 1500 cm–1 are also well predicted
and are due to C-C, C-N stretch of the bpy ring with C-H in-plane bending.
The highest-frequency bands observed close to 1600 cm–1 are predominantly
due to ring CC and NC stretching, typical for nitrogen heterocyclic species.
Generally, the observed intensities are in good overall agreement with the pre-
diction, although theory predicts additional low-intensity bands that are not
observed in the experiment for the dication. Even at higher FEL pulse ener-
gies, no additional bands were observed in the 1000 – 1400 cm–1 range (see Ap-
pendix B Figure B.1). The relatively high buffer gas pressure of about 10–3 mbar
in the QIT MS results in collisional deactivation during the IR multiple-photon
excitation process, reducing the IRMPD efficiency for IR transitions with small
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Figure 3.4. Computed structures of (a) [Cu(bpy)2]2+ as distorted square-planar coordi-
nation and (b) [Cu(bpy)2]+ as tetrahedral coordination.
absorption cross section [9, 48]. The effect is particularly noticeable for the di-
cation, because of its higher dissociation threshold as compared to the mono-
cation. Experimental bond dissociation energies for the loss of a bpy unit from
singly-charged M(bpy)2+ were reported by Rodgers and co-workers [50–52] as
2.81 eV for Ni, 2.46 eV for Cu, and 2.33 eV for Zn. Our theoretical value of
2.43 eV for [Cu(bpy)2]+ is in good agreement, which gives confidence in the
computed value for the dication of 5.27 eV.
In Figure 3.3b, the observed IRMPD spectrum for the monocation is seen to
agree well with the theoretical spectrum, with the only exception being the
deviation in the intensity of the band at 1155 cm–1. The band assignments
in the range from 1400 to 1700 cm–1 are analogous to those for the dication
discussed above; bands in this region are mostly due to bpy ring vibrations
and CH in-plane bending. Similar also to the dication, the dominant IRMPD
band at 754 cm–1 is due to C-H out-of-plane bending. A red-shift of about 10
cm–1 is observed with respect to the dication. A similar 10 cm–1 red-shift is
observed for the IRMPD band at 1157 cm–1, predicted also at 1157 cm–1, due to
C-H in-plane bending. The band at 1307 cm–1 (C-H in-plane-bending) remains
unshifted as compared to the dication.
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Figure 3.4 shows the optimized geometries of the two members of the Cu-bpy
redox pair. The excellent agreement between the observed IR spectra and the
computed ones allows a clear assignment of these structures. The geometry of
the dication changes from distorted square-planar to tetrahedral upon charge
reduction. Distortion from a pure square-planar configuration in the dication
is likely due to steric repulsion between the two ligands. The tetrahedral con-
figuration is indeed expected for the closed-shell Cu(I) ion. These observations
indicate that thermalization of the monocation occurs after ETR inside the trap.
Despite the available energy from the ETR reaction [17, 35, 47], the monocation
adopts its minimum energy structure and retains its tetradentate coordination,
likely due to helium buffer gas cooling over the 200 - 250 ms duration of the
ETR-reaction.
The geometry-change upon charge reduction involves the change of the angle
between the bpy ligands, in association with an increase of the average coor-
dination bond-lengths from 2.00 to 2.07 Å and intra-ligand angles (105.3◦ to
125.8◦), while the ligand-bite angle (of the bpy moiety) is slightly decreased
from 82◦ to 80◦ upon charge reduction (see Figure 3.4).
3.5.3 Mass spectra of the [Cu(II/I)(cyclam)] redox pair
Figure 3.5 shows the mass spectrum obtained by ESI of a solution containing a
Cu(II) salt and the macrocycle cyclam (1,4,8,11-tetra-azacyclotetradecane). The
[63Cu(cyclam)]2+ isotopomer is observed at m/z 131.5 (see panel a and the zoom
in panel b). This ion is mass-isolated in panel c for (i) charge reduction and (ii)
recording of its IRMPD spectrum as a 2+ species. The charge reduction of this
ion by ETR forms the [63Cu(cyclam)]+ ion at m/z 263 as indicated by the as-
terisk in panel d. In addition to charge reduction, ETR of [Cu(cyclam)]2+ ions
also leads to ligand deprotonation forming net singly charged ions as well, a
process that is known from common application of ETD in protein sequenc-
ing [11, 12, 47, 53]. In fact, in the present experiment, the MS/MS product ion
resulting from ligand deprotonation (m/z 262) is the dominant ion in the MS (d,
e). Note that the capability of the QIT MS to isolate a single Cu isotope of the
2+ precursor ion complex enables us to distinguish the one-electron reduction
product from the deprotonation product [17] (e). Note also that in this case, we
cannot generate the 1+ ion from the ESI directly, as was the case for the bis-bpy
complex. Also using a Cu(I) salt did not yield any appreciable amount of the
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Figure 3.5. QIT ESI MS of a copper/cyclam solution (a) showing the [63Cu(cyclam)]2+
(m/z 131.5), with the isotope distribution of [Cu(cyclam)]2+ zoomed-in on in panel b.
Isotope-selective mass isolation of the [63Cu(cyclam)]2+ ion is shown in panel c. ETR
of isolated monoisotopic [Cu(cyclam)]2+ in panel d shows the formation of the intact
charge-reduced [63Cu(cyclam)]+ (m/z 263), with ETR induced fragments at m/z 262, 261,
258 attributed to the H, 2H, and 4H atom loss products, respectively (zoom in panel e).
Members of the redox pair are indicated with blue stars.
1+ coordination complex, so that the gas-phase ETR process is the only way to
access the reduced form of the Cu(cyclam) complex.
3.5.4 IR spectra and structural assignments
The complexes of Cu and cyclam can adopt different diastereomeric forms
as shown in Figure 3.1. Relative computed energies for these structures are
listed in Table 3.1. Single-point MP2/6-311+G(d,p) energies calculated at the
B3LYP optimized geometries agree well with the energy ordering predicted by
B3LYP/6-31++G(d,p) for the doubly charged complex. For the singly charged
complex, the trans-I and trans-III structures are somewhat higher in energy rel-
ative to the trans-V minimum at the MP2 level as compared to the B3LYP level,
and their relative ordering is reversed, although this is only a marginal differ-
ence. In the following discussion, we shall use the B3LYP energies.
In Figure 3.6, infrared spectra for the [Cu(cyclam)]2+ ion and the charge re-
duced [Cu(cyclam)]+ ion are shown for comparison in the range of 500 to 1750
cm–1. Both spectra share common features, although sensitive shifts of the vi-
brational bands are observed, indicating that IR spectra are diagnostic for both
species. Comparison with calculated spectra allows us to assign the vibrational
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Table 3.1. Computed relative energies for the different diastereomeric complexes of
[Cu(cyclam)]2+/+ in kJ mol–1 at the B3LYP/6-31++G(d,p) and single-point MP2/6-
311+G(d,p) levels.
B3LYP/6-31++G(d,p) sp-MP2/6-311+G(d,p)
Isomers Cu2+ Cu+ Cu2+ Cu+
trans-I 10.8 3.1 6.2 14.4
trans-II 39.6 26.3 31.0 29.5
trans-III 0 1.5 0 16.9
trans-IV 68.2 50.6 67.0 55.2
trans-V 33.7 0 30.2 0
normal modes and to derive which out of five possible isomers (see Figure 3.1)
are present in the experiments for each member of the redox pair (vide infra).
[Cu(cyclam)]2+
For the [Cu(cyclam)]2+ ion, trans-III is the minimum energy isomer (Figure 3.6)
and the calculated harmonic IR spectrum indeed reproduces the experimen-
tal IR bands accurately. The next higher-energy isomer (+10.8 kJ mol–1) is the
trans-I isomer, whose theoretical IR spectrum matches well with nearly all ex-
perimental bands, although the overall width of the intense unresolved feature
near 1000 cm–1 is slightly better reproduced by the global minimum energy
structure. The remaining diastereomers trans-II, trans-IV and trans-V are at
least 30 kJ mol–1 higher in energy. Moreover, their computed spectra deviate
more significantly from the experimental spectrum, particularly in the ranges
750 – 950 cm–1 and 1150 – 1350 cm–1, where several weaker bands (though
probably not below the observation threshold) are predicted but not observed
experimentally.
We assign the vibrational normal modes for the dication [Cu(cyclam)]2+ on the
basis of the computed spectrum for the global minimum trans-III isomer. The
high frequency bands between 1400 and 1500 cm–1 are attributed to the CH2
and NH bending vibrations. The most intense feature centered at 1019 cm–1
is relatively broad and accomodates multiple unresolved transitions, in par-
ticular, the CN and CC stretching modes as well as NH rocking modes. The
low-intensity IRMPD bands at 1300 cm–1 and 878 cm–1, which remain unob-
served in the QIT MS (see Figure 3.6) presumably due to collisional deactiva-
tion [9, 17, 48], correspond to predicted bands at 1320 and 868 cm–1, respec-
tively, which are due to CH2 twist and CH2 rocking vibrations.
[Cu(cyclam)]+
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Figure 3.6. IRMPD spectrum of [Cu(cyclam)]2+ recorded in QIT (blue trace in the top
left panel), and in the FTICR (magenta trace; left panels) and of the charge reduced
[Cu(cyclam)]+ ion recorded in the QIT (magenta trace in the right panels). IRMPD
spectra are overlaid with the theoretical IR spectra computed for the five diastereomers
shown in Figure 3.1. Relative Gibbs free energies in kJ mol–1 are given inset. trans-III
is the minumum energy structure for the dication, while trans-V is the lowest for the
monocation, although trans-III is nearly isoenergetic for the 1+ species. All optimized
structures are shown in Appendix B Figure B.2.
The IRMPD spectrum of the [Cu(cyclam)]+ ion is dominated by three intense
bands near 1070, 1422 and 1457 cm–1 as well as some lower-intensity bands
at 822, 928 and 1340 cm–1 (see panels on the right in Figure 3.6). The trans-V
isomer is the lowest-energy isomer for the complex in this charge state and its
theoretical IR spectrum reproduces all features in the experimental spectrum,
except for predicted bands at 1167 cm–1 and 970 cm–1 which are not observed;
admittedly, these bands are relatively weak and could be below an IRMPD
cut-off. The next higher-energy isomer, trans-III, lies at only +1.5 kJ mol–1. Its
predicted IR spectrum matches well with the experimental one, even if no or
only a very low cut-off is assumed, in agreement with the low dissociation
threshold of this species. A small deviation is observed in the splitting of the
weak bands just above 900 cm–1, which is slightly larger in the computation
86
3.5. Results and discussion
than in the experiment. One may therefore argue that the silent range between
1100 and 1400 cm–1 is predicted better by trans-III than by trans-V. Based on the
calculated spectrum for trans-III, we attribute the bands at 822 and 928 cm–1 to
CH2 rocking modes. The highest frequency band at 1422 and 1457 cm–1 is due
to coupled CH2 bending and NH bending. The low-intensity band at 1340 cm–1
is due to CH2 wagging.
The next higher-energy isomer is trans-I at +3.1 kJ mol–1, which features two
IR bands between 1200 and 1300 cm–1 in its predicted spectrum that are absent
in the experiment. Also the remaining isomers, which are substantially higher
in energy (> 25 kJ mol–1), have predicted IR spectra that clearly deviate from
the experiment. These diastereomers can safely be excluded to occur in the ion
population.
In conclusion, for the dication complex, we assign the trans-III isomer. The ex-
periments suggest that charge reduction of this species in the trap retains the
stereoisomerism, so that the 1+ complex is also in the trans-III form, although
a contribution from the trans-V form cannot be entirely excluded. Isomeriza-
tion to trans-V would involve the breaking of two Cu–N coordination bonds
to allow for inversion of the respective amine groups, followed by restoration
of the coordination bonds. We suspect that the energy cost of breaking the
coordination bonds is too high, so that this isomerization does not occur. We
speculate that although the charge recombination process may release a sig-
nificant amount of energy virtually instantaneously, subsequent cooling by the
buffer gas inside the trap outcompetes possible isomerization.
3.5.5 Structural trend upon charge reduction
Figure 3.7 summarizes the relevant structural parameters of the two members
of the Cu[cyclam] redox-pair. Based on the good agreement between theoreti-
cal and experimental IR spectra, the isomeric form of the ligands can be confi-
dently determined down to one or two diastereomers. From this assignment,
we infer that isomerization is unlikely upon charge reduction of the gaseous
[Cu(cyclam)]2+ inside the QIT MS.
In the dicationic complexes, copper has a 3d9 electron configuration, while after
charge reduction the 3d-shell is filled (3d10). One expects that the nature of the
binding changes from orbital interaction driven to merely electrostatic binding
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Figure 3.7. DFT computed minimum energy structures of (a) the trans-III isomer of
[Cu(cyclam)]2+, (b) the trans-III and c) trans-V isomers of [Cu(cyclam)]+. The four ni-
trogen atoms of the cyclam ligand scaffold remain square planar of the trans-III isomer
for both the dication and monocation, whereas a distorted tetrahedral coordination is
possible for the trans-V isomer.
Table 3.2. Mean bond distances (in Å) from the DFT-optimized minimum-energy con-
formers of the reduced and oxidized ions of [Ni/Cu(cyclam)]. Parenthesized values are
the standard deviations
trans-III trans-III trans-V
Ni2+-N Ni+-N Cu2+-N Cu+-N Cu+-N
1.98 (0) 2.10 (0) 2.06 (0.01) 2.17 (0) 2.07 (0) and 2.19 (0)
with ligand field effects being minimized [33]. Indeed, for the Cu(bpy)2 com-
plexes, this is reflected in the conversion of the nearly square-planar coordina-
tion of the Cu2+ center to a tetrahedral coordination around the closed-shell
Cu1+ metal center. However, for the Cu(cyclam) complex, charge-reduction
leads merely to a slight increase of the Cu–N bond lengths, but conversion to a
tetrahedral geometry is not observed in the computed structure for the trans-III
isomer (see Figure 3.7). We attribute this to strain in the macrocycle scaffold
imposed by the relative orientations of the NH groups. In the trans-III iso-
mer, two pairs of adjacent NH groups have the same orientation with respect
to the plane of the complex; in the trans-V isomer, two opposite NH groups
have the same orientation and this allows for a coordination geometry closer
to tetrahedral (see Figure 3.7). Point to note, trans-V has a distorted tetrahedral
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conformer where the space diagonal nitrogen pair has unequal distances (di-
agonal NN): 3.82 Å versus 4.08 Å and angles (diagonal ∠NCuN): 121.4◦ versus
162.2◦ respectively while having the copper ion in the middle (see Figure 3.7) of
both diagonal distances. Indeed, the trans-V isomer is computed to be lowest in
energy. The spectroscopic data presented in Figure 3.6 suggest, however, that
conversion to the trans-V isomer, and hence to tetrahedral coordination, is not
achieved for Cu(cyclam), likely because of the high energetic barriers involved
in the breaking of the Cu–N coordination bonds.
An interesting observation is that Ni+(cyclam) and Cu2+(cyclam) are isoelec-
tronic, both metal ions possessing a 3d9 electronic configuration. Since the ionic
radius decreases from left to right in the periodic table, we indeed observe that
the metal-ligand bond distance (Mn+—N) decreases by 0.04 Å for Cu2+(cyclam)
relative to Ni+(cyclam), see Table 3.2 [17]. On the other hand, upon charge re-
duction, the metal-ligand bond distance increases significantly for both metal
ions. UV absorption spectroscopy and electrochemical study in solution sug-
gested that the Cu(II) ion is bigger than Ni(II) [23, 25]. The same is true for the
gas-phase where the metal-ligand distance increases for Cu2+(cyclam) relative
to Ni2+(cyclam).
3.6 Conclusion
Two copper ligand complexes were spectroscopically investigated in both their
1+ and 2+ charge states to gain further insight in gaseous electron transfer
reduction of transition-metal ligand complexes and characterization of both
members of the redox pair by IRMPD spectroscopy. The [Cu(bpy)2]+ ion was
generated from its mass-isolated oxidized counterpart, the [Cu(bpy)2]2+ ion.
The identical 1+ ion was also generated directly from the ESI source. IRMPD
spectra of the singly-charged [Cu(bpy)2]+ ion were found to be virtually iden-
tical irrespective of the source of the ions. This indicates that charge reduction
in the gas phase by ETR can be followed by rapid thermalization, removing the
energy released by the exothermic ETR reaction and allowing the 1+ complex
to adopt its minimum-energy tetrahedral coordination geometry. The conver-
sion from square-planar to tetrahedral coordination is indeed what is expected
upon reduction of the metal center from d9 to d10. Note that the distortion from
the ideal square-planar geometry for the [Cu(bpy)2]2+ ion is due to the steric
repulsion of CH groups on the two bpy moieties.
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The singly-charged [Cu(bpy)2]+ ion is not formed by ESI, on account of the
alkylamine nitrogens being harder Lewis bases than the pyridine nitrogens
(and Cu+ being a soft Lewis acid). The singly-charged [Cu(cyclam)]+ ion can
therefore only be accessed by charge reduction of the mass-isolated dication,
which uniquely allows us to record the IRMPD spectra of both members of
the [Cu(cyclam)]2+/+ redox pair. Theoretical investigations indicate that the
minimum-energy isomers (diastereomers) for both charge states are different
in the gas-phase. However, comparison of theoretical results with the exper-
iment suggests that isomerization is unlikely to occur upon charge reduction
of the [Cu(cyclam)]2+ ion. In contrast to the Cu(bpy)2 system, the barrier to
rearrangement is expected to be much higher as it necessarily involves a tem-
porary detachment of coordination bonds. Hence, we conclude that the ETR
process in the QIT MS leaves the cyclam ligand intact and its coordination to
the copper center unchanged. This is another indication of rapid thermaliza-
tion of the energy deposited into the system by the exothermic recombination
reaction, attributed to collisional quenching with the helium buffer gas in the
trap.
Finally, DFT is capable of identifying the structural changes and accurately ex-
plaining the structural trend for such complexes. ETR using the ETD-option of
the QIT MS combined with FEL-based IRMPD spectroscopy provides an inter-
esting “gas-phase test tube” for probing redox reactions under isolated condi-
tions.
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Chapter4
Preparation of labile Ni(I)(cyclam)
cations in the gas phase using
electron-transfer reduction of
Ni(II)(cyclam)
4.1 Abstract
Gas-phase ion chemistry methods that capture and characterize the degreeof activation of small molecules in the active sites of homogeneous cat-
alysts form a powerful new tool to unravel how ligand environments affect
reactivity. A key roadblock in this development, however, is the ability to
generate the fragile metal oxidation states that are essential for catalytic activ-
ity. Here we demonstrate the preparation of the key Ni(I) center in the widely
used cyclam scaffold using ion-ion recombination as a gas-phase alternative to
electrochemical reduction. The singly charged Ni+(cyclam) coordination com-
plex is generated by electron transfer from fluoranthene and azobenzene an-
ions to doubly charged Ni2+(cyclam), using the electron transfer dissociation
(ETD) protocol in a commercial quadrupole ion trap instrument and in a cus-
tom built octopole RF ion trap. The successful preparation of the Ni+(cyclam)
"Reproduced with permission from Musleh U. Munshi, Stephanie M. Craig, Giel Berden, Jonathan Martens, An-
drew F. DeBlase, David J. Foreman, Scott A. McLuckey, Jos Oomens and Mark A. Johnson, J. Phys. Chem. Lett. 2017, 8,
20, 5047-5052. Copyright 2019 American Chemical Society."
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cation is verified through analysis of its vibrational spectrum obtained using
the infrared free electron laser FELIX.
4.2 Introduction
Recent advances in mass spectrometry are creating powerful new ways to
study the activation of small molecules docked in the active sites of homo-
geneous catalysts [1–5]. One of these involves a multistep strategy in which
transition metal coordination compounds are extracted from solution using
ambient ionization methods and fragmented in the gas phase to expose an
open coordination site on the metal atom. This allows substrate molecules
to be docked directly onto the open site using temperature-controlled con-
densation in an ion trap. The degree of substrate activation can then be
determined through analysis of the substrate vibrational spectrum, obtained
by IR photodissociation spectroscopy [4, 6–8]. This approach has been recently
demonstrated for N2, CO, and CO2 activation by a bis-phenoidal Ni com-
pound [9], which serves to highlight the essential role that the oxidation state
of the metal plays in controlling the degree of substrate activation. Indeed, for
the case of CO2, it was observed that CO2 attachment to the Ni(II) center of
the bis-phenoidal ligand, was completely ineffective, while the Ni(I) variation
displaced considerable charge onto the CO2 framework, as evidenced by an
approximately 400 cm–1 red shift of the antisymmetric CO2 stretching mode.
Figure 4.1. Square planar structure of Ni2+(cyclam).
Accessing the key Ni(I) species [4] required a specially designed bimetallic pre-
cursor compound that supported stable Ni(I) oxidation states in both metal cen-
ters as an overall dication [9, 10]. The singly charged Ni(I)-based macrocycle,
with an open coordination site, was then obtained by dissociation of the dica-
tionic precursor upon injection into the mass spectrometer with an electrospray
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ionization (ESI) interface. While successful in demonstrating gas-phase capture
and characterization of substrate activation, this early effort also highlights a
key roadblock to the general application of this gas-phase method to contempo-
rary transition-metal based molecular catalysts, such as the Ni(cyclam) system
depicted in Figure 4.1 [11–18], which has been shown [19–24] to be an effective
catalyst for the reduction of CO2 due to its high selectivity toward CO (as op-
posed to H2) production in aqueous solution. Although the Ni(II) compound
in the +2 charge state is readily prepared in routine mass spectrometric anal-
ysis using ESI, the more fragile Ni(I) analogue, Ni+(cyclam), is thought to be
the catalytically active species [19, 25]. In the condensed phase, Ni(I) has been
accessed through electrochemical reduction at mercury or glassy carbon elec-
trodes [19], and pulse radiolysis has also been shown to reduce Ni2+(cyclam) in
the presence of eaq–, CO2·–, and H· [26]. Generally, these singly-charged metal
compounds are extremely reactive, and indeed the Ni+(cyclam) system has yet
to be characterized [19]. Attempts to generate the singly charged Ni+(cyclam)
through manipulation of the chemistry in the ESI source have proven to be
very inefficient due to the domination of the proton transfer pathway, resulting
in [Ni(cyclam-H)]+ at m/z 257, as illustrated by representative mass spectra in
Appendix C Figure C.1.
Here we describe an alternative method to prepare the active species based on
redox manipulation in the gas phase of the readily formed Ni(II) complexes
from ESI. In particular, because the Ni(II) compound is a dication, ion-ion re-
combination through electron transfer from an anionic agent presents a promis-
ing method
Ni2+(ligand) + A– → Ni1+(ligand) + A (4.1)
to rationally prepare the key Ni(I) species through one-electron reduction.
Moreover, this post-ionization reduction method is directly compatible with
the gas-phase ion chemistry characterization and spectroscopic investiga-
tion with IR-IS. A potential complication in the use of ion-ion collisions for
single-electron reduction is that such processes are exoergic. Indeed, electron
transfer dissociation (ETD) is a widely used alternative to collision-induced
dissociation used frequently in sequencing studies of biopolymers [27, 28].
Commercially available ETD-enabled MS platforms most often use the radical
anion fluoranthene [29–33], and in fact ETD was recently coupled to vibra-
tional spectroscopy [33] for structural characterization of the ETD fragments
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of a tryptic peptide. Here, we demonstrate that the ETD instrumentation can
be used as a means to reduce Ni2+(cyclam) to Ni+(cyclam) without dissociation
(ETnoD) of the ligand framework, effectively creating an electron transfer re-
duction (ETR) capability for mass spectrometry. Moreover, buffer gas cooling
quenches the considerable exothermicity (∼ 8 eV) of the recombination reac-
tion, allowing the product ions to be stabilized and structurally characterized
using vibrational spectroscopy in combination with density functional theory
calculations.
4.3 Experimental and Computational Details
4.3.1 Mass Spectrometry
The FELIX experiments were carried out using a modified 3D quadrupole ion
trap (Bruker, AmaZon Speed ETD, Bremen, Germany) [34]. The Ni2+(cyclam)
ions (m/z 129 for the 58Ni isotope) were generated directly via electrospray ion-
ization (ESI) from a solution containing 10–6 M cyclam and 10–5 M Ni(NO3)2
in 1:1 MeOH:H2O. The 58Ni2+(cyclam) at m/z 129 was then mass isolated, and
singly charged 58Ni+(cyclam) (m/z 258) ions were generated by charge reduc-
tion using the ETD option of the QIT MS. This involves the transfer of an elec-
tron from the reagent anion (fluoranthene radical anion) in an ion-ion reaction
directly inside the ion trap [35]. A reaction time of 200-300 ms was found to give
optimal conversion to the charge-reduced species. Mass spectra of the reactant
ions as well as the products generated by ion-ion recombination are presented
in Figure 4.2. In addition to simple charge reduction, substantial fragmentation
of the reduced ions by sequential H-atom loss is also observed, a process that
is well known from the more common application of ETD in protein sequenc-
ing [36]. In fact, the product ion resulting from H atom abstraction from the
charged reduced species (m/z 257) was the dominant ion in the ETD mass spec-
trum, though a sufficient number of intact charge-reduced ions Ni+(cyclam)
(m/z 258) remained for mass isolation and subsequent IRMPD measurements.
Note that the removal of Ni isotopes other than 58Ni prior to charge reduction
allows us to uniquely mass-isolate the one-electron reduction product and dis-
tinguish it from potential H-loss fragments involving higher mass Ni isotopes.
In the FTICR MS, which has been described in detail previously [37, 38], Ni2+-
cyclam ions were produced from solutions containing approximately 10–3 M
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Figure 4.2. QIT mass spectra of a) Ni2+(cyclam) at m/z 129 and b) the ETD reaction
of isolated mono-isotopic Ni2+(cyclam) with fluoranthene (top structure), which shows
a peak corresponding to the formation of Ni+(cyclam) at m/z 258. Trace d) expands
the crucial region of trace b). CID on m/z 258 results in the mass spectrum in trace c).
Traces e) and f) show the analogous reaction of Ni2+(cyclam) with the azobenzene anion
(bottom structure).
cyclam and 10–3 M Ni(II) in 1:1 MeOH:H2O by ESI. As this MS has no pos-
sibility for charge reduction, only IRMPD spectra for Ni2+(cyclam) ions were
measured on this platform.
At Purdue, ETR was performed using a modified QTRAP 4001 (Sciex, Concord,
ON, Canada). The instrument was run in mutual ion storage mode, which
allowed simultaneous trapping of cations and anions in the q2 linear ion trap
(LIT) by applying RF trapping potentials to the exit and entrance lenses as
previously reported [39]. The cations were generated by ESI of Ni(cyclam)Cl2,
which was synthesized according to the procedure by Bosnich et al [40].
Azobenzene anions were generated by atmospheric pressure chemical ion-
ization (APCI). As previously described [41], a solid azobenzene sample was
attached inside the curtain plate of the Sciex ESI source for the counter-current
N2 so that the flowing gas sampled the headspace to volatilize the organic,
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which was ionized by a corona discharge on a platinum wire (∼ -2 kV) at
atmospheric pressure. Both the azobenzene anion (m/z 182) and Ni2+(cyclam)
(m/z 129) were isolated by a transmission-mode RF/DC mass filter (q1) prior to
10 ms of mutual storage in q2. The products were analyzed by mass selective
axial ejection (MSAE) in q3 [42].
4.3.2 IRMPD Spectroscopy
Trapped ions were irradiated for 1.5 (in the QIT) or 6 seconds (in the FTICR)
by the tuneable infrared radiation of the FELIX free electron laser (FEL) [33, 43]
in the fingerprint region (600-1800 cm–1). Operating at a repetition rate of 10
Hz, FELIX produces 6-10 μs long macropulses with energies up to 100 mJ per
pulse. When the frequency of the FEL is resonant with a vibrational mode of
the trapped ions, multiple photons are absorbed and the internal energy of the
ions increases. Following statistical redistribution throughout the many back-
ground states of the ion, unimolecular dissociation occurs along the pathway
with the lowest energy barrier. We generate IR spectra by relating the fraction
of dissociation (yield=∑(fragment ions)/∑(precursor + fragment ions)) to the
IR wavelength as the laser is scanned [43, 44]. The yield is linearly corrected
for the wavelength dependence of the laser pulse energy and wavelength is
calibrated (online) using a grating spectrometer.
Measurements in the FT-ICR MS proceed analogously as those in the QIT,
though for this experiment the ions were additionally irradiated for 20 ms
by the output of a continuous-wave CO2-laser (10.6 μm, 30 W) directly after
each FEL pulse or pulses from an optical parametric oscillator/amplifier
(OPO/OPA) IR source (Laser Vision, USA) in order to enhance the extent of
dissociation [45]. The OPO/OPA allows us to acces the H-stretching region in
order to probe the N-H stretching vibrations.
4.3.3 N2 Tagged Predissociation Spectroscopy
At Yale University, ions were generated from solution in acetonitrile using
ESI and introduced into the custom Yale tandem time-of-flight photofragmen-
tation mass spectrometer previously described [46, 47]. After being guided
through several regions of differential pumping, the ions were turned 90◦ by
a quadrupole bender into a 3D Paul trap (Jordan), held at a temperature of
30 K by a helium cryostat (Sumitomo). The ions are trapped for 90 ms where
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they are collisionally cooled by a helium buffer gas doped with 10% N2 in or-
der to promote N2 tagging. The tagged ions are then extracted from the trap
and enter the time-of-flight region of the mass spectrometer. The ions of inter-
est are then mass selected and interrogated with an OPO/OPA laser (LaserVi-
sion) from 800-4000 cm–1 in order to induce the loss of the tag, thus forming a
photofragment. The formation of this photofragment is measured as a function
of photon energy in order to generate a vibrational spectrum.
4.3.4 Computational Details
DFT optimizations and vibrational spectrum calculations were performed
at the B3LYP/6-31++G(d,p) level of theory with Gaussian09 [48]. For
Ni2+(cyclam), both the singlet and triplet states were calculated, and the
triplet state was found to be ∼70 kJ mol–1 higher in energy. An overview
of these calculations is given in Appendix C, Table C.1. For Ni+(cyclam) a
doublet multiplicity was used. An overview of these calculations is given in
Appendix C, Table C.1. Natural population analysis (NPA) [49] was performed
using the B3LYP/6-31++G(d,p) level of theory using Gaussian09 using the
keyword “pop=npa”.
4.4 Results and discussion
To illustrate the generality and versatility of ETR, we carried out the mea-
surements on two different instruments using two different anionic reduction
agents: the fluoranthene and azobenzene radical anions with structures indi-
cated in Figure 4.2d and Figure 4.2f, respectively. For fluoranthene, we used
the modified 3D quadrupole ion trap (QIT, Bruker, AmaZon Speed ETD) at the
FELIX Laboratory, where Ni2+(cyclam) ions were generated by ESI from a so-
lution containing 10–6 M cyclam and 10–5 M Ni(NO3)2 as shown in Figure 4.2a.
The doubly-charged coordination complex containing the 58Ni isotope at m/z
129 was isolated (colored blue in Figure 4.2b), and then charge-reduced us-
ing the ETD option of the QIT MS, as further described in the SI. A reaction
time of 200-300 ms was found to give optimal conversion to the charge-reduced
species, as illustrated in the product mass distribution displayed in Figure 4.2b.
The expanded region in the important mass range (Figure 4.2d) reveals efficient
generation of ions with m/z 258 (red), which is expected for non-dissociative
electron transfer to Ni2+(cyclam). In addition to the formation of Ni+(cyclam),
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the singly charged [Ni2+(cyclam-H)–]+ cation (gold peak in Figure 4.2d) at m/z
257 is also generated. This ion likely corresponds to the Ni(II) ion coordinated
to the deprotonated ligand, which was exclusively formed in previous attempts
to generate singly-charged Ni+(cyclam) using reductive chemistry in the ESI
solution (as seen in Appendix C Figure C.1). Note that the isolation of the 58Ni
ion prior to charge reduction in the QIT instrument allows us to uniquely iden-
tify the one-electron reduction product against background arising from H-loss
fragments involving heavier Ni isotopes To establish how the properties of the
reagent anion affect the ETR process, we explored a second, commonly used
ETD reagent, azobenzene [41], this time using a Sciex QTRAP 4001 hybrid triple
quadrupole linear ion trap mass spectrometer at Purdue, which was modified
to perform ion-ion reactions in mutual storage mode [39]. Interestingly, carry-
ing out the reduction with azobenzene produced an even larger relative yield of
m/z 258 corresponding to the stoichiometry of Ni+(cyclam) as compared to the
H-loss byproduct at m/z 257 (see Figure 4.2e and Figure 4.2f). We note that the
reaction time for optimal yield was much shorter (10 ms for azobenzene in the
linear quadrupole vs. 200 ms for fluoranthene in the 3D QIT). Concomitantly,
the reaction with azobenzene also resulted in a much lower abundance of dis-
sociation products, as shown by the much reduced intensity of the mass peaks
at intermediate m/z (compare Figure 4.2b and Figure 4.2e). The production of
the m/z 258 ion is a necessary step in the application of ETR to the prepara-
tion of the key Ni(I)(cyclam)+ species, but this method of preparation raises
the important question of whether the organic scaffold survives the substantial
exoergicity, ΔE, inherent to the bimolecular reaction:
Ni2+(cyclam) + A– → [Ni(cyclam)∗]+ + A +ΔE (4.2)
[Ni(cyclam)∗]+ → fragments (4.3)
A rough estimate of ΔE based on the calculated ionization energy (IE) of Ni+-
cyclam of about 8.5 eV and the adiabatic electron affinities (AEA) of the anions
(0.2 and 1.6 eV for fluoranthene and azobenene, respectively) [50, 51] sets lim-
iting values of ΔE in the range of 8.3 and 6.9 eV for the two anions (using
ΔE=IE-AEA). Interestingly, we note that the more exothermic fluoranthene re-
action yields more fragmentation peaks arising from Eq. (3), as expected for
the usual ETD processes. These degradation products (interloper peaks in Fig-
ure 4.2b) largely arise from sequential neutral losses of 30 and 43 mass units,
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which are consistent with ejection of C2H6 and C2H5N groups. To evaluate
whether these are characteristic of an excited [Ni(cyclam)∗]+ ion, we measured
the decomposition pathways of the m/z 258 parent ion using collision-induced
dissociation (CID), with the result presented as the inverted trace in Figure 4.2c.
The overall similarity in the break-up patterns upon CID and ETD with fluo-
ranthene establishes that a significant fraction of the nascent ETR ions decom-
pose before they can be cooled in the trap. We note that related work involving
charge reduction of multiply charged ions in high energy collisions with alkali
metal vapors [52–54] has also established partial survival of the nascent ions
with considerable internal energy content.
The fact that ETR necessarily occurs with deposition of considerable internal
energy into the target ion raises the important question of whether the ligand
scaffold can survive intact when the ion is cooled through collisions with a
buffer gas. A powerful method to establish the structure of ionic species is
through analysis of their vibrational spectrum, which can be obtained through
action spectroscopy methods using tunable IR lasers such as the FELIX free
electron laser employed here [34, 35, 43].
The 600-1650 cm–1 region of the infrared multiple photon dissociation (IRMPD)
vibrational spectrum for the mass-isolated m/z 258 ion was recorded by irra-
diating the trapped ions for 1.5 seconds with the FEL operating at a repeti-
tion rate of 10 Hz, and producing 6-10 μs long macropulses with energies up
to 100 mJ per pulse. When the frequency of the FEL is resonant with a vi-
brational mode of the trapped ions, multiple photons are absorbed and the
internal energy of the ions increases to above the dissociation threshold so
that unimolecular dissociation occurs along the pathway with the lowest en-
ergy barrier. We generate IR spectra by relating the fraction of dissociation
(yield=∑(fragment ions)/∑(precursor + fragment ions)) to the IR wavelength
as the laser frequency is scanned [43, 55]. The yield is linearly corrected for the
wavelength dependence of the laser pulse energy and the wavelength is cali-
brated (online) using a grating spectrometer. The resulting IRMPD spectrum
of Ni(cyclam)+ generated by ETR is shown in Figure 4.3c, and is dominated
by three relatively sharp transitions near 850, 1000 and 1450 cm–1, which are
attributed to the CH rocking, CN stretching and CH bending fundamentals,
respectively.
To quantify the spectral signature of the ligand and to establish the efficacy of
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Figure 4.3. IRMPD spectra of a) Ni2+(cyclam) and c) Ni+(cyclam). The single-photon
N2 predissociation spectrum of Ni2+(cyclam), red trace in a), taken at 30 K shows good
agreement with the IRMPD data while revealing more detailed fine structure in the
spectral signatures. The inverted traces display the computed harmonic spectra for b)
Ni2+(cyclam) and d) Ni+(cyclam). Theoretical frequencies are scaled by 0.975 below
2200 cm–1 and 0.95 above 2200 cm–1.
theoretical methods used to characterize this system, we also recorded the spec-
trum of the dicationic Ni2+(cyclam) precursor using both IRMPD spectroscopy
at FELIX as well as cryogenic ion spectroscopy at Yale to establish the sensi-
tivity of this spectrum to ion internal energy. The spectrum of the 300 K ion
obtained in the QIT MS at FELIX covers the 600-1800 cm–1 region. The 30 K
ion spectrum obtained via N2 tagging at Yale using a LaserVision OPO/OPA
system covers the 800-3400 cm–1 range. The N2 tag is calculated to attach to the
NH groups of the Ni2+(cyclam) ligand and is not believed to be “activated” by
the Ni(II) ion [4]. The N2 tagged spectrum is obtained in a linear action regime
and interrogates vibrationally cold ions. Availability of both spectra enables us
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to confirm that the IRMPD spectra are hardly affected by the higher internal en-
ergy of the ions or by the multiple-photon nature of excitation in IRMPD [56],
nor is the N2-tagged spectrum affected by the presence of the tag. Figure 4.3a
compares the N2-tagged Ni2+(cyclam) spectrum (red) with that recorded for
the 300 K ion using the IRMPD approach (black trace). Although there are
minor differences in the multiplet structure of the strong features, two strong
bands at similar frequencies dominate both spectra. Appendix C Figure C.4
displays additional vibrational spectra recorded at 300 K using the FTICR-MS
at Nijmegen, where some additional spectral features are recovered as a re-
sult of the lower background pressure and the inherently increased efficiency
of multiple-photon excitation. Most importantly, analogous features are also
found in the m/z 258 product ion from ETR, providing strong evidence that the
structure of the ligand is retained in spite of the exoergicity involved in the
gas-phase one-electron reduction. This isomer, denoted trans-III, is the most
abundant of the two isomers (the other being trans-I with all four NH groups
pointing in the same direction) in solution, 85%, as characterized by NMR [57];
isomerization between the trans-III and trans-I isomers was determined to oc-
cur with a rate constant of 121±21 M–1 s–1 in solution [57]. The trans notation
refers to the distortion of the alkyl chains relative to the N-atom plane, as illus-
trated in the two views of the trans-III structure in Figure 4.4.
The fine structure on the bands in the fingerprint region, combined with the
CH and NH band patterns in the higher energy range obtained with N2 tag-
ging, provide the most useful benchmarks for structure determination by com-
parison with computed spectra for various local minimum geometries. DFT
calculations were performed at the B3LYP/6-31++G(d,p) level of theory, and
recovered the lowest energy structure of the Ni2+(cyclam) ion displayed in Fig-
ure 4.4a, with the corresponding (scaled) harmonic spectrum displayed in Fig-
ure 4.3b. In particular, the fine structure associated with the dominant bands
at 1000 and 1450 cm–1, as well as the weaker feature at 1320 cm–1 (which were
not evident in the IRMPD spectrum measured in the QIT, Figure 4.3a, but are
evident in the FTICR/FELIX shown in Appendix C Figure C.4), are accurately
reproduced by the predicted spectrum. Note that this structure (Figure 4.4a)
features two of the proximal NH groups on the three carbon ring oriented in
the same direction, roughly orthogonal to the plane containing the Ni atom and
the four N atoms.
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Figure 4.4. Calculated minimum energy structures of the trans-III isomers of a)
Ni2+(cyclam) and b) Ni+(cyclam) reveal a lengthening of the N-N bond and a change of
the N-Ni-N angles upon reduction of the metal center. The four nitrogen atoms of the
cyclam macrocycle remain square planar.
The overall spin state of the trans-III isomer is a singlet with a d6 low-spin
electron configuration on the Ni center where, by NPA analysis, the largest
positive charge per atom lies on the metal center (9% on the Ni, 5% each on
the NH protons, with the residual distributed among the CH protons of the
ligand (about ∼3% of the fundamental charge on each). The absence of the
trans-I form in the gas-phase experiments reported here is confirmed by the
single sharp NH transition at 3239 cm–1, which is predicted to be split into a
doublet spaced by about 45 cm–1 in the trans-I isomer. Appendix Figure C.2 S2
presents a summary of the five isomers of Ni2+(cyclam), along with the scaled
harmonic spectra for the trans-I and trans-III isomers in Appendix C Figure C.3,
and energetics for all five isomers in Table C.1.
Given the fact that the B3LYP/6-31++G(d,p) level accurately recovers both
the cold and IRMPD spectra of the Ni2+(cyclam) ion, we next extend this
method to consider the structural implications of the IRMPD spectrum of the
Ni+(cyclam) prepared by ETR (Figure 4.3c). The computed lowest energy
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structure is presented in Figure 4.4b, with its computed spectrum in Fig-
ure 4.3d, indeed capturing all the strong features in the experimental IRMPD
spectrum (Figure 4.3c). Note that there are significant differences between the
IRMPD spectra for the two charge states, indicating that there is significant
distortion of the ligand as a result of charge reduction of the metal center.
In particular, new features appear near 800 and 900 cm–1 in the Ni+(cyclam)
system, which are accurately recovered in the calculated spectrum and are
attributed to NH and CH rocking modes of the ligand scaffold. The structure
in Figure 4.4b is also derived from a trans conformation with substantial
elongation (0.123 Å) of the Ni-N bonds. The spin state of this structure is a
doublet with a d9 electron configuration on the Ni center, where the partial
positive charge is now quite similar for the metal center and the NH protons.
In fact, the NH protons have slightly more positive charge per atom than the
Ni atom (6% for each NH proton, 5.7% for Ni, 3% for each of the remaining CH
protons).
The spectroscopic measurements establish that ETR indeed provides a straight-
forward synthetic path for the preparation of the critical Ni(I) oxidation state
with retention of the cyclam coordination environment. It is therefore of inter-
est to elucidate the features of the reaction that optimize non-destructive elec-
tron attachment to the dication precursor. That is, the anionic reagents used
here were optimized for dissociative electron transfer, while suppressing the
branching to proton transfer, to provide as a general means to break up biopoly-
mers for sequence analysis [27, 28]. In the case of ETR, we also seek to sup-
press proton transfer, but strive for less exothermic processes in order to pre-
serve the ligand environment. The observation that azobenzene dramatically
reduces the degradation byproducts (compare Figure 4.2c and Figure 4.2d) in-
dicates that lowering the exoergicity by 1.4 eV has a profound effect on the
degree of fragmentation. Part of this enhancement likely also results from the
strong geometry change in the azobenzene anion framework upon electron de-
tachment, which has been quantified through negative ion photoelectron spec-
troscopy [50, 51]. This is evident by the degree of vibrational excitation in the
neutral upon vertical electron detachment, which in the case of azobenzene
deposits considerable (∼1.6 eV) additional energy in the neutral azobenzene
moiety, thus reducing the energy partitioned to the nascent Ni+(cyclam) ion. It
would therefore be valuable to refine the ETR approach by identifying higher
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electron affinity electron donors as well as systems which feature large geome-
try changes upon charge transfer.
4.5 Conclusion
In conclusion, we have demonstrated how the key Ni+(cyclam) oxidation state
can be prepared in vacuum through non-dissociative electron transfer from two
molecular anions, fluoranthene and azobenzene, to the stable Ni2+(cyclam) ion
in an ion-ion recombination process carried out in RF ion traps. The struc-
ture of both the dicationic precursor and the Ni+(cyclam) product ions were
established with vibrational spectroscopy, verifying that the ligand structure is
retained despite the large exoergicities of the electron transfer reactions. This
chemistry was carried out using the ETD capability of a modified commer-
cial mass spectrometer (Bruker, AmaZon Speed ETD) as well as in a modified
triple quadrupole mass spectrometer. The latter instrument is readily adapted
to cryogenic ion processing methods which can stabilize small molecules in the
active sites of Ni(I) reduction catalysts, and these directions are presently under
study.
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Chapter5
Vibrational spectra of the
ruthenium-tris-bipyridine dication
and its reduced form in vacuo
5.1 Abstract
Experimental IR spectra in the fingerprint region (500 to 1850 cm–1) arepresented for the isolated, gaseous redox ions pair [Ru(bpy)3]2+ and
[Ru(bpy)3]+, where bpy = 2,2′-bipyridine. Based on their observed gas-phase
fragmentation propensities by IR photo-fragmentation, the [Ru(bpy)3]+ ion
is found to be much more weakly bound than the [Ru(bpy)3]2+ ion. Experi-
mental spectra are compared against computed spectra predicted by density
functional theory (DFT) and we have explored the applicability of several
DFT functionals for this. For the closed-shell [Ru(bpy)3]2+ ion, the match of
the IR spectra between experiment and theory is very good, however this is
not the case for the [Ru(bpy)3]+ ion, which demands additional theoretical
investigation for which the experimental IR spectra presented here can serve as
a benchmark. We obvserve that better agreement with experiment is obtained
upon reduction of the Hartree-Fock exact exchange from 20% to 13-15% when
using the hybrid B3LYP functional. Additionally, calculations using the M06
functional appear to be promising in terms of the prediction of IR spectra,
however it is unclear if the correct electronic structure is obtained. The M06
"Manuscript under preparation."
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and B3LYP functionals indicate that the added electron in [Ru(bpy)3]+ is
delocalized over all three bpy ligands, while the long range-corrected LC-BLYP
and the CAM-B3LYP functionals show it to be more localized on a single
bpy ligand — although the later levels of theory fail to produce matching IR
spectra.
5.2 Introduction
The tris(2,2′-bipyridine)-ruthenium coordination complex ion [Ru(bpy)3]2+
is a classical metal-organic ingredient used, for instance, in dye-sensitized
solar cells (DSSCs) [1–6], sensors [7, 8], in organic synthesis as a photoredox
catalyst [9–11] and in artificial photosynthetic schemes [12–14]. This dicationic
[Ru(bpy)3]2+ coordination complex is known to possess a high absorption
cross section in the visible range of the spectrum. In DSSCs, light absorption
occurs predominantly on transitions with metal-to-ligand charge transfer
(MLCT) character [15], leading eventually to an oxidation of the dye. The
oxidized dye is reduced back typically by the I–/I–3 redox shuttle in an ion-ion
recombination reaction in solution [16]. [Ru(bpy)3]2+ may also be reduced back
to [Ru(bpy)3]+ by accepting an electron before photo-oxidation and influence
the visible solar absorption envelop [17]. These successive reductions give rise
to a series of oxidation states of the dye sensitizer [14]. Structure, stability,
excited state reactivity and photo-dynamics are dependent on the oxidation
state, and studies of these complexes in complete isolation can contribute to a
better understanding of their properties. One particularly interesting aspect of
gas-phase studies is that they can serve as critical benchmarks for high-level
theoretical models used to describe these systems.
In order to unravel the underlying mechanisms at each stage, this dye and
many of its derivatives have been the subject of a vast number of experimental
and theoretical studies [5, 6, 15, 19–26]. The long-term stability of the dyes used
in DSSCs is a crucial issue in their practical applicability. For instance, although
Ru(bpy)-based complexes exhibit solar-cell efficiencies of about 11% in outdoor
conditions [16, 27, 28], they degrade over time [29, 30] and reductive quench-
ing (reduction of the dye instead of oxidation in DSSC) [16] also influences the
efficiency (Figure 5.1). Various structural fabrications have been suggested, in
particular, the replacement of the mono-dentate thiocyanate ligands by anionic
aromatic tris(bidentate) or bis(tridentate) ligands [31–40]. Apart from these
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Figure 5.1. Schematic representation of the key redox reactions in the dye-sensitized
solar cell (DSSC) and, the generation of the redox pairs through charge reduction via one
electron addition in the quadrupole ion trap mass spectrometer (QIT MS). In the DSSC
the oxidized dye is reduced back again through an ion-ion recombination reaction with
the redox shuttle (I–/I3–) [16]. The same reduction process is mimicked inside the QIT
MS in the gas-phase by using the fluoranthene radical anion as a reducing agent [18].
considerations, the excited state reactivity is another crucial factor in their de-
sign. For instance, tris(bidentate) complexes have relatively long excited state
lifetimes compared to those of the bis(tridentate) complexes [19, 41]. Longer
lifetimes of the excited states may induce dissociation of the dye sensitizers
and degrade their performance over time. In contrast, the fast regeneration of
the oxidized species may prevent degradation.
IR and resonance Raman spectroscopy was employed to study [Ru(bpy)3]2+
ion [42] and its deuterated analog in solution along with valence force field [43,
44] calculation to assign the observed frequencies [45]. Transient infrared ab-
sorption spectroscopy [46, 47] was used to study the ground and the excited
triplet MLCT state of [Ru(bpy)3]2+ in solution [48, 49]. It was concluded that
the excited electron is highly localized in one of the bpy ligands rather than de-
localized throughout the whole molecule [42]. The same conclusion was drawn
from broadband femtosecond fluorescence spectroscopy of [Ru(bpy)3]2+ in wa-
ter [50]. A similar conclusion was also proposed for the reduced [Ru(bpy)3]+
ion on the basis of electron spin resonance (ESR) spectroscopy in solution [51].
In contrast, gas-phase experiments suggest an opposite conclusion for the 1+
ion on the basis of electronic absorption spectroscopy; the added electron is
likely to be delocalized over the three bpy ligands [52].
The bpy ligand is, naturally, more strongly bound to the dication than to the
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monocation analog, which was shown experimentally using visible photo dis-
sociation spectroscopy in the gas-phase [52, 53]. In these experiments, gaseous
[Ru(bpy)3]+ was prepared by charge reduction of [Ru(bpy)3]2+ by electron
transfer from cesium vapor. The UV spectrum recorded for the monocation
showed much broader bands than the dication analogue, which were also
red-shifted with respect to those for the dication. Here, we investigate the
same gaseous Ru(bpy)3 complex in the 1+ and 2+ oxidation states using IR
spectroscopy in the fingerprint range and address whether the change of the
oxidation state from 2+ to 1+ affects the structure as reflected in the IR spectra.
Numerous studies using electronic structure calculations have been reported
for the [Ru(bpy)3]2+ ion [54–57]. Density functional theory (DFT) has been ex-
tensively used to predict the physico-chemical properties of the species in the
gas phase and in solution. However, solution based studies apparently lack the
selectivity and the influence of the solvent medium obstruct a clear understand-
ing of intrinsic molecular properties [58]. Mainly as a result of experimental
challenges, the availability of gas-phase data that is able to directly validate the
various theoretical methods is rather limited. Here, we provide gas-phase IR
spectra of isolated [Ru(bpy)3]2+ and its charge-reduced [Ru(bpy)3]+ counter-
part. Our methodology is based on IR multiple photon dissociation (IRMPD)
spectroscopy of mass-selected ions in a quadrupole ion trap mass spectrometer
(QIT-MS) [59]. [Ru(bpy)3]2+ ions are produced by electrospray ionization (ESI)
and its reduced analog is produced in a gas-phase electron transfer reaction
with an anionic reagent, thus giving unique spectroscopic access to the two
members of the redox-pair in complete isolation [60]. We compare our experi-
mental spectra with DFT computed IR spectra and with relevant data derived
from previous gas-phase electronic spectra of bare [52] and tagged [53, 61–63]
[Ru(bpy)3]2+ ions obtained via UV-photo-fragmentation spectroscopy.
5.3 Methods
5.3.1 Experimental
All experiments have been performed in a modified quadrupole ion trap
mass spectrometer (QIT MS, Bruker, AmaZon Speed ETD, Bremen, Germany)
which has been described in detail elsewhere [59]. The dication of interest,
[Ru(bpy)3]2+ was generated via ESI starting from a solution containing a few
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μM [Ru(bpy)3]Cl3 salt and 10 μM bpy in 1:1 MeOH:H2O. The [Ru(bpy)3]2+
ion at m/z 285 was mass-isolated, retaining only the 102-isotope of ruthenium.
Then, from the isotopically pure dication, the charge-reduced [102Ru(bpy)3]+
ion at m/z 570 is generated by one-electron charge reduction using the electron-
transfer dissociation (ETD) option of the QIT-MS. During the charge-reduction
reaction, an electron is transferred from the fluoranthene radical anion to the
Ru-complex dication. Fluoranthene radical anions are generated in a negative
chemical-ionization ion source and are transferred to the quadrupole trap,
where they engage in an ion-ion reaction for 250-300 ms with the previously
isolated [Ru(bpy)3]2+ dication [18, 60]. The intact charge-reduced monocation
can then be mass-isolated for subsequent IRMPD spectroscopic interrogation.
Fingerprint IRMPD spectra of either both of the mass-selected [Ru(bpy)3]2+/+
ions were recorded from 500 to 1850 cm–1 using the tunable infrared radiation
from the FELIX free electron laser (FEL) [64, 65]. Operating at a repetition rate
of 10 Hz, FELIX [66, 67] produces macropulses of 6-10 μs duration with ener-
gies up to 100 mJ per pulse. The mass-to-charge isolated ions are irradiated
with the FEL radiation, which induces vibrational excitation when the laser
frequency is in resonance with one of the normal modes of the ions. Multiple
photons are absorbed while statistical redistribution of energy takes place, thus
increasing the internal energy of the ions. Once the energy exceeds the low-
est energy dissociation threshold in the molecule, the ion undergoes dissocia-
tion. [Ru(bpy)3]2+ ions were irradiated with 20 FEL macro pulses at maximum
pulse energy. The charge-reduced ions, [Ru(bpy)3]+, were irradiated with only
2 pulses with the pulse energy reduced by a factor of three to prevent satura-
tion by complete depletion of the precursor ions. This difference in settings is a
clear indication of a greatly reduced dissociation threshold of the 1+ complex as
compared to the 2+ species. IR spectra were generated by plotting the natural
logarithm of the fragmentation yield,
–ln
[
1 –
∑ IntensityFragments
∑ IntensityFragments + IntensityPrecursor
]
,
as a function of the IR laser frequency [68, 69]. At each wavelength point, five
mass spectra were averaged. The laser frequency step size was 3 cm–1. The
yield is linearly corrected for frequency-dependent variations in the laser pulse
energy and the IR frequencies are calibrated using a grating spectrometer.
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5.3.2 Computational modeling
Geometries were optimized at several levels of theory to test the applicability of
various functionals for these particular systems. The B3LYP [70, 71] and range-
separated [72] LC-BLYP levels of theory were used with the def2-TZVP [73, 74]
basis set for all atoms. Additionally, B3LYP, and several meta functionals de-
veloped by Truhlar group [75] namely M06, M06L, M06-2X levels with an ef-
fective core pseudopotential (ECP) on the ruthenium atom in combination with
6-311+G(d,p) basis set for C, N, and H atoms [76] were employed for compar-
ison. The range-separated CAM-B3LYP level of theory was also used only for
the charge reduced monocation. In all cases, the ECP used was aug-cc-pVTZ-
pp [77]. To refine the relative energies among different functionals, single-
point MP2/6-311+G(2d,2P) calculations were also performed. Relativistic ef-
fects were not taken into account using these level of theories. Natural popu-
lation analysis (NPA) [78] was performed using the keyword “pop=npa". All
calculations described above were performed using the Gaussian 09 revision D
01 [79] computational program package.
Alternatively, the Amsterdam Density Functional (ADF) program pack-
age [80–82] was used. The B3LYP, M06 and O3LYP (developed by Cohen
and Handy [83]) functionals were employed with uncontracted Slater type
orbitals (STOs) of triple-ζ quality including two sets of polarization basis
functions (TZ2P [84]). The hybrid O3LYP [83] functional is similar to B3LYP
functional, however O3LYP uses 12% HF exact exchange instead of 20%
in B3LYP. Relativistic effects were taken into account using the Zero Order
Regular Approximation (ZORA) [85–88] method within the ADF program
package.
With the optimized geometries, vibrational frequencies were calculated within
the harmonic approximation. All stationary points were confirmed to be true
minima with no imaginary frequencies. Doubly charged Ru(II) has a d6 elec-
tron configuration, and a singlet spin configuration was chosen in all calcu-
lations. The charge-reduced Ru(I) has a d7-configuration and a doublet spin
state was chosen within an approximately octahedral ligand environment (Fig-
ure 5.2). Computed harmonic IR frequencies were convoluted using a 15 cm–1
full-width at half-maximum (FWHM) Gaussian line shape function and har-
monic frequencies were scaled by a factor of 0.965 for all level of theories to
evaluate their performance by comparison with the gas phase experiment.
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Figure 5.2. (A) DFT computed structure of [Ru(bpy)3]+ is overlaid with [Ru(bpy)3]2+
where the M06/aug-cc-pVTZ-pp level of theory is chosen from the Gaussian09 pro-
gram package. The structures are very similar (Table 5.2) possessing D3 symmetry (see
inset r.m.s values) but their finger-print IR spectra (500 to 1850 cm–1) are significantly
different (Figure 5.4). Hydrogen atoms are omitted for clarity. Coordinate-labeling is
also shown used in Table 5.2. (B) Optimized structure of the [Ru(bpy)3]+ at the LC-
BLYP/def2-TZVP level is shown with Ru-N bond lengths.
As shown below, computations employing the M06/6-311+G(d,p) density
functional are the best matching of all levels of theory used for the prediction
of IR spectra for the two members of the redox pair, and therefore, results
at this level of theory are exclusively discussed throughout the text unless
otherwise noted. We note, that although M06 predicts the IR spectra relatively
well, it fails to reproduce the expected relative Ru-N bond lengths which
would be expected as the system goes from 2+ to 1+ — the much more weakly
bound 1+ complex would be expected to have somewhat longer Ru-N bond
lengths.
5.4 Results and discussion
5.4.1 Mass spectrometry
The mass spectrum recorded after electrospray ionization of the [Ru(bpy)3]Cl3
solution is shown in Figure 5.3a. Clearly visible is the [Ru(bpy)3]2+ ion peak
with its characteristic isotope pattern, which is enlarged in the inset Figure 5.3b.
After isolating the only the 102Ru-containing ions at m/z 285, the ions were reso-
nantly irradiated with the FEL at 1436 cm–1. The main fragment is found at m/z
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Figure 5.3. Mass spectra of (a) ESI of the Ru-bpy solution generating [Ru(bpy)3]2+ at
m/z 285 and (b) isotope distribution of [Ru(bpy)3]2+ ion (zoomed in) (c) infrared photo
dissociation of isolated [102Ru(bpy)3]2+(d) ETR of isolated [102Ru(bpy)3]2+ which shows
a peak corresponding to the formation of charge reduced [Ru(bpy)3]+ ion at m/z570
including ETD induced fragments at m/z 414 and m/z 446, (e) infrared photo dissociation
of isolated [102Ru(bpy)3]+.
157 corresponding to a protonated bpy ligand, with the complementary ion ap-
pearing at m/z 413, corresponding to [Ru(bpy)(bpy-H)]+ (Figure 5.3c). An addi-
tional fragment is found at m/z 207, which is attributed to the [102Ru(bpy)2]2+
ion; an undercoordinated 2+ ion which easily picks up a background water
molecule in the QIT and gives a peak at m/z 216.
In a separate experiment, the mass-isolated [102Ru(bpy)3]2+ ion was charge-
reduced using ETR, resulting in the singly charged [102Ru(bpy)3]+ ion at m/z
570 (Figure 5.3d). The ETR reaction time was optimized to maximize the
amount of charge-reduced ions. In this particular ETR reaction approximately
55% of the dication is charge-reduced. After mass isolation, the [Ru(bpy)3]+ ion
was resonantly irradiated by the FEL at 1360 cm–1, which primarily produced
a fragment at m/z 414, which can be attributed to the [Ru(bpy)2]+ ion [52]
(Figure 5.3e). Additionally, a peak at m/z 446 is observed, which is presumably
a methanol adduct of [Ru(bpy)2]+.
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5.4.2 Spectroscopy and structural properties of [Ru(bpy)3]2+/+
As presented in Figure 5.4, the spectrum of [Ru(bpy)3]2+ shows only two dom-
inant relatively narrow IR absorption bands. In contrast, substantial changes
in the IR spectrum are observed upon charge reduction to [Ru(bpy)3]+, where
the [Ru(bpy)3]+ spectrum shows an increased number of strong and broadened
IR bands (see also Table 5.1). As described above, in comparison with theory
(pink all panels), all levels of theories produce a relatively satisfactory match
for the dication, however, this is not the case for the charge-reduced monoca-
tion, for which the M06 functional appears to give the closest match with the
experimental frequencies.
In order to record the spectra in Figure 5.4, the [Ru(bpy)3]2+ ions were irra-
diated by 20 IR laser pulses, whereas the charge reduced [Ru(bpy)3]+ ions
were irradiated by only 2 pulses, attenuated to a third of the original pulse en-
ergy produced by FELIX. This difference in irradiation conditions indicates that
[Ru(bpy)3]+ the monocation requires 30 times less energy to photo-dissociate
than [Ru(bpy)3]2+. This is in agreement with the work of Nielsen and co-
workers who investigated these ions in the gas phase by photo-dissociation
spectroscopy using visible radiation (1.94-2.95 eV) [52, 53]. In the literature,
experimental gas-phase bond dissociation energies for the loss of a bpy ligand
from M(bpy)2+, were reported by Rodgers and co-workers [89–91] to be 2.33
eV for Zn, 2.46 eV for Cu, and 2.81 eV for Ni. We calculate a value of 3.59 eV
for the loss of a bpy unit from [Ru(bpy)2]2+ and 6.55 eV from [Ru(bpy)2]2+,
showing that binding to the dication is significantly more stronger. For the
complex with three ligands, Nielsen and co-workers calculated a dissociation
energy of 2 eV (B3LYP/def2-TZVP) for [Ru(bpy)3]+ [52], while we calculated
values of 2.57 eV for [Ru(bpy)3]+ and 4.53 eV for [Ru(bpy)3]2+ at the M06 level.
The larger calculated stability of the dication is qualitatively consistent with
the visible and infrared photo-dissociation experiments, in which photodisso-
ciation of the dicationic complex was observed to require significantly harsher
irradiation conditions.
The experimental IR bands have been assigned with an approximate vibra-
tional mode description from the DFT predicted harmonic vibrational spectra
for both [Ru(bpy)3]2+ and [Ru(bpy)3]+, as listed in Table 5.1. In the case of
[Ru(bpy)3]2+, the IRMPD experiment yields two bands centered at 1436 cm–1
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Figure 5.4. Gas phase experimental IRMPD spectra(magenta) of [Ru(bpy)3]2+(left) and
analogous charge-reduced [Ru(bpy)3]+(right) complexes recorded in the QIT MS are
overlaid with the calculated IR spectra (black) at several levels of DFT theories. Addi-
tionally, theoretical spectra at the M06/TZ2P level of theory (intensity on the right) for
the monocation is overlaid in panel d. Experimental band maxima are labeled (panel
c) and their approximate dominant mode characters are also indicated (panel d). Com-
puted spectra for the dication are in good agreement with experiment at all levels of
theory at the selected scaling factor 0.965. Some weak bands are not observed which we
attribute to non-linearity of the IRMPD process leading to an apparent cut-off (dashed
line) for this strongly bound complex. For the monocation, the IR frequencies show
significantly more variation. The M06 method appears to outperform others (panel d).
and 757 cm–1 that are closely predicted at 1424 cm–1 and 750 cm–1, respec-
tively (left panel of Figure 5.4d). In general, all four levels of theory presented
in Figure 5.4 accurately identify these two main IR bands, although their rel-
ative intensities are reversed as compared to the experiment. The higher fre-
quency band shows dominant CC and CN stretch character combined with
C—H in-plane bending. The lower frequency mode is predominantly due
to the C—H out of plane bending motion. Theoretical bands with lower in-
tensity are not observed in the experimental spectrum, which we attribute to
collisional deactivation of the ions by the helium buffer gas inside QIT dur-
ing IR activation; this prevents the ions from reaching the dissociation thresh-
old [59, 60, 92]. Especially for ions with a relatively high dissociation threshold,
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Table 5.1. Experimental vibrational frequencies (in cm–1) of the
[Ru(bpy)3]+/[Ru(bpy)3]2+ redox pair compared with scaled harmonic frequencies
computed at the M06 level. Theoretical intensities (in km mol–1) are shown as sub-
scripts. Values in parentheses are observed IR spectral bandwidths (FWHM in cm–1).
Mode descriptions for the IR bands indicate the dominant contributions
Exp Theory (DFT) Assignmentsa
M06/6-31++G(d,p) M06/TZ2P
[Ru(bpy)3]2+
158313 160225 CC str (s), CN str (w)
1436(25) 142499 1451105 CC str (s), CN str (w), CHip bend (s)
138932 143740 CHip bend (s), CC str (s), CN str (w)
757(9) 75048 76373 CHoop bend (s), bpy ring breath (w)
[Ru(bpy)3]+
1549(∼50) 1550216 1538228 CC str (s), CN str (w), CHip bend (s)
1427(33) 1422106 1425127 CC str (w), CN str (w), CHip bend (s)
1360(47) 13431996 13421761 CC str (w), CN str (w), CHip bend (s)
1264b(50) 1278463 12401380 NRuN bend (s), CC str (s), CN str (s)
12262469 1219808 CHip bend (s), CC str (w)
1213(∼42) 12152577 12132419 CHip bend (s), CC str (w)
10932166 10931688 bpy ring breath (w), CHip bend (w)
870(100) 9176085 8997802 Ru-N sym str (s), bpy ring breath (s), CHip bend (w)
84689 855288 bpy-oop (m), CHoop bend (w)
746 (11) 743128 758198 NRuN bend (s), bpy ring breath (s), CHoop (s)
627(41) 615127 635133 Ru-N asym str (s), bpy ring deformation (s)
astr-stretch; ip— in-plane bending mode; oop—out of plane bending; bpy ring breath— bipyridine ring breathing; ring
deformation—bipyridine ring deformation mode; sym—symmetric; asym—asymmetric; s—strong band; m—medium; w—weak.
b Shoulder.
such as [Ru(bpy)3]2+, this effect leads to an apparent IRMPD cut-off, indicated
with a dashed line in Figure 5.4a.
A KBr pellet IR spectrum of [Ru(bpy)3]2+ was reported from 1000-1800 cm–1
by Sun et al. [26] and 1000-1700 cm–1 by Mukuta et al. [48]. The dominant IR
bands in the KBr pellet spectrum are close to our experimental band at 1436
cm–1 (FWHM=25 cm–1), reported [48] at 1424, 1447 and 1465 cm–1. Some low
intensity IR bands observed [48] in the pellet spectrum were reported at 1314,
1271, 1161 cm–1. These bands were too weak to be observed by IRMPD and the
IR range below 1000 cm–1 was not reported by either Sun et al [26] or Mukuta
et al [48].
We now turn to the charge-reduced [Ru(bpy)3]+ ion, for which an experimen-
tal IR spectrum has, to the best of our knowledge, until now not been reported.
As discussed above, this slightly-changed ion has much lower threshold to dis-
sociate, thus nearly all IR bands predicted by theory can be correlated with
bands observed in the IRMPD spectrum, although several bands are signifi-
cantly shifted in frequency and some have deviating intensities (right panel
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Figure 5.5. Two of the vibrational normal modes at the M06 level of theory indicated
with arrows. These modes are assigned to the observed IRMPD bands at M06/aug-
cc-pVTZ-pp level of theory ndicated with arrows. These modes are assigned to the
observed IRMPD bands at a) 870 cm–1 (FWHM = 100 cm–1) and b) 1073 cm–1 (FWHM =
60 cm–1). Theory predicts them to be at 917 and 1093 cm–1 respectively (Table 5.1).
of Figure 5.4). It is notable that the spectra computed by the different theo-
retical methods vary more for the 1+ than observed for the 2+ ion in both the
positions and intensities of the bands. The B3LYP calculated spectra are quite
similar with small differences seen depending on the basis set used, however
the overall deviation from the experimental spectrum is substantial in all cases.
A significant improvement is gained using the M06 functional (Figure 5.4d),
which is consistent with recent suggestions of the suitability of this functional
for transition metal complexes [93, 94]. For instance, the IRMPD band at 1073
cm–1 (FWHM = 60 cm–1) can be matched to the band predicted at 1093 cm–1
using the M06 functional (while this band is calculated to be at 1119 cm–1 at the
B3LYP/def2-TZVP level) (Figure 5.4a). The experimental band at 1213 cm–1
agrees well with the M06 predicted band at 1215 cm–1. This experimental band
has a shoulder at 1264 cm–1, which is also closely predicted at 1278 cm–1. Fi-
nally, the most intense band in the computed spectrum (917 cm–1), is also in
relatively close agreement with the strong experimental band at 870 cm–1.
Very similar infrared spectra are also obtained at the M06/TZ2P level of
theory for the charge-reduced [Ru(bpy)3]+ ion in comparison to the M06/6-
311+G(d,p) calculated spectrum, although a few differences should be noted
(Figure 5.4 and Table 5.1). At the M06/TZ2P level, the dominent band pre-
dicted at 899 cm–1 apparently moves closer towards the experiment by 18
cm–1 however, the band at 1240 cm–1 appears to be further shifted from the
experimental peak. As well, slight difference are also observed for the low
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Table 5.2. M06/6-311+G(d,p) optimized average Ru—N distances (Å), Ru centered
bond angles (◦) of [Ru(bpy)3]2+ and [Ru(bpy)3]+ ions in the gas-phase are compared
with crystallographic literature data [95]. Similar values for B3LYP/def2-TZVP level is
also shown including the reduced Hartree-Fock (13% HF) level for the [Ru(bpy)3]+ ion.
Atom labels are shown in Figure 5.2. Parenthesized values are standard deviations in
units of the last quoted digit
[Ru(bpy)3]2+ [Ru(bpy)3]+
Parameter M06 B3LYP Exp M06 B3LYP B3LYP (13% HF)
d(Ru-N) 2.081(0) 2.096(0) 2.065(2) 2.069(0) 2.084(0) 2.109(0)
bond angle (◦)
∠N-Ru-N′ 78.0(0) 77.9(0) 78.7(1) 78.4(0) 77.9(0) 78.3(0)
∠N-Ru-N′′ 88.2(0) 88.5(1) 89.1(1) 89.8(0) 88.5(1) 89.8(1)
∠N-Ru-N′′′ 173.3(1) 173.0(0) 173.0(1) 172.3(2) 173.0(0) 172.3(1)
∠N′ -Ru-N′′ 97.1(1) 96.8(4) 96.3(1) 96.2(1) 97.0(0) 96.2(0)
intensity bands (Table 5.1). Structural parameters (Appendix D Table D.1)
remain very similar to those calculated at the M06/6-311+G(d,p) level.
A peculiar finding is that the calculated intensities (in km mol–1) suggested
by the M06 results are about 50 times (20-35 times at B3LYP level) higher for
[Ru(bpy)3]+ as compared to [Ru(bpy)3]2+ (Figure 5.4). A simple unrestricted
Hartree Fock (UHF) (see Appendix D Figure D.1) calculation shows that the
calculated intensities are ∼7 times higher for [Ru(bpy)3]+ ion as compared to
2+ ion which seems crudely reasonable — although the predicted IR spectra of
the [Ru(bpy)3]+ do not match the experiment. Comparison of the relative in-
tensities at the Hartree Fock level versus the B3LYP and M06 indicates that the
electron self-interaction error (SIE) [96, 97] might be predominantly responsible
for the abnormal IR intensities of the [Ru(bpy)3]+ ion.
A careful inspection of the displacements of the vibrational modes shows that
all levels of theory yield very similar normal mode characters (Figure 5.4, Ta-
ble 5.1). The most intense and strongly broadened experimental band at 870
cm–1, assigned to the band calculated at 917 cm–1 (M06), is best characterized
as a symmetric bpy ring breathing motion that involves a symmetric Ru—N
stretching motion (Figure 5.5). Therefore, the large 47 cm–1 (29 cm–1 at the
M06/TZ2P) blue shift with respect to the experiment suggests that the central
Ru-ligand coordination bonds probably are not as strong as theory predicts.
Selected structural parameters resulting from the calculations for both mem-
bers of the redox pair are summarized in Table 5.2. For [Ru(bpy)3]2+ ion, the
average Ru—N bond length is 2.081 Å and the bpy ligand bite angle with Ru
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is predicted to be 78.0◦. For [Ru(bpy)3]2+, Ru—N bond lengths and bond an-
gles are compared with values obtained from X-ray data [95], which indicates
that the Ru—N distance is overestimated by only 0.016 Å and the bpy ligand-
bite-angle is correct to within 0.7◦). The computed gas-phase data are thus in
reasonable agreement with a pseudo-octahedral ligand environment. Further-
more, the ion is thought to have D3 symmetry [56, 98, 99] and the symmetry-
unconstrained DFT structure is indeed very close (rms deviation = 0.0193).
Upon charge reduction of 2+ ion, overall structural parameters remain simi-
lar, maintaining the pseudo-octahedral geometry and optimized structure also
retains the D3 symmetry [52] within an rms deviation of 0.0188. As well, Ru-
centered ligand-angles rearrange minimally upon charge-reduction.
Perhaps most striking, and seemingly counterintuitive, is the average Ru—N
bond length, which contracts slightly (-0.012 Å) upon charge reduction. As
well, it is interesting that despite these minimal structural changes, the IR spec-
trum changes significantly. We could attribute this inconsistency perhaps to the
poor approximation of the metal—ligand coordination potential in the compu-
tations for the 1+ system. The hybrid B3LYP functional uses 20% Hartree Fock
(HF) exact exchange as introduced by Becke [100, 101], while M06 has 27%
HF [75, 102]. Inclusion of higher HF exchange contribution in the DFT func-
tional can lead to overbinding [103]/underbinding [104] of the complexes. We
evaluate this trend using M06-L (0% HF) and M06-2X (54% HF), which clearly
fail to reproduce the observed IR spectrum of the monocation (Appendix D,
Figure D.1) where the average Ru-N distances are found to be 2.077(±0.002)Å
and 2.099(±0.016)Å respectively.
Interestingly, the hybrid O3LYP/TZ2P level has been able to reproduce the
right trend of the Ru-N distance where the bond length of the dication is re-
duced relative to that of the monocation (2.003±0.001Å vs. 2.017±0Å) [95]
(Appendix D, Table D.1), however while this level of theory correctly repro-
duces the IR spectra for the dication (data not shown), it fails for the charge
reduced ion (Appendix D, Figure D.1).
The computed (slight) contraction of the Ru—N bond length for [Ru(bpy)3]+
relative to [Ru(bpy)3]2+ ion suggests an increased bond energy, which is at odds
with chemical intuition, and more importantly with experimental observations.
First, IR induced dissociation of [Ru(bpy)3]+ is ∼30 times more facile than dis-
sociation of [Ru(bpy)3]2+ ion, clearly suggesting weaker bonding. Secondly, the
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dominant experimental IR band involving significant Ru—N stretching charac-
ter (870 cm–1) is red-shifted relative to the predicted band frequency, whereas
other IR bands appear to match relatively well. Moreover, several bands appear
broadened in the IR spectrum, which may be an indication of a relatively shal-
low potential along the Ru—N coordinate. Despite the better performance of
the M06 functional in predicting the IR frequencies, it also predicts a contracted
Ru—N distance relative to the dication. Similar holds also for the B3LYP level.
Therefore, we reduced the HF contribution manually in the B3LYP functional
to investigate the effect especially on the IR spectra and the Ru—N distances.
Figure 5.6 illustrates the effect of the gradual reduction of the HF contribution
from its original value of 20% at the B3LYP/def2-TZVP level and clearly shows
the main IR features shifting to lower frequencies, in the direction of the ex-
perimentally observed positions. Relative intensities also appear to converge
towards experimentally observed values. At the same time, the average Ru—N
bond length (shown inset of Figure 5.6) increases as expected for a weaker
metal-ligand bonding and the hexa-dentate coordination is maintained. At an
HF contribution of about 13-15%, we qualitatively find an optimum match be-
tween experimental and computed IR spectra and further reduction appears to
be worse. At the value of 13%, the average computed Ru—N distance is 2.11
Å, which is approximately 0.03 Å longer than in the dication and qualitatively
in agreement with the expectation of an increase in bond length upon charge
reduction.
The most significant improvements in experimental versus computed frequen-
cies occur for the dominant IR bands. For the 13% HF calculation, the (broad-
ened) bands centered at 870, 1073 and 1213 cm–1 are predicted at 880, 1076
and 1210 cm–1 with the approximate mode descriptions unchanged from those
in Table 5.1. In addition, the weak and broad experimental feature centered
around 625 cm–1 is more closely predicted to be due to two absorptions at 618
and 640 cm–1. Conversely, the position of the sharp band observed at 746 cm–1
appears to be better predicted by the computations including a higher percent-
age of exact exchange.
We conclude that B3LYP/def2TZVP with the reduced HF exact exchange con-
tribution gives the optimum results in terms of predictions of IR spectra and
metal-ligand bond lengths which would be fitting with the experiment. Reiher
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Figure 5.6. Theoretical IR spectra at the B3LYP/def2-TZVP level of theory with varying
levels of Hartree Fock contribution, starting from the default 20% (top panel) down to
5% (bottom panel) compared with the experimental IRMPD spectrum (magenta trace)
for [Ru(bpy)3]+. The average Ru-N bond length is given for each calculation and is seen
to increase with reducing HF contribution.
et al. [104] also suggested to reduce HF exchange to 15% to better reproduce ex-
perimental data, especially in terms of the spin multiplicity for Fe-ligand com-
plexes. Similarly, Moritz et. al. [105] reported an improved modelling of the
binding of N2 to Sellmann-type Fe(II) compounds upon reducing the default
20% HF to 15%.
Now, we would like to expore the “location” of the added electron upon charge
reduction of the dication. Gilson et. al [97] modelled the process of charge
reduction upon attachment of an electron to a multiply charged peptide cation
making it a radical cation. They reported that the additional electron remained
as a delocalized unpaired electron (which is unphysical) if a conventional DFT
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Figure 5.7. B3LYP/6-311+g(d,p) computed HOMO and LUMO of [Ru(bpy)3]2+ (a) and
SOMO, SOMO-1 for the [Ru(bpy)3]+ ion (b). For the charge-reduced ion, the same MOs
calculated at the M06 (c), B3LYP (HF=13%)/def2-TZVP (d), LC-BLYP/def2-TZVP (e)
and at the CAM-B3LYP/6-311+G(d,p) (f) levels of theory are also shown. Isosurface
value 0.015 is chosen for all orbitals.
functional (e.g., hybrid B3LYP) was chosen. On the other hand, several post-
HF methods (MP2, CCSD) and long-range corrected functionals (e.g., LC-BLYP,
CAM-B3LYP [106]) predict the attached electron to be localized on the group
with the highest electron affinity of the precursor cation.
In order to avoid electron SIE [96, 97], we computed the [Ru(bpy)3]+ complex
at the LC-BLYP/def2-TZVP and CAM-B3LYP/6-311+G(d,p) level and found
that the relative IR intensities are in the same order as the dication but the cor-
responding IR spectra do not match the experiment (Appendix D, Figure D.1).
The optimized structure at the LC-BLYP/def2-TZVP (Figure 5.2) shows that the
two Ru—N bonds with a single bpy ligand (out of three ligands) are slightly
(equally) shorter (Ru-N: 2.063Å) than for the other two ligands (2.082Å).
Here, the singly occupied molecular orbital (SOMO) plot confirms that the
electron is significantly localized on that bpy moiety which has shorter Ru-
N distances (Figure 5.7). Note similar results are also obtained at the simple
UHF level in terms of the Ru-N distance, infrared intensities (Appendix D, Fig-
ure D.1) and a slightly localized electron densities (data not shown). Based
on these observations, binding of the bpy moieties to the metal center in the
[Ru(bpy)3]+ complex may be thought as having [Ru(II)(bpy)2(bpy)·–]+ charac-
ter.
Figure 5.7 shows the frontier molecular orbitals (MO’s) for [Ru(bpy)3]2+ and
[Ru(bpy)3]+. While the highest occupied molecular orbital (HOMO) is primar-
ily centered on the Ru atom for [Ru(bpy)3]2+, the lowest unoccupied molecular
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Table 5.3. NPA results are summarized for the 2+ and 1+ complexes at the B3LYP/6-
311+G(d,p), M06/6-311+G(d,p), CAM-B3LYP/6-311+G(d,p) and LC-BLYP/def2-TZVP
level of theories where the calculated values are shown for the central Ru atom and for
all the six attached N atoms
B3LYP M06 LC-BLYP CAM-B3LYP
atom 2+ 1+ 1+ 1+ 1+
ligand Ru 0.160 0.161 0.144 0.069 0.139
bpy (1st) N -0.379 -0.389 -0.400 -0.401 -0.453
N -0.379 -0.389 -0.399 -0.401 -0.453
bpy (2nd) N -0.379 -0.388 -0.400 -0.310 -0.371
N -0.379 -0.389 -0.399 -0.303 -0.361
bpy (3rd) N -0.379 -0.388 -0.400 -0.310 -0.371
N -0.379 -0.388 -0.399 -0.303 -0.361
orbital (LUMO) is mostly delocalized on the bpy ligands. The singly occu-
pied MO (SOMO) for [Ru(bpy)3]+ indeed nearly corresponds to the LUMO of
[Ru(bpy)3]2+ (Figure 5.7b-d) and remains mostly delocalized on the bpy lig-
ands and on the metal center. On the contrary, a dominant amplitude local-
ization is observed on a single bpy moiety with a slight contribution on the
metal center at the LC-BLYP and CAM-B3LYP levels (Figure 5.7e-f). These
observations are supported by the NPA results. In addition, the SOMO-1 of
[Ru(bpy)3]+ is very similar to the HOMO for the [Ru(bpy)3]2+ shown in this
figure except at LC-BLYP and CAM-B3LYP level of theories. These later lev-
els shows slight differences where most of the amplitude in SOMO-1 is at the
metal center having a significant overlap with one of the bpy moieties.
Table 5.3 summarizes the relevant NPA results. The NPA analysis indicates that
the largest positive charge per atom 0.187 lies on the six C atoms (which connect
two aromatic rings of the individual bpy ligand) and a similar charge of 0.160
is also concentrated on the central Ru atom for [Ru(bpy)3]2+ of the optimized
geometry at the B3LYP/6-311+G(d,p) level. On the other hand, the largest neg-
ative charge per atom (0.379) lies on the six N atoms. Upon charge reduction
from, the positive charge drops to 0.161 on C but it remains almost unchanged
(0.161) on the Ru atom. This indicates that the added electron is delocalized
especially on the bpy ligands. Similar charge delocalization is observed at the
M06/6-311+G(d,p) level. On the contrary, a slightly more negative charge lo-
calization is calculated on the N atoms at the LC-BLYP/def2-TZVP and CAM-
B3LYP/6-311+G(d,p) levels.
Single point MP2 calculations (see Table 5.4) on the optimized geometries
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Table 5.4. Computed relative energies at the single-point MP2/6-311+G(2d,2p) level for
the charge reduced [Ru(bpy)3]+ complex in kJ mol–1
Optimized geometries at different level of theories MP2/6-311+G(2d,2p)
B3LYP/def2TZVP 66.2
B3LYP/6-311+G(d,p) 82.2
M06/6-311+G(d,p) 37.7
CAM-B3LYP/6-311+G(d,p) 26.4
LC-BLYP/def2TZVP 0
calculated using different functionals for the [Ru(bpy)3]+ ion reveal that the
range separated LC-BLYP functional has the minimum energy structure while
M06 holds the third lowest position. Despite the small energy difference (38
kJ mol–1) between them, they have dramatically different IR spectra—where
one (M06) reproduces the experimental IR spectrum and others (LC-BLYP and
CAM-B3LYP) do not. Therefore, based on the close relative energies and the
comparison of the predicted IR spectra to the experimental one, we find it
unlikely that the structures predicted by the LC-BLYP and CAM-B3LYP are
correct.
Daku et. al [107] recently reported a comparative study of 30 density func-
tionals of the GGA, meta-GGA, global hybrid, range-separated hybrid (RSH)
and double-hybrid types with truncated coupled-cluster CCSD(T) and mult-
configurational perturbation methods namely CASPT2 on the transition metal
complexes, [M(NCH)6]2+ (M=Fe, Co) for their spin-state energetics. This study
suggested that it was impossible to find a common density functional for the
complexes which would reproduce the electronic properties as derived from
the experiment or ab initio theories. However, the range separated functionals
(e.g., CAM-B3LYP, LC-BLYP, CAM-PBE0) performed relatively well in compar-
ison to the CASPT2 and CCSD(T) results. For the ruthenium-bpy redox pair,
such high level calculations are beyond the scope of this study.
5.5 Conclusion
We have measured the IRMPD spectra of isolated [Ru(bpy)3]2+ and its charge-
reduced analog [Ru(bpy)3]+ in the gas-phase. The stability of the [Ru(bpy)3]+
ion is clearly much lower than that of its oxidized counterpart [Ru(bpy)3]2+.
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Their IR spectra are also very distinct and while DFT computations have no dif-
ficulties reproducing the IR spectrum of the closed-shell dication, the IR spec-
trum of the monocation contains a large number of bands that appear to be
broadened and difficult to reproduce at all DFT levels employed in this study.
Reducing the HF exact exchange contribution in the B3LYP/def2-TZVP level
of theory results in a lengthening of the metal-ligand bond, consistent with the
experimentally observed lowering of the dissociation energy upon charge re-
duction. Moreover, it also gives a much improved prediction of the experimen-
tal IRMPD spectrum. In general, we find that all ligands remain intact and in
the same octahedral configuration after the charge reduction at all levels of the-
ory used here. As noted, the change of the oxidation state significantly changes
the stability, which could help to understand the degradation of the dye in the
DSSCs. Computations using the M06 and B3LYP functionals suggest that the
added electron in [Ru(bpy)3]+ is delocalized throughout all three bpy ligands,
while the LC-BLYP and CAM-B3LYP results suggest it to be more localized on
a single bpy ligand than the others (in the gas-phase). These later methods,
however, fail to reproduce the experimental IR spectra and further computa-
tional work is needed to have a clearer interpretation of why this is the case.
Perhaps most importantly, the fingerprint IR spectra of the bare metal-ligand
redox pair that we provide here can be used to benchmark theoretical meth-
ods for [Ru(bpy)3]+, and other such ions that have oxidation states that are not
readily accessible experimentally.
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Chapter6
Gas-phase vibrational spectroscopy
of triphenylamine: the effect of
charge on structure and spectra
6.1 Abstract
The effect of ionization by oxidation and protonation on the structure andIR spectrum of isolated, gas-phase triphenylamine (TPA) has been inves-
tigated by infrared multiple photon dissociation (IRMPD) spectroscopy in the
fingerprint range from 600 cm–1 to 1800 cm–1 using an infrared free electron
laser. IR spectra calculated using density functional theory (DFT) convincingly
reproduce the experimental data. Spectral and structural differences are identi-
fied among neutral TPA, TPA·+ and protonated TPA and qualitatively related to
effects of resonance delocalization. As a consequence of electron delocalization,
computed structural parameters for TPA remain virtually unchanged upon re-
moval of an electron. Nonetheless, CC and CN stretching vibrations in the IR
spectra of TPA·+ undergo a red shift of up to 52 cm–1 as compared to those in
TPA. Since ionization also strongly influences the relative band intensities, a
vibrational projection analysis was used to correlate vibrational modes of TPA
with those of TPA·+. The experimental IR spectrum of gas-phase protonated
Reproduced from Musleh Uddin Munshi, Giel Berden, Jonathan Martens and Jos Oomens, Phys. Chem. Chem.
Phys. 2017, 19, 19881-19889 with permission from the PCCP Owner Societies.
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TPA indicates that protonation occurs on the nitrogen atom, despite delocal-
ization of the lone electron pair. Upon protonation, the structure changes from
the nearly planar geometry to a near-tetrahedral configuration.
6.2 Introduction
Triphenylamine (TPA) is an organic nitrogen-containing compound that can be
considered as a derivative of ammonia in which all three hydrogen atoms are
substituted by phenyl groups to form a tertiary amine. TPA-based compounds
are used in organic light emitting diodes (OLEDs) [1–5], organic field-effect
transistors (OFETs) [6], photovoltaics [7], as semiconductors [8], as photocon-
ductors [9–11], as laser dyes [12], and in mechanoluminescent materials [13],
because of their high hole-transport properties [14, 15]. In recent years, TPA
derivatives have been used in dye-sensitized solar cells (DSSCs) for the pho-
tovoltaic conversion of sunlight into electricity [16–24]. TPA moieties (one or
multiple units) are used as electron donors and as an additional chromophore
when attached to a dye molecule, increasing the electron donating ability and
enhancing charge separation, in order to increase the photo-energy conver-
sion [21–26].
The structure and properties of neutral TPA have been thoroughly studied.
Contrary to aliphatic amines, TPA has a very low basicity [27] because of res-
onance delocalization of its lone pair of electrons throughout the entire struc-
ture [28]. Unlike ammonia, the three N–C bonds lie in the same plane due
to resonance delocalization as depicted in Figure 6.1(b). Such a structure is
not necessarily obvious because of the resulting steric hindrance between the
phenyl groups. This causes the molecule to adopt a propeller-like structure
with the phenyl groups being tilted by more than 40◦ reducing the overlap be-
tween the nitrogen lone-pair p-orbital and the phenyl p-orbitals. The propeller-
like geometry avoids molecular aggregation and allows solvent molecules to
penetrate effectively. The spectroscopic properties of neutral TPA have been
extensively investigated by both theory and experiment in the gas phase using
a variety of techniques including (rotationally resolved) laser induced fluores-
cence (LIF) [29] and gas-phase electron diffraction [30, 31], as well as in con-
densed phases using crystallography [32] and FTIR absorption spectroscopy in
an argon matrix [33]. Experimental UV-VIS absorption spectra of TPA in EtOH
were also reported along with theoretical calculations [34]. An experimental
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Figure 6.1. Resonance structures for (a) TPA·+, (b) neutral TPA. No analogous resonance
structures are possible for protonated TPA (c). The resonance hybrid of TPA/TPA·+ is a
combination of the all possible resonance structures.
gas-phase IR absorption spectrum of neutral TPA is available from the NIST
WebBook [35].
The TPA radical cation has received far less attention. In 1979, Duke et al. re-
ported on ultraviolet photoelectron spectroscopy (UPS) of the radical cation
both in condensed phases and in the gas phase [36]. They concluded that while
the condensedphase structure of the radical is very similar to that of the neutral
species, the gas-phase structure of the radical is almost planar. More recently,
theoretical investigations of its vibronic coupling constants have been reported
in order to explain the favorable hole-transport properties of triphenyl-based
molecules [37].
Here, we report gas-phase infrared spectra for the TPA radical cation (TPA·+)
and protonated TPA (TPA-H+). These spectra are compared to the IR spectrum
of the neutral species and to density functional theory (DFT) calculated spectra,
which provides detailed information on the structural changes upon oxidation
in the gas phase.
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6.3 Methods
6.3.1 Experimental
The ions are generated and analyzed in both a home-built Fourier transform
ion cyclotron resonance mass spectrometer (FTICR MS) [38, 39] and in a mod-
ified commercial quadrupole ion trap (QIT) mass spectrometer [40, 41]. Fin-
gerprint infrared multi-photon dissociation (IRMPD) spectra were recorded
for the mass-selected ions by monitoring the wavelength-dependent photo-
fragmentation yield induced by the infrared irradiation from the Free Electron
Laser for Infrared eXperiments (FELIX) [42, 43].
In the FTICR MS, TPA·+ ions were generated from an approximately 1 mM
solution of TPA in methanol using an electrospray ionization source (Z-Spray,
Micromass, UK). Ions were accumulated for 7–8 seconds in a linear hexapole
before being injected into the ICR cell through an electrostatic quadrupole de-
flector and an rf octopole ion guide. The TPA ion of interest was isolated using
a stored waveform inverse Fourier transform (SWIFT) excitation pulse [44] and
subsequently irradiated for 5–6 seconds by the infrared FEL radiation from FE-
LIX operating at a repetition rate of 10 Hz, producing 6 ms long macropulses
with energies of 30 to 60 mJ having a bandwidth of approximately 0.4% of the
centre frequency. When the frequency of the laser is resonant with a vibra-
tional band of the ion, absorption of multiple photons occurs and results in an
increase in internal energy, finally leading to unimolecular dissociation [39, 45].
TPA·+ ions studied here are comparatively difficult to dissociate with the
infrared FEL radiation alone. To enhance the IR-induced dissociation, the ions
were post-excited using 5 ms of irradiation from a continuous wave CO2-laser
(10.6 mm, 30 W) directly after each FEL pulse [46]. After the interaction
of the ions with the IR light, a mass spectrum of the ion population in the
ICR cell is obtained from an excite-detect procedure described in detail else-
where [44]. The infrared frequency dependent fragmentation yield, defined
as ∑(fragments)/∑(precursor + fragments), obtained from 2 summed mass
spectra, is plotted as a function of laser frequency in order to provide the
infrared spectrum of the ion. The yield was corrected linearly for frequency
dependent variations in laser pulse energy. Spectra were recorded from 600 to
1800 cm–1 (fingerprint region) with a 5 cm–1 step size. The wavelength of the
FEL was calibrated using a grating spectrometer.
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In the QIT (Bruker, AmaZon Speed ETD, Bremen, Germany), TPA·+ and (TPA-
H+) ions were generated via electrospray ionization of ∼1 μM solutions of TPA
in acetonitrile/water (1 : 1 ratio). If required, 0.1% of formic acid was added to
enhance protonation. At every IR frequency step, the ions were irradiated with
the FEL for 0.2–1 s and 3/5-fold averaged mass spectra were stored. No CO2
laser was used to enhance the dissociation induced by the IR FEL, however
the helium pressure in the QIT was reduced in order to reduce collisional de-
excitation and hence enhance IR-induced dissociation [40].
6.3.2 Computational modeling
Quantum-chemical calculations at the DFT level were performed to aid in
structural and vibrational assignments, using the Gaussian 09 revision D
01 [47] software package. Although TPA is known to posses C3 symmetry [29],
no symmetry constraints were imposed in the calculations. Hybrid [48]
B3LYP/6-31++G(d,p) and gradient corrected [49, 50] BLYP/cc-pVTZ lev-
els of theories were employed (for consistency purposes only). Harmonic
frequencies were computed for the optimized geometry of the molecules.
Computed harmonic frequencies were scaled by a factor of 0.975 for the
B3LYP/6-31++G(d,p) level (which was found to give the best match for many
experimental IRMPD spectra [41, 51], and 0.997 [52] for the BLYP/cc-pVTZ
level to account for anharmonicity and basis set incompleteness. All calculated
linear IR spectra were convoluted using a 20 cm–1 FWHM Gaussian line shape
function for comparison with experimental IR spectra. Additionally, single
point energy calculations were performed at the MP2(full)/6-311+G(2d,2p)
level of theory for all tautomers of protonated TPA (including ortho, meta
and para-protonated) to assess their relative stability. Their relative Gibbs free
energies and gas-phase proton affinities (PA) at 298.15 K are computed at the
MP2(full)/6-311+G(2d,2p) level of theory where zero-point energies are taken
from frequency calculation at B3LYP/6-31++G(d,p) level of theory. Charge
and bonding properties in the molecule were computationally investigated by
natural population analysis (NPA) and natural bond orbital (NBO) analysis
as implemented in Gaussian09. Finally, B3LYP/6-31++G(d,p) harmonic fre-
quencies of TPA·+ and TPA were employed in a vibrational projection analysis
(ViPA) [53, 54] in order to quantitatively identify the similarities of the normal
mode characters between TPA·+ and TPA.
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6.4 Results and discussion
The gas-phase IR spectrum of neutral TPA is taken from the NIST WebBook
and is shown in Figure 6.2. The experimental IRMPD spectrum of TPA·+ (m/z
245) was measured in both the FTICR MS and the QIT MS (see Figure 6.4 a-c).
Upon IRMPD, the main fragmentation product was found at m/z 244, corre-
sponding to the loss of atomic hydrogen. Additionally, a minor fragment with
m/z 166 was observed and is attributed to the subsequent loss of a benzene ring
from the m/z 244 ion. The IRMPD spectra of TPA·+ taken in the FTICR and QIT
agree well, where the spectrum taken without helium gas in QIT more closely
mimics the IR spectrum measured in the FTICR (Figure 6.4). At higher (stan-
dard) helium gas pressures in the QIT, collisional deactivation competes with
dissociation, reducing the observed fragmentation yield [40].
Figure 6.2. Experimental IR absorption spectra of neutral TPA [35] (a), along with the
calculated IR spectra at the B3LYP/6-31++G(d,p) (b) and BLYP/ cc-pVTZ (c) levels of
theory. The optimised structure is shown in panel (b). Experimental IR bands are la-
belled from A to H for assignments given in Table 6.1.
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In the FTICR, no IR photodissociation of TPA-H+ could be observed. The in-
frared spectrum of TPA-H+ shown in Figure 6.5(a) was measured in the QIT.
Photodissociation yields under ‘regular’ experimental conditions were very
low due to the high stability of protonated TPA for IR photodissociation. In
order to be able to record the IRMPD spectrum shown in Figure 6.5, TPA-H+
ions had to be irradiated with 10 macro pulses of the FEL without helium gas
in the ion trap. IRMPD fragments of TPA-H+ (m/z 246) were found at m/z 169
and 92, representing the loss of one and two phenyl groups respectively.
The well-known propeller-like structure of TPA is reproduced by our calcu-
lations (see rotational constants in Table E.1); bond lengths and bond angles
are given in Table 6.2, and agree well with experiment [29, 31]. Note that the
B3LYP CC and CN bond lengths match the experimental values better than
BLYP values, which typically provides larger values for these bonds compared
to B3LYP [55]. The torsional angle denoted as φ of TPA is well estimated by
both levels of theory (within ∼ 3◦).
Inspection of the highest occupied molecular orbital (HOMO) (Figure 6.3) sug-
gests that the lone pair electrons on the nitrogen atom are highly delocalized
throughout the structure due to conjugation as also suggested by the resonant
Lewis structures in Figure 6.1(b) [56]. In addition to the N-atom, the HOMO
has high amplitudes at the phenyl carbon atoms in ortho and para positions,
while much less on the meta positions, indeed as suggested by the Lewis struc-
tures in Figure 6.1(b). On the other hand, the partial double bond character
of the N–C bonds is not obvious since the phenyl rings are twisted by more
than 40◦ reducing the overlap between the nitrogen lone-pair orbital and the
phenyl pi-orbitals. Indeed, an NBO calculation does not recognize any pi-bonds
between the nitrogen and the adjacent C-atoms.
Figure 6.3. HOMO of TPA (a) and its radical cation (b) shown at an isosurface value of
0.03.
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6.4.1 Spectroscopy and structure of TPA radical cation
TPA·+ has a structure very similar to its neutral counterpart. Table 6.2 com-
pares structural parameters calculated in the present study with values that
have been reported in the literature. We note that values reported in ref. [57]
(from 1979) used an empirical pseudopotential model (CNDO/S3 model) [57]
to mimic gas-phase UPS data. Their reported value for the torsional angle is
29◦ lower than our B3LYP/6-31++G(d,p) and BLYP/cc-pVTZ values (φ = 39◦).
Average bond lengths for the CN and CC bonds appear not to change upon
ionization by amounts that could be considered significant. The torsional an-
gles of the phenyl rings appear to undergo the largest change, although the
2◦-3◦ change in the direction of a flattening of the ion is very marginal indeed.
These computed structures thus suggest that the effects of the removal of an
electron are smeared out over the entire molecule to an extent that they become
unnoticeable.
The IRMPD spectrum of TPA·+ shown in Figure 6.4 is closely reproduced by
theory showing maximum deviations between theoretical and experimental vi-
brational frequencies of only 10 cm–1. For instance, considering the phenyl ring
and CN stretching modes experimentally found at 1548 cm–1 (band I) are com-
puted exactly at 1548 cm–1 by the BLYP/cc-pVTZ method (Table 6.1). This sug-
gests that the effects of resonance delocalization on the vibrational frequencies
– and hence on the force constants – are well reproduced by theory. Some of the
predicted bands with low intensities remain unobserved, even with the maxi-
mum laser power settings, likely because at these frequencies the ions cannot
be energized to exceed the dissociation threshold.
The experimental IR bands have been labelled and assigned with an approxi-
mate mode description inferred from the computed normal modes (Table 6.1).
In the case of TPA·+, bands I through K show dominant phenyl ring and C–N
stretching character, similar to neutral TPA. To determine the similarities of the
normal modes between TPA·+ and TPA, we employed a vibrational projection
analysis (ViPA) [53, 54], designed for quantitative comparisons between similar
systems. ViPA treats the set of normal modes of the considered individual sys-
tems as simple vectors; taking the dot product of each of the modes of TPA·+
(object molecule) with each of the vectors of the basis molecule TPA then relates
their normal modes. We use this relation to compare normal mode frequencies
between the neutral and radical cationic system.
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Figure 6.4. IRMPD spectrum of TPA·+ taken in the FTICR (a), in the QIT with (b) and
without (c) buffer gas. Calculated spectra at the B3LYP/6-31++G(d,p) and BLYP/cc-
pVTZ levels are shown in panels (d and e). Experimental IR bands are labelled from I
to P for assignments in Table 6.1 and the optimised structure is shown in panel (d). The
horizontal dotted line indicates an apparent IRMPD cut-off [40].
Substantial changes in band intensities are observed upon ionization, which
makes the ViPA analysis essential to correlate bands in TPA and TPA·+. For
instance, the band of TPA·+ computed at 1456 cm–1 (band J in Figure 6.4) pos-
sesses only 7% mode character of the dominant band of TPA at 1490 cm–1 (band
B in Figure 6.2). On the contrary, it has 63% similarity to the band at 1456 cm–1
which shows almost no intensity in TPA (see Appendix E Figure E.2).
The results of the ViPA analysis are presented in Appendix E Figure E.2. Ac-
cording to this ViPA analysis, the experimental IR band of TPA·+ at 1548 cm–1
(band I in Figure 6.4) shows 59% similarity with the experimental IR band at
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Table 6.1. Experimental vibrational frequencies (in cm–1) of TPA and TPA·+ are com-
pared with harmonic frequencies calculated at the B3LYP/ 6-31++G(d,p) and BLYP/cc-
pVTZ levels of theory. Labels refer to Figure 6.2 and Figure 6.4. Experimental and
theoretical band shifts (Δν in cm–1) of corresponding vibrational modes between TPA
and TPA·+ are indicated for similar modes. Experimental band widths (FWHM in cm–1)
are shown in parentheses. Assignments of the bands are based on the highest intensity
(km mol–1) contribution
Exp B3LYP BLYP
TPA TPA·+ Δν TPA TPA·+ Δν TPA TPA·+ Δν assignmentsa
1590(28)A 1548(23)I 42 1599 1575 24 1566 1548 18 R str(s), CN str(w)
1494(22)B 1490 1474 R str, CN str (s), CH bend
1446(18)J 1456 1445 CNC, CH bend, R str
1327(∼30)C 1319 1326 CNC, CH bend, R twist
1278(25)D 1226(40)K 52 1271 1245 27 1236 1215 21 CN str (s), CH bend
1160(28)L 1169 1163 CN str(w), CH bend (s)
1074(16)E1 1077 1072 CH bend
1030(17)E2 1024 1018 R str
988(13)M 983 986 R deformation
750(16)F 758(15)N -8 748 762 -14 742 761 -19 CH oop
696(19)G 672(12)O 24 691 677 14 688 677 11 CH oop
622(18)H 618(10)P 4 619 619 0 621 620 1 CCC bend
aR str–phenyl ring stretch; str–stretch; CH bend–in plane CH bending modes; CH oop–CH out of plane bending movement; R
deformation–phenyl ring deformation modes; s–strong; w–weak.
1590 cm–1 (band A in Figure 6.2) in TPA. We thus infer a shift of 42 cm–1 as a
consequence of oxidation of TPA. B3LYP/6-31++G(d,p) level of theory predicts
a shift of 24 cm–1 or this band. Similarly, the band observed at 1278 cm–1 in TPA
having predominant CN stretching character can be correlated according to the
ViPA analysis to the 1226 cm–1 band in TPA·+ inferring an experimental red-
shift of 52 cm–1 upon oxidation. These red shifts are generally reproduced in
the calculated IR spectra at both the BLYP/cc-pVTZ and B3LYP/6-31++G(d,p)
(Table 6.1) levels of theory.
For both neutral TPA and TPA·+, the bands in the lower frequency range (800
to 600 cm–1) are mainly related to C–H out of plane bending with the exception
of the peak close to 620 cm–1 which results from a weak CCC bend. Ionization
appears to have little effect on these low frequency bands.
We interpret these down-field shifts of CC and CN stretching bands upon ion-
ization as evidence for the resonance delocalisation in this molecule: removal of
an electron from the HOMO reduces the electron density not only on the nitro-
gen centre but also in the CN and phenyl CC bonds causing a slight reduction
in the corresponding force constants. As a consequence, these stretching bands
in TPA·+ generally appear at lower frequencies relative to those of neutral TPA.
The computed decrease of the torsional angles in TPA·+ though small, is also a
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Table 6.2. Computed bond lengths (Å) and bond angles (◦) are compared to experimen-
tal (electron diffraction [30, 31]) values for TPA and reported [36] values for TPA·+ in
the gas phase. Parenthesized vales are standard deviations
B3LYP/6-31++G(d,p) BLYP/cc-pVTZ Experimental Reported
Parameter TPA TPA·+ TPA TPA·+ TPA TPA·+
C-Nmean 1.422 (0) 1.415 (0) 1.430(0) 1.423 (0) 1.418 (4)/1.42 (0.04)
C-Cmean 1.399(4) 1.401 (9) 1.402(5) 1.404 (10) 1.399(4)/1.392(0.006)
C-Hmean 1.086(1) 1.085 (1) 1.088 (1) 1.087 (1) 1.123 (2)
bond and torsion angle (◦)
∠CNCmean 120 (0.02) 120 (0.05) 120 (0.04) 120 (0.02) 119.9 (1)/116 (2) 120 (2)
φmean 42.08 (0.07) 39.25 (0.18) 42 (0.27) 39.67 (0.05) 45.2 (2.0)/47 (5) 10 (3)
consequence of the reduced force constants in the CN bonds (Table 6.2).
For both neutral TPA and TPA·+ the bands in the lower frequency range (800 to
600 cm–1) are mainly related to C–H out of plane bending with the exception
of the peak close to 620 cm–1) which results from a weak CCC bend. Ionization
appears to have little effect on these low frequency bands.
The NBO analysis suggests that the occupancy of the nitrogen lone pair or-
bital in TPA is only 1.72, where the missing electron density is largely donated
into pi∗ bonds on the phenyl rings, as reflected in the resonance picture in
Figure 6.1(b). Upon ionization, the nitrogen lone pair occupancy drops only
slightly to 1.46 (α and β spin orbitals added) and about 0.15e is removed from
the pi-bonds in each of the phenyl rings. Perhaps somewhat counter-intuitive,
the NPA analysis places a -0.480e partial charge on the N-atom in TPA, which
changes only slightly to -0.27e in the cation. NPA charges on the carbon atoms
(with H-atoms summed) in para, meta and ortho positions also change only
slightly, from -0.016, +0.013 and -0.003 in the neutral to +0.094, +0.049 and
+0.051 in the cation. We conclude that these trends testify of strong charge
delocalization resulting in the negligible structural changes upon ionization
(Table 6.2). Nonetheless, the vibrational modes involving CC and CN stretch-
ing show small but significant red-shifts revealing the general bond weakening
upon loss of an electron.
6.4.2 Spectroscopy and protonation site of TPA
It is of interest to consider also the protonated form of TPA. Protonation on the
nitrogen atom engages the lone-pair electrons into a σ-bond binding the pro-
ton, so that conjugation with the phenyl-ring pi-electrons is disrupted. We in-
vestigate the effects on the IR spectrum, however, we shall first verify whether
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protonation indeed occurs on the nitrogen. Since the lone pair electrons are
highly delocalised throughout the TPA structure, protonation on the phenyl
ring carbon atoms either in the para- or ortho-positions may become competi-
tive with protonation on the N-atom. A previous study suggests that for gas-
phase aniline, ring protonation at the ortho or para position is energetically
feasible along with N-protonation as confirmed by infrared photodissociation
(IRPD) spectroscopy [58]. Our computations predict that despite the low pro-
ton affinity (PA) of TPA, the nitrogen atom remains the preferred protonation
site, with protonation on the para- and ortho phenyl carbon atoms being dis-
favoured by 23 and 40 kJ mol–1, respectively (Figure 6.5). Our theoretical en-
ergy (enthalpy) of protonation on the N-atom (913.5 kJ mol–1) (see Appendix E
Table E.2) is close to the experimental PA (903.7 ± 8.4 kJ mol–1), determined in
the gas phase by mass-spectrometric methods [59]. Almost the same PA (908.8
kJ mol–1) is reported by Hunter and Lias [60].
Figure 6.5. IRMPD spectrum recorded in the QIT MS for TPA-H+ without helium buffer
gas (a). IR bands are labelled from Q to V for assignments (see Table 6.3). Calculated
spectra for the possible protomers are shown in (b–e) with their relative Gibbs free ener-
gies. Protonation site is indicated with an arrow. IRMPD spectrum (a) closely matches
with the N-protonated isomer (b) which is also the minimum energy structure.
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Table 6.3. Experimental vibrational frequencies (in cm–1) of TPA-H+ compared to the-
oretical frequencies (scaled) calculated at the B3LYP/6-31++G(d,p) and BLYP/cc-pVTZ
levels of theories for the N-protonated isomer only. Values in parentheses are observed
spectral bandwidths (FWHM in cm–1)
Theory(DFT)
Label Exp B3LYP/6-31++G(d,p) BLYP/cc-pVTZ Assignmentsa
Qb 1475(38) 1488 1477 CC str (s), CN str (m), NH bend (s)
1460 1468 1457 CHip (m), NH bend (s)
1459 1450 CHip (s)
R 1345(12) 1358 1353 NH bend (s), CNC bend (m)
S 1242(12) 1252 1247 NH bend (s), CNC bend (s), CN bend
T 996(13) 988 991 Ring deformation (s)
Ub 738(21) 746 741 CH oop (s), CNC bend (m)
727 728 724 CH oop (s), CNC bend (m)
V 683(14) 683 687 CH oop bend (m)
aCC str – CC stretch of the phenyl rings; str – stretch; ip – in-plane bending mode; ring deformation – phenyl ring deformation; oop –
out of plane; s – strong band; m – medium band. b Bands consist of two unresolved absorptions with almost equal intensity, which is
confirmed by the computed spectra.
Figure 6.5(a) presents the fingerprint IRMPD spectrum of TPA-H+. The calcu-
lated IR spectrum for N-protonated TPA agrees well with all bands observed
in the experimental IRMPD spectrum. Again, the lower-intensity IR bands re-
main unobserved in the experiment presumably because at these frequencies
the ion cannot be energized to exceed the dissociation threshold. The IR bands
are labelled, assigned and compared in Table 6.3.
The IR feature at the high-frequency end of the scan range, labelled as Q in Fig-
ure 6.5, has two maxima centred at 1475 and 1460 cm–1 and the corresponding
calculated values are within ∼10 cm–1. The normal modes involve mainly the
CC stretch (ring stretch) and NH bending, the latter being particularly charac-
teristic for N-protonated TPA-H+.
Computed IR spectra of ring protonated TPA isomers do not match the experi-
mental IRMPD spectrum (see Figure 6.5). The predicted spectrum for the ortho
protonated isomer exhibits basically only one strong band (near 1500 cm–1),
which happens to coincide with a strong band in the experimental spectrum,
so that we cannot definitively exclude a partial contribution of this isomer to
the ion population. However, based on the close match between the experi-
mental and theoretical spectra of the N-protonated isomer and the computed
thermodynamics, the presence of the ortho-protonated species is unlikely.
Table 6.4 lists computed structural parameters for N-protonated TPA. The CNC
bond angle is found to be approximately 114◦, confirming, as expected, the
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Table 6.4. Bond lengths (Å) and bond angles (◦) of N-protonated TPA have been calcu-
lated at the B3LYP/6-31++G(d,p) and BLYP/cc-pVTZ level of theories. Parenthesized
vales are standard deviations
Theory(DFT)
Parameter B3LYP/6-31++G(d,p) BLYP/cc-pVTZ
C-C 1.396 (2) 1.398 (3)
C-N 1.506 (0) 1.506 (0)
C-H 1.085 (1) 1.087 (3)
N-H 1.025 (0) 1.028 (0)
Bond angles(◦)
∠HNC 104.3 (0) 104.1 (0)
∠CNC 114.1 (0) 114.2 (0.1)
more tetrahedral arrangement of ligands around the nitrogen atom as com-
pared to the neutral and radical cation forms of TPA. Moreover, the C–N bond
lengths are significantly longer in TPA-H+, testifying of the disrupted conju-
gation between the N-atom and the phenyl ligands and their inherent purely
single-bond character.
6.5 Conclusions
Structural characterization and in particular the effects of resonance delocal-
ization in TPA and its ionized forms (radical cation and protonated) have been
investigated by IR spectroscopy in the gas phase and quantum-chemical (DFT)
calculations.Due to the complete delocalization of the HOMO in the conju-
gated TPA system, one might expect all CC and CN bond lengths to increase
upon ionization of the molecule. However, computed bond lengths are only
marginally increased, within what can probably be considered the computa-
tional accuracy. Apparently, the strong delocalization causes the effect on each
individual bond length to be minimal. On the other hand, vibrational frequen-
cies of the normal modes having predominantly CN and CC stretching char-
acter are predicted to undergo a slight red shift upon ionization. The experi-
mental IR spectrum of the gaseous TPA radical cation recorded here confirms
these predictions.The experimental IRMPD spectrum and the calculated linear
absorption spectrum are generally in excellent agreement.
The strong resonance delocalization also causes the proton affinity of TPA to
be strongly reduced in comparison with non-conjugated tertiary amines. It is
nonetheless possible to generate protonated TPA in our MS and its IR spectrum
was also recorded. The spectrum confirms that despite the relatively low PA,
160
REFERENCES
protonation occurs on the nitrogen atom resulting in a near-tetrahedral geom-
etry at the N-centre.
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Chapter7
Proto-isomerization of indigo and
isoindigo dyes confirmed by gas
phase infrared ion spectroscopy
7.1 Abstract
Gas-phase infrared multiple-photon dissociation (IRMPD) spectra arerecorded for the protonated dye molecules indigo and isoindigo using
a quadrupole ion trap (QIT) mass spectrometer coupled to the free electron
laser for infrared experiments (FELIX). From their fingerprint IR spectra
(600—1800 cm–1) and comparison with quantum-chemical calculations at
the density functional level of theory (B3LYP/6-31++G(d,p)), we derive their
structures. We focus particularly on the question of whether trans-to-cis
isomerization occurs upon protonation and transfer to the gas phase. The
trans-configuration is energetically favored in the neutral forms of the dyes
in solution and in the gas phase. Instead, the cis-isomer is lower in energy
for the protonated forms of both species, but indigo is also notorious for not
undergoing double-bond trans-to-cis isomerization in contrast to many other
conjugated systems. The IR spectra suggest that proto-isomerization from
trans to cis indeed occurs for both dyes. In order to estimate the extent of
isomerization, on-resonance kinetics are measured on diagnostic and common
vibrational frequencies to determine the ratio of cis to trans isomers. We find
"Reprinted with permission from Musleh Uddin Munshi, Jonathan Martens, Giel Berden and Jos Oomens, J. Phys.
Chem. A 2019. Copyright 2019 American Chemical Society."
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ratios of 65-70% cis and 30-35% trans for indigo, versus 75-80% cis and 20-25%
trans for isoindigo. Transition-state calculations for the isomerization reactions
have been carried out, which indeed suggest a lower barrier for protonated
isoindigo, qualitatively explaining the more efficient isomerization.
7.2 Introduction
Indigo (C16H10N2O2) is a common pigment with a distinctive blue color.
Double-bond isomerization [1] of indigo is of the essence because of its poten-
tial use as a molecular switch [2, 3] in the ongoing challenge to harness and
exploit the well-defined mechanical properties of molecular compounds and
the design of small, molecular-sized devices. Cis-trans isomerization around
double bonds in conjugated compounds can be triggered by heat, light, or
catalysts such as the addition of protons, transition metal ions, Lewis acids, etc.
Especially light-induced trans-cis photo-isomerization of indigo and a variety
of its derivatives has been widely studied [1, 4–10]. As general conclusion from
these studies, it was found that although many of the derivatives undergo
double-bond isomerization in the excited state, indigo itself does not. The
distinctive ingredients inhibiting photo-isomerization in indigo have been
suggested to be the NH· · ·O=C hydrogen bonds in the trans isomer, efficient
excited-state proton transfer and efficient non-radiative internal conversion
quenching the photo-isomerization channel [6, 7, 9, 11]. Indigo’s resistance to
photo-isomerization is key to its photostability as a pigment [12].
As an alternative to photo-isomerization, proto-isomerization of indigo, i.e.,
trans-to-cis isomerization induced by protonation, has also been addressed.
Indigo and various of its derivatives were characterized experimentally in the
condensed phase [13, 14]. Studies of imine derivatives of indigo in strong acids
provide evidence for efficient trans-to-cis isomerization, but this could not be
established for indigo itself [13]. Theoretical studies of proto-isomerization of
indigo and some of its imine derivatives considering both the gas-phase and so-
lution conditions indeed predict lower activation energies for the imine deriva-
tives [15].
Here we address the question of whether and to what extent isomerization to
the cis-configuration occurs for protonated indigo, as well as of isoindigo (Fig-
ure 7.1), when fully isolated in the gas phase of a mass spectrometer. As neutral
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Figure 7.1. Schematic showing neutral a) trans indigo (top) and b) isoindigo. Isoindigo
is a structural isomer of indigo and has a 5-membered cyclic amide (γ-lactam) arrange-
ment. Oxygen atoms are identical (O1=O2) in both isomers. DFT optimized structures
are also shown with important bond distances (in Å) indicated.
Figure 7.2. Protonation on one of the two identical oxygen atoms in indigo allows
for mesomeric structures having a single bond connecting the two subunits, suggest-
ing more facile trans-to-cis isomerization of the protonated species. Similar resonance
structures can be drawn for isoindigo.
species, indigo as well as isoindigo are characterized by a trans-configuration
ground state, where the carbonyl groups on the two subunits are antiparallel to
each other. Two NH· · ·O=C hydrogen bonds stabilize the trans-configuration
of the indigo molecule with respect to the cis isomer. The absence of H-bonds
in isoindigo brings cis- and trans-configurations closer in energy, although the
trans configuration is still lower in energy (vide infra).
Of the possible protonation sites (NH nitrogen and C=O oxygen atoms), the
oxygen atom is preferred and it is noted that in indigo as well as in isoindigo,
both carbonyl oxygens are symmetrically identical. Upon protonation on one
of the oxygen atoms, the charge is delocalized over the conjugated system
as suggested by the resonance structures shown in Figure 7.2. The reduced
double-bond character of the central C=C bond suggested by the resonance
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structures indicates that trans-to-cis isomerization may become more facile. In
the cis-configuration, O-protonated indigo can form a proton bridge between
the two carbonyl O-atoms, providing additional stability to the cis-isomer. On
the other hand, the trans-configuration is destabilized upon protonation due
to the partial positive charge on the protonated carbonyl O-atom, reducing the
NH· · ·O=C hydrogen bond strength. Computational investigations have in-
dicated that in its protonated form, cis-indigo is indeed lower in energy than
trans-indigo, although the barrier to isomerization remains substantial (125 kJ
mol–1) [15].
We investigate the molecular structures of the gaseous protonated dyes using
infrared multiple-photon dissociation (IRMPD) spectroscopy [16–18] in an ion-
trap mass-spectrometer coupled to the beam line of our infrared free electron
laser FELIX. Gas-phase IR spectra are employed for structural identification by
comparison with harmonic frequency calculations at the density functional the-
ory (DFT) level. In addition, we employ wavelength selective IRMPD kinetics
to estimate the relative cis- and trans-isomer abundances.
7.3 Methods
7.3.1 IRMPD spectroscopy
Protonated (iso)indigo ions are generated by electrospray ionization (ESI)
and stored in a modified 3D quadrupole ion trap (QIT) mass spectrometer
(Bruker, AmaZon Speed ETD, Bremen, Germany) [19]. Solutions contain-
ing 1:1 methanol: water and about 1.0 μM of one of the dye molecules and
about 0.1% of formic acid (to enhance protonation) are used for ESI. Ions are
mass-isolated in the trap and irradiated with two pulses of tunable infrared
radiation generated by the FELIX free electron laser (FEL) source [16]. In
these experiments, the FEL typically produces radiation in the form of 6 μs
long macropulses at a 10 Hz repetition rate, which have approximately 100
mJ of energy and a bandwidth of about 0.4% of the central frequency. Every
macropulse consists of a series of micro-pulses of a few ps, separated by a
1-ns time interval. Upon resonance of the FEL frequency with a vibrational
transition of the stored ion, absorption of multiple photons occurs, aided by
intramolecular vibrational redistribution (IVR) [20], which raises the internal
energy of the ions and eventually results in unimolecular dissociation. IR
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frequency-dependent fragment and precursor ion intensities are monitored in
the QIT-MS. The mass spectral data are then converted into an IR spectrum of
the precursor ion by plotting the dissociation yield [21–24] as function of the
FEL frequency:
Yield = –ln
[
1 –
∑ IntensityFragments
∑ IntensityFragments + IntensityPrecursor
]
Each data point in the IRMPD spectrum is obtained from 6 averaged mass spec-
tra. The yield is linearly corrected for frequency-dependent variations in FEL
pulse energy. The FEL frequency is tuned with a 3 cm–1 step size reconstruct-
ing the fingerprint IR spectra from 700—1800 cm–1. The FEL wavelength is
calibrated using a grating spectrometer.
In addition, isomer selective on-resonance IRMPD kinetics [25, 26] are mea-
sured in order to estimate the relative abundance of isomers in the ion popu-
lation, which eventually yields the extent of proto-isomerization. This method
is described in detail in reference [25]. The intensity of the precursor ion (pro-
tonated indigo or isoindigo) is measured as a function of the number of FEL
pulses at selected IR frequencies. At an IR frequency where both trans and
cis isomers absorb, all precursor ions should be dissociated if irradiated suf-
ficiently long. As a result of a non-perfect overlap of the laser focus with the
ion cloud, a small fraction of precursor ions survives even after 60 laser pulses
(2% in the current experiments, see below). In contrast, irradiation at isomer-
specific frequencies selectively depletes only the cis or the trans isomeric ions.
The decay of the ion intensity as a function of the number of laser pulses pro-
vides information on the relative abundance of isomers in the ion population.
7.3.2 Theoretical modeling
For all calculations, the B3LYP/6-31++G(d,p) level of theory [27–29] is chosen
to optimize the geometry and to compute the harmonic frequencies employing
Gaussian 09 revision D 01 [30]. In order to compare the computed (linear) IR
spectra with IRMPD spectra, the calculated harmonic frequencies are scaled by
a factor of 0.975, which is considered to be appropriate at this level of theory,
to compensate for anharmonicity and basis set incompleteness [31, 32]. Com-
puted IR spectra are convoluted with a 15 cm–1 full-width at half-maximum
(FWHM) Gaussian line shape function. The relative Gibbs free energies of the
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isomers are also considered for comparison. Transition State (TS) geometries
for the trans-to-cis isomerization are computed by using the opt=TS keyword
and a single negative frequency is confirmed, corresponding to the torsional
motion around the central CC-bond of the molecule (vide infra).
7.4 Results and discussion
7.4.1 Resonance structures of indigo and isoindigo
Before analyzing the IRMPD spectrum, we first consider the consequences of
protonation for the resonance structures in indigo and isoindigo, which can be
considered as α, β-unsaturated carbonyl compounds. In particular, the carbonyl
moieties are conjugated with the C=C bond connecting the two subunits of the
dye. Figure 7.2 shows that protonation at one of the (identical) carbonyl groups
allows one to draw mesomeric structures having a single bond connecting the
two subunits, which suggests not only that the charge is well delocalized over
the entire molecule, but also that the partial single bond character may enhance
trans-to-cis isomerization of the system. The calculations confirm the partial
single-bond character of the central CC linkage by a lengthening of this bond
of 0.01 – 0.02 Å as compared to the neutral molecule. Neutral trans-indigo is
stabilized by 68 kJ mol–1 due to two N-H· · ·O=C hydrogen bonds with respect
to the cis isomer. In the protonated form, cis-indigo is stabilized by a shared-
proton hydrogen bonding structure (O—H+· · ·O). The absence of strong H-
bonds in neutral isoindigo brings cis- and trans-configurations closer in energy,
with trans being stabilized by 31 kJ mol–1.
Both for indigo and isoindigo, protonation at one of the carbonyl oxygen atoms
is expected to significantly affect the carbonyl stretching frequencies. For our IR
spectroscopic investigation, the position of the C=O stretch frequency is there-
fore of special interest as it is expected to be a sensitive probe of the cis/trans
structure of the system. If both trans and cis protonated dyes are present, we
expect to observe two distinct C=O stretch frequencies.
Finally, we note that the N-protonated forms of indigo and isoindigo are com-
puted to be +54 and +118 kJ mol–1 higher in energy than the O-protonated
forms, respectively, and that their predicted IR spectra do not match with ex-
periment (see Appendix F Figure F.1); we shall therefore not further consider
these alternative protomers.
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7.4.2 Protonated indigo
Figure 7.3 shows the IRMPD spectrum of protonated indigo (m/z 263) from 600
to 1850 cm–1. It has been recorded by monitoring IR-induced fragments at m/z
262, 245, 235, 219, 217, 206 and 190 (Appendix F Figure F.2), which is consistent
with observed dissociation channels in collisional induced dissociation (CID)
mass spectra of protonated indigo [33, 34]. The dominant experimental IR
bands are labelled with their IR frequency for assignment (Figure 7.3a). Com-
puted linear IR absorption spectra for cis (Figure 7.3b) and trans (Figure 7.3c)
isomers of protonated indigo are also shown. A quick comparison of the com-
puted and measured spectra shows that (i) in the 600-1550 cm–1 range the cis
and trans spectra match roughly equally well to the experimental spectrum
and (ii) the most striking differences are in the 1550-1800 cm–1 range. In the ex-
perimental spectrum, a low-intensity band is observed centered at 1725 cm–1,
which is attributed to stretching of the unprotonated C=O group that is hy-
drogen bonded with the neighboring N-H group in the trans isomer. Theory
predicts this band with relatively low intensity at 1733 cm–1 in the spectrum of
protonated trans-indigo. The observation of this band, though weak, suggests
the presence of protonated indigo in its trans isomeric form.
DFT predicts a similar C=O stretch band at 1675 cm–1 for the cis isomer, but ex-
perimentally this band is not well resolved. The dominant experimental band
is centered at 1604 cm–1, which clearly matches mostly with the cis isomer due
to a set of delocalized vibrations of CC stretching and OH+· · ·O in-plane bend-
ing character. In addition, the theoretical bands of the cis isomer at 1517 and
1527 cm–1 are attributed to C=O stretching of the protonated carbonyl vibration
and a ring vibration involving the 5 and 6-membered rings, which is coupled
to the OH in-plane bending vibration; the computations match with the ex-
perimental band at 1519 cm–1. The experimental band at 1468 cm–1 is due to
6-membered-ring vibrations along with OH in-plane bending modes of the cis
isomer, which is predicted at 1459 cm–1 while the trans-isomer has a band at
1462 cm–1 due to a 6-membered-ring vibration alone. The strong experimental
band at 1315 cm–1 also matches with a predicted band for the cis isomer having
mainly ring vibration character combined with CH and NH in-plane bending.
Similar vibrations are present in the trans isomer, but their intensities are not
as high. The shoulder at 1370 cm–1 appears to have dominant contributions
from the trans isomer predicted at 1378 and 1385 cm–1 and attributed to ring
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Figure 7.3. (a) Gas-phase IRMPD spectrum of protonated indigo (magenta trace) with
band centers for the main experimental bands indicated. The experimental spectrum
is compared with computed spectra for (b) the cis and (c) the trans isomer. The gray
trace in panel (a) represents the aggregate spectrum of cis and trans isomers assuming
fractional populations as suggested by the kinetic measurements described in the text.
Computed intensities in km mol–1 refer to the stick spectra. Optimized structures along
with their relative Gibbs free energies are shown, as well atomic distances (in Å).
vibrations coupled with NH and CH in-plane bending. The band at 1250 cm–1
also has more contribution from the trans isomer showing predicted bands at
1239 and 1251 cm–1. Moreover, the predicted band for cis at 1181 cm–1 due to
a 6-membered ring vibration matches with the experiment at 1175 cm–1. The
trans isomer contributes with bands at 1181 and 1173 cm–1. The last domi-
nant experimental band at 1100 cm–1 appears to represent contributions from
both cis (1109 cm–1) and trans (1110 cm–1) isomers, involving 6-membered ring
vibrations combined with CH in-plane bending. The predicted band at 1060
cm–1 for cis due to a 5-membered ring vibration coupled to NH in-plane bend-
ing matches the experimental band at 1060 cm–1, while the trans isomer has a
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similar band at 1043 cm–1 that also matches the experiment at 1046 cm–1.
Apart from these dominant bands, there are relatively low intensity experimen-
tal bands towards the low-frequency region of the IR spectrum. For instance,
the OH in-plane bending mode at 1015 cm–1 for cis is experimentally confirmed
by the shoulder at 1000 cm–1 . There is no obvious contribution from the trans
isomer to this band. Cis and trans isomers contribute roughly equally to the
experimental band at 877 cm–1 due to computed intensities at 884 cm–1 and
865 cm–1, respectively, with both bands being attributed to in-plane ring vi-
brations. The low frequency experimental band at 745 cm–1 is the typical CH
out-of-plane bending mode predicted at 752 cm–1 for the cis isomer and at 746
cm–1 for trans.
From this analysis of the spectrum, we conclude that both cis and trans species
are present in the ion population and therefore that proto-isomerization occurs
in part for the ion population. From the kinetic analysis below (involving the
1725 cm–1 band diagnostic for trans and the 1604 cm–1 band attributed to both
isomers) presented below, we estimate a 65-70% cis plus 30-35% trans mixture.
Combining the two predicted spectra in this ratio gives the grey trace in Fig-
ure 7.3a.
The calculations show a H-bond distance in the cis isomer of 1.48Å which indi-
cates a strong H-bond. The C=C distance (1.38Å) is increased slightly by 0.03Å
as opposed to the neutral (trans) indigo. The same increment of the C=C dis-
tance is observed for the trans isomer upon protonation.
7.4.3 Protonated isoindigo
Figure 7.4 shows the IRMPD spectrum of protonated isoindigo (m/z 263), which
has been recorded by monitoring the fragments at m/z 245, 235, 219, 217 and
190 (see Appendix F Figure F.2). Theoretical IR spectra of the cis and trans
isomers are again overlaid with experiment in panels b and c for comparison.
The two highest frequency IR bands in the observed spectrum at 1745 cm–1
and at 1686 cm–1 are assigned as the carbonyl C=O stretch bands of the trans
and cis isomers, respectively. Hence, we conclude immediately that the IRMPD
spectrum suggests again the co-existence of the two isomers. The experimental
C=O stretch band for the cis isomer appears broadened, possibly due to the
strong hydrogen bond of the added proton with the unprotonated carbonyl
group, forming a shared proton motif (O—H+ · · ·O) [35–38]. DFT calculations
175
Chapter 7. Proto-isomerization of indigo and isoindigo in the gas phase
Figure 7.4. (a) Experimental IRMPD spectrum of protonated isoindigo (magenta trace).
(b) Overlay of the experimental spectrum with the calculated IR spectrum for the cis
isomer and (c) with that of the trans isomer. The gray trace in panel (a) represents an
77/23-ratio mix of the cis/trans computed spectra, as suggested by the kinetic measure-
ments described in the text. Optimized structures along with the relative Gibbs energies
are shown, as well as some relevant atomic distances (in Å).
predict the carbonyl stretch bands in both isomers to be separated by 65 cm–1,
close to the observed splitting. Absolute band positions are calculated at 1765
cm–1 and 1700 cm–1 for trans and cis, respectively, showing a slight system-
atic shift. In contrast to protonated indigo, the band for the cis isomer is well
resolved. The trans isomer of protonated isoindigo is computed to lie 75 kJ
mol–1 higher in energy than the cis isomer so that the presence of any trans
isomers must be due to kinetic trapping and a reasonable barrier between the
two isomers. IRMPD kinetics experiments (vide infra) suggest that the trans
isomer contributes 20-25% to the ion population, where the other 75-80% is cis.
Thus isomerization from trans-to-cis indeed occurs upon protonation for the
majority of the isoindigo molecules as evidenced by IRMPD spectroscopy.
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Analyzing the experimental spectrum in detail, the band centered at 1596 cm–1
with a red shoulder at 1555 cm–1 is due to three dominant bands of both cis
and trans isomers as predicted by theory. The band centered at 1596 cm–1 is
mostly due to the cis isomer, in particular, attributed to the hydrogen-bonded
OH in-plane-bending mode. The dominant band predicted for trans at 1529
cm–1 is the C=C stretch of the central CC bond; it is predicted at 1556 cm–1 for
cis.
The experimental band at 1465 cm–1 is broadened and perhaps due to an over-
lap of bands at 1487 and 1419 cm–1 predicted for the cis isomer and a band
predicted at 1444 cm–1 for the trans isomer. These bands have mainly ring
stretching and in-plane CH bending character. The experimental bands at 1376
and 1330 cm–1 form the dominant feature in the experimental spectrum, but
they are not well reproduced by the computed spectrum for the cis-isomer,
which we believe to be dominant in the ion population. In part, this band may
be due to the trans isomer which has predicted bands at 1362, 1339 and 1295
cm–1 having ring vibration character along with CH in-plane bending. How-
ever, the main contribution may be due to the 1419 cm–1 predicted band in the
cis isomer; this band is due to the O-H stretch vibration of the shared-proton
(OH+· · ·O), which we suspect to behave particularly anharmonically due to
the small OO distance of 2.40Å in protonated cis-isoindigo. The larger OO dis-
tance in protonated cis-indigo of 2.50Å reduces the anharmonic behavior of
this band, placing it closer to 1600 cm–1 and giving a better match with the har-
monic calculations. Weaker bands predicted near 1377 and 1342 cm–1 may give
further contributions to this strong feature.
Experimental features at 1230, 1171 and 1100 cm–1 are not accurately repro-
duced, but are assumed to be due to the overlap of a large number of weaker
bands predicted in this range for both cis and trans isomers. They have largely
in-plane ring deformation and in-plane CH, NH and OH bending character.
The experimental band 1041 cm–1 is a well-resolved band which appears to
be mainly due to the cis isomer, which features a predicted band at 1038 cm–1
with ring vibration character. The observed spectrum below 1000 cm–1 matches
particularly well with that predicted for the cis-isomer, further confirming its
dominant contribution to the ion population. The band observed at 850 cm–1 is
attributed to a ring-breathing vibration of the cis isomer and the intense band
at 763 cm–1 is in good agreement with the typical CH out-of-plane bending
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mode predicted at 758 cm–1 for cis (755 for trans). The minor population of
trans-isoindigo is evidenced by a weak feature at 933 cm–1 which according
to the calculations is exclusively due the trans isomer. Overall, the spectrum
in this range is well reproduced by the composite spectrum of 77/23 cis/trans
protonated isoindigo.
The H-bond distance in the cis isomer is about 1.32Å (C=O· · ·H+—O=C) while
both O atoms are 2.40Å apart, much shorter than in DNA base pairs [39], in-
dicative of a strong H-bond [35–38]. The central C=C bond length is 1.39Å in
cis, which is identical to the bond length in the trans isomer but 0.01Å larger
than the neutral.
7.4.4 Determination of relative ion populations by wavelength-selective IR
induced dissociation kinetics
IRMPD kinetics are used to probe the relative populations of the cis and trans
isomers. First, a kinetic measurement on an IR frequency where both cis and
trans absorb has been performed in order to determine the extent of overlap
between the laser beam and the ion cloud in the ion trap. The CH out-of-plane
bending modes near 750 cm–1 were selected for this experiment (see overlap at
this frequency for cis and trans isomers in Figure 7.3 and 7.4). Figure 7.5 shows
that for both indigo and isoindigo the precursor ion intensities level off after 20
pulses leaving about 2% of the ions undissociated in the trap. A similar result
is obtained for indigo exciting the ions at the most intense band at 1604 cm–1.
Next, kinetic measurements are performed at IR frequencies which exclusively
probe the cis or the trans isomer of each of the molecules, using the C=O stretch
bands. For isoindigo, kinetic measurements at 1745 cm–1, probing trans, and
1686 cm–1, probing cis, are displayed in Figure 7.3. After irradiation with 40
pulses a steady state appears to be reached, suggesting that about 15% of the
ions are trans and 85% cis (taking into account that 2% of the ions cannot be dis-
sociated at all). However, the curve for cis shows a plateau around 10 pulses,
indicative of a double-exponential decay likely due to another species dissoci-
ating at a slower rate upon irradiation at 1686 cm–1.
In Figure 7.5, the normalized precursor ion intensity on the y-axis is defined
as the precursor intensity divided by the sum of fragment and precursor inten-
sities. All fragment ions identified as belonging to isoindigo (see Appendix F
Figure F.2) are included. Plotting the precursor intensity without normalization
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Figure 7.5. (a) Photo–fragmentation decay of the mass-isolated protonated isoindigo
(a) and indigo (b) as a function of IR FEL pulses at fixed frequencies diagnostic for
the trans at 1745 cm–1 (•) and diagnostic for cis species at 1686 cm–1 (?,  : replicate
data). Data points indicated with . were taken with the laser set at 763 cm–1, where
both isomers absorb leading to complete depletion of the precursor ion population. (b)
Results of similar experiments for protonated indigo, carried out at frequencies resonant
with trans (1725 cm–1, •, ◦: replicate), and with both cis+trans (1604 cm–1, ?,  replicate,
and 745 cm–1, .). Each data point is obtained from 10 average mass spectra. Solid curves
are single exponential decay fits to a limited range of the experimental data points,
except for trans-isoindigo where all data points are included.
gives the same curves, albeit more noisy, with the plateau clearly visible. This
suggest that the unknown species shares some or all of the same fragment ions.
The unknown species appears not to be present in the isoindigo sample as was
verified with HPLC measurements.
In a control experiment, ESI of pure 1:1 MeOH:H2O solvent (without isoindigo)
and about 0.1% of formic acid shows that a background ion at m/z 263, the mass
of isoindigo, is present in our mass spectrometers. The ion intensity is 50 to 100
times lower than that of isoindigo. We have recorded the IRMPD spectrum of
this background ion (shown in Appendix F Figure F.3). The dominant fragment
ion is m/z 235, the same as for isoindigo. The spectrum consists of a broad struc-
tured band between 650 and 1300 cm–1, and some weak bands between 1300
and 1720 cm–1. Note that our measurements have been repeated over a period
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of 10 months on two mass spectrometers; the origin of this contamination is
currently unknown.
The presence of this background ion can explain the dynamics of the observed
curves for isoindigo (Figure 7.5a). At 763 cm–1, all ions, cis and trans indigo and
the background ions, absorb the IR radiation and within 5 to 10 laser pulses all
ions are dissociated. The background ion does not absorb at 1745 cm–1, the
frequency diagnostic for trans-isoindigo, indicating that about 15% of the to-
tal ion population is trans-isoindigo. Note that after about 2 pulses 50% of the
trans-isomers has dissociated. At the diagnostic cis-isoindigo frequency (1686
cm–1), the background ion has a weak overlapping absorption band. The ob-
served dissociation yield shows that From a separate measurement on the back-
ground ion, it can be seen that about 20 pulses are needed to dissociate 50% of
the background ions. This indicates that less than 3% of the background ions
dissociate per IR laser pulse at this frequency. The steep decay of the kinetics
curve recorded at 1686 cm–1 (Figure 7.3a) can then be attributed almost exclu-
sively to cis-isoindigo. This suggest the presence of about 65-70% cis-isoindigo
in the ion population, of which 50% has dissociated after 1 to 2 pulses (as for the
trans isomer). About 20% of the ion population can be attributed to the back-
ground ions, which dissociate at a much slower rate, explaining the plateau in
the kinetics plot.
These results indicate that about 20-25% of the protonated isoindigo population
is in the trans configuration and 75-80% is cis. In the top panel of Figure 7.2,
the experimental IR spectrum is compared to a composite calculated spectrum
assuming a trans/cis ratio of 77/23. Note that although 20% of the total ion
population is due to the contaminant ions, they have a negligible contribution
to the experimental IRMPD spectrum, which was recorded with two pulses of
irradiation, thus nearly avoiding any dissociation of the contaminant ions.
For protonated indigo, the experimental situation is different since only the
trans isomer has a well-resolved carbonyl band at 1725 cm–1 (see Figure 7.3).
The kinetics plot recorded at this frequency suggests that about 40% of the ion
population is present as trans-indigo. However, the contaminant ions show
a low, but non-negligible, IRMPD intensity (see Appendix F Figure F.3), and
they are responsible for the barely visible plateau around 10 laser pulses in
the kinetics plot. The plateau suggests that about 20% of the ions are proto-
nated trans-indigo and 20% of the ions are contaminant ions. The kinetics plots
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recorded at 745 and 1604 cm–1 have contributions from both trans- and cis-
indigo and the contaminant ions, and cannot be used to estimate the fractional
cis-indigo population. Therefore, we tentatively attribute the remaining 60%
of the ion population to cis-indigo. These results indicate that for protonated
indigo, about 30-35% is in the trans configuration and 65-70% is cis. Again, the
contaminant ion does not contribute significantly to the IRMPD spectrum of
Figure 7.3, since only a minute fraction undergoes dissociation upon irradia-
tion with 2 laser pulses.
7.4.5 Transition state (TS) calculation
Figure 7.6 shows the results of transition state (TS) calculations for trans-to-cis
isomerization for protonated indigo and isoindigo. A singlet electronic state
is considered at the TS and the C=C bond rotation barrier represents the rate-
limiting step; rotation of OH group is disregarded here. Extensive TS calcula-
tions on indigo and some of its derivatives have been reported previously [15]
and our theoretical method reproduces these TS geometries. The barrier to ro-
tation about the central C=C bond is estimated to be 141 kJ mol–1 for protonated
trans-indigo in the gas-phase, while 125 kJ mol–1 is reported in solution [15].
From a thermochemical viewpoint, trans-to-cis proto-isomerization can be
well-understood from the fact that the energetic ordering of trans and cis iso-
mers inverts upon protonation (for both indigo and isoindigo). In their neutral
forms, trans-indigo is higher in energy (+22 kJ mol–1) than trans-isoindigo
(Figure 7.1).
The relative H-bond stabilization of cis and trans isomers is altered after pro-
tonation, destabilizing the trans isomer of both systems. Protonated trans-
isoindigo destabilizes more and the geometry also distorts to become non-
planar, whereas indigo retains its planar geometry. In protonated trans-indigo,
the H-bond between the non-protonated C=O and N-H shortens by 0.08Å but
the other H-bond increases by 0.06Å. On the other hand, in protonated trans-
isoindigo, both H-bonds are increased significantly (by 0.32Å for the proto-
nated C=O and C-H and 0.22Å for the non-protonated C=O and C-H) as a con-
sequence of the non-planar structure (Figure 7.2). The relatively weak H-bonds
and non-planar geometry result in a significant destabilization, but simultane-
ously in a relatively low trans-to-cis TS barrier of +92 kJ mol–1. On the other
181
Chapter 7. Proto-isomerization of indigo and isoindigo in the gas phase
Figure 7.6. Computed TS barriers for trans-to-cis isomerization and optimized TS ge-
ometries of protonated isoindigo (a) and indigo (b). Values given for the TS barriers are
in kJ mol–1 relative to the trans form of the protonated molecules. For the protonated
systems, unlike for the neutral molecules, cis is the minimum energy isomer. Although
both cis isomers are positioned at the same energy in the plot, protonated cis-isoindigo
is 46.3 kJ mol–1 more stable than protonated cis-indigo, as a consequence of the stronger
shared-proton interaction induced by the smaller OO distance (see Figure 7.3 and 7.4).
hand, destabilization of protonated indigo is limited and the barrier for trans-
to-cis isomerization is significantly higher (+141 kJ mol–1).
In addition, the lone-pair electrons on both nitrogen atoms in indigo may par-
ticipate in conjugation (delocalization) reinforcing the central C=C bond and
hence the planar structure. In isoindigo, this effect is smaller because the ni-
trogen atoms are further away from the central C=C bond. In this respect, it
is also interesting to note that in the γ-lactam arrangement of isoindigo (Fig-
ure 7.1), the nitrogen lone-pair electrons can participate in resonance with the
C=O group, shifting the C=O stretch frequency to higher frequencies than in
indigo (1745 cm–1 in protonated isoindigo versus 1725 cm–1 in protonated in-
digo).
The computed TS geometry of isoindigo has a nearly perpendicular arrange-
ment with a C-C=C-C dihedral angle of 88◦); in protonated indigo, the di-
hedral angle at the TS is about 82◦). Despite the high TS barrier, indigo is
clearly observed to undergo proto-isomerization in our experiments. The con-
version from trans to cis involves the breaking of existing H-bonds upon ro-
tation around the central C=C bond, as well as rotation of the -O—H group
in the required direction to make a new H-bond with the other carbonyl [15].
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The rate-limiting step is the rotation about the central CC bond, which relies
on its reduced double-bond character upon protonation (Figure 7.2). Experi-
mentally, we clearly observe protonation-induced double bond isomerization
in both indigo and isoindigo. Moreover, our isomer population analysis indi-
cates that conversion to the cis isomer is more efficient for isoindigo than for
indigo, which is qualitatively corroborated by the difference in computed TS
energies for the two systems.
7.5 Conclusion
IRMPD spectra of protonated indigo and isoindigo have been measured using
a quadrupole ion trap mass spectrometer coupled to the tunable infrared free
electron laser source FELIX. Comparisons of the experimental spectra with DFT
computations lead to the identification of two co-existing isomers: cis being
the minimum-energy isomer and trans being the ground state in the neutral
molecule, for both dyes. As we start with a sample of the neutral molecule
in the trans form, protoisomerization from trans to cis is confirmed for both
species.
In order to quantify the ratio between the cis and trans isomers present in the
mixture, on-resonance IRMPD kinetics are performed on diagnostic IR bands.
This provides an estimate of the mixture with 65-70% cis and 30-35% trans
for protonated indigo and 75-80% cis and 20-25% trans for isoindigo. Thus,
isoindigo appears to be more prone to proto-isomerization than indigo, which
is qualitatively explained by significant differences in the DFT computed iso-
merization barriers. The remaining fraction of trans isomers observed in the
spectra are likely kinetically trapped.
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Experimental methods in IR-IS
A.1 Depletion of radical cation of TPA inside QIT
Frequency dependent laser induced precursor depletion (m/z isolated) signal
of TPA·+ is plotted with the generation of fragment signals (Figure A.1). From
these data IRMPD spectra are generated using either -ln(1-yield) (where yield
is defined by Equation 1.1) or precursor depletion (see Figure A.2a).
Figure A.1. Depletion of TPA·+ ion is indicated as a function of FEL wavelengths (a).
Dips are generated at the resonance frequencies and simultaneously the photo-induced
fragment peaks are appeared for the (b) 244 m/z, (c) 166 and (d) 142.
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Figure A.2. IRMPD spectra based on the depletion of the precursor versus the calculated
-ln(1-yield) of TPA·+ ion: with helium buffer gas on (a) and off (b). Additional IRMPD
bands are apparent between 600-700 cm–1 due to not having collisional cooling effect
without the presence of buffer gas.
Figure A.2a shows that the relative intensities of the IRMPD bands (magenta
vs black) are consistent with the precursor depletion and the calculated -ln(1-
yield). The advantage is that the yield spectrum is noise free.
The same experiment was repeated without the helium buffer gas present (Fig-
ure A.2b) and in this case the relative IRMPD intensities are not consistent
(magenta vs black). The main reason is well understood—some of the cre-
ated fragments remain undetected due to the low mass cut-off of the QIT MS.
This observation is generally true for all the dominant bands except for the low
intensity bands. Nonetheless, removal of buffer gas often helps to detect low
intensity bands.
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Cu(II/I)-ligand redox pair
B.1 Spectra of [Cu(II)(bpy)2] complex with high pulse energy
The goal of this experiment was to look for additional bands (possibly with low
intensity) in between the observed strong bands.
Figure B.1. IRMPD spectrum for the [Cu(bpy)2]2+ ion recorded in the QIT MS with
higher IR pulse energies in order to probe the possibility of additional IR bands in be-
tween the three strong bands in the 1000-1400 cm–1 range. Although the precursor ions
are nearly completely photo-fragmented at these main absorption bands, no additional
bands are observed.
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B.2 Optimized geometries of the [Cu(cyclam)]2+/+ redox pair
[Cu(cyclam)] complex can have 5 stereomers due to the relative orientation of
the N-H protons with respect to the central Cu atom. This Figure shows all
the optimized geometries predicted by DFT where trans-III is the minimum
for [Cu(cyclam))]2+ whereas trans-V is for the charge reduced [Cu(cyclam))]+
complex. Based on the experimental evidence trans-III remained unchanged
upon selective charge reduction of [Cu(cyclam))]2+ complex inside QIT MS.
Note, similar results are also obtained for the analogous [Ni(cyclam))]2+ com-
plex (chapter 4).
Figure B.2. DFT optimized geometries of Cu(cyclam) complexes for both members of
the redox pair. Computed free energies are given in kJ mol–1 and the corresponding IR
spectra are shown in Figure 3.6 of the main text (see chapter 3).
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Ni(II/I)-cyclam redox pair
C.1 Mass spectrum of Ni(II)-cyclam and [Ni2+(cyclam-H–)]+
Figure C.1. Mass spectrum of Ni2+(cyclam) (blue) and [Ni2+(cyclam-H–)]+ (gold) ob-
tained on the Yale tandem time of flight photofragmentation mass spectrometer.
C.2 Isomers of Ni-cyclam complex
In the [Ni(cyclam)] complex, 5 stereomers are possible due to the relative ori-
entation of the N-H protons with respect to the central Ni atom.
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Figure C.2. Structures of the five isomers of Ni2+(cyclam).
C.3 IRMPD spectrun vs calculated spectra of Ni(II)-cyclam
Figure C.3. The vibrational predissociation spectrum of a) Ni2+(cyclam) shows good
agreement with the calculated vibrational spectrum of the lowest energy isomer, b) the
trans-III isomer. The next lowest energy isomer, the trans-I isomer, is 11 kJ mol–1 higher
in energy and c) its calculated vibrational spectrum shows less agreement, especially in
the NH stretching region. All calculations were performed at the B3LYP/6-31++G(d,p)
level of theory and scaled by 0.975 below 2200 cm–1 and by 0.95 above 2200 cm–1.
C.4 Spectral diff. between Ni(II/I)-cyclam and [Ni2+(cyclam-
H–)]+
This Figure below exclusively shows that the IR spectrum of [Ni2+(cyclam-
H–)]+ is different than that of Ni(II/I)-cyclam complexes—despite the fact that
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[Ni2+(cyclam-H–)]+ species has one H atom less than Ni(I)-cyclam complex.
Figure C.4. Vibrational spectra of a-c) Ni2+(cyclam), e) [Ni2+(cyclam-H)–]+, and g)
Ni+(cyclam). The red traces indicate N2 predissociation spectra taken at 30 K, while the
black traces indicate IRMPD spectra taken at 300 K. The blue trace (b) shows the IRMPD
spectrum of Ni2+(cyclam) recorded in the FTICR-MS at FELIX which recovers more
spectral features than the IRMPD spectrum recorded in the QIT. Calculated vibrational
spectra are included as the grey inverted traces for b) Ni2+(cyclam), d) [Ni2+(cyclam-
H)–]+, and f) Ni+(cyclam). All calculations were performed at the B3LYP/6-31++G(d,p)
level of theory and scaled by 0.975 below 2200 cm–1 and by 0.95 above 2200 cm–1.
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C.5 DFT computed energies of Ni-cyclam complex
Table C.1 shows that out of 5 isomers (as in Figure C.2), trans-III is the minimum
energy structure for both Ni(II)-cyclam and Ni(I)-cyclam complexes according
to DFT calculations. trans-III geometry is confirmed by IRMPD spectroscopic
measurements for Ni(II/I)-cyclam redox pair. This implies that upon charge
reduction of Ni(II)-cyclam complex, the coordination of the metal ion with cy-
clam remains the same.
Table C.1. DFT derived energies (in kJ mol–1) for the lowest energy structures for the
five isomers of Ni2+(cyclam) in the singlet spin state and Ni+(cyclam) in the obvious
doublet.
Isomers Ni2+(cyclam) Ni+(cyclam)
trans-I 10.96 9.00
trans-II 38.96 40.34
trans-III 0 0
trans-IV 56.58 55.19
trans-V 30.66 31.49
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[Ru(II/I)(bpy)3] redox pair
D.1 Structural paramenters of [Ru(bpy)3]2+/+ redox pair
Important structural information of [Ru(bpy)3]2+/+ redox pair is summarized
in the table below. Three different DFT functionals B3LYP, O3LYP and M06 are
chosen where Relativistic effect is also taken into account using the Zero Order
Regular Approximation (ZORA) method within the ADF program package.
The computed Ru-N bond length for the charge reduced [Ru(bpy)3]+ ion is
decreased as opposed to the analogous [Ru(bpy)3]2+ at all level of theories ex-
cept O3LYP/TZ2P level, although it fails to reproduce the experimental IRMPD
spectra of [Ru(bpy)3]+ (see Figure D.1).
Table D.1. Theoretically calculated average Ru—N distances (Å), Ru centered bond
angles (◦) of [Ru(bpy)3]2+ and [Ru(bpy)3]+ ions in the gas-phase compared with crys-
tallographic literature data of [Ru(bpy)3]2+. TZ2P basis set is used with all three func-
tionals. Atom labels are shown in Figure 5.2 main text chapter 5. Parenthesized values
are standard deviations in units of the last quoted digit.
[Ru(bpy)3]2+ [Ru(bpy)3]+
Parameter B3LYP O3LYP M06 Exp B3LYP O3LYP M06
d(Ru-N) 2.095(0) 2.002(0) 2.097(0) 2.065(2) 2.092(0) 2.017(0) 2.069(0)
bond angle (◦)
∠N-Ru-N′ 78.2(0) 79(0) 77.8(0) 78.7(1) 78.3(0) 78.8(0) 78.4(0)
∠N-Ru-N′′ 87.2(0) 88.5(5) 89.2(1) 89.1(1) 88.1(0) 89.7(2) 90(2)
∠N-Ru-N′′′ 174.0(0) 173.6(4) 172.4(0) 173.0(1) 173.5(1) 172.6(3) 172.1(2)
∠N′ -Ru-N′′ 96.7(0) 96.4(3) 96.7(0) 96.3(1) 97.0(0) 96.0(2) 96.0(1)
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D.2 IRMPD spectra vs calculated IR spectra of [Ru(bpy)3]+
All level of theories mentioned in this Figure below clearly fail to reproduce the
IRMPD specta of [Ru(bpy)3]+. Interestingly the computed IR spectra using the
LC-BLYP and CAM-B3LYP functionals turned out to be similar because their
optimized structures are similar.
Figure D.1. Theoretical IR spectra at different levels of theory are compared with the
experimental infrared spectrum (magenta trace) for [Ru(bpy)3]+ which clearly show
that they all fail to reproduce the IR spectra, although the corresponding geometries re-
main hexa-coordinated (optimized geometries not shown). The average Ru-N distance
is provided for each calculation.
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Triphenylamine (TPA)
E.1 Scheme: geometry of TPA
Figure E.1. Schematic representation of TPA (or TPA·+) geometry, all atoms are num-
bered except the nitrogen atom at the centre; H atoms are omitted for clarity. The N
atom is considered in the plane of the paper with C atoms C1, C4, C7, C10, C13 and
C16. The plane of each of the phenyl moieties makes an angle around the C-N bonds
with the plane of the paper; these angles are referred to as torsion angle and are labelled
as φ1, φ2 and φ3, where 0◦ corresponds to all the atoms being in the plane of the paper.
All the torsion angles rotate in the same direction around each of the dotted lines.
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Table E.1. Computed rotational constants (in GHz) are shown for neutral TPA and
radical cation (TPA·+) along with the experimentally determined values for neutral TPA
in the gas phase. Parenthesized value is the standard deviation
Rotational constants, (GHz)
Methods Neutral TPA Radical cation, (TPA·+)
Exp(LIF) A=B=0.4047(5), (Not available)
(for C3 symmetry, A=B) C=not known
B3LYP/6-31++G(d,p) A=0.3999, B=0.3987, C=0.2202 A=0.3993, B=0.3992, C=0.2202
BLYP/cc-pVTZ A=0.3961, B=0.3955, C=0.2185 A=0.3993, B=0.3992, C=0.2202
Table E.2. Absolute Proton Affinity (in kJ mol–1) for TPA is obtained from DFT
Absolute proton affinities of the protomers of TPA
DFT level of theory N-protonated para ortho meta-protonated
MP2(full)/6-311+G(2d,2p) 913.5 891.1 872.2 769.4
E.2 Vibrational mode projection of TPA·+ onto the TPA
Figure E.2. This figure schematically shows the dominant vibrational projections (%)
of the TPA·+ (top) onto the TPA (bottom) normal modes employed ViPA. Similar bands
are connected with dotted lines and the percentages of the projections are also shown.
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Proto-isomerization of (iso)indigo
F.1 IRMPD spectra vs computed spectra of N-protonated in-
digo and isoindigo
Figure F.1. Gas-phase IRMPD spectra of protonated indigo (a) and protonated isoindigo
(b) are compared with computed spectra for N-protonated species in their trans confor-
mations.
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F.2 CID MS and FEL induced photo-fragments of dyes
Figure F.2. Mass spectra: CID MS (a) and on-resonance FEL induced photo-fragments
at fixed IR laser frequency (b) of the protonated isoindigo (m/z 263). Similarly, CID MS
(c) and FEL induced photo-fragments at fixed IR laser frequency (d) of the protonated
indigo (m/z 263) which are very similar to the CID mass-fragments reported in the past.
F.3 IRMPD spectra of mass-isolated background ion
Figure F.3. IRMPD spectrum of the mass isolated (m/z 263) background ion. See main
text for detailed discussion (chapter 7).
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The aim of this thesis is to gain a broader understanding of the structuralcharacterization of a group of functional molecules in the gas phase, in-
volving oxidation-reduction (redox) reactions, resulting in the change of the
charge state by one. In general, how the change of these charge states of molec-
ular systems triggers and causes structural changes are addressed. We focus
on the change of charge states, for instance, neutral to mono-cation (i.e., re-
moval an e–, addition of a H+), dication (2+) to mono-cation (1+) (i.e., charge-
reduction of dication by transferring an e–). Charge induced structural changes
would also open an additional window to employ the molecular mechanical
properties. Several important applied functional molecular systems includ-
ing some model systems have been chosen in order to investigate the intrin-
sic physico-chemical properties where charge state plays a crucial role in their
functions.
Infrared ion spectroscopy (IR-IS) has been tremendously successful in eluci-
dating ionic molecular structures and conformations in the gas phase where in-
frared lasers coupled to mass spectrometry technique allows to record IR action
spectra of molecular ions. Recent coupling of a commercial Bruker quadrupole
ion trap (QIT) mass spectrometer (MS) with tunable infrared free electron laser
FELIX allows us to utilize various inbuilt utilities — for instance, multi-stage
collision induced dissociation (CID) and electron transfer dissociation (ETD)
options. ETD is especially designed for protein sequencing in metabolomics
where multiple positively charged proteins are allowed to undergo an ion-ion
reaction with a radical anion (ETD reagent) which donates an electron to the
mass-isolated proteins inside ion trap MS. An exothermic charge recombina-
tion reaction occurs which activates the isolated proteins causing dissociation
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— based on the ETD products, sequence information is obtained. In this thesis,
this ETD feature is chosen and characterized in intact charge reduction without
dissociation as a means to manipulate charge state of metal-ligand complexes
in the gas phase. Careful optimization of ETD reaction allows us to generate re-
dox pair — for instance, 1+ charge state from 2+ complex without dissociating
the precursor complex — thus a systematic intact one electron charge reduction
opens a noble method to investigate open-shell and closed-shell metal-ligand ion
complexes in the gas phase. Moreover, this ETD option allows access to metal
oxidation states that cannot be produced with ESI. Metal-ligand ion complex
with transition metals are often difficult to model, therefore this method would
provide experimental infrared spectroscopic evidence directly related to their
electronic structures which is necessary in order to check, scrutinize and even-
tually validate the existing theoretical methods — improved modeling will con-
tribute in search of systems with desired functions. This probably would be the
ultimate goal of theoretical methods.
chapter 1 provides a detail description of the modified commercial (Bruker
amaZon speed ETD, Bremen, Germany) QIT apparatus where modifications
allow optical access for FEL and OPO inside the trap in order to record IR
spectra of the mass-isolated molecular ions. This also briefly includes how the
charge reduction of the metal-ligand complexes can be accomplished by using
the ETD option of the QIT MS. Since some of the experiments were carried out
in the home-built FTICR MS as an alternative to circumvent the issues of QIT in
recording IRMPD spectra and explore the effects of ion trapping conditions on
IRMPD spectra, overall a brief comparison of this apparatus with QIT is also in-
cluded. IRMPD technique has the reputation of generating slightly red-shifted
spectra than a single-photon absorption spectroscopy and IRPD spectroscopy
at cryogenic temperature. The differences between IRMPD and linear absorp-
tion spectroscopy techniques are also described. In this regard, an example
is chosen from this thesis where comparison between a bare complex and an
analogous N2-tagged complex is described.
chapter 2 includes the theoretical methods and computational modeling espe-
cially using density functional theory (DFT). Since DFT is the most cost effective
method available in terms of accuracy and applicability depending on the sys-
tem size, mostly DFT is chosen in this thesis. Note, since the birth of DFT, over
the last 60 years, it has been tremendously successful in elucidating molecular
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structures, despite some fundamental issues (e.g., electrons self-interaction er-
rors) still remain. Solutions are suggested, but it would be interesting to see
how modern DFT performs to reproduce the experimental results and most
importantly help us understand the underlying chemistry of the selected func-
tional molecules. Studied molecules cover both metal-ligand complexes con-
taining transition metals and also some organic molecular ions. This will pro-
vide us an overview of the theoretical methods in terms of predicting the ge-
ometrical and infrared spectroscopic properties of the ground state open-shell
functional molecular systems in the gas phase.
chapter 3 explains the generation of (transition) metal-ligand ion complexes
in the gas-phase, manipulation of the charge state by one-electron charge-
reduction which uniquely allow us to access charge states of the same
molecular system as redox pair. Furthermore, charge-reduced ions formed in
the solution is also brought into the gas-phase by ESI which allows us to cross-
check their structures generated from ETD source. ETD being an exothermic
process may potentially allow the excited molecules to find minima other than
the global minima. The question is addressed whether the final ETD products
are thermalized back or not. [Cu(bpy)2]2+ and [Cu(bpy)2]+ complexes were
taken as examples in order to test and validate the experimental approach.
In addition, a cyclic ligand, cyclam was chosen instead of two-bpy ligands
to have the same tetra-coordinated complex with Cu(II/I) which would al-
low us to explore the ligand-effect on the complexes in a tetra-coordinated
environment. By replacing the Cu ion with Ni, how the metal ion affects
the coordination of the complexes was also investigated as we moved from
Cu(II/I) to Ni(II/I)-cyclam.
chapter 4 explains the generation of the intact charge-reduced bare Ni+-cyclam
species with complete structural characterization. In addition, the IR spectra
of the N2-tagged dication were recorded in cryogenic temperature which al-
lowed us to probe the temperature effect on the IR spectra. This example of
redox-pair was taken into consideration where the charge reduced species was
not naturally occurring, therefore, limiting the characterization of the system
during a chemical process, for instance, Ni+(cyclam) complex in CO2 catalysis.
In this case, the ETD option of the QIT allows access to charge-reduced species
selectively from their dication-analogue and subsequently their structures are
probed by recording their IR spectra, eventually allowed us to determine the
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intrinsic structural changes they undergo upon charge-reduction. In the next
chapter a hexa-coordinated metal-ligand redox pair is considered.
chapter 5 shows an example of efficient charge-reduction of [Ru(bpy)3]2+ com-
plex. It has been a model system in the scientific community for decades for
various reasons up until now. This got the most attention because of being a
potential candidate as the main component in the DSSCs. Structural characteri-
zation of the [Ru(bpy)3]2+/+ redox-pair was explored for the first time using IR
ion spectroscopy in the gas-phase. Furthermore, the scope of the DFT method
was brought forward in predicting the IR spectra of this important molecu-
lar system as a representative of the strongly correlated systems — which are
much difficult to model theoretically. Various types of DFT functionals cov-
ering from conventional B3LYP to modern M06 including classical pure BLYP
were put to the test in order to predict the experimental IRMPD spectra for each
member of the [Ru(bpy)3]2+/+ redox-pair. Not a single functional was found
satisfying the experiment — especially for the 1+ open-shell complex whereas
almost all of them responded much closer or nearly exact for the analogous
2+ closed-shell complex than the open-shell complex. Of these two complexes
the moncation is much less stable than the dication (one could crudely argue
about the Coulomb interaction between the metal ion and the neutral ligands)
according to our IR photodissociation which is also supported by the previous
UV photodissociation experiments on the isolated species in gas phase. Note,
photofragmentation channel is the neutral ligand loss for both complexes high-
lighting explicitly the interaction between metal and ligand. Thus suggesting
to have bond lengths shorter for the dication than the analogous monocation.
All levels of theories chosen here suggest the opposite that is counter intuitive
except O3LYP — which also fails to reproduce the IRMPD spectra for the mono-
cation.
Moreover, range separated functionals (e.g., CAM-B3LYP, LC-BLYP) are also
tested especially for the [Ru(bpy)3]+ ion in order to reproduce the IRMPD spec-
tra and consensus to find where the added electron goes upon reduction of the
[Ru(bpy)3]2+ ion — which is actually a long standing question for this type
of molecules particularly in the condensed phase. In the literature electron lo-
calization method is generally accepted and suggested for solving this type
of questions. Observation according to the range separated functionals was
206
Summary
found rather consistent with the more higher level quantum chemical meth-
ods e.g., CCSD(T) and CASPT2 for a model peptide ion — where range sep-
arated functionals had the tendency to localize the added electron (density)
rather than delocalized. Conventional functionals (e.g., B3LYP) are known to
generate delocalized electron density which eventually contributes to the elec-
tron self interaction error and because of that this gives rise to physically im-
possible and also chemically meaningless results. Our computation using the
range separated functionals for [Ru(bpy)3]+ ion resulted the added electron be-
ing more localized on a single bpy ligand rather than delocalized throughout
the whole structure but the key problem still remains that these functionals fail
to reproduce the experimental spectra, nonetheless, due to the electron local-
ization slight geometrical changes are noted especially the relevant Ru-N bond
distances which seemed chemically intuitive. Now we are in a dilemma in
terms of assigning the correct geometry and the underlying chemistry which
is meaningful since the theory fails to satisfy the experiment. Certainly, these
observations have been able to open a question which DFT level of theory to
trust, for instance, to speculate the ground state geometry of this type of open-
shell molecular ions.
Next two chapters describe totally organic functional molecules. In chapter 6,
the experimental IR spectra of the mass selected TPA·+ and the protonated TPA
in the gas-phase were presented as model systems. Note, this TPA was used
in ruthenium-polypyridyl based DSSCs as an additional moiety or the deriva-
tive of TPA alone in organic photovoltaics (OPV). Here, our experimental data
interpreted by DFT was compared with the available experimental data of the
neutral TPA — which unambiguously allowed us to determine the extent of
resonance or delocalization of the lone-pair electron of nitrogen in these sys-
tems. All these experiments on TPA demonstrated the sensitivity of IRMPD
spectroscopy in terms of noticing subtle structural changes.
In chapter 7, how the simple addition of a proton perturbed the resonance of
the conjugated double bonds in indigo and isoindigo, eventually triggering iso-
merization — that was addressed in the gas-phase, qualitatively, quantitatively
as well. A systematic investigation of the protoisomerization was explained
where indigo or indigo-like molecules had a potential to be used as a molec-
ular motor or switch. Another word, how the mechanical property of a small
molecular system could be driven by simple oxidation (addition of H+), was
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explored. Although in the past indigo was believed to be less likely to be pro-
toisomerized because of the existing strong H-bonds in its neutral form, it was
found to be protoisomerized according to our IR-IS results supported by the
DFT interpretation.
To recapitulate, we have been able to successfully characterize the ETD op-
tion of the commercial QIT MS in order to manipulate the charge state of the
metal-ligand ion complexes by one electron charge reduction without dissoci-
ating the precursor ion, as a noble method — where fluoranthene radical anion
(ETD reagent) acts as an electron donor during the ion-ion reaction between the
ETD reagent and the multiple positively charged cations inside QIT. Thus we
have access to redox pairs of metal-ligand complexes in the gas-phase. Since
this QIT is coupled to infrared free electron laser source, we have been able to
record fingerprint IR spectra of the systems which are then subjected to theo-
retical interpretations at the DFT level for structural characterization. Compar-
isons between theory and experiment are generally quite impressive in terms
of the harmonic approximation of the vibrational frequency assignments and
the corresponding ground state structures, although exceptions are noted —
especially for some of the open-shell metal-ligand complexes where further the-
oretical investigations are needed for improved results, probably at higher lev-
els of theory. Certainly, combined infrared ion spectroscopy with modern DFT
computational modeling are capable of providing information about functional
molecular electronic structures intrinsically relating to their functions in the gas
phase.
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Samenvatting
Het onderzoek beschreven in dit proefschrift heeft zich gericht op de struc-turele karakterisatie van een serie functionele molecule in de gasfase.
Oxidatie-reductie (redox) reacties die de lading van de moleculen met 1 ver-
hogen of verlagen spelen een centrale rol in de hier onderzochte systemen. We
onderzochten hoe de verandering van ladingstoestand de moleculaire geome-
trie beinvloedt. Zo bestudeerden we het verschil tussen neutraal en cation door
verwijdering van een electron (oxidatie) of door toevoeging van een proton,
maar ook het verschil tussen 2+ en 1+ ladingstoestanden door reductie van een
tweevoudig positief geladen ion. Geometrie veranderingen geïnduceerd door
ladingsverandering vormen een mogelijkheid de mechanische eigenschappen
van moleculen te benutten. Verschillende functionele moleculaire modelsyste-
men werden geselecteerd om hun intrinsieke fysisch-chemisch eigenschappen
te bestuderen als functie van de ladingstoestand.
Infrarood ion spectroscopie (IRIS) is in de laatste jaren zeer succesvol toegepast
om de structuur van geïoniseerde moleculaire systemen in de gasfase te
karakteriseren. De koppeling van golflengte-afstembare IR lasers met tan-
dem massa spectrometrie maakt het mogelijk IR spectra van gasvormige,
geïsoleerde moleculaire ionen op te nemen. Onze groep heeft recent een
commerciële quadrupole ion trap (QIT) massa spectrometer gekoppeld met
een breed afstembare IR vrije-electronenlaser (FELIX). Hierdoor kunnen we
IR spectroscopie toepassen in combinatie met de verschillende mogelijkheden
die dit MS platform biedt: meervoudige botsingsgeïnduceerde dissociatie
(CID MSn) en electron transfer dissociatie (ETD). ETD is een techniek die
oorspronkelijk ontwikkeld is voor het sequencen van biopolymeren (met name
proteïnen); meervoudig positief geladen proteïnen ondergaan in de ionenval
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ion-ion reacties met een radicaal anion, de ETD reagent, die een electron
doneert aan de proteïne. De exotherme recombinatie reactie activeert de
proteïne en leidt tot dissociatie ervan. De massa’s van de ETD-geïnduceerde
fragmenten geven informatie over de volgorde van aminozuurresiduën in
het oorspronkelijke proteïne. In de studies in dit proefschrift gebruiken we
de ETD-optie met een ander doel: we kunnen de ladingstoestand van een
tweevoudig geladen ion in de gasfase reduceren tot 1+ en zijn geïnteresseerd
in het gereduceerde, ongedissocieerde ion. Zo kunnen we de ladingstoes-
tand van metaal-ligand complexen manipuleren, en beide ladingstoestanden
van het systeem spectroscopisch onderzoeken. Deze methode laat ons ook
oxidatietoestanden van het systeem onderzoeken die niet in de electrospray
ionisatie (ESI) bron geproduceerd worden, en die anders moeilijk toegankelijk
zijn. Spectroscopische en daarmee structurele informatie over deze exotische
oxidatietoestanden van metaal-ligand complexen zijn ook interessant om de
performance van theoretische methodes te valideren.
Hoofdstuk 1 beschrijft de hier toegepaste commerciële QIT massa spectrometer
(Bruker AmaZon Speed ETD) en de aanpassingen die optische toegang voor
FEL en OPO laserstraling tot de opgeslagen ionen mogelijk maken. Hier laten
we ook zien hoe de ETD bron gebruikt kan worden om gasvormige metaal-
ligand complexen te reduceren zodat hun ladingstoestand met 1 verlaagd
wordt. Dit hoofdstuk geeft ook een beknopte beschrijving van een alternatieve
massa spectrometer (Fourier Transform Ion Cyclotron Resonance, FTICR-MS)
die in sommige experimenten gebruikt is om de nadelen van de relatief hoge
achtergronddruk in de ionenval van de QIT te omzeilen. Een vergelijking van
beide platforms geven we hier ook. Het is bekend dat infrarood multiple-foton
dissociatie (IRMPD) spectroscopie, in vergelijking tot 1-foton spectroscopische
technieken, kan leiden tot kleine roodverschuivingen van absortiebanden in
het spectrum. We presenteren hier dan ook een beknopte vergelijking tussen
IRMPD en verschillende lineaire spectroscopische technieken, waaronder met
name methodes gebaseerd op fotodissociatie van niet-covalent N2-gelabelde
systemen in cryogene ionenvallen.
Hoofdstuk 2 introduceert de theoretische methodes en computationele mod-
elering die in dit proefschrift is gebruikt en met name de methodes gebaseerd
op dichtheidsfunctionaal theorie (DFT). DFT is voornamlijk gekozen vanwege
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de combinatie van haar hoge nauwkeurigheid, brede toepasbaarheid en ef-
ficiëntie in vergelijking met andere theoretische modellen van vergelijkbare
nauwkeurigheid. Sinds haar onstaan zo’n 60 jaar geleden, is DFT zeer suc-
cesvol toegepast in het ophelderen van moleculaire structuren, hoewel enkele
fundamentele tekortkomingen (zoals de electron zelf-interactie) ook bekend
zijn. Hier bekijken we de performance van moderne DFT methodes in het
reproduceren van onze experimentele data en gebruiken we de resultaten
van de DFT berekeningen voor het begrijpen van de onderliggende chemie
van de geselecteerde functionele moleculaire systemen. Hieronder bevinden
zich voornamelijk overgangsmetaal-ligand systemen en verschillende open-
en gesloten-schil moleculaire ionen. In hoofdstuk 2 gaan we voornamelijk in
op het gebruik van de theoretische methodes voor het voorspellen van ge-
ometrische en IR-spectroscopische eigenschappen van de ionische systemen.
In hoofdstuk 3 wordt ingegaan op de vorming van ionische (overgangs)metaal-
ligand complexen in de gasfase en op de 1-electron reductie van hun lad-
ingstoestand die ons in staat stelt twee verschillende ladingstoestanden van
hetzelfde complex spectroscopisch te onderzoeken. We vergelijken deze
resultaten onder andere met spectra van gereduceerde complexen gevormd
in oplossing en bepalen zo of deze hetzelfde zijn als de gereduceerde com-
plexen gevormd in de gasfase. Omdat ETD een exothermisch proces is, is
het mogelijk dat de gevormde complexen zich bevinden in lokale minima
die in structuur verschillend zijn van het globale minimum, en de vraag is
of de ETD geproduceerde gereduceerde complexen relaxeren naar het ther-
modynamische minimum. Cu(II/I)-(bpy)2 complexen werden geselecteerd
om onze methodes te testen en te valideren. In plaats van twee bipyridine
(bpy) liganden, werd ook de cyclische ligand cyclam gebruikt; deze vormt
ook een 4-voudig gecoördineerd complex met Cu(I/II) maar legt striktere
sterische beperkingen op. Voorts werd Cu(I/II) vervangen door Ni(I/II) in de
complexen met cyclam; het feit dat Ni(I) alleen via de gasfase ETD reductie
reactie toegankelijk is maakt dit systeem vooral interessant
In hoofdstuk 4 wordt dieper ingegaan op het Ni-cyclam complex in de 2+ en
de ongebruikelijke 1+ ladingstoestanden en hier wordt een volledige struc-
turele karakterisatie gepresenteerd. In het laboratorium van Prof. Johnson van
Yale University werden IR spectra opgenomen van dit complex (in de 2+ lad-
ingstoestand) met behulp van N2-labeling spectroscopie bij lage temperatuur.
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Hierdoor kunnen we ook de effecten van verschillende temperaturen op de
spectra onderzoeken. Onze methode van gasfase reductie door gebruikmak-
ing van de ETD optie van de QIT-MS geeft unieke toegang tot het complex in
de 1+ toestand, die verantwoordelijk wordt gehouden voor de katalytische re-
ductie van CO2, een reactie die een belangrijke rol speelt in de ontwikkeling
van hernieuwbare, CO2-neutrale brandstoffen.
Hoofdstuk 5 richt zich op het [Ru(bpy)3]2+ metaal-ligand complex dat vooral
erg bekend is vanwege zijn rol als dye sensitizer in bepaalde zonnecellen (dye-
sensitized solar cells, DSSCs). Ladingsreductie naar de 1+ toestand speelt ook
een rol in dit proces en met behulp van onze ETD gasfase reductie methode
bestuderen we dit complex voor het eerst met IR spectroscopie in de twee lad-
ingstoestanden. DFT berekeningen zijn toegepast om de gemeten IR spectra
te analyseren, waarbij bleek dat de theorie vooral moeite heeft het open-schil
1+ systeem correct te karakteriseren, mogelijk door effecten van electron zelf-
interactie. Een groot aantal verschillende DFT functionalen – van de conven-
tionele B3LYP en klassieke BLYP methodes tot de modernere M06 methode
– werd daarom getest op hun performance om de experimentele IR spectra
van de twee leden van het [Ru(bpy)3]2+/+ redox-paar te reproduceren. Be-
halve het IR spectrum werden ook de berekende structuren nader geanaly-
seerd. Hierbij viel op dat vrijwel alle DFT methodes (met uitzondering van
O3LYP) voorspellen dat de gemiddelde Ru – N bondlengtes kleiner zijn in het
1+ systeem dan in het 2+ systeem. Dit lijkt niet te kloppen met het intuïtieve
idee dat de electrostatische binding tussen metaal ion en liganden sterker is in
het 2-voudig geladen systeem en ook niet met de experimentele waarneming
dat de dissociatie threshold voor verlies van een neutrale ligand veel lager is
in het enkelvoudig geladen systeem, iets dat ook al uit UV fotodissociatie ex-
perimenten was gebleken. Hoewel O3LYP wel de juiste relatieve coordinatie-
bondlengtes oplevert, is het voorspelde IR spectrum voor [Ru(bpy)3]1+ slecht
in overeenstemming met het experimentele spectrum.
Een andere interessante vraag betreffende het [Ru(bpy)3]+ systeem is waar het
extra electron naartoe gaat: naar het Ru2+ center of naar de liganden? En in
dat laatste geval of het electron dan gedelocaliseerd is over alle drie of juist ge-
localiseerd op een van de liganden? Voor enkele model peptides is aangetoond
dat zogenaamde range-separated DFT functionalen goed overeenkomen met
resultaten van hoog-niveau multi-reference berekeningen zoals CCSD(T) en
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CASPT2. Deze range-separated functionalen hebben hier de neiging het extra
electron sterker te localiseren dan conventionele functionalen (zoals B3LYP),
die juist meer electron delocalisatie laten zien. Deze delocalisatie wordt geacht
ten grondslag te liggen aan de onfysische electron zelf-interactie. We hebben
daarom ook range-separated functionalen zoals CAM-B3LYP en LC-BLYP
toege-past op het [Ru(bpy)3]+ systeem, die het extra electron inderdaad lo-
caliseren op een van de drie bpy-liganden. De Ru – N bondlengtes zijn nu
weliswaar intuïtief beter verklaarbaar, maar de voorspelde IR spectra komen
veel slechter overeen met het experiment. Dit zou erop kunnen duiden dat
het electron niet gelocaliseerd, maar juist over de liganden gedelocaliseerd is.
Deze studie laat in ieder geval zien dat het voor dit soort open-schil systemen
nog geen uitgemaakte zaak is welke DFT methode de meest betrouwbare
resultaten oplevert.
In de volgende twee hoofdstukken bestuderen we puur organische functionele
systemen. In hoofdstuk 6 vergelijken we triphenylamine (TPA) als radicaal
cation (TPA·+) en als geprotoneerd systeem (TPA+H+) met neutraal TPA. TPA
wordt onder andere toegepast in de hierboven genoemde Ru(II)-polypyridyl
DSSCs. Daarnaast worden afgeleiden van TPA vaak toegepast in organische
photo-voltaïsche cellen (OPV). Onze spectroscopische studie van deze drie sys-
temen in de gasfase geeft inzicht in de mate van mesomerie en electron delo-
calisatie in de in de gasfase geïsoleerde systemen. Bovenal laten deze exper-
imenten zien hoe minimale geometrische veranderingen aanleiding kunnen
geven tot substantiële veranderingen in het IR spectrum.
Hoofdstuk 7 laat zien hoe de simpele toevoeging van een proton de resonantie
van geconjugeerde dubbele bindingen beïnvloedt in de moleculen indigo en
iso-indigo. We laten spectroscopisch zien dat dit kan leiden tot cis-trans iso-
merisatie en kwantificeren deze ook. In tegenstelling tot een eerder gerappor-
teerde studie geven onze IRIS metingen aan dat isomerisatie van trans naar cis
door protonering erg efficiënt is. Door de protoneringstoestand te manipuleren
door middel van pH veranderingen, zouden indigo en verwante systemen
dus makkelijk mechanisch geactiveerd kunnen worden. Proto-isomerisatie van
deze systemen kan mogelijk toepassing vinden als moleculaire motor of molec-
ulaire schakelaar.
Als conclusie kunnen we stellen dat we erin geslaagd zijn de ETD optie van de
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commerciële QIT MS te benutten om de ladingstoestand van ionische metaal-
ligand complexen te manipuleren door middel van 1-electron reductie en om
zo beide leden van verschillende redox-paren spectroscopisch te onderzoeken.
Ondanks de exothermiciteit van deze 1-electron reductie processen konden we
telkens het gereduceerde maar niet gedissocieerde reactieproduct isoleren in
de QIT MS. Het radicaal anion van fluoranthene fungeerde in elk van deze
experimenten als de electron donor. Deze methode biedt unieke toegang tot
bepaalde open-schil ionen die niet direct met ESI geproduceerd kunnen wor-
den. De vrije-electronen laser FELIX die in de QIT ingekoppeld kan worden,
stelde ons in staat individuele IR spectra op te nemen van zowel de geoxideerde
als de gereduceerde vorm van het metaal-ligand complex. Voor interpretatie
van deze spectra en om hieruit geometrische structuren af te leiden werden
DFT berekeningen gebruikt. Experimentele IR spectra en berekende harmonis-
che vibrationele spectra voor de ionen in de grondtoestand komen in het al-
gemeen nauw overeen, hoewel vooral voor de open-schil systemen ook signif-
icante afwijkingen werden gevonden. Verder theoretisch onderzoek mogelijk
op hogere niveaus is hier waarschijnlijk noodzakelijk. Zo kunnen theoretische
methodes experimentele data ondersteunen en tevens kunnen experimentele
resultaten gebruikt worden om theoretische methodes verder te ontwikkelen.
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