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Abstract We perform a detailed analysis of the solvability of linear strain equa-
tions on hyperbolic surfaces to obtain L2 regularity solutions. Then the rigidity re-
sults on the strain tensor of the middle surface are implied by the L2 regularity for
non-characteristic regions. Finally, we obtain the optimal constant in the first Korn
inequality scales like h4/3 for hyperbolic shells, generalizing the assumption that the
middle surface of the shell is given by a single principal system in the literature.
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1 Introduction
The goal of the present paper is twofold to study the solvability of linear strain equa-
tions and the optimal constant in the first Korn inequality for hyperbolic shells.
The Linear strain equations plays a fundamental role in the theory of thin shells,
see [12, 13, 14, 15, 29]. The solvability of the strain equation is needed to prove the
density of smooth infinitesimal isometries in the W 2,2(Ω, IR3) infinitesimal isometries and
and the matching property of the smooth enough infinitesimal isometries with higher
order infinitesimal isometries [12, 15, 29]. This matching property is an important tool in
This work is supported by the National Science Foundation of China, grants no. 61473126 and no.
61573342, and Key Research Program of Frontier Sciences, CAS, no. QYZDJ-SSW-SYS011.
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obtaining recovery sequences (Γ-lim sup inequlity) for dimensionally-reduced shell theories
in elasticity, when the elastic energy density scales like hβ , β ∈ (2, 4), that is, intermediate
regime between pure bending (β = 2) and the von-Karman regime (β = 4). Such results
have been obtained for elliptic surfaces [15], developable surfaces [12], and hyperbolic
surfaces [29], respectively. A survey on this topic is presented in [13].
Here we present a direct method of solving the linear strain equations for the hyperbolic
middle surface, different from [29]. The present approach is relatively simple and allows
us to obtain a lower regularity on the solution, see Theorem 1.1 later. Fortunately, this
regularity implies the rigidity results on the strain tensor of the middle surface which is one
of the key ingredients for the optimal constant in the first Korn inequality for hyperbolic
shells ([10]).
Originally, Korn’s inequalities were used to prove existence, uniqueness and well-
posedness of boundary value problems of linear elasticity (see e.g., [1, 17]). The optimal
exponential of thickness in Korn’s inequalities for thin shells represents the relationship
between the rigidity and the thickness of a shell when the small deformations take place
since Korn’s inequalities are linearized from the geometric rigidity inequalities under the
small deformations ([3]). Thus it is the best Korn constant in the Korn inequality that is
of central importance (e.g., [2, 16, 18, 19, 21, 22]). Moreover, it is ingenious that the best
Korn constant is subject to the Gaussian curvature. The one for the parabolic shell scales
like h3/2 ([6, 7]), for the hyperbolic shell, h4/3 ([10]) and for the elliptic shell, h ([10]).
All those results were derived under the main assumption that the middle surface of the
shell is given by a single principal coordinate system in order to carry out some necessary
computation. This assumption is
S = { r(z, θ) | (z, θ) ∈ [1, 1 + l]× [0, θ0] }, (1.1)
where the properties
∇∂z~n = κz∂z, ∇∂θ~n = κθ∂θ for p ∈ S
hold.
In the case of the parabolic or hyperbolic shell, a principal coordinate only exists
locally ([30]). There is even no such a local existence for the elliptic shell. However,
the assumption (1.1) in [6, 7, 10] can be removed if the Bochner technique is employed
to perform some necessary computation. The Bochner technique provides us the great
simplification in computation, for example, see [26] or [28]. It has been done in the cases
of the parabolic and elliptic shells in [30]. Here we treat the hyperbolic shell by combining
the rigidity lemma of the strain tensor of the middle surface, given in this paper, and the
interpolation inequality [11] to obtain that the best constant in Korn’s inequality scales
like h4/3, removing the assumption (1.1).
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Let M ⊂ IR3 be a C 3 surface with the induce metric g and a normal field ~n. Let
S ⊂M be an open bounded set with a regular boundary ∂S. Suppose that S is the middle
surface of the shell with thickness h > 0
Ω = {x+ t~n(x) |x ∈ S, −h/2 < t < h/2 }.
A shell Ω is said to be hyperbolic if
κ(p) < 0 for p ∈ S,
where κ is the Gaussian curvature. Throughout the paper Ω is assumed to be hyperbolic.
Let y ∈ H1(S, IR3) be a displacement of the middle surface S. We decompose y as
y =W + w~n, w = 〈y, ~n〉,
where 〈·, ·〉 denotes the dot metric of the Euclidean space IR3. The (linear) strain tensor
of the middle surface (related to the displacement y) is defined by
Υ(y) = symDW + wΠ,
where D is the Levi-Civita connection of the induced metric g on S,
symDW =
1
2
(DW +DW T ),
and
Π(α, β) = 〈∇α~n, β〉 for α, β ∈Mx, x ∈ S
is the second fundamental form of surface M. y ∈ H1(S, IR3) is said to be an infinitesimal
isometry if
Υ(y) = 0.
For U ∈ L2(S, T 2) given, consider problem
Υ(y) = U for p ∈ S. (1.2)
We say that S is a non-characteristic region if one of the following assumptions (I)–(IV)
holds.
(I) Let
S = {α(t, s) | (t, s) ∈ (0, a) × (0, b) }, (1.3)
where α : [0, a]× [0, b]→M is an imbedding map which is a family of regular curves with
two parameters t, s such that
Π(αt(t, s), αt(t, s)) 6= 0, for all (t, s) ∈ [0, a]× [0, b], (1.4)
3
Π(αs(0, s), αs(0, s)) 6= 0, Π(αs(a, s), αs(a, s)) 6= 0, for all s ∈ [0, b], (1.5)
Π(αt(0, s), αs(0, s)) = Π(αt(a, s), αs(a, s)) = 0, for all s ∈ [0, b]. (1.6)
(II) Let α(·, s) be a closed curve with the period a for each s ∈ [0, b] given. Let
S = {α(t, s) | t ∈ [0, a), s ∈ [0, b] }, (1.7)
where α : [0, a) × [0, b] → M is an imbedding map if α(·, b) is a closed curve; α : [0, a) ×
[0, b)→M is an imbedding map if α(·, b) is one point. Moreover, for each s ∈ [0, b],
Π(αt(t, s), αt(t, s)) 6= 0 for t ∈ [0, a].
(III) Let S be given in (1.3) such that (1.5) and (1.6) hold. Let m ≥ 2 be an in-
teger. We assume that for each s ∈ [0, b] given, the curve α(·, s) consists of m C 1
non-characteristic curves, i.e., there are t0 = 0 < t1 < · · · < tm−1 < tm = a, such that
α(t, s) are C 1 non-characteristic curves for t ∈ [ti, ti+1], respectively, for i = 0, 1, · · · , and
m − 1. Moreover, the curves ζi(s) = α(ti, s) : [0, b] → M are supposed to be extended to
[−ε, b] satisfying
ζi(s) 6∈ S for s ∈ [−ε, 0], 1 ≤ i ≤ m− 1, (1.8)
such that ζi are non-characteristic curves in s ∈ [−ε, b] where ε > 0 is given small. In
addition, at all the connection points α(ti, s) one of the connection conditions (H1)–
(H4) below holds where β(t) = α(ti + t − ε, s)(ε > 0 small), γ(t) = α(tk + t, s), and
ζ(t) = α(tk, s+ t) for 1 ≤ i ≤ m− 1 and s ∈ [0, b].
(IV) Let S be given in (1.7) and m ≥ 2 be an integer. For each s ∈ [0, b], we assume
that the closed curve α(t, s) consists of m C 1 non-characteristic curves, i.e., there are
t1 = 0 < · · · < tm−1 < tm = a, such that α(t, s) are C 1 non-characteristic curves for
t ∈ [ti, ti+1], respectively, for i = 1, 2, · · · , and m− 1. Moreover, assumptions (1.8) hold.
In addition, at all the connection points one of the connection conditions (H1)–(H4) below
holds as in (III).
In the case of (III), or (IV ), to solve (1.2) under certain corresponding boundary data,
we further need some connection conditions at the connection points.
Connection conditions Let β : [0, ε] → M, γ : [0, ε] → M, and ζ : [−ε, ε] → M be
noncharacteristic curves with β(ε) = γ(0) = ζ(0) where ε > 0 is small. We say that β, γ,
and ζ satisfy the connection condition (Hk) at p = β(ε) if the following assumption (Hk)
holds true where 1 ≤ k ≤ 4.
(H1) Π(β′(ε), β′(ε))Π(γ′(0), γ′(0)) > 0, Π(β′(ε), γ′(0))Π(γ′(0), γ′(0)) ≥ 0.
(H2) Π(β′(ε), β′(ε))Π(γ′(0), γ′(0)) > 0, Π(β′(ε), γ′(0))Π(γ′(0), γ′(0)) < 0,
Π(ζ ′(0), γ′(0))Π(γ′(0), γ′(0)) > 0.
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(H3) Π(β′(ε), β′(ε))Π(γ′(0), γ′(0)) < 0, Π(ζ ′(0), ζ ′(0))Π(γ′(0), γ′(0)) > 0,
Π(ζ ′(0), γ′(0))Π(γ′(0), γ′(0)) ≥ 0.
(H4) Π(β′(ε), β′(ε))Π(γ′(0), γ′(0)) < 0, Π(ζ ′(0), ζ ′(0))Π(γ′(0), γ′(0)) < 0,
Π(ζ ′(0), β′(ε))Π(ζ ′(0), ζ ′(0)) < 0.
The notion of the noncharacteristic region is a technical assumption, which may be not
necessary for the solvability of (1.2). In general, for U ∈ T 2sym (S) given, there are many
solutions to (1.2). The aim of this assumption is to help us choose a regular solution for
each U. We shall solve problem (1.2) locally in an asymptotic coordinate and then paste
the local solutions together, where the assumption of the noncharacteristic region is used
to guarantee this produce to be successful. Case (I) is studied in [29] where the density
of smooth infinitesimal isometries in the W 2,2 infinitesimal isometries is obtained and the
matching property of infinitesimal isometries is proved.
If the middle surface is given by one single principal coordinate, that is, the assumption
(1.1) holds, then S is in (II) when for each z ∈ [1, 1+ l], r(z, ·) is a closed curve; otherwise,
S in (I). However, there are non-characteristic regions which can not be given by one single
principal coordinate. For example, consider a surface, named as the monkey saddle, given
by the graph of a function h : IR2 → IR,
M = { (x, h(x)) |x = (x1, x2) ∈ IR2 },
where h = x31 − 3x1x22. Then
κ(x) = − 36|x|
2
(1 + 9|x|4)2 for x = (x1, x2) ∈ IR
2.
For b > 1 given, set
S = {α(t, s) | t ∈ [0, 4), s ∈ [0, b] }, α(t, s) =
(
β(t, s), h(β(t, s))
)
, (1.9)
where
β(t, s) =


(2b− s)
(
1− t, t√
3
)
for t ∈ [0, 2],(
− (2b− s), 2(2b− s)√
3
(5− 2t)
)
for t ∈ [2, 3],(
(2b− s)(2t− 7), −2(2b− s)√
3
(4− t)
)
for t ∈ [3, 4],
for s ∈ [0, b].
A direct computation shows that the above S belongs to (IV) such that the connection
condition (H2) holds at the connection points t1 = 0, t2 = 2, and t3 = 3, respectively. We
shall prove that there is no a single C 1 principal coordinate such that (1.1) holds as an
appendix in the end of the paper.
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Let T k denote the all k-order tensor fields on S. Let L2(S, T k) be the space of all
k-order tensor fields on S with the norm
(P1, P2) =
∫
S
〈P1, P2〉dg,
where
〈P1, P2〉 =
2∑
i1,···,ik=1
P1(ei1 , · · · , eik)P1(ei1 , · · · , eik) for x ∈ S,
and e1, e2 is orthonormal basis of TxS.
We define Q : TxM → TxM by
Qα = 〈α, e2〉e1 − 〈α, e1〉e2 for all α ∈ TxM, (1.10)
where e1, e2 is an orthonormal basis of TxM with the positive orientation. Then the
definition of Q is independent of the choice of a positively orientation orthonormal basis
which is the rotation on TxM by π/2 along the clockwise direction, see [29].
To set up boundary data, we consider some boundary operators. Let x ∈ ∂S be given.
µ ∈ TxS with |µ| = 1 is said to be the noncharacteristic normal outside S if there is a
curve ζ : (0, ε)→ S such that
ζ(0) = x, ζ ′(0) = −µ, Π(µ,X) = 0 for X ∈ Tx(∂S).
Let µ be the the noncharacteristic normal field along ∂S. Recall that the shape operator
∇~n : TxM → TxM is defined by ∇~nX = ∇X~n(x) for X ∈ TxM. We define boundary
operators Ti : TxM → TxM by
TiX = 1
2
[X + (−1)iχ(µ,X)ρ(X)Q∇~nX] for X ∈ TxM, i = 1, 2, (1.11)
where
χ(µ,X) = sign det
(
µ,X,~n
)
, ̺(X) =
1√−κ signΠ(X,X), (1.12)
and sign is the sign function.
In (I) or (III), we shall consider the part boundary data
〈W,T1αs〉 ◦ α(0, s) = q1(s), 〈W,T1αs〉 ◦ α(a, s) = q2(s) for s ∈ (0, b), (1.13)
W ◦ α(t, 0) = φ for t ∈ (0, a). (1.14)
For convenience, we denote the relations (1.13) and (1.14) by
W |I(III)(a,b) = (q1, φ, q2). (1.15)
In (II) or (IV), the following boundary data are concerned
W ◦ α(t, 0) = φ for t ∈ (0, a). (1.16)
We have the following.
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Theorem 1.1 (i) Let S be given in (I), or (III) with the connection condition (H1).
Then there is a constant C > 0 such that, for any q1, q2 ∈ L2(0, b), and φ ∈ L2((0, a), T )
and any U ∈ L2(S, T 2), there exists a unique solution y to problem (1.2) with the data
(1.15) satisfying
‖W‖L2(S,T ) ≤ C(‖U‖2L2(S,T 2) + ‖φ‖2L2((0,a),T ) + ‖q1‖2L2(0,b) + ‖q2‖2L2(0,b)), (1.17)
where y =W + w~n.
(ii) Let S be given in (II), or (IV ) with the connection condition (H1). Then there is
a constant C > 0 such that, for any φ ∈ L2a((0, a), T ) and any U ∈ L2(S, T 2), there exists
a unique solution y to problem (1.2) with the data (1.16) satisfying
‖W‖L2(S,T ) ≤ C(‖U‖L2(S,T 2) + ‖φ‖2L2a((0,a),T )), (1.18)
where y =W+w~n, and L2a((0, a), T ) is all L
2 vector fields defined in α(·, 0) with the period
a.
It follows immediately from Theorem 1.1 the corollary below
Corollary 1.1 Let S be in (I) or (III) with the connection condition (H1). Then
there is a constant C > 0 such that, for any y = W + w~n ∈ H1(S, IR3) there exists an
infinitesimal y0 ∈ H1(S, IR3) with the boundary data
W 0|I(III) =
(
〈W,T1αs〉 ◦ α(0, ·), W ◦ α(·, 0), 〈W,T1αs〉 ◦ α(a, ·)
)
satisfying
‖W −W 0‖L2(S,T ) ≤ C‖Υ(y)‖L2(S,T 2), (1.19)
where y0 =W 0 + w0~n.
Let S be given in (II) or (IV ) with the connection condition (H1). Then there is a
constant C > 0 such that, for any y = W + w~n ∈ H1(S, IR3) there exists an infinitesimal
y0 ∈ H1(S, IR3) with the boundary data
W 0 ◦ α(·, 0) =W ◦ α(·, 0)
satisfying the estimate (1.19).
We have the following rigidity results in Theorems 1.2 and 1.3 on the strain tensor of
the middle surface.
Theorem 1.2 (i) Let S be given in (I), or (III). Then there is a constant C > 0
such that
‖W‖2L2(S,T ) ≤ C(‖Υ(y)‖2L2(S,T 2)+‖W◦α(·, 0)‖2L2((0,a),T )+‖W◦α(0, ·)‖2L2((0,b),T )+‖W◦α(a, ·)‖2L2((0,b),T ))
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for all y =W + w~n ∈ H1(S, IR3).
(ii) Let S be given in (II), or (IV ). Then there is a constant C > 0 such that
‖W‖2L2(S,T ) ≤ C(‖Υ(y)‖2L2(S,T 2) + ‖W ◦ α(·, 0)‖2L2((0,a),T ))
for all y =W + w~n ∈ H1(S, IR3).
Theorem 1.3 Let S be a non-characteristic region from (I)− (IV ). Then
‖w‖2L2(S) ≤ C(‖Dw‖L2(S)‖Υ(y)‖L2(S) + ‖Υ(y)‖2L2(S)) (1.20)
for all y =W+w~n ∈ H1(S, IR3) with w|∂S×(−h/2,h/2) = 0 and W |I(III) = 0 or W ◦α(·, 0) =
0, according to S ∈ (I) ∪ (III) or S ∈ (II) ∪ (IV ), respectively.
Remark 1.1 For the rigidity of the strain tensor, any of the connection conditions
(H1)− (H4) is appropriate when the middle surface S belongs to (III), or (IV ).
We combine [11, Theorem 3.1] with Theorem 1.2 by an argument as in [10] to obtain
Theorem 1.4 Let S be a non-characteristic region from (I)-(IV ). Then there are
C > 0, h0 > 0, independent of h > 0, such that
‖∇y‖2L2(Ω) ≤
C
h4/3
‖ sym∇y‖2L2(Ω) (1.21)
for all h ∈ (0, h0) and y =W+w~n ∈ H1(Ω, IR3) with w|∂S×(−h/2,h/2) = 0 and W |I(III) = 0,
or W |II(IV ) = 0. Moreover, the exponential of the thickness h in (1.21) is optimal.
Remark 1.2 The results in Theorems 1.2-1.4 are given in [10] when the middle surface
is given by one single principal coordinate.
2 A PDE system on IR2
In an asymptotic coordinate, equation (1.2) can locally transfer to a PDE system in
(2.1) below, see Proposition 3.1 later. Thus we study the solvability of (2.1) in the present
section which will be used in the next section to solve (1.2) locally. Then we paste those
local solutions together to obtain a global one on S.
On IR2 we consider the solvability of problem
{
f1x1(x) = a11(x)f1(x) + a12(x)f2(x) + p1(x),
f2x2(x) = a21(x)f1(x) + a22(x)f2(x) + p2(x),
for x = (x1, x2) ∈ IR2, (2.1)
where (f1, f2) is the unknown, (p1, p2) is given, and aij ∈ L∞.
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We shall work out some basic regions in which problem (2.1) is uniquely solvable when
(p1, p2) and some data on part of boundary are given. Those regions are denoted by E(γ),
R(z, a, b), P±(β), Ξ±(β, γ), and Φ(β, γ, βˆ), respectively. Their definitions will be given in
the following subsections.
A curve γ(t) = (γ1(t), γ1(t)) : [0, t0]→ IR2 is said to be noncharacteristic if
γ′1(t)γ
′
2(t) 6= 0 for t ∈ [a, b].
2.1 Regions E(γ) and R(z, a, b)
Let γ(t) = (γ1(t), γ1(t)) : [0, t0]→ IR2 be a noncharacteristic curve such that
γ′1(t) > 0, γ
′
2(t) < 0 for t ∈ (0, t0). (2.2)
Set
E(γ) = { (x1, x2) ∈ IR2 | γ1 ◦ γ−12 (x2) < x1 < γ1(t0), γ2(t0) < x2 < γ2(0) }. (2.3)
Consider the boundary data
f ◦ γ(t) = q(t) for t ∈ (0, t0). (2.4)
For η ∈ (0, t0) fixed, consider the curve
ζ(s) = γ(η) + s(1, 1) for s ∈ (0, s0)
in E(γ), where s0 > 0 is such that ζ(s0) ∈ ∂E(γ).
Next, we consider a rectangle. For z = (z1, z2) ∈ IR2, a > 0, and b > 0 given, let
R(z, a, b) = (z1, z1 + a)× (z2, z2 + b). (2.5)
Consider the boundary data
f1(z1, x2) = q1(x2), f2(x1, z2) = q2(x1) (2.6)
for x1 ∈ [z1, z1 + a] and x2 ∈ [z2, z2 + b], respectively.
Proposition 2.1 For any q = (q1, q2) ∈ L2((0, t0), IR2) and p = (p1, p2) ∈ L2(E(γ), IR2)
given, there exists a unique solution f = (f1, f2) ∈ L2(E(γ), IR2) to problem (2.1) with the
data (2.4) satisfying
‖f‖2L2(E(γ),IR2) ≤ C(‖q‖2L2((0,t0),IR2) + ‖p‖2L2(E(γ),IR2)), (2.7)
‖f1(γ1(t0), ·)‖2L2(γ2(t0),γ2(0)) ≤ C(‖q‖2L2((0,t0),IR2) + ‖p‖2L2(E(γ),IR2)), (2.8)
‖f2(·, γ2(0))‖2L2(γ1(0),γ1(t0)) ≤ C(‖q‖2L2((0,t0),IR2) + ‖p‖2L2(E(γ),IR2)), (2.9)
‖f ◦ ζ‖2L2((0,s0(η)),IR2) ≤ C(‖q‖2L2((0,t0),IR2) + ‖p‖2L2(E(γ),IR2)), (2.10)∫ t0
0
[q1 ◦ γ(t)|2(t0 − t) + |q2 ◦ γ(t)|2t]dt ≤ C(‖f‖2L2(E(γ),IR2) + ‖p‖2L2(E(γ),IR2)). (2.11)
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Proposition 2.2 For any q1 ∈ L2(z2, z2 + b), q2 ∈ L2(z1, z1 + a), and p = (p1, p2) ∈
L2(R(z, a, b), IR2), problem (2.1) admits a unique solution f = (f1, f2) ∈ L2(R(z, a, b), IR2)
with the data (2.5) satisfying
‖f‖2L2(R(z,a,b),IR2) ≤ C(‖q1‖2L2(z2,z2+b) + ‖q2‖2L2(z1,z1+a) + ‖p‖2L2(R(z,a,b),IR2)). (2.12)
The proofs of Propositions 2.1 and 2.2 will be given after Lemma 2.2.
Lemma 2.1 Let T > 0 be given. There is a εT > 0 such that if |γ(0)| ≤ T and
max{γ1(t0)− γ1(0), γ2(0)− γ2(t0)} < εT , then the results in Proposition 2.1 hold.
Proof The proof is broken into several steps as follows.
Step 1. Let f = (f1, f2) solve problem (2.1) and let x = (x1, x2) ∈ E(γ) be given. We
integrate the first equation in (2.1) with respect to the variable x1 over (γ1 ◦ γ−12 (x2), x1)
where x2 ∈ (γ2(t0), γ2(0)) is fixed to have
f1(x1, x2) = q1 ◦ γ ◦ γ−12 (x2) +
∫ x1
γ1◦γ
−1
2
(x2)
(a11f1 + a12f2 + p1)(ζ1, x2)dζ1. (2.13)
Then integrating the second equation in (2.1) over (γ2 ◦ γ−11 (x1), x2) with respect to the
variable x2 yields
f2(x1, x2) = q2 ◦ γ ◦ γ−11 (x1) +
∫ x2
γ2◦γ
−1
1
(x1)
(a12f1 + a22f2 + p2)(x1, ζ2)dζ2. (2.14)
Step 2. We define an operator B : L2(E(γ), IR2)→ L2(E(γ), IR2) by
B f =
(
q1 ◦ γ ◦ γ−12 (x2), q2 ◦ γ ◦ γ−11 (x1)
)
+
( ∫ x1
γ1◦γ
−1
2
(x2)
(a11f1 + a12f2 + p1)(ζ1, x2)dζ1,∫ x2
γ2◦γ
−1
1
(x1)
(a12f1 + a22f2 + p2)(x1, ζ2)dζ2
)
, (2.15)
for any f = (f1, f2) ∈ L2(E(γ), IR2). It is easy to check that f ∈ L2(E(γ), IR2) solves (2.1)
with the data (2.4) if and only if B f = f.
Next, we shall prove that there is a 0 < εT ≤ 1 such that when |γ(0)| ≤ T and
0 < max{γ1(t0)− γ1(0), γ2(0)− γ2(t0)} < εT , the map B : L2(E(γ), IR2)→ L2(E(γ), IR2)
is contractible. Thus the existence and uniqueness of solutions follow from Banach’s fixed
point theorem.
In fact, for f = (f1, f2), fˆ = (fˆ1, fˆ2) ∈ L2(E(γ), IR2), it follows from (2.15) that
B f − B fˆ =
( ∫ x1
γ1◦γ
−1
2
(x2)
[a11(f1 − fˆ1) + a12(f2 − fˆ2)](ζ1, x2)dζ1,∫ x2
γ2◦γ
−1
1
(x1)
[a12(f1 − fˆ1) + a22(f2 − fˆ2)](x1, ζ2)dζ2
)
,
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which yields
| B f − B fˆ |2 ≤ CT ε[
∫ x1
γ1◦γ
−1
2
(x2)
|f − fˆ |2(ζ1, x2)dζ1 +
∫ x2
γ2◦γ
−1
1
(x1)
|f − fˆ |2(x1, ζ2)dζ2],
for x = (x1, x2) ∈ E(γ), where ε = max{γ1(t0)− γ1(0), γ2(0)− γ2(t0)}. Thus we obtain
‖B f − B fˆ‖2L2 ≤ CT ε2‖f − fˆ‖2L2 , (2.16)
i.e., the map B : L2(E(γ), IR2)→ L2(E(γ), IR2) is contractible if ε is small.
Step 3. Let map B : L2(E(γ), IR2) → L2(E(γ), IR2) be defined in Step 2 and let
f ∈ L2(E(γ), IR2) be the solution to problem (2.1) with the data (2.4). It follows from
(2.15) and (2.16) that
‖f‖L2(E(γ)) = ‖B f‖L2(E(γ)) ≤ ‖B (0)‖L2(E(γ)) + ‖B f − B (0)‖L2(E(γ))
≤ CT (‖q‖L2(0,t0) + ‖p‖L2(E(γ))) + CT ε2‖f‖L2(E(γ)).
Thus, the estimate (2.7) follows if ε is small. Moreover, it follows from (2.13) that
|f1(γ1(t0), x2)|2 ≤ CT |q1 ◦ γ ◦ γ−12 (x2)|2 + CT ε
∫ γ1(t0)
γ1◦γ
−1
2
(x2)
(|f |2 + |p1|2)(ζ1, x2)dζ1,
for x2 ∈ (γ2(t0), γ2(0)), which yields the estimate (2.8) by (2.7). A similar argument gives
(2.9).
Finally, we consider the estimate (2.10). For s ∈ [0, s0] fixed we integrate the first
equation in (2.1) with respect to x1 over [γ1 ◦ γ−12 (γ2(η) + s), γ1(η) + s] to have
f1 ◦ ζ(s) = q1(γ−12 (γ2(η) + s)) +
∫ γ1(η)+s
γ1◦γ
−1
2
(γ2(η)+s)
(a11f1 + a12f2 + p1)(ζ1, γ2(η) + s)dζ1,
which yields
|f1 ◦ ζ(s)|2 ≤ 2|q1(γ−12 (γ2(η) + s)|2 + C
∫ γ1(t1)
γ1(0)
(|f1|2 + |f2|2 + |p1|2)(ζ1, γ2(η) + s)dζ1.
Thus we have
‖f1 ◦ ζ‖2L2(0,s0) ≤ C‖q1‖2L2(0,t0) + C(‖f‖2L2(E(γ),IR2) + ‖p‖2L2(E(γ),IR2)).
A similar argument gives
‖f2 ◦ ζ‖2L2(0,s0) ≤ C‖q2‖2L2(0,t0) + C(‖f‖2L2(E(γ),IR2) + ‖p‖2L2(E(γ),IR2)).
Thus the estimate (2.10) follows from (2.7) and the above inequalities. ✷
By a similar argument as for Lemma 2.1 we have the following.
Lemma 2.2 Let T > 0 be given. There is a εT > 0 such that if |z| ≤ T and
max{a, b} < εT , then Proposition 2.2 holds.
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Proof of Proposition 2.1 We shall show that the assumptions |γ(0)| ≤ T and
max{γ1(t0) − γ1(0), γ2(t0) − γ2(0)} < εT in Lemma 2.1 are unnecessary. Let T > 0 be
given such that
E(γ) ⊂ {x ∈ IR2 | |x| ≤ T }.
Let εT > 0 be given small such that Lemmas 2.1 and 2.2 hold. We divide the curve γ into
m parts with the points τ0 = 0, τ0 < τ1 < · · · < τm = t0 such that
|γ(τi+1)− γ(τi)| = εT
2
, 0 ≤ i ≤ m− 2, |γ(t0)− γ(τm−1)| ≤ εT
2
.
For simplicity, we assume that m = 3. The other cases can be treated by a similar argu-
ment.
In the case of m = 3, we have
E(γ) = (∪2i=0Ei) ∪ (∪3i=1Ri) (2.17)
where
Ei = {x ∈ E(γ) | γ1(τi) < x1 < γ1(τi+1), γ2(τi+1) < x2 < γ2(τi) } i = 0, 1, 2,
R1 = [γ1(τ1), γ1(τ2)]× [γ2(τ1), γ2(0)], R2 = [γ1(τ2), γ1(t0)]× [γ2(τ2), γ2(τ1)],
R3 = [γ1(τ2), γ1(t0)]× [γ2(τ1), γ2(0)].
From Lemma 2.1, problem (2.1) admits a unique solution f i = (f i1, f
i
2) ∈ L2(Ei, IR2)
for each i = 0, 1, and 2, respectively, with the corresponding data and the corresponding
estimates. We define f ∈ L2(∪2i=0Ei, IR2) by
f(x) = f i(x) for x ∈ Ei for i = 0, 1, 2.
Then we extend the domain of f from ∪3i=0Ei to E(γ) by the following way. By Lemma
2.2, we define f ∈ L2(Ri, IR2) to be the solution wi = (wi1, wi2) ∈ L2(Ri, IR2) to problem
(2.1) with the data
wi1(γ1(τi), x2) = f
i
1(γ1(τi), x2) for x2 ∈ [γ2(τi), γ2(τi−1)],
wi2(x1, γ2(τi)) = f
i
2(x1, γ2(τi)) for x1 ∈ [γ1(τi), γ1(τi+1)],
for i = 1, and 2, respectively. Then we extend f on L2(R3, IR
2) to be the solution
w3 = (w31 , w
3
2) of (2.1) with the data
w31(γ1(τ2), x2) = w
1
1(γ1(τ2), x2) for x2 ∈ [γ2(τ1), γ2(0)],
w32(x1, γ2(τ2)) = w
2
2(x1, γ2(τ2)) for x1 ∈ [γ1(τ2), γ1(t0)].
The estimates in (2.7)-(2.9) follow from the ones in Lemmas 2.1 and 2.2.
Moreover, the estimate (2.11) follows from the identities (2.13) and (2.14). ✷
A similar argument as above completes the proof of Proposition 2.2.
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2.2 Regions P±(β)
Let β = (β1, β2) : [0, t1]→ IR2 be a noncharcteristic curve such that
β′1(t) > 0, β
′
2(t) > 0 for t ∈ [0, t1]. (2.18)
Set
P−(β) = { (x1, x2) |β1 ◦ β−12 (x2) < x1 < β1(t1), β2(0) < x2 < β2(t1) }, (2.19)
and consider the boundary data
{
f1 ◦ β(t) = q1(t) for t ∈ (0, t1);
f2(x1, β2(0)) = q2(x1) for x1 ∈ (β1(0), β1(t1)).
(2.20)
Moreover, set
P+(β) = { (x1, x2) |β1(0) < x1 < β1 ◦ β−12 (x2), β2(0) < x2 < β2(t1) }, (2.21)
and consider the boundary data
{
f1(β1(0), x2) = q1(x2) for x2 ∈ (β2(0), β2(t1));
f2 ◦ β(t) = q2(t) for x1 ∈ (0, t1).
(2.22)
By a similar argument as for Proposition 2.1, we have the following. The detailed
proofs are omitted.
Proposition 2.3 For any q1 ∈ L2(0, t1), q2 ∈ L2(β1(0), β1(t1)), and p = (p1, p2) ∈
L2(E−(γ), IR
2) given, there exists a unique solution f = (f1, f2) ∈ L2(P−(β), IR2) to
problem (2.1) with the data (2.20), such that
‖f‖2L2(P
−
(β),IR2) ≤ C(‖q1‖2L2(0,t1) + ‖q2‖2L2(β1(0),β1(t1)) + ‖p‖2L2(P−(β),IR2)). (2.23)
Proposition 2.4 For any q1 ∈ L2(β1(0), β1(t1)), q2 ∈ L2(0, t1), and p = (p1, p2) ∈
L2(E+(γ), IR
2) given, there exists a unique solution f = (f1, f2) ∈ L2(P+(β), IR2) to
problem (2.1) with the data (2.22), such that
‖f‖2L2(P+(β),IR2) ≤ C(‖q1‖2L2(β1(β2(0),β2(t1)) + ‖q2‖2L2(0,t1) + ‖p‖2L2(P+(β),IR2)). (2.24)
2.3 Regions Ξ±(β, γ)
Let γ = (γ1, γ2) : (0, t0)→ IR2 and β = (β1, β2) : (0, t1)→ IR2 be two noncharacterstic
curves with γ(0) = β(0) such that (2.2) and (2.18) hold, respectively. We further assume
that
β1(t1) ≤ γ1(t0). (2.25)
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Set
Ξ−(β, γ) = P−(β) ∪E(γ) ∪R
(
z, a, b
)
, (2.26)
where P−(β), E(γ), and R(z, a, b) with z = (β1(t1), β2(0)), a = γ1(t0) − β1(t1), and
b = β2(t1)−β2(0), are given in (2.19), (2.3), and (2.5), respectively. Consider the boundary
data
f1 ◦ β(t) = q1(t) for t ∈ (0, t1), (2.27)
f ◦ γ(t) = qˆ(t) for t ∈ (0, t0). (2.28)
Next, we assume that the noncharacterstic curves γ = (γ1, γ2) : (0, t0) → IR2 and
β = (β1, β2) : (0, t1)→ IR2 with (2.2) and (2.18), respectively, are given such that
γ(t0) = β(0), β2(t1) ≤ γ2(0).
Set
Ξ+(β, γ) = E(γ) ∪ P+(β) ∪R(z, a, b), (2.29)
where E(γ), P+(β), and R(z, a, b) with z = (γ1(t0), β2(t1)), a = β1(t1) − γ1(t0), and
b = γ2(0)−β2(t1), are given in (2.3), (2.21), and (2.5), respectively. Consider the boundary
data
f2 ◦ β(t) = q2(t) for t ∈ (0, t1), (2.30)
f ◦ γ(t) = qˆ(t) for t ∈ (0, t0). (2.31)
Consider problem (2.1) on the region Ξ−(β, γ) with the boundary data (2.27) and
(2.28). First, using Proposition 2.1 we solve problem (2.1) on the region E(γ) with the
data (2.28) to have a solution f1 = (f11 , f
1
2 ) ∈ L2(E(γ), IR2). Then we solve problem (2.1)
on P−(β) by Proposition 2.3 using the data (2.27) and
f21 (x1, γ2(0)) = f
1
1 (x1, γ2(0)) for x1 ∈ (γ1(0), β1(t1))
to have a solution f2 = (f21 , f
2
2 ) ∈ L2(P−(β), IR2). Next, by Proposition 2.2, we solve
problem (2.1) on the region R(z, a, b) using the data
f31 (β1(t1), x2) = f
2
1 (β1(t1), x2) for x2 ∈ (β2(0), β2(t1)),
f32 (γ1(0), x1) = f
1(γ1(0), x1) for x1 ∈ (β1(t1), γ1(t0))
to have a solution f3 = (f31 , f
3
2 ) ∈ L2(R(z, a, b), IR2). Finally, we have a solution f ∈
L2(Ξ−(β, γ), IR
2) to problem (2.1) with the data (2.27) and (2.27), given by
f =


f1 for x ∈ E(γ),
f2 for x ∈ P−(β),
f3 for x ∈ R(z, a, b).
The above argument yields the following proposition where a detailed proof is omitted.
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Proposition 2.5 For any q1 ∈ L2(0, t1), qˆ ∈ L2((0, t0), IR2), and p ∈ L2(Ξ−(β, γ), IR2)
given, there is a unique solution f = (f1, f2) ∈ L2(Ξ−(β, γ), IR2) to problem (2.1) with the
data (2.27) and (2.28) satisfying
‖f‖2L2(Ξ
−
(β,γ),IR2) ≤ C(‖q1‖2L2(0,t1) + ‖qˆ‖2L2((0,t0),IR2) + ‖p‖2L2(Ξ−(β,γ),IR2)), (2.32)
‖qˆ ◦ γ(t)‖2L2((0,t0−ε),IR2) ≤ Cε(‖f‖2L2(Ξ−(β,γ),IR2) + ‖p‖2L2(Ξ−(β,γ),IR2)), (2.33)
where ε > 0 is small.
By a similar argument as for Proposition 2.5, we have the following. The detailed
proof is omitted.
Proposition 2.6 For any q2 ∈ L2(0, t1), qˆ ∈ L2((0, t0), IR2), and p ∈ L2(Ξ+(β, γ), IR2)
given, there is a unique solution f = (f1, f2) ∈ L2(Ξ+(β, γ), IR2) to problem (2.1) with the
data (2.30) and (2.31) satisfying
‖f‖2L2(Ξ+(β,γ)) ≤ C(‖q2‖2L2(0,t1) + ‖qˆ‖2L2((0,t0),IR2) + ‖p‖2L2(Ξ+(β,γ),IR2)), (2.34)
‖qˆ ◦ γ(t)‖2L2((0,t0−ε),IR2) ≤ Cε(‖f‖2L2(Ξ+(β,γ),IR2) + ‖p‖2L2(Ξ+(β,γ),IR2)), (2.35)
where ε > 0 is small.
2.4 Region Φ(β, γ, βˆ)
Let β and γ be noncharacteristic curves with β(0) = γ(0) and β1(t1) ≤ γ1(t0) such
that (2.2) and (2.18) hold. Let βˆ = (βˆ1, βˆ2) : (0, tˆ1)→ IR2 be noncharacteristic such that
γ(t0) = βˆ(0), βˆ2(tˆ1) ≤ γ2(0), βˆ′1(t) > 0, βˆ′2(t) > 0 for t ∈ [0, tˆ1].
Set
Φ(β, γ, βˆ) = Ξ−(β, γ) ∪ P+(βˆ) ∪R(z, a, b), (2.36)
where Ξ−(β, γ), P+(βˆ), and R(z, a, b) with z = (γ1(t0), βˆ2(tˆ1)), a = βˆ1(tˆ1) − γ1(t0), and
b = β2(t1) − βˆ2(tˆ1), are given in (2.26), (2.21), and (2.5), respectively. Consider the
boundary data
f1 ◦ β(t) = q1(t), t ∈ (0, t1); f2 ◦ βˆ(t) = q2(t), t ∈ (0, tˆ1), (2.37)
f ◦ γ(t) = q(t) for t ∈ (0, t0). (2.38)
By a similar argument as for Proposition 2.5, we have the following. The detailed proof
is omitted.
Proposition 2.7 Let q1, q2, and q be given L
2 functions. Then problem (2.1) ad-
mits a unique solution f = (f1, f2) ∈ L2(Φ(β, γ, βˆ), IR2) with the data (2.37) and (2.38).
Moreover, the following estimates hold
‖f‖2
L2(Φ(β,γ,βˆ),IR2)
≤ C(‖q‖2L2((0,t0),IR2) + ‖q1‖2L2(0,t1) + ‖q2‖2L2(0,tˆ1) + ‖p‖
2
L2(Φ(β,γ,βˆ),IR2)
).
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3 Linear Strain Equations, Proof of Theorem 1.1
We shall solve (1.2) locally in asymptotic coordinate systems and then paste the local
solutions together. A chart ψ(p) = (x1, x2) on M is said to be an asymptotic coordinate
system if
Π(∂x1, ∂x1) = Π(∂x2, ∂x2) = 0. (3.1)
If M is hyperbolic, an asymptotic coordinate system exists locally([24]).
Let p ∈M be given. Then there is an asymptotic coordinate system ψ : N → IR2 with
ψ(q) = (x1, x2) such that (3.1) hold for q ∈ N , where N is a neighbourhood of p. Let
G =
(
gij(q)
)
, gij = 〈∂xi, ∂xj〉.
Then
Π2(∂x1, ∂x2) = −κdetG.
Our main observation is that in an asymptotic coordinate system, equation (1.2) takes
the form (3.2) below.
Proposition 3.1 Let M be a hyperbolic orientated surface and let ψ(p) = (x1, x2) :
N (⊂ M) → IR2 be an asymptotic coordinate system on M with the positive orientation.
Then equation (1.2) is equivalent to problem{
W1x1 = Γ
1
11W1 + Γ
2
11W2 + U11,
W2x2 = Γ
1
22W1 + Γ
2
22W2 + U22,
(3.2)
where
Wi = 〈W,∂xi〉, Uij = U(∂xi, ∂xj),
and Γkij are the Christofell symbols for 1 ≤ i, j, k ≤ 2. Moreover, if (W1,W2) solves
problem (3.2), then y =W + w~n is a solution to problem (1.2) where
w ◦ ψ−1 = 1
ω
[U12 − 1
2
(W1x2 +W2x1) + Γ
1
12W1 + Γ
2
12W2], ω = Π(∂x1, ∂x2). (3.3)
Proof Problem (1.2) is equivalent to
Υ(y)(∂xi, ∂xj) = U(∂xi, ∂xj) for 1 ≤ i, j ≤ 2.
Then the equations, Υ(y)(∂xi, ∂xi) = U(∂xi, ∂xi) for i = 1 2, yield problem (3.2) since
Π(∂xi, ∂xi) = 0. In addition, (3.3) follows from the equation Υ(y)(∂x1, ∂x2) = U(∂x1, ∂x2).
✷
We also need the following lemmas 4.1-3.3, whose proofs are given in [29].
Lemma 3.1 ([29]) There is a σ0 > 0 such that, for all p ∈ S, there exist asymptotic
coordinate systems ψ : B(p, σ0) → IR2 with ψ(p) = (0, 0), where B(p, σ0) is the geodesic
plate in M centered at p with radius σ0.
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Lemma 3.2 ([29]) Let γ : [0, a] → M be a regular curve without self intersection
points. Then there is a σ0 > 0 such that, for all p ∈ { γ(t) | t ∈ (0, a) }, S(p, σ0) has at
most two intersection points with { γ(t) | t ∈ [0, a] }, where S(p, σ0) is the geodesic circle
centered at p with radius σ0. If γ(0) 6= γ(a), then S(p, σ0) has at most one intersection
point with { γ(t) | t ∈ [0, a] } for p = γ(0), or γ(a).
Lemma 3.3 ([29]) Let p0 ∈M and let B(p0, σ) be the geodesic ball centered at p0 with
radius σ > 0. Let γ : [−a, a]→ B(p0, σ) and β : [−b, b]→ B(p0, σ) be two noncharacteristic
curves of class C 1, respectively, with
γ(0) = β(0) = p0, Π(γ˙(0), β˙(0)) = 0.
Let ψˆ : B(p0, σ) → IR2 be an asymptotic coordinate. Then there exists an asymptotic
coordinate system ψ : B(p0, σ)→ IR2 with ψ(p0) = (0, 0) such that
ψ(γ(t)) = (t,−t) for t ∈ [−a, a], (3.4)
β′1(s) > 0, β
′
2(s) > 0 for s ∈ [−b, b], (3.5)
where ψ(β(s)) = (β1(s), β2(s)). Moreover, for X = X1∂x1+X2∂x2 with Π(X,X) 6= 0, we
have
̺(X)Q∇~nX = χ(γ′(0), β′(0))
{
X1∂x1 −X2∂x2, X1X2 > 0,
−X1∂x1 +X2∂x2, X1X2 < 0,
(3.6)
where ̺(X) and Q are given in (1.12) and (1.10), respectively, and
χ(γ′(0), β′(0)) = sign det
(
γ′(0), β′(0), ~n(p0)
)
.
Let S be given in (I). Let 0 ≤ t− < t+ ≤ a be fixed. Let ζ∓(s) = α(η∓(s), s) :
(0, ε) → S be noncharacteristic curves such that
ζ∓(0) = α(t∓, 0), ζ∓
′
(0) 6= 0, Π(αt(t∓, 0), ζ∓′(0)) = 0.
Denote
S(ε) = {α(t, s)| t ∈ (η−(s), η+(s)), s ∈ (0, ε) }. (3.7)
Consider the boundary data of S(ε){
〈W,T1ζ−′〉 ◦ ζ−(s) = q1(s), 〈W,T1ζ+′〉 ◦ ζ+(s) = q2(s) for s ∈ (0, ε),
W ◦ α(t, 0) = φ(t) for t ∈ (t−, t+). (3.8)
Lemma 3.4 There is a ε > 0 small such that problem (1.2) admits a unique solution
y =W + w~n on S(ε) with the data (3.8) to satisfy
‖W‖2L2(S(ε),T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,ε) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,ε)), (3.9)
‖φ‖2L2((t
−
,t+),T )
≤ C(‖W‖2L2(S(ε),T ) + ‖U‖2L2(S(ε),T 2)). (3.10)
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Proof Let σ0 > 0 be given small such that the claims in Lemmas 4.1 and 4.2 hold,
where γ(t) = α(t− + t, 0) for t ∈ (0, t+ − t−) in Lemma 4.2. We divide the curve γ into k
parts with the points λi = γ(τi) such that
λ0 = α(t
−, 0), λk = α(t
+, 0), d(λi, λi+1) =
σ0
3
, 0 ≤ i ≤ k − 2, d(λk−1, λk) ≤ σ0
3
,
where τ0 = 0, τ1 > 0, τ2 > τ1, · · · , and τk = t+ − t− > τk−1. For simplicity, we assume
that k = 3. The other cases can be treated by a similar argument.
We shall construct a local solution in a neighborhood of the curve γ by the following
steps.
Step 1. Let s0 > 0 be small such that
ζ−(s) ∈ B(λ0, σ0) for s ∈ [0, s0].
From Lemma 3.3, there is asymptotic coordinate system ψ0(p) = x : B(λ0, σ0)→ IR2 with
ψ0(λ0) = (0, 0) such that
γ0(t) = ψ0(γ(t)) = (t,−t) for t ∈ [0, τ2], (3.11)
β0(s) = ψ0(ζ
−(s)) = (β01(s), β02(s)), β
′
01(s) > 0, β
′
02(s) > 0, (3.12)
for all s ∈ [0, s0]. We may assume that s0 > 0 small has been taken such that
β01(s0) ≤ τ2,
since ψ(ζ−(0)) = (0, 0). Let the region Ξ−(β0, γ0) ⊂ IR2 be given in (2.26) where β = β0
and γ = γ0. Then set
S0 = S ∩ ψ−10 [Ξ−(β0, γ0)].
Next, since ζ−
′
(0) = β′01(s)∂x1 + β
′
02(s)∂x2, from (3.6) and (3.12), we have
̺(ζ−
′
)Q∇~nζ−′(s) = χ(αt(t−, 0), ζ−′(0))[β′01(s)∂x1 − β′02(s)∂x2].
Noting that µ(ζ−(0)) = −αt(t−, 0)/|αt(t−, 0)| and
χ(µ(ζ−(s)), ζ−
′
(s)) = χ(µ(ζ−(0)), ζ−
′
(0)) = −χ(αt(t−, 0), ζ−′(0)),
from (1.11), we obtain
T1ζ−′(s) = β′01(s)∂x1, T2ζ−′(s) = β′02∂x2 for s ∈ (0, s0). (3.13)
Set
Wi = 〈W,∂xi〉, Uij = U(∂xi, ∂xj) for 1 ≤ i, j ≤ 2,
φ(t) = φ1(t)∂x1 + φ2(t)∂x2.
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From (3.13) the boundary data 〈W,T1ζ−′〉 ◦ ζ−(s) = q1(s) and W ◦ α(t, 0) = φ(t) are
equivalent to
W1◦β0(s) = q1(s)
β′01(s)
, (W1,W2)◦γ0(t) =
(
φ1(t)g11+φ2(t)g12, φ1(t)g12+φ2(t)g22
)
. (3.14)
From Proposition 3.1, the solvability of problem (1.2) on S0 with the boundary data (3.8)
is equivalent to that of problem (3.2) over the region Ξ−(β0, γ0) with the boundary data
(3.14).
By Proposition 2.5, problem (3.2) admits a unique solution (W1,W2) ∈ L2(Ξ−(β0, γ0), IR2)
with the corresponding boundary data (3.14). Thus, we have obtained a solution, denoted
by y0 =W
0 + w0~n, to problem (1.2) on S0 with the boundary data (3.8), where
W 0 = (g11W1 + g
12W2)∂x1 + (g
12W1 + g
22W2)∂x2,
(
gij
)
= G−1,
and w0 is given by the formula (3.3). Moreover, the inequality (2.32) yields the estimate
‖W 0‖2L2(S0,T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,b)). (3.15)
We define a curve on S0 by
ζ1(s) = ψ
−1
0 (s + τ1, s− τ1) for s ∈ [0, sτ1 ], (3.16)
where
sτ1 =
{
τ1 if τ1 ≤ τ2/2,
τ2 − τ1 if τ1 > τ2/2.
Then ζ1(s) is noncharacteristic and
Π(ζ ′1(0), αt(τ1, 0)) = Π(∂x1 + ∂x2, ∂x1 − ∂x2) = 0. (3.17)
From (2.10) the following estimate holds
‖W 0 ◦ ζ1‖2L2((0,sτ1 ),T ) ≤ C(‖U‖
2
L2(S,T 2) + ‖φ‖2L2((0,a),T )). (3.18)
Step 2. Let the curve ζ1 be given in (3.16). Let s1 > 0 be small such that
ζ1(s) ∈ B(λ1, σ0) for s ∈ [0, s1].
From the noncharacteristicness of ζ1(s) and the relation (3.17) and Lemma 3.3 again, there
exists an asymptotic coordinate system ψ1(p) = x : B(λ1, σ0)→ IR2 with ψ1(λ1) = (0, 0)
and
γ1(t) = ψ1(α(t + τ1, 0)) = (t,−t) for t ∈ [0, τ3 − τ1],
β1(s) = ψ1(ζ1(s)) = (β11(s), β12(s)), β
′
11(s) > 0, β
′
12(s) > 0 for s ∈ [0, s1].
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Since β1(0) = (0, 0), we may assume that s1 > 0 is given such that
β11(s1) ≤ τ3 − τ1.
Let Ξ−(β1, γ1) be the region given in (2.26) where β = β1 and γ = γ1. Set
S1 = S ∩ ψ−11 [Ξ−(β1, γ1)].
As in (3.13), we consider ζ1(s) to be a part boundary of S1 to have
T1ζ ′1(s) = β′11(s)∂x1 for s ∈ (0, s1).
By a similar argument in Step 1, we obtain a unique solution y1 = W
1 + w1~n to
problem (1.2) on S1 with the data
〈W 1,T1ζ ′1〉 ◦ ζ1(s) = 〈W 0,T1ζ ′1〉 ◦ ζ1(s) for s ∈ [0, s1],
W ◦ α(t, 0) = φ ◦ α(t, 0) for t ∈ [τ1, τ3],
such that the following estimate holds
‖W 1‖2L2(S1,T ) ≤ C(‖U‖2L2(S,T 2) + ‖〈W 0,T1ζ ′1〉 ◦ ζ1‖2L2(0,sτ1) + ‖φ‖
2
L2((0,a),T )).
Thus we obtain, by (3.18),
‖W 1‖2L2(S1,T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2(0,a),T ) + ‖q2‖2L2(0,b)) (3.19)
As in Step 1, we define a curve on S1 by
ζ2(s) = ψ
−1
1 (s+ τ2 − τ1, s+ τ1 − τ2) for s ∈ [0, sτ2 ],
where
sτ2 = τ2 − τ1 if τ2 − τ1 ≤
τ3 − τ1
2
; sτ2 = τ3 − τ2 if τ2 − τ1 >
τ3 − τ1
2
.
Then ζ2(s) is noncharacteristic and
Π(ζ ′2(0), αt(τ2, 0)) = Π(∂x1 + ∂x2, ∂x1 − ∂x2) = 0, (3.20)
and from (2.10) the following estimate holds
‖W 1 ◦ ζ2‖2L2((0,sτ2 ),T ) ≤ C(‖U‖
2
L2(S,T 2) + ‖φ‖2L2((0,a),T )). (3.21)
Step 3. Let s2 > 0 be small such that
ζ2(s), α(a, s) ∈ B(λ2, σ0) for s ∈ [0, s2].
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Let ψ2(p) = x : B(λ2, σ0)→ IR2 be an asymptotic coordinate with ψ2(λ2) = (0, 0),
γ2(t) = ψ2(α(t + τ2, 0)) = (t,−t) for t ∈ [0, t+ − t− − τ2], (3.22)
β2(s) = ψ2(ζ2(s)) = (β21(s), β22(s)), β
′
21(s) > 0, β
′
22(s) > 0 for s ∈ [0, s2].
Let β3(s) = ψ2(ζ
+(s)) = (β31(s), β32(s)). Noting that β3(0) = (t
+−t−−τ2, τ2−t++t−),
we assume that s2 has been taken small such that
β32(s2) < 0.
Next, we prove that
β′31(s) > 0, β
′
32(s) > 0 for s ∈ [0, s2], (3.23)
by contradiction. Since β3(s) is noncharacteristic, using (3.38) and the assumption Π(αt(t
+, 0), β′3(0)) =
0, we have
β′31(0) = β
′
32(0); thus β
′
31(s)β
′
32(s) > 0 for s ∈ [0, s2].
Let
z(t, s) = α1(t, s) + α2(t, s), ψ2(α(t+ τ2, s)) = (α1(t, s), α2(t, s)).
Let (3.23) be not true, that is, β′31(s) < 0, β
′
32(s) < 0 for s ∈ [0, s2]. Thus
z(0, s) = β21(s) + β22(s) > β21(0) + β22(0) = 0 for s ∈ (0, s2],
z(t+ − t−τ2, s) = β31(s) + β32(s) < β31(0) + β32(0) = 0 for s ∈ (0, s2].
Let t(s) ∈ (0, t+ − t−τ2) be such that
α1(t(s), s) + α2(t(s), s) = 0 for s ∈ (0, s2). (3.24)
Since α1t(0, 0) = 1 and α(t + τ2, s) are noncharacteristic for all s ∈ [0, s2], we have
α1t(t, s) > 0 and
0 < α1(0, s) < α1(t(s), s) < α1(t
+ − t−τ2, s) = β31(s) < β31(0) = t+ − t−τ2.
Thus, equality (3.24) means that α(α1(t(s), s), 0) = α(t(s), s), which is a contradiction
since α : [0, a] × [a, b]→M is an imbedding map.
Let Φ(β2, γ2, β3) be the region given in (2.36) where β = β2, γ = γ2, and βˆ = β3. Set
S2 = S ∩ ψ−12 [Φ(β2, γ2, β3)].
Using (3.6) along the boundary of S2, we obtain
T1ζ ′2(s) = β′21(s)∂x1, T1ζ+′(s) = β′32(s)∂x2 for s ∈ (0, s2).
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We again let
Wi = 〈W,∂xi〉, Uij = U(∂xi, ∂xj),
where x = ψ2. Thus problem (1.2) on the region S2 with the data
〈W,T1ζ ′2〉 ◦ ζ2(s) = 〈W 1,T1ζ ′2〉 ◦ ζ2(s), 〈W,T1ζ+′〉 ◦ ζ+(s) = q2(s) for s ∈ (0, s2),
W ◦ α(τ2 + t, 0) = φ(τ2 + t) for t ∈ [0, t+ − t− − τ2],
is equivalent to that (3.2) on Φ(β2, γ2, β3) with the data
W1 ◦ β2(s) = 1
β′21(s)
〈W 1,T1ζ ′2〉 ◦ ζ2(s), W2 ◦ β3(s) =
q2(s)
β′32(s)
for s ∈ [0, s2],
(W1,W2)(t,−t) =
(
φ1(t)g11 + φ2(t)g12, φ1(t)g12 + φ2(t)g22
)
for t ∈ [0, t+ − t−τ2],
where φ = φ1∂x1+φ2∂x2 and y =W
1+w1~n is the solution to problem (1.2) on the region
S1, given in Step 2.
We apply Proposition 2.7 with f = (W1,W2) to obtain a solution y
2 = W 2 + w2~n to
problem (1.2) on S2 = S ∩ ψ−12 (Φ(β2, γ2, β3) satisfies, by (3.21),
‖W 2‖2L2(S2,T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,b)). (3.25)
Step 4. We define
W =W i, w = wi for p ∈ Si for i = 0, 1, 2.
Let ε > 0 be small such that
S(ε) ⊂ S0 ∪ S1 ∪ S2.
Then y = W + w~n on S(ε) will be a solution to (1.2) with the corresponding boundary
data if we show that
W 0(p) =W 1(p) for p ∈ S0 ∩ S1; W 1(p) =W 2(p) for p ∈ S1 ∩ S2. (3.26)
Since
〈W 1,T1ζ ′1〉 ◦ ζ1(s) = 〈W 0,T1ζ ′1〉 ◦ ζ1(s) for s ∈ [0, s1],
W 1 ◦ α(0, t) = φ =W 0 ◦ α(0, t) for t ∈ [τ1, τ2],
from the uniqueness in Proposition 2.5, we have
W 0 ◦ ψ−10 (x) =W 1 ◦ ψ−11 (x) for x ∈ Ξ−(β0, γ0) ∩ Ξ−(β1, γ1),
which yields the first identity in (3.26). A similar argument shows that the second identity
in (3.26) is true.
Finally, the estimate (3.9) follows from (3.15), (3.19), and (3.25).
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Step 5 Let y = W + w~n be a solution to problem (1.2) on S(ε) with the data (3.8).
We now prove the estimate (3.10).
Let t0 ∈ (t−, t+) be fixed. Let ψ : B(α(t0, 0), σ0) → IR2 be an asymptotic coordinate
with ψ(α(t0, 0)) = (0, 0) such that
S ∩ ψ−1(E(γ)) ⊂ S(ε),
where
γ(t) = ψ(α(t0 + t, 0)) = (t,−t) for t ∈ (−σ, σ)
and 0 < σ < t0 − t− is small. It follows from (2.11) that
‖φ‖2L2((−σ/2,σ/2),T ) ≤ C(‖W‖2L2(S(ε),T ) + ‖U‖2L2(S(ε),T 2)).
Next we consider similar estimates near the points α(t−, 0) and α(t+, 0). Let ψ0 be the
asymptotic coordinate given in Step 1. Let σ > 0 be small enough such that
ψ−10 (Ξ−(β0, γ0)) ⊂ S(ε),
where β0(s) and γ0(t) are given in (3.12) and (3.11) but their domains are s ∈ (0, σ) and
t ∈ (0, σ), respectively. From (2.35), we have
‖φ‖2L2((t
−
,t
−
+σ/2),T ) ≤ C(‖W‖2L2(S(ε),T ) + ‖U‖2L2(S(ε),T 2)).
By a similar argument, we obtain a similar estimate near the point α(t+, 0). Thus the
estimate (3.10) follows from the finite covering theorem. ✷
Lemma 3.5 Let p = α(ti, 0) be one of the connection points, given in (III) or (IV )
with the connection condition (H1). Then there exist σ > 0 and C > 0 such that problem
(1.2) with the data (1.14) admits a unique solution y =W +wΠ on B(p, σ)∩ S satisfying
‖W‖2L2(B(p,σ)∩S,T ) ≤ C(‖U‖2L2(S,T 2) + ‖φ‖2L2((0,a),T )). (3.27)
Proof Let
β(t) = α(ti+t−ε, 0), γ(t) = α(ti+t, 0) for t ∈ [0, ε]; ζ(t) = α(ti, t) for t ∈ [−ε, ε],
where ε > 0 is small. Let ψ : B(p, σ) → IR2 an asymptotic coordinate with ψ(p) = (0, 0)
such that
ψ(γ(t))) = (t,−t) for t ∈ [0, ε]
for ε > 0 small. Let
ψ(β(t)) = (β1(t), β2(t)) for t ∈ [0, ε]; ψ(ζ) = (ζ1(t), ζ2(t)) for t ∈ [−ε, ε].
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Since Π(∂xi, ∂xi) = 0 for i = 1, 2, we have
Π(β′(ε), β′(ε))Π(γ′(0), γ′(0)) = −4β′1(ε)β′2(ε)Π2(∂x1, ∂x2)(p),
Π(β(ε), γ′(0))Π(γ′(0), γ′(0)) = 2[β′1(ε)− β′2(ε)]Π2(∂x1, ∂x2)(p).
Then the connection condition (H1) in Section 1 implies that β′1(t)β
′
2(t) < 0 for t ∈ [0, ε]
and β′1(ε)− β′2(ε) ≥ 0. Thus
β′1(t) > 0, β
′
2(t) < 0 for t ∈ [0, ε], (3.28)
which means that the curve (β1(t), β2(t)) in Quadrant II since (β1(ε), β2(ε)) = ψ(p) =
(0, 0). We may assume that
S ∩ ψ−1(Quadrant I ) 6= ∅. (3.29)
Otherwise, we consider a new asymptotic coordinate ψˆ(q) = (−x2,−x1), where (x1, x2) =
ψ(q).
Set
Ψ1 = E(ψ ◦ β) ∪R(0, ε, β2(0)) ∪ E(ψ ◦ γ),
where
E(ψ ◦ γ) = { (x1, x2) | 0 < x1 < ε, −x1 < x2 < 0 }, R(0, ε, β2(0)) = (0, ε) × (0, β2(0)),
E(ψ ◦ β) = { (x1, x2) |β1 ◦ β−12 (x2) < x1 < 0, 0 < x2 < β2(0) }.
We apply Proposition 2.1 to E(ψ ◦ β) and E(ψ ◦ γ) to obtain solutions (W 01 ,W 02 ) ∈
L2(E(ψ ◦ β), IR2) and (W 11 ,W 12 ) ∈ L2(E(ψ ◦ γ), IR2), respectively, to problem (3.2) with
the data
(W 01 ,W
0
2 )◦ψ◦β(t) =
(
φ01(t)g11◦ψ◦β(t)+φ02(t)g12◦ψ◦β(t), φ01(t)g12◦ψ◦β(t)+φ02(t)g22◦ψ◦β(t)
)
,
(W 11 ,W
1
2 )◦ψ◦γ(t) =
(
φ11(t)g11◦ψ◦γ(t)+φ12(t)g12◦ψ◦γ(t), φ11(t)g12◦ψ◦γ(t)+φ12(t)g22◦ψ◦γ(t)
)
,
where gij = 〈∂xi, ∂xj〉 ◦ ψ−1(x), and
φ(t) ◦ β(t) = φ01(t)∂x1 + φ02(t)∂x2, φ(t) ◦ γ(t) = φ11(t)∂x1 + φ12(t)∂x2.
Then we have the unique solution (W 21 ,W
2
2 ) ∈ L2(R(0, ε1, β2(0)), IR2) to problem (3.2)
with the data
W 21 (0, x2) =W
0
1 (0, x2) for x2 ∈ [0, β2(0)]; W 22 (x1, 0) =W 12 (x1, 0) for x1 ∈ [0, ε1].
Thus we have a solution (W1,W2) ∈ L2(Ψ1, IR2) to problem (3.2) by the formula
(W1,W2) = (W
0
1 ,W
0
1 ) for x ∈ E(β); (W1,W2) = (W 11 ,W 11 ) for x ∈ E(γ);
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(W1,W2) = (W
2
1 ,W
2
1 ) for x ∈ R(0, ε1, β2(0)).
By Propositions 2.1 and 2.2, (W1,W2) ∈ L2(Ψ, IR2) is the solution to problem (3.2) satis-
fying
‖(W1,W2)‖2L2(Ψ1,IR2) ≤ C(‖(φ01, φ02)‖2L2((0,ε1),IR2)+‖(φ11, φ12)‖2L2((0,ε1),IR2)+‖(U11, U22)‖2L2(Ψ1,IR2)).
(3.30)
Let
W = (g11W1 + g
12W2) ◦ ψ(q)∂x1 + (g12W1 + g22W2) ◦ ψ(q)∂x2 for q ∈ B(p, σ) ∪ S,
where (gij) = (gij)
−1 and σ > 0 is small enough. From (3.30) and Proposition 3.1, W is
the solution to problem (1.2) in L2(B(p, σ)∪S, IR2) with the data (1.14) satisfying (3.27).
✷
Denote
S(0, s0) = {α(t, s)| t ∈ (0, a), s ∈ (0, s0) } for s0 ∈ [0, b]. (3.31)
Lemma 3.6 Let S be given in (I), or (III) with the connection condition (H1). Then
there is a 0 < η ≤ b such that problem (1.2) admits a unique solution y = W + w~n on
S(0, η) with the data (1.13) for s ∈ (0, η) and (1.14) for t ∈ (0, a) to satisfy
‖W‖2L2(S(0,η),T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,b)), (3.32)
‖W ◦ α(·, η)‖2L2((0,a),T ) ≤ C(‖W‖2L2(S(0,η),T ) + ‖U‖2L2(S(0,η),T 2)). (3.33)
Proof Let S be given in (I). Set ζ−(s) = α(0, s) and ζ+(s) = α(a, s). Then the
existence of the number η > 0 and the estimate (3.32) follow from Lemma 3.4 and (3.9)
immediately. Next, we let
αˆ(t, 0) = α(t, η), ζˆ−(s) = α(0, η − s), ζˆ+(s) = α(a, η − s), t− = 0, t+ = a.
Then the estimate (3.33) follows from (3.10).
We now suppose that S is in (III) with the connection condition (H1).
Different from the proof of Lemma 3.4, we need to treat the connection points α(ti, s)
for 1 ≤ i ≤ m− 1. For simplicity, we assume m = 3.
Consider the connection points pi = α(ti, 0) for i = 1, 2. By Lemma 3.5, (a), there is
σ > 0 small such that problem (1.2) admits a unique solution yi =W i+wi~n on B(pi, σ)∩S
with data (1.14) satisfying the estimate (3.27).
Let ε > 0 be given small such that α(ti ± ε, 0) ∈ B(pi, σ). Let ζ±i = α(η±i (s), s) :
(0, ε1]→ B(pi, σ) ∩ S be the noncharacteristic curves such that
ζ±i (0) = α(ti ± ε, 0), Π(αt(ti ± ε, 0), ζ±i ′(0)) = 0.
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Set
S0(ε1) = {α(t, s) | t ∈ (0, η−1 (s)), s ∈ (0, ε1) },
S1(ε1) = {α(t, s) | t ∈ (η+1 (s), η−2 (s))), s ∈ (0, ε1) },
S2(ε1) = {α(t, s) | t ∈ (η+2 (s)), a) s ∈ (0, ε1) }.
We apply Lemma 3.4 to the region Si(ε1), respectively, for i = 0, 1, and 2. Then there
is 0 < ι0 ≤ ε1 such that problem (1.2) admits a unique solutions y = W + w~n on S0(ι0)
with the data
W ◦ α(t, 0) = φ(t) for t ∈ [0, t1 − ε],
〈W,T1αs〉 ◦ α(0, s) = q1(s), 〈W,T1ζ−1 ′〉 ◦ ζ−1 (s) = 〈W 1,T1ζ−1 ′〉 ◦ ζ−1 (s) for s ∈ [0, ι0].
We then obtain a unique solution y = W + w~n to problem (1.2) on S1(ι1) for some
0 < ι1 ≤ ε1 with the data
W ◦ α(t, 0) = φ(t) for t ∈ [t1 + ε, t2 − ε],
〈W,T1ζ+1 ′〉 ◦ ζ+1 (s) = 〈W 1,T1ζ+1 ′〉 ◦ ζ+1 (s), 〈W,T1ζ−2 ′〉 ◦ ζ−2 (s) = 〈W 2,T1ζ−2 ′〉 ◦ ζ−2 (s),
for s ∈ [0, ι1]. Moreover, we solve problem (1.2) to have solution y = W + w~n on S2(ι2)
for some 0 < ι2 ≤ ε1 with the data
W ◦ α(t, 0) = φ(t) for t ∈ [t2 + ε, a],
〈W,T1ζ+2 ′〉 ◦ ζ+2 (s) = 〈W 2,T1ζ+2 ′〉 ◦ ζ+2 (s), 〈W,T1αs〉 ◦ α(a, s) = q2(s)
for s ∈ [0, ι2].
Set η > 0 small such that
S(0, η) ⊂ S0(ι0) ∪B(p1, σ) ∪ S1(ι1) ∪B(p2, σ) ∪ S2(ι2).
By the uniqueness for problem (1.2), we paste the above solutions together to obtain a
unique solution to problem (1.2) with the corresponding data such that (3.32) and (3.33)
hold. ✷
Lemma 3.7 Let S be given in (II), or (IV ) with the connection condition (H1). Then
there is a 0 < η ≤ b such that problem (1.2) admits a unique solution y = W + w~n on
S(0, η) with the data (1.14) for t ∈ (0, a) to satisfy
‖W‖L2(S(0,η),T ) ≤ C(‖U‖L2(S,T 2) + ‖φ‖2L2a((0,a),T )), (3.34)
‖W ◦ α(·, η)‖2L2((0,a),T ) ≤ C(‖W‖2L2(S(0,η),T ) + ‖U‖2L2(S(0,η),T 2)), (3.35)
where S(0, η) is given in (3.31).
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Proof (1) Let S be given in (II). Let p0 = α(0, 0) = α(a, 0). For ε > 0 small, set
γ(t) =
{
α(t, 0) for t ∈ [0, ε),
α(a+ t, 0) for t ∈ (−ε, 0).
Let ψ : B(p0, σ0)→ IR2 be an asymptotic coordinate such that
ψ(p0) = (0, 0), ψ(γ(t)) = (t,−t) for t ∈ (−ε, ε).
By Proposition 2.1, there is 0 < σ ≤ σ0 such that problem (1.2) admits a unique solution
y =W 0 + w0~n on B(p0, σ) ∩ S with the data W 0 ◦ γ(t) = φ(t) for t ∈ (−ε, ε) satisfying
‖W 0‖2L2(B(p0,σ)∩S,T ) ≤ C(‖U‖2L2(S,T 2) + ‖φ‖2L2((0,a),T )).
Let ζ±(s) = α(η±(s), s) : (0, ε1)→ S ∩B(p0, σ) be noncharacteristic curves such that
ζ±(0) = γ(±ε), Π(ζ±′(0), γ′(±ε)) = 0.
We set
S0 = {α(t, s) | t ∈ (η+(s), a+ η−(s)), s ∈ (0, ε1)}.
Then we solve problem (1.2) on the region S0 with the data
W ◦ α(t, 0) = φ(t) for t ∈ [ε, a− ε],
〈W,T1ζ+′〉 ◦ ζ+(s) = 〈W 0,T1ζ+′〉 ◦ ζ+(s), 〈W,T1ζ−′〉 ◦ ζ−(a, s) = 〈W 0,T1ζ−′〉 ◦ ζ−(s)
for s ∈ [0, ε1], to obtain the solution y1 = W 1 + w1~n. Next, we paste the two solutions
together to have the desired solution on S(0, η) when η is small.
(2) Let S be given in (IV) with the connection condition (H1). Using Lemma 3.5,
(a), we treat the connection points, α(0, 0), α(t2, 0), · · · , and α(tm−1, 0), respectively, as in
(1) to obtain the part solutions. Then we paste all the part solutions together to complete
the proof. ✷
Proof of Theorem 1.1 We suppose that S is given in (I). The other cases can be
treated by a similar argument. We omit the details.
Let ℵ be the set of all 0 < η ≤ b such that the claims in Lemma 3.4 hold. We shall
prove
b ∈ ℵ.
Let η0 = supη∈ℵ η. Then 0 < η0 ≤ b. Thus there is a unique solution y = W + w~n on
S(0, η0) to (1.2) with the data W(I)(a,η0) = (q1, φ, q2).
As in the proof of Lemma 3.4, we divide the curve α(·, η0) into k parts with the points
λi = α(τi, η0) such that
λ0 = α(0, η0), λk = α(a, η0), d(λi, λi+1) =
σ0
3
, 0 ≤ i ≤ k − 2, d(λk−1, λk) ≤ σ0
3
,
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where τ0 = 0, τ1 > 0, τ2 > τ1, · · · , and τk = a > τk−1, and σ0 > 0 is given in Lemma 4.1.
For simplicity, we assume that k = 3.
Step 1 Let ψ0 : B(λ0, σ0) → IR2 be an asymptotic coordinate with ψ0(λ0) = (0, 0)
such that
ψ0(α(t, η0)) = (t,−t) for t ∈ [0, τ2],
ψ0(α(0, η0 + s)) = (β01(s), β02(s)), β
′
01(s) > 0, β
′
02(s) > 0 for s ∈ (−ε, ε),
for some ε > 0 small. We take ε0 > 0 such that
γ0(t) = ψ0(α(t, η0 − ε0) = (γ01(t), γ02(t))), γ′01(t) > 0, γ′02(t) < 0 for t ∈ [0, τ2],
β0(s) = ψ0(α(0, η0−ε0+s)) = (β01(−ε0+s), β02(−ε0+s)) for s ∈ [0, 2ε0], β01(ε0) ≤ γ01(τ2).
Consider the region Ξ−(β0, γ0), given in (2.26). Using Propositions 2.5 and 3.1, we obtain
a solution y = W 0 + w0~n to problem (1.2) on the region S0 = S ∩ ψ−10 (Ξ−(β0, γ0)) with
the data
〈W 0,T1αs〉 ◦ α(0, η0 + s) = q1(η0 + s) for s ∈ (−ε0, ε0),
W 0 ◦ α(t, η0 − ε0) =W ◦ α(t, η0 − ε0) for t ∈ [0, τ2].
Moreover, it follows from (2.32), (3.33), and (3.32) that
‖W 0‖2L2(S0,T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖W ◦ α(·, η0 − ε0)‖2L2((0,a),T ))
≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,b)). (3.36)
Set
ζ1(s) = ψ
−1
0 ((τ1,−τ1) + s(1, 1)) for s ∈ (−σ1, σ1),
where σ1 > 0 is small such that ζ1(s) ∈ S for s ∈ (−σ1, σ1). Clearly, ζ1 is noncharacteristic
to satisfy
Π(ζ1
′(0), αt(τ1, η0)) = 0.
Moreover, it follows from (2.10) and (3.36) that
‖W 0 ◦ ζ1‖2L2((−σ1,σ1),T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,b)).
Step 2 Let ψ1 : B(λ1, σ0) → IR2 be an asymptotic coordinate with ψ1(λ1) = (0, 0)
such that
ψ1(α(τ1 + t, η0)) = (t,−t) for t ∈ [0, a− τ1],
ψ1(ζ1(s)) = (β11(s), β12(s)), β
′
11(s) > 0, β
′
12(s) > 0 for s ∈ (−σ1, σ1).
Let 0 < ς11(ε1) < σ1 and 0 < ς12(ε1) < a be given such that
ζ1(−ς11(ε1)) = α(ς12(ε1), η0 − ε1) for ε1 > 0 given small.
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We let 0 < ε1 ≤ ε0 be small such that
γ1(t) = ψ0(α(ς12(ε1)+t, η0−ε1) = (γ11(t), γ12(t))), γ′11(t) > 0, γ′12(t) < 0 for t ∈ [0, a−ς12(ε1)],
β1(s) = (β11(−ς11(ε1)+s), β12(−ς11(ε1)+s)) for s ∈ [0, 2ς11(ε1)], β11(ε1) ≤ γ11(a−ς12(ε1)).
We solve problem (1.2) on the region S1 = S ∪ ψ−11 (Ξ−(β1, γ1)) to have a solution y =
W 1 + w1~n with the data
〈W 1,T1ζ1′〉 ◦ ζ1(s) = 〈W 0,T1ζ1′〉 ◦ ζ1(s) for s ∈ [0, 2ς11(ε1))],
W 1 ◦ α(ς12(ε1) + t, η0 − ε1) =W ◦ α(ς12(ε1) + t, η0 − ε1) for t ∈ [0, a− ς12(ε1)],
such that
‖W 1‖2L2(S1,T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,b)). (3.37)
Set
ζ2(s) = ψ
−1
1 ((τ2,−τ2) + s(1, 1)) for s ∈ (−σ2, σ2),
where σ2 > 0 is small such that ζ2(s) ∈ S for s ∈ (−σ2, σ2). Then
Π(ζ2
′(0), αt(τ2, η0)) = 0,
‖W 1 ◦ ζ2‖2L2((−σ2,σ2),T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,b)).
Step 3 As in Step 3 of the proof of Lemma 3.4, there is an asymptotic coordinate ψ2 :
B(λ2, σ0)→ IR2 with ψ2(λ2) = (0, 0) such that
ψ2(α(t+ τ2, 0)) = (t,−t) for t ∈ [0, a − τ2], (3.38)
ψ2(ζ2(s)) = (β21(s), β22(s)), β
′
21(s) > 0, β
′
22(s) > 0 for s ∈ [−σ2, σ2],
ψ2(α(a, η0 + s)) = (β31(s), β32(s)), β
′
31(s) > 0, β
′
23(s) > 0 for s ∈ [−ε2, ε2].
Let 0 < ς21(ε2) < σ2 and 0 < ς22(ε2) < a be given such that
ζ2(−ς21(ε2)) = α(ς22(ε2), η0 − ε2) for ε2 > 0 given small.
Set
γ2(t) = ψ2(α(ς22(ε2) + t, η0 − ε2)) = (γ21(t), γ22(t)) for t ∈ [0, a − ς22(ε2)],
β2(s) = (β21(−ς21(ε2) + s), β22(−ς21(ε2) + s)) for s ∈ [0, 2ς21(ε2)],
β3(s) = (β31(η0 − ε2 + s), β32(η0 − ε2 + s)) for s ∈ [0, 2ε2].
Let 0 < ε2 ≤ ε1 be given small such that
β21(ς21(ε2)) ≤ γ21(a− ς22(ε2)), β32(ε2) ≤ γ22(a− ς22(ε2)), γ′21(t) > 0, γ′22(t) < 0.
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Consider the region Φ(β2, γ2, β2) given by (2.36). We solve problem (1.2) on the region
S2 = S ∪ ψ−12 (Φ(β2, γ2, β3)) to have a solution y =W 2 + w2~n with the data
〈W 2,T1ζ2′〉 ◦ ζ2(s) = 〈W 1,T1ζ2′〉 ◦ ζ2(s) for s ∈ (0, 2ς21(ε2)),
〈W 2,T1αs〉 ◦ α(a, η0 + s) = q2(η0 + s) for s ∈ [0, 2ε2],
W 1 ◦ α(ς22(ε2) + t, η0 − ε2) =W ◦ α(ς22(ε2) + t, η0 − ε2) for t ∈ [0, a− ς22(ε2)],
such that
‖W 2‖2L2(S2,T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,b)).
Step 4 Let 0 < ε3 ≤ ε2 be given small such that
S(0, η0 + ε3)/S(0, η0 − ε3) ⊂ S0 ∪ S1 ∪ S2.
From Steps 1-3, we have extended the domain of the solution y = W + w~n to the region
S(0, η0 + ε3) such that
‖W‖2L2(S(0,η0+ε3)/S(0,η0−ε3),T ) ≤ C(‖U‖2L2(S,T 2) + ‖q1‖2L2(0,b) + ‖φ‖2L2((0,a),T ) + ‖q2‖2L2(0,b)),
which contradicts the definition of the number η0. ✷
4 Rigidity, Proofs of Theorems 1.2-1.4
We need the following lemmas
Lemma 4.1 Let p = α(ti, 0) be one of the connection points, given in (III) or (IV )
such that one of the connection conditions (H2)-(H4) holds. Then there are σ > 0 and
C > 0 such that
‖W‖2L2(B(p,σ)∩S,T ) ≤ C(‖Υ(y)‖2L2(S,T 2) + ‖W ◦ α(·, 0)‖2L2((0,a),T )), (4.1)
for all y =W + w~n ∈ H1(S, IR3).
Proof Let
β(t) = α(ti + t− ε, 0), γ(t) = α(ti + t, 0) for t ∈ [0, ε]; ζ(t) = α(ti, t),
for t ∈ [−ε, ε], where ε > 0 is small. Let ψ : B(p, σ)→ IR2 an asymptotic coordinate with
ψ(p) = (0, 0) such that
ψ(γ(t))) = (t,−t) for t ∈ [0, ε]
for ε > 0 small. Let
ψ(β(t)) = (β1(t), β2(t)) for t ∈ [0, ε]; ψ(ζ) = (ζ1(t), ζ2(t)) for t ∈ [−ε, ε].
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Let the connection condition (H2) in Section 1 hold. Then the inequalities
Π(β′(ε), β′(ε))Π(γ′(0), γ′(0)) = −4β′1(ε)β′2(ε)Π2(∂x1, ∂x2) > 0,
Π(β′(ε), γ′(0))Π(γ′(0), γ′(0)) = 2[β′1(ε)− β′2(ε)]Π2(∂x1, ∂x2) < 0,
Π(ζ ′(0), γ′(0))Π(γ′(0), γ′(0)) = 2[ζ ′1(0)− ζ ′2(0)]Π2(∂x1, ∂x2) > 0
imply that
β′1(t) < 0, β
′
2(t) > 0 for t ∈ [0, ε], cos θ =
1√
2[ζ ′21 (0) + ζ
′2
2 (0)]
[ζ ′1(0) − ζ ′2(0)] > 0,
where θ is the angular between (1,−1) and (ζ ′1(0), ζ ′2(0)) in the plane IR2. Thus ψ(B(p, σ)∩
S) is contained in Quadrant IV in the plane IR2 if σ > 0 is small enough. Let
Ψ2 = E(ψ ◦ β(ε− ·)) ∩ E(ψ ◦ γ),
where E(ψ ◦ β(ε− ·)) is given in (2.3) with γ(s) = ψ ◦ β(ε− s). Then
Ψ2 ⊂ ψ(B(p, σ) ∩ S) for ε > 0 small.
Let y = W + w~n ∈ H1(S, IR3) with w = 〈y, ~n〉. Then f = (〈W,∂x1〉, 〈W,∂x2〉) solves
problem (3.2), where Uii = Υ(y)(∂xi, ∂xi), on Ψ2 with the corresponding data on ψ ◦ β
and ψ ◦ γ. Thus it follows from Proposition 2.1 that
‖W‖2L2(B(p,σ)∩S,T ) ≤ C‖f‖2L2(E(ψ◦β(ε−·))∩E(ψ◦γ),IR2) ≤ C(‖f◦ψ◦β(ε−·)‖2L2((0,ε),IR2)+‖f◦ψ◦γ‖2L2((0,ε),IR2)),
which imply that the estimate (4.1) is true.
Let one of the connection conditions (H3) or (H4) hold. A similar argument as above
shows that estimate (4.1) holds. We omit the detail. ✷
Lemma 4.2 (i) Let S be given in (III) such that one of the connection conditions
(H2)− (H4) holds. There are η > 0 and C > 0 such that for y =W + w~n ∈ H1(S, IR3)
‖W‖2L2(S(0,η),T ) ≤ CΓ(Υ,W, a, b), (4.2)
where S(0, η) = {α(t, s) | (t, s) ∈ (0, a) × (0, η) } and
Γ(Υ,W, a, b) = ‖Υ(y)‖2L2(S,T 2)+‖W◦α(·, 0)‖2L2((0,a),T )+‖W◦α(0, ·)‖2L2((0,b),T )+‖W◦α(a, ·)‖2L2((0,b),T )).
In addition, for any 0 < η ≤ b, the following estimate holds true
‖W ◦ α(·, η)‖2L2((0,a),T ) ≤ C(‖Υ(y)‖2L2(S,T 2) + ‖W‖2L2(S(0,η),T )). (4.3)
(ii) Let S be given in (IV ) such that one of the connection conditions (H2) − (H4)
holds. There are η > 0 and C > 0 such that for y =W + w~n ∈ H1(S, IR3)
‖W‖2L2(S(0,η),T ) ≤ C(‖Υ(y)‖2L2(S,T 2) + ‖W ◦ α(·, 0)‖2L2((0,a),T )). (4.4)
Moreover, for any 0 < η ≤ b, the estimate (4.3) holds true.
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Proof (i) We assume that m = 3. From Lemma 4.1, there are σ > 0 and C > 0 such
that
‖W‖2L2(B(pi,σ)∩S,T ) ≤ C(‖Υ(y)‖2L2(S,T 2) + ‖W ◦ α(·, 0)‖2L2((0,a),T )), (4.5)
where pi = α(ti, 0) for i = 1 and 2.
For ε > 0 small, let
γ0(t) = α(t, 0) for t ∈ [0, t1 − ε]; γ1(t) = α(t, 0) for t ∈ [t1 + ε, t2 − ε];
γ2(t) = α(t, 0) for t ∈ [t2 + ε, a].
Next, we let ζ±i (s) = α(η
i
±(s), s) : [0, ε] → S be given such that
ζ±i (0) = α(ti ± ε, 0) ∈ B(pi, σ), Π(ζ±i ′(0), αt(ti ± ε, 0)) = 0 for i = 1, 2,
where ε > 0 is given small enough. Using (3.9) in Lemma 3.4, we have
‖W‖2L2(Si(ε1),T ) ≤ CΓ(Υ,W, a, b) for i = 0, 1, 2, (4.6)
where
S0(ε) = {α(t, s) | t ∈ (0, η1−(s)), s ∈ (0, ε) }, S1(ε) = {α(t, s) | t ∈ (η1+(s), η2−(s)), s ∈ (0, ε) },
S2(ε) = {α(t, s) | t ∈ (η2+(s), a), s ∈ (0, ε) }.
Let η > 0 be small such that
S(0, η) ⊂ S0(ε1) ∪B(p1, σ) ∪ S1(ε1) ∪B(p2, σ) ∪ S2(ε2).
Then (4.2) follows from (4.5) and (4.6).
We now prove (4.3). Suppose that the connection condition (H2) holds. The other
cases can be treated by a similar argument. Consider the connection points pi = α(ti, η)
for 1 ≤ i ≤ m. Let η ∈ (0, b] be given.
Let
βi(t) = α(ti − ε+ t, η), γi(t) = α(ti + t, η) for t ∈ [0, ε]; ζˆi(t) = α(ti, η − t),
for t ∈ [−ε, ε], where ε > 0 is small. Let ψi : B(pi, σ) → IR2 an asymptotic coordinate
with ψi(pi) = (0, 0) such that
ψi(γi(t))) = (t,−t) for t ∈ [0, ε]
for ε > 0 small. Let
ψi(βi(t)) = (βi1(t), βi2(t)) for t ∈ [0, ε]; ψi(ζˆi(t)) = (ζi1(t), ζi2(t)) for t ∈ [−ε, ε].
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Noting that ζˆi(t) ∈ S(0, η) for t ∈ (0, ε) and ζˆ ′i(0) = −ζ ′(0), where ζ(s) = α(ti, η + t) is
given in the definition of (III), as in the proof of Lemma 4.1, the connection condition
(H2) implies that
β′i1(t) < 0, β
′
i2(t) > 0 for t ∈ [0, ε], cos θ =
1√
2[ζ ′2i1(0) + ζ
′2
i2(0)]
[ζ ′i1(0) − ζ ′i2(0)] < 0,
where θ is the angular between (1,−1) and (ζ ′i1(0), ζ ′i2(0)) in the plane IR2. Thus ψi(B(pi, σ)∩
S(0, η)) is contained in
Quadrant I ∪Quadrant II ∪Quadrant III
in the plane IR2 if σ > 0 is small enough. Let
ζ−i (s) = ψ
−1(s(−β′i2(0), β′i1(0))), ζ+i (s) = ψ−1(s(1, 1)) for s ∈ [0, σ0].
Then ζ±i (s) ∈ S(0, η) for s ∈ [0, σ0] when σ0 > 0 is small, and
Π(β′(ε), ζ−i
′
(0)) = 0, Π(γ′(0), ζ+i
′
(0)) = 0.
Denote by Si the noncharacteristic region that consists of the curves ζ
+
i−1(s), α(ti + t, η)
for t ∈ [0, ti+1 − ti], and ζ+i (s). Clearly,
Si ⊂ S(0, η) for 0 ≤ i ≤ m− 1,
when σ0 > 0 is small enough. Applying the estimate (3.10) to the region Si, we obtain
‖W ◦ α(·, η)‖2L2((ti,ti+1),T ) ≤ C(‖W‖2L2(Si,T ) + ‖Υ(y)‖2L2(Si,T 2)) for 0 ≤ i ≤ m− 1.
Thus the estimate (4.3) follows. ✷
Proof of Theorem 1.2 Using Lemma 4.2 and an argument as in the proof of Theo-
rem 1.1, we complete the proof. The details are omitted. ✷
Proof of Theorem 1.3 It follows from the identity (4.8) below that∫
S
w2|Π|2dg =
∫
S
w〈Π, wΠ〉dg =
∫
S
[w〈Π,Υ(y)〉 − w〈Π,DW 〉]dg
= −
∫
∂S
wΠ(W,ν)d∂S +
∫
S
[w〈Π,Υ(y)〉+Π(W,Dw) +w tr g i (W )DΠ]dg
≤ C[‖w‖L2(S)(‖Υ(y)‖L2(S) + ‖W‖L2(S)) + ‖Dw‖L2(S)‖W‖L2(S)]. (4.7)
Thus the estimate (1.20) follows from (4.7) and Theorem 1.2. ✷
Lemma 4.3 For (W,w) ∈ H1(S, T )×H1(S), we have
div g[w i (W )Π] = Π(W,Dw) + w tr g i (W )DΠ+ w〈Π,DW 〉 for p ∈ S. (4.8)
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Proof Let p ∈ S be given. Let E1, E2 be a frame field normal at p such that
∇Ei(p)~n = λiEi(p), DEi(p)Ej = 0 for 1 ≤ i, j ≤ 2.
Thus we have at p
div g[w i (W )Π] = E1[wΠ(W,E1)] + E2[wΠ(W,E2)]
= E1(w)Π(W,E1) + E2(w)Π(W,E2) + wDΠ(W,E1, E1) + wDΠ(W,E2, E2)
+wΠ(DE1W,E1) + wΠ(DE2W,E2)
= Π(W,Dw) + w tr g i (W )DΠ+ wλ1〈DE1W,E1〉+ wλ2〈DE2W,E2〉
= Π(W,Dw) + w tr g i (W )DΠ+ w〈Π,DW 〉.
5 Optimal Exponential
We need an interpolation inequality from [11]. This result is also established in [30]
where the existence of a local principal coordinate is not assumed but the Dirichlet bound-
ary conditions are needed to hold on the thin faces of the shell.
Theorem 5.1 ([11]) Suppose that for each p ∈ S there exists locally a principal coor-
dinate at p. Then there are C > 0, h0 > 0, independent of h > 0, such that
‖∇y‖2 ≤ C
(‖〈y, ~n〉‖‖ sym∇y‖
h
+ ‖y‖2 + ‖ sym∇y‖2
)
(5.1)
for all h ∈ (0, h0) and y ∈ H1(Ω, IR3).
From [30, Proposition 2,1], if κ(p) < 0, a local principal coordinate exists at p. Thus,
the estimates (5.1) hold when S is a non-characteristic region.
By defining ∇~n~n = 0, we introduce an 2-order tensor p(y) on IR3x by
p(y)(α˜, β˜) = 〈∇∇~nα˜y, β˜〉 for α˜, β˜ ∈ IR3. (5.2)
Moreover, we need the following lemma from [30].
Lemma 5.1 ([30]) Let y =W + w~n ∈ H2(Ω, IR3) be given. Then
|∇y + tp(y)|2 = |DW + wΠ|2 + |Dw − i (W )Π|2 + |Wt|2 + w2t , (5.3)
| sym∇y + t sym p(y)|2 = |Υ(y)|2 + 1
2
|X(y)|2 + w2t for (p, t) ∈ S × (−h/2, h/2), (5.4)
where
Υ(y) = symDW + wΠ, X(y) = Dw − i (W )Π +Wt.
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Proof of Theorem 1.3 It follows from (5.2)-(5.4) that
(1− Ch)2|∇y|2 ≤ |∇y + tp(y)|2 ≤ (1 + Ch)2|∇y|2,
(1− Ch)2| sym∇y|2 ≤ | sym∇y + t sym p(y)|2 ≤ (1 + Ch)2| sym∇y|2.
From Theorem 1.3, we have
‖w‖2L2(S) ≤ C[(‖Dw − i (W )Π‖L2(S) + ‖W‖L2(S))‖Υ(y)‖L2(S) + ‖Υ(y)‖2L2(S)]
≤ C(‖∇y‖L2(S)‖Υ(y)‖L2(S) + ‖Υ(y)‖2L2(S)). (5.5)
We integrate the above inequality in t ∈ (−h/2, h/2) to have
‖w‖ ≤ C(
√
‖∇y‖‖ sym∇y‖+ ‖ sym∇y‖).
Thus, by Holder’s inequality, we obtain
1
h
‖w‖‖ sym∇y‖ ≤ C ‖∇y‖
1/2‖ sym∇y‖3/2
h
+ C
‖ sym∇y‖2
h
= C(ε‖∇y‖2)1/4(‖ sym∇y‖
2
ε1/3h4/3
)3/4 + C
‖ sym∇y‖2
h
≤ C(ε‖∇y‖
2
4
+
3
4
‖ sym∇y‖2
ε1/3h4/3
) + C
‖ sym∇y‖2
h
≤ Cε‖∇y‖2 + Cε‖ sym∇y‖
2
h4/3
, (5.6)
for ε > 0 small.
In addition, from (5.5) and Theorem 1.2, we have
‖y‖2 ≤ Cε‖∇y‖2 + Cε‖ sym∇y‖2, (5.7)
for ε > 0 small. Inserting (5.6) and (5.7) into (5.1), we obtain (1.21).
To complete the proof, we need to construct an Ansatz. From [30, Proposition 2.1],
there is a local principal coordinate on S. In such a local principal coordinate, the Ansatz
has been given in [10]. ✷
Appendix: A Proof of that for S in (1.9) there is
no a single principal coordinate such that (1.1) holds true
By contradiction. We have
∂x1 = (1, 0, 3(x
2
1 − x22)), ∂x2 = (0, 1,−6x1x2),
g = g11dx
2
1 + g12(dx1dx2 + dx2dx1) + g22dx
2
2,
g11 = 1 + 9(x
2
1 − x22)2, g12 = −18x1x2(x21 − x22), g22 = 1 + 36x21x22,
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Π(α, β)(p) = σ(x)(α1, α2)
(
−x1 x2
x2 x1
)(
β1
β2
)
, σ(x) =
6√
1 + 9|x|4 , (A.1)
for α = α1∂x1 + α2∂x2, β = β1∂x1 + β2∂x2 ∈ TpS, p = (x, h(x)) ∈ S. The principal
curvatures are the roots of the polynomial
(λg11 + σx1)(λg22 − σx1) = (λg12 − σx2)2 for p = (x, h(x)) ∈ S. (A.2)
Let the principal curvatures be λ1 > 0 > λ2 for p = (x, h(x)) ∈ S. It follows from (A.2)
that
λ1(x1, 0) =


σx1 for x1 > 0,
− σx1
1 + 9x41
for x1 < 0.
(A.3)
Let (z, θ) be a principal coordinate of class C 1 such that (1.1) holds. We assume that
λz = λ1 for p = (x, h(x)) ∈ S.
Set
E(x) =
∂z
|∂z| = ζ1(x)∂x1 + ζ2(x)∂x2 for (x, h(x)) ∈ S.
Then E(x) is globally defined on the whole S such that
|E(x)| = 1, ∇E(x)~n = λzE(x) for (x, h(x)) ∈ S. (A.4)
Next, we shall show that ζ1 and ζ2 can not be continuous simultaneously on the segments
{ (x1, 0) |x1 < − 1√
3
} and { (x1, 0) |x1 > 0 }.
Thus a contradiction follows.
From (A.1) and (A.4), (ζ1, ζ2) satisfies
λzg11ζ1+λzg12ζ2 = −σx1ζ1+σx2ζ2, λzg12ζ1+λzg22ζ2 = σx2ζ1+σx1ζ2 for (x, h(x)) ∈ S,
from which we obtain
ζ1 = ηζ2 for (x, h(x)) ∈ S, x2 6= 0, (A.5)
where
η =
σ|x|2 − λz(g12x2 + g22x1)
λz(g11x2 + g12x1)
.
Using (A.2), we have
η =
λz(g11g22 − g212) + σ(g12x2 − g11x1)
σ(g11x2 + g12x1)
for (x, h(x)) ∈ S, x2 6= 0. (A.6)
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It follows from (A.4) and (A.5) that
ζ2 = ± 1√
η2g11 + 2ηg12 + g22
for (x, h(x)) ∈ S, x2 6= 0. (A.7)
By (A.9) below, in order for ζ2 to be continuous on the segment { (x1, 0) |x1 > 0 } the sign
in the right side hand of (A.7) must be the same for x2 > 0 and x2 < 0. We assume that
the sign in the right side hand of (A.7) is +. Using (A.5) and (A.8) below, we have
lim
x2→0+
ζ1 = − 1√
1 + 9x41
, lim
x2→0−
ζ1 =
1√
1 + 9x41
for x1 < − 1√
3
,
respectively, which contradicts with the continuity of ζ1 on the segment { (x1, 0) |x1 <
1/
√
3 }. ✷
A simple computation shows that the following lemma holds.
Lemma 5.2 Let η be given by (A.6). Then
lim
x2→0
x2η =
−x1(2 + 9x41)
1− 9x41
for x1 < − 1√
3
, (A.8)
lim
x2→0
η = 0 for x1 >
1√
3
. (A.9)
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