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Abstract
This paper deals with the singularly perturbed initial value problem for a linear first-order delay differential equation. A
numerical method is constructed for this problem which involves an appropriate piecewise-uniform mesh on each time subinterval.
The difference scheme is shown to converge to the continuous solution uniformly with respect to the perturbation parameter.
Numerical results are presented.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Consider the following singularly perturbed delay differential problem in the interval I¯ = [0, T ]:
εu′(t)+ a(t)u(t)+ b(t)u(t − r) = f (t), t ∈ I, (1.1)
u(t) = ϕ(t), t ∈ I0, (1.2)
where I = (0, T ] = ∪mp=1 Ip, Ip = {t : rp−1 < t ≤ rp}, 1 ≤ p ≤ m and rs = sr , for 0 ≤ s ≤ m and I0 = (−r, 0].
0 < ε ≤ 1 is the perturbation parameter, a(t) ≥ α > 0, b(t), f (t) and ϕ(t) are given sufficiently smooth functions
satisfying certain regularity conditions to be specified and r is a constant delay, which is independent of ε. The
solution, u(t), displays in general boundary layers on the right side of each point t = rs (0 ≤ s ≤ m − 1) for small
values of ε (see Section 2).
Delay differential equations are used to model a large variety of practical phenomena in the biosciences,
engineering and control theory, in which the time evolution depends not only on present states but also on states
at or near a given time in the past (see, e.g. [1–8]). Any system involving a feedback control will almost always
involve time delays. These arise because a finite time is required to sense information and then react to it. A delay
differential equation is of the retarded type if the delay argument does not occur in the highest order derivative term.
If we restrict this class to a class in which the highest derivative term is multiplied by a small parameter, then we
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get singularly perturbed delay differential equations of the retarded type. The initial value problems for such a class
of delay differential equations are ubiquitous in the modelling of several physical and biological phenomena like
the optically bistable devices [5], to describe the human pupil light reflex [6] and variational problems in control
theory [7].
In [9–17] authors considered some approximating aspects of first order delay differential equations. But they
mainly focused on the stability of numerical methods to regular cases (i.e. when the boundary layers are absent).
It is well known that standard discretization methods for solving singular perturbation problems are unstable and
fail to give accurate results when the perturbation parameter ε is small. Therefore, it is important to develop suitable
numerical methods for these problems, whose accuracy does not depend on the parameter value ε, i.e. methods that
are convergent ε-uniformly [18–20]. One of the simplest ways to derive such methods consists of using a class of
special piecewise uniform meshes (such as Shishkin meshes; see, e.g. [19,20] for motivation for this type of mesh),
which are constructed a priori and depend of the parameter ε, the problem data and the number of corresponding mesh
points.
In the present paper we discretize (1.1) and (1.2) using a numerical method, which is composed of an implicit
finite difference scheme on piecewise-uniform Shishkin-meshes on each time-subinterval. In Section 2, we state
some important properties of the exact solution. In Section 3, we describe the finite difference discretization and
introduce the piecewise uniform grid. In Section 4, we present the error analysis for the approximate solution. Uniform
convergence is proved in the discrete maximum norm. A test example is considered in Section 5 and a comparison of
the numerical and exact solutions is presented. The paper ends with a summary of the main conclusions. The technique
to construct the discrete problem and error analysis for the approximate solution are similar to those in [21].
Throughout the paper, C denotes a generic positive constant independent of ε and the mesh parameter. Some
specific, fixed constants of this kind are indicated by subscripting C .
2. The continuous problem
Here we show some properties of the solution of (1.1) and (1.2), which are needed in later sections for the analysis
of the appropriate numerical solution. For any continuous function g(t), we use ‖g‖∞ for the continuous maximum
norm on the corresponding interval.
Lemma 2.1. Let a, b, f ∈ C1 ( I¯ ), ϕ ∈ C1 ( I¯0). Then for the solution u(t) of the problem (1.1) and (1.2) the following
estimates hold:
‖u(t)‖∞,Ip ≤ C p, 1 ≤ p ≤ m, (2.1)
|u′(t)| ≤ C
{
1+ (t − rp−1)
p−1
ε p
exp
(
− α(t − rp−1)
ε
)}
, t ∈ Ip, 1 ≤ p ≤ m, (2.2)
where
C1 = α−1‖ f ‖∞,I1 + (1+ α−1‖b‖∞,I1)‖ϕ‖∞,I0 ,
C p = α−1‖ f ‖∞,Ip + (1+ α−1‖b‖∞,Ip )C p−1, p = 2, 3, . . . ,m.
Proof. The proof is by induction in p. For p = 1 from (1.1) we have
εu′(t)+ a(t)u(t) = F(t), t ∈ I1,
with
F(t) = f (t)− b(t)u(t − r).
Applying the maximum principle we get:
|u(t)| ≤ |u(0)| + α−1‖F‖∞,I1 = |ϕ(0)| + α−1‖F‖∞,I1 .
Since
|F(t)| ≤ | f (t)| + |b(t)||ϕ(t − r)| ≤ ‖ f ‖∞,I1 + ‖b‖∞,I1‖ϕ‖∞,I0
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it follows that
|u(t)| ≤ |ϕ(0)| + α−1 (‖ f ‖∞,I1 + ‖b‖∞,I1‖ϕ‖∞,I0)
and therefore the inequality (2.1) holds for p = 1. Let the inequality (2.1) be true for p = k. Then applying again the
maximum principle on Ik and using the previous estimate we have:
|u(t)| ≤ |u(rk)| + α−1‖F(t)‖∞,Ik+1 = Ck + α−1
(‖ f ‖∞,Ik+1 + ‖b‖∞,Ik+1Ck)
= α−1‖ f ‖∞,Ik+1 + (1+ α−1‖b‖∞,Ik+1)Ck
and hence the inequality (2.1) holds for p = k + 1.
Now we prove (2.2). The proof is again by induction. For p = 1 it is known that (see, e.g. [18,21])
|u′(t)| ≤ C
{
1+ 1
ε
exp(−αt/ε)
}
.
Now, let the inequality (2.2) be true for p = k. Differentiating the Eq. (1.1) we have the relation for p = k + 1
εu′′(t)+ a(t)u′(t) = Φ(t), t ∈ Ik+1, (2.3)
with
Φ(t) = f ′(t)− a′(t)u(t)− b′(t)u(t − r)− b(t)u′(t − r).
Then, from (2.3) we have the following relation for u′(t):
u′(t) = u′(rk) exp
(
− 1
ε
∫ t
rk
a(s)ds
)
+ 1
ε
∫ t
rk
Φ(τ ) exp
(
− 1
ε
∫ t
τ
a(s)ds
)
dτ. (2.4)
Using the estimate (2.2) for p = k and t = rk , we have:
|u′(rk)| ≤ C
{
1+ r
k−1
εk
exp(−αr/ε)
}
.
Hence
|u′(rk)| ≤ C, k ≥ 1. (2.5)
Furthermore, using again (2.2) for p = k we get:
|Φ(t)| ≤ | f ′(t)| + |a′(t)u(t)| + |b′(t)u(t − r)| + |b(t)u′(t − r)|
≤ C (1+ |b(t)u′(t − r)|)
≤ C
{
1+ (t − rk)
k−1
εk
exp
(
−α(t − rk)
ε
)}
. (2.6)
Taking into account (2.5) and (2.6) in (2.4) we have:
|u′(t)| ≤ C exp
(−α(t − rk)
ε
)
+ 1
ε
C
∫ t
rk
(
1+ (τ − rk)
k−1
εk
exp
(−α(τ − rk)
ε
))
exp
(−α(t − τ)
ε
)
dτ
≤ C + C t − rk
ε
α−1ε
(
1− exp
(
− α(t − rk)
ε
))
+ 1
ε
C exp
(
− α(t − rk)
ε
)
(t − rk)k
kεk
≤ C
{
1+ (t − rk)
k
εk+1
exp
(−α(t − rk)
ε
)}
,
which proves (2.2). 
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3. Discretization and mesh
Let ω¯N0 be any nonuniform mesh on I¯ :
ω¯N0 =
{
0 = t0 < t1 < · · · < tN0 = T, τi = ti − ti−1
}
which contains by N mesh point at each subinterval Ip (1 ≤ p ≤ m):
ωN ,p = {ti : (p − 1)N + 1 ≤ i ≤ pN } , 1 ≤ p ≤ m,
and consequently
ωN0 =
m⋃
p=1
ωN ,p.
To simplify the notation we set gi = g(ti ) for any function g(t), and moreover yi denotes an approximation of u(t)
at ti . For any mesh function {wi } defined on ω¯N0 we use:
wt¯,i = (wi − wi−1)/τi ,
‖w‖∞,N ,p = ‖w‖∞,ωN ,p := max1≤i≤N |wi |.
For the difference approximation to (1.1), we integrate: (1.1) over (ti−1, ti ):
εu t¯,i + τ−1
∫ ti
ti−1
a(t)u(t)dt + τ−1
∫ ti
ti−1
b(t)u(t − r)dt = τ−1
∫ ti
ti−1
f (t)dt,
which yields the relation:
εu t¯,i + aiui + biui−N + Ri = fi , 1 ≤ i ≤ N0, (3.1)
with the local truncation error
Ri = −τ−1i
∫ ti
ti−1
{
(t − ti−1) ddt (a(t)u(t))
}
dt − τ−1i
∫ ti
ti−1
{
(t − ti−1) ddt (b(t)u(t − r))
}
dt
+ τ−1i
∫ ti
ti−1
{
(t − ti−1) d f (t)dt
}
dt. (3.2)
As a consequence of the (3.1), we propose the following difference scheme for approximation (1.1) and (1.2):
εyt¯,i + ai yi + bi yi−N = fi , 1 ≤ i ≤ N0, (3.3)
yi = ϕi , −N ≤ i ≤ 0. (3.4)
The difference scheme (3.3) and (3.4), in order to be ε-uniform convergent, we will use the Shishkin mesh. For
the even number N , the piecewise uniform mesh ωN ,p divides each of the interval [rp−1, σp] and [σp, rp] into N/2
equidistant subintervals, where the transition point σp, which separates the fine and coarse portions of the mesh is
obtained by:
σp = rp−1 +min{r/2, α−1θpε ln N },
where θ1 ≥ 1 and θp > 1 (2 ≤ p ≤ m) are some constants. Hence, if τ (1)p and τ (2)p denote the stepsizes in [rp−1, σp]
and [σp, rp] respectively, we have:
τ (1)p = 2(σp − rp−1)N−1, τ (2)p = 2(rp − σp)N−1, 1 ≤ p ≤ m,
so
ω¯N ,p =
{
ti = rp−1 + (i − (p − 1)N )τ (1)p , i = (p − 1)N , . . . , (p − 1/2)N
ti = σp + (i − (p − 1/2)N )τ (2)p , i = (p − 1/2)N + 1, . . . , pN ,
1 ≤ p ≤ m.
In the rest of the paper we only consider this type mesh.
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4. Stability bounds and convergence
To investigate the convergence of the method, note that the error function zi = yi − ui , 0 ≤ i ≤ N0, is the solution
of the discrete problem
εz t¯,i + ai zi + bi zi−N = Ri , 1 ≤ i ≤ N0, (4.1)
zi = ϕi , −N ≤ i ≤ 0, (4.2)
where the truncation error Ri is given by (3.2).
Lemma 4.1. Let yi be approximate solution of (1.1) and (1.2). Then the following estimate holds:
‖y‖∞,ω¯N ,p ≤ ‖ϕ‖∞,ωN ,0Q p + α−1
p∑
k=1
‖ f ‖∞,ωN ,k Q p−k, 1 ≤ p ≤ m, (4.3)
where
Q p−k =

1, for k = p
p∏
s=k+1
(1+ α−1‖b‖∞,Is ), for 0 ≤ k ≤ p − 1.
Proof. The proof is followed easily by induction in p. 
Lemma 4.2. Let zi be solution of (4.1) and (4.2). Then the following estimate holds:
‖z‖∞,N ,p ≤ C
p∑
k=1
‖R‖∞,ωN ,k .
Proof. It evidently follows from (4.3) by taking ϕ ≡ 0 and f ≡ R. 
Lemma 4.3. Under the above assumptions of Section 1 and Lemma 2.1, for the error function R, the following
estimate holds:
‖R‖∞,ωN ,p ≤ CN−1 ln N , 1 ≤ p ≤ m.
Proof. From explicit expression (3.2) for Ri , on an arbitrary mesh we have:
|Ri | ≤ τ−1i
∫ ti
ti−1
(t − ti−1)
∣∣∣∣ ddt (a(t)u(t)+ b(t)u(t − r)− f (t))
∣∣∣∣ dt, 1 ≤ i ≤ N0.
This inequality together with (2.1), enable us to write:
|Ri | ≤ C
{
τi +
∫ ti
ti−1
(|u′(t)| + |u′(t − r)|) dt} , 1 ≤ i ≤ N0.
From here, in view of (2.2) it follows that:
|Ri | ≤ C
{
τi + 1
ε
∫ ti
ti−1
e−
αt
ε dt
}
, for 1 ≤ i ≤ N (4.4)
and
|Ri | ≤ C
{
τi +
∫ ti
ti−1
(t − rp−1)p−1
ε p
e−
α(t−r p−1)
ε dt +
∫ ti
ti−1
(t − rp−1)p−2
ε p−1
e−
α(t−r p−1)
ε
dt
}
,
for ti ∈ Ip (p > 1). (4.5)
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Applying the inequality xke−x ≤ Ce−γ x , 0 < γ < 1, x ∈ [0,∞) to (4.5) we deduce:
|Ri | ≤ C
{
τi + 1
ε
∫ ti
ti−1
e
−α(t−r p−1)
θpε dt
}
, for ti ∈ Ip, θp > 1, p > 1. (4.6)
Combining (4.5) and (4.6) we can write:
|Ri | ≤ C
{
τi + 1
ε
∫ ti
ti−1
e
−α(t−r p−1)
θpε dt
}
, for ti ∈ Ip, p = 1, 2, . . . ,m; (4.7)
θ1 ≥ 1, θp > 1 (p ≥ 2)
in which
τi =
{
τ (1)p , (p − 1)N ≤ i ≤ (p − 1/2)N
τ (2)p , (p − 1/2)N + 1 ≤ i ≤ pN .
At each submesh ωN ,p we estimate the truncation error R as follows. We consider first the case σp = rp−1 + r/2,
and so r/2 ≤ α−1θpε ln N and τ (1)p = τ (2)p = τp = r/N .
Hereby, since:
τ−1i ε
−1
∫ ti
ti−1
(t − ti−1)e
−α(t−r p−1)
θpε dt ≤ ε−1τp
≤ 2θp ln N
αr
r
N
= 2α−1θpN−1 ln N , (p − 1)N ≤ i ≤ pN , 1 ≤ p ≤ m
it follows from (4.7) that
|Ri | ≤ CN−1 ln N , (p − 1)N ≤ i ≤ pN , 1 ≤ p ≤ m.
We now consider the case σp = rp−1 + α−1θpε ln N and estimate Ri on [rp−1, σp] and [σp, rp] separately. In the
layer region [rp−1, σp], the inequality (4.7) reduces to:
|Ri | ≤ C(1+ ε−1)τ (1)p = C(1+ ε−1)
α−1θpε ln N
N/2
, (p − 1)N ≤ i ≤ (p − 1/2)N , 1 ≤ p ≤ m.
Hence
|Ri | ≤ CN−1 ln N , (p − 1)N ≤ i ≤ (p − 1/2)N , 1 ≤ p ≤ m.
Next we estimate Ri for (p− 1/2)N + 1 ≤ i ≤ pN . In this case, recalling that ti = σp + (i − (p− 1/2)N )τ (2)p =
rp−1 + α−1θpε ln N + (i − (p − 1/2)N )τ (2)p we obtain from (5.1)
|Ri | ≤ C
{
τ (2)p + α−1θp
(
e
− α(ti−1−r p−1)
θpε − e−
α(ti−r p−1)
θpε
)}
= C
{
τ (2)p + α−1θpN−1e−
α(i−1−(p−1/2)N )τ (2)p
θpε
(
1− e−
ατ
(2)
p
θpε
)}
and this implies that
|Ri | ≤ CN−1.
Thus, the proof is completed. 
Combining the previous lemmas gives us the following convergence result.
Theorem 4.4. Let u be the solution of (1.1) and (1.2) and y the solution of (3.3) and (3.4). Then the following
estimate holds
‖y − u‖∞,ω¯N ,p ≤ CN−1 ln N , 1 ≤ p ≤ m.
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Table 1
Exact errors eN ,1ε , computed ε-uniform errors eN ,1 and convergence rates rN ,1 for θ1 = 1 on ωN ,1
ε N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 0.01120590 0.0056744 0.0028554 0.0014323 0.0007173
0.98 0.99 0.99 0.99
2−4 0.0226994 0.0135156 0.0078274 0.0044373 0.0024762
0.75 0.79 0.82 0.84
2−6 0.0226994 0.0135156 0.0078274 0.0044373 0.0024762
0.75 0.79 0.82 0.84
2−8 0.0226994 0.0135156 0.0078274 0.0044373 0.0024762
0.75 0.79 0.82 0.84
2−10 0.0226994 0.0135156 0.0078274 0.0044373 0.0024762
0.75 0.79 0.82 0.84
2−12 0.0226994 0.0135156 0.0078274 0.0044373 0.0024762
0.75 0.79 0.82 0.84
2−14 0.0226994 0.0135156 0.0078274 0.0044373 0.0024762
0.75 0.79 0.82 0.84
2−16 0.0226994 0.0135156 0.0078274 0.0044373 0.0024762
0.75 0.79 0.82 0.84
eN 0.0226994 0.0135156 0.0078274 0.0044373 0.0024762
rN 0.75 0.79 0.82 0.84
5. Numerical results
We now look at computational results as a particular problem of the form
εu′(t)+ u(t) = 1
2
u(t − 1), t ∈ (0,∞) (5.1)
u(t) = 2, −1 ≤ t ≤ 0.
The exact solution for 0 ≤ t ≤ 2 is given by
u(t) =
1+ e
−t/ε, t ∈ [0, 1]
1
2
+ e−t/ε +
[
1
2
+ t − 1
2ε
]
e−(1−t)/ε, t ∈ (1, 2] .
We define the exact error eN ,pε and the computed parameter-uniform maximum pointwise error eN ,p as follows:
eN ,pε = ‖y − u‖∞,ωN ,p , p = 1, 2,
eN ,p = maxε eN ,pε , p = 1, 2,
where y is the numerical approximation to u for various values of N , ε, θ1, θ2. We also define the computed parameter-
uniform rate of convergence to be
r N ,p = ln
(
eN ,p/e2N ,p
)
/ ln 2, p = 1, 2.
The values of ε for which we solve the test problem are ε = 2−i , i = 2, 4, . . . , 16.
We employed the numerical method of steps. That is, on each submesh ωN ,2, we used the previously computed
values of y(t) on ωN ,1.
We also tune the numerical method by varying the location of the transition points to obtain an ‘optimal’ piecewise-
uniform fitted mesh. We change their location by using the various values of θp, involved in the definition for σp. The
values of the computed errors eN and convergence rates r N on ωN ,1 applied to problem (5.1) for θ1 = 1 and various
values of ε and N are presented in Table 1 and on ωN ,2 for θ1 = 1, θ2 = 1.001 and various values of ε and N are
presented in Table 2. The values of the computed errors eN and convergence rates r N applied to problem (5.1) for
ε = 2−16 and various values of θ1, θ2 and N are presented in Tables 3 and 4. As it has been pointed in Section 2,
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Table 2
Exact errors eN ,2ε , computed ε-uniform errors eN ,2 and convergence rates rN ,2 for θ1 = 1 and θ2 = 1.001 on ωN ,2
ε N = 64 N = 128 N = 256 N = 512 N = 1024
2−2 0.0050019 0.0025308 0.0012721 0.0006377 0.0003193
0.98 0.99 0.99 0.99
2−4 0.0096645 0.0058090 0.0034149 0.0019899 0.0011661
0.73 0.76 0.77 0.77
2−6 0.0101590 0.0058090 0.0034149 0.0019899 0.0011661
0.80 0.76 0.77 0.77
2−8 0.0096644 0.0058090 0.0034149 0.0019899 0.0011661
0.73 0.76 0.77 0.77
2−10 0.0096644 0.0058090 0.0034149 0.0019899 0.0011661
0.73 0.76 0.77 0.77
2−12 0.0096644 0.0058090 0.0034149 0.0019899 0.0011661
0.73 0.76 0.77 0.77
2−14 0.0096644 0.0058090 0.0034149 0.0019899 0.0011661
0.73 0.76 0.77 0.77
2−16 0.0096644 0.0058090 0.0034149 0.0019899 0.0011661
0.73 0.76 0.77 0.77
eN 0.0101590 0.0058090 0.0034149 0.0019899 0.0011661
rN 0.73 0.76 0.77 0.77
Table 3
Parameter-uniform maximum nodal errors and convergence rates rN ,1 for ε = 2−16 on ωN ,1
θ1 N = 64 N = 128 N = 256 N = 512 N = 1024
1.00 0.0226994 0.0135156 0.00782744 0.00443734 0.00247624
0.75 0.79 0.82 0.84
1.25 0.0279748 0.0167753 0.00974159 0.00553300 0.00309094
0.73 0.78 0.81 0.84
1.50 0.0331545 0.0199865 0.01163770 0.00662252 0.00370385
0.73 0.78 0.81 0.84
1.75 0.0382049 0.0231399 0.01351560 0.00770739 0.00431512
0.72 0.78 0.81 0.84
2.00 0.0432854 0.0262599 0.01538640 0.00878699 0.00492498
0.72 0.77 0.80 0.83
2.50 0.0526789 0.0322561 0.01904990 0.01092870 0.00613919
0.70 0.76 0.80 0.83
3.00 0.0619733 0.0382049 0.02269940 0.01305360 0.00734690
0.70 0.75 0.80 0.83
the exact solution displays similar boundary layer behaviour on the right side of each rp and parallel to this the large
values of convergence rates are seen in the values of θ1 and θ2 which are close to each other. For the large values of
θ1 and θ2 the widths of regions containing the layer in each Ip are expanded more and the numerical solution displays
an oscillation character and the convergence rate is seen to have been decreased. We see that the values of θ1 and
θ2 yielding the smallest exact ε-uniform maximum pointwise errors for this problem, is 1 ≤ θ1 ≤ 2 and θ2 close
to θ1. We conclude that for this problem the ‘optimal’ choice of θ1 and θ2 corresponding to the highest ε-uniform
convergence rates, are θ1 ≈ θ2 ≈ 1.
6. Conclusion
A delay differential problem for a linear singularly perturbed first-order differential equation is considered. This
problem is solved by employing standard backward difference operators on a non-uniform mesh which consists of the
special piecewise uniform meshes on each time subinterval. It is shown that the method displays uniform convergence
with respect to the perturbation parameter. The main lines for the analysis of the uniform convergence carried out here
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Table 4
Parameter-uniform maximum nodal errors and convergence rates rN ,2 for ε = 2−16 on ωN ,2
θ1:θ2 N = 64 N = 128 N = 256 N = 512 N = 1024
1.00:1.00 0.0095341 0.0056825 0.0032887 0.0018636 0.0010400
0.74 0.79 0.82 0.84
1.00:1.25 0.0405472 0.0366967 0.0343685 0.0329969 0.0322124
0.14 0.09 0.06 0.03
1.25:1.25 0.0117719 0.0070517 0.0040931 0.0023242 0.0012983
0.74 0.78 0.81 0.84
1.25:1.50 0.0368649 0.0321733 0.0308731 0.0275852 0.0265901
0.20 0.06 0.16 0.05
1.50:1.50 0.0139726 0.0083979 0.0048906 0.0027823 0.0015558
0.73 0.78 0.81 0.84
1.50:2.00 0.1113170 0.1074920 0.1050910 0.1036760 0.1022850
0.05 0.03 0.02 0.02
2.00:2.00 0.0181758 0.0110354 0.1050910 0.0064640 0.0036919
0.72 0.77 0.85 0.83
2.50:2.50 0.0493070 0.0420563 0.0374753 0.0347590 0.0331929
0.23 0.16 0.11 0.07
3.00:3.00 0.0761245 0.0690269 0.0643954 0.0616441 0.0600508
0.14 0.10 0.06 0.04
can be used for the study of more complicated linear delay differential problems as well as nonlinear delay differential
problems.
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