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Alignment control in gravitational-wave detectors has consistently proven to be a difficult problem
due to the stringent noise contamination requirement for the gravitational wave readout and the
radiation-pressure-induced angular instability in Fabry-Perot cavities (Sidles-Sigg instability). We
present the analysis of a dual-carrier control scheme that uses radiation pressure to control a sus-
pended mirror, trapping it in the longitudinal degree of freedom and one angular degree of freedom.
We show that this scheme can control the Sidles-Sigg angular instability. Its limiting fundamen-
tal noise source is the quantum radiation pressure noise, providing an advantage compared to the
conventional angular control schemes. In the Appendix we also derive an exact expression for the
optical spring constant used in the control scheme.
PACS numbers: 04.80.Nn, 07.60.Ly, 95.55.Ym
I. INTRODUCTION
The Laser Interferometer Gravitational-Wave Obser-
vatory (LIGO) is part of a worldwide effort to detect
gravitational waves and use them to study the Universe
[1]. Construction of LIGO’s advanced detectors is under-
way. The installation is expected to finish in 2014. The
goal of Advanced LIGO (aLIGO) is the first direct de-
tection of gravitational waves from astrophysical sources
such as coalescing compact binaries and core-collapse
supernovae. These detections will open a new spec-
trum for observing the Universe and establish the field of
gravitational-wave astronomy. These initial observations
will also show the potential science gain of further in-
creasing the state-of-the-art sensitivity of gravitational-
wave detectors [2–4]. Such detectors operate near the
standard quantum limit, meaning that the contribu-
tions from quantum radiation pressure and shot noise
are about equal in the observation band [5, 6].
To design a successor to aLIGO, techniques to oper-
ate gravitational-wave interferometers below the stan-
dard quantum limit need to be developed [7, 8]. Dual
carrier control systems and angular control using sta-
ble optical springs are promising methods for evading
quantum-mechanical limitations on detector sensitivity
[9–14]. In 2007 Corbitt et al. at the LIGO Laboratory at
the Massachusetts Institute of Technology demonstrated
a one-dimensional optical trap of a one gram mirror us-
ing a novel two-carrier scheme [15]. Their work clearly
demonstrated the potential of this technique. Extended
to angular degrees of freedom, it has the prospect of open-
ing a completely new approach to the angular control
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problem in future generation gravitational-wave detec-
tors [16]. Sidles and Sigg have shown that, for a Fabry-
Perot cavity with a single resonating laser field, the ra-
diation pressure force will couple the two end mirrors,
always creating one soft (unstable) and one hard (stable)
mode [17]. This sets a lower limit on the required angu-
lar control bandwidth, which inevitably results in higher
noise contamination by angular control noise and limits
the angular control performance in the first and second
generation gravitational-wave interferometers [9, 18–20].
As we will show in Sec. IV, angular optical trapping can
bypass the Sidles-Sigg instability. Its fundamental noise
limit is quantum radiation pressure noise. By design it
is not affected by sensing noise, making it a promising
candidate for low-noise angular control. Additionally,
optical trapping can be used to cool a mechanical de-
gree of freedom. Radiation pressure-based cooling is the
preferred approach for cooling to the quantum ground
state in the limit where the cavity line width is smaller
than the mechanical frequency (good cavity limit)[21]. It
can enable the manipulation of a macroscopic object at
the quantum level [22–26]. However reaching the quan-
tum ground state requires reducing the total rms motion,
rather than the spectral density in the frequency band
above the mechanical suspension resonance, as desired
for a low-noise angular control system. We therefore will
not further explore reaching the quantum ground state.
In this paper we present a prototype of a position and
yaw optical trap for a suspended test mirror using a dou-
ble dual-carrier control scheme. With mechanical suspen-
sion frequencies around 1 Hz such a system is, in virtu-
ally all cases, in the bad cavity limit; i.e., the cavity line
widths are larger than the mechanical frequencies. We
propose a system with two longitudinal traps acting on
different spots of a single mirror; together, these traps
will constrain both the position degree of freedom and
one angular degree of freedom of the mirror. This essen-
tially replaces the current magnetic drives with optical
traps. The idea is promising and will be easy to apply
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2to the other angular degree of freedom. The model in-
cludes two optical cavities with the trapped end-mirror
in common. Each cavity is illuminated with two overlap-
ping laser beams at different frequency detunings: one is
positive detuned (blue detuning) and the other is nega-
tive detuned (red detuning). The two dual beams form
two statically and dynamically stable optical springs with
different lever arms and different power, designed such
that the static (commonly named DC) radiation pres-
sure torques of the two dual beams cancel each other
while DC radiation pressure force is canceled by displac-
ing the position pendulum.
As a result, by picking the right parameters, we can
obtain a system that is stable in the longitudinal and
angular degrees of freedom with a mirror displacement
range of the order of picometers.
The outline of this paper is as follows. In Sec. II we
review the idea of an optical spring. We then couple
optical springs to a mechanical system and analyze the
stability of the resulting optomechanical system. Section
III extends the stability analysis to more than one dimen-
sion. In Sec. IV we show that such a two-dimensional
optical spring is necessarily stronger than the Sidles-Sigg
instability. In Sec. V we calculate the radiation pressure
noise, which is the fundamental limiting noise for radia-
tion pressure control. Finally, in Appendix A, we derive
the approximation-free expression for the optical spring
in a Fabry-Perot cavity, which to our knowledge has not
been published yet.
II. STABILITY PRINCIPLE
An optically detuned Fabry-Perot cavity naturally
leads to a linear coupling between intracavity power and
mirror position. Depending on the sign of the detun-
ing, this coupling creates an optical spring which is either
statically stable or unstable. Due to the time delay in the
optical field build-up, the optical spring restoration force
is slightly delayed. This leads to a dynamically unstable
spring for the statically stable case and a dynamically
stable spring for the statically unstable case. Corbitt et
al. [15] demonstrated that by adding a second, frequency-
shifted optical field (subcarrier) with a different detun-
ing and power, a statically and dynamically stable opti-
cal spring can be achieved. The dual-carrier scheme has
been used to optically trap a gram-scale mirror, control-
ling its longitudinal degree of freedom. Moreover, the
damping of the optical spring can be controlled by ad-
justing the detuning of both carrier and subcarrier and
their relative amplitudes. This naturally allows for effi-
cient cooling of the degree of freedom seen by the optical
spring. In contrast to a mechanical spring, this damp-
ing does not introduce intrinsic losses, and thus does not
contribute to the thermal noise.
This technique can be extended to alignment degrees
of freedom. By duplicating the Corbitt et al. approach
for trapping with a second, different, optical axis and a
different beam spot on the controlled mirror, it is possible
to control the angular degree of freedom with radiation
pressure alone.
To be able to understand the stability of multidimen-
sional optomechanical systems, we first recall the sim-
ple driven damped mechanical oscillator. From there we
will stepwise increase the complexity by adding optical
springs and additional degrees of freedom.
A. Damped mechanical oscillator stability
Although the damped mechanical oscillator is a well
known system, we will take it as a starting point to make
the reading clearer. Our goal is to describe the mechan-
ical oscillator in the language of control theory, which
allows us to understand the stability of the system from
a different point of view. This approach can then be nat-
urally extended to include the effect of additional optical
springs.
The motion of a harmonic oscillator of mass m, spring
constant km and velocity damping b, driven by the ex-
ternal force Fext, can be expressed as [27]
mx¨ = −kmx− bx˙+ Fext (1)
where b is also called the viscosity coefficient. Often the
damping rate Γ = b/(2m) is used instead. Traditionally
the Eq. (1) is directly used to get the system’s position
response x when applying the external force Fext. The
resulting transfer function is
G =
x
Fext
=
1
−mΩ2 + km + ibΩ (2)
where Ω is the angular frequency of the motion.
Alternatively we can describe a damped mechanical
oscillator as a feedback system, with the plant being
just a free test mass described by the transfer function
M = x/Fext = −1/mΩ2, obtained directly from the
equation of motion of a free test mass. The control filter
of the feedback loop is the mechanical spring, which takes
the mass displacement x as input and acts on the plant
with the control signal, or force, FK , which is subtracted
from the external force Fext. The transfer function of the
control filter is KM = FK/x = km + ibΩ. In this picture
we can now calculate the closed loop transfer function
and obtain the same expression as in Eq. (2),
G =
M
1 +KMM
=
1
−mΩ2 + km + ibΩ (3)
where OLM = −KMM = (km + ibΩ)/mΩ2 describes the
open loop transfer function of the system.
1. Stability
We can now check for the stability of the system in
both pictures. We recall from literature that the stability
3of a system described by its transfer function G can be
evaluated looking at the poles of its transfer function in
the s-plane (s = iΩ) [28]. In particular a system is stable
only if its transfer function’s poles have a negative real
part, and the multiplicity of poles on the imaginary axis
is at most 1. The transfer function in Eq. (2) has the
following poles:
iΩ = − b
2m
±
√
b2
4m2
− ω20 , (4)
where ω20 = km/m is the resonant frequency of the
pendulum. The value of the damping rate Γ = b/2m
compared to ω0 determines whether the system is over-
damped, underdamped or critically-damped. But since
Γ (or b) is always positive, the real part of the poles is
always negative. The system is thus always stable.
From the control theory point of view, the stability can
also be evaluated with no loss of generality by considering
the open loop transfer function OLM = (km+ ibΩ)/mΩ
2
and applying, for example, the Bode stability criterion
[29]. The positivity of b guarantees an always positive
phase margin and therefore stability. In the reminder of
this work, for simplicity, we will test the stability of the
control scheme using the Bode graphical method.
B. Optical spring: A classical model
Next, we look at an optical spring. We start with a
Fabry-Perot cavity of length L0, frequency detuning δ
(rad/Hz), amplitude transmittance coefficients t1, t2 and
amplitude reflectance coefficients r1, r2 of the input and
output cavity mirror respectively. The light field inside
the cavity builds up and exerts a radiation pressure force
on both mirrors.
We define the propagator X = r1r2e
−2iδτ and phase
factor Y = e−iΩτ , with τ = L0/c the one-way travel
time of the photon inside the cavity, k is the wave vector
of the light field and Ω is the mechanical frequency of
the pendulum. From this we can obtain an elastic force-
law for small displacement values x, but potentially large
detuning from resonance:
Frad = F0 −KOS · x+O(x2), (5)
where
KOS = K0
[
Y 2
(1− Y 2X)(1− Y 2X)
]
(6)
is the optical spring constant and X is the complex con-
jugate of X. Here K0 is the (mechanical) frequency-
independent part of the spring constant:
K0 = F0 · 2ik · (X −X), with
F0 = P0 · 2r
2
2
c
· t
2
1
(1−X)(1−X) (7)
The expression in Eqs. (6) and (7) is the general expres-
sion for KOS up to linear order in x. While approxima-
tions for this formula have been published before [30], we
are not aware of a previous publication providing the full
expression. We address the complete derivation of the
optical spring constant KOS in Appendix A. There we
also show that with the approximations 2Ωτ  1 and
2δτ  1 Eq. (6) is equivalent to the expressions already
existing in literature [15, 30].
We note that K0 is a real number. Its sign is deter-
mined by the imaginary part of X. A positive sign is
associated with positive detuning (δ > 0) and a restor-
ing force (statically stable), while a negative sign is due
to negative detuning (δ < 0) and leads to a antirestor-
ing force (statically unstable). Also, for small (positive)
frequencies Ωτ  1, the sign of the imaginary part of
Eq. (6) is opposite to its real part, leading to positive
dynamic feedback for the statically stable case and neg-
ative dynamic feedback for the statically unstable case.
Our next step is to couple the optical spring to a me-
chanical pendulum. We can treat this as either a damped
mechanical oscillator with transfer function G, controlled
by an optical spring KOS , or as a free mass with trans-
fer function M , controlled by the total feedback filter
H = KM +KOS , see Fig. 1. In both cases we obtain the
G
K
- xFext
OS
M
KM
H
-
GCL
FIG. 1. Mechanical oscillator and feedback systems. The
mechanical oscillator can be seen as plant (G) and the opti-
cal spring KOS as feedback or alternatively as free test mass
(plant M) and H = KOS + KM as feedback. Both the cases
lead to the same closed loop transfer function GCL which de-
scribes the system as a damped mechanical oscillator in the
presence of the optical spring, which is subjected to the ex-
ternal force Fext and has the corresponding displacement x
as output.
same closed-loop transfer function, equivalent to the one
we would have obtained by rewriting the equation of mo-
tion of a damped mechanical oscillator with an optical
spring:
GCL =
x
Fext
=
G
1 +KOSG
=
M
1 +HM
=
1
−mΩ2 +KM +KOS (8)
The stability of the total system can again be evaluated
by either looking at the poles of the closed-loop transfer
function GCL, or looking at the gain and phase margin
of the open loop transfer function OLMH = −H/mΩ2.
4The latter is generally more convenient. Unless compen-
sated by large mechanical dissipation in KM , the positive
dynamic feedback for the statically stable case (δ > 0)
leads to a dynamically unstable system. Intuitively this
can be understood as a phase delay in the radiation pres-
sure build-up which is caused by the cavity storage time.
For δ < 0 the system is statically unstable.
C. Double carrier spring
The seemingly intrinsic instability of optical springs
can be overcome by a scheme proposed by Corbitt et
al. [15]. The carrier is set at a large positive detuning
(δ > 0, large |δ|/γ, where γ is the line width). This pro-
vides a static restoring force, together with a relatively
small dynamic instability (antidamping). Then a subcar-
rier is added at lower power and with a small negative
detuning (δ < 0, small |δ|/γ). The subcarrier adds suffi-
cient damping to stabilize the total optical spring, while
leaving the sign of the static restoring force unchanged.
For appropriately chosen parameters of carrier (c) and
subcarrier (sc) (power P c0 and P
sc
0 , detuning δc and δsc)
the resulting total system thus becomes stable.
The spring constant of the total optical spring is simply
the sum of the individual spring constants of the carrier
and subcarrier
KOS = K
c
OS +K
sc
OS (9)
where the individual springs KcOS and K
sc
OS are given by
Eq. (8).
Conceptually we can think of the dual-carrier optical
spring as a physical implementation of a feedback con-
trol filter for the mechanical system. With this tool at
hand, we can start to analyze the behavior and stabil-
ity of higher-dimensional mechanical systems in the next
section.
III. CONTROL MODEL OF LONGITUDINAL
AND ANGULAR DEGREES OF FREEDOM
We will now extend our analysis to additional degrees
of freedom. Experimentally, a torsion pendulum suspen-
sion is easy to build. Therefore we will focus our at-
tention to controlling the yaw motion of a test mirror,
keeping in mind that the method can be applied to any
additional degree of freedom. For actively controlling
two degrees of freedom (length and yaw), we need a two-
dimensional control system. In other words, we will need
a second dual-carrier optical spring in a setup that for ex-
ample looks like Fig. 2. We will label the two dual-carrier
optical fields as beams A and B. Each beam includes a
carrier and a subcarrier field, i.e.
beam A = carrier A + subcarrier A (10)
beam B = carrier B + subcarrier B
Beam A
Beam B
C.O.G.Center
FIG. 2. In this sketch the main purple (beam A) optical
axis hits the test mirror at point A, slightly displaced from
the center of gravity (C.O.G.), such that it still corresponds
mainly to the length degree of freedom. Thus the second
orange (beam B) optical axis, which hits the test mirror closer
to the edge at point B, needs much less power to balance the
total DC torque. In our test setup the large input coupler is
a composite mirror. It is 600 times more massive than the
small mirror. The choice of a V-shaped beam B results in a
more practical spot separation on the input coupler.
The two beams have a different optical axis, and each has
its own optical spring constant, KAOS and K
B
OS , given by
Eq. (9).
If we define xA and xB as the longitudinal displace-
ment of the mirror at the contact points of beam A and
beam B on the test mirror, and FA and FB as the corre-
sponding exerted forces, we can describe the mechanical
system with a plant matrix M :(
xA
xB
)
= M
(
FA
FB
)
(11)
The explicit expression for M for a torsion pendulum is
given in Appendix B.
The control is provided by the optical springs. In the
xA-xB basis the control matrix H is diagonal and given
by (also see Fig. 3)(
FA
FB
)
= H
(
xA
xB
)
=
(
KAOS 0
0 KBOS
)(
xA
xB
)
(12)
For a multidimensional feedback system to be stable, it
is sufficient that each individual (one-dimensional) feed-
back loop is stable, assuming all remaining control loops
are closed. In other words, in our two-dimensional op-
tomechanical system, we close the beam B control filter
for evaluating the open loop transfer functions OLA, and
vice versa. For the open loop transfer functions OLA and
OLB we then find:
OLA = e
T
A
(
1 +HM(1− eAeTA)
)−1
HMeA (13)
OLB = e
T
B
(
1+HM(1− eBeTB)
)−1
HMeB
with eTA = (1, 0) and e
T
B = (0, 1). The derivation of this
expression is given in Appendix C.
5HM
M
B
FA
FBH
AH
Fext
-
FIG. 3. Block diagram of beam A and beam B. The trans-
fer function FA/Fext is equal to OLA from Eq. (13). Each
loop affects the other resulting in cross terms present in the
matrix HM . M and HA,B are the transfer functions of the
mechanical system and the optical springs of beam A and B,
respectively.
A. An example
It is worth considering a specific set of possible values
for our model and evaluate the control of angular and lon-
gitudinal degrees of freedom of a gram-scale test mirror
using the radiation pressure of the light. All the optical
fields involved in our analysis are derived from the same
wavelength light source through frequency shifting. The
model includes two optical cavities (Fig. 2), referred to
as beam A and B, both with an optical finesse of about
8500, line width γ/(2pi) = 125 kHz and mechanical fre-
quency of v 1 Hz. The main cavity (beam A) is pumped
with 1 W of carrier light, detuned by δ/(2pi) = 250 kHz
(blue detuning, δ/γ = 2), and 0.2 W of subcarrier light,
detuned by δ/(2pi) = 62 kHz (red detuning, δ/γ = −0.5).
This produces a statically and dynamically stable opti-
cal spring with a lever arm of 0.8 mm, measured from
the mirror center of gravity (C.O.G.). A second opti-
cal spring (beam B) is pumped with 6 times less power
of carrier light, detuned by = 186 kHz (blue detuning,
δ/γ = 1.5), and 40 mW of subcarrier light, detuned by
62 kHz (red detuning, δ/γ = −0.5). This side cavity has
a lever arm of 3.3 mm on the mirror, such that the DC
radiation pressure torques of beam A and B cancel. The
DC radiation pressure force can be canceled by displacing
the position pendulum.
The stability of the combined two-dimensional system
is addressed in Fig. 4. Plotted are the open loop gain
functions of the two degrees of freedom (the two optical
traps) under the assumption that the other loop is closed.
The presence of the second loop introduces a resonance
feature in each loop at the unity gain frequency of the
other loop. However the open loop gain avoids the crit-
ical point -1 (phase at zero), leading to a stable system.
The model parameters were intentionally tuned for low
damping / high quality factor in order to demonstrate
that the system remains stable. Lower quality factors,
and therefore stronger cooling is easily achievable.
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FIG. 4. Open loop gain (OLG) for the main and side cav-
ity. The respective other loop is closed, and shows up as a
resonance in the OLG. Note that, despite multiple unity gain
crossings, both loops are stable because the resonances effec-
tively implement a lead filter and the OLG avoids the critical
point -1. Thus the dynamic interplay between multiple trap-
ping beams on one payload does not introduce an instability.
B. Stability range
We can now estimate the robustness of our feedback
control system by changing the microscopic length xA
and xB of the two cavities. This changes the detuning of
the optical springs for both beams. Therefore the prop-
agators XA and XB for both beams change according to
XA,B = r1r2e
−iδA,BτA,B · eikxA,B . For each position both
the static and dynamical stability of the total optical
spring system given by Eq. (13) is reevaluated.
In Fig. 5 the radiation pressure force due to the intra-
cavity power of both beams versus the cavity offset is
shown. The green shaded area represents the position
range in which the two loops remain stable. The range
is v 20 pm. The DC force fluctuations that the system
can tolerate are given by the y-axis interval that the total
radiation force spends in the green shaded area.
IV. ANGULAR INSTABILITY
When operated with high intracavity laser power, sus-
pended Fabry-Perot cavities like the arm cavities of LIGO
have a well known angular instability. It arises from cou-
pling the misalignment of the two cavity mirrors to radi-
ation pressure torques. This is known as the Sidles-Sigg
instability [17]. In this section we show that the intrinsic
strength of an optical trap for alignment degrees of free-
dom is generally bigger, i.e. has a bigger spring constant
than any associated Sidles-Sigg instability.
We start with a cavity of length L, with x1, x2 being
the position of the beam spots on mirrors 1 and 2. θ1, θ2
are the yaw angles of the two mirrors and R1, R2 are
their radii of curvature. The corresponding g-factors are
g1,2 = 1 − L/R1,2. If one or both of the mirrors are
slightly misaligned (θ1,2 6= 0), then the radiation pressure
6FIG. 5. Static carrier and subcarrier build-up (calibrated in
radiation pressure force) as a function of the respective cavity
position. Also shown in purple and orange are the total radi-
ation pressure forces of the two cavities. Using the stability
testing method from Sec. III B we find that the trap is both
statically and dynamically stable in the green shaded area.
With the chosen model parameters those regions are about
20 picometers wide.
force exerts torques T1 and T2 on the two mirrors, given
by (see for instance [17] or [31])(
T1
T2
)
=
F0L
1− g1g2
(
g2 −1
−1 g1
)(
θ1
θ2
)
, (14)
where F0 = P0
t21
(1−X)(1−X)
2r22
c is the intracavity radiation
pressure force. Sidles and Sigg first pointed out that,
since the determinant of the matrix in this equation is
negative, the two eigenvalues have opposite sign. This
always leads to one stable and one unstable coupled align-
ment degree of freedom.
First we note that for a situation in which one mass
is sufficiently heavy that we can neglect any radiation
pressure effects on it (i.e. θ1 = 0), it is sufficient to
choose a negative branch cavity (i.e. g1 < 0 and g2 < 0)
to stabilize the setup. This is for instance the case for
the example setup described in Fig. 2.
Next we want to compare the order of magnitude of
this effect to the strength of an angular optical spring. If
we call h the typical distance of the beam spot from the
center of gravity of the mirror, and x the cavity length
change at that spot, the order of magnitude of the optical
spring torque is
T ≈ F0L
1− g1g2 ·
x
h
(15)
We can express this as the strength of an optical spring
located at position h. The corresponding spring constant
KSS ≈ T/(hx). Thus we can see that
KSS ≈ F0
1− g1g2 ·
L
h2
. (16)
We now consider the adiabatic optical spring (Ω = 0) in
Eq. (7). Expressed in terms of F0, KOS becomes
KOS = iF0
X −X
(1−X)(1−X)2k (17)
Since we operate near the maximum of the optical spring,
the order of magnitude of the resonance term can be
estimated as
X −X
(1−X)(1−X) ≈
−i
1− |X| (18)
Thus we can estimate the magnitude of KOS as
KOS ≈ F0 4pi
λ
1
1− |X| ≈ F0
4
λ
F (19)
where F is the cavity finesse. From Eqs. (16) and (19)
we see that the optical spring KOS is much larger than
the Sidles-Sigg instability spring KSS if
h2 >>
λL
pi
1
1− g1g2
pi
4F (20)
Now recall that the beam spot size in a Fabry-Perot cav-
ity is given by [32]
w21 =
λL
pi
√
g2
g1(1− g1g2) (21)
Assuming a symmetric cavity (g1 = g2) for simplicity, we
thus find that KOS dominates over KSS if
h2 >> w21,2
1√
1− g1g2
pi
4F (22)
This condition is naturally fulfilled since we need to op-
erate the angular optical spring with separate beams
(h > w1,2) and a large finesse (F >> 1). Therefore the
angular optical spring is indeed strong enough to stabilize
the Sidles-Sigg instability.
V. RADIATION PRESSURE NOISE
Another advantage of radiation pressure angular con-
trol, compared to a classical approach based on photo
detection and feedback, is its fundamental noise limit.
The classical approach used in gravitational-wave de-
tectors measures angular displacement of a single beam
using wave-front sensors. Unlike that control method,
the shot noise and other sensing noises never enter a
radiation-pressure-based feedback loop. Even though
technical laser noise is typically bigger in the simple cav-
ity setup discussed in this paper, the only fundamental
noise source of the scheme is quantum radiation pressure
noise. In this section we give the full expression for ra-
diation pressure noise in the case of a dual-carrier stable
optical spring.
First, we note that as long as we are interested in fre-
quencies much smaller than the any of the features in
7the detuned cavity transfer function, the radiation pres-
sure noise is relatively simple. If we also assume that the
end mirror has a reflectivity of 1, the one-sided (f ≥ 0)
radiation-force amplitude spectral noise density is given
by
SF (f) =
2
c
GDC
√
2~ωP0 (23)
where GDC is the power gain of a static cavity in the
detuned configuration, P0 is the power of the shot noise
limited beam entering the cavity, and ω is its frequency.
Equation (23) is valid for carrier and subcarrier sepa-
rately. Note that this equation does not hold if the end
mirror has a finite transmissivity, as quantum fluctua-
tions entering from that port will also contribute to the
intracavity shot noise. In the case of a critically coupled
cavity, this will result in an increase of the intracavity
radiation-force amplitude spectral noise density by ex-
actly a factor of 2.
To calculate the exact expression for the radiation pres-
sure noise induced cavity fluctuations, including behavior
near the cavity pole frequency, we first realize that we can
calculate the radiation-force amplitude spectral noise for
a static cavity, and then compute the response of the
dual-carrier optical spring system to that driving force.
This yields the correct answer up to first order in the size
of the quantum fluctuations. For the calculation we track
the quantum vacuum fluctuations entering at both ports
of the cavity. We introduce F , the amplitude build-up
factor for a fluctuation at frequency f = Ω+δ+ωres2pi :
F (f) =
1
1−XY 2 =
1
1−r1r2e−2iδτe−2iΩτ (24)
Thus, the total buildup for fluctuations entering through
the input coupler (1) and the end mirror (2) are
t1F (f) and r1t2F (f), (25)
where we already dropped the one-way propagation fac-
tor because it drops out in the radiation force noise
calculation below. We can now introduce the notation
F0 = F (f0), F+ = F (f0 + f) and F− = F (f0 − f).
We then get the following expression for the one-sided
radiation-force power spectral density for either carrier
or subcarrier.
SF (f) =
2
c
SP (f) and SP (f) = G(f)
√
2~ωP0 (26)
G2(f) =
1
2
t21|F0|2(t21+r21t22)(|F+|2+|F−|2) (27)
Here P0 is the entering carrier power, and f0 is its fre-
quency. We can see that we recover Eq. (23) in the limit
t2 → 0 and G/t21 = |F0|2 = |F+|2 = |F−|2. The resulting
force noise from carrier and subcarrier for the cavity A in
the example above (see Fig. 2) is plotted in Fig. 6 (top).
Next we calculate the response of the coupled optome-
chanical system to this driving force, using the following
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FIG. 6. (Top) Radiation force amplitude spectral density for
the dual-carrier optical spring used in beam A of the above ex-
ample. The subcarrier dominates the noise at low frequency,
but the higher-power carrier contributes more at high frequen-
cies. Also note that if we choose the same free spectral range
for the two carriers, there would be an additional beat note
at the difference frequency of 310 kHz. (Bottom) Radiation
pressure and thermal noise displacement amplitude spectral
density. The radiation pressure noise is calculated using the
optomechanical response given in Eq. (28). The thermal
noise is based on a theoretical calculation described in [27],
[31]. Since seismic and suspension thermal noise depend on
the experimental implementation, they are not shown, but
they would also be suppressed by the optical spring closed
loop response. The residual rms motion due to the shown
noise sources is less than 10−3 picometers. With the total rms
motion smaller than the 20 picometer stability band shown in
Fig. 5, the two cavities will remain locked purely due to the
radiation pressure trapping force.
closed loop transfer function obtained from Eqs. (11)
and (12):
x = M(1 +HM)−1F (28)
Above the optical spring resonances this leads to a
1/f2 falloff of the displacement noise, as expected for ra-
diation pressure noise. Meanwhile below the resonance,
due to the closed loop suppression, we will have a flat
displacement noise. Figure 6 (bottom) illustrates this in
the case of the two-dimensional angular trap discussed
above. The level of this flat displacement noise below
the unity gain frequency, or optical spring resonance, is
at
Sx(f) =
SF (f)
KOS
(29)
v λFP0
√
2~ωP0 (30)
where we used Eqs. (19) and (23) for the estimate, and
F is the cavity finesse.
To compare this noise limit with existing schemes
we will consider three angular control schemes: wave
8front sensing with a single beam (as seen in modern
gravitational-wave detectors [19, 20]), two spatially sep-
arated beams with stable optical springs, and an inter-
mediate scheme of two spatially separated beams locked
with no detuning using the Pound-Drever-Hall technique
[33].
First we compare the sensitivity to a cavity locked with
a Pound-Drever-Hall classical feedback scheme. For the
sake of this comparison we want the same dynamics, i.e.
the same unity gain frequency and roughly the same loop-
shape as in the optical spring system. We can however
vary the input power. In addition to radiation pressure
noise we now also have sensing noise. Photo diode sensing
is limited by photo diode quantum efficiency and other
factors such as modulation depth, mode matching and
overlap. Additionally, in gravitational-wave interferom-
eters the available beam pick-off fraction for alignment
sensing is tiny. All of these factors are typically less than
or equal to one, which causes a relative increase in the
sensing noise. However, we will not consider these ef-
fects for the moment so that we can simply illustrate our
point. At best we can use all available power and only
have shot noise to worry about. Then the sensing noise
is given by
Sx v
λ
FP0
√
2~ωP0 (31)
We are interested in the noise in the frequency band be-
tween the mechanical resonance frequency and the unity
gain frequency of the control loop. In this band the radi-
ation pressure noise is loop-suppressed to the level of Eq.
(29), while the displacement noise due to sensing noise
is given by Eq. (31). At the nominal power P0 the two
schemes are the same. If we now vary P0, we find that
the displacement due to sensing noise scales as P
−1/2
0 ,
while the displacement due to radiation pressure noise
scales as P
1/2
0 [see Eq. (23)]. Note that we keep the feed-
back gain in Eq. (29) equal to the unchanged reference
optical spring KOS in order to maintain the same unity
gain frequency. We conclude that the lowest total noise,
and therefore the best classical feedback scheme, can be
achieved at the same power the optical spring operates.
Thus the classical scheme can achieve about the same
sensitivity as the optical spring system, but in practice
performs worse due to real-world sensing limitations.
Finally we want to compare the displacement noise of
Eqs. (31) and (29) to a wave front sensing scheme. The
approximate shot noise limited sensing noise for beam
angular and transverse position mismatch, Sθ and Sw, of
a wave front sensing scheme is given by
Sθ v
θ0
P0
√
2~ωP0 (32)
Sw v
w0
P0
√
2~ωP0 (33)
where the divergence angle θ0 and waist size w0 of the res-
onant beam in the cavity are related to the wave length
through θ0w0pi = λ [34]. We can directly compare this
wave front sensing scheme to Eq. (29) if we divide our
result by the beam separation d. As long as we choose
the beam separation d to be larger than spot size w, the
angular sensitivity of a two-beam system such as the op-
tical spring system is better than the wave front sensing
scheme by a factor given by the cavity finesse. Intuitively
this result can be understood because having two cavity
resonance conditions in the two cavities restricts the an-
gular deviations much tighter than in a one-cavity case.
VI. CONCLUSIONS
In conclusion, we investigated the use of the radiation
pressure of laser light as an alternative to a conventional
feedback system for controlling the longitudinal and an-
gular degrees of freedom of a mirror. The method is
based on a double dual-carrier scheme, using a total of
four detuned laser fields in two cavities. The two dual-
carrier beams hit the mirror in separate spots, forming
two stable optical springs. This constrains both the longi-
tudinal and the angular degrees of freedom of the mirror,
replacing completely the commonly used electronic feed-
back system. We showed that this setup allows a stable
control of the two degrees of freedom, within a displace-
ment range of the test mirror of ∼ 20 pm. This promis-
ing idea can be extended to the other angular degree of
freedom. We found that such a method creates an angu-
lar optical spring stronger than the angular Sidles-Sigg
instability, which drives the requirement for angular con-
trol in the high power arm cavities of gravitational-wave
detectors. We also showed that the fundamental limit
of this scheme is the quantum radiation pressure noise,
resulting in a reduction in control noise compared to a
conventional active feedback approach. We are working
towards the experimental demonstration of this effect for
a gram-scale mirror and beginning to explore its exten-
sion to large-scale gravitational-wave detectors.
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Appendix A: OPTICAL SPRING CONSTANT
DERIVATION
In this section we consider the effect of light stored in
a detuned Fabry-Perot cavity using a classical approach.
The intracavity power generates radiation pressure that
exerts on the cavity mirror a force Frad = −KOS · x,
where x is the mirror displacement andKOS is the optical
9spring constant. Here we show the full derivation of the
optical spring constant KOS .
We consider a suspended Fabry-Perot cavity of length
L0 with an incident beam of wavelength λ and power P0.
First we calculate a general expression of the intracavity
power and then its radiation pressure force exerted on
the end mirror.
E1
Fabry-Perot cavity
r1, t1 r2, t2E d1E0
E2
En
d2
dn
L0
detuning
FIG. 7. A Fabry-Perot cavity of length L0 and coefficients
r1, t1 and r2, t2 for the input and end mirrors respectively.
The input mirror is stationary while the end mirror is affected
by harmonic motion. The incoming field E at each round-trip
i adds up a phase shift due to the displacement di
The field E = A0e
iωt enters the cavity (shown in Fig. 7)
through the input mirror of coefficient t1 = t and r1 and
the field inside the cavity at the input mirror can be seen
as the following:
Etot = E0 + E1 + E2 + E3 + ...+ En+ ... (A1)
We consider in our model the following definitions,
with dn being the displacement of the mirror,
L1 = 2(L0 + d1) (A2)
L2 = 2(2L0 + d1 + d2)
L3 = 2(3L0 + d1 + d2 + d3)
...
with
dn = d(t− [(2n− 1)τ + αn]) and (A3)
αn = 2
n−1∑
l=1
dl
c
− dn
c
(A4)
where τ = L0/c. With the round trip length L = 2L0
and with X = r1r2e
−ikL we obtain
Etot = tE(1 +Xe
−2ikd1 +X2e−2ik(d1+d2)
+X3e−2ik(d1+d2+d3) · · · )
Since by definition the optical spring KOS is the linear
term in the expansion F = F0 +KOSd+O(d
2), we now
expand the exponential in dn and we group dn terms
Etot =
tE
1−X (1− 2ikd1X − 2ikd2X
2 − 2ikd3X3 + · · · )
Given that any correction from αn [Eq. (A4)] is quadratic
in d(t), we can again neglect it by definition, and find for
the harmonic mirror motion (i.e. in the Fourier domain)
dn = x0e
iΩ(t−(2n−1)τ) = x0eiΩte−iΩ(2n−1)τ
= x0e
iΩtY
2n
Y
Y
Y
= Y 2n−2d1 (A5)
where Y = e−iΩτ . Thus we can write
Etot =
tE
1−X
[
1− 2ikd1X
1− Y 2X
]
(A6)
where d1 is a complex number. Since we have to take
its real part Re(dk) =
dk+d¯k
2 , we consider the field inside
the cavity with d¯k conjugate of dk and we obtain as total
field:
Etot = tE
[
1
1−X −
2ikX
2(1−X)
(
d1
1− Y 2X +
d¯1
1− Y 2X
)]
Using the following expression
d1 = x0e
iΩ(t−τ) = x0eiΩte−iΩτ = xY (A7)
we can now obtain the intracavity power expression by
multiplying Etot by its conjugate and considering only
the linear terms of x and x¯
P = Etot · Etot = −P0t2[ ikY
(1−X)(1−X)
×
(
X
1− Y 2X −
X
1− Y 2X
)
x+ cc] (A8)
where we have also neglected the first constant term.
Once we have calculated the power we can obtain the
radiation pressure force on the end mirror by Frad =
2r22
c P . Furthermore we can also notice the similarity of
the expression with the elastic force. Thus we recall that
in frequency domain and complex notation K is defined
by F = −Kx, the real form is thus
F ′ = Re[F ] = −1
2
(Kx+Kx¯) = −1
2
(Kx+ cc)
Taking into account that we are calculating the radi-
ation pressure on the end mirror, we need to consider
an extra delay factor Y for the calculation of the power
which appears in the expression of K. The complex
spring is then given by
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KOS =
2r22
c
P0t
2 2ikY
2
(1−X)(1−X)
(
X
1− Y 2X −
X
1− Y 2X
)
which can be rewritten in the form of Eqs. (6) and (7).
1. Detuning
Given the frequency detuning is δ = ω0 − ωres and
Ω = ω−ω0, where ω0 is the carrier (subcarrier) frequency
and ωres = 2pin · c/L is the resonant frequency, we get
the following expression:
e−ikL = e−iδ2τ (A9)
If we now replace X and Y we obtain the exact expres-
sion for KOS :
KOS = − P0t2r22 4ike
−2iΩτ
c(1−r1r2ei2δτ )(1−r1r2e−i2δτ ) ×(
r1r2e
−iδτ
1−r1r2e−2iΩτe−i2δτ − r1r2e
i2δτ
1−r1r2e−2iΩτei2δτ
)
(A10)
2. Comparison
To compare to existing literature we now expand the
exponentials to linear order in Ω and δ, e−iδ2τ ≈ 1− iδ2τ
and e−i2Ωτ ≈ 1− i2Ωτ :
KOS = − P0t2r22
× 4ik(1−2iΩτ)r1r2c(1−r1r2+r1r2i2δτ)(1−r1r2−r1r2i2δτ)
×
[
1−i2δτ
1−r1r2(1−2iΩτ−i2δτ) − 1+i2δτ1−r1r2(1−2iΩτ+i2δτ)
]
(A11)
We further simplify this equation using expressions for
the Finesse ≈ pi r1r21−r1r2 = piFSR/γ and the free spectral
range FSR = 1/2τ , introducing the cavity bandwidth
γ. We also neglect the iΩτ , iδτ terms in the numerator
since they correspond to a simple time delay. We obtain:
KOS ≈ P0t2r22
8kr1r2
c(1− r1r2)3
δ
γ
(1 + δ
2
γ2 )
[
1
1 + δ
2
γ2 − Ω
2
γ2 + i2
Ω
γ
]
(A12)
which is equivalent to the expression already existing
in the literature [15, 30].
3. Overcoupled cavity
In the particular case of perfectly overcoupled cavity
(r2 = 1) Finesse/pi = 2/T1 and (1− r1r2)2 = T 21 /2 and
the optical spring constant becomes
KOS ≈ 128P0 pi
cλT 21
δ
γ
(1 + δ
2
γ2 )
[
1
1 + δ
2
γ2 − Ω
2
γ2 + i2
Ω
γ
]
(A13)
4. Matched cavity
In this case of a matched cavity (r1 = r2) Finesse/pi =
1/T1 and (1−r1r2)2 = T 21 and the optical spring constant
remains the same as in Eq. (A13) except for the the
factor 128 which has to be replaced with 16.
Appendix B: TORSION PENDULUM
MECHANICAL PLANT
Here we transform the basis of coordinates {xG,Θ}
formed by the position of the center of gravity xG of the
mirror and its rotation angle Θ with respect to the verti-
cal axis passing from xG into a basis {xA, xB} formed by
the length of the cavities relative to beam A and beam B
respectively. Thus the longitudinal and angular control
of the mirror can be treated as the longitudinal control
of the two above mentioned cavities. The basis can be
expressed as
(
xA
xB
)
=
(
1 rA
1 rB
)(
xG
Θ
)
= B
(
xG
Θ
)
(B1)
where rA and rB are the lever arms of the two beams
with respect to xG.
The equation of motion for the mirror is
− ω2
(
m
I
)(
xG
Θ
)
=
(
Ftot
Ttot
)
(B2)
where I is the moment of inertia of the mirror of mass
m. We now express the total force and the total torque
exerted on the mirror as function of the individual forces
FA and FB :
(
Ftot
Ttot
)
=
(
1 1
rA rB
)(
FA
FB
)
= BT
(
FA
FB
)
(B3)
Using Eqs. (B3) and (B1) in Eq. (B2) we obtain the
equation of motion in the xA, xB basis:
− ω2
[
BT−1
(
m
I
)
B−1
](
xA
xB
)
=
(
FA
FB
)
(B4)
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Appendix C: STABILITY IN TWO DIMENSIONS
The control loop stability in multiple dimensions can
be evaluated by considering the one-dimensional open-
loop transfer function of every control filter (i.e. opti-
cal spring) while all other loops stay closed. Here we
calculate these open-loop transfer functions for the two-
dimensional case.
Referring to Fig. 3, we inject a signal Fext into the path
of beam A. The output of path A is FA. Simultaneously
we close the control loop relative to beam B by feeding
back the force FB , which represents the output of path
B.
We obtain the following expression:
HM
(
0
−FB
)
+HM
(
Fext
0
)
=
(
FA
FB
)
(C1)
If we introduce the 2× 2 matrix S,
SA =
(
0 0
0 1
)
(C2)
we can write
HMSA
( −FA
−FB
)
+HM
(
Fext
0
)
=
(
FA
FB
)
(C3)
Using the vector eTA = (1, 0) we are able to extract the
following open loop transfer function related to cavity A:
OLA =
FA
Fext
= eTA(1 +HMSA)
−1HMeA (C4)
The same open loop transfer function can be obtained
considering an external signal injected into the loop of
the beam B while the loop of beam A remains closed,
OLB =
FB
Fext
= eTB(1 +HMSB)
−1HMeB (C5)
with eTB = (0, 1) and
SB =
(
1 0
0 0
)
. (C6)
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