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THE SCALING LIMIT OF POLYMER PINNING DYNAMICS AND A
ONE DIMENSIONAL STEFAN FREEZING PROBLEM
HUBERT LACOIN
Abstract. We consider the stochastic evolution of a 1 + 1-dimensional interface (or
polymer) in presence of a substrate. This stochastic process is a dynamical version of
the homogeneous pinning model. We start from a configuration far from equilibrium:
a polymer with a non-trivial macroscopic height profile, and look at the evolution of a
space-time rescaled interface. In two cases, we prove that this rescaled interface has a
scaling limit on the diffusive scale (space rescaled by L in both dimensions and time
rescaled by L2 where L denotes the length of the interface) which we describe: when the
interaction with the substrate is such that the system is unpinned at equilibrium, then
the scaling limit of the height profile is given by the solution of the heat equation with
Dirichlet boundary condition ; when the attraction to the substrate is infinite, the scal-
ing limit is given a free-boundary problem which belongs to the class of Stefan problems
with contracting boundary, also referred to as Stefan freezing problems. In addition, we
prove the existence and regularity of the solution to this problem until a maximal time,
where the boundaries collide.
2010 Mathematics Subject Classification: 82C24, 80A22, 60F99.
Keywords: Heat-bath dynamics, Scaling Limit, Stefan Problem, Interface Motion, Pin-
ning model.
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1. Introduction
1.1. The dynamical pinning model. Random polymer models have been used for a
long time by physicists to describe a large variety of physical phenomena. Among the
numerous models that have been introduced by theoretical physicists and rigorously stud-
ied by mathematicians (see e.g. [13] for a survey of the most studied polymer models),
the polymer pinning model, that involves a simple random walk interacting with a de-
fect line, has focused a lot of interest both of the mathematics and physics community.
The phase transition phenomenon between a pinned phase and a depinned one is now
well understood, even in presence of disorder (see [9] for a seminal paper concerning the
homogeneous case, and [10, 11] for recent reviews).
On the other hand, dynamical pinning (which has some importance in biophysical ap-
plication see [1, 2] and references therein) has attracted attention of mathematicians only
more recently and a lot of questions concerning relaxation to equilibrium and its connec-
tion properties are still unsolved.
The object of most of the mathematical studies on the dynamical pinning model up to
now (see [3, 4]) has been the mixing time and the relaxation time for the dynamics. It has
been shown there that the mixing property of the system depends in a crucial way of the
pinning parameter λ, or more precisely, on whether the polymer at equilibrium is pinned
or unpinned.
In the present paper, we choose to study a different aspect, that is, the dynamical
scaling limit of the height-profile of the polymer. We start from an initial condition that
is very far from equilibrium and approximates a macroscopic deterministic profile and we
want to describe the evolution of the profile under diffusive scaling. Our aim is to show
that the nature of the limit of the rescaled process depends only on whether one lies in
the pinned or depinned phase, and to describe explicitly the scaling limit in each case.
The scaling limit is easier to guess in the unpinned phase. As in this case, there is
no contact point with the substrate at equilibrium, one can infer that the scaling limit
is the same that for a system with no substrate, for which it is known that the height
profile converges to the solution of the heat-equation on the segment with zero Dirichlet
boundary condition.
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In the pinned phase, a more interesting phenomenon takes place. In this case the
dynamical picture should be the following: there are macroscopic region where the polymer
is pinned to the substrate and other regions where the polymer stays at a macroscopic
distance from it; the boundary between the pinned and the unpinned region is moving
in time and in the unpinned region, the polymer profile evolves according to the heat-
equation. The system reaches equilibrium when the unpinned region has totally vanished.
In the present paper, we prove that this picture holds when the pinning parameter is
infinite (or tending to infinity sufficiently fast with the size of the system). An important
step to establish this result is to prove existence and regularity of the free-boundary
problem that appears in the scaling limit.
1.2. A one dimensional Stefan freezing problem. The free-boundary problem of
unknown (f, l, r) (f is the function and l and r are the boundary of the unpinned region)
that appears as the scaling limit of the pinning model in the pinned phase is the following
∂tf − fxx = 0 on (l(t), r(t)),
f(·, t) ≡ 0 on [−1, 1] \ (l(t), r(t)),
fx(l(t), t) = −fx(r(t), t) = 1,
l′(t) = −fxx(l(t), t), r′(t) = fxx(r(t), t),
f(·, 0) = f0, l(0) = l0, r0.
(1.1)
We are exclusively interested in the case of a 1-Lipshitz initial condition that vanishes
outside of the interval (r0, l0) ⊂ [−1, 1] and is positive inside. This problem belongs to
the class of Stefan problem, which have been introduced in mathematics to describe the
evolution of a multiphase medium.
The boundary condition for fx and the fact that the heat equation preserves Lipshitzian-
ity imply that f cannot be convex in the neighborhood of the moving boundaries, and
thus the boundary points l(t) and r(t) are moving towards each other (l′ > 0 and r′ > 0).
These problems with contracting boundary are referred to as freezing problems whereas
those with expanding boundary are called melting problems.
Most of the work in the literature on Stefan problems concerns melting problems. One
of the reason for this is that these problem can be rewritten as a diffusion equation for
an enthalpy function with a diffusion coefficient that is monotonous increasing function
of the enthalpy. This monotonicity allows to derive uniqueness of the solution with some
generality (we refer to the Introduction of [7] for more precision). The freezing problems
like (1.1) on the contrary are more challenging even in the one dimensional setup.
Even though one dimensional freezing problems have attracted some attention in a
recent past [5, 6], some amount of work is required to establish the existence and the
unicity of a solution to (1.1) up to a maximal time.
2. Model and results
2.1. A simple model for interface motion with no constraint. To introduce our
reader to polymer dynamics, we first introduce the simplest version of the model where
no substrate is present: this is the so-called corner-flip dynamics. Let Ω = ΩL denote the
set of all lattice paths (polymers) starting at 0 and ending at 0 after 2L steps
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Ω0L := {η ∈ Z2L+1 | η−L = ηL = 0 , |ηx+1 − ηx| = 1, x = −L, . . . , L− 1} . (2.1)
The stochastic dynamics is defined by the natural spin-flip continuous time Markov chain
with state space Ω0L. Namely, sites x = −L, . . . , L are equipped with independent Poisson
clocks which ring with rate one: when a clock rings at x the path η is replaced by η(x),
defined by η
(x)
y = η
(x)
x for all y 6= x and
η(x)x :=

ηx + 2 if ηx±1 = ηx + 1,
ηx − 2 if ηx±1 = ηx − 1,
ηx if |ηx+1 − ηx−1| = 2.
(2.2)
One denotes by (η˜(·, t), t > 0), the trajectory of the Markov chain. By doing linear
interpolation between the integer values of x, one can consider η˜(·, t) as a function of the
real variable x ∈ [−L,L].
The unique invariant measure for this dynamics is the uniform measure on Ω0L, and
thus, from standard properties of the random walk, when the system is at equilibrium,
the rescaled interface (η(Lx)/L)x∈[−1,1] is macroscopically flat (η(x) has fluctuation of
order
√
L). For this model, relaxation to equilibrium is well understood both in terms
of mixing-time (see Wilson [20]) or scaling limits (see [15, Theorem 3.2], weaker versions
of these result had been known before, using connection with the one dimensional simple
symmetric exclusion process).
We cite in full the result concerning the scaling limit for two reasons: it gives some
point of reference to better understand results in presence of a substrate; and we use it as
a fundamental building brick for the proof of our new results.
Given f0 a Lipshitz function in [−1, 1], with f0(−1) = f0(1) = 0, set f˜ defined on
[−1, 1]× [0,∞) to be the solution of the heat equation with Dirichlet boundary condition
∂tf˜ − f˜xx = 0,
f˜(·, 0) = f0,
f˜(−1, t) = f˜(1, t) = 0, ∀t > 0.
(2.3)
Theorem 2.1 ([15] Theorem 3.2). Let η˜L be the dynamic described above, starting from
a sequence of initial condition ηL0 that satisfies,
ηL0 (x) = L(f0(x/L) + o(1)) uniformly in x when L→∞ . (2.4)
Then, under diffusive scaling, η˜L converges to f˜ in law for the uniform topology: for any
T > 0, in probability,
lim
L→∞
sup
x∈[−1,1],t∈[0,T ]
∣∣∣∣ 1Lη˜L(Lx,L2t)− f˜(x, t)
∣∣∣∣ = 0. (2.5)
The notation in Equation (2.4) means that there exists a function εL tending to zero
such that for all x and L ∣∣∣∣ηL0 (x)− L(f0(x/L))L
∣∣∣∣ 6 εL. (2.6)
We keep this notation for the rest of the paper.
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2.2. Dynamical polymers interacting with a substrate. Let us now define precisely
the model that is the object of study of this paper. Our aim is to understand how the
pattern of relaxation to equilibrium given by Theorem 2.1 is modified (or not modified)
when the dynamics has additional constraints. We focus on the case of an interface
interacting with a solid substrate. This brings us to consider a dynamics with the following
modifications:
• We consider that a solid wall fills the entire bottom half-plane so that our trajec-
tories have to stay in the positive half-plane (ηx > 0, ∀x ∈ {−L, . . . , L}).
• The wall interacts with the interface η so that the rates of the transitions that
modifies the number of contacts with the wall are changed.
More precisely one starts from a trajectory that lies entirely above the wall, i.e. which
belongs to the following subset of Ω0L:
ΩL := {η ∈ Z2L+1 | η−L = ηL = 0 ; ∀x ∈ {−L, . . . , L−1}, |ηx+1−ηx| = 1, ηx > 0} . (2.7)
The rates of the transitions from η to η(x) are not uniformly equal to 1 as in the previous
section but they are given by
c(η, η(x)) =

0 if η
(x)
x = −1 (interdiction to go through the wall),
2λ
1+λ if ηx = 2 and η
(x)
x = 0,
2
1+λ if ηx = 0 and η
(x)
x = 2,
1 in every other cases .
(2.8)
The generator L = LλL of the Markov process is given by
L(f) =
L−1∑
x=−L+1
c(η, η(x))(f(η(x))− f(η). (2.9)
The value of the parameter λ ∈ [0,∞] determines the nature of the interaction with the
wall. If λ > 1, the transitions adding a contact are favored, which means that the wall is
attractive, whereas if λ < 1 the wall is repulsive.
The process defined above is the heat-bath dynamics for the polymer pinning model,
with equilibrium measure pi = piλ2L on ΩL defined by
piλL(η) =
λN(η)
Zλ2L
, (2.10)
where
N(η) = #{x ∈ [−L+ 1, L− 1] : ηx = 0}
denotes the number of zeros in the path η ∈ Ω and
Zλ2L :=
∑
η′∈ΩL
λN(η
′) (2.11)
is the partition function, which is the renormalization factor that makes piλL a probability.
For every λ > 0, L ∈ N, piλL is the unique reversible invariant measure for the Markov
chain. For any value of λ, the rescaled version of η at equilibrium (that is, under the
measure piλL) is flat, but the microscopic properties of η vary with the value of λ:
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(i) When λ ∈ [0, 2), the interface is repelled by the wall (i.e. when λ ∈ (1, 2), the
entropic repulsion wins against the energetic attraction of the wall) and typical
paths have a number of contacts with the wall which stays bounded when L tends
to infinity (the sequence of the laws of N(η) is tight).
(ii) When λ ∈ (2,∞], the interface is pinned to the wall, and typical paths have a
number of contacts with the wall which is of order L.
(iii) When λ = 2, η has a lot of contact with the wall (order
√
L) but the longest
excursion away from the wall has length of order L.
For more precise statements and proofs, we refer to Chapter 2 in [10]. These three cases
are respectively referred to as the depinned or unpinned phase, the pinned phase, and the
critical point (or phase transition point).
Remark 2.2. The case λ =∞, that will be also considered in this paper is a bit particular.
Indeed, as seen in (2.8), when ηx = 0 (when η touches the wall at x), it sticks to it forever,
so that η(·, t) stops moving once it has reached the minimal configuration ηmin defined by
ηminx :=
{
0 if x+ L is even ,
1 if x+ L is odd ,
(2.12)
which is the configuration with the maximal number of contact point with the wall. In
that case, the unique invariance probability measure is the Dirac mass on ηmin. A question
of interest is then to compute the time at which η(·, t) stops to move: the hitting time of
ηmin.
Our aim is to get a result similar to Theorem 2.1, describing how, starting from a
non-flat profile, the system relaxes to equilibrium. We are able to deduce results in two
cases:
• in the depinned phase, when λ ∈ [0, 2): in that case the scaling limit is the
same one as for the model without wall. The result can be obtained with rather
soft comparison arguments when λ 6 1 but requires some additional work when
λ ∈ (1, 2).
• when the wall is sticky, λ =∞: in that case, the attraction of the wall can be seen
ot the macroscopic level, and the scaling limit is given by the solution of a partial
differential equation with moving boundary: the free bounary problem (1.1).
We can understand what happens when λ = 2 (the critical point) and when λ ∈ (2,∞)
(the pinned phase) at a heuristic level, and formulate this as conjectures (see Section 2.7).
There are a lot of technical reasons why bringing these conjectures to rigorous ground
cannot be done only we the ideas exposed in this paper. We might address this issue in
future work.
2.3. Scaling limit in the repulsive case. Our first result is an analog of Theorem 2.1
for the dynamic in the depinned phase.
Theorem 2.3. Let η = ηL,λ be the dynamic on ΩL with generator L described above, with
the parameter λ ∈ [0, 2) and starting from a sequence of initial condition ηL0 satisfying
ηL0 (x) = Lf0(x/L)(1 + o(1)) uniformly in x when L→∞ , (2.13)
where f0 is a 1-Lipshitz non-negative function.
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Then ηL,λ converges to f˜ defined by (2.3) in law for the uniform topology in the sense
that for any T > 0,
lim
L→∞
sup
x∈[−1,1],t∈[0,T ]
∣∣∣∣ 1LηL(Lx,L2t)− f˜(x, t)
∣∣∣∣ = 0, (2.14)
in probability.
This result is not much of a surprise. For this range of λ, the wall is pushing the
trajectory η away, so that for most of the time η(t) lies in the wall-free zone. This is the
reason why the effect of the wall does not appear in the scaling limit. We believe that this
also to be the case for λ = 2, but the fact that
√
L contact with the wall can appear at
equilibrium instead of O(1) brings an additional technical challenge.
2.4. Toward the scaling limit for pinning on a sticky substrate. We move now
to the case λ = ∞. In that case (recall (2.8)), the corners on the interface flip with rate
1 if it does not change the number of contact with the wall, with rate 2 if it adds one
contact, and the contacts with the wall cannot be removed and stay forever. In that case,
it is known that with large probability after a time L2 the dynamics ends up with a path
completely stuck to the substrate (with probability tending to 1), (see [3, Proposition 5.6]
or Lemma 6.1 below). This implies in particular that the scaling limit in this case cannot
be given by (2.3).
Let us try to give some heuristic justification for the PDE problem that rules the
evolution of scaling limit f . We suppose that the polymer path consists of a pinned
region where it sticks to the wall and f ≡ 0 and an unpinned region which corresponds
to an interval [Ll(t), Lr(t)] (i.e. (l(t), r(t)) for the rescaled picture) so that f(t, l(t)) =
f(t, r(t)) = 0. In the unpinned region the wall has no influence and thus Theorem 2.1
indicates that one should have ∂tf−fxx = 0. What is left to be determined is the speed at
which the boundary of the pinned region moves (value of of the time derivative l′(t) and
r′(t)) and/or the boundary condition that f has to satisfy at the boundary of (l(t), r(t)).
Remark 2.4. With the boundary condition that one considers, f is not space derivable
at the extremities of [l(t), r(t)]. In what follows, when one talk about the space derivatives
of f at point l(t), resp. r(t), we refer to right resp. left derivatives.
What we want to justify here is that the slope of the scaling limit at the left (resp.
right) boundary of the pinned region, given by fx(l(t), t) (resp. fx(r(t), t)) has to be equal
to +1 (resp. −1). The reason for this is that, as the scaling is diffusive, the mean-speed
of the left-boundary of the pinned zone for the non-rescaled dynamics has to be of order
1/L. This can be achieved only if the density of down-steps near the left boundary is
vanishing, and hence if fx(l(t), t) = 1.
Combining this boundary condition with ∂tf − fxx, and doing some trigonometry it
implies (at least at the heuristic level) that one must also have l′(t) = −fxx(t, l(t)) and
r′(t) = fxx(t, l(t)). Thus, f should be the solution of (1.1).
2.5. Solving the Stefan problem. The problem (1.1) is slightly overdetermined but
this obstacle vanishes if one considers the derivative problem,
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
∂tρ− ρxx in (l(t); r(t)) ,
ρ(l(t), t) ≡ 1 on [−1, l(t)], ρ(r(t), t) = −1 on [l(t), 1]
l′(t) = −ρx(l(t), t), r′(t) = ρx(r(t), t),
ρ(·, 0) = ρ0 on (r0, l0).
(2.15)
A problem very similar to (2.15) has been considered by Chayes and Kim in [5] but
with the third line replaced by
l′(t) = −ρx(l(t), t)/2 and r′(t) = ρx(r(t), t)/2.
Note that the formulation in [5] is slightly differs but this is what one finds after appro-
priate rescaling). This small change has big consequences on the behavior of the solution.
Whereas for the problem considered by [5], the solution exists until a maximal time where
r(t) = l(t) for all reasonable initial condition ρ0, our problem might show some degeneracy
when l and r are still well apart (see Section 3.2).
What we show in this paper is that this kind of complication does not occur for the
initial conditions we are interested in. Furthermore, we establish regularity and further
additional properties of interest.
Theorem 2.5. Suppose that f0 is a 1-Lipshitz function positive and smooth on (l0, r0)
and satisfies the boundary condition f ′(l0) = −f ′(r0) = 1. Then the free boundary problem
(1.1) has a unique classical solution up to time
T ∗ =
1
2
∫ r0
l0
f(x) dx,
at which the area below the curve vanishes.
Furthermore:
(i) r(t) and l(t) are C∞ on on the interval (0, T ∗),
(ii) f becomes concave on (l(t), r(t)) before time T ∗,
(iii) limt→T ∗(r(t)− l(t)) = 0.
Equivalently if ρ0 is the derivative of a function f0 that has the above properties, then
(2.15) has a solution until time T ∗ where the two boundary meets.
The proof of short-time existence and regularity of the boundary motion strongly relies
on the work and Kim and Chayes [6], and does not require ρ0 to be the derivative of
positive function, but just reasonable regularity assumption (we suppose it Lipshitz but
this could be relaxed).
The proof of existence until a maximal time uses ideas and is inspired by the work of
Grayson concerning the shrinking of curves by curvature flow [12].
2.6. The scaling limit for λ =∞. We are now ready to state our result concerning the
dynamics with a wall and λ =∞.
Theorem 2.6. Let ηL,∞ denote the dynamic with wall and λ = ∞, and starting from a
sequence of initial condition ηL0 which satisfies
ηL0 (x) = Lf0(x/L)(1 + o(1)) uniformly in x when L→∞ , (2.16)
where f0 satisfies the assumption of Theorem 2.5. Set f to be the solution of (1.1). Then
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ηL,∞ converges to f in law for the uniform topology in the sense that
lim
L→∞
sup
x∈[−1,1],t>0
∣∣∣∣ 1LηL,∞(Lx,L2t)− f(x, t)
∣∣∣∣ = 0, (2.17)
in probability. Moreover, one can precisely estimate the time at which the dynamics ter-
minates
T := inf{t > 0 | η(·, t) = ηmin}. (2.18)
We have that in probability
lim
L→∞
T
L2
=
∫ 1
0
f0(x) dx. (2.19)
The second part of the result (2.18) can be compared to the result obtained by Caputo
et al. [3, Theorem 5.5 and Proposition 5.6], where is proved that the mixing time for this
dynamics is of order L2.
Remark 2.7. The assumption that f is strictly positive in (l0, r0) is necessary and if f
cancels in the middle of the interval, the scaling limit depends on the microscopic details of
the initial condition and the scaling limit might be a random object even for a deterministic
initial condition.
2.7. Discussion on the scaling limit in the attractive case for λ ∈ (2,∞). Although
we are quite far from being able to prove it, we do believe that Theorem 2.6 extends in
some way to the whole localized phase λ ∈ (2,∞). We summarize here the full conjecture
and give an idea of the technical difficulties that arises when trying to prove it.
What we believe is that the polymer consists of one (or several) unpinned region situated
a macroscopic distance of the interface, and pinned regions where the polymers looks
locally at equilibrium (recall that when λ > 2 the polymer has a density of contacts for
piλL. As before it is natural to say that in the unpinned region, the rescaled polymer must
satisfy ∂f − fxx = 0. However, the argument giving the slope of f at the boundary of the
unpinned region in the λ =∞ case is not valid when λ is finite, because the boundary can
now microscopically move in both direction as unpinning is allowed.
To guess the value of the slope at the boundary ∂xf(t, l(t)), ∂xf(t, r(t)), we assume that
the system close to the phase separation must be in a state of local-equilibrium.
From the equilibrium results on polymer pinning with elevated boundary condition
proved in [16], one can infer that the equilibrium slope of a polymer at the boundary of a
pinned and an unpinned phase is
dλ := 1− 2
λ
.
and that one must have
fx(t, l(t)) = −fx(t, r(t)) = dλ.
Hence, the scaling limit f of ηL,λ(x, t) with λ > 2 must satisfy the following free
boundary problem
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
∂tf − fxx = 0 on (l(t), r(t)),
f(·, t) ≡ 0 on [−1, 1] \ (l(t), r(t)),
fx(l(t), t) = −fx(r(t), t) = dλ,
l′(t) = −fxx(l(t), t)/dλ, r′(t) = fxx(r(t), t)/dλ,
f(·, 0) = f0, l(0) = l0, r0.
(2.20)
The problem (2.20) presents additional technical difficulties when compared to (1.1),
even though the difference between them is just a scaling factor. The reason for this is
comes from the kind of initial condition that one wants to consider. If one starts from an
initial condition that is positive in (l0, r0) and Lipshitz with Lipshitz constant dλ, then
Theorem 2.5 ensures that the solution to (2.20) exists and is well behaved until the time
when the pinned region has vanished. However, if one consider a 1-Lipshitz boundary
condition, fxx(l(t), t) can be positive for some times, and thus the boundary are not
necessarily contracting... which makes the problem more difficult to solve.
When the wall is sticky, there is no loss of generality in considering that there is only one
unpinned region, because two regions separated by a contact with the wall stay separated
and behave independently. When λ <∞ the situation is different: if one starts with two
distinct unpinned regions (l1, r1) and (l2, r2) with l2 > r1, this is possible that the two
region merge at a positive time.
Besides these obstacles on the analytical side, there are many reasons why the proof
of Theorem 2.6 cannot easily be adapted to the case λ ∈ (2,∞). Indeed a part of the
strategy relies on the control of the area below η (see for instance Lemma 6.1) and this
kind of argument seems very difficult to adapt when the polymer is allowed to detach itself
from the wall.
2.8. Stefan problem and statistical mechanics. Free boundary problems similar to
(2.15) appear naturally in thermodynamics to describe the motion of phase boundary in
a multiphase medium (e.g. water in solid and liquid state), and for this reason have been
the object of extensive studies (see the seminal paper of Stefan [19] and [18] for a survey
the subject).
There has been then some recent efforts in the area of statistical mechanics in order to
prove to show that Stefan problem can be obtained as the limiting equation of evolution
for particle systems whose microscopic behavior is random. Among these work we can cite
[7], where Chayes and Swindle have exhibited a particle system whose hydrodynamic limit
is given by a Stefan problem, and [17] where Landim and Valle proposed a microscopic
modeling of Stefan freezing/melting problem and proved the weak convergence of the par-
ticle density to the solution of a free boundary equation (for a more complete bibliography
we refer to the monograph [14]).
The main difference of the problem we study here when compared to the one considered
e.g. in [7] and [17] is that, microscopically, the motion of the phase boundary does not
depend only on the state of the system close to the boundary, but on the whole configura-
tion (a contact to the wall can be added anywhere and not only near the boundary). This
makes control of the boundary motion more difficult, and for this reason we did not use an
approach based on weak convergence like in most of the literature, but something based
on a classical interpretation of the partial differential equations. This is the reason why
we have to prove the existence of a solution of (2.15) first: we cannot prove a convergence
SCALING LIMIT OF POLYMER PINNING 11
result a priori without knowing about the existence of a classical (and sufficiently regular)
solution.
After a preliminary version of this paper was published, De Masi et al. [8] proved a
convergence result for a special version of the simple exclusion process with moving sources
and sinks at the boundary. They conjecture that the scaling limit they obtain is a solution
of a problem similar to (1.1), but for which there exists a stationary solution.
2.9. Organization of the paper. In Section 3 we prove Theorem 2.5. In Section 4, we
introduce a few result to that will be of use both for the proof of Theorem 2.3 and 2.6. In
Section 5 we prove Theorem 2.3. Finally Section 6 contains the proof of Theorem 2.6
3. Proof of Theorem 2.5
3.1. Decomposition of the proof. To prove the result we proceed in three steps. Firstly,
we use results and ideas from [6] to prove the existence and the unicity of a C∞ solution
for a short-time, and to extend this solution until a time where the second derivative of f
becomes unbounded.
Proposition 3.1. If f0 is smooth and Lipshitz on [l0, r0] and satisfies the boundary condi-
tion f ′(l0) = −f ′(r0) = 1. Then there exists t1 dor which the problem (1.1) has a classical
solution on [0, t1) which satisfies
lim
t→t1
sup
x∈(l(t),r(t))
|fxx(x, t)| =∞. (3.1)
Furthermore l(t) and r(t) are C∞ on (0, t1).
Then we show that if f0 restricted to (l0, r0) is a concave function, the solution exists
up to a maximal time where the boundaries l and r meet.
Proposition 3.2. If f0 is concave on (l0, r0), then
t1 = T
∗ =
∫ r0
l0
f0(x) dx/2
and
lim
t→T ∗
(r(t)− l(t)) = 0.
Finally, we show that if f0 is positive, then it becomes concave before t1.
Proposition 3.3. If f0 is positive, then there exists a time t2 < t1 such that f(·, t) is
concave for t ∈ [t2, t1).
Theorem 2.5 is obtained by combining the three statements together.
3.2. Discussion on the case of general f0. Before going into the proofs, let us first
discuss about why the positivity of f is required for the existence of a solution until T ∗.
We show in this section with simple examples that if this condition is violated, the solution
might degenerate and the boundary condition can stop being satisfied before l(t) and r(t)
meet.
First note that the fact that the area below the curve vanishes at T ∗ is a simple conse-
quence of
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∂t
(∫ r(t)
l(t)
f(x, t) dx
)
=
∫ r(t)
l(t)
fxx(x, t) dx = fx(l(t), t)− fx(r(t), t) = −2. (3.2)
so that for all t ∈ (0, t1) for which the solution is defined∫ r(t)
l(t)
f(x, t) dx =
∫ r(t)
l(t)
f0(x) dx− 2t. (3.3)
Thus if f0 is such that
∫ r(t)
l(t) f0(x) < 0 and satisfies the assumption of Proposition 3.1
the signed area
∫ r(t)
l(t) f(x, t) dx is bounded away from zero uniformly in time, and it implies
that the solution must degenerate before l(t) collides with r(t). If it were not the case,
the fact that f is Lipshitz would imply
lim
t→t1
∫ r(t)
l(t)
f(x, t) dx = 0
which is impossible.
In fact, even if
∫ r(t)
l(t) f(x, t) dx is initially positive, there is no guarantee that the solution
exists until l meets r. We give a simple counter-example here: set l0 = −3pi/2, r0 = 3pi/2
(we choose [l0, r0] to be the interval of definition instead of [−1, 1]), and set
f0(x) := − cos(x).
The function f0 satisfies the assumption of Proposition 3.1 which implies that a solution
to (1.1) exists until a positive time t1 for which the second derivative explodes.
A quick analysis of the problem shows that as long as f is negative somewhere, the
graph of f consists of two positive bumps that frame a negative one (see Figure 1). We
call the unique interval where f is negative(z1(t), z2(t)).
The geometric area of the negative bump satisfies
∂t
(∫ z2(t)
z1(t)
|f(x, t)|dx
)
= fx(z1(t), t)− fx(z2(t), t) > −2, (3.4)
where the last inequality comes from the fact that |fx| < 1 in (r(t), l(t)) for all positive
time. Hence, if the solution continues to exists, f stays negative somewhere at least until
a time t′ >
(∫ pi/2
−pi/2 |f0(x)|dx
)
/2 = 1. However, from Equation (3.3), for t = t′∫ r(t∗)
l(t∗)
f(x, t∗) dx = 2− 2t∗ < 0, (3.5)
meaning that l and r cannot meet for t > t∗.
In fact a closer inspection to the proof of Proposition 3.2 and 3.3 reveals that at time t1,
when the second derivative ‖fxx‖∞ explodes, the two external positive bumps disappear
and f becomes completely negative. As the boundary condition for fx is not satisfied
anymore, it is impossible to define any reasonable notion of solution for t > t1.
We refer the reader to [6, Section 4.3.] for some additional discussion on what can occur
after t1 for the derivative problem (2.15) with different boundary conditions.
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z2
t=0
t=t1
l0 r0
z1
Figure 1. A simple example of an initial condition for which the solution stops to exits
before the boundary meets.
3.3. Proof of the short-time existence: Proposition 3.1. Instead of solving (1.1)
directly, we solve the corresponding derivative problem (2.15).
Given a solution (ρ, l, r) to (2.15) with initial condition ρ0 = f
′
0, the triplet (f, l, r) with
f defined by
f(x, t) =
∫ r(t)
l(t)
ρ(x, t) dx, (3.6)
is a solution of (1.1). Indeed, the initial condition is satisfied and we have
∂tf(r(t), t) = −r′(t) + l′(t) +
∫ r(t)
l(t)
ρxx(x, t) dx = 0,
∂tf(x, t) = −r′(t) +
∫ x
l(t)
ρxx(x, t) dx = ρx(x, t) = fxx(x, t) for x ∈ (l(t), r(t)).
(3.7)
To solve (2.15), we adapt a method developed in [6] for a similar contracting one di-
mensional Stefan problem. In what follows we denote by ρ0 the initial condition f0.
Let us consider two (fixed) continuous functions l˜(t) and r˜(t), l˜ increasing, r˜ decreasing,
that satisfy l˜(0) = l0 and r˜(0) = r0. We consider the heat equation on the contracting
domain
(l˜, r˜) := ∪t 6 T (l˜(t), r˜(t))× {t}
with fixed boundary condition +1 on the left and −1 on the right,{
∂tρ− ρxx = 0 on
(
l˜(t); r˜(t)
)
,
ρ(l˜(t), t) = −ρ(r˜(t), t) = 1, ρ(0, ·) = ρ0.
(3.8)
We need the following technical result.
Lemma 3.4. Given ρ0 derivable that satisfies the boundary condition, and setting l¯ =
(4‖ρ′0‖)−1. If τ is such that
∀t < τ, l˜(t) 6 l0 + 2l¯, and r˜(t) > r0 − 2l¯, (3.9)
then the solution ρ of (3.8) satisfies
ρ(t, x) > 0, ∀t 6 τ, ∀x ∈ [l˜(t), l0 + 2l¯],
ρ(t, x) 6 0, forallt 6 τ, ∀x ∈ [r0 − 2l¯, r˜(t)].
(3.10)
14 HUBERT LACOIN
Of course l¯ depends on the length the interval [l0, r0], but, as ρ0 satisfies the prescribed
boundary condition, one has
r0 − l0 > 2(‖ρ′0‖∞)−1 = 8l¯.
Proof. By symmetry we can restrict ourselves to the first statement. Because of the
boundary condition, the solution that we have to consider is larger than the solution of
the heat-equation on [l0, l0+4l¯] with initial condition ρ0 and Dirichlet boundary condition
+1 at l0 and −1 on l0 + 4l¯. Then we notice that
ρ0(x) > 1− 2(x− l0)‖ρ′0‖∞ = ρmin(x), ∀x ∈ [l0, l0 + 4l¯].
Finally, we remark that ρmin(x) > 0 on [l0, l0+2l¯] and that as ρmin is a stationary solution
of the heat-equation on [l0, l0 + 4l¯] mentioned above, the inequality remains valid for all
further time.

Given τ that satisfies the assumption of Lemma 3.4 and let us consider
J :=
{
(φ1, φ2) ∈ (L∞([0, t0])2 | ∀t ∈ [0, t0], φ1(t) ∈ [0, 1], φ2(t) ∈ [−1, 0]
}
. (3.11)
We are going to construct an application
Φ : J → J ,
in two steps.
First, given (φ1, φ2) ∈ J , we define two one-sided contracting Stefan problems, with
respective initial domains [l0, l0+2l¯] and [r0− 2l¯, r0], and an imposed boundary condition
on the non moving side: l0 + 2l¯ and r0 − 2l¯ respectively, given by φ1 and φ2.

∂tρ
(1) − ρ(1)xx = 0 on
(
l(t); l0 + 2l¯
)
,
ρ(1)(l(t), t) = 1, l′(t) = −ρ(1)x (l(t), t),
ρ(1)(l0 + 2l¯, t) = φ1(t),
ρ(1)(x, 0) = ρ0(x) on [l0, l0 + 2l¯]
∂tρ
(2) − ρ(2)xx = 0 on
(
r0 − 2l¯, r(t)
)
,
ρ(2)(r(t), t) = −1, r′(t) = ρ(2)x (r(t), t),
ρ(2)(r0 − 2l¯, t) = φ2(t),
ρ(2)(x, 0) = ρ0(x) on [r0 − 2l¯, r0].
(3.12)
According to [5, Theorem 2.2], these two problem have a solution until the time when
l(t) meets l0+2l¯ or r(t) meets r0− 2l¯ respectively (more precisely, to fit exactly the setup
of [5] where ρ ≡ 0 on the moving boundary, one must consider the problems solved by
1 − ρ(1) and 1 + ρ(2)), and the boundary r and l are C∞ on (0, T ) where T is the time
where the solution ceases to exist.
For technical purpose we want to guarantee that for any choice of (φ1, φ2), the bound-
aries l and r need some time to come half-way towards the fixed boundary.
Lemma 3.5. Let (ρ(1), l) and (ρ(2), r) be solutions of (3.12) with boundary condition
(φ1, φ2) ∈ J , and initial condition ρ0. There exists a universal constant c such that for
all t 6 c‖ρ′0‖2,
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l(t) 6 l0 + l¯ and r(t) > r0 − l¯. (3.13)
Proof. By symmetry it is sufficient to perform the proof only for l(t). We suppose also
that l0 = 0. Set for x ∈ (l(t), 2l¯],
f (1)(x, t) =
∫ x
l(t)
ρ(1)(x, t) dx.
The reader can check that (f (1), l) is a solution of
∂tf
(1) − f (1)xx = 0 on
(
l(t); l0 + 2l¯
)
,
f (1)(l(t), t) = 0, l′(t) = −f (1)xx (l(t), t),
f
(1)
x (l0 + 2l¯, t) = φ1(t), f
(1)
x (l(t), t) = 1,
f (1)(x, 0) = f0(x) on [l0, l0 + 2l¯].
(3.14)
The solution f (1) is monotone in f0 and φ1: it decreases if f0 and/or φ1 are decreased.
Thus l(t) is smaller than lmin(t) which is obtained by taking φ1 ≡ 0 and f (1)(·, 0) to be
the integral of ρmin
f (1)(·, 0) = x− ‖ρ′0‖x2. (3.15)
By diffusive scaling
inf{t | lmin = l¯} = c‖ρ′0‖−2∞ .

Given φ1 and φ2, we generate r(t) and l(t) that are given by the solutions of problems
(3.12) with initial condition ρ0. Then we define ρ¯ to be the solution of the heat equation
on the contracting domain
(l, r) := ∪t 6 T (l(t), r(t)) × {t}
with +1 −1 boundary condition and set
Φ(φ1, φ2)(t) :=
(
ρ¯(l0 + 2l¯, t), ρ¯(r0 − 2l¯, t)
)
.
The fundamental building brick of our proof is the following adaptation of [6, Proposi-
tion 3.1].
Proposition 3.6. There exists t0(‖ρx‖∞) such that the function Φ : J → J is a con-
traction map for the l∞ norm. In other words, there exists m(t0) < 1, such that for every
(φ1, φ2), (φ¯1, φ¯2) ∈ J ,
sup
t∈[0,t0]
|Φ(φ1, φ2)(t)− Φ(φ¯1, φ¯2)(t)| 6 m(t0)|(φ1, φ2)(t)− (φ¯1, φ¯2)(t)| (3.16)
where | · | stands for the l∞ norm in R2.
Proof. See [6, Proof of Proposition 3.1 and of Theorem 3.4.]. Lemma 3.5 is needed as one
need that for small time l(t), and r(t) stay at a positive distance from the fixed boundary
uniformly in (φ¯1, φ¯2) ∈ J Note that in Proposition 3.1, the time t0 is said to depend of
four different quantities, but the reader can check that they can all be expressed in term
of ‖ρ′0‖∞. 
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The solution of (2.15) until time t0 choose l(t) and r(t) to be moving boundary condition
generated by the problems (3.12) with initial condition ρ0 and boundary condition (φ1, φ2)
given by the unique fixed point of Φ. Then from the definition of Φ, the solution of the heat
equation in the contracting domain (l, r) satisfies the boundary condition of (2.15). The
solution is unique because of unicity of the fixed point of the contraction and is smooth
for positive times because as stated in [5, Theorem 2.2] the one sided problems (3.12)
generate boundaries that are C∞ for positive time.
Let us now show that the solution can be extended until the derivative explodes. Sup-
pose that the solution exists and is smooth until a time t2 and that
sup
t<t2
max
x∈(l(t),r(t))
|ρx(x, t)| 6 K <∞
Then taking the t0 corresponding to K in Lemma 3.6, we can take the solution at
time t2 − (t0/2) and extend it until time t2 + (t0/2). Smoothness of the motion of the
boundary at the time t2 − t0/2 is guaranteed by unicity of short time solutions. Iterating
this procedure, we see that the maximal time for which a smooth solution exists must
satisfies (3.1). 
3.4. The convex case: proof of Proposition 3.2 when f is concave. We introduce
the notation
k(x, t) := −fxx(t).
When f is concave k is positive but as in this section we prove some technical results that
are also valid also when k is allowed to be negative, we will mention to the reader when
we suppose that k is positive.
The line of the proof is to show first that around time t1, we must have
lim
t→T1
∫ r(t)
l(t)
k log k =∞,
and then to show that
∫ r(t)
l(t) k log k dx can be large only if the area below the graph of f is
small. Recalling Equation (3.3), the area is small only if t is close to T ∗. The combination
of these two statements implies that one must have t1 = T
∗. The inspiration for many
ingredients of this proof comes from [12].
The first point can be stated as follows
Lemma 3.7. At any positive time t < t1, we have
‖k(·, t)‖∞ 6 max (‖k(·, 0)‖∞, k(t, r(t)), k(t, l(t))) . (3.17)
and also
max
s 6 t
‖kx(·, t)‖∞ 6 max
s 6 t
(‖kx(·, 0)‖∞, k(s, r(s))2, k(s, l(s))2) . (3.18)
As a consequence
lim sup
t→t1
∫ r(t)
l(t)
(k log k)1k > 0 dx =∞. (3.19)
To prove the result, we notice that the boundary constraint for our problem yields a
simple relation between k and its derivative at the boundary.
Lemma 3.8. We have for all t ∈ (0, t1).
kx(l(t), t) = −k2(l(t), t) and kx(r(t), t) = k2(r(t), t). (3.20)
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Proof. The result is obtained by derivating the equality fx(t, l(t)) = 1 which gives
∂t (fx(l(t), t)) = −l′(t)k(l(t), t) − kx(l(t), t) = −(kx + k2)(l(t), t) = 0. (3.21)
The proof for r(t) is similar. 
Proof of Lemma 3.7. Inside the interval (l, r), k evolves according to the heat equation.
This implies that its local maxima decrease and its local minima increase. Furthermore,
equation (3.20) guarantees that kx never vanishes on the boundary at positive times so
that local extrema cannot be created from the boundary. Hence at all times, local minima
and maxima of k in (l, r) are smaller than ‖k(·, 0)‖∞ in absolute value. Thus, if the overall
maximum is larger than ‖k(·, 0)‖∞, it must be reached on the boundary.
For the derivative kx there is no easy argument that prevents the creation of new local
maxima kx from the boundary (although we do not believe it can occur). However if t is
such that
‖kx(·, t)‖∞ = max
s 6 t
‖kx(·, s)‖∞, (3.22)
the fact that local maxima of kx in (l, r) decrease and local minima increase implies that
the overall maximum of kx is realized on the boundary. This yields the second result.
Finally, consider K > max(‖k(·, 0)‖∞,
√‖kx(·, 0)‖∞), and tK the first time where
‖k(·, t)‖∞ = K. From the two first points, the maximum of k is reached on the boundary
of [l, r], and thus kx is bounded by K
2. It yields the following inequality
∫ r(tk)
l(tk)
(k log k)1k > 0 dx > e
−1(r0 − l0)
+
∫ l(tK)+ 1K
l(tK )
(K −K2(x− l(tK))) log(K −K2(x− l(tK))) dx. (3.23)
After a change of variable the reader can check that second term is equal to 12 (logK − 1/2),
which allows us to conclude by letting K go to infinity.

Now are ready to prove that t1 = T
∗ when f0 is concave. To do so, we suppose that
t1 6 T
∗ − ε for some positive ε and show that this implies∫ r(t)
l(t)
(k log k) dx is uniformly bounded on [0, t1), (3.24)
which contradicts Lemma 3.7.
Our strategy for the proof is to show that until time t1 the time derivative of
∫ r(t)
l(t) (k log k) dx
is uniformly bounded.
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∂t
(∫ r(t)
l(t)
k log k dx
)
= −l′(t)(k log k)(l(t), t) + r′(t)(k log k)(r(t), t) +
∫ r(t)
l(t)
∂t(k log k) dx
= −(k2 log k)(l(t), t) − (k2 log k)(r(t), t) +
∫ r(t)
l(t)
kxx(log k + 1) dx
= −(k2 log k)(l(t), t) − (k2 log k)(r(t)) + [kx(log k + 1)]r(t)l(t) −
∫ r(t)
l(t)
k2x
k
dx, (3.25)
where the third inequality is obtained by using integration by parts. The relation 3.20
between k and its derivative makes some of the terms cancel each other and we end up
with
∂t
(∫ r(t)
l(t)
k log k dx
)
= k2(l(t), t) + k2(r(t), t)−
∫ r(t)
l(t)
k2x
k
dx. (3.26)
In order to show that the r.h.s. is uniformly finite, we first show that it is not possible
to have, on the graph of f , k large on an arc whose total curvature is close to pi/4 near
one of the boundaries. If it were not the case, the concavity of f would imply that the
area below the graph of f is small. We need to introduce some definitions. Set
a(K, t) := inf{x > l(t) | k(x, t) 6 K2},
b(K, t) := sup{x 6 r(t) | k(x, t) 6 K2}. (3.27)
Lemma 3.9. We have for all t,
f(a(K, t), t) 6 K−2.
In addition, if
∫ a(K,t)
l(t) k dx > 1− δ and f is concave,∫ r(t)
l(t)
f dx 6
(
K−2 + δ(r0 − l0)
)
(r0 − l0). (3.28)
If
∫ r(t)
b(K,t) k dx 6 1− δ then f(B(K, t), t) 6 K−2 and the inequality (3.28) also holds.
As a consequence, we get that if K and δ are sufficiently large resp. small so that(
K−2 + δ(r0 − l0)
)
(r0 − l0) 6 2ε,
then for all t < t1 6 T
∗ − ε,∫ a(K,t)
l(t)
k dx < 1− δ and
∫ r(t)
b(K,t)
k dx < 1− δ, (3.29)
because if not, the conclusion of Lemma 3.9 would contradict (3.3).
We are going to use this information to bound the r.h.s. of (3.26) from above, by
using the following functional inequality sometimes referred to as Agmon’s inequality. We
include its proof at the end of the section for the sake of completeness.
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Lemma 3.10. Let γ be a function in L2(R+) whose derivative is in L2(R+). Then
‖γ‖4∞ 6 4
(∫
R+
γ2 dx
)(∫
R+
γ2x dx
)
. (3.30)
We apply the inequality to γ defined as
γ(x) =
{√
k(x+ l(t), t)−K if x 6 a(K, t) − l(t),
0 if x > a(K, t) − l(t). (3.31)
With this definition, (3.29) reads∫
R+
γ2 dx 6
∫ a(K,t)
l(t)
k dx 6 1− δ.
Then we obtain that∫ a(K,t)
l(t)
k2x
k
dx = 4
∫ a(K,t)
l(t)
γ2x dx >
‖γ‖4∞∫
R+
γ2 dx
>
(
k(l(t))1/2 −K)4
1− δ . (3.32)
If k(l(t)) > 16K2/δ2 this is larger than k2(l(t)), and in any case it is non-negative. Hence
k2(l(t))−
∫ a(K,t)
l(t)
k2x
k
dx 6 256K4/δ4. (3.33)
Symmetrically
k2(r(t))−
∫ r(t)
b(K,t)
k2x
k
dx 6 256K4/δ4, (3.34)
and hence, combining these inequalities with (3.26), we have
∂t
(∫ r(t)
l(t)
k log k
)
6 512K4/δ4. (3.35)
This implies that
∫ r(t)
l(t) k log k remains bounded, and gives a contradiction to Lemma 3.7.
To finish the proof of Proposition 3.2, we show now that, when f0 is concave,
lim
t→T ∗
r(t)− l(t) = 0.
Because of (3.3) and the fact that f is a Lipshitz function, we have
max
x∈[l,r]
f(x, t) 6
√
2(T ∗ − t). (3.36)
Since minx∈[l,r] k(·, t) is an increasing function of time, for t > T ∗/2, k is uniformly
bounded away from zero, say k > η > 0. This combined with with (3.36) implies that
(r − l)(t) 6 2
(
8(T ∗ − t)
η
)1/4
. (3.37)

We end this section with the proof of Lemma 3.9 and Lemma 3.10
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Proof of Lemma 3.9. As f is a Lipshitz function
∫ a(K,t)
l(t) k dx = 1 − fx(a(K, t), t) 6 2.
Hence, using again Lipshitzianity and the definition of a(K, t),
f(a(K, t), t) 6 a(K, t) − l(t) 6 K−2
∫ a(K,t)
l(t)
k dx 6 2K−2. (3.38)
If f is concave and
∫ a(K,t)
l(t) k dx > 1− δ, then
∀x > a(K, t), fx(x, t) 6 fx(a(K, t), t) = δ,
and hence for all x > (a(K, t))
f(x, t) 6 fx(a(K, t), t) + δ(x− a(K, t)) 6 2K−2 + δ(r0 − l0). (3.39)
As the bound also holds for x 6 a(K, t), we can integrate the inequality over [r(t), l(t)] to
conclude.

Proof of Lemma 3.10. It is sufficient to prove the result when the maximum of γ is attained
at 0 (if it is attained at a positive value x0, we can then consider γ(· − x0) restricted to
R+ which has the effect of making the r.h.s. of (3.30) smaller). As the inequality is
invariant by the scalings γ → λγ and γ → γ(λ ·) with λ ∈ (0,∞), we can also assume that∫
γ2 =
∫
γ2x = 1. Then we have
0 6
∫
(γ − γx)2 dx =
∫
γ2 dx+
∫
γ2x dx− γ(0)2, (3.40)
and hence γ(0)4 6 4.

3.5. The concavification of positive initial condition: proof of Proposition 3.3.
Let us now move to the non-convex case. We consider the inflection points on the graph of
f , that is, the points around which k changes sign. When t > 0 there are only finitely many
of them, and furthermore, their number is decreasing in time and they move continuously.
We want to show that the last inflection point disappears before t1.
We suppose that this is not the case, and then we show that
∫ r(t)
l(t) k log k1k > 0 remains
bounded when t approaches t1. The first thing we do is to place ourselves in a neighborhood
of t1 where the number of inflection points is constant (it has to be even because they are
the extremities of arcs where k is negative). Let i1, . . . , i2p denote the abscissa of these
inflection points. Then∫ r(t)
l(t)
k log k1k > 0 dx =
∫ r(t)
i1(t)
k log k dx+
p−1∑
j=1
∫ i2j+1(t)
i2j(t)
k log k dx+
∫ r(t)
i2p
k log k dx. (3.41)
First notice that using integration by part, we have
∂t
(∫ i2j(t)
i2j+1(t)
k log k dx
)
= −
∫ i2j(t)
i2j+1(t)
k2x
k
dx 6 0. (3.42)
Hence to prove that
∫ r(t)
l(t) k log k1k > 0 dx remains bounded we just have to check that the
extremal terms in equation (3.42) do not explode. By symmetry we can concentrate on
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∫ i1(t)
l(t) k log k dx. Similarly to (3.25), we have
∂t
(∫ i1(t)
l(t)
k log k dx
)
= k2(l(t), t)−
∫ i1(t)
l(t)
k2x
k
dx. (3.43)
Note that
∫ i1(t)
l(t) k(l(t), t) dx = 1 − fx(i1(t)) is decreasing, because fx(i1(t)) is a local
minimum (thus increases). Suppose that
lim
t→t1
∫ i1(t)
l(t)
k dx < 1.
Then for t close to t1 can use Lemma 3.10 with
γ(x) =
{√
k(x+ l(t), t) if x 6 i1(t)− l(t),
0 if x > i1(t)− l(t).
(3.44)
and obtain that ∫ i1(t)
l(t)
k2x
k
dx < k2(l(t), t). (3.45)
and hence that
∫ i1(t)
l(t)
k log k is decreasing in a neighborhood of t1.
Hence
∫ i1(t)
l(t) k log k can only explode if
lim
t→t1
∫ i1(t)
l(t)
k dx > 1. (3.46)
In (3.46) holds, let us consider i0(t) < i1(t) such that∫ i0(t)
l(t)
k(l(t), t) = 1.
The point i0(t) is the point at which the leftest local maximum of f is attained. Let us
first show that if
∫ i1(t)
l(t) k log k dx is unbounded, then in a neighborhood of t1 f must reach
its maximum at i0(t) and f(i0, t) is small.
Let us define a(K, t) like in (3.27). Then if
∫ a(K,t)
l(t) k dx 6 1 − δ then the computation
of the previous section (3.31) to (3.33) are still valid and thus
∂t
(∫ i1(t)
l(t)
k log k
)
6
256K4
δ4
. (3.47)
This implies that if
∫ i1(t)
l(t) k log k dx is unbounded then for every K and δ, there is some
t 6 t1 such that ∫ a(K,t)
l(t)
k(x, t) dx > 1− δ. (3.48)
If (3.48) holds, then Lemma 3.9 and the concavity of f restricted to [0, i1(t)] imply that
f(i0(t), t) 6 δ(i0(t)− a(K, t)) + f(a(K, t), t) 6 K−2 + δ(r0 − l0). (3.49)
If f(i0(t), t) is not the overall maximum of f then it means that f admits a local minimum
which is smaller thanK−2+δ(r0−l0). As local minima of f are increasing, they must all be
higher than local minima of f0 at all time, and thus cannot be smaller thanK
−2+δ(r0−l0),
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if K is large enough and δ small enough. Let us write the conclusion of this reasoning as
a lemma.
Lemma 3.11. If
lim sup
t→t1
∫ i1(t)
l(t)
k log k dx =∞,
then in a neighborhood of t1, f(·, t) has its maximum at i0 ∈ (l(t), i1(t)), and f has no
other local extremum. Furthermore
lim
t→t1
f(i0(t), t) = 0. (3.50)
Our last task is to show that this is impossible, and thus that f should become convex
before t1.
As for t sufficiently large i0(t) is the only local maximum of f
lim
t→t1
∫ r(t)
i2p(t)
k dx = lim
t→t1
(1 + fx(i2p(t), t)) < 1. (3.51)
Indeed for sufficiently large t, fx(i2p(t), t) 6 0 because there is no local maximum of f in
[i2p(t), r(t)] ; and fx(i2p(t), t) is a local maximum of fx and thus decreases strictly in time.
Note also that ∫ r(t)
i2p(t)
k dx >
∫ r(t)
i2p−1(t)
k dx = 1 + fx(i2p−1(t), t). (3.52)
The r.h.s. in the above equation is positive and strictly increasing in t, because fx(i2p−1(t), t)
is a local maximum of fx
lim
t→t1
∫ r(t)
i2p(t)
k dx = α ∈ (0, 1). (3.53)
For x ∈ (i2p(t), r(t)), fx ∈ [−1,−1 + α], and thus
f(i2p(t), t) > (1− α)(r(t) − i2p(t)).
As f(i2p(t), t) 6 f(i0(t), t), equation (3.50) implies that
lim
t→t1
r(t)− i2p(t) = 0.
Thus the mean value of k on the interval [i2p(t), r(t)] explodes:
lim
t→t1
k¯(t) := lim
t→t1
∫ r(t)
i2p(t)
k dx
(r(t)− i2p(t)) =∞. (3.54)
By Jensen’s inequality, we have∫ r(t)
i2p(t)
k log k dx > (r(t)− i2p(t))(k¯ log k¯)(t) > α log k¯(t), (3.55)
and thus
lim
t→t1
∫ r(t)
i2p(t)
k log k dx =∞.
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However, with the same argument used to obtain Equation (3.45), the inequality (3.51)
implies that ∫ r(t)
i2p(t)
k log k dx is uniformly bounded,
yielding a contradiction. 
4. Preliminaries
4.1. Stochastic domination and monotonicity in λ/boundary condition. Our dy-
namics has quite enjoyable monotonicity properties that can be proved by standard cou-
pling argument using the so-called graphical construction. First introduce a natural order
on ΩL0 . Given for two elements ξ and ξ
′ we say that ξ > ξ′ if ξx > ξ
′
x for every x ∈ [−L,L].
We say that a dynamic η dominates stochastically η′ if one can couple the two dynamic
on the same probability space and have with probability one
η(·, t) > η′(·, t), ∀t > 0
We give some examples of monotonicity that we may use in what follows:
• The dynamic with a wall and λ = 1 dominates the one without wall.
• If λ < λ′ the dynamic with parameter λ dominates the one with parameter λ′.
For the construction of the coupling, we refer to [3, Section 2.1.1] where these things
are very well explained.
4.2. A general upper-bound. Using monotonicity, we prove here that the solution of
(2.3) is a general upper-bound for the scaling limit. This provides half of Theorem 2.3,
and will be of use for the proof of Theorem 2.6. Here and in what follows we say that an
event AL (or more properly, a sequence of event) occurs with high probability (we may
also write w.h.p.) if the probability of AL tends to one when L tends to infinity.
Proposition 4.1. For all choices of λ ∈ [0,∞], the dynamic starting with initial condition
satisfying
ηL0 (x) = Lf0(x/L)(1 + o(1)) uniformly in x when L→∞ , (4.1)
is such that for any given ε > 0 and T > 0, w.h.p
1
L
ηL(Lx,L2t) 6 f˜(x, t) + ε,∀x ∈ [−1, 1], t ∈ [0, T ]. (4.2)
Proof. We construct an alternative dynamics η̂ that constitutes an upper bound for η.
The dynamics η̂ has the same transition rates as η except that transition η → η(x) for x at
a distance smaller than L3/4 from the boundary are rejected. We also modify the initial
condition slightly so that
• η̂L0 (x) = x+ L, for x ∈ [−L,−L+ 2L3/4], η̂L0 (x) = L− x, for x ∈ [L− 2L3/4, L],
• η̂L0 > ηL0 and η̂L0 (x) > 2L3/4, ∀x ∈ [−L+ 2L3/4, L− 2L3/4],
• η̂L0 satisfies (4.1).
From its initial condition and constraint it follows that η̂ is an upper bound for η.
Moreover, up to the first time of contact with the wall, in [−L+L3/4, L−L3/4], η̂ coincides
with a corner-flip dynamics, and as seem in Lemma A.1 in the appendix, with large
probability η̂ does not touch the wall before time L2T . Thus we can apply Theorem 2.1
to the corner-flip dynamics on the segment [−L+ L3/4, L− L3/4] to get the result.
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
5. Proof of Theorem 2.3
5.1. The case λ ∈ [0, 1]. The Proposition 4.1 already provides the upper-bound part of
the convergence, so what remains to do is to prove that for every ε with high probability
∀x ∈ [−1, 1],∀t ∈ [0, T ], 1
L
ηL(Lx,L2t) > f˜(x, t)− ε.
From Theorem 2.1 the above inequality is satisfied, when η is replaced by the dynamics
without wall η˜. Moreover from Section 4.1, one can couple the two dynamics such that
η˜(t) 6 η(t) for all t, and hence the result follows.
5.2. The case λ ∈ (1, 2). When λ > 1, there is no simple stochastic comparison available
and one must work harder to obtain the result. The idea we use (which is also present
in [3, Section 5], but used to prove bounds on the mixing time), is that when λ 6 2 the
function Φ defined on the set of paths Ω as
Φ(η) :=
L∑
x=−L
g(x)η(x), (5.1)
where
g(x) := cos
(xpi
2L
)
,
is close to be an eigenfunction of the generator of our Markov chain.
In the remainder of the paper, for notional convenience we write η(t) for η(·, t).
Proposition 5.1. When L is large enough, for any η0 ∈ ΩL for all t 6 L2+ε
|E[Φ(η(t))] − exp (−tpi2/(2L)2)Φ(η0)| 6 L7/4. (5.2)
Furthermore, if η0 satisfies (2.13) for a given f0, then
lim
L→∞
max
t∈[0,T ]
∣∣∣∣ 1L2Φ(η(L2t))− exp (−tpi2/4)
∫ 1
−1
f0(x) cos(pix/2) dx
∣∣∣∣ = 0. (5.3)
A way to reformulate (5.3) is that the Fourier coefficient of the rescaled interface con-
verges to the one of f˜ . We define η¯ to be the rescaled version (defined on [−1, 1])
η¯(x, t) =
1
L
η(Lx,L2t). (5.4)
Then (5.3) can be read as
lim
L→∞
∫ 1
−1
η¯(x, t) cos(pix/2) dx =
∫ 1
−1
f˜(x, t) cos(pix/2) dx, (5.5)
where convergence holds uniformly in [0, T ], in probability. As Proposition 4.1 already
provides one bound, this estimate turns out to be sufficient to prove convergence of η.
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Proof of Theorem 2.3 for λ ∈ (1, 2) from Proposition 5.1. Using the fact that |y| = 2y+−
y (where y+ = max(y, 0)) we have∫ 1
−1
|η¯(x, t)− f(x, t)| cos(pix/2) dx =
2E
[∫ 1
−1
(η¯(x, t)− f(x, t))+ cos(pix/2) dx
]
+
∫ 1
−1
(f(x, t)− η¯(x, t)) cos(pix/2) dx. (5.6)
Using Proposition 4.1, we know that the first term tends to zero uniformly on [0, T ] in
probability. This is also the case of for the second term thanks to (5.3) or (5.5).
Hence for any ε > 0, w.h.p. for all t 6 T∫ 1
−1
|η¯(x, t)− f(x, t)| cos(pix/2) dx 6 ε. (5.7)
To conclude, we use the fact |η¯(x, t) − f(x, t)| is a 2-Lipshitz function to show that (5.7)
implies uniform convergence.
Note that
∀x ∈ [−1,−1− δ] ∪ [1− δ, 1], |η¯(x, t)− f(x, t)| 6 δ
because both f and η¯ are in [0, δ]. To control |η¯(x, t) − f(x, t)| on [−1 + δ] ∪ [1 − δ] we
notice that (5.7) implies that∫ 1−δ
−1+δ
|η¯(x, t)− f(x, t)|dx 6 ε
sin(piδ/2)
6 ε/δ. (5.8)
As η¯ − f is a 2-Lipshitz function in x, this implies that whenever (5.7) holds,
|η¯(x, t)− f(x, t)| 6
√
ε/δ, ∀x ∈ [−1 + δ, 1 − δ]. (5.9)
Taking choosing ε = δ3 we conclude that w.h.p. for all t ∈ [0, T ]
|η¯(x, t)− f(x, t)| 6 δ.

Proof of Proposition 5.1. Using [3, Lemma 2.3, (2.37)] (be careful that the definition for
the discrete Laplacian differs by a factor 2 and the same apply to our transition rates),
and the linearity of L of we have
∂tE [Φ(η(t))] = E [(LΦ)(η(t))] =
E
[
L∑
x=−L
g(x)(∆η)(x, t)
]
+ 2E
[
L∑
x=−L
g(x)1η(x±1,t)=0
]
− 2(λ− 1)
λ+ 1
E
[
L∑
x=−L
g(x)1η(x±1,t)=1
]
. (5.10)
Doing summation by part and using the fact that ∆g(x) = −κLg(x) where
κL := 2 (1− cos (pi/2L)))
the first term is equal to −κLE[Φ(η(t)]. We can control the value of the two other terms
with the following estimates:
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Lemma 5.2. For any δ > 0, there exists a constant C1(λ, δ) such that for any choice of
initial configuration η0 ∈ Ω0L, one has for every t > 0, and every x
P[η(x± 1, t) = 1] 6 C1min(dL(x), t1/2−δ)−3/2 if x+ L is even,
P[η(x± 1, t) = 0] 6 C1min(dL(x), t1/2−δ)−3/2 if x+ L is odd,
(5.11)
where dL(x) = min(|x + L|, |x − L|) denotes the distance between x and the boundary of
[−L,L].
We postpone the proof to the end of the Section. Note that Lemma 5.2 implies that for
every t 6 L
2
1−2δ
E
[
L∑
x=−L
g(x)1η(x±1,t)=1
]
6 C2Lt
−3/4+3δ/2,
E
[
L∑
x=−L
g(x)1η(x±1,t)=0
]
6 C2Lt
−3/4+3δ/2.
(5.12)
and thus
|∂tE [Φ(η(t))] + κLE[Φ(η(t)]| 6 C3Lt−3/4+3δ/2. (5.13)
Integrating the above inequality, we obtain for all t 6 L
2
1−2δ
E [Φ(η(t))] > exp(−tκL)Φ(η0)− C3
∫ t
0
eκL(s−t)Lt−3/4+3δ/2 ds
> exp(−tκL)Φ(η0)− C3Lt1/4+3δ/2 > exp(−tκL)Φ(η0)− L7/4, (5.14)
if δ is small enough. A lower-bound can be obtained in the same manner accordingly. And
hence (5.2) holds.
Let us now use the convergence of E [Φ(η(t))] to prove (5.3). As we already have the
upper-bound which is just a consequence of Proposition 4.1, we only need to prove that
for any δ w.h.p.
∀t ∈ [0, T ], 1
L2
Φ(η(L2t))− exp (−tpi2/4) ∫ 1
−1
f0(x) cos(pix/2) dx > − δ. (5.15)
Let us fix T and δ > 0 arbitrary ε = δ2/4. Fom Proposition 4.1, we have for L large
enough, for any event A
E
[
Φ(η(L2T ))1A
]
6 (P[A] + ε) exp(−pi2T/4)Φ(η0). (5.16)
Let us define
τ := min{t | Φ(η(L2t)) 6 (1− δ) exp(−pi2t/4)Φ(η0)}. (5.17)
As τ is a stopping time, we can apply the Markov property and (5.2) for the initial
condition ητ to obtain that for every t 6 T .
E
[
Φ(η(L2(τ + t))) | (τ, ητ )
]
6 exp(−pi2t/4)Φ(ητ ) + L7/4
6 (1− δ) exp(−pi2(τ + t)/4)Φ(η0) + L7/4. (5.18)
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This inequality remains also valid if t is a function of τ . Taking t = T − τ we have, on
the event {τ 6 T},
E
[
Φ(η(L2T ))| τ] 6 (1− δ) exp(−pi2T/4)Φ(η0) + L7/4
6 (1− δ/2) exp(−pi2T/4)Φ(η0). (5.19)
Combining it with (5.16) for the event {τ > T} we have
E
[
Φ(η(L2T ))
]
6 (1− δ/2) exp(−pi2T/4)Φ(η0)P[τ 6 T ] + E
[
Φ(η(L2T ))1τ>T
]
6 (1− δ/2P[τ 6 T ] + ε) exp(−pi2T/4)Φ(η0). (5.20)
On the other hand (5.2) implies that
E
[
Φ(η(L2T ))
]
> (1− ε) exp(−pi2T/4)Φ(η0), (5.21)
and hence as ε = δ2/4,
P[τ 6 T ] 6 4ε/δ 6 δ. (5.22)
Hence with probability larger than 1− δ
Φ(η(L2t)) > exp(−pi2t/4)Φ(η0)(1 − δ) ∀t ∈ [0, T ]. (5.23)
Dividing by L2 leads to (5.15).

Proof of Lemma 5.2. We can assume t > C
4/(3+2δ
1 ), as if not the result for holds triv-
ially. By monotonicity, it is sufficient to prove the result with the smallest possible initial
condition, where η0 = η
min (recall (2.12))
Let us treat the case x+L even only as the second line of (5.11) can be proved in a similar
manner. Consider first x which is at a distance larger than t1/2−δ from the boundary. To
avoid complicated notation we assume that t1/2−δ is an even integer (or else, we replace it
by twice the integer part of its half). By mononicity again, the dynamics (η(·, s))s > 0 can
be coupled with a dynamics (η′(·, s)s > 0 with a wall and pinning force λ on state space
Ωx,t := {η ∈ Z2t1/2−δ+1 | ηx±t1/2−δ = 0 ;
∀y ∈ {x− t1/2−δ , . . . , x+ t1/2−δ − 1}, |ηx+1 − ηx| = 1, ηx > 0} . (5.24)
We can perform the coupling in such a manner that
∀y ∈ {x− t1/2−δ , . . . , x+ t1/2−δ}, ∀s > 0, η(y, t) > η′(y, t)
Hence it is sufficient to prove the result for η′. From [3, Theorem 3.1], we know that the
mixing time Tmix(1/2e) of such a dynamics is smaller than t
1−δ. Hence at time s = t, the
total variation distance between the distribution of η′(·, t) and the equilibrium distribution
pi′ := pi′x,t satisfies
‖P[η′(·, t) ∈ ·]− pi′‖TV 6 exp(⌊t/Tmix(1/2e)⌋) 6 exp(−tδ/2). (5.25)
At equilibrium, the probability that the midpoint of a polymer of length 2t1/2−δ is pinned
satisfies
pi′(η′(x± 1) = 1) = 1 + λ
λ
pi′(η¯(x) = 0) =
1 + λ
λ
(Zλ
t1/2−δ
)2
(Zλ
2t1/2−δ
)2
6 Cλt
−3/2+3δ . (5.26)
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In the last inequality, we used the asymptotic equivalence
Zλ2l ≈ cλl−3/2
which holds for an explicit constant cλ, see [10, Theorem 2.2 (2)]. Hence from (5.25) one
has
P[η′(x, t) = 0] 6 Cλt
−3/2+3δ + exp(−tδ) 6 C1t−3/2+3δ . (5.27)
if C1 is chosen in an appropriate manner.
When x is at a distance smaller than t1/2−δ from the boundary (say from −L), we use
the same idea and compare the dynamics to one on the restricted path space
Ωx := {η ∈ Z2(L+x)+1 | η−L = 0, η2x+L = 0 ;
∀y ∈ {−L, . . . , 2x+ L}, |ηx+1 − ηx| = 1, ηx > 0} . (5.28)
From [3, Theorem 3.1], this restricted η′ on an interval of length 2(L + x), for which the
mixing time is smaller than t1−δ and thus similarly
P[η′(x, t) = 0] 6 pi′(η′(x± 1) = 1) + exp(−tδ) 6 2C(L+ x)−3/2. (5.29)
where pi′ denote the equilibrium measure for the restricted dynamics. 
6. Proof of Theorem 2.6
Let us describe a bit the strategy behind the proof of Theorem 2.6. The first step of
the proof, Lemma 6.1, is to show that the area below η decays at least with a constant
rate equal to −2 on the rescaled picture. This is performed by computing the expected
drift of the area, and using a martingale technique to bound the possible fluctuation.
Using this bound on the area, we show that the problem can be reduced to proving that
the solution of (1.1) is asymptotically a lower bound for the evolution of the polymer (see
Proposition 6.2 and below). The most difficult part then, when proving Proposition 6.2 is
to control the motion of the boundary of the unpinned zone for η(t).
6.1. An upper-bound for the decay of the area below the graph of η¯. Consider
a(η¯(t)) =
∫ 1
−1
η¯(x, t) dx
the area below the rescaled polymer (recall (5.4)) (recalle the notation η(t) = η(·, t)).
Similarly let a(f(t)) =
∫ 1
−1 f(x, t) dx denote the area below the graph of f(·, t). We have
seen (recall (3.3)) that
a(f(t)) = a(f(0)) − 2t when t 6 T ∗. (6.1)
We want to prove a similar statement for a(η¯(t)).
To state our result, it is easier to consider the area below the non-rescaled curve:
A(η(t)) :=
∫ L
−L
max(η(x, t), 1) dx. (6.2)
Note that A is not exactly the area because of the max present in the integral, but this
detail is of no importance once rescaling is performed. The quantity max(η(x, t), 1) is
present instead of η(x, t) in order to have a nice expression for the expected drift of A (see
below).
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It can be checked by the reader (see also Section 5.4 in [3]) that the expected drift of
A(η(t)) is equal to (recall (2.9)
(LA)(η) = 2|{x ∈ {−L . . . L} | ηx = ηx±1 − 1 and ηx±1 6= 0}|
− 2|{x ∈ {−L . . . L} | ηx = ηx±1 + 1 and ηx 6= 1}|. (6.3)
This is because the transition η → η(x) increases/decreases A by ±2, except if it adds one
contact with the wall, in which case A is decreased by −1 (but this happens with a rate
twice as big).
The right-hand side of (6.3) is equal to minus 2 times the number of excursions of length
4 or more away from the wall, and thus
(LA)(η) > − 2,∀η ∈ ΩL \ {ηmin}. (6.4)
Lemma 6.1. One has w.h.p.,
A(η(t)) 6 A(η(0)) +
∫ t
0
LA(η(s)) ds+ L7/4, ∀t ∈ [0, L2], (6.5)
so that in particular for all t ∈ [0, L2]
A(η(t)) 6 max(A(η(t)) − 2t+ L7/4, 2L). (6.6)
As a consequence, w.h.p.
T 6 A(η(0))/2 + L7/4, (6.7)
and w.h.p. uniformly for all time,
a(η¯(t)) 6 (a(f0)− 2t)+ + 2L−1/4. (6.8)
Proof. It is a standard property of Markov chains that
Mt := A(η(t)) −A(η(0)) −
∫ t
0
(LA(η(s))) ds
is a martingale, for the filtration associated with the process (η(t), t > 0). To prove (6.5)
we have to show that Mt cannot be too large. We use Doob’s maximal inequality
P[ max
t∈[0,L2]
Mt > L
7/4] 6 L−7/2E[M2L2 ]. (6.9)
As M0 = 0 the expected value of M
2
L2 is the one of the martingale bracket 〈M2〉L2 , for
which we have an explicit expression
〈M2〉t =
∫ t
0
F (η(s)) ds (6.10)
where
F (η(s)) := 4|{x ∈ {−L . . . L} | ηx+1 = ηx−1 /∈ {0, 1}}|
+ 2|{x ∈ {−L . . . L} | ηx = 2, ηx±1 = 1}| 6 8L. (6.11)
Hence from (6.9)
P[ max
t∈[0,L2]
Mt > L
7/4] 6 8L−1/2. (6.12)
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For the second statement, we note that either the chain has already reached ηmin at
time t and thus A(t) = 2L or it has not and from (6.4)∫ t
0
LA(η(s)) ds > − 2t,
so that (6.6) is a consequence (6.5).
Finally, to obtain (6.7) we notice that if T > A(η(0))/2 + L7/4, then∫ A(η(0))+L7/4
0
LA(η(s)) ds 6 − 2A(η(0)) − 2L7/4. (6.13)
Thus this cannot occur with non-vanishing probability, as it would bring a contradiction
to (6.5). Equation (6.8) is obtained by rescaling time and space in (6.6) (we a have to
replace A by the area below the curve, but the difference between the two is at most
L). 
6.2. Reducing the problem to the proof of an asymptotic lower-bound for η(t).
A consequence of equation (6.8) is that in order to prove Theorem 2.6, we only need a
lower-bound result. Indeed the upper-bound on the area plus the constraint that η¯(·, t) is
a Lipshitz function are sufficient to deduce the upper-bound from the lower-bound. For
this reason, in the remainder of the paper we focus on proving
Proposition 6.2. Let ηL,∞ be the dynamic with wall and λ = ∞, and starting from a
sequence of initial condition ηL0 satisfying
ηL0 (x) = Lf0(x/L)(1 + o(1)) uniformly in x when L→∞ . (6.14)
Then for every choice of ε > 0, the rescaled dynamics η¯ satisfies w.h.p.
η¯L,∞(x.t) > f(x, t)− ε, ∀x ∈ [−1, 1],∀t > 0. (6.15)
Proof of Theorem 2.6 from Proposition 6.2. It is sufficient to prove that for any δ > 0,
w.h.p
∀x ∈ [−1, 1],∀t > 0 η¯(x.t) 6 f(x, t)− δ. (6.16)
Combining Equations (6.8) and (3.3) we have w.h.p
∀x ∈ [−1, 1],∀t > 0, a(η¯(t)) 6 a(f(·, t)) + δ2/32. (6.17)
Moreover, from Proposition 6.2 we have w.h.p. for all x and t
η¯(x, t) > f(x, t)− δ2/64. (6.18)
Hence w.h.p. for all t > 0
x 7→ η¯(x, t)− f(x, t) + δ2/32
is a 2-Lifshitz positive function whose integral is smaller than δ2/16. This implies that
η¯(x, t)− f(x, t)− δ2/32 6 δ/2. (6.19)
Concerning (2.18), the upper-bound on T is proved in Lemma 6.1, and the lower-bound
is a consequence of (2.17).

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6.3. Overall strategy for the proof of Proposition 6.2. The main difficuly when
trying to prove Proposition 6.2 is to control the motion of the boundary between the
pinned and the unpinned zone. Indeed, for part of η that are far from the wall, Theorem
2.1 can be used to control the drift of the rescaled polymer. The first and most novel idea
in the proof is to add a a small perturbation of amplitude δ to the function f and to the
initial condition ηL0 (see the caption of Figure 2). The reason for adding this perturbation
is that when adding flat parts of slope +1/− 1 on the sides of η, the motion of the phase
boundary i.e. the boundary between the pinned and unpinned phases, is slowed down.
Of course a consequence of this modification is that the initial condition does not satisfy
(6.14), and we have to find an equivalent formulation Proposition 6.2 that deals with this
problem: this is Proposition 6.3.
We show that it is enough to control where the dynamics goes during a time period ε
and iterate the process. This is the role of Lemmata 6.4 and 6.5.
6.4. Modification of the initial function. Given f0 with l0 > −1, r0 < −1, set (recall
(6.1))
δ¯ = a(f0)δ/2 and δ¯(t) := δa(f(t))/2 = δ(a(f0)/2 − t). (6.20)
We define f δ : [−1, 1] × (0,∞) → R+ (for δ small enough) by
f δ(x, t) :=

f(x, t) + δ¯(t), for x ∈ (l(t), r(t)),
x− (l(t)− δ¯(t)), for x ∈ (l(t)− δ¯(t), l(t)),
−(x− (r(t) + δ¯(t))), for x ∈ (r(t), r(t) + δ¯(t)),
0 elsewhere.
(6.21)
See Figure 2 for a graphical vision of f δ. We also set
f δ0 := f
δ(·, 0).
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Figure 2. The construction of the graph of fδ(t) from the graph of f(t) is done by
adding some kind of pedestal of height δ¯(t) to support the original graph.
From the fact that f is the solution of (1.1), we can deduce that f δ satisfies
∂tf
δ = f δxx − δ for x ∈ (r(t), l(t)),
∂tf
δ(x, t) = fxx(l(t), t) − δ for x ∈ (l(t)− δ¯(t), l(t)),
∂tf
δ(x, t) = fxx(r(t), t)− δ for x ∈ (r(t), r(t) + δ¯(t)).
(6.22)
Instead of proving Proposition 6.2, we prove a similar statement where f is replaced by
f δ. Somewhere in the proof we will need some continuity assumption on the solution that
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are uniform for all time. For this reason we will require our initial condition to be in the
set
E := {(f0, r0, l0) | f0 is positive, Lipshitz,C∞ on (l0, r0),
and such that l(t) and r(t) are C∞ on [0, T ∗)}. (6.23)
With this assumptions we are certain that there exists C(f0, c) that is such that uni-
formly on t ∈ [0, T ∗ − c/4] and x ∈ l(t), r(t)
|fxx(x, t)| 6 C, |(∂x)3f(x, t)| 6 C,
|∂tf(x, t)| = |(∂x)4f(x, t)|&leC,
max(|r′(t)|, |r′′(t)|, |l′(t)|, |l′′(t)|) 6 C,
(6.24)
The set E is dense for the uniform norm in the set of Lipshitz function that are positive
on an interval. This is because from Theorem 2.5, the solution of (1.1) f(·, t) belongs to
E for all positive times.
Proposition 6.3. Given a f0 regular enough, and δ > 0 starting from a (sequence of)
initial condition ηL0 satisfying
∀x ∈ [−1, 1], η¯L0 (x) > f δ0 (x), (6.25)
we have, for every ε > 0, w.h.p
∀x ∈ [−1, 1], ∀t > 0, η¯(x, t) > f δ(x, t) − ε. (6.26)
The reason why Proposition 6.3 is easier to prove than Proposition 6.2 is that as can
be seen from (6.22), f δ has a stronger “push-down” than f . Also even if f δxx ≡ 0 in
a neighborhood l(t) − δ¯(t) and r(t) + δ¯(t), there is a contration of the boundary of the
unpinned region (meaning that the lateral push is also stronger).
However, it is not too difficult to prove that the two statements are in fact equivalent.
Proof of Proposition 6.2 from Proposition 6.3. Given f0, and ε, we consider δ > 0 small
enough (depending on f0 and ε) and we define f̂0 to be a 1-Lipshitz function which is
positive and smooth on (l̂0, r̂0) ⊂ (l0, r0). and that satisfies
f̂2δ0 6 f0, and
∫ 1
−1
(f0 − f̂0)(x) dx 6 ε2/4. (6.27)
Let f̂ denote the solution of (1.1) with initial condition f̂0 and f̂
δ resp. f̂ δ0 , is defined as
in (6.21), replacing f by f̂ . We remark that if ηL0 satisfies (6.14) then for L large enough
∀x ∈ [−1, 1], η¯L0 > f̂ δ0 .
Indeed it has to be checked only on the interval where f̂ δ0 is positive, and on this interval
f0 − f̂ δ0 is uniformly bounded away from zero (from (6.27)).
Applying Proposition 6.3 to f̂0 we obtain that w.h.p.
∀t > 0, ∀x ∈ [−1, 1], η¯(x, t) > f̂ δ(x, t)− ε > f̂(x, t)− ε. (6.28)
SCALING LIMIT OF POLYMER PINNING 33
Applying Equation (3.3) to f and f̂ and combining it with the assumption (6.27), we
obtain that for all t > 0 ∫ 1
−1
(f(x, t)− f̂(x, t)) dx 6 ε2/4. (6.29)
As (f − f̂)(·, t) is 2−Lipshitz and positive, this implies
∀t > 0, ∀x ∈ [−1, 1], f 6 f̂ + ε.
Hence (6.28) implies that
η¯(x, t) > f(x, t)− 2ε. (6.30)

6.5. Reduction to a statement for infinitesimal time. To prove Proposition (6.3), we
slice time into short period of length ε during which it is easier to control the dynamics.
The proof can be decomposed in two steps: in Lemma 6.4 we check that when t is a
multiple of ε, the polymer stays above f δ(·, t). Then Lemma 6.5 is used to fill the gap; it
shows that during a period of time ε the polymer cannot go down too much.
Lemma 6.4. Given f0 and δ > 0, and c > 0, there exists ε0 = ε0(f0, δ, c) > 0 such that
for all ε 6 ε0, k satifying kε 6 (a(f0)− c)/2, if w.h.p.
,∀x ∈ [−1, 1], η(x, kε) > f δ(x, kε), (6.31)
then w.h.p.
,∀x ∈ [−1, 1], η¯(x, (k + 1)ε) > f δ(x, (k + 1)ε). (6.32)
Lemma 6.5. Given f0, δ > 0, c > 0, and η > 0 there exists ε1 = ε1(f0, δ, c, α) > 0 such
that: for all ε 6 ε1 and k satifying kε 6 (a(f0)− c)/2, if w.h.p.(6.31) holds then
∀t ∈ (εk, ε(k + 1)), η¯(x, t) > f δ(x, kε) − α. (6.33)
Proof of Proposition 6.3 from Lemmata 6.4 and 6.5. Given f0, δ, c, η, let us choose ε =
min(ε0, ε1). If η
L
0 satisfies (6.25) then reasoning by induction and using Lemma 6.4 one
obtains setting kmax = ⌈(a(f0)− c)/2ε⌉ that w.h.p.
∀k ∈ [0, kmax], η¯(x, kε) > f δ(x, kε). (6.34)
Then we can use Lemma 6.5 to get a lower bound on η¯(x, t) for intermediate times and
we obtain that w.h.p.
∀t ∈ [0, (a(f0)− c)/2], η¯(x, t) > f δ(x, t)− α. (6.35)
Finally, for t > (a(f0)− c)/2, Equation (3.3) ensures that∫ 1
−1
f(x, t) dx 6 c. (6.36)
As f is Lipshitz and vanishes on the boundary of [−1, 1] this implies that f(x, t) 6 √c
uniformly and thus that
f δ(x, t) 6
√
c+ δc/2.
This is enough to conclude, because c can be chosen arbitrarily small.

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6.6. Proof of Lemmata 6.4 and 6.5. The final step in the proof of Theorem 2.6 is the
proof of Lemma 6.4 and Lemma 6.5. For commodity reason, we chose to shift time from
εk to zero. What we need to show is that if one start with an initial condition ηL0 that
satisfies
∀x ∈ [−1, 1], η¯L0 (x) > f δ(x, kε), (6.37)
then w.h.p.
∀x ∈ [−1, 1], η¯(x, ε) > f δ(x, (k + 1)ε), (6.38)
and
∀t ∈ (0, ε)η¯(x, t) > f δ(x, kε)− α. (6.39)
Note that the assumption that we suppose is not exactly the same as in the Lemmata 6.4
and 6.5 as (6.31) holds only w.h.p. but this is not a problem, as anything happening on a
set of vanishing probability does not change the conclusion.
In the remainder of the proof, we shall consider only the case k = 0, to lighten the
notation. The reader can check then that the bound we use throughout the proof are
in fact valid uniformly for all k. For instance for Proposition 6.6 we can note δ¯(εk) is
bounded from below by δ¯c, and for the rest (6.24) provides uniform bounds.
By monotonicity, it is sufficient to prove (6.38) and (6.39) starting from the smallest
initial condition satisfying (6.37). In in this case we habe
η¯L0 (x) = f
δ
0 + σL(x), (6.40)
where 0 6 σL(x) 6 2/L.
The strategy is then quite simple. Set l¯ = l0 − δ¯ and r¯ = r0 − δ¯ to be the left and
right boundaries of the region where f δ(·, εk) is positive. First, we show that for a small
time ε, the boundary of the unpinned region do not move more further than ε2 from their
original location, i.e. that w.h.p. η does not add contact points with the wall in the interval
L[l¯ + ε2, r¯ − ε2].
Proposition 6.6. For ε small enough (depending only on δ) the dynamic started from an
initial condition satisfying (6.40). we have w.h.p.
η¯(x, t) > 0, ∀x ∈ [l¯ + ε2, r¯ − ε2],∀t ∈ [0, ε]. (6.41)
The second step, at the end of the section, is then to say that if no contact is added,
then the dynamics restricted to the interval L[l¯ + ε2, r¯ − ε2] stochastically dominates a
corner-flip dynamics like the one of Section 2.1 for which the scaling limit is given by the
solution of the heat equation with an initial condition that is close to f0. What remains to
do at last is to compare the solution of the heat-equation after time ε to f(·, ε) to establish
(6.38) and to f0 − α to establish (6.39).
Proof of Proposition 6.6. The trick is to show that if one touches the wall to soon, the
area below the curve a(η¯) shrinks too fast. Set T ′ to be the first time at which η touches
the wall in the interval L[l¯ + ε2, r¯ − ε2] and τ ′ = T ′/L2. We decompose the proof in two
lemmata which proofs are postponed.
The first step of our reasoning is to prove that Lemma 6.1 is almost sharp up to time
T ′. Let A˜(η) be defined as
A˜(η(t)) :=
∫ xr
xl
max(η(x, t), 1) dx. (6.42)
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where
xl := ⌈L(l¯ + ε2)⌉ and xr := ⌊L(r¯ − ε2)⌋.
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Figure 3. A trajectory η, with the volume Ad(η) darkened. The drift of the volume
when there are no contact with the wall is either equal to 2, 1, 0, −1 or −2.
As in Lemma 6.1, one can compute explicitly LA˜ and use the expression we obtain to
prove,
Lemma 6.7. One has w.h.p.
A˜(η(T ′)) > A˜(η0)− 2T ′ − L7/4, (6.43)
and as a consequence, w.h.p.
a(η¯(τ ′)) > a(f δ0 )− 2τ ′ − ε4 − L−1/4. (6.44)
The second step is to show that if τ ′ is to small, then we have a lower bound on
a(η¯(τ ′)) which brings a contradiction to Lemma 6.7. This bound is obtained by combining
Proposition 4.1 with a simple geometric argument.
Set Xτ ′ to be the point where the first contact with the wall in [xl, xr] is occurs. It is
the only x that satisfies
LXτ ′ ∈ [xl, xr] and η¯(Xτ ′ , τ ′) = 0. (6.45)
Set also f˜ δ to be the solution heat equation with Dirichlet boundary condition on [l¯, r¯],
and initial condition f δ0 .
Lemma 6.8. For the dynamics η starting from an initial condition that satisfies (6.40).
For every positive α, w.h.p. we have
∀x ∈ [l¯, r¯], η¯(x, τ ′) 6 min(f˜ δ(x, τ ′), |x−Xτ ′ |) + α. (6.46)
In addition if τ ′ 6 ε, and ε is small enough (depending on δ and c) one has∫ 1
−1
min(f˜ δ(x, τ ′), |x−Xτ ′ |)) dx 6 a(f δ0 )− 2τ ′ − ε2δ¯/16 (6.47)
Suppose now that with a non vanishing probability τ ′ 6 ε. Then Lemma 6.8 implies
(using (6.46) with α = ε2δ¯/64 that with a non vanishing probability,
a(η¯(τ ′)) 6 a(f δ(εk)) − 2τ ′ − ε2δ¯/32. (6.48)
If ε is chosen such that ε2 6 δc/64 then this brings a contradiction to (6.44) for L suffi-
ciently large. 
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Proof of Lemma 6.7. Evaluating the effect of each transition on A˜, and noticing in par-
ticular that corner flips involving either xl or xr modifies A˜ only by ±1, one obtains
LA˜(η) := 2(|{x ∈ (−xl, xr) | ηx > 1, ηx±1 = ηx + 1}|
− |{x ∈ (−xl, xr) | ηx > 2, ηx±1 = ηx − 1}|
)
− 1{ηxl > 2, ηxl=ηxl±1−1} + 1{ηxl > 1, ηxl=ηxl±1+1}
− 1{η−xr > 2, ηxr=ηxr±1−1} + 1{ηxr > 1, ηxr=ηxr±1+1}. (6.49)
It is then easy to check that t < T ′
LA˜(η(t)) ∈ {2, 1, 0,−1,−2}. (6.50)
It is just a consequence of the fact that the difference between the number of local maxi-
mum and local minimum in [xl, xr] is at most 1.
Next, as in Lemma 6.1, we use Doobs maximal inequality for the martingale
M˜t := A˜(η(t))− A˜(η0)−
∫ t
0
LA˜(η(s)) ds, (6.51)
and obtain that
E[ min
t∈[0,L2]
M˜t 6 − L7/4] 6 L−7/2E
[
M˜2L2
]
. (6.52)
As M˜0 = 0, the expectation of M˜
2
L2 is equal that of the martingale bracket 〈M˜2〉L2 , which
can be shown to be almost surely bounded by 8L3 (recall 6.11). It implies that the r.h.s.
of (6.52) vanishes when L tends to infinity. Next, we notice that
P[M˜T ′ < −L7/4] 6 P[T ′ < L2] + E[ min
t∈[0,L2]
M˜t 6 − L7/4], (6.53)
and we note that by (6.7) (and the fact that T ′ 6 T ), the first term in the right-hand side
also vanishes. Hence, we have w.h.p.
A˜(η(T ′)) > A˜(η0)−
∫ T
0
LA˜(η(s)) ds− L7/4, (6.54)
and (6.50) allows us to obtain (6.43).
For the second-point we first notice that from the various definitions we have
a(η¯(τ ′)) >
1
L2
A˜(η(T ′)), (6.55)
Then, noticing that the area below the curve in [−L, xl] ∪ [xr, L] cannot be larger ε4
(the curve is 1-Lipshitz), we have
A˜(η0) > L
2(a(f δ0 )− ε4), (6.56)
and hence (6.44) holds by a combination of (6.43), (6.55) and (6.56). 
Proof of Lemma 6.8. The fact that η¯(x, τ ′) 6 |x−X ′τ | is just derived from the fact that η¯
is a Lipshitz function which equals zero at X ′τ . The inequality
η¯(x, τ ′) 6 f˜ δ(x, τ ′) + α, ∀x ∈ (−1, 1)
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is derived from Proposition 4.1, but one has to be careful since τ ′ is a random time. One
has
P[ max
x∈[l¯,r¯]
[η¯(x, τ ′)− f˜ δ(x, τ ′)] > α] 6 P[τ ′ > 1] + P
max
x∈[l¯,r¯]
t∈[0,1]
[η¯(x, t)− f˜ δ(x, t)] > α
 . (6.57)
The first term has vanishing probability from (6.7) and the second one from Proposition
4.1.
The second point (6.47) is a bit more technical. The first task is to show is that if τ ′ 6 ε∫ 1
−1
min(f˜ δ(x, τ ′), |x−Xτ ′ |)) dx 6
∫ 1
−1
f˜ δ(x, τ ′)− ε
2δ¯
8
. (6.58)
We consider separately two cases, either Xτ ′ is far from the boundary say min(|Xτ ′ −
l¯|,Xτ ′ − r¯|) > δ¯/4. By symmetry we can suppose that Xτ ′ is closer to the left boundary.
A consequence of (A.6) in Lemma A.2 is that
x−Xτ ′ 6 f˜ δ(x, τ ′)− δ¯/16, ∀x ∈ (Xτ ′ ,Xτ ′ + δ¯/16), (6.59)
which implies that∫ 1
−1
min(f˜ δ(x, τ ′), |x −Xτ ′ |)) dx 6
∫ 1
−1
f˜ δ(x, τ ′)− δ¯
2
256
. (6.60)
We can say that (6.58) holds for all value of Xτ ′ provided that ε
2 6 δ¯/32.
If Xτ ′ is close to one of the boundary say Xτ ′ ∈ [l¯+ ε2, l¯+ δ¯/4], then (A.5) implies that
for all x 6 ∈ [Xτ ,Xτ + δ¯/4]
x−Xτ ′ 6 f˜ δ(x, τ ′)− (x− l¯)(1 − e−
δ¯2
16t ) + (x−Xτ ′).
6 f˜ δ(x, τ ′)− (Xτ ′ − l¯) + (x− l¯)e−
δ¯2
16t
6 f˜ δ(x, τ ′)− ε2 + (δ¯/2)e− δ¯
2
16ε 6 f˜ δ(x, τ ′)− ε2/2. (6.61)
The last inequality is valid if ε is small enough (how small depending on δ¯). Integrating
the above inequality over [Xτ ,Xτ + δ¯/4] we obtain (6.58) also in that case
To conclude, it is then sufficient to use (A.7) in the r.h.s of (6.58) with ε sufficiently
small.
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Figure 4. Figure representing the two function f˜δ(·, τ ′), and | · −X ′τ |. The difference
of volume below the graph of f˜δ(·, τ ′) and min(f˜δ(·, τ ′), | · −X ′τ |) is the dark area on the
figure. We prove a lower-bound on it using that f˜δ is not too small if Xτ ′ lies in the
middle of the interval, or that the slope of f on the boundary is close to one if Xτ ′ is
closer to the boundary.
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
We just proved that the dynamic do not touch the wall in the interval [l¯ + ε2, r¯ − ε2].
This allows us to compare it with the dynamic with no-wall for which we know the scaling
limit by Theorem (2.1). If one runs the dynamic up to a time ε, according to Proposition
6.6 the dynamic η coincide w.h.p. with a modified one η(ε) where there is no wall-constraint
in the interval [xl, xr].
Using monotonicity of the dynamics, this second dynamic can be bounded from below
by a dynamic with the domain reduced to [xl, xr] and with a modified initial condition
which satisfies
∀x ∈ [xl, xr], η(ε)0 (x) 6 η0(x).
As η0 satisfies (6.40) we can choose a sequence of initial condition η
(ε)
0 which satisfies
η¯
(ε)
0 (x) :=
1
L
η
(ε)
0 (Lx) = f
(ε,δ)
0 + o(1), (6.62)
where f
(ε,δ)
0 is defined on [l¯ + ε
2, r¯ − ε2] by
f
(ε,δ)
0 := f
δ
0 (x)− ε2. (6.63)
One calls η¯(ε) the resulting space-time rescaled dynamics. By Theorem 2.1 w.h.p.
∀t > 0∀x ∈ [−1, 1], η¯(ε)(x, t) = f˜ (ε,δ)(x, t) + o(1), (6.64)
where f˜ (ε,δ)(x, t) denotes the solution of the heat equation on [l¯+ ε2, r¯− ε2] with Dirichlet
boundary condition and initial condition f
(ε,δ)
0 . Thus, to prove that Equation (6.38) and
(6.39) hold for k = 0, it is sufficient to show that
∀x ∈ [l(ε)− δ¯(ε), r(ε) + δ¯(ε)], f˜ (ε,δ)(x, ε) > f δ(x, ε), (6.65)
and that
∀x ∈ [l¯ + ε2, r¯ − ε2],∀t ∈ [0, ε], f˜ (ε,δ)(x, t) > f δ0 (x)− α. (6.66)
The second inequality is easier, it is a consequence of the fact that ∂tf˜
(ε,δ) = f˜
(ε,δ)
xx is
bounded from below by −‖f ′′0 ‖∞ because the minimum of the solution of the heat-equation
with Dirichlet boundary condition is increasing. Thus (6.66) holds provided
ε‖f ′′0 ‖∞ < α.
To prove 6.39 for k > 0, we use (6.24) and replace ‖f ′′0 ‖∞ by C.
Now we turn to the proof of (6.65). To control the value of f δ(x, ε), we use (6.21),
(6.24) and the Taylor-Young formula to obtain
f δ(x, ε) 6

f δ0 (x) + ε(f
′′
0 (x)− δ) + Cε2, ∀x ∈ (l0, r0),
f δ0 (x) + ε(f
′′
0 (l(0)) − δ) + Cε2, ∀x ∈ [l(ε) − δ¯(ε), l0]
f δ0 (x) + ε(f
′′
0 (r(0)) − δ) + Cε2, ∀x ∈ [r0, r(ε) + δ¯(ε)],
(6.67)
and
l(ε) − l0 > ε(−f ′′0 (l0) + δ¯)− Cε2,
r(ε)− r0 6 ε(f ′′0 (r0)− δ¯)) + Cε2.
(6.68)
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Controlling f˜ (ε,δ)(x, ε) is more tedious. As the initial condition is not C2, there is no
continuity of the time derivatives. Let K denote the heat kernel on I := [l¯ + ε2, r¯ − ε2]
with Dirichlet boundary condition. We have
f˜ (ε,δ)(x, ε) = f
(δ)
0 (x)− ε2 +
∫ ε
0
f˜ (ε,δ)xx (x, t) dt (6.69)
and
f˜ (ε,δ)xx (x, t) =
∫
I
f ′′0 (y)1{y∈[l0,r0]}K(x, y, t) dy. (6.70)
Now for t 6 ε, and if ε is sufficiently small (how small depending on the value of δ¯) we
have uniformly in x ∈ (l0, r0)∫
|y−x| 6 ε1/3
K(x, y, t) dx > 1− ε, (6.71)
and from (6.24) for x ∈ (l0, r0)
f ′′0 (y)1{y∈[l0,r0]} 6 f
′′
0 (x) + C|x− y|. (6.72)
This implies that for x ∈ (l0, r0)
f˜ (ε,δ)xx (x, t) > f
′′
0 (x)− C(ε+ ε1/3). (6.73)
For x /∈ (l0, r0), using similar heat kernel estimates, we obtain that for all t ∈ [0, ε]
f˜ (ε,δ)xx (x, t) >
{
f ′′0 (l0)− Cε1/3 for x ∈ (l0 − δ¯ + ε2, l0),
f ′′0 (r0)− Cε1/3 for x ∈ (r0, r0 + δ¯ − ε2).
)] (6.74)
Note that neither (6.73) nor (6.74) are optimal estimates but they are sufficient for our
purpose. Using these estimates in (6.69) we obtain that
f˜ (ε,δ)(x, ε) >

f
(δ)
0 (x)− ε2 − εf ′′0 (x)− 2Cε4/3 for x ∈ (l0, r0),
f
(δ)
0 (x)− ε2 − εf ′′0 (l0)− Cε4/3 for x ∈ (l0 − δ¯ + ε2, l0),
f
(δ)
0 (x)− ε2 − εf ′′0 (r0)− Cε4/3 for x ∈ (r0, r0 + δ¯ − ε2).
(6.75)
Comparing the above inequalities with (6.67), we can conclude that (6.65) holds. This
ends the proof.

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Appendix A.
In this section, we prove several technical results. The first one concerns the time needed
for a corner-flip dynamics to reach an atypically low position.
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Lemma A.1. Consider a corner-flip dynamics on Ω0L, started from an initial condition
that satisfies
η0(x) > min(x+ L,−x+ L,L3/4). (A.1)
Then with large probability, for all t 6 exp(L1/4)
η˜(x, t) > − L3/4,∀x ∈ [−L,L] (A.2)
Proof. One couples η˜ with a dynamic η˜2 starting from the uniform measure on Ω0L (we
denote it by pi). Because of our choice for the initial condition of η˜ is above η˜2 at time
zero with large probability and thus we can couple the two dynamics so that η˜ > η˜2 for
all time with large probability.
Hence it is sufficient to prove the result for η˜2. Consider the discrete-time dynamics
η̂2(n) starting from the uniform measure and that at each step choses x at random and
flip η to η(x). As pi is left invariant by this dynamics, the probability that η̂(x, n) < −L3/4
for some x after exp(2L1/4) step is at most (by union bound)
exp(2L1/4)pi(∃x ∈ [−L,L], η(x) < −L3/4) = O(exp(−L1/2)). (A.3)
The dynamics in continuous time can then be construction from η̂ by considering (τn)n > 0
a Poisson clock process of intensity L and setting η˜2(t) = η̂(n) if t ∈ [τn, τn+1). Then we
conclude by remarking that with high probability
τexp(2L1/4) > exp(L
1/4). (A.4)

The second result concerns estimate on f˜ δ, the solution of the heat-equation with initial
condition f δ0 and Dirichlet boundary condition on [l¯, r¯]. It says that in the time interval
[0, ε] the slope of f˜ δ near the boundary stays close to one.
Lemma A.2. For ε small enough, for all t 6 ε the following three statements hold
(i) For all s ∈ [0, δ¯/2],
max
(
f˜ δ(l¯ + s, t), f˜ δ(r¯ − s, t)
)
> s(1− e− δ¯
2
16t ). (A.5)
(ii) For all x ∈ [l¯ + δ¯/4, r¯ − δ¯/4]
f˜ δ(x, t) > δ¯/8. (A.6)
(iii) We also have ∫ r¯
l¯
f˜ δ(x, t) dx >
∫ r¯
l¯
f δ0 (x) dx− 2t+ e−
δ¯2
16t . (A.7)
Proof. The important point is to control the value of fx near l¯ and r¯ and the rest follows.
We have
f˜ δx(x, t) = Ex[(f
δ
0 )
′(Bt)], (A.8)
where Ex is the expectation with respect to standard Brownian Motion reflected on the
boundaries of [l¯, r¯]. As f δ0 )
′ ∈ [−1, 1] in the whole interval and is equal to 1 on [l¯, l¯ + δ¯]
one has
Ex[(f
δ
0 )
′(Bt)] > 1−Px[Bt > l¯ + δ]. (A.9)
SCALING LIMIT OF POLYMER PINNING 41
Finally if t is much smaller than δ¯2 and x ∈ [l¯, l¯ + δ¯/2],
Px[Bt > l¯ + δ¯] 6 e
− δ¯
2
16t , (A.10)
which implies that for all x ∈ [l¯, l¯ + δ¯/2],
f˜ δx(x, t) > 1− e−
δ¯2
16t . (A.11)
Similarly for all x ∈ [r¯ − δ¯/2, r¯]
f˜ δx(x, t) 6 − 1 + e−
δ¯2
16t . (A.12)
Integrating these inequalities we obtain (A.5).
For (ii), we notice that (A.6) is a consequence of the first point for x ∈ {l¯+ δ¯/4, r¯− δ¯/4}.
For points inside the interval, it is sufficient to notice that local minima of the solution of
the heat equation increase, and that they are initially larger than δ¯.
For (iii) we notice that
∂s
(∫ r¯
l¯
f˜ δ(x, s) dx
)
= f˜ δx(l¯, t)− f˜ δx(r¯, t) > − 2 + 2e−
δ¯2
16s , (A.13)
if s is much smaller than δ¯2. Then (A.7) follows by integrating over s ∈ [0, t]. 
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