Since in most of the common nonreflexive Banach spaces (e.g. l u C[0,1], AP, etc.) weakly compact operators have compact squares (cf. [7] , pp. 511 and 580), one can conclude in particular from the above theorem that these operators have proper invariant subspaces.
The proof of the main theorem is carried out within the framework of A. Robinson's Theory of Nonstandard Analysis and follows lines similar to the proof presented in [3] for the special case where B is a Hubert space, which settled a question raised by P. Halmos and K. Smith [9] , That proof made strong use of the fact that in a separable Hubert space it is possible to choose a countable orthonormal basis. In a general separable Banach space, of course, one does not even know whether there is a basis, much less an "orthonormal" basis. However this difficulty may be overcome by the introduction of metric projections to take the place of projections in Hubert space, as was done by Aronszajn and Smith in their proof of the existence of invariant subspaces for compact operators [1] , and by the introduction of a semi-basis to take the place of the orthonormal basis in Hubert space.
The proof in [3] was carried out within the framework of a nonstandard model of the real numbers. This was possible because the elements of a separable Hubert space may be represented as sequences of complex numbers which in turn may be defined as ordered pairs of real numbers. However, in the case of a general Banach space no such convenient representation is apparent so that a more general version of nonstandard analysis is necessary. The remainder of this section is an introduction to such a version drawn essentially from the work of A. ).
The class T of types is defined inductively as follows, (i) 0 is a type; (ii) if τ u ---,τ n are types, n^l, then (τ 19 , r Λ ) is a type; (iii) T is the smallest class satisfying (i) and (ii).
A higher order structure is defined to be a generalized sequence Now let B be the set of elements of a Banach space over the set of complex numbers C. Let A Q = B U C and let M = {i4. r } r€ * be the complete structure of A o . Thus among the relations of M are 2? and C together with all their subsets, relations, relations of relations, etc. In particular the set of real numbers R and the set of positive integers Z, being subsets of C, will be relations of M. Furthermore we may single out the relations under which B is a Banach space over the complex numbers C. Thus for example, we can find in M the relation S(x, y, z) which holds just in case x,y, zeC and x -y = z and the relation A(x, y, z) which holds just in case x, y, ze B and x + y = z. In this manner all the algebraic operations over B and C are relations of M. Similarly we can find in M the relation N(x, y) which holds just in case xeB, yeR and the norm of x, \\x\\, is equal to y. A function of n variables in this system is a relation of n + 1 variables in which the first n coordinates determine the (n + l)st coordinate uniquely. Thus, for example, a sequence of elements of B, {x n }, which is a function from Z into B, is a two-placed relation S(n, y) which holds just in case y = x n .
Next we choose a suitable higher-order predicate language L which includes distinct constant symbols for each individual and relation of ikf. L contains variables ranging over each type and quantification is permitted over each variable. A suitable notion of when a sentence of L is true in a higher order structure M (under a suitable correspondence between the constant symbols of L and the individuals and relations of M) may then be defined (see [12] or [2] ). It then follows from a completeness theorem of Henkin ([10] ) that there exists a nonstandard higher order structure *M -{B τ } τeιϋ , where B o properly includes A Q , such that under a suitable correspondence between the constant symbols of L and the elements of the J3/s, any sentence of L which is true in M is true also in *M. Furthermore any constant symbol of L which denotes some individual a e A o in M will again denote a in *M, now regarded as an element of B o . If a sentence of L is known to be true in M, we say its truth in *M is established by transfer from M to *M. In *ikf the variables of L range only over the elements of the J3/s so that, for example, a sentence of L which asserts that a certain property is true for all sets of individuals will be true in *M if it is true for each element of 2? (0)% Any element of one of the B τ 's, τ Φ 0, is called an interior (or admissible) relation. Now let Q be a relation of Jlί, QeA r . Q is denoted by some constant symbol β of L and β must denote in *M some element of B τ which we write as *(?. *Q will have the same properties as Q to the extent to which these can be expressed as sentences of L. In particular B, C, R, and Z will extend in *M to the sets *B, *C, *i2, *Z which properly include B, C, R, and Z respectively. Thus the nonstandard Banach space *j? will contain in addition to all standard points of B y other nonstandard points which are not elements of B. Similarly *Z will contain elements which do not belong to Z and these are called infinite integers.
Any function / which is a relation of M corresponds to a relation */ of *M which again must be a function since this fact can be expressed as a sentence of L, If, in addition, / is a function from individuals to individuals, then */ will be an extension of /. Thus for example a sequence {x n } of elements of B (or C) which is a function / from Z into B (or C), extends to a "sequence" *{x n } which is just the function */ defined now for all n e *Z and taking values in *B (or *C). If me *Z, then x m will designate the element of *B (or *C) corresponding to m in *{α; n }, i.e., x m = *f(m). Since *f(m) = f(m) for all me Z, this designation is unambiguous.
If Σ is the set of sequences in M, then we refer to any element of Σ as an S-sequence. Its extension to *Λf, *Σ, will contain all standard sequences, that is all extensions *{x n } of S-sequences {x n } in Σ. In addition, *Σ will contain other elements which must be functions from *Z into M o since this fact can be expressed as a sentence of L. Any element {t n } of *Σ we call a quasi-standard sequence, or briefly a Q-sequence.
For the algebraic operations on B and C we use the same symbol for their extensions to *M. Thus for example the extension of the relation of addition, +, for complex numbers is in *M a relation over elements of *C and will again be denoted by " + ". Likewise the norm (I . (I which in M is a function from B into R extends to a function from *B into *iϋ which is again denoted by "|| ||".
Let c be an element of *C. If | c | < r for all r e R then c is called infinitesimal.
If | c | < s for some seR then c is called finite. In this case there is a unique complex number °ceC such that c -°c is infinitesimal. We write c t ~ c 2 if ^ -e 2 is infinitesimal and it is easily verified that this is an equivalence relation over *C. The proof of the next theorem may be found in [11] or [13] . THEOREM In this case there is a unique such y and we write 2/ = °x. *J3 will in general contain points which are normfinite but not near-standard. Proof. Suppose that the conclusion of the theorem is false. For each ke Z, we may therefore pick an element
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Thus {b n } is a Cauchy sequence and converges to some point b in B. Now choose any standard ε > 0, and let neZ be greater than 1/ε and such that II b -b \\ < ε/2 Then such that II b -b n \\ < ε/2. Then This shows that 11 x -b \ \ is less than any standard ε > 0 and must therefore be infinitesimal. Since 6 is standard, x is near-standard and this contradiction proves the theorem. Proof. Suppose there is a point x e *S which is not near-standard. Using the previous theorem, let ε be a standard positive number such that II x -6II > ε for all standard points b. Since S is compact it contains standard points b l9 b 2 , •••,&», ne Z, such that it is true in M that "for every point ξ in S at least one of the numbers \\ζ -b λ \\ y II £ ~ Ml, ' •> II ί -b n II is smaller than ε". (We are excluding the trivial case where S is empty.) The statement in quotes may be expressed as a sentence of L and therefore is true also in *M. Specifying ζ to x, we conclude that || x -6 4 1| < ε for some i, I <^ i <. n. This contradicts our assumption that ||a? -δ|| > ε for all standard points b and completes the proof.
Let V be a relation of M of type (r) so that V is a set consisting of elements of type τ. If the elements of V are described by some common mathematical name then this name may be used again to refer to the elements of *F. For example, if V is the set of bounded operators on U, the set of projections on B, or the set of linear subspaces of B y then the elements of * V will be referred to as "bounded operators on *2?", "projections on *J3", or "linear subspaces of *JB". We may also use the expressions "Q-operator", "Q-projection", etc.
Let W be the relation of M which is the set of all the bounded operators on B. There is a real-valued norm function, || ||, defined on elements Te W by = supAs we pass to *ikf, this function extends to a function from *ΫF (the set of bounded operators on *B) to *R which will again be denoted by || || and which has the property that || Tx || ^\\T\\\\x \\ for all Te *W and all xe *J3. For Te W, we denote its extension to an operator on *£ by *T as usual. THEOREM 
Let T be a bounded operator on B. Then *T transforms every norm-finite point of *B into a norm-finite point.
Proof. If a? is a norm-finite point of *£>, then since ||*Γ|| = ||Γ||. Thus ||*Γa?|| is less than the finite element of *R, || Γ|| || a: ||, and hence *Tx is norm-finite.
A bounded linear operator T on B is called compact (or completely continuous) if it transforms every bounded set of points of B into a conditionally compact set, i.e., a set whose closure is compact. Finally we have the following fundamental characterization of compact operators given by Robinson. Proof. If x is norm-finite then \\x\\ < r for some standard reR. The set D = {ξ \ \ \ ξ \ | < r} in B is bounded and is therefore mapped by T on a set whose closure, A, is compact. If the corresponding sets in *B are *D and *A respectively then *D contains x (since x satisfies the defining condition of D) and so *A contains *Tx. But *A contains only near-standard points, by 1.3, so *Tx is near-standard, proving 1.5.
2* Sεmi-bases in Banach space* Let X be a set of elements of the infinite-dimensional complex Banach space B. The smallest closed linear subspace S of B which contains all the elements of X is called the subspace of B generated by X. Alternately we say X spans S and write sp X = S. If X is a finite set, then sp X is just the set of linear combinations of elements of X. Similarly, for a sequence {xô f elements of B, we designate the smallest closed linear subspace containing all the x^ by sp {x^.
The following results through (2.7) may be found in [l] . Let x be an arbitrary nonzero element of J3. The closed subspace of B, sp{#, Tx, T*x,'"} Φ {0}, is clearly an invariant subspace for T. Therefore we shall limit ourselves to the case where
In particular, (2, 1) implies immediately that B is separable. Furthermore, since we are assuming B is infinite-dimensional it must be the case that all the elements T n x, n = 0, 1, 2, -, are unequal to zero and are linearly independent.
A Banach space norm, || ||, is called strictly convex if for all x, y in B, x Φ y and ||a;|| = ||2/||^0 imply that 11 x + y \ j is strictly less than |j x || -f || y ||. By a theorem of Clarkson [4] , one may define in any separable Banach space an equivalent strictly convex norm. Since the property of being a proper invariant subspace does not change upon passage to an equivalent norm, we shall suppose hereafter that the norm in B is strictly convex.
Consider any arbitrary finite-dimensional subspace S a B. For each x e B we may consider the minimal distance p(x, S) from x to S. Since S is finite-dimensional, the shortest distance is attained and by the strict convexity of the norm it can be immediately shown that there exists a unique point Px e S which realizes this minimal distance, i.e.,
yes Px represents a bounded operation on B which in general is nonlinear. P is called the metric projection on S. We list here a few properties of P which are immediate consequences of its definition, Proof. By (2.4) and (2.3), P n z = x + aP n e n+1 . But P,β w+1 -0 by (2.10), so that P n z = a?. Therefore ^ -P n z = a? + αe %+1 -a? -αe Λ+1 , which establishes (2.11).
As in the preceding section we may now suppose that the elements of B are individuals within a complete structure M which includes also the field of complex numbers C, and within it, the field of real numbers R and the set of positive integers Z, where CZDRZDZ.
AS
we pass to an enlargement *M of M, B is extended to a set *B, and C, E, and Z are extended to *C, *R, and *Z respectively, where *Cz> Now let {βj be a semi-basis of B. As we pass to *Λf, {βj is extended to a sequence *{β<} of elements of *!?, where i now ranges over *Z. If ft) is an infinite positive integer, then B ω will designate the subspace of *B spanned by {e u e 2 , •• ,β ω }. B ω consists of all elements of *B which can be expressed in the form χ^= 1 a^ with a { e *C, i = 1,2, « ,ω. However this summation sign cannot now be regarded as representing the iteration of the addition operation in the ordinary manner, but must be regarded as defined by transfer from M. For this purpose, let S m (n, x) be a relation of M which is a function from {ieZ\0 < i ^ m} into C, and let V be the set of all such relations as m varies over Z. That is, V is the set of all finite sequences of elements of C. Now let R(y> z) be the relation in M which holds just in case yeV, say y = S m (n, x) , and z = ΣΓ=i/3iβ;, where & is the unique element of C such that S m (ί, &) holds. Then the statement that z = ΣϊU o^e* is equivalent to the statement that there is an element y 6 * V such that *R(y, z) holds, and y = SJn, x) is a function from W = {i e *Z | 0 < i <; ω} into *C such that for each i e W, S ω (i, «<) holds.
The subspace J3 ω of *J5 is "finite-dimensional" in the sense of nonstandard analysis. That is, B ω satisfies any sentence of L which is true for all finite-dimensional subspaces of B. In particular we may define a metric projection P ω from the whole space *2? onto B ω and which satisfies (2.3)-(2.7) and (2.11) , where of course we must replace C, B, and Z by *C, *J3, and *Z. We then have the following two theorems which are analogous to similar theorems concerning nonstandard Hubert space. THEOREM 2.12. If x is a standard point of ^B (i.e., xeB) , then || x -P ω cc|| is infinitesimal for all infinite integers a).
Proof. Let x e B. Then it follows from (2.9) that for any standard ε > 0, there exists an ne Z and y e B n such that || x -y \\ < ε. Since P n is the nearest point operator onto B n , \\x -y\\ ^ \\x -P n x ||, and therefore || x -P n x || < ε. Now if m > n, then B n c B m and we may use (2.7) to obtain || x -P m x || < ε. Thus the ^-sequence {|| x -P n x ||} converges to 0, so by Theorem 1.1, \\x -P ω x\\ is infinitesimal for all infinite integers α>. THEOREM 2.13. If x is α near-standard element of *ί?, then x is norm-finite and \\ x -P ω x \\ is infinitesimal for all infinite integers ω.
Proof. Let xe*B and suppose || x -°x \\ is infinitesimal for some°x e B. Then by the triangle inequality, which shows that x is norm-finite. Furthermore, it follows from (2.6) that for any infinite integer ω, Now II x -°x II is infinitesimal by assumption and \\°x -P ω°x \\ is infinitesimal by the previous theorem, thus \\x -P ω x\\ is infinitesimal, proving (2.13).
It is interesting to note that (2.13) does not follow directly from (2.12) as it would if P ω were a linear operator. Instead, we had to use also the property (2.6) which P ω possesses since for ξ e B, PJ is the point of B ω which is nearest to ξ. Fixing' w, we have by the definition of matrix multiplication,
For i ^n, a^* ^ 0 by (3.7), and for i > n + 1, α <fΛ = 0 since [α iA ] is almost superdiagonal. Therefore only the (n + l) st term in the summation is nonzero, and using this together with the induction hypothesis,
This establishes (3.8), proving (3.6) . We recall here that the spectrum of a bounded linear operator T,σ(T), is defined to be the set of complex numbers λ with the property that there does not exist a bounded linear operator on B which is the inverse of (λJ -Γ), where I is the identity operator on B. It is a standard fact (cf. [7] , p. 567) that σ(T) is a nonempty compact set and sup | σ(T) \ -lim % _ iOO || T n \\ ίln . A bounded linear operator T is called quasi-nilpotent if σ(T) -{0} and this will be the case if and only if lim % _|| T n \\ 1/n = 0. We shall see in § 5 that the only difficult case in the proof of the main theorem arises when T is quasinilpotent.
An infinite matrix [a jk ] may be regarded as a function / from Z x Z into C and as such is represented by a relation of M. As we pass to *M, f becomes extended to */ which is a function from *Z x *Z into *C. We may then regard */ as an infinite matrix which we denote by *[α i& ], where now j and k range over *Z and the entries a jk are elements of *C For any j,ke*Z we designate the (j, k)
If {Xi} is a Q-sequence of elements of *J3 with the property that there is an n e *Z such that α? 4 Proof. Let v be an arbitrary but definite infinite positive integer. Then since T is quasi-nilpotent, || (*T) V || 1/p is infinitesimal. Next, let μ be another infinite positive integer. The S-sequence {βj in B extends to the standard sequence *{e i } in *B whose μ th element is β μ . Transferring (2.8) But || (*Γ) V || 1/V is infinitesimal, so it cannot be greater than the standard positive number δ. This contraction shows that for some k, 0 k < v, α μ+Jfe+1 , μ+Jfe is infinitesimal. Letting ω -μ + k, we obtain the theorem. 4* Subspaces in nonstandard Banach space* Let {e^} be a semi-basis for B and let ω be an infinite integer. Defining B ω and P ω as before, let E be an (internal) linear subspace of B ω . Define °E, a subset of B, by: x e °E if and only if x e B and || x -x'\\ is infinitesimal for some x r e E. E is "finite-dimensional" in the sence of nonstandard analysis because it is a subspace of the "finite-dimensional" space j? ω , so there is a metric projection P E of *B onto E. Then since P E is the nearest point operator onto E, \\ x -x' \\ ^ || x -P E x \\ for all x in B and x r e E, and it follows that for x in B, x e °E if and only if \\x -P E x\\ is infinitesimal.
The next three theorems can be proved in the same way as in the Hubert space case ( [3] ). THEOREM 
Given E as above, °E is a closed linear subspace of B.
Proof. Let x,ye°E and λeC. There exist elements x' f y r in E such that \\x -x'\\ and || y -y'\\ are infinitesimal. Then x' + y' eE and
so that the left hand side of this inequality is also infinitesimal. Hence x + y belongs to °E. Also, \x' e E and || λx -λx'|| = |λ| || a? -x'\\ is infinitesimal, so Xx e °E. This shows that °E is linear in the algebraic sense. Now let x n -> x where the x n are defined for standard n e Z and belong to °E. In order to prove that °E is closed we have to show that x belongs to °E. By 2.6, for each neZ,
For a given standard ε > 0, choose neZ such that || x -x n \\ < ε/2. Since for each neZ, x n e°E and consequently || x n -P E x n || is infinitesimal, it follows that || P E x -x \\ ^ ε. Since ε was an arbitrary standard positive number, || P E x -x \\ is infinitesimal, hence cc 6 °£ Γ and the proof is complete.
Let T be a bounded linear operator on J5 and let ω be an infinite integer. We define the operator T ω on B ω to be the restriction of PJTP ω to B ω . Then ||Γ ω ||^ || P ω || 2 1| *Γ|| ^ 4 ||*Γ|| = 4||Γ|| so that T ω has finite norm. THEOREM 
Let E be an internal linear subspace of B ω which is invariant for T ω , i.e., T ω E^E.
Then °E is invariant for T, Proof. Choose any x e °E. Then P E x ~ x and since * T has finite norm, *TP E x ~ *Tx. Since *Tx is standard, *TP E x is near-standard and we may apply (2.13) to conclude that P ω *TP E x ~ *TP E x. Putting the last two relations together, TJP E x = P ω *TP E x ~ *Tx = Tx where T ω P E x is in E since E is invariant for T ω . Tx is thus infinitely close to an element of E, so Tx e °E. This shows that °E is invariant for T which proves the theorem.
The number of dimensions of B ω as defined within the language L is ω, d(B ω ) -ω. In this sense B ω is "finite-dimensional". Similarly, with every (internal) linear subspace E of B ω there is associated an integer d(E)e*Z (or d(E) = 0) which may be finite or infinite, and which has the properties of a dimension to the extent to which these can be expressed as sentences of L. There exist x\ y' in E t such that x ~ x' and y ~ y''. Since the dimension of E x exceeds that of E only by 1 there is a representation (3.4) x f = Xy' + z or vice versa, where λe*C and ze E. If λ is finite, then it possesses a standard part °λ and Xy' is infinitely close to the standard point °Xy. Therefore z = x' -Xy'\ being the difference of two near-standard points must itself possess a standard part °z, °z ~ z. Now x r ~ x, Xy' ~ °Xy, and z ~ °z, so substituting this in (3.4) we obtain x ~ °Xy + °z where °ze °E since ze E. But two standard numbers cannot be infinitely close unless they are equal, so x = °Xy + °z and therefore x and y are linearly dependent modulo °E.
If X is infinite then we may rewrite (3.4) as, y' -(1/X)x' + ( -1/X)z. Now 1/λ is infinitesimal, α-fortiori finite, and ( -l/X)zeE so we have precisely the same case as was considered in the previous paragraph with y and x interchanged. Therefore we again conclude that y and x are linearly dependent modulo °£ r , which completes the proof of the theorem. 5* Proof of the main theorem* We shall first show that the proof of the main theorem reduces to the case where T is quasinilpotent, that is, we shall show that the following theorem implies the main theorem. Proof that (5.1) implies the main theorem. Suppose that (5.1) is true. Let T be a bounded linear operator satisfying the hypothesis of the main theorem, that is, suppose p(λ) Φ 0 is a complex polynomial such that p(T) is compact. We wish to show that T has a proper (i.e. ^{0}, φB) invariant (closed, linear) subspace.
We may restrict our attention to the case where o(T) is connected, for suppose σ(T) is disconnected. Then σ = σ t U o 2 where σ ί and σ 2 are disjoint nonempty sets, both open and closed in the relative topology otσ(T). In other words σ t and σ 2 are nonempty disjoint spectral sets in the sense of [6] and we may find proper subspaces of B which actually reduce T; in particular then, T has a proper invariant subspace. Therefore we shall suppose that σ(T) is connected.
Since o(T) is connected, p(σ(T)) must again be connected since 3>(λ) is continuous on σ{T). By the spectral mapping theorem (cf. [15] 
is at most denumerable and has no point of accumulation except possibly the point 0. Also since B is infinite-dimensional, θGφ(Γ)) (cf. [5] , p. 319). We wish to show that 0 is the only point in σ{p{T)). Suppose that σ(p(T)) contains a point λ 0 Φ 0. Then since λ 0 is not a point of accumulation of σ(p(T)), there is an e > 0 such that the sphere {λ | | λ -λ 0 1 ^ ε} contains no other points of σ(p(T)). Then if we let 2 where σ x and σ 2 are nonempty disjoint sets, both open and closed in the relative topology of σ{p(T)). This means that σ(p(T)) is disconnected and this contradiction shows that 0 must be the only point of σ(p(T)), i.e.,
Since p(λ) can have only finitely many zeros, it follows from (5.4) that σ(T) must contain only finitely many points. Then since σ{T) is connected, this means that o(T) contains only one point, say λ 0 . Now let V = T -λ o l. Since σ(T) = {λ 0 }, σ(V) = {0}, so V is a quasi-nilpotent bounded linear operator. Letting q(X) = p(X + λ 0 ), we have that q(V) = p(V + λ o 7) = p(T) which is compact. Furthermore since p(X) Φ 0, we must have q(X) Φ 0. Then since we are assuming (5.1) to be true, there must be a proper closed linear subspace E of B such that VE g E. But then TE = (V + \I)E £ E, so that E is a proper invariant subspace also for T. This completes the proof of the fact that (5.1) implies the main theorem.
We shall now prove (5.1). Our method like that of [1] and [3] is based on the elementary fact that in a finite-dimensional vector space of dimension m, say, any linear operator possesses a chain of invariant subspaces
To begin with we work in the standard space B. Let T be a bounded linear operator on B and let x be an element of B of norm 1. We define a sequence {β^} of elements of B as follows. We shall now show by induction that for any ne Z, (5.8) sp K e z , , e n } = sp {x, Tx,.. , T^x}.
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