Abstract. We take the point of view that, if transition systems are coalgebras for a functor T, then an adequate logic for these transition systems should arise from the 'Stone dual' L of T. We show that such a functor always gives rise to an 'abstract' adequate logic for T-coalgebras and investigate under which circumstances it gives rise to a 'concrete' such logic, that is, a logic with an inductively defined syntax and proof system. We obtain a result that allows us to prove adequateness of logics uniformly for a large number of different types of transition systems and give some examples of its usefulness.
Introduction
The question we are concerned with in this paper is how to associate to a given type of transition systems an adequate (modal) logic. Here adequate means that the logic is sound and complete and that two states are bisimilar iff they are logically equivalent (ie, iff they have the same theory). For the latter property, we also say that the logic is expressive or that the semantics is fully abstract.
Our starting point is the theory of coalgebras as in Rutten [29] . That is, the type of a category of transition systems is given by a functor on a category and transition systems of type are -coalgebras, ie arrows 3 in . The basic idea of our approach is that an adequate logic for -coalgebras is given by the dual functor v of on the Stone dual e of as explained below.
@ @
A A e j j v v v (1) e is a category of algebras such as Boolean algebras or distributive lattices representing a propositional logic such as classical or positive propositional logic. and are the contravariant 3 functors that provide the dual equivalence between and e. Intuitively, maps a state space to the logic of propositions on and maps an algebra to its 'canonical model'. That v and are dual means that there is an isomorphism v 3 .
c Supported by a fellowship of the Royal Netherlands Academy of Arts and Sciences. cc Partially supported by the Nuffield Foundation Grant NUF-NAL04. 3 Given categories gY g 0 , we use the notation g 3 g 0 for (covariant) functors such as and v as well as for contravariant functors such as and .
The main contribution (Section 2) of the paper is the notion of a functor having a presentation by operations and equations. Theorem 15 shows that the category of algebras for such a functor is an equationally definable class of algebras (over Set). We then go on to show (Section 4) that, although the dual v of gives rise to an adequate logic for -coalgebras, the resulting logic is too abstract to be useful. In particular, inductively defined formulae, a logical calculus and a notion of (inter)derivability are still missing. But these are provided (Section 5) by a presentation of v by operations and equations. Theorem 27 shows how the operations give rise to modal operators, the equations to axioms and how the modal calculus is inherited from equational logic.
The notion of a functor being presentable by operations and equations is modelled on the notion of an algebra being presentable by generators and relations (reviewed in Section 2.1). This will be discussed in more detail now.
Comparison with Work in Domain Theory. The prototypical transition systems, called Kripke frames in modal logic, consist of just a set and a relation on . Writing for the operation that maps a set to its powerset, (Y ) can also be described by its 'successor map', or -coalgebra, 3 . is a functor on the category Set of sets and functions and has analogues on many categories of topological spaces, including important categories of domains. is then called powerspace, hyperspace or powerdomain.
It is well-known in domain theory that the dual of the powerspace on the corresponding category of algebras can be described using modalities 2 and 3. This goes back to Johnstone [12, 13] where a dual of the powerspace, called Vietoris locale, is described. In case of distributive lattices [13, Section 1.8] anticipates the axiomatisation of positive modal logic by Dunn [10] . Winskel [32] used modalities to describe the powerdomain and Robinson [25] established the connection between the work in domain theory and that of Johnstone. Abramsky [1] extended these ideas to give logical descriptions of domains for a large number of other type constructors. To position our contribution it will be useful to briefly summarise the work mentioned in the previous paragraph using our notation from Diagram (1). To describe a powerspace on a domain-or more generally on a topological space-P , one has to describe the effect of on the topology of . This can be done without reference to , using only the algebraic properties of the topology of : the topology of is given (up to canonical iso) by the algebra v() which is freely generated by symbols 2, 3, P satisfying some 'relations' as eg 2( H ) = 2 2 H . To summarise, a logic for -coalgebras is obtained by describing the dual v of using the technique of generators and relations: The modal operators arise from the generators and the axioms from the relations.
Our paper formalises the move from generators and relations to the modal logic. Let us explain what needs to be done. Going back to the example of the powerspace, we observe that 2 is a formal symbol as a generator of v, but 2 is a unary operator in the modal logic. Similarly, as a 'relation' 2( H ) = 22 H is a pair of terms, but as a logical axiom it is an equation where Y H are variables. Moreover, but related, a logic is obtained from a presentation of v only if the presentation does not depend on , that is v is given by the 'same' generators and relations for all . The necessary step is to generalise the notion of an algebra being presented to the notion of a functor being presented. As a consequence we obtain Theorems 15 and 27, which uniformly account for a large number of categories and functors .
Comparison with Work on Coalgebras. Work on modal logic and coalgebras started with Moss [21] whose proposal works essentially for any functor (on the category of sets), but does not provide the linguistic means to decompose the structure of which is needed to allow for a flexible specification language. To address this issue, subsequent work as eg [19, 28, 11] restricted attention to particular classes of functors. Pattinson [23] showed that these languages arise from modal operators given by certain natural transformations, called predicate liftings. [16] showed that, furthermore, these languages correspond to functors v on the category BA of Boolean algebras. Here we address the opposite question of how to associate a logic to a functor v.
This paper can also be seen as a sequel to [7] , where we proposed a general framework for logics of coalgebras based on Stone duality. A general adequateness result was proved for what we call here abstract logics and then, studying the case of the compact powerspace , it was shown how to systematically obtain logics for coalgebras over different base categories by presenting the dual of by generators and relations.
But a formal description of the step from generators and relations to modal operators and axioms was left open.
Presenting Functors by Operation and Equations
This section defines what it means for a functor v on an algebraic category e to have a presentation by operations and equations. It is shown that, if v has such a presentation, the category Alg(v) of v-algebras is isomorphic to a category Alg(¦Y i) of algebras for a signature and equations and, moreover, ¦ and i are obtained from the presentations of e and v in a modular way. Let us emphasise that this is known for the case e = Set, the novelty here coming from the need to consider other base categories than Set.
A Brief Review of Algebras and Presentations
Algebras. Given a functor v on a category e, an v-algebra (notation: (eY ) or just ) is an arrow : ve 3 e. A morphism f : 3 H is an arrow f : e 3 e H such that f = H vf.
The category of algebras for a signature ¦ and equations i is defined as usual 4 and denoted by Alg(¦Y i). We say that a category e, equipped with a forgetful functor : e 3 Set, has a presentation (over Set) if there exists a signature ¦ and equations i such that e is concretely 5 isomorphic to Alg(¦Y i). e (or more precisely : e 3 Set) is monadic iff e has such a presentation and : e 3 Set has a left adjoint (ie free algebras exist). The left adjoint of is denoted by p throughout (p is the free algebra over and p is the set of terms over quotiented by the equations).
Examples: The category of complete Boolean algebras has a presentation but is not monadic, whereas the category of complete atomic Boolean algebras is monadic (and dually equivalent to Set); see [12] .
Presenting Algebras by Generators and Relations. The following is tailored towards Section 2.2, for more see Vickers [31] . Suppose we have a monadic functor : e 3 Set with left-adjoint p. Then the counit 4 e : pe 3 e
gives us a canonical (albeit not economical) presentation of e, namely generated by the elements of e and quotiented by the kernel f(tY s) j 4 e (t) = 4 e (s)g of 4 e . These presentations are useful to describe operations on algebras. Unfortunately we have only space for one example.
Example 1 (modal algebras).
A modal algebra, or Boolean algebra with operator (BAO), is the algebraic structure required to interpret (classical) modal logic which consists of propositional logic plus a unary modal operator 2 preserving finite conjunctions. Modal algebras are therefore algebras for the functor : BA 3 BA, where e is defined by generators 2, P e, and relations 2b = b, 2( H ) = 2 2 H . Note that in the example above, the symbol 2 appears in two roles. First we said that 2 is a unary operator. But when we considered 2 as a generator, '2' was just a formal symbol. This observation will lead to Definition 6.
Remark 2.
The fact that, in the example above, is on BA (and not on Set) takes care of the propositional part of modal logic. The definition of e can be phrased more abstractly by saying that the insertion of generators e 3 eY U 3 2 is a universal finite-meet preserving function, that is, e f 7 7
for all f P BA and all finite-meet preserving functions f : e 3 f there is a unique Boolean algebra morphism f : e 3 f with f (2) = f( 
Definition 3 (presentation by generators and relations).
Let : e 3 Set be monadic (see p.3) with left adjoint p. A presentation hqY i consists of a set of 'generators' q and a set of 'relations' pq ¢ pq.
Definition 4 (presented algebra).
Continuing from the previous definition, a morphism f : pq 3 f in e satisfies the relations if (tY s) P A f(t) = f(s).
An algebra e is presented by hqY i if pq
f -e comes with an insertion of generators q : q 3 e (or, equivalently, q : pq 3 e) satisfying the relations , -for all f P e and all f : pq 3 f satisfying the relations there is a unique f + : e 3 f with f + q = f.
Proposition 5. Every presentation presents an algebra.
Proof. The proof relies on the fact that, as a category monadic over Set, e has coequalisers. The object presented by hqY i is given by the coequaliser
where % 1 Y % 2 come from the projections % 1 Y % 2 : 3 pq. More concretely, q is the quotient wrt the smallest congruence containing .
Presenting Functors by Operations and Equations
Example 1 above shows how the functor : BA 3 BA is described using generators and relations. In order to obtain a modal logic from that description, one has to upgrade the set of formal symbols 2 to a unary operator 2 and, similarly, the relations 2( H ) = 22 H to equations in variables Y H (Definition 6). Moreover, the presentation of e is the 'same' for all e. This will be crucial for the move from a presentation to a logic: The modal operators (ie the generators) and the axioms (ie the relations) should depend only on the functor and not on specific algebras (Definition 7). 6. An approach based on monads would not be appropriate because we do not want to insist that Alg(v) has free algebras. (For an example where Alg(v) doesn't have free algebras although e has, take e to be the category of complete atomic Boolean algebras and v the dual of the powerset.) Definition 7 will allows us to present Alg(v) by composing a presentation of e with a presentation of v, see Theorem 15. Logically, this corresponds to extending a basic propositional logic (which presents e) with modal operators and modal axioms (which present v). This is also the idea underlying the following examples. Proof. Given a presentation h¦Y ii we define the functor v on objects e as
Definition 6 (presentation by operations and equations
where q e is the joint coequaliser of all pairs (pq ¦ v % 1 Y pq ¦ v % 2 ) where v ranges over arrows p 3 e. The universal property of ve gives the action of v on morphisms and the naturality of q e . is presented by ( P iPn n i )-ary operations '((t i ) iPn ) where ' P ¦ 1 is n-ary and the t i are n i -ary ¦ 2 -terms in pq ¦2 . The equations s((t i ) iPn ) = s H ((t H i ) iPn ) are all those that can be obtained from the equations s = s H derivable from i 1 and then substituting terms t i = t H i (with identities derivable from i 2 ).
Remark 12.
The proposition shows that we can build up presentations modularly. The construction in the proof has the disadvantage though, that (many) new operations and equations have to be introduced. In practice, therefore, one would rather introduce an additional sort with the benefit of using exactly the operations and equations of the two original presentations. This is as in, eg, [1, 27, 11, 9, 30] and will be detailed elsewhere.
Although we are not interested in the case e = Set as such, the following shows that Definition 6 is natural: Up to a size restriction, any functor on Set has a presentation. In particular Proposition 13. A functor on Set has a finite presentation if and only if it is finitary.
Proof. If an endofunctor v on Set is given as in Diagram (2), then it is not difficult to show that it preserves filtered colimits, given that p, , and q do so and the sets are finite. Conversely, given a finitary v, we obtain ¦ and i as follows [24, 1.5] . For ¦ we let each element in vn be an n-ary operation, 6 that is, q ¦ =`n`3 vn ¢ n . Further, = fv i j i`3g, g = f g and i = f(vf('))(v 0 Y X X X v m 1 ) = '(v f(0) Y X X X v f(n 1) ) j n`3Y ' P vnY f : n 3 mg. The natural transformation q e : q ¦ e 3 ve then maps n`3, ' P vn, f : n 3 e to vf(') P ve.
If we do not insist on e = Set, the two notions become different as the second part of the proof does not generalise. A general characterisation of the functors having a finite presentation will be given elsewhere.
We still have to show how functors that are presentable by operations and equations give rise to logics. Since e is monadic over Set, we can assume that we a have a presentation of e as a category of algebras Alg(¦ e Y i e ) given by a signature ¦ e and equations i e . Proof (Sketch). Write ¦ = ¦ e + ¦ v , i = i e + i v . Consider : ve 3 e. The corresponding ¦-algebra A has carrier e and the interpretation ' A of operations ' P ¦ v is given by (e) n' 3 pq ¦ v e q e 3 ve 3 e. A satisfies the equations 6 Writing vn we assume that n is the set f0Y X X X n 1g. [3] does not have the notion of a presentation of a functor. We need it here to generalise from Set to other monadic categories e.
A Brief Review of Coalgebras and Stone Duality
Coalgebras Given a functor on a category , a -coalgebra (notation: (Y $) or just $) is an arrow $ : 3 in . A morphism f : $ 3 $ H is an arrow f : 3 H such that f $ = $ H f. Throughout the paper it will be the case that is the category Set of sets and functions or some category of topological spaces or domains. It makes therefore sense to speak of the elements, or states, of some P . We say that two states xY x H of $ : 3 and $ H : H 3 H are behaviourally equivalent or bisimilar if there are coalgebra morphisms fY f H with f(x) = f(x H ). This notion of bisimilarity agrees with the standard one in all cases we are aware of. The adjunction restricts to a dual equivalence on the subcategories of spaces and frames e for which the units 3 and e 3 e are isomorphisms. These spaces and frames are called sober and spatial, respectively. We will need later that a frame e is spatial iff
Stone Duality
The dual equivalence of sober spaces and spatial frames can be restricted to obtain a large number of interesting examples. We mention here only the duality of the categories Stone of Stone spaces and BA of Boolean algebras and the duality of the categories Spec of spectral spaces and DL of distributive lattices. For details and more examples see [12, 31, 2] .
The adjunction can also be 'upgraded' to an adjunction between Top and OFrm, the category of observation frames [5] . It restricts to a dual equivalence for all T0-spaces. We can then include the category of posets into the list of possible topological spaces and treat propositional logics without negation but with infinitary meets [6] . This approach was also used in [7] .
Abstract Logics for Coalgebras
It is shown that adequate logics for -coalgebras are given by the functor v that is dual to . This section is independent of Section 2. Definition 18 (dual functor). Let : 3 e and : e 3 be a dual equivalence and a functor on . (vY ), or simply v, is called a (or the) dual of on e if there is a natural isomorphism : v 3 . All duals of are naturally isomorphic and the canonical one is (but more interesting are those duals v that have a purely algebraic description (Definition 7) which does not go via ). allows us to consider the collection of predicates on a coalgebra as an v-algebra. That is, we can lift the functors and to an equivalence of algebras and coalgebras. Explicitly, on objects, the lifted and are given as (Y $) = v 3 $ 3 (eY ) = e 3 ve $ = ve () e 3 e $ = e
In order to interpret the dual equivalence connecting e and as a duality between a logical calculus and its semantics, we need to more specific. For the remainder of the paper we will be working in the situation described by the following diagram Let us emphasise that the last requirement is not essential [7] . But it simplifies the presentation considerably, as we can now take the initial algebra in Alg(v) as a canonical set of propositions. We consider this algebra of propositions as an abstract logic for To summarise the section, we have seen how to obtain an adequate logic forcoalgebras (where is an arbitrary functor on a category satisfying the conditions summarised under Diagram (4)): Just consider as formulae the elements of the initial valgebra where v is the dual of . We called this logic abstract as these formulae do not have much structure. For example, modal operators, an explicit inductive construction of the set of formulae and a logical calculus are still missing.
Concrete Logics for Coalgebras
We can now combine the abstract logics from Section 4 with the presentations of functors of Section 2. Assuming that v has a presentation, Theorem 15 gives us an equational calculus for Alg(v). Via the coalgebraic semantics of Definition 21 this yields an equational logic for -coalgebras, which is adequate by Propositions 22 to 24 and concrete in the sense that we have the equational calculus for reasoning about the coalgebras.
In this section, we translate the equational logic of Theorem 15 to a modal logic.
In the case of e = BA (which corresponds to adding a modal logic to classical propositional logic) this is particularly simple: An equation t = s corresponds to the modal formula t 6 s. As we are interested also in e = DL (and various subcategories), we do not assume here that the logics have implication. We therefore use in the modal logics the notation 9 2 to represent the algebraic 9 2. As it is clear from Definition 21, corresponds to local consequence in the terminology of modal logic.
Remark 28.
To keep the presentation in Section 4 simple, we assumed there that Alg(v) has free algebras. But, as shown in [7] , this assumption is not necessary (neither always desirable: if is the powerset functor, then Coalg( ) does not have a final coalgebra and Alg(v) does not have an initial algebra). Theorem 27 then still holds (assuming, as in [7] , that weakly preserves limits of chains). Example 29. 1. In the case of e = BA one can use 3 instead of . For example, the equational logic for the functor (Example 9.2) translates to a modal logic that adds to classical propositional logic the two axiom schemes 2b 6 b and 2(v 0 v 1 ) = 2v 0 2v 1 . This is easily seen to be equivalent to the standard calculus of modal logic.
2.
The logics of [18] can be understood as presentations of the respective functors.
3. The presentations of the duals of the Kripke polynomial functors of [11] give rise to the infinitary versions of the logics studied there.
Example 30. In [7] , we derived in a uniform way the logic for finitely branching transition systems on different topological spaces. The idea was to describe the dual v of the finite (= compact) powerspace, similarly to Example 1, by generators and relations. The completeness proof of the corresponding logics proceeded by, what we call here, the abstract logic (Section 4) of v. But the step from the presentation by generators and relations to the logic was not worked out, being routine and tedious. This gap can now be filled by simply appealing to Theorem 27.
Conclusion and Further Work
This paper introduced the notion of a functor having a presentation by operations and equations. It explains how generators and relations give rise to modal operators and axioms and leads to Theorems 15 and 27 which give automatic adequateness proofs once a presentation is given. From a mathematical point of view, the work contributes to the question when a category Alg(v) has a presentation by operations and equations. Further Work 1. The completeness result relates dual categories as eg BA and Stone or DL and Spec. How completeness wrt Set-coalgebras can be derived from these results
