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SUMMARY
An earlier submission (Pollard 1966 - M.Sc. thesis) considered 
neutron interactions in a homogeneous space independent reactor system 
and studied the influence of long time variations (burnup over years) 
on the interactions. Here we are concerned with neutron interactions 
in a multiregion reactor, essentially represented by two space dimensions, 
and we will study the influence of short time variations (kinetics over 
seconds) on the interactions.
The present work concerns numerical solution of the neutron diffusion 
equation using well proven methods but includes methods for (1) speedy 
estimation of extrapolation parameters and (2) rebalance to enhance 
convergence. Under (1) re-estimation of parameters is possible using 
preoptimum estimates for the parameters and (2) features of the Sokolov 
method are studied.
The work is divided into essentially three parts, (1) the time 
dependent variation (Chapter 3), (2) the solution of high order linear 
equations (Chapters 4, 5 and 6) and (3) the calculation of the dominant 
eigenvalue of the steady state equation (Chapter 7). A routine 
computer programme (code) POW written to embody the ideas of this work 
is discussed (Chapter 8) and the results of some calculations are 
presented (Chapter 9).
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CHAPTER 1
1. INTRODUCTION
1.0 Summary
For an introduction to numerical methods used in neutronics calculations 
we will very briefly look at the historical development of codes (programmes) 
used overseas in solving the diffusion approximation of the Boltzmann trans­
port equation (secion 1.1). We will then look with more detail at the 
Australian scene (section 1.2) and here we will give perspective to the 
solution of the diffusion equation (the prime objective of this work) by 
considering computational methods in a wider sense.
1.1 Historical Outline
World War 2 was a time of great distress for many nations. Devastation 
and human cruelty reared their ugly heads over much of the globe. The 
urgency of the time proved however to provide fertile stimulus to scientific 
and engineering discovery. Important to the present work were the extensive 
developments in electronics and the discovery of the nuclear chain reactor. 
From the studies conceived during the War came the infancy of the digital 
computer and the nuclear power reactor in the early 1950's. As the 
complexity of the reactor grew so did the need for extensive computation in 
design, safety assessment and operation grow. A strong stimulus, 
particularly financial, then existed for the rapid growth of scientifically 
oriented digital computers and private companies responded to the stimulus.
On the other hand, the growth of numerical methods was by no means as 
dramatic although still substantial. Many methods used then and today were 
known (at least in primitive form) last century or earlier. Nevertheless
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the particular problems associated with description of mathematical process 
in finite precision calculations became more acute. The digital computer 
and nuclear reactor did however provide an area of deep interest to many 
talented mathematicians (perhaps the most renowned being John von Neumann) 
and much fruitful research was carried out. The early workers with digital 
computers feared that they would lose their answers in roundoff errors, but 
today with fast floating point arithmetic available (to about 16 decimal 
places) the problem is by no means as important, although some caution is 
still necessary - see for example section 4.4.2. In this work, however, 
we will be mainly interested in methods development rather than mathematical 
description of the influence of finite precision.
The basic mathematical equation relating neutron interactions (flux) 
with nuclei properties (cross sections) of the reactor is the Boltzmann 
transport equation (Weinberg and Wigner 1958). An often used and 
simplistically justified approximation to the transport equation is the 
multigroup diffusion equation (Glasstone and Edlund 1952) introduced in 
section 2. In the early days of reactor studies (perhaps less nowadays) 
much of the available machine time was spent solving the finite difference 
form of the multigroup diffusion equation for various reactor materials and 
geometries (usually 1 dimensional) and multigroup diffusion codes 
(programmes) came into existence.
By the late '50's IBM had the corner on the scientific market with 
their 704 which was used routinely for 2 dimensional diffusion calculations 
by US and UK laboratories. The availability of the first FORTRAN compiler 
in 1957 with the IBM 704 made code writing easier and many codes became 
available. The early ' 60's saw the IBM 7090 on the scene, but with
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competition from other manufacturers (CDC and Philco). (The arrival of 
the giant STRETCH machine, IBM 7030 in 1961, which never lived up to its 
design hopes, took some time to have much impact on account of the poor 
programming (software) support available with the machine.) Certainly the 
most widely used code (in the US) developed about this time was the PDQ 
series (Bilodeau, et al. 1957) which relied on mathematical theory developed 
by Varga (1957a, 1957b, 1961 and 1962). In the UK the most popular code 
was CRAM (Hassitt 1958 and 1962). Even today versions of these earlier 
codes exist, PDQ (PDQ7, Cadwell 1967) and CRAM (now SCRAMBLE, 1968, unpublished 
AEEW report), although they are not widely available.
Perhaps the most important break through in solving the multidimensional
diffusion equation was the work of Young (1954) for calculating optimum
successive overrelaxation parameters (SOR or the variant SLOR). The finite
2difference form for the neutron diffusion operator (essentially TJ + c) is 
symmetric (for each group) and the determination of the optimum parameters 
(for each group) is then feasible. Other methods, notably the alternating 
direction implicit (ADI) method (Peaceman and Rachford 1955) and recently 
the finite element method (Kaper et al. 1972) have been tried, but even now 
the SLOR method is probably still the best method for a general purpose code.
Today giant 3 dimensional codes exist. They are largely the effort of 
teams of experts who have produced the codes from extensive experience over 
many years with particular types of reactor computations. Examples of these 
codes are PDQ and SCRAMBLE mentioned earlier, as well as CITATION (Fowler 
and Vondy 1971). It goes without saying that these codes only run a 
calculation in reasonable time (say half an hour) on giant machines (for 
example the IBM 360/91 and CDC 6600).
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The inclusion of kinetics options (time variation over seconds) with 
diffusion codes is not new, although most everyday kinetic calculations 
ignore the changing influence of spatial variation of the neutron flux 
(point kinetics models). An important early code was STAB (Curtis, Tyror 
and Wrigley, 1961) which did however consider a 3 dimensional reactor model 
for 1 energy group. A later version of the code, STABLE (Wrigley 1963), 
was used extensively for safety studies in the UK (over £1,000,000 sterling 
worth of IBM 7090 time - Wrigley 1963, private communication) although such 
calculations are more used for check purposes nowadays on simpler 
computational methods. The present day most widely used (and referenced) 
code in the US is the 2 dimensional TWIGL code of Yasinsky, Natelson and 
Hageman (1968), which includes temperature feedback. The review of Henry 
(1972) compares TWIGL with other methods faster for some applications.
The study of point kinetics models including nonlinear feedback terms 
is a delight to the mathematically minded, although not necessarily fruitful 
for those seeking solutions to reactor problems, and much has been published 
in the US (see for example Akcasu, et al. 1971). In the UK however, the 
attitude expressed by Tyror and Vaughan (1970), 'the precise analytic study 
of approximate equations is of limited value', prevails. In any case, a 
computer attack must usually be adopted when solutions are required and 
often an analog computer is better suited to the job than a digital computer. 
We digress no more into this area of kinetics.
1,2 The Australian Scene
In April of 1958 Australia's first atomic reactor HIFAR (a 10 megawatt 
DIDO reactor of highly enriched uranium in aluminium fuel plates, cooled 
and moderated by heavy water with graphite reflector) officially went
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critical. In the same year a few AAEC Research Establishment staff
(Professor J. J. Thompson, Dr. K. C. Hines and Dr. J. L. Symonds) started
to use the IBM Service Bureau 650 for reactor calculations. Physics
Division staff were engaged in providing 2 group data to be ultimately
used in 1 dimensional diffusion calculations using the analytic code GAP
(Pollard 1960, unpublished). Cross section data was collapsed to 2 groups
using infinite medium (zero dimensional) numerical solutions of the neutron
12slowing down integral equation (C , Hines 1959; D^O-H^O, Hines, Duncan and
9Pollard 1961; Be , Hines and Pollard 1962; BeO, Axford, Hines and Pollard 
1964) although approximate analytic solutions were sometimes available 
(Pollard 1960 and Keane and Pollard 1962). Developmental work started on 
numerical solution of the 1 dimensional diffusion equation (Thompson 1959). 
By early 1960 we were using the Australian Gas Light Company IBM 650/653 
(which, with its 50 words of ‘fast* core and hardware floating point opera­
tions, was about ten times faster than the more regular 650 available at the 
Bureau) for zero and 1 dimensional diffusion calculations.
The early ’60's saw the arrival at the Research Establishment of the 
second reactor, M0ATA (a 10 kilowatt ARGONAUT type reactor of highly 
enriched uranium in aluminium plates, cooled and moderated by ordinary 
water with graphite reflector) and the first site computer, the IBM 1620 
(with 60,000 core digits, card reader and punch and later 4 tape drives).
The 1620 was used for infinite medium calculations by Physics Division 
(MULGA, Clancy, et al. 1963) in order to prepare data for space dependent 
calculations to be carried out off site. We were running calculations 
with CRAM (Hassitt 1962) using the IBM 7090 at the Weapons Research 
Establishment, Adelaide (with a month elapse between submission and receipt
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of job). Only having the ready availability of a small computer forced 
us to put considerable emphasis on efficiency of coding as well as numerical 
method (an emphasis that has persisted up until today) and a site FORTRAN 
system was developed by Richardson to serve our needs (Grimsdale 1964).
During the early ’ 60's we had implemented two suites of codes, MULGA 
(Clancy, et al., ibid) and GIBBA (Clancy and Pollard 1964, unpublished). 
MULGA was used for data preparation and GIBBA for burnup studies. 
Unfortunately, both code suites grew like 'Topsy' and the bewildered user 
had to shuffle numerous card decks in order to carry out even a routine 
task.
The arrival on site in 1964 of the IBM 7040 (with 32,000 words of core 
storage, 6 tape drives (later 8) and an auxiliary IBM 1401 computer 
optionally driving 2 of the drives in parallel operation) enabled the best 
features of MULGA and GIBBA to be combined along with new features to become 
the code GYMEA (Pollard and Robinson 1966). New features included 
procedures for approximately calculating resonance absorption (McKay 1964 
and McKay, Keane and Pollard 1965), an analytic way to solve the burnup 
equations (Pollard 1966) and an equilibrium model for recirculating fuel 
(Bicevskis and Hesse 1966). GYMEA utilised parallel programming of the 
auxiliary 1401 computer (Ford and Richardson 1967) to position a scattering 
matrix library, whilst the resonance calculation was being carried out in 
the 7040. A FORTRAN version of the Hassitt code CRAM (McGregor, et al. 
1968) was used extensively for our multidimensional diffusion calculations. 
Cell 1 dimensional transport calculations were undertaken with both the 
US-DSN code (Carlson, et al. 1960) and the UK-DSN code (Francescon 1963).
As with the 1620, our code users had to shuffle their card decks in order
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to carry out calculations embracing several codes.
The switch over in 1966 from the IBM 7040 to the IBM 360/50 with 
originally 256,000 bytes of core storage (now 1,152,000), 8 disk drives 
(now 12) and 2 tape drives (now 3) connected to the 360 (and now 2 tape 
drives connected to an auxiliary PDP9L computer working in connected 
operation - Richardson 1971) was a major problem of conversion on account 
of the inadequate precision normally available with single precision float­
ing point operations (about 7 figures) on the 360. Nevertheless conversion, 
and extension, of many of our codes was carried out. The main extension of 
the codes was concerned with coupling them together (using AELINK, Mason and 
Richardson 1969) via card images held on disk. GYMEA (Pollard and 
Robinson 1969) with its subroutine FORTRAN compiler (FOREX, Robinson 1968) 
was used to effect the required code coupling.
Over the past few years coupling of codes has become an everyday 
requirement and is frequently referred to as 'modular coding'. Certainly 
in the US the basic computational entities are highly modularised so that 
the modules required in a reactor calculation become very much like 
subroutines of a programme - for example the ARC system (Toppel 1967). In the 
UK and elsewhere, however, the modules tend to be more self contained - 
for example with the WIMS system (Askew, et al. 1966). On site growing 
dissatisfaction with inadequacies of our GYMEA system and slow convergence 
of CRAM for some problems resulted in the planning of a more integrated 
system (AUS, Appendix 1 of POW report, Pollard 1973) with a 'speedy' two 
dimensional general purpose module (POW) replacing CRAM.
The code (nodule) POW was written using the methods developed in 
subsequent chapters. Perhaps the most important aspects of this work
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(consistent with the 'speedy' objective for POW) are the quick estimation 
of SLOR factors (section 5.2) and the reliable estimation of dominance 
during Chebyshev extrapolation (section 7.2) although rebalance features 
(section 6.2) are also important.
CHAPTER 2
2.0 Summary
In this section we introduce the time dependent form of the multigroup 
neutron diffusion equation (section 2.1) and we investigate aspects of the 
equation relevant to an eventual numerical solution. We do this first by 
reducing the reactor to the simplest type possible, an infinite homogeneous 
reactor (section 2.1.1) where -the so-called point kinetics equations result. 
After long times a persistent mode is seen to exist for the points kinetics 
case and we trace the same behaviour into the more general situation 
(section 2.2). The simplest spatial variation, that of a bare homogeneous 
reactor, is studied (section 2.2.1) and simplified for use as a trial solution 
in our numerical attack. As a preliminary to the study of perturbations from 
the steady state we introduce the adjoint steady state equation (section 2.3). 
Subsequently, the perturbation theory is pursued (section 2.4) and a point 
kinetics-like equation results. Finally, we derive a useful expression for 
the change in reactivity following small cross section perturbations which is 
used in everyday neutronics calculations (section 2.4.1).
2.1 Time Dependent Form
Kinetics studies of reactors can be a very (computer) time consuming 
process as we will see. Motivation for the studies arises out of safety 
assessment work where an attempt is made to predict the outcome of almost 
possible (credible) accidents. (It is fairly clear that a reactor that is 
difficult to control is hardly likely to be built.) Detailed space 
dependent calculations of the type to be pursued mainly provide a check on 
alternative approximations. Even so, accurate space dependent static
2. THE NEUTRON DIFFUSION EQUATION
2.2
calculations are an everyday requirement in safety as well as other neutronic 
studies.
Detailed mathematical description of neutron interactions throughout a
reactor system following short time variation (milliseconds to seconds) of a
component part of the reactor, say a control absorber, would require
solution of the Boltzmann transport equation. If we included feedback
effects following, say, temperature changes, the equation would be nonlinear
in the neutron flux 0. Even the static calculation, however, is not
feasible without some gross approximations being made. One of the most
important approximations is the replacing of dependence on continuous neutron
energy by groups of energies. As we will see, the influence of reactor
constituents on the flux appears through cross sections a, which over the
. 7 -3neutron energy range of reactor interest, 10 eV down to 10 eV, may 
experience hundreds of sharp changes (resonances). Replacing these 
rapidly varying cross sections by constant values within an energy group may 
require extensive computation (following, say, Pollard 1966) but this will 
not be our concern here. A further approximation, almost necessary for 
kinetic studies, is the replacement of the spatial transport process by a 
diffusion approximation. Here we will also ignore feedback effects arising, 
say, from reactor temperature gradients and we will assume that during the 
time variation of interest the reactor does not disassemble! We will then 
be concerned with a linear form of the diffusion approximation to the 
transport equation.
The time dependent form of the multigroup neutron diffusion equation 
we require is obtained from a detailed consideration of neutron events 
(following Stacey 1969). We have, the rate of decrease of neutron density
for group g
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= that due to leakage and removal via absorption and scattering out of g, 
less scattering into g, less prompt neutron fission into g, 
less production from decay of precursors, less external source 
production;
or mathematically (and restricting ourselves to at most 2 space dimensions),
57“ (r, t) = - V D  (r, t) V 0 (r, t) + a (r, t)0 (r, t) - v at v n, g g remg g ~ ’g
- X  ° s g ,-*g(î , t ) V ('5 ,t>  “ xpg( 1 ' p> X æ  of g ,(~ ’ t)e,g , ( ~, t )  •
g g
‘ X )  xdgAdcd(£>fc) - s^ ’t} » g — 1, 2, ..., Grf U  U U " & "
d ...(1) 
and we have in addition the precursor concentration equations
à_c^
à t (r»t) =
where k
S'(r,t) g ~
Pg
dg
“ Pd k °fg' t^g' “ AdCd^~*^ ’ d ~ i*2»-**»0»
g' ...(2)
is the effective steady state multiplication, 
is the energy group g external source density about 
a point r of the reactor,
is the prompt fission spectrum (normalised to unit 
group sum),
is the delayed fission spectrum (normalised to unit 
sum) for delayed group d yielding fraction (3̂  of 
total fission emissions, (3 ^ ^  are
delayed,
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C (r, t) g denotes various (macroscopic) cross sections -
G , = scattering matrix from group g' to g,® g g
G = removalremg
Dn,g (j.t)
= G + X"'G . , (absorption + outscatters),ag /Li sg->g' *
r. . g' . .VOj. = fission emission ,fg ’
denotes possibly (tensor) directional diffusion coefficients
(for directions n or -n parallel to the chosen axes, for 
example-V-DnV  = ’ ^  Dx ^  ‘ ^  Dy ̂  > although we 
would usually use the isotropic values
g
C'.(r,t)l
0 (r,t) g ̂
t
D (r,t) = 1/(3 G (r, t) , g ~ trg ~ 9
with g .̂ the transport cross section, 
denotes group g average velocity, 
is the precursor concentration density for delayed 
group i about jc,
is the group g flux required to be calculated, 
is the time
and sums are taken over all groups (1,2,...,G for energy groups and 1,2,...,D
for delayed groups). The equations are to be solved for 0 subject tog
(i) the outer boundary conditions - 
(a) reflective (zero current)
50
(r,t) = 0 for each group g,
where n = outward normal,
or (b) reactor (zero flux on extrapolated boundary)
50 0
D (r, t) — ^ (r, l) + *3^ (*> t) = 0 for each group g ,n,g 5 n
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where d = extrapolation distance in equivalent transport mean 
free paths
(usually 0.71 is used - Inonu 1959);
(ii) the internal boundary conditions for boundaries separating
different materials assumed to all lie parallel to axes, say L 
(a) continuity of flux
R -
0 (r,t) T - Vfa(r, t)|R = 0 for each group g © ' g IR
and (b) continuity of current
n -(Dn,g(~’t ) W g(ï,t)| ‘ Dri,g(i’t)VV 5,t)l ) = °' L R
for each group g,
where n = boundary normal;
(iii) the initial conditions - 
(a) steady state
b<t S C ’
t) = 0, t) = 0, S^(r, t) = 0, t < 0  for all groups
Y  j  f(> ’0>afgg' reactor &
(r,O)0 ,(r,0)dr P,
where f(r,t) is the energy released from fission of the 
material about r
O- (r,t) denotes the fission cross section fg
P is the required power,
which requires soltuion of an eigenvalue problem (section 2.2), 
or (b) shut down
$ (r, t) = 0, C'(r, t) = 0, S'(r,t) = 0, t< 0 for all groups.g cl ^ g
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Existence of a unique solution will be assumed in this work although 
theoretical foundations are available (Habetler and Martino 1961).
As an example of a 'usual1 type of calculation which we may wish to 
tackle, we consider a cylindrical reactor as illustrated below ...
top reflector ( H20)
fuel (PUAL)
side reflector (H20)
Using the symmetry of the reactor about the axes we need only study the top 
right hand quadrant using boundary conditions as indicated ...
z zero flux
zero current zero flux
zero current
2 . 7
Typically we might use 4 energy groups (G = 4) with data obtained from the 
code GYMEA (Pollard and Robinson 1969) and 6 precursor groups (D = 6) with 
data from Keepin (1965). The usual time variation of cross section would 
be for pulses of the type depicted ...
t, sec
which may be obtained from idealisation of the consequences of an actual 
physical process, say coolant flow fluctuations. Chapter 9 further 
discusses actual neutronics calculations undertaken with the code POW 
(Pollard 1973) using the theory developed in this work.
Before we proceed with a method for solving the diffusion equation (1) 
it is instructive to consider a very special case (an infinite homogeneous 
reactor) in order to indicate some of the problems associated with time 
dependence likely to beset us in any problem.
2,1.1 An infinite homogeneous reactor 
Consider the simplification that results in equations (1) and (2) when 
we study an infinite homogeneous source free reactor and one neutron group: 
we obtain
■ i = °a(t)c,(t) ' ( 1 ' B) °f(t)(z!(t) - V d (t) , ...(3)
dC'(t) v
— dt—  = ®d k > d - L,2,...,D. ..(A)
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The same form of equations may also be obtained from equations (1) and (2) 
by making a separability assumption (see also section 2.4),
CKr, t) = c£(r)T( t)
The validity of separability is often assumed in safety and kinetics studies
(Glasstone and Edlund 1952). Justification, unfortunately, often rests on
mathematical simplicity rather than on physical grounds. Even so, the
resulting equations (3) and (4), the point kinetics equations, are often
used. One frightening example of Yasinsky and Henry 1965, for a severe
disturbance to two loosely coupled cores gives a point kinetics flux about
a factor 10 too low compared with the spatial solution result. Fortunately,
such examples are thought to be rare. Here, of course, is where the spatial
solution method finds its best application - in checking results of spatially
approximate methods, such as the point kinetics method, for a few cases.
Assuming o is independent of time and introducing the usual point a
kinetics quantities
effective multiplication k(t) = vaf(t)/oI Si .
with steady state value k = vo^/o
excess reactivity, P(t) = ^k(t) - k^/k(t)
and prompt neutron lifetime, £  = l/(vo ) •
we obtain the usual form of the point kinetics equations
t • •(5)
dCd(t)
T 0(t) - ^ C d(t) d = 1,2 ( 6)dt , • • •,
where C^(t) = vC^(t)
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and we have neglected terms 0(p(t)) compared with 1 ,
Analytic solution of the point kinetics equations is possible for 
certain types of variation of p(t) (Henry 1964, Ash 1965, Flatt 1965, 
Tyror and Vaughan 1970 and Akcasu et al. 1971). Here we are content 
to investigate the simple step form
p ( t) = p  , t > 0 . ... (7)
Taking the Laplace transform of equation (5) and (6) with 0(0) = 1 we 
obtain
p0( p ) - l  = C?(p) +
8d_ Bd s 
kdpC^(p) - ~ “IT ^
where 0(p) -
Let g ( p )
q ( p )
X
w
e $(t)dt , etc. 
PPd
pi + v  P +
g ( p ) / p
...(8)
t h e n  0( p )  = q ( p ) / ( -  p  +  g ( p ) )  •
Now d£(p ) = ^d?d 4 0 for any real value of p ,
d p ' T  (p + V
hence the D+l roots of the 'inhour' equation
p  = g(p) ...(9)
are distinct. In addition we find that we may order them such that
|P \ / 1  ’ . . .do )
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235 .which for delayed data appropriate to fast fission in U (Keepin 1965)
SI Jand with JC = 10 sec, P = 10 becomes-3
-10*<p6 <.-3.87 < p 5 <-1.40 <p <-0.311 <p3 <-0.115 <p2 <-0.0317 < pL <-0.0127< pQ < 10
(pj given in units of sec ^). The solution of the point kinetics equation 
is then
V(/>{ t) = ^  ̂  â  e J (with aj constant) . . . ( H )
J
and rightly we expect problems to arise in any numerical method which directly 
attacks the differential equation on account of the vast spread of exponentials 
in the solution.
After sufficiently long times the p^ term will dominate and we will
obtain the persistent mode solution
0(t) - a0 eP0t ...(12)
In the special case when p is very small and hence p^ is very small, equation 
(9) further reduces to
p0 ~  p/( ̂  •
d
For example, using the delayed data of Keepin (ibid) appropriate to fast 
235fissions in U we have
= 0.083 sec
d
and in the absence of delayed neutrons we have
5> < A i  = 0
d
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hence
Pq (no delayed neutrons) 
Pq (delayed neutrons)
0.083
i
= 830 when ^ = 10 ^ sec.
When we consider the other extreme, however, p very large, we have
p  -  P
po -  ’
hence
Pq (no delayed neutrons)
Pq (delayed neutrons) —  1 + 0/p
= 1.2 when p  = 50 .
The important change over value for reactivity is
p  = 0 , the prompt critical condition, 
and common usage introduces the reactivity scale
= P/0 dollars .
In summary, even though the delayed neutrons are only about 1/2 per cent 
of all neutrons emitted from fission, for reactivities considerably less 
than a dollar, delayed neutrons play an extremely important role in the 
stability of a reactor. On the other hand, for reactivities in excess 
of a dollar, the influence of delayed neutrons is only marginal.
We pursue an obvious extension of the persistent mode equation (12) for 
the space dependent situation in the next section.
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In the previous section we found that a persistent mode solution
existed for the space independent situation after sufficiently long
times following the insertion of a step of reactivity (equation (12)).
As a further development in our probing of some of the properties of the
multigroup diffusion equation (1) we will assume here a step change has
been made to some cross section and we will make the unsupported
assumption that time dependence may be removed from the neutron flux in 
p0fcthe form of e , that is
2.2 Prompt Persistent Mode and Steady State Equation
Ignoring the changing influence of precursor concentrations (thereby 
restricting the validity of the analysis to prompt critical situations),
Pnt0 (r, t) = <t (r, t) e 0 g g ^ t >0 (identical notation should not
cause confusion). (14)
dC'
= 0 » d = 1,2 y . . .  y D
and making the (unlikely) assumption that
S *(r,t) = S*(r) e g ^  g ~
po fc (= 0 say, although retained for 
subsequent use),
then equation (1) becomes
y  o ,JLt sg'-frg. t
§' (15)• • •
where X is the equilibrium fission spectrum given by
...(16)
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Equation (15) is identical in form to an equation appropriate to steady 
state (section 2.1) except for the appearance of the term in p^. Any 
solution procedure aimed at solving the steady state equation should thus 
also be able to solve equation (15), a pseudo steady state equation, even 
to the extent of determining pQ (using a criticality search, section 7.3.1). 
The ideas raised here are sometimes pursued in the study of severe 
perturbations where delayed neutrons play little part.
We next consider a simplification of equation (15) to further dt ' 
our ideas.
2.2.1 A bare homogeneous reactor
Here we consider a bare homogeneous source free reactor as a step in our 
understanding of the persistent mode equation (15). Following Weinberg and 
Wigner (1958) we take
0 (r) = 9(r)0 , ...(17)g ̂  ^ g
where the spatial distribution 0(r) is the fundamental mode solution of the 
wave equation
V 2e(r) + B2e(r) = 0 , ...(18)
that is the solution which is positive throughout the reactor and satisfies 
the boundary conditions (section 2.1). Together equations (17) and (18) 
reduce the steady state equation (15) to the form
0 4- D B + premg g ro / v g 0g N ' 0 , 0 i +  X ^  '  T" Oj. ,0  ,Z-J s g ^ g  g ’ Ag L~t k f g  g
g ’ g ‘
• • •(19)
Solution of equation (19) (a simple matrix problem), along with derivation of
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the component multigroup cross sections from basic data, was dealt with in 
a previous submission (Pollard 1966 - M.Sc. thesis). We consider the matter 
no further here.
The spatial shape of the flux may be readily obtained analytically from 
equation (18) for different geometries. Assuming the flux vanishes on 
(fixed) boundaries r^ and using a central coordinate system, we have 
(Glasstone and Edlund 19 52) ...
slab (x,y) , ©^Xjy)
cylinder (r,z) e2(r,z) = J0 2.405 —  
. rb
COS %z2 z, b
B'
B‘ 2 ■ 40 5 \2 
rb
...(20)
v2
% \
9
sphere (r) , ©^(r)
...(21)
...(22)
The spatial shapes are all similar and as we use the above equations for a 
trial solution in our numerical attack on the general diffusion equation we 
simplify the results. Let us seek constants and in the approximations
and
©2(r, z) cos
C27tr
©1(r, z) c* ©2(r, z)
e3(r) COS
C3xr
2rb
Qj^ir.O) — 03(r)
(23)
• • •(24)
(hardly worthwhile but serves 
to unify approach).
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We note that the approximations maintain both (i) required boundary 
conditions and (ii) positive nature of the solution, provided |C^|^l.
We determine the constants C^ from the simple requirement of agreement of a 
Taylor's series expansion for a few terms -
cylinder, 1
hence
sphere, 1
if. (2.40 5 r/r^)2
-¿(% r/rb)2
1 -
1 -
i d  + c*) dr/r^)
-/ \2/2.405 V _ i
i  * )
JL
i d  + c2) dr/r^)
2
0.4146 ,
2
...(25)
hence = lA/3 = 0. 5774 . ...(26)
A numerical check reveals that for the required intervals (0<r<r^) the 
approximations §2 and 0  ̂ are accurate to about 3 significant figures which 
is considered adequate for the trial solution application we have in mind. 
The ideas of this section also suggests the separation
0(x,y,z) = $(x,y)0(z) ...(27)
for a slab reactor which is homogeneous and bare in the z direction. As 
we would expect our earlier equations hold for $(x,y) but with a modified 
removal cross section
o' remg (r, t) = a (r, t) + D (r, t)B 7 remg ^  z,g~ z ...(28)
where the axial buckling is given as
...(29)
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We find that in practice even if the reactor is neither homogeneous nor 
bare in the z direction an axial buckling is often used, although not as 
prescribed by equation (29), to at least give some allowance for axial 
leakage (Leonard 1964). The buckling may be obtained from separate 
analysis, or actual experiment, on the z variation of the flux in the vicinity 
of the centre region.
In the next section we develop some background for analysis of 
perturbations from the steady state.
2.3 Adjoint Steady State Equation
As a first step in analysis of perturbation from the steady state we 
derive the adjoint source free steady state equation. The real steady state 
equation is given by equation (15) with p^ = 0 and we introduce the scalar 
product (and with some 'dummy* arguments retained)
O v - i g ’ V ’ i ) = £  2  / O , (r)0 , (r)^(r)drg-»g ̂  g ‘ ' ...(30)g g
taken over all groups and the entire reactor, where G^(x) is the adjoint flux.g
In particular, if a reaction does not transfer neutrons to another group we 
take
°g'-»g
O , , g' = g
0 , otherwise
Multiplying the steady state equation (15) by 0 (r) and collapsing accordingg
to the scalar product rule (30) gives
-fl.V.D  V0 + ( a  ,0 ,0*) = ( o  ,0 + / r f l f  ,X .0 ,,0* )'■i , v  n , g v V  g j  v remg’ V  g/ sg V  g ”  g) f g ' V  g ”  g)
...(31)
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Deriving a Green*s theorem appropriate to this situation and dropping 
unnecessary notation we have
jk. = Vd*-iVd + d"v-D\7d - Vd-DW® - dV-OVd/&
hence
- (i,v-Dn>gvdg,dg) = - ( 1 ,d ,V"D_ dA) - V  /*n*(d*D Vd - d D Vd*)dSg n,g g yL/ J  g n,gv g g n,gv g
g b
where S includes the reactor boundary and any internal surfaces containing 
discontinuities ofV$ and V0^ (interfaces between reactor materials).
The integral over internal surfaces vanishes (since each surface must be 
considered twice) provided
0^ and n»D are continuous on these boundariesg n> g g
and the boundary integral vanishes provided
k
. dn*D Vd® + -rf = 0 n»g g 3d
The adjoint flux 0 must thus satisfy the same boundary conditions as 0g g
(section 2.1). Equation (31) therefore reduces to
-( l,d  ,v .d Vd*') + ( o  ,d ,d*) = ( a  ,,d .d*,  ̂ + ( -  o, x  .»d ,d*,>v g n»g g ) V remg’ g’ g J \ sg-ig ’  g’  g'J l^k f g * g '  g’ g V
...(32)
and we take the adjoint equation as
- V*D (r)V0A (r) + G (r)0^(r) v n, g ~ g ~ remg ~ g ~
= + i  °fg (") ...(33)
g
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since equation (32) then holds for any function 0 (r), for example theg ~
solution of a perturbed steady state equation.
The physical significance of the adjoint flux 0^(r) is discussed by, g ~
Ussachoff 1956, Selengut 1959, Lewins 1965 and others. Here we simply
note that G^(r) is proportional to the overall power level which would be g
obtained asymptotically following the insertion of group g neutrons at the 
point r.
We arrived at the considerations of this section on the way to studying 
a perturbation from the steady state. So far we have simply been introduced 
to a new equation, the solution of which is clearly no easier or harder than 
solution of the real steady state equation. At least, any approach we 
develop for the real calculation should also work for the adjoint calculation, 
so perhaps in that sense we are no worse off having two equations except for 
the obvious plea that numerical computation is likely to take at least twice 
as long (and it does). Nevertheless, our departure from the main objective 
of seeking a method to solve the time dependent neutron diffusion equation is 
informative and useful.
2.4 Perturbation Theory
As a second step in analysis of perturbation from the steady state we 
extend the results of the previous section following Henry (1964). We 
introduce the time dependent scalar product, section 4.2.3, (with needful 
'dummy* parameters retained),
G W ° ’ V t M g )  =
...(34)
g g
and cross section perturbations, etc.,
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6a , (r,t) = a , (r,t) - a . (r) ...g-»g g ^ g  ~
where steady state quantities will be denoted without time dependence. In 
addition we require a dominant time dependence function T(t) such that we 
may write
(35)
0 (r, t) = e (r, t)T(t)o o ...(36)
with
We further restrict
T = 1 0
the auxiliary function 0 (r,t)g ~ such that
o 9
then | ( l / v g,<g( t ) ^ ) - ^ ( i / v g,eg( t ) ^ )  .
Collecting the above results and collapsing the time dependent diffusion 
equation (1) according to the scalar product rule (34) we obtain
...(37)
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where the crossed out terms collectively vanish since 0^(r) is the solutiong ~
of the adjoint steady state equation (33). Likewise a X, 0^(r) weightedu§ §
collapsed precursor concentration equation becomes
...(38)
We may then present equations (37) and (38) in a form analogous to the point 
kinetics equations (5) and (6) -
d T ^  = T(t) + + S(t) ...(39)
d
dC ,(t) B .( t)
and — T(t) - AdC(J(t) , d = 1,2.... D, ...(40)
where we take
f(t)
jg(o
p(t)
Bd(t)
f l ( t )
~ ( k  ° f g , ( t )  v V ( t ) ’ < )
= (1/vg*eg(t)’^ /f(t)
■  -  ( &W t > ' V t>’ < )
■(i 0 , g ' < t > W < l ’ 9 8 ' <t>' , i ^ / , < ' )
■  2  » „ < «
d
...(41)
...(42)
+
<«=>.«£) /f(t)
...(43)
...(44)
...(45)
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)/(l/vg,9g(t),0kg ) •.•(46)
and S ( t )  = ( S ^ ( t ) , l , e ( * ) / ( l / v g, e g( t ) , « ( * )  .  . . . ( 47)
From equations (39) and (40) we infer that provided T(t) represents the
dominant time behaviour of the flux, 0 (r,t), then at least instantaneously§
the time variation is likely to follow a composite solution of a vast spread 
of exponentials as did the flux in an infinite homogeneous system (section 
2.1,1). Roughly speaking, the extent to which 9 (jc, t) of equation (36) is 
independent of time is the extent to which a point kinetic study on a 
particular problem is possible and worthwhile. In any case, if we intend 
to pursue a point kinetics model the definitions (41) serve to form a basis 
for the data we should use. We may take
0 (r,t) ^  $ (r) for the steady state g ~ g ~
or we may use (the adiabatic model, Henry and Curlee 1958)
’ »
where $ , v(r) are various steady state solutions which would be obtained if g(m) - ' t
the perturbed data a(r,tm ), etc., were used in static calculations.
Other approximate methods are possible that seek to separate out the 
time dependence into more than one dominant time function T(t) and are 
pursued by Stacey (1969). We will not consider them further in this work.
We will not leave perturbation theory until we have studied the influence
of small perturbations on the steady state reactivity as herein lies a useful 
tool in everyday static calculations.
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2.4.1 Static perturbatio theory for small perturbations 
Following step changes to cross sections a time variation from the 
steady state solution would result. For sufficiently small changes we 
assume
0 (r, t) ^  <t (r) g ~ g ~ for the steady state ...(48)
then a point kinetic model could be used (equations (39) and (40)) to describe 
the resulting transient. After a sufficiently long time a persistent mode 
would dominate (section 2.2)
pot4 (r, t) 0 (r) e © ©
with Pq given as the algebraically largest root of the inhour equation (9) 
and where •£, p and 8^ are given respectively by equations (42), (43) and (44).
An alternative, and frequently adopted procedure, is to maintain a 
static condition following the step cross section changes by introducing a 
fictitious change to the number of neutrons emitted from fission -
v
k ’ instead of the ’actual* r­k
Equation (43) for a static condition is
p(r) = 0
hence introducing
leak -  ( i ,v ô d  v«*„9 n,g g g
ôrem (ÔGx remg g g
scat
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6-. = (& r ,X ,<t i,«**)f i s s  V  k f g ' ^ g ’ g ”  g /
r,. = (t: O, ,x >t(f i s s  V k f g ' ^ g ’  g ”  g J
we obtain 0 -r le-ak ' 6re-m-+ &scat + 6fiss^ + i .
r  n .fiss
j j ^ k' - k _ k* ,
and s i n c e  = ----p — -  ^  - 1 is the static reactivity
we obtain the result we seek
Ps~[' 6 leak “ 6 + rem 6 . + scat 5fiss fiss
Equation (49) proves to be most useful when we wish to study either
(i) effects of very small changes, or
(ii) many different perturbations.
Otherwise we might as well simply repeat a steady state calculation and 
calculate P^ direct (and here no adjoint calculation is necessary).
.(49)
CHAPTER 3
3.0 Summary
In the previous Chapter we studied different properties of the time 
dependent neutron diffusion equation 2(1): here we cast the equation into a 
form suitable for numerical solution using a digital computer. We set up a 
finite difference grid in both time and space. Integration of equation 2(1) 
over both the temporal grid (section 3.1) and the spatial grid (section 3.2) 
produces the required numerical form of the diffusion equation (section 3.3). 
Along the way to producing this equation we meet some fission spectrum 
functions (section 3.1.2) which embody the decay and production of precursors 
for the time step. In addition, we encounter some numerical calculations 
chosen to illustrate possible accuracies of the time integration scheme 
(section 3.1.3) and space integration scheme (section 3.2.3).
3.1 Temporal Integration
Bearing in mind our earlier observations on the possible vast spread of 
time varying exponentials likely to appear in the solution of the diffusion 
equation 2(1) (sections 2.1.1 and 2.4) we pursue a direct time integration 
method (along the lines of Stacey, 1969) which aims to include precursor 
concentration variation in a natural way.
Consider that we have progressed the flux and precursor concentration
solution to the time t , then assuming a time limit t has not been reachedp-1 P
we require the solution at the time t (= tp_^ + 5t). (This approach is 
possible since we are dealing with an initial value problem as far as the 
time variable is concerned.) Equation 2(2) gives us
3. NUMERICAL INTEGRATION TECHNIQUES
3.2
Xjt o. V
^ Cd ^ ’ 6 k afg,^ > ^ g ' ^ > ̂  9 d ” •*->2
which yields
Cj(rjp) = C ^ i P ' 1) e " + 3d L  e p
• ^ y 1 e '< r p  ' Ç £  v (r~’ t}
using an obvious change of notation. We assume that
(i) the flux varies linearly across the time step,
V £ , t )  = { ~ 2 ô t - )  V - sp_1> + (  5 tp' 1 ) v :s>p)
and (ii) a cross section is constant in time across the step,
O(t) = o(t )
where
o(
Ct ) = / P a(t)dt/òt
P ^  t ip-1
since within the step o(t) may have a discontinuity (function value or 
however normally
lu = i(V i  + to> ’
then making the change of variable
t = t . + Tôt p-1
• • f D
, t) dt
..(1)
..(2)
slope),
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we have
~\fit r l -A òt(l-T)
Gd(£ ;p) = C^(r;p-1) e + ^ ò t  £  e ]T) £
g
[ (l-T) <t ,(r;p-l) + T 0  ,(r;p)O O dT .
Introducing the functions
and
r l„ / \ / x( 1-t ) _n-l -F (x) = / e T dTn
Fn (X> = j C  eX(1"T) Ttl"1 0--T)dT ,
...(3)
...(4)
which will be considered more fully in section 3.1.2., we finally obtain 
the equations
cj(r;p) = cd ^ ’p' 1  ̂ e + 0 d6t
v7- Oc , (r, t ) k fg p
[F^C-XjSt) ^gt(l5P-l) + F2(-Xd6t) (r;p)l , ...(5)
d = 1,2 ... , D.
The neutron diffusion equation 2(1) is now tackled in like manner. The 
terms are mostly of the form
,t
- f :p-i
ag( i , t )  V ~ , t ) d t  ’
hence employing the assumptions (i) and (ii) we obtain
I = 4r O (r, t ) 2 g p tfg^sp-1) + e*g(£?p)
For the precursor term we directly integrate equation 2(2) to give
3.4
f p V d (~ , t ) d t  = ^  f  E  ï  ° f g , ( - ’ t p) [ c!g i ( i s p - i )  +  ^ g * <s î p >
p-i g'
+
+  C ^ ( r ; p - l )  -  C ^ ( r ; p )  . ...(6)
Substituting equation (5) into the above and the result into the integral of 
equation 2(1) after some minor manipulations we obtain the desired time 
integrated diffusion equation,
- V*D (r,t ) V 0  (r;p) + f G (r,t ) + 2/(v <5t)l 0 (r;p) -v n,g'-’ p/ v ^g'-,p/ L remg ~9 p7 g J  g ~ ■
‘ °sg'->g (s’V  ‘ x(2)g(Ôt) 2 k  afg'(~ ’
g' g'
= V*D (r,t )V«< (r;p-l) - To (r,t ) - 2/(v6t)l 0 (r;p-l) + n,g p g L remS ~ P g J  g "
+ 2  °sg’-»g p' "g( J ’ V  ^ - Î J Î P - U  + X ( l ) g ( Ô t )  2  Ï  ° f K ' (J » V  +fg ^  P g
g g
+ 2 2 xdg \  Go(Adôt) ci<5»P-1> + S^ ;V . . . ( 7 )
where the fission spectrum functions are given by
X U)g(6t> = XPg(1'P> + Ç  XdS ^  Gl(XdÔt) »
X (2)g(Ôt) = Xpg(1‘P) + 2 Xdg Pd G2(XdÔt) *. d
G0<*> = Fj/-*) »
G1(x) = 1 - 2Fj_(-x)
...(8)
. . . ( 9 )
...(10)
...(U)
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and G2( x ) = 1 -  2F2( - x ) ,.(12)
(Note that in the absence of delayed neutrons equation (7) reduces to the
Crank-Nicolson method (1947)).
Spatial solution of equation (7), or simpler forms of the equation, 
will be our preoccupation in the remainder of this work, however we note 
the similarity with the persistent mode equation 2(15), except that
With some modifications a steady state code may thus be used to solve the 
time dependent diffusion equation (using a fixed external source option).
On account of our observations above, except for the remainder of this and
the next section, we will leave the temporal problem and concentrate on
♦
numerical solution of the steady state equation 2(15). Since the temporal 
problem will require the solution of perhaps 100 equivalent steady state 
problems we have a strong motive to pursue fine detail of the steady state 
method in order to obtain speedy computational procedures. (And by no means 
least important, detailed attention must be given to the actual manner of 
coding, although we will not discuss that further here.)
With the spatial solution of equation (7) available we update precursor 
concentrations using equation (5) and we may then proceed to the next time 
step if required.
We now investigate some properties of time integrated diffusion ■
P„ = 2/ôt o
and S' = RHS g
equation (7) and the related fission spectrum functions.
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3.1.1 Persistence of steady state 
A highly desirable property for the time integrated diffusion 
equation (7) is that in the absence of any data perturbations the steady 
state solution should persist. Since for the steady state we have
...(13)
equation (7) maintains a steady state provided
X (2)g(6t) + X (l)g(6t) + 2 E Xdg Pd Go(Ad6t) - 2 *g • ••••<“ >d
Substituting the definitions of the fission spectrum functions (equations 
(8) to (12)) into the above gives us the condition
F[(-Xd6t) = FL(-Xd6t) - F2(-\d5t) ...(15)
which as we will see (section 3.1.2) is satisfied by the exact quantities 
and should be maintained for any approximations to the functions,
3.1.2 The fission spectrum functions 
We first consider the F functions given by the definitions (3) and (4). 
Now direct integration yields
F (0) = -  ...(16)n n
and integration by parts gives
F (x) =n (n-1) F (x) - 1 n-1 /x (x^O)
or F (x) =n x Fn+l(x) + 1 /n
therefore since clearly
F-J (x) = I"ex . l /x
...(17)
...(18)
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we readily obtain
F (x) n = (n-1) (1 + x - 2 x2 + ... + x11" V(n-l) 1 /xn
...(19)
Direct calculation of F^(x) using the above for small values of x (as 
usually required) would obviously be extremely prone to round off errors 
since the square bracketed term is the remainder of a Taylor's series 
expansion of e about the origin. We therefore adopt an alternative 
approach. Before we do, however, we note that the derivative functions 
F^(x) may readily be obtained from the basic functions already considered. 
We have
F (x) - F .(x) n n+1 f 1 e X^ 1_T  ̂ (1  -  T )  T n ' 1 dTJo 9
hence F ’(x)= F (x) - F ,,(x) n n n+I ...(20)
thereby the persistence of the steady state is assured (equation (15)).
We make F^(x) the object of approximation following our observations 
on roundoff error associated with direct application of equation (19) and 
we utilise equation (18) to obtain F^(x) and F^(x).
A rational approximation for F^(x) is sought
f 3(x ) *  Pj q.j.x̂  (j = 0, 1, 2, ...) ...(21)
and reasonably we require
max F3(x) ' S PjX/ /^ qjxJ < £ for - l < x < 0  , ...(22)
where £ is to be as small as possible for truncation of the series after a
few terms. Hence
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max f3(x ) £  q.xJ - £  p.xJ < £ '
J J
from Schwarz inequality (section 4.2.3), with
£ ' = £ max
Now if we write
(x) = ^  ̂  ajX  ̂ (a Taylor's ser -̂es expansion)
then
E v J - E E ’j*1
j X' j
/ t >
'  ?  ( S ' - H
|x ̂  from the Cauchy rule,
hence we require
max / **
? ( § ■ *
qi-j - n x
i < £ .
J
A Pade (n,m) approximation then results if we take
pj = 0 , j > n
qj = 0 , j > m
£. «—1 oIIand £  aj qi_. = P j .
j=0
for as many values of JL as possible (Cheney 1966). Here
21
aj " ( 3+j ) I
and the Pade" (4,3) result
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, . ^  3600 - 180x + 30x2 + x3 + 3.5714285714 * 10~2x4 , .
10800 - 3240x + 360x - 15x
tilis obtained which agrees with the Taylor's series expansion up to the 7 
power. In common with a Taylor's series expansion about the origin the 
approximation (23) is extremely accurate for x in the neighbourhood of the 
origin, but becomes worse as x moves away. We attempt to make some slight 
compensation here by modification of the coefficient of x^,
F3( x ) 3600 - 180x + 30x2 + x3 + bx^ 
10800 - 3240x + 360x2 - 15x3
...(24)
such that the approximation is also correct for the other end of the 
interval (x = -1). We calculate
b = 3.5711027315 x lO-2 ...(25)
and then e = 6 x 10 ^  in the inequality (22)
which is marginally better than
£ = 2 x lO""'*'0 for the Pade approximation alone.
The approximation (24) is made complete by using the direct expression 
(19) for x < - l  which is then not subject to excessive roundoff error and 
the overall approximation is continuous from our choice of b.
The required fission spectrum functions are thus calculated using the
above result as
G2(x ) = xF3(-x ) ...(26)
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G1(x) = x - (1 + x) G2(x ) ...(27)
and Gq (x ) = 1 - î T g l(x ) + G2(x )1 . ...(28)
As written, equation (28) encourages persistence of the steady state, or at 
least does not discourage the persistence with excessive roundoff errors, 
and it embodies the required condition given earlier as equation (15),
3.1.3 Zero dimensional calculations 
In order to give support to the time integrated diffusion equation (7) 
we resort to a purely numerical approach as any analysis tends to become 
completely unwieldly. In the table below we compare results obtained from 
zero dimensional calculations for ramp reactivity insertions using the data
cited in section 2.1.1, that is
3 - 0.000247, 0.001385, 0.001222,.0.002645, 0.000832, 0.000169d
(3 = 0.006 5),
\d = 0.0127, 0.0317, 0.115, 0.311, 1.40, 3.87 sec
TABLE 1
-1
VARIATION OF 0(1)70(0) (TABLE ENTRIES) WITH STEP LENGTH
step length, 5t, sec
1 0 . 1 0.01
ramp rate, 0 . 1 1.114 1.127 1.127
1 dk 
0 dt ’ 0.2 1.241 1.288 1.288
i =  1 0 "
-C
O­ CO o 1 h
-*
0.4 1.550 1.775 1.777 sec
0 . 1 1.117 1.130 1.130 t  = l o '
0.2 1.250 1.297 1.297 sec
0.4 1.571 1.817 1.819
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From the table we see that even results for a step length as large 
as 6t = 0.1 sec are of acceptable accuracy. As the table also indicates 
the suitability of a step length depends on the actual variation being
studied. For severe variation such as may be encountered in accident
. -3studies step lengths as small as 5t = 10 sec or smaller may be necessary
and the machine times required for multidimensional calculations 
consequently may become prohibitive.
3.2 Spatial Integration
Following the basic ideas of Wachspress (1966) we adopt a simple 
integration scheme for both neutron reactions about a point and neutron 
leakage about a point. We derive a mesh grid for the generally 2 
dimensional situation using lines (or surfaces) parallel to the axes.
Any material interfaces must lie on the resulting grid and usually grid 
points would also be given internal to a material in order to provide 
accuracy in the numerical integration scheme. The illustration below 
shows the idea ...
FIGURE 1
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Spatial integration of the diffusion equation (7) is then carried out 
over integration boxes surrounding each grid intersection and we require 
approximations for the resulting integrals.
We elect to calculate the required flux solution 0 (r, t) at the inter-§
section of grid lines (the edge flux method) rather than the computationally 
simpler (centre flux) method using grid centres. By so doing we obtain 
better accuracy for the neutron leakage about a point, or equivalently we 
may use fewer mesh points (typically 20 to 30 per cent for each direction), 
thqin for the centre flux method (for example as used in CRAM, Hass it 1962 
and GOG, Hopkins and Oakes 1968).
The integration box we use for a typical point (i,j) is obtained from 
lines midway between grid lines and is as shown.
FIGURE 2
INTEGRATION BOX ABOUT A POINT, P(i,j)
N(i, j+1)
W(i-l,j)
2 1 1
-2— 4---4 —
3 3
S(i, j-1)
E( i+1, j )
mesh
grid
In general P(i,j) may be surrounded by four different materials (filling 
sub-boxes numbered 1, 2, 3 and 4) and this must be considered in subsequent
analysis.
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We first derive the required integration scheme for non-leakage neutron
reactions such as fission emission (vo^) then we consider neutron leakage
(-V-DV). We will use the notation ...
II 1,2,3,4 as an index for sub-boxes as sketched,
II an identifying number for the material filling sub-box
(we number all materials 1,2 ... for convenience of identification),
a(m) = a cross section of material m filling a sub-box,
hZ= mesh spacing,
IIr—1
.e distance PN, etc.,
h = max (hL, h2, h3, h^),
V£,= a volume of a sub-box,
H  = an outer surface area of a sub-box as indicated in the figure,
$(i,j) = flux at the point P(i,j)
and X)
Z
denotes summation over all sub-boxes, either volumes or surfaces as
implied and excludes sub-boxes beyond the outer boundaries (for one 
dimensional problems we also exclude points N and S as indicated later, 
section 3.4).
3.2.1 Non-leakage reactions
Here we seek an approximation for integrals of the form (dropping 
unnecessary notation)
I = / o(r) 0(r)dr • ...(29) Jbox * ~ ~
Now
< % >  = 0(1, j) + 0(h)
which we take as an approximation for <% )  by dropping the last term, hence
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I o(r)dr + 0(h3)
I = 0( i,j) V  o(m^)v/ + 0(h3)
£
...(30)
then
=* 0(i,j) ?  o(m^)v^ .
Compared with the centre flux approximation,
...(31)
/ a(r)0(r)dr — 0(centre) a(m)v (flux times cross section times J cell ~  ^  ~
cell volume)
of the same order of accuracy as the edge flux approximation (31), we notice 
the extra arithmetic required by equation (31). This sacrifice is made in 
order that we obtain a better leakage estimate using edge fluxes rather than 
centre fluxes.
3.2.2 Leakage reaction
We require an approximation for the leakage integral
I ■  - jc V ‘D (x) V$(r)dr; box n ^ ^ ^
that is .  - Í./box n«D (r) 0(r)dS n ̂
...(32)
...(33)I
using Green's theorem. We adopt some care in deriving a suitable 
approximation as we wish to maintain the internal boundary conditions of
section 2,1.
Now we define leakage through each outer sub-box surface as
l£ = - J  n.Dn (j)V«i(r)dS 
outer sub-box, 2
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then I = £  H
Ji
and we start by considering sub-boxes that do not touch outer boundaries 
Along the surface designated 8 and using x and y to denote coordinates, 
although slab geometry is not necessarily implied, we have
8 = Dx<m l) H
+ A  D (m.)2 ^x x 1 ^x + y a ?  V V  & + 0(h)
With dS = g ( x ) d y
(g(x) = 1 for slab geometry and g(x) = 27tx for cylindrical geometry), we 
obtain
9*
, 4 5 n / v S0 -j , (
+ —  ̂  Dx(ml) ^  p]+ S( Xi Sy D (m,) x 1 9*
+ 0 (h 3)
2
and since
0(i>j) " 0(i+l,j) - h D (m.)4 x 1 £x 2 ¡$x x (ml> c)x + 0(h)
we have
X8 = ^  Dx<ml) [ * ( 1 »J) '  * ( 1 + 1 »J ) ]  ’ g ( x i ) IT J y  Dx(ml) H + 0(h )
Similarly
h m ^ 2 w [0<i,j) - +  8 ( x i> T  ^  Dx (m2) § i
+ 0(hJ) ,
therefore
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therefore
o S
3 + ï8 = î t  v m2) + î t  Dx(mi) r « 1^ )  -2 L J 4 L ,
+ 0(h )
using the internal boundary conditions (section 2.1). Considering now the 
other direction:
for leakage through the surface designated 1 we obtain 
S. x^+h^/2
\  = h j  Dy (m i) r * ( i , j >  -  e ( ( i , j + i ) l  -  J
J *X.1
x g(x)dx ^  Dy(m^) + 0(h)
and similarly 
S xi + V 2
I6 “ j—  j )  * 0(1, j - l ) J  + J x g(x)dx ^ôx y 4 ày + 00i ) ,
hence
Il+I6 85 j“  Dy(m i) " d(i,j+l)J + Dy(m4) [ « i f j ,  - 0(i,j-l) +0(h3).
Using symmetry of the problem and collecting results we obtain
where
; ) W ( r ) d S -  a(i j. l)0 (i, j + 1) + a(i, j ,2)0(i-l, j) +  a( i, j , 3 ) 0 ( 1 , j-1) +
+  a(i , j,4)0(i+l, j) + a(i> j > 5)8((i,j) , ...(34)
a(i* j f 1)
’  'I\  + S2 Dy(m2 ) / h l ’
a( i* j 9 2)
'  I uS 3 ° x ( m2) +  S 4 V ' V
/ h2 ,
a ( i >j * 3) = - ‘S 5 D y ( m 3> +  S6 D y ( m 4 ) /II3 ,
a ( j >4)
■  J [S 7 D x ( m 4 ) +  S8 D x ( m l)n / h 4 »
a ( i ,j,5) = - yt a(i,j,£) ( >  0) ...(35)
and we have dropped terms of 0(h) to form the required approximation.
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We now study more closely sub-boxes that touch outer boundaries. We
start with sub-box 2 with its eastern surface on an outer boundary. Leakage
through this surface replaces leakage from sub-box 1 through surface 8.
Using a prime to identify the new situation (equivalent to letting h 0) we4
have
D (m )x 2 ox = D (m,) ^  8 x 2 dx + y D (m.) ^  , 5y x' 2 dx + 0(h)
+ T  k  °x(m2) H + o(hJ)
and as before
L Dx(m2) [«*(i,j) - C*(i-l,j)] + gixp °x(m2) H■2 -- - -  -■ - ~ ay
therefore this time using the outer boundary condition (section 2.1)
+ 0(h)
Dx (m2) H ,+ 3d = 0 (d = for zero current condition)
we obtain
I3 + I8 7T- D (m ) h2 x 2 [(Zf(i, j ) - 0(1-1, j)] + gf 0(1, j)
Hence we have
a(i,j,4) = 0 (this term would not be included anyway as we exclude 
. points beyond the outer boundaries)
and
a/ (i,j, 5) = - ̂ 2  a(i, j,i ) + 
l
s' +  s 7/ 8
3d ...(36)
blulllar results hold for the other outer boundaries.
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3.2.3 Comparison of edge and centre flux calculations
Without going into the details, the flux discontinuity across material
interfaces is more difficult to include using a flux calculated at grid
centres rather than grid edges. We find that for example, the equivalent
2of 1^ + Ig is only given to 0(h ) unless
\ /BA > = V W  *
where L and R designate respectively left and right of the surface being 
considered. Indeed, a constant mesh spacing for one material may be used
(and frequently is used) hence the main leakage error in the centre flux 
method is likely to be across material boundaries since equation (37) cannot 
in general be chosen to be satisfied for a many group problem.
In order to give some idea of the different accuracies of edge and 
centre fluxes the results of a 4 group calculation on a 1 dimensional Pu 
fuelled, H^O reflected cylinder are summarised in the accompanying table 
(no particular forcing of violation of equation (37) was attempted). We 
use a mesh refinement technique with number of mesh intervals
n = 12, 24, 48, 96, 192
and we show the average error for group 4 flux (with all fluxes normalised 
t0 ^,C0DE(X = 0?n) = 100)
EC O D E ^ \ c O D E (i>n) ■ ^ P O W ^ x ^  192) ...(38)1
as a function of n for
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(IBM360/5()C0DE = POW, edge flux method of this work (Pollard 1973)
using double precision arithmetic,
GOG, centre flux method of Hopkins and Oakes 1968, 
using double precision arithmetic,
CRAM, centre flux method of Hassit 1962, using single 
precision arithmetic.
TABLE 2
CHANGE OF FLUX ERROR, ecoDE(n), WITH MESH REFINEMENT, n
cod£ \ J ^ 12 24 48 96 192
POW 2.0 0.50 0.02 0 0
GOG 3.6 0.67 0.03 0.01 0
CRAM 3.6 0.65 0.33 0.73 -
From the table we see that we could perhaps use a mesh saving of
20 to 30 per cent for the edge flux method compared with the centre flux
method and we note the importance of double precision arithmetic compared
with single precision arithmetic from the CRAM results. The mesh saving
results obtained are typical and apply to each dimension of a 2 dimensional
problem aUkougk ike saving is not always substantial -for comp/e^ problems (fMicMsen and, 
Neltri/P 1973),3.3 Numerical Form of Diffusion Equation
Using our earlier results spatial integration of the time integrated 
diffusion equation (7) gives the following set of coupled linear equations ...
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a ( i , j , l ; p ) 0  ( i , j + l ? p )  + a ( i , j , 2 ; p ) 0  ( i - l , j ; p )  + a ( i , j , 3 ; p ) 0  ( i , j - l ; p )  +0 . 0  O CD O O
+ ag( i , j , 4 ; p ) « (  ( i + 1 , j ; p )  +
+ j a g( i ,  j ,  5;p) + S  [°remg(m^(i’j),^p) + 2/(vg6t)] vg(i,j)j 0g(i,j;p) -
- ^  ^ [ ° Sg ^ g<mi(i*J)>tD) + xi 2 W (6t) ^ afe,(m£(i,j),tn)] V£(i,j)0ffl(i,j;p)
a (i»j,l;p)i( (i,j+l;p-l) - a (i,j,2;p)0 (i-l,j;p-l) - a (i,j,3;p)e( (i,j-l;p-l)-
- a (i,j,4;p)0 (i+l,j;p-l) -
- jag(i,j,5;p) + ̂ [ ( ° remg(mi(1,j),ip) ' 2/(vg6t) ] v£ (i> J >| tfg^.JSP-1) +
p> + x(Dg^5t  ̂£ °fg'(i,% ( i> j ^ g 1 ̂ i*
+ 2 X^gX(jGo(XtjSt)Ĉ ( i, j ;p-1) + Sg(i>j,t^) , i = 1» 2,. • •, I; j-1, 2, . • •, J;
g -  1* 2( . j G; p—I* 2( •. • j P>
. . . ( 3 9 )
where Cd(i,j;p-1) = 9
S (i,j,t ) = f  S'(r, t )drg 9J9 P J box g ~ P ~
and the remaining slightly extended notation is clear. The precursor 
concentration equation (5) similarly becomes
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Cd(i,j;p) = Cd(i,j;p-1) e d + Pd6t ^  £ O , (m^( i, j), t )v^( i, j) x
g' i 8 P
X^(-^SiXZig.d.jip-l) + F2(-Xd6t)«!g, (i, j ;p)l , i = 1, 2,..., I; j =
d = 1 , 2 , p = 1,2,...,P
...(40)
For a typical problem we may have
I = 30, J = 40, G = 5, D = 6, P = 20 .
Equation (39) then represents 6000 coupled linear equations and equation (40) 
represents 7200 auxiliary linear equations both at 20 time steps. Direct 
solution of the equations is neither feasible or desirable as the flux 
equations are very sparsely coupled. Fortunately the linear equations (39), 
along with the diffusion equation itself, share an important reactor property 
that of transitivity. (A neutron introduced anywhere in the reactor in any 
group can through various reactions produce subsequent neutrons anywhere in 
the reactor and in any group.) For the linear equations this means that a 
path exists connecting any flux to any other - the property of irreducibility 
Solution of the equations is tackled differently for each index i, j, g 
and p. In addition, the steady state solution technique (corresponding to 
index p = 0) may be different than the kinetics technique as an eigenvalue 
calculation is likely to be involved. Here we only want to present the 
skeleton ideas which will be subsequently expanded. We can imagine the 
solution procedure to consist of a series of 'DO loops as follows with each 
different procedure being applied to a particular partition of the matrix of 
coefficients connecting all the fluxes.
TABLE 3
FLOW PROCEDURE FOR SOLUTION OF THE DIFFUSION EQUATION
DO 1 p=0, 1, . .. ,P
IF(p^O) GO TO 2
DO 5 l =1,2, ...,A o
GO TO 3
2 CONTINUE
3 - 1
DO 7 £u = 1,2,...,*
DO 6 g = g-^gj+l, ...,G
IF(g=gu, 1st upscatter group)
DO 4 = 1,2,...,*
DO A j = 1, 2, •. •, J
4 CONTINUE
6 CONTINUE
7 gi = gu • 
IF (p=0) GO TO 5 
GO TO 1
5 CONTINUE
1 CONTINUE 
STOP
temporal loop
no iteration required, 
calculate tp, t^fcross sections and 
coefficient matrix ag(i,j,£;p); 
trial solution
generate for bare homogeneous system 
(section 2.2.1) 
outer (fission) loop
calculate total fission source from last flux 
0 and last eigenvalue k and combine with 
earlier sources -Chebyshev extrapolation 
(section 7.2)
RHS calculation
calculate RHS of equation (39)
upscatter (and fission p >0) loop
update groups using Gauss-Seidel method 
(section 5.1)
group rebalance (section 6.2.5)
rebalance groups on a whole plane basis when 
1st upscatter group (or 1st group p > 0) 
encountered
region rebalance (section 6.2.6)
rebalance regions of the whole plane for a 
group
inner plane solution for a group 
line solution, SLOR (sections 5.2 and 5.3) 
solve directly for a line (i=l,2,...,I) as 
matrix is tridiagonal (i and j could be 
swapped here)
combine lines using SLOR method
precursor concentration update
update precursor concentration following 
equation (40)
precursor concentration initial condition 
calculate precursor concentration (cf. 
equation (13))
output results (disk, printer, plotter, etc.)
A... these loops terminate on convergence tests (section 8.2)
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3.4 Reduction of spatial dimensions
The numerical form of the diffusion equation is simplified to one 
dimension (infinite height slab or cylinder) by reducing the y (or z) mesh to 
J = 2 with reflective boundary conditions top and bottom. If we simply do 
this we still need SLOR iterations (section 5.3). We may solve for only one 
line however by considering the top and bottom reflective surfaces to be midway 
separated by an internal reflective surface and then we need only consider the 
lower portion of the system (J = 1). When we do this, £  - 3 and 4 are 
excluded from the volume summation and only E and W points are considered in 
the coefficients a (i,j,X;p). The modifications discussed may be carried out 
without causing much slowing down in a genuine 2 dimensional calculation.
(One 'logical IF' is required in the inner loop, section 5.3.) A spherical 
system may be introduced using the definitions (35) as they stand.
Zero dimensional calculations may be undertaken as two point systems,
J = 1, 1 = 2 .  The further simplification to I = 1 is possible but is hardly 
worth pursuing as part of a multidimensional neutronics program.
CHAPTER 4
4.0 Summary
Numerical solution of the time dependent neutron diffusion equation 
3(39) involves iterative solution of large, sparse matrix problems 
(typically of order 6000). The steady state form of the equation requires 
the calculation of the dominant eigenvalue (effective multiplication, k) 
and is pursued in section 7. Here, and in the next two chapters, we 
study iterative methods for the solution of linear equations important 
in both steady state and kinetics calculations proper. This chapter is 
devoted to general aspects of solution of large, sparse matrices and 
involves background theory for studying vector properties (section 4.2) 
and matrix operations (section 4.3). The chapter ends with some of the 
developed theory being put to work in analysis of errors (section 4.4).
4.1 Introduction
Solution of the linear equations
4. ITERATIVE SOLUTION OF LINEAR EQUATIONS
Ax = C ( 1)
and Ax = Xx ( 2 )
where A is an N x N array of given coefficients
a21 a22
a12 • • •
• • • 2N
A = • • •(3)
a,N2 t • •
4.2
c is an N x 1 vector of given constants
Tc = (ci> c29 * * #,cn ) denotes the transpose) , ...(4)
x is an N x 1 vector of unknowns 
X = ( x 1,x 2,...,xn)T 
and X an eigenvalue of A,
is an everyday requirement of a scientific computer centre. In this work 
we are concerned with solution of both the inhomogeneous equation (1) and 
the homogeneous equation (2) arising in the solution of the 2 dimensional 
multigroup neutron diffusion equation where typically N = 6000 and the matrix 
A is exceedingly sparse. Nevertheless, it is reasonable to consider a 
general problem first and the only restriction we will make is that the 
elements | an<̂  I cil are to a^  ke rea *̂
Let
det(A) denote the determinant of A,
I denote the N x N unit matrix and
o(A) denote the spectrum of A, that is the set of eigenvalues 
of A corresponding to possibly complex solutions of the 
equation
det(A - = 0 >
then for arbitrary c^O equation (1) has a non-trivial solution provided 
O^g (A) and equation (2) has a non-trivial solution provided X£°(A )• In 
general we would not be in possession of a detailed knowledge of the spectrum 
of A, o(A), however we may use several theorems (Fielder 1960) which give a 
region of the complex plane ^(A) such that
o (a ) C £ ( a ) ...(6)
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One such theorem is that of Gershgorin which gives the enclosing region as
E(A) - EiA)u E2(A)U ••• uEn(a) • t i (7)
where
The proof of this theorem is particularly simple, 
particular eigenvalue \ we have
...(8)
From equation (2) for a
(X-au )xi = i = 1, 2, . . .,NE 8iJxj ’
Then if we consider an index i such that
lx.I i j ” 1,2,...,N *
we get < la. .I
An equivalent result' holds for all eigenvalues, but for possibly different
indices i. Hence all eigenvalues must lie in the union of the disks given
Tby equations (7) and (8). Since o(A ) = a(A), that is the eigenvalues of 
A and A are the same, we may obtain a generally different result than that 
given by equation (6), namely
o(A) C (AT) . . . . ( 9 )
We may apply the spectrum enclosing theorems in the following ways.
If o£ £ (A) then equation (1) has a solution and formally we may write
x = A  ̂c , .,.(10)
where a "^ is the matrix inverse of A. It is not usually worthwhile to 
invert A as direct solution of equation (1) is quicker. Also since
4.4
£ i (A) c E ,i(A)
when
then
hence
or
where
j
y t (A) £ |z ; |z| ¿m a x  ja (A)
O(A) C V ( A )  
p(A)<max ^  Ja^
p(A) = max | X
Aea(A)
...(11)
...(12)
is the spectral radius of the matrix A, Similarly we may consider A 1 instead 
of A and we obtain the combined bound
p(A) 6s. min (max \^|a..| , max |a.,|\ .
p l i  V | l j l  J V 1 l j | J
...(13)
J
A somewhat sharper result may be possible if, instead of A, we consider 
D ^AD where D is a diagonal matrix with arbitrary elements on the diagonal, 
d^> 0 , i = 1,2,...,N (Varga 1962). Since g (A) = o(D ^AD) we obtain
p(A) min/max |a^ ^./d^ * mfx 5 3  |aij ^i)* ***
\ 1 j j i /
As an example of an application of the above to a particular type of 
matrix A of interest in this work we have if A is strictly diagonally 
dominant with positive diagonal entries, that is
(14)
then
aii > y
j^i
Re A i > 0
a . .ij
i = 1, 2, .. • ,N.
...(15)
...(16)
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The result (16) follows immediately from our spectrum enclosing theorem. 
We have
0(A) C  V  (A) C |z : Re z min ^a.^- E  |aij|^ °} '
-1Now 0£o(A) from the above, hence A exists. If in addition to the condition
T(15) A is symmetric (A = A), then since the eigenvalues are all real, we have
Xi > 0 , i = 1,2,...,N ...(17)
and the matrix A is thus positive definite.
Procedures for the numerical solution of linear equations are generally 
classified as direct or iterative. Direct methods are those that in the 
absence of machine roundoff would produce the exact answer in a finite number 
of operations. Iterative methods on the other hand start with a trial 
solution and improve the solution at each iteration step, but in the absence 
of machine roundoff the exact answer would only be produced after an infinite 
number of iterations. Combined methods are also available which are strictly 
speaking iterative but which use direct methods for solution of associated 
matrix problems. In this work we will only investigate those methods of 
immediate use in the solution of the 2 dimensional multigroup neutron 
diffusion equation. For solution of the inhomogeneous equation (1) we will 
investigate variants of the Gauss-Seidel iterative method (Varga 1962 and 
Wachspress 1966) and the Sokolov combined method (Luchka 1965 and Pollard 
1970). For solution of the homogeneous eigenvalue equation (2) we will 
only investigate variants of the power iterative method applied to 
calculating the largest modulus eigenvalue (Fox 1964 and Wilkinson 1965). 
Other possible procedures for solving linear equations ((1) and (2)) are so
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numerous that only references covering several methods are cited 
(Householder 1964, Faddeeva 1959, Westlake 1968, Forsythe and Moler 1967, 
Ralston and Wilf 1960 and 1967 and Wilkinson 1967). Generally speaking 
direct methods are best used for non sparse low order matrices (N<30) and 
iterative methods are best used for sparse high order matrices (N>100). 
Combined methods are then best used for sparse high order matrices when 
the associated matrix problems are of low order.
When using a digital computer for solution of linear equations basically 
three different types of errors exist:
(1) errors caused by inaccuracies in the data,
(2) errors caused by roundoff due to the limited precision of 
floating point numbers used in the numerical solution process, 
and
(3) errors caused by truncation of the solution when an iterative 
procedure is terminated.
(1) Errors caused by inaccuracies in data are important to the final 
accuracy of the solution of the linear equations. In this work inaccuracies 
arise from (i) the basic nuclear data, (ii) from the model of the reactor 
used and (iii) from the finite difference approximation to the 2 dimensional 
multigroup neutron diffusion equation. The final judgement on solution of 
the reactor problem posed (of which solution of linear equations is only a 
part) may rest on a series of calculations where (i), (ii) and (iii) are all 
varied in a way consistent with the problem. This is the usual approach 
adopted in reactor physics calculations and we see here one reason why large 
fast computers are needed for the type of calculation we have in mind. It 
may be that the errors are detrimental to solution of certain inhomogeneous
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equations (1) or solution of certain eigenvalue equations (2), but not 
necessarily both for the same matrix A. We thus speak of an ill-conditioned 
problem (rather than matrix) when the errors have a significant influence on 
the numerical solution obtained. For example (Ralston 1965)
This result is not surprising when we see that matrix of coefficients is 
nearly singular but for a general problem we may not know whether the matrix 
of coefficients is nearly singular or not. Wilkinson (1967) shows how 
direct methods may be applied to some ill-conditioned equations. In general 
we must live with errors caused by data inaccuracies although for specialised 
calculations we may use so-called interval arithmetic (Moore 1966) to obtain 
bounds to the solution.
(2) Errors caused by roundoff due to limited precision of floating 
point numbers used in the numerical solution process may cause significant 
loss of accuracy for ill-conditioned problems. Since we may consider the 
num erical solution obtained to be the exact solution of a perturbed set of 
given equations our earlier comments hold. A particularly notorious 
coefficient matrix appears in a continuous least squares approximation of a 
given function f(x) using
and
N=1 k (Pollard 1967)a, x k
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The N x N matrix of coefficients appearing in the determination of the 
parameters a^, k = 0 , 1 , give rise to the Hilbert matrix with 
elements given by
h±j = l/(i+j-l) .
As a simple example we may take f(x) = e to be approximated over the 
interval Co. I]. Letting
we get the following results from the IBM 360 using (a) single precision 
numbers (a fractional part of 24 bits 7 decimal digits) and (b) double 
precision numbers (a fractional part of 56 bits ~  17 decimal■digits) for 
the solution process using the Gauss-Jordan direct method (Ralston and 
Wilf 1960). The initial data was all calculated using double precision
numbers.
TABLE 1
ILLUSTRATION OF EFFECT OF ROUNDOFF ON A CALCULATION
N-l V i  (a) £N-1 ^
0 4.9-1 4.9-1
1 6.3-2 6.3-2
2 5.3-3 5.3-3
3 3.3-4 3.3-4
4 2.2-5 1.7-5
5 1.4-4 6.9-7
6 1.9-4 2.5-8
7 2.0-4 5.9-9
8 1.5-2 1.9-7
9 1.0-3 6.7-6
Here we have used the notation 4.9-1 - 4.9 x 10 ,
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From the results we note the superiority of the double precision calculation 
and the general limiting behaviour of the problem. Indeed, we have here an 
ill-conditioned problem. (The difficulties encountered here are further 
discussed in section 4.4.2 and by Forsythe and Moler (1967) and Burrus, 
Schneeberger and Rust (1964).) In general, roundoff errors are fortunately 
not as significant as in this simple example. In particular, for the 
neutronics calculations we have in mind, the problems are usually well 
conditioned and reasonable solutions are possible on the IBM 360 provided 
double precision numbers are used in the course of the computation.
(3) Errors caused by truncation of the solution when an iterative 
procedure is terminated, may in principle be kept at a tolerable level by 
taking enough iterations. Estimates of truncation error need to be made, 
however, in order that we may determine the number of iterations required 
to obtain a solution of a specified accuracy. Our estimates should not 
be too pessimistic as otherwise we will use more iterations than necessary 
for the accuracy required with a corresponding waste of computer time. One 
obvious restriction on the estimate of truncation error is that the amount 
of computation involved in the estimation should not be excessive unless 
the estimate saves time by providing a reasonable value for the required 
number of iterations when otherwise we would only have a pessimistic value 
available.
In order to proceed further with analysis of errors we first study some 
fundamental properties of vectors. In view of later needs we develop these 
concepts in a reasonably general, although simple, way.
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4.2 Fundamental Vector Properties
Fundamental to calculations carried out with (real) vectors are certain 
basic operations.
(1) The way of combining vectors x and y, e.g.
u = x  +  y . . . . (1)
This operation tells us how to carry out computation with vectors.
(2) The assignment of d , the size of a vector x, e.g.
, 2\xd = 1 ~  Z Xx ...(2)
This operation is particularly used in measuring closeness of 
vectors x and y through the size of their difference (d^ ).
(3) The assignment of |! the cosine of the angle between vectors
x and y, e.g.
xy V' x.y./d d ¿rJ 11  x y ...(3)
This operation is particularly used to assess orthogonality 
of vectors x and y, i.e.
x JL y if and only if ^Px^y^ “ 0 ...(4)
i
These basic operations are all well known, nevertheless, it is convenient 
to study them in a more abstract way in order to give clarity to those 
aspects of each operation which are crucial. To do this we borrow some 
simple ideas from the field of functional analysis (Faddeva 1959, Stakgold 
1967, Kantorovich and Akilov 1964 and Simmons 1963).
4.2.1 Vector space
The.types of vectors we have in mind in this study are elements of an 
N-dimensional (linear) vector space and are mostly real. Nevertheless, it 
is convenient to consider slightly more abstract objects that are elements 
of a complex vector space A.
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4.2.2 Vector Norms
A normed vector space is a linear space cM in which a real valued 
function ||xjj , the norm of x, is defined with the properties
(i) ||x|| > 0 and ||x|| = 0  if and only if x = 0
- positive definiteness,
(ii) 11cxx11 = | co | || xII , where a e ^ ,  the set of complex scalars
- homogeneity
(iii) II x + y || £ llx||+[|y||
- triangular inequality.
For the vector space £  we may take the usual (Euclidean) norm
which satisfies the three conditions above. We may readily generalise
this result and take the so-called £  normP
11x11 p = f e  N  p) 1/p » P > 1  •
For us to be able to say that equation (6) defines a norm we must 
show that properties (i), (ii) and (iii) hold. That the first two hold 
is obvious. To show (iii) we first note that if a and b are positive 
scalars and
1  + ^ = 1  . . . ( 7 )
p q
p bq
then ab < —  . ...(8)
To obtain this result we see from typical sketches of the curve
p - 1  / q - i \y = xF (x = yn )
4 . 1 2
that ab < f X p_1 dx +  f y q_1
J  O
Ay
0 •/0
hence the result (8). Extending the result slightly we have
ia i  b i E
a
+
E
i i i
which is a particular form of Holder's inequality. If we take
ai = xi / l,x|lp
h " y i /  ” y "q
. . .d o )
then
£ l x i y ii
i|xlip 11yiiq
< i  + i
"  p q
therefore
E
x. y .i J i < llxN ny|iq __< li)
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Hence
||x + y'ip =L l xi + yi xi + yi P'1
P-1
- E r t i  xi + yi| + £ | yi x. + y.l J l
P-1
< l̂|x|lp+||y||\ ^  |xi + yt 
= (lWlp+|| y||p\ IIX + y||
q(p-l)^l/q
P-1
P
therefore l|x + y|| ^ ll̂ll + 1| y|| * ...(12)
V ir ir
which is a particular form of Minkowski's inequality.
Of the possible norms available only the and ¿^norms are
normally used. These norms are given from equation (6) as
nr—l
xT £ l xi ’i
...(13)
l|x||2 =
( i  r. I '
...(U)
and ii = max x . .. l ...(15)i
A simple, but important, property of the norm is the inequality
xfl - Ifyn ^ llx - y ...(16)
which shows that the norm is a continuous function, that is as 
x (n) - > x then || x^n |̂| ^ || x|| . To prove the inequality we have
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||x|| = || (x - y) + y|| < ||x - y[| +||y||
therefore ||x|| -||y||<||x - y|| ,
also II y II -||x||<||y - x|| = ||x - y||
hence the result.
Strictly speaking the normed vector space we have in mind should
be designated = (£ 9 || • | ), p>l, since the algebraic and normedP IN p
aspects both contribute to properties of the space. For example, we 
may consider the sets of points within a neighbourhood of a given 
(so-called closed spheres)
sp (x,e) = |y;||y - x||p < £ | ...(17)
which for real vectors and N = 2 are illustrated below.
The concept of neighbourhood about a given point is important is our 
study of convergence of iterative procedures. For example, say x is 
the (unknown) solution of equation (1) and x is the iterative solution 
available after n iterative steps then we may be able to say that
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X C S  P(x(n\ e < n>) .
(Careful estimation of £v is obviously a prime requirement here - see
section 4.4.3.) As iteration proceeds we want the neighbourhood to
/ \
progressively shrink until eventually '< £, a specified accuracy to 
the iterative solution process. Despite differences which arise with 
different selections of p we choose a norm from computational considera­
tions (and with care we may use more than one norm in the same calculation).
4.2.3 Scalar products
A scalar product (x,y) on a vector space c& is a complex-valued 
function of ordered pairs of vectors x,y with the properties
(i) (x,x) > 0 and (x,x) = 0  if and only if x = 0 ,
(ii) (ox,y) = a(x.,y) , a 6 %  , the set of complex scalars,
(iii) (x,y) = (y,x) (the bar denotes complex conjugate)
and (iv) (x.jH-x^y) = (x^y) + (x2,y) .
For the vector space £ we may take
(x, y)
Hy x (H denotes the conjugate transpose)
• • •(18)
- £  xi yi ’l
which obviously satisfies the four conditions above.
A most important property of a scalar product is the Schwarz 
inequality,
|(x,y)| 2 < (x,x) (y,y) . ...(19)
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To show this we have
0 < (x-kxy, x+ay)
_ 2= (x,x) + a(y,x) + a(x,y) + |a| (y,y) .
Taking a = -(x,x)/(y,x)
then a = -(x,x)/(x,y)
hence 0 < (x,x) - 2(x,x) + (x,x)2(y,y)/|(x,y)| 2
and therefore the result (19) provided (x,x) ^ 0. (If x or y = 0 the 
equality is obvious.)
In general when a scalar product can be found on the space we also 
use the natural norm
j.
11 x 1 = (x jX )3, . . . .  (20)
X
Verification that (x,x)A satisfies a triangle inequality comes from the 
definition of a scalar product and Schwarz inequality. We have
(x+y,x+y)* = j (x ,x )  + (x ,y )  + (y ,x )  + ( y . y j *
but (x,y)+(y,x) = 2 Re(x,y)
and |Re(x,y)| < |(x,y)|
< (xjx)1 (y,y)a
v 1
hence (x+y,x+y)* < |(x,x) + 2(x,x)* (y,y)* + (y,y)j>X
= (x,x)z + (y,y)** .
Properties (i), (ii) and (iii) of a norm are then satisfied. In terms 
of the natural norm Schwarz inequality may be written
|(x,y)| < ||x|| || y|| ...(21)
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For real vectors we may take
<x»y) 
iixll i|y|i
• • •(22)
as a definition of the cosine of the angle between vectors, which on
account of Schwarz inequality defines a real angle since -1 <r u < 1.— xy —
In general we say that two vectors x and y are orthogonal,
x -1 y , if and only if (x,y) = 0 , ...(23)
which is consistent with (22) when applied to real vectors since u =0.xy
Further,vectors x and y satisfying (23) and normalised so that
11*11 = I! y|| = 1 • • •(24)
are said to be orthonormal.
We have seen that if we have a scalar product available we can 
define a norm (equation (20)). The converse is not necessarily true.
We find that if a norm satisfies the parallelogram law
l|x+y||2+ ||x-y||2 = 2||x||2 + 2||y||2 ...(25)
for all x and ye eft- then a scalar product is available (Simmons 1963). 
Let us consider the vector space and an ^  norm given by equation 
In order to show that equation (25) is not satisfied for any p > 1 we 
consider the two vectors
(6 ).
X = (1,0,0,. . . ,o )T e £ n 
y = (0, 1,0, . .  . , 0 ) T £ <?N.
Then for equation (25) to be satisfied we require
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1  1
(1+1)P + (1+1)P = 2 + 2 ,
2
that is 2P = 2 ,
hence the equation is violated unless p = 2. Simple inspection of the 
¿ 2  norm shows that equation (25) is true for any x and and we are
led to the self consistent result for
||x||2 = (x,x)* ...(26)
Despite the tidy way the &  norm arises in a natural way when we 
consider a scalar product defined on other £. norms may also be used 
in computational work. Provided we are consistent in our use of a norm 
this apparent over endowment of the space in which we work causes no 
problems.
4.3 Fundamental Matrix Operations
Important in any study of vector spaces are the operators 
(transformations) which may act on elements of the space. Two basic 
objectives of the study are
(1) to determine the nature of operators through transformations 
that they achieve, and
(2) to assign smallest bounds (norms) for operators.
Here we will resort to a study which is designed to give clarity to 
crucial aspects of operators in general and matrix operators in particular.
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4.3.1 Operators
In general the operation Ax, x£c$ (a complex vector space) may 
only be permissible for some vectors x. The set of permissible vectors 
x for which the operation is valid is then a subset of c c a l l e d  the 
domain of A, (A). The vectors produced from the operation, c = Ax, may 
be elements of all of, or a subset of, the same or a different vector 
space. The set of all vectors produced from all permissible vectors 
in ^(A) is called the range of A,i?(A) and the dimension of $  (A) is 
called the rank of A, r(A). An important subset ofc&(A), called the 
null space of A, cPf{ A), is the set of vectors x for which Ax = 0. The 
dimension of <//*[A) is called the nullity of A, n(A) and for finite 
dimensional spaces, dimtf0"(A) = N, then
n(A) + r(A) = N ...(1)
As an example of these definitions we may consider the matrix operator
A = 1 ° \0 0
0 0 j
Here <&(a ) = s 2,
( ft (A)C ,
and cff (a.)c S 2 ,
The operators we
Tall vectors of the form ( x ^ x ^  and N
Tall vectors of the form (c^,0,0) and r(A)
Tall vectors of the form (0,x2) and n(A) 
have in mind are
= 2 
= 1
= 1.
4.20
homogeneous
linear
A(ax) = aAx 
A(a^x^ + a2X2̂  “ aAxi
, all a£$ 
+ a2Ax2
and x£c&(A) 9
with ( a ^  + a2x2)e^(A) 
and (a^Ax^ + (A) ,
continuous x^n^—  ̂x implies Ax^n ^—> Ax
and usually (R (A) CJB'(A) so that we may define powers of operators
Ak = A (p̂ ~ 1) , k = 2,3,... ...(2)
The particular operators for which
Ax = Ay implies x = y (one-for-one)
for all x,y £ ¿©"(A) are inversible operators with inverse operator A 1 
given as
A " = y if and only if Ay = x . ...(3)
C le a r ly  «©-(A-1) = $(A) and <£(A-1) = «S'(A) .
Important operators on a vector space ^  are continuous linear 
operators whose range is the complex plane. Let F be such an operator
(a linear functional) then
F(x) == ft f • • • (4)
where x € c R and flE? . As an example we may have
F (x) = (x,y) 9 ... ( 5)
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and it turns out (Riesz representation theorem) that every linear 
functional can be written as above. The approximation of one linear 
functional, say
F(x)
by another, say
G(x)
N
E  w i x(ti>
i=l
V f o . i ]
for a certain class of vectors (functions) x (a certain space <&) with 
a given scalar product on cfc is important in computational work. From 
the Riesz theorem we know that there exists a vector ye o& such that the 
error of approximation may be written
(F-G)(x) = (x,y) • • •( 6 )
which is a form which helps in the analysis of the selection of parameters 
w^ and t^ (Babuska, Prager and Vitasek 1966 and Sard 1963). Here, using 
Schwarz inequality, we have
|(F-G)(x)| / ||x||< ||y||
and the equality is achieved when x = y. We might thus take ||y|| as a 
smallest bound (norm) for the error in the approximation for the given 
class of vectors ,
IIF-G 1| = || y || .
We would then choose the parameters w^ and t^ to minimise ||y|| •
Consider a vector space over which a scalar product is defined 
then for a fixed element ye we may write
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(Ax,y) = (x,u) for all x z c &  ,
fa.from the Riesz theorem. We are then led to define the adjoint of A, A , 
by the equation
A y = u ,
that is A(Ax, y) = (x,A y) ...(8)
AShould we have A = A
then A is said to be self-adjoint. As an example, say cA' = §  
and we have the scalar product
(x, y) = y x
...(9)
N
then H.(Ax,y) = y (Ax)
/aH nH = (A y) x
and (x,A^y) = (A^y)Hx
hence aa = ah
Returning to a general operator we introduce two further definitions.
then
(i) An operator A is normal if A and A^ commute, 
that is if AÂ " = A A .
(ii) An operator A is unitary if 
(Ax,Ay) = (x,y) ,
A — A •
...(10)
An important operator in later work is a projection operator P on 
which satisfies the idempotent property
. . . ( H )
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P2 = P . ...(12)
If y = Px then Py = P2x = Px = y hence 7$(P) = j x:Px = x } and by 
definition O^P) = j x:Px = o}. Both $(P) and df{P) are subspaces of 
C& - that is if x and ye$(P) (or c/T(p)) then so is (ax + fty)e<$(P)
(or (jK(P))> where a and r e J . Given any xeJ^we may set
x = y + z ...(13)
where ye ^(P) and zey/(P). We then obtain
Px = Py = y
The decomposition (13) is unique and we have
x = Px + (I-P)x . ...(14)
If in addition to satisfying the idempotent property, P is self-adjoint
P* = P , ...(15)
then P is said to be an orthogonal projection (or sometimes simply a 
projection). The name arises from the observation that for the 
decomposition (13) we have
(y,z) = (Py,z)
= (y,Pz)
= 0 ,
hence y and z are orthogonal. As simple examples we may have the 
projection operator P and orthogonal projection operator Q on $  ̂
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The decompositions corresponding to (13) are then
respectively.
4.3.2 Operator norms
Given a vector space A  and an operator A on this space then the 
operator A is said to be bounded if there exists a finite constant a
such that
I! Axf| < a ||x|| for all xeJl . ...(16)
The smallest number a for which (16) is true is taken to be the norm of 
A, || All , hence
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for all xe cÆ
for all x€.c^ except x = 0
II Ax || < IIA || |I x ||
Alternatively we may take 
y = x/ ||x||
then ||Ay|| ^ IIA|| ,
which leads us to the equivalent definition
II All = sup J| Ax || .
Ilx|| = 1
As an example we may consider the norm of a linear functional, say 
F (x) = (x,y) .
Now since F (x) is a complex number we may take the usual norm
...(17)
...(18)
F (x) = F (x)
y y
then the definition (18) yields
F
hence
sup l(x,y)|
l|x|| = 1
il y I » ...(19)
which is consistent with equation (7) of the previous section.
Before we specifically introduce matrix norms for operators on 
some important properties of operator norms in general will be investigated, 
(i) If Æ(A) ç B U )  then
II A^x || = |IA(Ak‘1x)||
< I! A|| || Ak Xx || from inequality (17)
< HAir ||x||
IIa NI <l|A||khence ...(20)
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(li) If = ̂ "(A2) then
(a i+a 2 ) x | |  = | |A i X+A2x
V I I  +  IIVII
from the triangle inequality 
for a vector norm
hence IIa i+a2 || - + MA111 112
(ili) If $,(A)C«&U) and we have the power series
...(21)
oo
<*> = a, t , ..•(22), k=0
which is assumed to be absolutely convergent for t = ||A|| , then formally
we may write
s (A) ...(23)
provided
n 1,
lim ’V '  a. A x = s(A)x for all xC&'iA). Now we havekk=0
II s (A)x|| =|| ^ 2  akAkxll
k=0
0a
II Al|k ||x|| , from properties of norms,
k=0
that is II s(A)x|| £ |s| ( 1! A II ) M XII ,
where |8| (t) =
«0
S K
kt 9 ... (2 4)
k=0
hence Ils (A)II < |s| ( Il AII ) . ...(25)
For example we have
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-A
u - A r 1 = £
k=0
then the inequality (25) yields 
|le'A|U el,AI1
k=0=
oO
• • • ( 26)
...(27 )
• •. (28 )
(I-A)”1 £  (1- IIAII )_1 ,
4.3.2.1 Matrix norms
provided ||A|| 1 ...(29 )
In section 4.2.2 we introduced the ^  norm for the vector spaced ,p IN
X Ye X
p\l/p ...(30)
The corresponding matrix norm is then given as
IIAII sup II Ax||
P It x ||p = 1 P
and we wish to obtain a computationally simpler expression for the
Q- and H norms.2 °o
(i)  S IIx IIjl = |xi | ,
1
Considering normalised vectors llx||̂  = 1
...(31 )
then II Axil E I X S i - j N Z X N
X.J
1 J
e i >
j i
1 J
that is II Ax|| l - max Y j
J i
. . |x.!j| J
ij
maxf  EM Lb
J i 5
...(32)
1
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If 1 is an index for which the above maximum is achieved and e. is theJ J
j*'*1 column of the identity matrix I then
Ae.J S  ! E a i j ej E
j
a . .1J
and hence the equality is also achieved in (32). We therefore have
I I A M = max ^  |a^ 
i
(ii) # 2: IIx||2 = <x,x)* = ¡x.
i
For any x e £ ^  we have
HAxll^ = (Ax,Ax)
= (ATAx , x ) .
T T T 'Now (A A) = A A ,
hence A^A is symmetric and its eigenvalues are therefore real and non­
negative (/ŝ  - ••• — ^1^ since
ATAXi = A ^
and ( A ^ . X j )  = A. y x j  = HAx^ .
Taking the set of orthonormalised eigenvectors j x^| f°r any normalised
x e £ T we may write N
x - L c ix i »<
then IIAxil2 = CiXiX i ’
i '
= S  c ix i■ i
hence 11 Ax 112 ^  X L
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and equality is achieved for x = x . The matrix norm is therefore
llA|l2 = (-P * (A TA>) , . . .(3 3 )
which is more difficult to calculate than M M ^  (and ||A||oo) and explains 
why other norms are sometimes used.
(iii) £  : IJxlJ = maxlx.do 11 0O . 1 *1 1
Again considering the normalised vectors x £ ^ ,  Hxll^ = 1
then It Ax|| =
Oo
max 1 
i ‘
x. < max |a..|max|x.i j -  i L , U jI j 1 j 
jj
that is II Ax | £do maxi E h :j
. ...(34)
If i is an index for which the above maximum is achieved then we may take 
the vector x' with elements
-1 if a..^0ij
1 if a. . ̂  0ij
Y L  l f liJ
* j j
hence equality is also achieved in (34). We therefore have
then I! Ax’l = m a x | V a . .ij x:j
JlAll̂  = max | a . .
i L j \ ^
...(35)
In section 4.1 (inequality (13)) we obtained a bound for the spectral 
radius, p(A), of a matrix A which in the present notation becomes
p(A) min^llAll^ , IIAll^ .
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In general if 1!AII is any matrix norm then
p(A) £ II All • • • (36)
This follows from the eigenvalue equation for |X| = p(A) ,
Xx = Ax
hence |X| llx l! = II Ax||
^  Ha h  IIx|| .
We illustrate some of the important results we have obtained using 
a matrix operator required in the next section:
BN
1 21 D
0 1  D ...
1
(N-l)
1
(N-2)
• ♦• • • • •
0 0 0 1
^ d
¿X
• • •(37)
We first note that
a 2 2X 1 • • • 0
o 0 x 2 • • • 0
< v > = • • • •
•• •• • • • • • ••
\ 0 0 0 X
( V ) 3
•
bnA3
, . k
•
•
k
( B ^ = BnX
bnA
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hence if the series
s(X> - g  akXk ..
k=0
is convergent for values of IXI ^ r(s) (the radius of convergence) 
obtain
s ( bnx ) = y o o
provided |X| < r(s)
In particular we have
\  1
BNX = b
and for X > 0 we calculate
1
21
O i l
• • •• • • • •• •
0 0 0
1
Tn ^IT:
(n-2):
r(e^) = ,
p ^ )  = e^
bnX N-l
= eX
NX ||j _ el+X
r  i: = * 1 + A - E  1:1=0 i=N
then
bn xp(e ) bnx e\ M \ t (N > 1)
which is consistent with the inequalities (25) and (36).
e
we
.(39)
(60)
.(38)
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4.3.3 Matrix series 
Given the convergent series
s(t) =
oo
S  ak'
tk , It| r(s)
S I (t) = oo k 111 ^ r (. 1 s |)
E  K
tL >
k=0
then in section 4.3.2 we saw that we may write
oo
s(A) = 2  \ A
k=0
provided ||A|| < r ( | s |)
—  (41) 
__(42)
...(43)
...(44)
As we might expect, the above is unnecessarily stringent. The 
convergence condition for the matrix series (41) is
p(A) < r(s) • • •(45)
To show this we carry out a similarity transformation on A 
t “LAT = B ,
where B is the normal Jordan form (Wilkinson 1965) which may be written
B  =
^ ^ 1
0
0
0
BN ^ 2
0
0
0
0
0
0
NR
. . . ( 4 6 )
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Here is an eigenvalue of A which may be repeated in the above 
representation such that ^ N .  taken over the indices corresponding to 
the same eigenvalue is equal to the multiplicity of and B^\ is the 
matrix obtained from equation (37). Then since
we get
T_1s(A)T = s(T_1AT) = s(B)
\ s(V
0
T s(A)T =
0
BN s(V  
2
0
from equation (39) provided
0
0
0
0
0
0
B- sO^)NR
1̂1 <■ r(s) i  = 1,2,  . , . , R
For convergence we therefore require inequality (45) 
As a simple but important example we have
(I-A) -1
<90
■  E *
k=0
provided
p(A) <  1
. . . ( 4 7 )
. . . ( 4 8 )
Since p(A) <  II A!
it is possible for
IIAI! >  1
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and the series (47) to still converge. Of course we no longer then have 
the bound
lid  - A )-1!| ik ( 1 - I I A I I ) ' 1 .
4.4 Analysis of Errors
As discussed in section 4.1 when using a digital computer for 
solution of linear equations basically three different types of errors 
exist:
(1) errors caused by inaccuracies in the data,
(2) errors caused by roundoff due to the limited precision of 
floating point numbers used in the numerical solution 
process, and
(3) errors caused by truncation of the solution when an 
iterative procedure is terminated.
Here we will restrict our discussion to solution of the inhomogeneous 
equation
Ax = c ... (1)
where A(N x N) and c(N x 1) are given and x(N x 1) is required to be 
calculated. We assume that A  ̂exists and then formally we may write
• x = A ^c . ...(2)
4.4.1 Data inaccuracies
Let us consider the data inaccuracies to be a perturbation of the 
data required in equation (1) so that A becomes A + 6A, c becomes c + 6c 
and the new unknown vector is x + 5x, solution of
(A + 6A) (x + 6x) c + 6c ..•(3)
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we then have
6x = -A ^6A(x + 6A) + A'^bc
therefore Il6x|| <  IIA~MI II6A|| ||x + 6x|| + |Ja _ 1J| ||flc|| ...(4)
also c + 6c = (A + 5A) (x + 6x)
hence ||c + 6c|| £  (||A|| + ||6A||) ||x + 6x[| . ...(5)
Now if we define the condition number of A as
k(A) = li ah I k 1!! , • • •( 6)
or more precisely
k (A) = II A|| IIa_1||P P P • • •(7)
since the condition number as defined depends on the actual 
used, then combining (4) and (5) we obtain the bound
â
p
norm
116x11 ( . ( 116 A11 llôcll , 1I6A1I Mòdi
||x+òx|| \ Il All ||c+ôc|| Il All 11 c-4-öc 1
which for small data perturbations gives the approximate bound
Since
116x11 * w .v / 116A11 llôcll
||x+ôx[| - l I AII + ||c||
I = AA
1 = Il AA" 1 || <  II All IIa _ 1 ||
we have k(A) > 1
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The condition number is thus seen to be the magnification of the 
relative errors in the original data which is possible in the relative 
error of the solution. As an example, in section 3.0 we had
A =
ÔA =
2
6 )
, c = 82 6.00001 / \ 8
0 0  ^ IIoo l 0
0 -2 x 10’5/ \ 10
.00001
-5
- 5 - Sthen 1 1 A 1 m  8, | | c ^  8, llôAH^ = 2 x 10 , llôcll̂  = 10 and we have
Ha ' 1! ! . «  6 x io 5
hence k_(A) a; 4.8 x 10°Wv
and
liôxii00
llx+ôxll̂ 18 ...(10)
Thus for small perturbations in the data, the possible error in the 
solution is large and for this reason the problem is said to be ill- 
conditioned. For particular data perturbations the bound given by (10) 
may be pessimistic. For example if we have ôc = (0,-2 x 10 ) instead
of ôc = (0,10"5)T then ôx = 0. In general, however, we must take a 
large bound to imply inherent sensitivity of the problem to possible 
data perturbations. For the original perturbations we have 
llôxlko /llx+ôxll^ = 0.9 and the bound is not too excessive.
In order to obtain some further ideas about condition numbers we see
that
k2 (A) = ii ai i2 IIa_1II2 9
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hence k2(A) = Xi <ATA) A^(ATA) • • •( U )
where and are the largest and smallest eigenvalues of the matrix
T . .A A. If A is a symmetric matrix then this further simplifies to
k2(A) X1(A) ...(12)
where and are the largest and smallest magnitude eigenvalues of A.
Let us consider the simple positive definite matrix
A
a b 
b d
a > 0, d > 0
then the eigenvalues of A are solutions of the equation
\ - (a 4- d)x 4- ad - b = 0 .
For the application we have in mind we require the inequality
that is
bl x / k2(A) ' X\
ad _ \ k2(A) + V
£  *  (\  - x2 \2a d  \ \  +  \ )
To show this we have
bl = ad - b2
= , . 4(ad - b2)
(a + d)2 - (a - d)2
, 4(ad - b2)
— 1 " 2 (a + d)
...(13)
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* 1
(Xi + x2)2
\  ~
X 1 + \ )
as required. Now consider
TB = C C ...(H)
and / (x,Bx) 
\ (x, By)
(x,By)
(y»By)
...(15)
when x and y are arbitrary orthonormal pairs of real vectors
(x,y) = 0 ...(16)
!! x 11 = || y || = 1 . ...(17)
Then of all possible matrices A, the following
A
Vi
0
0
has the largest condition number, where and are the largest and 
smallest eigenvalues of B and
k2(A) = k2(B) = k2(C) . ...(18)
From inequality (13), for arbitrary orthonormal pairs of vectors x and y, 
we obtain the inequality of Wielandt,
^  COS0 9 ..•(19)i(Cx, Cy)l HCx||2 l|CyJ|2
^(C) - 1
where c o se  = —z---------  . . . . ( 2 0 )
k2(C) + 1
2For large l^iC) then
e =* 2/k2(C) ...(21)
and so vectors originally orthornormal may be transformed into nearly 
parallel vectors by a matrix C with large condition number,
4,4.2 Roundoff errors
During the course of a calculation carried out on a digital computer, 
significant figures may be lost due to the limited precision available 
with floating point numbers. For example (following Wilkinson 1963, 1965 
and 1967) the addition of two t binary digit floating point numbers may be 
designated
c = f 1 (a + b)
then c = a(l + £^) + b(l 9 e.i ^  2't , 1 = 1,2 .
We may thus consider the operation to be a normal algebraic operation 
performed on perturbed operands. Extending this idea we may consider 
the attempt to solve
Ax = c ...(22)
as giving an exact solution x of the perturbed equation
(A + 5A)x c ...(23)
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If we do this we have
A-1x - A c -A  ̂6Ax
hence (24)
Again we see the importance of the condition number of the matrix A. 
Wilkinson (1967) gives detailed analysis of bounds for ||SA|| for a 
variety of different solution procedures. We will not pursue the 
details. When using the IBM 360 computer for neutronics problems, 
experience indicates that single precision floating point numbers (a 
fractional part of 24 bits 7 decimal digits) are not precise enough 
for most calculations and so double precision floating point numbers 
(a fractional part of 56 bits ~  17 decimal digits) are usually employed 
for all operations except the storage of given data. Even so, round­
off errors may still be significant for some problems, although 
fortunately most neutronics problems are well-conditioned.
In section 4.1, Table 1, were displayed the results of the error
numbers and (b) double precision numbers. The table is reproduced here
obtained in the continuous least squares approximation
thby (N-l) order polynomials, N = 1,2 9 • • •  9 10 using (a) single precision
with k^iH^) and the largest element of H^(HIL) added.
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TABLE 2
ILLUSTRATION OF EFFECT OF ROUNDOFF ON A CALCULATION
N-1 £N-1
(a)
£N-1
(b)
Kx»(Hn )
(a)
u y
(b)
HIL
(a)
HIL
(b)
0 4.9-1 4.9-1 1.0 1.0 1.0 1.0
1 6.3-2 6.3-2 2.7+ 1 2.7+1 1.2+1 1.2+ 1
2 5.3-3 5.3-3 7.5+ 2 7.5+ 2 1.9+2 1.9+ 2
3 3.3-4 3.3-4 2.8+ 4 2 • 8+ 4 6.5+3 6.5+ 3
4 2.2-5 1.7-5 9.4+ 5 9.4+ 5 1.8+5 1.8+ 5
5 1.4-4 6.9-7 2.5+ 7 2.9+ 7 3.9+6 4.4+ 6
6 1.9-4 2.5-8 1.2+ 8 9.9+ 8 1.7+7 1.3+ 8
7 2.0-4 5.9-9 5.1+ 8 3.4+10 5.1+7 4.2+ 9
8 1.5-2 1.9-7 1.7+10 1.1+12 1.4+9 1.2+11
9 1.0-3 6.7-6 1.2+ 9 3. 5+13 8.8+7 3.5+12
From the table we observe how ill-conditioned the problem becomes as N 
is increased and we notice how poorly k^H^) \is estimated with the single 
precision calculation. Strictly speaking, the condition number we 
calculate is
k(A) = || A -4- 6A1| __(2 5)
when we use the data available from our computation rather than the exact 
quantities.
Then k(A) =11AII Ha '1!
= Il A + 6Ai - 6A A + 6A2 - 6A2)-1,
provided
-̂(11A + ÒAjH + ¡1SA^]) || I -(A + SA2)_:L5A2||
ll5Alll
(A + ÒA^) -1
k(A)( 1 + A + 5A.
1 - k(A) ÒA,
...(26)
Il A + ÒAJI
k(A) ||ÒA I!
llA + 6Aill £  1 ...(27)
4.4.3 Truncation errors
Here we will consider the errors that result from truncating an 
iterative procedure applied to solution of the equation
Ax = c ...(28)
For this section we will ignore the effect of data inaccuracies and 
roundoff error and we will take the computation to be exact. The
analysis is then only concerned with truncation error.
The simplest form of stationary linear first order iterative method 
is obtained from splitting the matrix A into A^, a readily invertible 
part, and remainder A^ such that
A = k l + A2 , ...(29)
then the method may be written
A,x(n) = c - A2x(n_1) , n = 1,2,... ...(30)
where x ^  denotes the n th iteration solution vector and x denotes
a trial solution, perhaps zero. Let .
= x - x(n) (iteration error vector) ...(31)
then equation (30) becomes
4. A3
A (n ) = s A (n_1) > ^ 1» 2 , . . . , . . . (3 2 )
where s = "A1 A2 ( it e r a t io n  m atrix ) . . . . (3 3 )
From equation (32) we get
A (n ) = sn A (0 ) 9 n 1 ,2 ,. . . , . . . (3 4 )
hence applying e a r l ie r  standard properties of norms we have
A(n) ^  Il s ||n A (0 )
and i f II Sl| <1 . . . (3 5 )
then A (n ) 0
and x (n ) —̂  X
from property (i) of a norm (section 4.2.2). Condition (35) is 
sufficient for convergence but it is not necessary. The necessary and 
sufficient condition for convergence is
p(S) < 1 . ...(36)
To show this we have
(n)X = A (n)x - A
= X - s11 A(0)
and since s( t) = lim tn = 0 
n
provided |t| <  1
then s(S) = 0 provided p(s)<. 1 (equation 4.3(45))
and 1im X(n) — x .
n-»oo
Essentially the iteration procedure is summarised by equation (32), 
however A n) is computationally unobtainable since it requires the actual
solution vector x to be available. We introduce the computationally
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obtainable quantity
0(n) (n)= X - X(n_1)
which since ô - A(n)
(iteration increment vector)
...(37)
...(38)
gives the computationally feasible iteration procedure
ô (n) = S , n 2 y 3 y •. s ...(39)
and then ô (n) = s n - 1 ô ( 1 )  , n _ 2j3j ... . ...(AO)
Again an ideal termination
A (n)
llx||
e
condition for iteration would be 
, n < L • • • (41)
where C is a specified accuracy required for the solution and L is a
practical limit to the number of iterations. We seek a practically
attainable condition for iteration termination. Now
ô(n' - s )  A^n-1)
hence A(n) = ( i  -  s ) ' 1 S ò ^ ...(42)
therefore IIa (ii)I llsll ô(n) ...(43)1 - IIS |
provided listi < 1 . ...(44)
We may take 11 xj| (n) I x 1
without introducing any appreciable error since
x(n) ^ IM I ^
and the terminating condition becomes the generally more stringent
condition
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IIS II
1 - IIS I i e , n ^ L • • • (45)
In general, calculation of ||S|| may not be trivial (even for &  or £]_ oo
norms) as the matrix S = -A^ is usually not explicity available and 
an alternative approach may be worthwhile.
Before we proceed with an alternative approach, which largely only 
uses information made available during the course of the calculation, we 
investigate some formal properties of the iteration matrix S,
Now we may write
SX = XB •.•(46)
where B is a Jordan normal form ( cf. equation 4,3(46))
B = diag(B^,B^,...,B^) ...(47)
B( = l dlag(B \i9 B ..., B \±)li 2i Ri
l — 1, 2, ..,, L ...(48)
> N^^ ... > , \^9 i = 1,2,...,L are the different eigenvalues
of S arranged in non-increasing order of modulus and B^ is the matrix 
operator given by equation 4.3(37). For example we may have
B
\ 1 0 0 . . . \
0 >1 0
\
0 . . .
0 0 *1
0 . . . •
0
•
•
•
0
•••
0
•
♦•
Ao • • •
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Let G be the subspace of <?XT consisting of those vectors that have zeroA{ N
elements where the corresponding diagonal elements of B contain X ^ A^» 
then we may verify by direct calculation that
N li(B - Ai1) 1 g* = 0 for every g.e G . ...(49)
Let the first I eigenvalues lie on the circle (in the Argand plane) with 
radius p(S),
A1 • • • \ | =  p ( s )
equation (49) readily generalises to give
h(B)g = 0 for every g e G  ©  G ©  ... ©  G , ...(50)
A1 A2 A j
N N N
where h (\ ) = (\  - Xj_> U  (X  - X2> 12 . . .  (X  - 11 • . . . (5 1 )
Expanding the above we may write it in the alternative form 
r J , .
h(x) = X - V  Pj X "J (J = N u  + N 12 + ... + N u ) ...(52)
j = lwhere p , j = 1,2,...,J are real constants, since S is real and
p(S) = | Pj|l/j ...(53)
since complex eigenvalues, if they occur, must occur in conjugate pairs. 
Returning to the alternative study of convergency we may write
...(54)
then 6(n) = S11’1 Xd 
.n-1 ,
6 ^  = Xd
= XB
.n-1 (n-1)/ D(n-1)' (n-iwhere B = diag^B^ 9 ^2 > •••> B
B(n-lX. d i a g A ^ ' 1 - BN2l>"’L ’ • ’ \ . X i 1
...(55)
...(56)
, i 1,2,,,.,!. .
...(57)
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As iteration proceeds, n = the elements of Bn’1d corresponding
to the largest modulus eigenvalues eventually dominate the vector and we 
may write
T> ̂ i 1 ^B <i - g ,
where g E G  © G  ©  ... ©  GAi Ai
and therefore — XBn""M g
hence 6(n)
Jz V
j=i
< M ) -  XB
n > M 
n-M-J h(B)g = 0 ,
n > M + J ,
from equation (50). Employing equation (42) the above gives
JA(n)" Z) pj A'
j 1 j-1
= A(n) - 2  6
i=0
(n-j)
but
therefore
hence
~  0
(n-j) _ A(n) *(n-i)
, n> M + J
9 j ” 1» 2,...
J
1 +  E p i ) A
(n) J j - 1
J = 1cr- i
Z Z 5i=0 (n-i) cz 0
i=0
6
J-1
and
¿ V ( l V £  - jj = i+l ' ' j = 1
n > M  + J - 1 
J
a <»> < Z !»<"-1)l| Z p, / i i - ;i=o 'jil+i J / '
...(59)
...(60)
...(61)
...(62)
...(63)
...(64)
n > M  + J - 1 ...(65)
In practice it is unlikely that we know all of the eigenvalues of 
largest modulus, although we may knpw that they form a cyclic pattern 
= e2fti(j-l)/J ^ j = 1, 2, ..., J (l =V^T) “ section 5.2.1.4 - then if
17\k| <p(S), k>J, we simply have pj =0, j = 1,2,...,J-1 with Pj only to 
be determined. In general we assume we know only J and we will attempt
4.48
to extract the constants p ̂ , j = from simple analysis of
information made available during the course of the calculation. (Only 
a simple approach is possible here since the method is to be used in 
conjunction with iterative solution of linear equations. Wilkinson 
(1965) discusses much more refined methods which would be used if the 
eigenvalue calculation was being carried out for its own sake.) 
Calculation of the constants is straight forward once we select a 
suitable linear functional
fn = f(ô'"') = (ôvu',y)
We obtain from (61), now taken to be a strict equation, 
JI
j = l
...(66)
\  ' f . p. = f (or f _ p T = f for the cyclic case)/ j n-j n n-J rJ n J
...(67)
and then
n-1 o • • •n-2 fn-J
f ... f ,n-2 n-3 n-J-1
• • •• • •• • •
n-J f t 1 • • •n-J-1 fn-2J ,
We solve equation (68) using a direct method, which is trivial since J 
is usually small (1 or 2). In order to emphasise the dependence of the
constants p. on J, the number of eigenvalues lying on the circle
 ̂ , (n) ,|7̂ | = p(S) and, n, the iteration step number, we write P(j)j and we
define
p(n> =
P (J)
(n)
p ( j ) j
i/j ...(69)
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If equation (61) were exact we would then have
P(S) = P(J) ,..(70)
and p . = p
J
(n)
(J)j j 2,..., J
(n)
...(71)
We therefore calculate the constants P^j^j an^ when they do not vary 
greatly from one iteration to the next we accept the estimates. (This 
fixes a value for M in our earlier equations.) If J is unknown we
1 1 4- i i11) ) ( i11) i11) 'l l i11) i11) i11) \  /  1 11calculate |P(1)1}, jp(2)li, P(2)2J. {P(3)l * P(3)2 ’ P(3)3} (and usually 
no more) and we ascertain J from the near constancy of one of the sets
from one iteration to the next.
Selection of a suitable linear functional is by no means simple, but 
we may choose
fn = f(6(n)) = ...(72)
and the index I may be chosen by a rule determined empirically. For 
example Pollard (1970) used the rule
ai2) > 6^2)I 1 i = 1,2, ...,N ...(73)
which was found to work for homogeneous neutron flux calculations. 
Rather than condition (45) we therefore accept the terminating
condition
J-l
6(n-i) t pi /(i • t pjj=!+l j-l ) <  t * n < l »...(74)
99
which only involves quantities readily calculated as iteration proceeds. 
During early iteration steps when no firm estimates of J and p̂  are 
available we may use an approximate representation of the alternative
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condition (45), which is taken in the slightly more stringent form
1 s(n)l1 - list! I|x<n)| < £ , n < L
Now if we define
rn = , n 2,3,... ...(75)
Rn — max(r2> vy  * * '* ̂ n^ 9 n 2,3,... ...(76)
then since 6(nO l i s t i
we have rn < listi
and < listi . ...(77)
We thus use the (under) estimate
R ~  |S n ...(78)
and provided R < 1 we take as our terminating condition
6(n)
1 - R < £ n < L ...(79)n llx (n ) ll
Two shortcomings of this approach are clear. (1) R^ may not be less than 
unity as the convergence condition is p(s)<l, which does not imply 
||S|| <  1 and (2) the underestimation may be severe, which is extremely 
important if ||S|| is very close to unity.
If the above approach fails, we could use say
6(n)
xW f < £
n < L ...(80)
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as the terminating condition. When we do this we must remember that 
we cannot guarantee the accuracy of the solution.
Normally an iteration step finishes with the calculation
x(n) = x(n-l) + 6(n) . ...(81)
When reasonable estimates of the constants p. are available, however, wej
may put them to use in the solution process and apply an extrapolation to 
give a new estimate of the solution of equation (28),
(n)A (n) (n)x = x + A • * •(82)
which is based on equation (31), where is given by equation (64).
CHAPTER 5
5.0 Summary
In the previous Chapter we were introduced to background theory 
involved in general aspects of solution of large, sparse matrix problems.
Here we study the Gauss-Seidel iterative method (section 5.1) used in the 
diffusion calculation of upscatters (section 5.1.1) and relaxation variants 
SOR (section 5.2) and SLOR (section 5.3). SOR theory is pursued for a 
reasonably general class of matrix in order to give perspective to the 
2-cyclic theory required for inner solution of a group at a time of the 
diffusion equation over a 2 dimensional region.
5.1 Gauss-Seidel Iterative Method 
Solution of the linear equation
Ax = c ...(1)
for certain matrices A may proceed by splitting A into a lower triangular 
part A^, which includes the diagonal terms, and upper triangular part A^>
A = A 1 + a2 , ...(2)
then the Gauss-Seidel iterative method amounts to using the scheme (Varga 
1962)
A^x^n  ̂ = c - ^2X n̂ n = ...(3)
where x^n  ̂ is a trial solution, perhaps zero. In terms of elements, the
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above becomes
5.1
(n)x . =i
i-1
C  - £
N<n) _
i JL, “1J"J
j“ 1 j = i + lY  ^  "
(n-1)
9  ̂— ^-»2,...,N$ 
n 1,2, ...,
where improper sums are taken as zero. We may use the analysis of section
4.4.3 which states that the method will converge if
p(S) < 1  , ...(5)
S = -a "1 A . ...(6)
An example of a matrix A that is suitable for use with the Gauss-Seidel 
method is one that has a strict dominant diagonal;
i 1,2,...,N , ...(7)
To show this we take any eigenvalue \ of the iteration matrix,
Sx = Xx >
then + A ^ x  = ^
and x y  xj+ è â "= 0
j=i j=i+1
If we consider an index i such that
X i| “  |X J
, j = 1,2, ...,N
then
XI laii <
i-1
xi J]
i-1
N.
a . .i]
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and
but
X
ii
i-1£ N
J = 1
N
< "
j = i^l
N
j = l+l
a . .ij
a . .ij
a. . ii E  l - u
j = i
i-1
from condition (7), hence we obtain the result
<  1
and therefore condition (5) is satisfied since X is any eigenvalue of S.
The Gauss-Seidel method is particularly simple to use, as we can see
from equation (4), and for this reason it is often used. Forsythe and
Wason (1960) state that the method was not known to Gauss and not
recommended by Seidell Even so, Leibmann (1918) recommended the method
for solution of elliptic difference equations and sometimes his name is
associated with the method. In practice, particularly with solution of
elliptic difference equations, we find that convergence is sometimes slow
and we must resort to using a relaxation variant of the method (Forsythe
and Wason, ibid, Varga 1962 and Wachspress 1966),
5.1.1 Diffusion equation upscatter iteration
Returning to the diffusion equation 3(39) the Gauss-Seidel method is
used for any upscatter (and fission p>0) iteration. This simply means
that the plane solution (i = 1,2,..., I; j = 1,2,...,J) is first solved
for group 1, then group 2 and finally group G. If p = 0 and no upscatter
is present (A2 = 0) no further iteration is required, otherwise the process
is repeated from the first group with upscatter (usually not group 1 unless
p>0. Iteration is terminated in a suitable way (see section 8.2.2 on POW),
A group rebalance method discussed in section 6,2,5 is also used to
enhance upscatter convergence of the otherwise ordinary Gauss-Seidel method 
and is applied for the upscattering groups only.
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Let the matrix A be decomposed thus
A = B -L -U ...(8)
5.2 Relaxation Variant SOR
where B is the matrix of diagonal terms, -L is the matrix of lower triangular 
terms with now zero diagonal terms and -U is the matrix of upper triangular 
terms, then for the Gauss-Seidel method the matrix splitting amounted to 
using
A 1 = B -L
and = -U
Equation (4) of the Gauss-Seidel method may be written
x(n) = x(n-l) + B-1 + Lx(n) + Ux(n-1)^ _ x(n-l)J
and we elect to make a larger change than calculated above by using
x(n) = x^n’'L̂  + V [b"1 Cc + Lx^  + Ux^11"1  ̂) - x(n , ...( 10)
where <»> is a relaxation factor to be specified later. Since a> > 1 we say 
that equation (10) is an over-relaxation and the resulting method is called 
successive over-relaxation (SOR). The term 'successive' comes from the 
way x(n"1> is obtained from x(n) in equation (10) with a definite order of 
elements being associated with the transformation through the appearance of 
on the right hand side. When we carry out the relaxation, we may
write equation (10) in the form
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hence the method is equivalent to choosing the matrix splitting
A 1 ...(12)
A2
0)~1
CO B - U ...(13)
in the stationary iterative method we studied in section 4.4.3. The 
iteration matrix is then
su = (X - OB^L ) ' 1^ !  - u>) I +a.B_1uJ ...(14)
and we would obviously like to choose <o so that piS^) (<1) is as small as 
possible, say corresponding to co = cô #
Before proceeding with investigation of the variation of p(Sw ) with ¿o 
(for particular types of matrices A) we introduce a way of interpreting 
the iteration process which provides some insight into the method and which 
provides a link with the time dependent studies of section 3.1.
5.2.1 Dynamic relaxation
Following Varga (1962) we imagine an iterative process leading to
/ \
xK , n = 1,2,... to be imbedded in a dynamic process involving a time
(n)dependent quantity x(t), where we identify xk — x(n5t). When we do 
this x ^  = x(0) is the initial condition and we require a steady state 
solution x = lim x(t) which is also the solution of equation (1)
t oo
(x = A’ ’̂c). We obtain an equation for the dynamic process by identifying 
the iterative process for SOR given by equation (11) as a finite 
difference approximation to a time dependent differential equation
Wx(t) = -Ax(t) + c (where W exists) , ...(15)
or A ( 1:) = X.Vt) » ft ..nr,)
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where A(t) = x - x(t) (cf. equation 4.4(31))
and X = - W_1A .
Solution of equation (16) may readily be verified to be 
A(t) = exp( tX)A(O) ,
where the matrix exponential is formally defined as
exp( tX) = I + tX + i t2X2 + ... 4- -V tn Xn + ...n.
Now in order to achieve the steady state solution, we require
...(17)
...(18)
...(19)
• t •( 20)
lim A(t) = 0 ,
t —> ®°
hence for arbitrary A(0) we must have
...(21)
lim exp(tX) = 0
t
...(22)
We may transform exp(tX) to Jordan normal form in the eigenvalues
i = 1, 2, .. . ,Nr of X,
Ait
exp(tX) = T diag^e  ̂ , e
A2t
GN2..... e R gn r)
(section 4.3.2.1 and 4.3.3), where
T
...(23)
GN "
i  I ••• (N-i):
i
••• (n -2):
• • • •
0 0  0 ...
...(24)
therefore for equation (22) to be satisfied we need the restriction on the
matrix X,
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R e C X j X O  , 1 = 1 , 2 .... Nr . ...(25)
Returning to the task of locating a link between the iterative procedure 
and the dynamic process in which the iterative procedure is imagined to be 
imbedded we see that equation (19) gives
" A(t) = exp(òtX) A(t-òt) . ...(26)
A finite difference approximation of the above is then
= E(StX) , ...(27)
(n)where A' is the finite difference approximation to A(n6t) and E(òtX) is an 
approximation of exp(òtX). Comparing equation (27) with the equation for 
the iterative procedure
A^n) = S^A^n ^  (equation 4.4(32)) , ...(28)
we obtain the link we seek through the identification
Stt = E(5tX) ~  exp(òtX) . ...(29)
Before we continue with a particular selection for E(òtX) we investigate 
possible choices.
5.2.1.1 Approximations for the matrix expontential 
Here we digress slightly on the choice of approximation E(òtX)^  exp(òtX). 
Restrictions arise for the approximation from consideration of both limits 
6t-^0 and n *-> • Considering 6t->0, the differential equation (16) gives
a limiting form for the finite difference approximation. We require
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(n) _ ^(n-1)
5t = xA'
(n-l)
therefore we must have
E(ôtX) - I 
òt as ôt — ^0 ...(30)
in order that equation (27) yields approximations to the solution of the 
differential equation (16) - the consistency condition (Lax and Richtmyer 1956), 
On the other hand, considering n-><K>, we require the steady state solution
lim A(n) -= 0 ...(31)
n -» 00
hence referring to equation (27) we have the restriction
p(E(ôtX)) <■ 1 ...(32)
- the unconditional stability condition (Varga, ibid).
The simplest approximation to choose for exp(6tX) is obviously
E^ôtX) = I + ôtX ...(33)
and then equation (27) defines the forward difference method. The approxima­
tion is consistent but we find we must restrict the choice of ôt. Let x be 
an eigenvector of X corresponding to an eigenvalue \ then
E ̂ ( ô tX ) x = (1 + Aôt)x
and (1 + \6t) is an eigenvalue of E^ôtX). For the stability condition (32) 
to be satisfied we must therefore have
I 1 "F I ^  1 9
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hence if \ is the conjugate complex of X we require
(1 + \ôt) (1 + xôt) <£ 1
and then ôt < - (x  + x ) /X \
or ôt < - 2R e(x)/ A 2
(which is feasible since the restriction (25) tells us that Re(x) must be 
negative). Since the above must hold for all eigenvalues of X we must choose 
length ôt so that
ôt <  - 2 minjRe^)/ x j 2} , i£ j 1, 2,.. .NR [ . ...(34)
If all the eigenvalues are real the above sim^ifies to
ôt <  2/p(X) ...(35)
Corresponding to the backward difference implicit method we take as an 
approximation of exp(StX)
E.(StX) = (I - 6tX)_1 (6tX 4 I) . ...(36)
Proceeding as above we have
E (5tX)x = (1 - X 6 t ) x
and (1 - XSt)“1 is an eigenvalue of E_1(6tX). Again the stability condition 
gives
( i  -  x s t) ( i  -  xat) >  i
and hence we require
5.9
6 t  > 2 R e (x )/| x|2
which is always satisfied. A Taylor's series expansion applied to equation 
(26) shows the method to be consistent.
A third approximation often selected is
E2(6tX) = (X - ^  X)'1 (I +  ̂  X) , ...(37)
which when used in equation (27) gives the Crank-Nicolson (1947) implicit 
method. As for the previous implicit method, the approximation is 
unconditionally stable for all 6 t >0 and is consistent. In fact for small 
6t we have
E (StX) = I + 6tX + ¿6t2X2 + 0 (6t3X3)
(cf. exp(6tX) = I + StX + i6t2X2 + 0 (5t3X3) )
which partly explains why the method is often used.
5.2.1.2 Dynamic relaxation and co 
Returning to a particular selection to be adopted for E(6tX) in 
equation (29),
Sw = E(5tX) ^  exp(5tX) , 
we choose W = B
then X = -B_1A = -(I - B_1L - B_1U)
is a suitable matrix for this study, provided
Re(x) > 0 for all \ea(B lA)
...(38)
...(39)
» ...(40)
5.10
and we have
exp(6tX) c- expCatB"1!) exp^6t(-I+B" 1U)) ..,(41)
(with equality only if the argument matrices commute). We use the consistent 
approximation
E(StX) = E_1(6tB'1) E (sti-X+B’^J)) ,
that is E(6tX) = ( I -5tB _ 1L)_1((l - 6 t )  I + 6tB_1u) , ...(42)
which is to be compared with equation (14)
Sw = (I - a)B"1L)"'1 ((1-0))I+ B_1u )
- the matrix being restricted by the iterative procedure convergence 
condition
p(Sw) <  1 . ...(43)
Equation (29) is therefore satisfied if we make the identification
w = 6t , ... (44)
thereby also assuring that E(6tX) is unconditionally stable from the 
condition (43).
The idea of imbedding adopted here (a particular instance of invariant
imbedding developed so extensively by Bellman (1964)) is particularly useful
when the dynamic equation (15) has a physical interpretation, for example
Otter (1965). (No particularly helpful physical interpretation of the
imbedding is available in relation to the neutron diffusion equation inner
plane solution (sections 5.2 and 5.3).) For a general dynamic problem the
(n)choice of 6t should be small enough so that A  is a reasonable approximation
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to the
as few as possible steps are required to arrive at the o., i „ . ■ ^^nSt) — 0
A(ndt)||<£^. For the iterative procedure the preceding idea corresponds 
to choosing an optimum value of co, coc , so that p(Su) is as small as possible.
5.2.1.3 Restrictions on co
As we might expect, the relaxation coefficient <o appearing in the SOR 
iterative procedure (equation (10)) cannot take on any arbitrary real value 
when we want the method to converge^p(So>)-C 1̂) . To show this, we consider 
the eigenvalues X of the iteration matrix which are roots of the equation
solution A(nSt)M A(n5t) - A n |I<b) and yet ^ ;o that
det(Sw - XI) = 0 .
Now detiS^ - XI) = det[(I - coB-1!,)'1 ((1-«) I + o>b'1U - \(l -a>B_1L))
and since (I - coB’^L) is lower triangular with unit elements along the 
diagonal
det(l - coB~ 1L) = 1 ,
hence de t( Sw - Xl) = det^l - co - X) 1 + <*>AP !• + wB • . • • (45)
Setting X = 0 in the above we obtain the equation for the product of the 
eigenvalues X ^  1 = 1,2,...,N (with eigenvalues repeated according to
their multiplicity),
N / -1 \ n Xĵ  = det^(l-w) I + coB UJ
1=1
= (1- w) N
hence w -1 N
N
< n“ i=l X. I < niax Nx - i A ,
N P(SW )]N
that is p ( S j  > CO -1 9
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with equality only if all eigenvalues have the same modulus |u-l 
(Ostrowski-Reich theorem). For the iterative procedure to be possibly 
convergent we must therefore have the restriction
. ...(47)
and
then
The Ostrowski-Reich theorem also tells us that if
( 1) 1 <o) < 2
(2) all eigenvalues of Sw lie on the circle 
the minimum spectral radius is given by
A pCS^) for u > 0
P < V  ~ w c ”  1
and the iterative procedure is convergent since
• • • (48)
P (S W) ^  1
In section 5.2.1.5 we consider a particular class of matrices A for which 
the above result is obtainable. Fortunately, the class includes matrices 
arising in neutron diffusion studies. We now introduce a generalisation 
of the class we ultimately require.
5.2.1.4 Consistent ordering
For a certain class of matrices A we seek to relate the eigenvalues
i = 1,2,...,N of the iteration matrix Sw to the eigenvalues
-1 -1i = 1,2,...,N of the iteration matrix (B L + B U) obtained from the 
Jacobi iterative procedure (Varga 1962)
(n) (n­x = x n“1  ̂+ j V 1 (c + Lx(n-1) L TTJn-lV) _ x(n-l)+ Ux ...(49)
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(The preceding equation should be compared with equation (9) for the 
Gauss-Seidel method where the underlined term is Lx^n \  We note that 
ordering of the elements of x is unimportant since during iteration step n 
the most recently calculated elements of x^  ̂ are not used until the next 
step.)
Now equation (45) determining the eigenvalues of S.. may be written
+ B-1U) - ...(50)
and we notice that if the eigenvalues of the matrix
E(q ) = SB-1L + b'^U ...(51)
are independent of ft then taking ft = 1 we must have
o(E(b)) = o(E(l)) = 1^,1 = l, 2, ...,N[
and equation (50) enables us to obtain the connection we seek between the 
sets of eigenvalues { | an  ̂{l^}. We find that equation (51) is not
sufficiently general. We are then led to consider the matrix
E(fl,q) = e'l/q E(e) , 65̂ 0 , ...(52)
where q = p/(p-r) with p (>r) and (p-r) relative prime integers
...(53)
and we have chosen a particular root of ft Perhaps surprisingly,
matrices do appear in practice (other than those specifically constructed
for the purpose) such that a value of q exists for which eigenvalues of
1 /
E(ft,q) (ft̂ O) are independent of both ft and the choice of root ft . (For 
example, the matrix obtained from the finite difference representation of
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the operator V*DV.) When the required condition is met then
o(E(0,q)) = o(E(l,q)) = { î , i = 1,2, . .  .,N { .
are given by
...(54)
Also since the possible roots of
0j
“i/q = -27U(j-l)/q - l/q j = 1,2,...,P ( f  - v A )
...(55)
we have
0/ .
G ê-27Ci(j-l)/q E(ß,q)) = {l̂ , i = 1 , 2 , . . . , n } , j 1» 2, ..., p
and therefore
{IV i = 1,2.... N{ = {e2™-<j-l)/q ^  i = 1, 2,... ,N { , j = 1,2,.., p .
...(56)
The N-M non-zero eigenvalues of the Jacobi iteration matrix thus form a 
cyclic pattern:
II. - j ” 1)/q M i = 1 2 D ...(57)
and then all roots of the equation
P P V? =
- 1  -1are also eigenvalues of B L + B U.
det|ls(ß, q) - pl̂ j = n (H^ - M-) =
Hence for any p we have
<-“>” 4  - p̂) , ...(58)
-1. . „-1.
where d ’p = N-M
The connection we seek between the eigenvalues of Sw and B "L + B "U 
is obtained in the following way. We define
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0(A) = det
? M i 31 p ? Y
» A 0 o
than, from aquation (50), solutions of the equation
0(A) = 0  (A 0 0)
...(59)
...(60)
are also the non-zero eigenvalues of Sw , AcfoiS^) - { 0 }]. We simplify 
equation (59) using our result (58) and we have
M /
w , ( 4 l ' r r i , n
P / x + iù - i
*
,p-l
...(61)
Hence if p is any solution of the equation 
X + w - 1 = w P (X  ̂0)
and XC^(So>) “ | 0 equation (60) shows that provided X + « • 1 4 0 
P^ = for some index /
...(62)
and p = p^ for some index i .
Conversely if X is any solution of equation (62) and p£o(B *X + B~Hj) 
then equation (60) is satisfied and hence A i 0( So») - jo|J. Equation (62) 
is thus the connection we seek.
In the special case w = 1, corresponding to the Gauss-Seidel method, 
equation (61) reduces to
y
i
of
,p -
0 (a ) = (-dm xM(1" 1/q) n [ 4  - Ap(1*:L/qH
¿■=i 1 -1
£f
= (-1)M AMr/p k  ( 4  Xr£=1 ^
and hence unless r = 1 the eigenvalues of the Gauss-Seidel iteration 
matrix form a cyclic pattern with eigenvalues given by
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2,xi(k- l)p/r k = 1,2 (63)r
\ p/r
Without elaborating in any great detail, a matrix A is said to be 
(generally) consistently ordered if the eigenvalues of E(g,q) are 
independent of 3 4 0, where E(l,q) is the Jacobi iteration matrix 
obtained from A (Young 1954 and 1971, Varga 1959 and 1962, Broyden 1964 
and 1968, Verner and Bernal 1968, Taylor 1969 and Nichols and Fox 1969). 
We note that to obtain full benefit from the idea of consistent ordering 
we need to consider block partitions of A, rather than single elements as 
studied here, however the extension is immediate.
The following sketches illustrate the type of cyclic patterns of 
eigenvalues obtained. Note the reduced spectral radius of the Gauss- 
Seidel method compared with the Jacobi method.
5.2.1.4.1 Some simple examples
- 1
p(B"LL + B“1U)
Figure 1. Spectrum of the Jacobi iteration matrix, q = 3
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P(sL)
Figure 2. Spectrum of the Gauss-Seidel iteration matrix, q = 3 (r = 2) 
As a simple example of consistent ordering we consider the matrix
A =
1 a2 0
0 1 a
y 0 1
-1T , „-L
0 a2 0
0 0 a
a l 0 0
E<6>q) =
a0/sl/q 0
0ai/Bl/q 0
- \  
0 a/30l/q
0 ,
and eigenvalues, |i of E(g,q) are solutions of the equation
3 1-3/q „
\i - Q M aia2a3 = 0 »
which are independent of 0 if we take q = 3, hence we have
^1 = (aia2a3̂
2%i/3
^ 2 = e h
4t u /3n3 = e ^
5.18
On the other hand the corresponding Gauss-Seidel iteration matrix is
= ( l -B -1 L)-1  B_1u
0 a2
° Ì0 0 a3 j
0 a, a_1 2
which has eigenvalues X, solutions of the equation
X(X “ ai a2&3  ̂ _ 0 *
*
hence X^ = =
*2 = -(aia2a3)5- 
X3 = 0 .
Now for the Jacobi method we would use the scheme
although we could equally well use
corresponding to permutations of elements of the original problem. 
Using a prime to designate the permuted matrix we calculate the eigen­
values of E'(0,q) as solutions of the equation
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3 2-3/q ^q - 6 4 a ^ a  = 0 9
which are independent of 0 if we take q = 3/2 and we have the same 
eigenvalues as for the unpermuted matrix. Continuing, we obtain the 
Gauss-Seidel iteration matrix
S'
1
0 0 a^
0 0 a, a01 3
0 0 ala2a3
with eigenvalues
\  = ala2a3
^2 = ^3 = 0 *
The permutation of elements of x from the order originally chosen thus 
reduces the spectral radius of the Gauss-Seidel method and results in 
only one eigenvalue on the circle | X | = p(sp. Summarising the results 
we have
p ( s p  = [pcsp]2 = [p(B_1L + B_1U)]3 .
Given a consistent ordering of a matrix A with q = p/(p-r) (r / 1) 
it is not always possible to carry out permutations on the matrix so 
that we obtain a consistent ordering with q = p/(p-l) (Verner and Bernal 
1968), Frequently, however, reordering is possible, in which case we 
should carry out iteration using this so-called p-cyclic consistent 
ordering (in the terminology of Varga 1959) since by so doing we can 
obtain a lower spectral radius for the iteration matrix than for any 
other ordering (Nichols and Fox 1969).
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5.2.1.4.2 Recognition of consistent ordering 
Here we are concerned with recognition of consistent ordering for 
matrices with Jacobi iteration matrix having the layout
0 0
0 0
0 0
• •• •
• •
0 0
X 0
\0 X
0 0 
0 0 
0 0 0
X 0 0
O ^ X  0
0 0 :K
• • •• • •• • •
0 0 0
0 0 0
0 0 0
• • •• • •• • •
X 0 0
O ^ X  0
\0 o x
where X denotes a partition containing at least one non-zero element 
and the matrices along the leading diagonal are all square, although 
not necessarily the same size. Let F^,.••,F ^ _ j ) denote a
matrix partitioned in a fixed way as for the layout above and with 
partitions given by
0 if j - i 4 I
F. if j - i = I
• • •(65)
and let m ^ f  ̂  f2> • • •) denote the equivalent thing for elements of a 
designated partition, then in terms of this notation
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E(ft.q) = M_j (LlfL2,...) + 0l/q M]; (U^Uj,,...)' (I> J > 0)
and we require the matrix
. . . ( 6 6 )
M(ol) Mq (iRq (1, 1, •••), m^ (co, &, • • •), nt̂  (& , & ,•••), ..., iHq (cl , a , • • • )̂
...(67)
For example, if I = J = 1 and all partitions are 2 x 2 we would have
i/q = 01'l/qM_1(L1,L2,...)+Rl/qM1(U1,U2,...) = E(e,q)
...(68)
1 0 0 0 0 0
0 1 0 0 0 0
\0 0 a 0 0 0
0 0 0 a 0 0
\ 20 0 0 0 a 0
0 0 0 0 0 a
 ̂ 2 2 = M0 ^m0( 1, l),mQ(a,a) ,mQ(a ,a ),...) = M(a).
...(69)
Equation (68) is an example of a matrix which is of particular interest 
in this work and we find later in this section that q = 2 and the block 
tridiagonal matrix A from which E(ft,q) is obtained is 2-cyclic consistently 
ordered since q = p/(p-l) with p = 2.
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Proceeding with the proof that the eigenvalues of E(0,q) are 
independent of 0(^0) we start with the characteristic equation for 
the block Jacobi iteration matrix
E(l,q)x = MX ...(70)
from which we obtain
E'(a,q)z = |iz , ...(71)
where E'(a,q) = M(a)E(1,q)M(l/a) (a^O) ...(72)
and z = M(a)x , ...(73)
Now direct expansion shows that partitions of E'(a,q) are given by
[E'(a,q)]tj = a i_j[E(l,q)]iJ .
Hence
E'(a,q) = aJM_J(L^, L2, ...) + a ...)
= a‘I(aI+JM_J(L1,L2,...) + ...)
and then
E' (cl, q) = E(0,q)
if we take 0 = a I+J ...(74)
and I+Jq = — ...(75)
Equation (74) substituted into the characteristic equation (71) finally 
shows that the eigenvalues of E(0,q) (0^0) are independent of 0 with q 
given by equation (75). The matrix A from which E(0,q) is obtained is
5 . 2 3
therefore consistently ordered.
Using the concept of directed graph discussed by Varga (1962) we 
set up a correspondence between non-zero partitions of a matrix E of 
N x N partitions and nodes such that if e ^ ^ O  we connect
node P^ with P^ by a directed path i j . For example, the 
directed graph of E(3,q) for J = 2, I = 3, N = 7, designated G(E(3,q)) is
In general we see that for any closed path if we let
n = (number of paths for which the node index increases)/k"r
and n = (number of paths for which the node index decreases)/k,
where k is the greatest common divisor of the number of paths above, 
n + n
then q = ----- --- ...(76)
is a constant independent of the particular path chosen for matrices of 
the type considered in this section. (q = 5/2 for the directed graph 
sketched above.) In addition the values obtained for q from both 
equations (75) and (76) are the same. The directed graph G(E(e,q)3 is 
strongly connected (that is a path exists which connects any node to any 
other node) provided I + J < N  and cyclic of index
p = n + n"T • • •(77)
From Varga (ibid) this implies that the matrix A from which E(e,q) is 
obtained is p-cyclic. A permutation matrix P must therefore exist such
that
A'  =  PAPT , . . . ( 7 8 )
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where the matrix E(0,q') obtained from A' has the index
n' +  n' n. + n_ i _ ____“ _ + -
q  ~  .. •
n' n +  n - 1- -+- -
It is interesting to conjecture that for any matrix E (0,q) if 
G^E(B*q)) has a constant index q given by equation (76) then the matrix 
A obtained from E(e,q) is consistently ordered. Varga (ibid) states 
the above for 2-cyclic matrices where we obtain n = n = 1 .  Ar —
further observation is that certain cyclic matrices of Varga (ibid) which 
are inconsistently ordered, for example the matrix corresponding to
do not have a constant q index. For the example we have
5.2.1.5 Optimum relaxation factor,
Assuming
(i) A is consistently ordered with index q^= p/(p-r)) ( the 
eigenvalues i = 1,2,...,N of E(g,q), equations (51) and (52) are 
independent of g for 8̂0)
(ii) the Jacobi iteration matrix is convergent, that is
p(B_1L + B ' V  = p(E(e,q)) <  1 • • •(80)
and (iii) on each cyclic pattern of the eigenvalues M-. given by equation 
(57) we have a real non-negative eigenvalue, so that all the eigenvalues
are of the form
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m = y  2TC°(j-D/p i U* 'v e > J l+(i-l)mod p, k = l+(i-j)/p, i = 1, 2,...,N
...(81)
where = Y x = P(B_1L + B-LU) ...(82)
0 < Y k< 1 , l'as)
then we seek a value ofco, cô * that minimises the spectral radius of the 
SOR iteration matrix Sw given by equation (14). If \(u)) denotes a 
solution of equation (62),
X  + to - 1 = X 1^  UJ P , M  g (B _:LL + B_ 1u)
then we seek p( s<jb) = min max | >\(co)] ...(84)
Varga (1959) gives the analysis for solution of this problem when A is
p-cyclic (q = p/(p-l) and Nichols and Fox (1969) have studied the
general case. Here we briefly follow the main ideas.
In order to proceed further we calculate the derivative from r dco
equation (62):
&  + i = - x^'1 wp + xudco q dco
= (x+to-D +
and then ’ 4^ = --- - , ...(8 5)
60 ^[xiq-1) - (w-1)]
Considering the case when the largest modulus eigenvalue \ is real and 
positive the above derivative becomes unbounded when we have the critical
condition
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\  = (<*>c - D/(q - i)
then 1 < (a) <  qc n
...(86)
...(87)
since 0 < X < 1> and is only of interest if w <2 (section 5.2.1.3). The0
critical value may be obtained as solution of equation (62) wi H-;
H = = P(B_1L + B_1U). We have
i i/qw -1 \
< V l> ( F I  + 1  = q-1
therefore w = 1 + (q-1) c ^
“c ^1
o> M-1 \ °,c 1 \ q- 1 ...(88)
where the positive root of M^/q is taken since we require o>c to be 
real. Equation (88) may be solved iteratively using the simple scheme
(n-1)
, v /<*£ M-
u(n> = 1 + (q-1) (-£—c \ q
V - 9 -
-J q 1 (w^0  ̂ = 1, say) , ...(89)
which is convergent since
d
dwc
1 + (q-1)
LL -9- WC ^lX q-i 'WC ^
1
q-1
<  1 »
although for particular values of q a direct solution is possible. For 
example if q = 2 (the matrix A is then 2-cyclic) we have
0) = c 9
hence = 2
o •L'1
- (1-^)* 'Hi1 9
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or wc = ---------- —  (q = 2 only). ...(90)
i + (i - u p *
Now the critical value is given by equation (86), or alternatively
J3L
“c ^lV1'1 '
q ) ’
1
/o)c\<5“ ̂
hence \  = ( ~ )  A 1(1) < X 1( D  » ...(91)
where ^(1) is the real positive largest modulus eigenvalue of the 
Gauss-Seidel method corresponding to taking to = 1 (equation (64)).
We now consider the way the eigenvalues of the Gauss-Seidel 
iteration matrix, ^(1), i = 1,2,...,N, change as u is changed slightly 
from unity when the related eigenvalues of the Jacobi iteration matrix, 
|î, are given by equation (81). Firstly we have
V 1 ) =
[Yp/r 27ti(j-l)/r 
'k
0
j < r
j > r
j = l+(i-l)modp, k=l+(i-j)/p
...(92)
labelling the zero eigenvalues in a convenient way. Secondly taking 
to = 1 + 5, equation (62) may be written as a recurrence relation in the 
following two ways which are convergent for the indices indicated
( n )  [ d  +  S ) / | i . / d  +  6 / ^ n _ 1 ) d  +  6 ) ) } > / r
^  (1 + 6> (1 + 6)+ 6) / ((1 + 6) Hj)] q
Lastly setting xj^(l + 6) = 7^(1) 
and dropping the recurrence index we get
j < r 
j >  r| • 
...(93)
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\ ( l  + ô) ~
(1 + £  ô)YP/r e2nf(J-l)/r _ £
r k r ’
ôq T"q e"27Ĉ J "  l)/(p-r)k >
j <  r 
j > r
(94)
For example if q - 6 the non-zero eigenvalues move to the left (5>0) or 
right (5 < 0) in the Argand diagram for 1 + 6) and the zero eigenvalues
Figure 3: Movement of the eigenvalues of the Gauss-Seidel 
iteration matrix as is increased from 1, q = 6
From the general equation (92) (and the particular example sketched
in Figure 3) we see that provided we have a cyclic pattern of eigenvalues 
X i(l), corresponding to r / 1, then for small 6
p ( S L) <  p(Su>) , <•> = 1 + ô , à ¥ 0 ...(95)
since the non-zero eigenvalues all move to the left (5> 0) or right (6< 0). 
More detailed consideration (Nichols and Fox 1969) shows equation (95) to 
be true for all w , hence we obtain the optimum condition
4 1 , %  = 1 and (S„b) = [p(B_1L + B_1U)] p/r ...(96)
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On the other hand if O ^ X ^ l ) ^ ! ,  corresponding to r = 1 (the matrix A is 
then p-eyelie)
P(SJ > P(sx) » w = 1 + 6, 6 < 0  ...(97)
P(SW ) < p(S1) , **> = 1 + 6, 5 > 0 . ...(98)
This decrease in spectral radius p(S ) continues until co reaches the 
critical value (Varga 1959), hence we have
r = 1 , 60b = to, and ) = (p -1) (t̂ b - 1)
b
...(99)
From equation (98) we see that
p ( V < P<s!>
q=p/(p-l) q=p/(p-r),r/l
hence p(S^) <  p (s«b)
q=p/(p-1)
...(100)
q=p/(p-r),r/l
and thus we should carry out permutations on the matrix A, when possible, 
to achieve a p-cyclic consistent ordering.
Figures 4 to 6 illustrate the way the eigenvalues of the iteration 
matrix S change with w for different matrices corresponding to q = 6,
6/5 and 2 respectively. In each figure a circle is drawn through A ^ 1)» 
the eigenvalues of the Gauss-Seidel iteration matrix (S^), and we have 
taken Ja ^I)] = 0.9 and 0.5. The path of movement of each eigenvalue 
Ai(oj), i fixed, is drawn for 1 ̂  ̂ 5i2 and a plotted symbol is used to 
deisgnate «, values 1, 1.1, 1.2, ..., 1.9, 2. The plotting symbol used
are
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k , j <r
and + , j > r .
(Equation (62) is solved using a complex variable Newton-Raphson method 
with two forms, equivalent to the two forms of equation (93) being used 
for j <r and j >r respectively.) Table 1 shows some important parameters 
obtained from the calculation used to plot the figures.
TABLE 1 .
PARAMETERS ASSOCIATED WITH FIGURES 4 TO 6
q 6 6/5 2
|X(l)| 0.9 0.5 0.9 0.5 0.9 0. 5
1 ^ 1 0.916 0.561 0.983 0.891 0.949 0.707
wc 2.813 1.458* 1.117 1.043 1.519 1.172
w b 1 1.117 1.519
0.9 0.5 0.585 0. 503 0.519 0.519
(♦Normally we only consider the critical value corresponding to 
the largest modulus eigenvalue, but here the extension is useful.)
From the Figures we see the way the real eigenvalues corresponding
to j = 1 (the non-zero eigenvalues) and j = p - r + 1 (the zero eigenvalues)
move toward each other only to meet and part in conjugate pairs for
^ and beyond. For the 2-cyclic case (q — 2) the pairs remain onc
the circle
XiM  | = CU - 1 , ü) > U)c . . . ( 101)
until all the originally different eigenvalues join the same circle,
W 5 we - the equality condition of the Ostrowski-Reich theorem (section 
5.2.1.3) is then satisfied.
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5.2.1.5.1 Estimation of p^
When the matrix A is p-cyclic q = p/(p-l) we require an estimate 
of the spectral radius of the Jacobi iteration matrix,
h ( = P<b ‘1l + B’lu>)> to be used in the calculation of (equation (88)). 
The estimation process for p^ must not consume an undue proportion of the 
time required to solve the equation Ax = c otherwise it may be quicker to 
simply apply the Gauss-Seidel method. One of two most widely used methods 
is chosen. We may either estimate p^ (1) before we start the iteration 
solution process using a variant of the power method for calculating 
eigenvalues (section 7.1, Wachspress 1966 and Hageman and Kellogg 1966), 
or (2) during the SOR iterative procedure using a trial value o f c u)c 
(Wachspress, ibid). The second approach has the greatest appeal as we 
are on the way to solving the equations when as estimate of p^ becomes 
available (from equation (62)). However for solving the neutron diffusion 
equation (A is then 2-cyclic) the first approach is stated to be the more 
reliable when accurate solutions are required (Hageman and Kellogg, ibid) 
although this is not the experience of the author using the method adopted 
here (and used in POW, Pollard 1973).
In section 4.4.3 we were introduced to a method for calculating the 
eigenvalues of the iteration matrix S of largest modulus. The same 
analysis may be used if we also include subdominant eigenvalues. Now 
pursuing the second approach above, the iteration procedure may be written 
(cf. equation 4.4(39)
6( n )  = Sw6(n_1)
and as working assumptions we consider
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(i) A is 2-cyclic (q = 2)
(ii) a) o>c
(iii) the eigenvalues of of largest and second largest modulus,
Al(w ) and X2(^) respectively, are both real and distinct from 
other eigenvalues, and
(iv) n is sufficiently large so that
6^n 2X  a61 + bò2 , ...(103)
where 6^ and 6^ are eigenvectors corresponding to and X2 
respectively.
Equation 4.4 (61) appropriate to the present situation is
6(n> - p16(n-1) - p„S(n'2) 0 ...(104)
which, when taken with equations (102) and (103) becomes
(A2 - PjA  ■ P2^aSl + X  " p1^2 ' p2 ^ 62 ~  0
The eigenvalue we require, X^> is then taken as the largest magnitude root 
of the quadratic equation
X - PXA - P; = 0
, r » 2that is X^w) = * Pj_ + sign(pL)^ + 4p2) ..(105)
Determination of p^ and p2 is carried out as described in section 4.4.3 
and a linear functional found to be suitable for solving the inner (plane) 
partition of the neutron diffusion equation (equation 3 (39) is
f (6(n)) =
t
...(106)
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where the summation is taken over all elements (i = 1,2,...,I; 
j = 1»2,...,J). An estimate from equation (105) is accepted when the 
change from one iteration, n, to the next is small enough as detailed 
below.
From equation (62) we have
2 ^ - l"P
h “ — --------o— ~~ ...(107)
X^(w) co
and then (from equation (90))
toc 2 / 1 + y j ( l  - H2) • • • (108)
which gives us our required estimate of the critical value of <o . Say we
require the w estimate to be accurate to 6<*» * then we seek an estimate c c
of an acceptable accuracy for ÒX^« We have
_________ 1_______________! [X2x -(<•>- l)2]
dh  [l + y j ( l  - H2)]2 y/ (L - Al“ 2
hence considering w and to both be close to unity the result
V (1 ' Xi)6«c ...(109)
is obtained which serves as a practical estimate for a limit to changes in 
X^ from one iteration to the next before acceptance of X^*
The assumptions (iii) and (iv) no longer hold for w><*> and the above 
analysis is inapplicable. For this reason should a re-estimate of be 
considered desirable (as it would be if the matrix elements constituting 
Su have changed considerably since the last estimate) we again tackle the 
estimation using a low value of u, w < u, until a new value is obtained for
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5.3 Relaxation Variant SLOR
In the previous section we saw how the decomposition 
A = B - L - U (equation (8))
with B, L and U, diagonal lower triangular and upper triangular matrices 
respectively led to the SOR iteration matrix
= (I • L) ((1 -<*>) I + o>B LU (equation (14)).
No real difficulty is encountered in applying the above (except perhaps 
the value of u> to use) since B  ̂ is readily obtained and the inverse 
(I - g>B ^L) 1 simply amounts to successive updating of x ^ . We are 
naturally led to consider an extension of the SOR method to include 
other block diagonal forms for B where the submatrices consist of 
coefficients for points lying along a line, then we update x ^  a line 
at a time rather than a point at a time as for the SOR approach and we 
have the successive line overrelaxation method, SLOR.
All the previously developed theory may be adapted to the block 
approach and in essence nothing new arises, except that convergence may 
be enhanced. For example, Varga (1962) shows for a model diffusion 
problem that the SLOR method is y/2 times faster (asymptotically) than 
an equivalent SOR attack and requires little or no extra arithmetic. 
Experience with using SLOR in POW (Pollard 1973) on an IBM 360 clearly 
indicates the need for double precision arithmetic for the line solution. 
We need not particularly elaborate further details of the SLOR method 
except that involved in the line solution procedure.
5.3.1 Tridiagonal solution procedure
Here we will concentrate on line solution for the neutron diffusion
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problem (section 3,3). Clearly from the manner of construction of 
the numerical approximation to the diffusion operator V-DV(section 
3.2.2) only lines above (or right) below (or left) of a given line 
influence neutron leakage in the line. The surrounding lines provide 
a source to the line to be solved and except for the ends every 3 points 
in the line are connected by an equation of the form
ak \ - l  + bk \  + Ck \ + l  = dk 9 k = 1,2, ...,K, ...(110)
where the elements x^ are flux $ for the particular line (and group) and
the boundary conditions are a. = 0 and c.. = 0 .1 K.
We
Xk qk ' pk \ + l  ...(111)
with p^ and q^ to be selected and then
ak̂ qk-1 ' pk-1 Xk̂ + bk Xk + ck̂ qk * xk̂ pk = dk ’ k = 
from equations (110) and (111). The above suggests the choice
pi
qi
wk
pk
qk
di/bi
bk ' ak Pk-1 
ck/wk
^dk " ak qk-l^Wk
k — 2,3, ...,K • • • ( 112)
as the unknown x, is thereby eliminated. We back substitute the aboveK,
results into equation (111) starting with
XK “ ^ K
and we successively obtain x^_p x k 2,***,X1 *
CHAPTER 6
6.0 Summary
For the diffusion equation we note that, say, a change in last group 
cross section in one region would require several Gauss-Seidei upscatter 
iterations and SLOR inner plane iterations before the overall effect 
could be gauged because of the successive way the equations are solved.
An obvious approach to spread the change more quickly would be to 
rebalance massive regions to achieve neutron balance using the previously 
estimated flux. Here we pursue the approach in a general way, the 
Sokolov method (section 6.2) and then we particularise for the diffusion 
problem (sections 6.25 and 6.26).
6.1 Introduction
Improvement of iterative solution of the linear equation
Ax c •.*(1)
is a worthwhile task provided the extent of acceleration of convergence 
is worth the extra computational effort. For neutronics calculations we 
may (and do) find that the methods discussed in the previous two chapters 
are slow for some problems. For example, the Gauss-Seidei method when 
applied to the upscattering iteration with fission included, as it is for 
kinetics calculations proper (section 3.3, p 4 0), may be slow. If we 
carry out a neutron balance over the whole plane using the basic shape of 
an earlier solution we find a lack of balance for all groups. We may
6. ACCELERATING CONVERGENCE OF SOLUTION OF LINEAR EQUATIONS
decide to rebalance the whole plane flux for each group in order to achieve 
the required balance prior to starting the present iteration cycle. If we
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do this we force an overall balance although a point by point balance may 
not be achieved until more iterations are pursued. This is the sort of 
idea we want to put into practice here. We develop the idea in general 
terms (the Sokolov method) although several satisfactory variants exist 
for the diffusion calculation (Wachspress 1966).
6.2 Sokolov Method of Averaging Functional Corrections 
So far in this work we have investigated iterative solution of the 
linear equation (1). We now investigate a combined method which uses a 
combination of both direct and iterative procedures - the Sokolov method 
(Luchka 1965 and Pollard 1970). We introduce the basic ideas first.
Splitting A into a readily invertible part and remainder A^ such
that
A = Al + A2 ...(2)
a stationary iterative process (section 4.4.3) may be written
a ( n ) a (n“l)A 1 x0 = c - A2 x
where here instead of we use
...(3)
x ( n ) =x<"> + | ;  h[n> , k
as our latest estimate of the solution of equation (1), given the linearly
in)independent vectors k = 1,2,...,K with b^ to be determined. Now 
for any set of linearly independent vectors v^, i = 1,2,...,K we have the 
scalar product relation
(v^,Ax) = (v^c) , i = 1,2,...,K ... ( 5)
(n)and here we choose the coefficients bj" so that equations similar to (5)
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are satisfied
(Vi,Ax(n)) = (v ,c) i = 1, 2,...,K , ... (6)
hence
è  ( Vi>A\ ) hln) = (’V C"Axon>) * i=l,2,...,K
which may be conveniently solved using a direct method (such as the 
Gauss-Jordan method, Ralston and Wilf 1960) when K is small (say <,30). 
From equations (5) and (6) we obtain
( v ^ A x ^ - c )  = 0 , 1 = 1 , 2 .... K ...(8)
and if we denote subspaces of Ê  spanned by the vectors u^, k = 1,2,...,K 
and v^, k = 1, 2, ..., K by g' R and ^ respectively then equations (4) and 
(8) show that
and
(a- W - c )
...(9)
.•.(10)
In the absence of the iterative process = 0^ equation (7) is
the method of moments approximation (Kantorovich and Akilov 1964) of the 
solution of equation (1) and in the absence of the moments approximation 
(K = 0) equation (3) is a usual iterative procedure for solution of 
equation (1). Several questions are raised by using the combined method 
( x £ n ) 4 0, K i o) .
6.2.1 Matrix representation
As outlined earlier the Sokolov method is easy to apply, however 
before we proceed with any analysis we must seek a matrix representation
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of the process. Let U and V be N x K matrices with columns u1?u ,. ,.,u1 2  K
and v ]^V2>*#,>v k  respectively,
u = (ulfu2,...,uR) ...(U)
v = (v 1»v 2»” ‘»v k ) ...(12)
then equation (4) becomes
x (n> = x<n) + Ub ,
where b is the K x 1 column vector composed of elements b,,b , . ,.,b1 2  K.
Also equation (6) becomes
T (n) T V Ax = V c
hence
and
VTAUb = VT (c - Ax^_)
b = ( vTAu)"1 VT (c - A x ^ ) ...(13)
assuming the inverse matrix exists. Thus
and
where
Ub
(n) (n)x - x0
u (vTAu)‘L VTa (x - x^n))
q3(1) (* - xnn>) (T denotes transpose) K >• 0
Qj(a) = u[vT(Ai + aA2) U] V (A1 + aA2̂
...(14)
...(15)
is a projection matrix (section 4.3.1 - particularly equation (12)) since
K M  2 = <£<*>
We have
and i n t r o d u c i n g
x(n) = q£(1)x +(i - q£(1)) a‘ Yc
(n- 1)
c - ...(16)
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we get
6( n ) 6(n-1) ..(18)
Let 0 = - A’1 A A 1 A2 ...(19)
be the iteration matrix (section 4.4.3) in the absence of the moments 
approximation (K = 0)
then (2 0)
is the iteration matrix for the Sokolov method. The convergence 
condition for the method is simply
p(SK) 1 ...(21)
and it remains to be shown (section 6.2.2) that convergence of the usual 
iterative process
p(S ) <  1 ...(22)
implies condition (21) for certain matrices.
TReferring to the definition of the projection matrix QK(a), equation 
(15), we see that
q£(cx)U = U ...(23)
p£(a)V = V ...(24)
where P̂ (<x) = Â 1 + ^ 2 ^  Â 1 ^2^ ...(25)
(-T denotes inverse transpose)
Tis a projection matrix associated with Q^(cl) and
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’ T T T “U (Aj_ + a A p v -1 „T/.T . ,Tv U (Aĵ + aA ) • • • (26)
In terms of the vectors u, and v. we havek k
■K(a)uk = uk ’ k = 1, 2, . . ,,K ...(27)
{ (a)vk = Vk >i k = 1,2,...,K ...(28)
and we observe that & ( q£(cl)) = <*?'K and $j(p£(a,)) = £"K .
In order to obtain an alternative representation of the iteration 
matrix ST. we have
Q̂ (a) = u [vT(A1 + aA2)u]_1 VT(A1 + aA2)
= u f y ^ d  - aS^u]*1 VTA1(X - aSQ)
= u [ l  - a^AjU)"1 V ^ ^ u ] ' 1 (V^AjU)"1 V ^ U  - aSQ)
and qtk m  = (I - aQ^(0)Soy 1 q£(0) (I - aS0) . ...(29)
Now 1 q£(<o  = (a x + a A ^ " 1 PR(a) (A1 + a A ^ ...(30)
hence i (0)so = - A'l1 V 0) A2
and QK(a) = ^A1 +  aPK(0) A ^ ' 1 PR(0) f a  + aA2) . ...(31)
The iteration matrix is then given by an alternative expression toK.
equation (20),
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SK f1 " (A 1 + Pk ^°^A2*) V 0>A1 S0
= [l - (Al + PK (0)A2y 1 (Al + Pk (0)A2 - (I - Pk (0))Aj)]so 
and finally SK = - (a % + P ^ O A ^ ' 1 (i - Pk (0))a 2 . ...(32)
This is the result obtained by Pollard (1970) except his equation (22) 
should read
corresponding to the transpose of equation (25) of this work with a = 0,
In general we cannot make any firm mathematical statements about 
improved convergence resulting from using the Sokolov extension of a 
normal iterative method, although in practice it is found that the 
improvement is sometimes substantial (section 6.2.4). Here we consider 
only those problems for which
(1) a complete set of eigenvectors of exist, x^, i = 1,2,...,N,
and he took U = V .
6.2.2 Ideal convergence
where the eigenvalues are ordered so that
| Al| > |X2 | > > 1 ^ 1
and (2) the first K eigenvectors are real and known.
m
We take as a basis for ^Q^(l)) the first K eigenvectors of SQ,
so that
i (1)xk = xk k = 1,2* • • • tK (33)
and
m K
c£<l)x = £  x
J k=l
j = K+l.K+2, ...,N (34)
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T
Thus from equation (20) we have
SKX i = (l " So xi » 1 =
= Xi(l - qJ(d ) * j_
hence SKX i = 0
J K
, k = 1,2,...,K ...(35)
and Svx. = X- -K j Aj j
&
Xjk xk ) ’ J = K+1»K+2....fN ,
therefore
' K . r k N
sk (x. - y  x.. x. )J &  Jk k) ^  - E xjk V  » j = K+1*K+1....J k=l J
...(36)
We have thus reduced the first K eigenvalues to zero in going from
S and K.
p (so)=1 \ |
p(sK> = | \ +1| 9
hence p(SK) < p(S0) 9 K = 1,2,...,N . ...(37)
Convergence of the normal iterative method thus implies convergence of 
the Sovolov method and, when the eigenvalues have different modulus, 
improved (asymptotic) convergence results as we increase K.
It is extremely unlikely that we have available the first K eigen­
vectors of SQ and so our result is not particularly useful. Even so, 
the method is found to work when 'well chosen' base vectors u^ and v^ , 
k = 1,2,...,K are used in neutronics calcuations (section 6.2.4),
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6.2.3 Selection of base vectors
In general no criterion exists for the unique selection of the base 
vectors u^ and v̂ , k = 1,2,..,,K. However our choice may be guided by 
the following considerations.
Equation (8) shows us that for any z£^’J we have .K.
(a T z ,x ^ )  = ( a T z ,x )  . ...(38)
Hence if we wish to calculate the scalar products
t£ = (h£,x) , / =  1,2,...,L , ...(39)
where h^, 1, 2,,,,L (<K) are a given set of linearly independent
vectors, we may do so using
t£ = (h ,x(n>) , = 1,2.... L ...(40)
for any n = 1,2,..., if we choose £  so that the vectors 
z £ g  M , 1, 2, .. .,L satisfy
A Zj£ = h£ , £  - 1, 2, . .., L . ...(41)
In general, equation (31), the adjoint equations to equation (1), may be 
no less difficult to solve than the original problem. If, however, 
solutions are available our choice of base vectors v^> k = 1,2,...,K should 
be such that the decompositions
K
z£  = Ek=l
1,2,...,L ...(42)
are possible, where are any suitable coefficients.
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In the previous section we considered the possibility of using 
eigenvectors of SQ as base vectors ufc, k = 1,2,...,K. As this information 
is not likely to be available we resort to one of three possible simple 
alternatives. We may simply take
(̂ ■) “• k — 1, 2, ..., K , .,.(43)
Alternatively we consider the projection matrices
Ik, k * 1, 2, .. .,K
which are of the form of a unit matrix except some diagonal elements are 
zero and the non-zero elements are unique to each matrix so that
Ik = 0 k 4 £  . . . (4 4 )
K
^2 I, = I , the unit matrix . ...(45)
k=l k
Then we take
(ii) 
or (iii)
T (n)
u k  = x k  x o
T M
Uk = *k x o  ’ m <  n ...(47)
When we use (ii) and we take v^ - u^, k - 1,2,...,K, equation (4) may be 
writ ten
( n )  _ K= £k=l
(n)a, u, k k
where (n) _ i K(n)a, - 1 + b,k k
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since
K
Ek=l
Equation (7) thus becomes
E ( V Auk) akn> = (ui’c) * 1 = 1»2.... K ...(49)
k=l
which is the variational technique for accelerating convergence recommended 
by Wachspress (1966). In Wachspress' work the decomposition (38) is not 
carried out for every iteration, but rather only every so often. When we 
do this for the diffusion inner iteration we may apply well developed 
theory in the estimation of an optimum SLOR relaxation coefficient since 
the bulk of the iterations are carried out with the matrix S^. On the 
other hand for the upscatter iteration the continued application of the 
Sokolov method does not 'disturb' the Gauss-Seidel method, but rather 
continually hastens convergences as we see in the next section.
6.2.4 Trial calculations
A series of trial calculations were carried out on the IBM 360/50 
for solution of the space independent multigroup neutron flux equations 
(Pollard 1970). In the trial only the Gauss-Seidel method and a Sokolov 
extension of the method was tried. The purpose was to show the possible 
variation of the spectral radius of a typical iteration matrix, p(S^) , 
with the number of base vectors K and to establish a value of K which is 
suitable for normal use. The base vectors used consisted of an 
approximately equal number of neighbouring unit elements
= v, = Iu( 1,1 » • • • >i,D k = 1,2, # * • >9
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Results for one particular problem which converges ever so slowly 
using the normal Gauss-Seidel method (p(SQ ) = 0.9982) are shown in 
Figure 1. Here the calculation used data for an infinite homogeneous 
system of D^O at 300 K with added l/v absorption amounting to 0.01 barn/ 
molecule of D20 at a neutron energy of 0.0253 eV. The data A and c of 
equation (1) were obtained from the code GYMEA (Pollard and Robinson 1969). 
A value of N, the order of the set of linear equations, was 73.
Figure 1 shows clearly the marked reduction in spectral radius p(S^) 
as K is increased from K = 0 (corresponding to the ordinary Gauss-Seidel 
method). The largest eigenvalue, which is mostly complex, was determined 
using the method of section 4.4.3.
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Figure 1. Variation of Ax(=  x +  iy) with K
6.2.5 Group rebalance
As briefly indicated in the flow procedure for solving the neutron 
diffusion equation 3(39) (section 3.3) a (Sokolov) group rebalance is 
used to enhance convergence of a Gauss-Seidel method and is applied on 
a whole plane basis (i = 1,2,...,I; j = 1,2,...,J) for each group when 
the first upscatter group is encountered. Equation 3(39) may be written 
in the matrix form of equation (1) with x representing the flux $g(i,j;p). 
The method we adopt here in the absence of an adjoint flux (which is
normally rather unlikely to be available) corresponds to the choice
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vv !■» • • • t 1)
uv = I,, xln) k k 0
. . . ( 5 0 )
where the unit elements of I cover the entire i,j plane and 
k - 1,2,.,.,K designate first upscattering group, second upscattering 
group,..,, last group (G) respectively. The resulting (Sokolov) method, 
mostly applied every iteration, has been widely used in neutronics 
calculations under various names (group rescaling, rebalance, etc.) and 
has an obvious physical appeal (maintains neutron balance). Compared 
with the method of section 6,2.4 it is best suited to calculations with 
few (^10) upscatter groups since each group is treated separately. In 
practice (POW, Pollard 1973) some fissile source problems have been 
speeded up by more than a factor 2 when rebalance is used.
6.2.6 Region rebalance
A similar attack to the method of the previous section (equations 
(50) and (51)) is used to improve convergence of the diffusion inner SLOR 
solution procedure for one group at a time (sections 5.2 and 5.3). Unlike 
the group rebalance the method is only applied prior to the first 
iteration as then the estimation and use of an optimum relaxation 
coefficient is in no way 'disturbed'. The choice of which elements to 
include in any one projection matrix 1^ is by no means uniquely defined. 
An obvious approach is to collect together neighbouring elements of the 
mesh grid i = 1,2,,..,I; j = 1,2,...,J into a super mesh grid 
i' = 1,2,...,I'; j' = 1,2,...,J* which attempts to surround regions of 
the one type of material (fuel, void, etc.), although further refinement
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may be desirable. In addition the choice
is found to be satisfactory (see Table 1).
Results of a POW (Pollard, ibid) calculation on a cylindrical TRIGA 
reactor (I = 33, J = 31, G = 4- , Froehlich 1969) are given in the 
accompanying table. An essential difficulty of the calculation is 
slowness of convergence caused by a massive void region. POW uses the 
strategy briefly indicated above to select the super mesh grid. From 
the table we see the vast improvement brought about by using region 
rebalance for this example. In general, the improvement is by no means 
as pronounced although it is almost always worth more than the time 
invested in the rebalance.
TABLE 1
EFFECT OF REFINING SUPER MESH GRID ON MACHINE TIME 
FOR A TRIGA CALCULATION
I' ^ V 1 and ...(52)
I' = J' r in1'^ Ir, J' ^  Jr
IBM 360/50 time 
mins for £ <  10"^
relative 
machine time
0 - co 230 100
2 1/4 28 12
3 1/3 29 13
5 1/2 21 9
10 2/3 27 12
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Notes: (1) The machine times are given in CPU minutes with the 360
running in MVT-HASP mode hence the times are only 
reproducible to within about 10 per cent.
(2) The I* = J* = 0  run was never taken to convergence. The 
time estimate was obtained by extrapolation.
(3) The I* = J' = 10 run time was estimated as roundoff errors 
associated with using a single precision solution of the 
associated rebalance equations of order 100 became
/ n \ _ ^
significant for £' <  10 . This reason plus the excessive
core storage requirement here are further reasons for not 
using r = 2/3 in practice.
CHAPTER 7
7.0 Summary
Solution of the steady state homogeneous diffusion equation 2(15) 
requires the calculation of the largest eigenvalue, effective multiplica­
tion k, and corresponding eigenvector, flux $. The standard approach, 
the power method (section 7.1) yields the required quantities, but perhaps 
slowly. With very little extra computation a Chebyshev extrapolation 
scheme (section 7.2) may be used to hasten convergence. Here we 
particularly pursue a method of updating the perturbed Chebyshev 
polynomials used (section 7.2.3).
7.1 Introduction
Given the taks of calculating all solutions of the matrix eigenvalue
7. CALCULATION OF DOMINANT EIGENVALUE
vector, then many methods are available (Faddeeva 1959, Householder 1964 
and Wilkinson 1965). When, however, only a largest modulus eigenvalue 
is required, along with the corresponding eigenvector, the simplest 
approach is to use the power method.
In section 4.4.3 we introduced a generalisation of the power method 
when the matrix has non-linear divisors (some off-diagonal elements appear 
in the Jordan normal form) and the largest modulus eigenvalues may be
problem
Ax = Xx
where \ is an eigenvalue of A and x is the corresponding eigen
Here we assume that the matrix A has distinct eigenvaluescomplex.
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X]_ > x2 > | X3 | > ••• > | \ |
and that the eigenvalues are real. (This could be possible for example 
if A is symmetric.) Given a trial solution y^^ for the eigenvector 
corresponding to the largest modulus eigenvalue, x^, the method is then 
given by the scheme
(n)y = Ax(n”^ 9 n 1,2,... , ...(2)
x<"> = y(n)/h(n) 9 n 0, 1, ... , ...(3)
where h(n) II 3
s
9 3 II O i—1 • • • ... (A)
with h a suitable vector. The second step, equation (3), corresponds to 
maintaining a normalisation for the solution
(x(n),h)= 1 . ...(5)
As iteration proceeds we find that
h(n)— ^ Aj_ ...(6)
(n)and x' — > constant & x^ . ...(7)
To show this we expand the normalised trial eigenvector in terms of the 
eigenvectors of A, x^ 9
N
...(8)
.i=l
and since x (n) = An X(0)/H(n) f ...(9)
where H(n) = n h(n) (and H(0) = 1) n=l ...(10)
7.3
we have ( n )
NE
i=l
Xi b<0) x./H(n) ...(11)
( n )
X]_ x / H (n) for n sufficiently large. ...(12)
We then have
x (n)
X
(n)
1 (n-1)x ...(13)
hence Xi — h(n) ...(14)
from the normalisation (5) and j  tends to a constant independent
of n, hence
(n) . .x —  constant x x. ...(15)
The power method is straightforward, but sometimes slow to converge.
We therefore seek an extrapolation of the method which hastens convergence. 
We pursue one possible approach in the next section.
7.2 Chebyshev Extrapolation
(n)As an extrapolation of the solutions xv , n = 0,1,..., obtained from 
the power method we use weighted averages of earlier solutions
(n) H
a£ ~ H
(£)
Jnj
...(16)
(n)where the coefficients a£ are to be assigned so that the extrapolated 
solutions converge faster than the normal power solutions, and
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H(n)
nX) 4n> «
¿=0
...(17)
since then we retain our required normalisation 
( x (n),h) = 1 .
Substituting equation (9) into (16) we obtain the equation
X (n) = P (A) x(0) /  H(n> n '
where pn(x) =
n (n) t2 ,̂ a€ a •
a =o
...(19)
Writing x<n> =
N
y  bin) x./—j i  i
i=l
...(20)
and 'S
' II N / Nÿ  b[n) x.
i— 1
...(21)
then equations (9) and (10) give the results
b<n) =1 4 7  »“ ...(22)
and b<n) =1 w  »<? / » <n) • ...(23)
Now should we be given as trial solution the actual eigenvector required, 
x^, that is
bi0) = 1 » bi0) = 0 * 1 = 2,3,...,N
then equations (22) and (23) both maintain the solution,
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that is
since
b(n>
1
T-i(n) = X,
b(°)
1
n
i 1*2,...,N ,
and H(n) = Pn (Xx)
In order to proceed with analysis of convergence we introduce the 
error vectors
A(n) _
t  bin)xX n) = - i
i=2 \  bii=2
and
i<»> - ̂ . ->>/!<”> - - £  b<»>
i=2 1
...(24)
( 0 )
Pn (V  ^  
1=2 n(Xl) b
TkJ J o) xi *
...(25)
Then if we choose the extrapolation polynomial P (>} so that
Pn(V y
n
w n\
9 i - 2,3,...,! (n) ...(26)
we speed removal of components up to mode in the extrapolated vector
compared with the unextrapolated vector, although higher modes may not be 
forced out at the fastest possible rate. (This is, of course, the whole 
idea of the extrapolation procedure.) From equations (24) and (25) we 
see that
A(n)
and A(n)
< max
“  A £R
— max
X€R
2n̂A t
pn(x)
( 0 ) ...(27)
W A < °> ...(28)
7.6
where R = O(A) - {Xl| = |X2, X3..... y  .
In general it is unlikely that we can precisely specify R and so we 
consider instead an interval which we know to contain the above 
eigenspectrum,
R = [a,b ] , ...(29)
where a = -b, or 0 if we know that A is positive definite,
and X2 < b < Xj! • ...(30)
(Before we can apply the extrapolation we thus need an estimate of the 
second largest modulus eigenvalue - we discuss this further in section 7.2.2.) 
The polynomial on R with least maximum is given by (Lorentz 1966)
Pn(X) = Tn0(X)) ..(31)
where (X) = .(§iving z(a) = -1 and z(b) = 1) ..(32)
thand Tn(z) is the Chebyshev polynomial of n order, which assumes its 
maximum value of unity (n + 1) times in [-m ] with alternating signs,
-1
T (z) =
cos£n cos (z)] ,
n -1cosh[n cosh (z)] ,
-1 < z < 1 :
z > 1
...(33)
T (z) = 1, T x(z) = z, T2(z) = 2z2 - 1, T3(z) = 4z3 - 3z, T^z) = 8z4-8z2+l.
We therefore obtain the bounds
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A (n) < dn A <0)l
A (n) < *dnn 7
where d = b/\^
and dn = 1 / Tn/n ( * < V )  ’ n =
From equation (37) we have
, / n̂ rtu. -nAiu, \*j_n If 1 1 \
dn = 2 6 + e  ’
where
then
hence
\  = z(\) + ^ 2(Xi) - ij"2 •
_ r, 1/n -1/ -2n\-l/n
dn - 2 U1 V1 + U1 j
dn/d l/(u.d) as n increases
and in particular
...(35)
...(36)
...(37)
...(34)
...(38)
...(39)
Z /d _»l/fl + (1 - d2)"] when a = -b .
Returning to consideration of the modes which are removed more 
rapidly by using extrapolation of the normal power method we may let
^(n) A 1 dn
then
Pn(A) <• 1
W pn(A)
= dn =
X \n A (n)\
n  \ A ,
< A
A i
...(40)
, ...(41)
provided N  e p(n: »b ...(42)
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Hence if | Ai | e [ \ (n) ’ b] , i = 2 , 3 , . . I(n) , ...(43)
extrapolation certainly hastens removal of modes up to 1̂ **̂  compared with 
the power method. Table 1 shows typical values for the interval
A( n ) ’ b
TABLE 1
CHEBYSHEV EXTRAPOLATION INTERVAL [X(n )>b] when ^  = 1
R =  [a, b]
n -0.95,0.95 0,0.95 -0.9,0.9 0,0.9 -0.85,0.85 0,0.85
’ 1 0.95,0.95 0.90,0.95 0.90,0.90 0.82,0.90 0.85,0.85 0.74,0.85
3 0.87, 0.78, 0.77, 0.65, 0.69, 0.56,
5 0.83, 0.73, 0.72, 0.60, 0.64, 0.51,
7 0.80, o • - o 0.69, 0.57, 0.61, 0.49,
9 0.78, 0.69, 0.68, 0.56, 0.60, 0.48,
-VCO 0.73,0.95 0.64,0.95 0.63,0.90 0. 52,0.90 0. 56,0.85 0.44,0.85
(n)7.2.1 Determination of the extrapolated solution, x
Determination of the extrapolated solution,"xk , using equation (16)
would be impractical as we would need to store all of the unextrapolated 
(£\ -solutions, x K , £  - 1, 2, ..., n. We may, however, use a method based on 
the recurrence relation for Chebyshev polynomials which only requires 
storage of two earlier iterants.
Now the Chebyshev polynomial recurrence relation is
T (z) = 2z T (z) - T (z) , n = 2,3,...n n-l n-z 9 ...(44)
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and if we define
Qn (x) = p n ( X ) / p n ( X l )  = T n 6 ( X ) )  /Tn(z p  , ...(45)
where is an estimate of \ and we have introduced the abbreviated 
notation
Z1 = z(X> ...(46)
then
Also
VZP V*> = 2Z(̂> Tn-l(zP Vl(̂ - Tn-2(ZP
2\ - (a 4- b) 
2\^" (a + b)
t (z;)
T (z!) 1 T (z!)n 1 n 1
hence Qn(X) = ®n(pX+ 1 - 0XpQn.1(X) - (% ■.1)Qn_2^) * n = 2>3»‘*
■ ...(47)
where
T , (z!)0 f II 1 1 _ _ O O
an “ 2zl T (z!) ’ " “ * ....n 1
...(48)
and ft = 2xJ_ - (a + b) * ...(49)
We may readily calculate thus:
. , Tn-2(2P Tn-l(zP % Vl̂ P Tn(zP
=  1 4 *
a i a n-1 n
2z! 2z!
therefore an = 1/1 - 2z! an-1
, n = 2,3,. ..(50)
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and we take = 2
since then is correctly calculated, although the recurrence relation 
(47) should not be interpreted for n = 1 with this value for a^. 
Consistent with the recurrence relation (47) we should use
Q0(\> = 1 ...(51)
Q^A) = RA + 1 ~ 3A]_ • ...(52)
Assuming we have a good trial solution available (we achieve this 
using preliminary iterations with the normal power method - section 7.1) 
then
and
X .n1
Pn(Ap
hence equation (18) gives
X (n)^  Q (A) x(0) . ...(53)n
Continuing with the analysis as if equality held in the above, then the 
recurrence relation (47) gives us
x (n) = an (*A + 1 - « X P V ! ^  x(0) ' (V l )Qn-2(A) ^  *
If we . - (n) take y ^(n-1)= Ax , ...(54)
. . , (n- 1)
a normal power iteration applied to x ,
and -(n) = y(n)/h(n) , ...(55)
where h(n) = ( V n),h) , ...(56)
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then we have
x (n) = a > (n)x (n) + a  (1 - RX!)n n /N1
and #x ^  = Rh(1)x(1) + (1 - r?^)x ^
1) ^(n-2) x n =2,3,...
...(57)
...(58)
from equation (52). Taking a scalar product of equation (55) with h and 
using the solution normalisation similiar to equation (5) we get
1 = anRh^n) + an (l - RX[) - (an - 1)
and this is only so if h = V  ,
which in general would only be approximately satisfied (section 7.2.2).
In order to maintain the solution normalisation we are led to consider 
the perturbed Chebyshev polynomials which satisfy the recurrence relation
Tn(z) = 2(z + pn)Tn_1(z) - Tn_2(z) , n = 2,3,... ...(59)
TQ(z) = 1 ...(60)
T^(z) = z + p^ , ...(61)
where |pn | < < 1 > n = 1,2,...
Ignoring product terms in the coefficients pn we have 
T (z) = 2z2 - 1 + 2(p1 + P2)z = T2(z ) + 2(px + p2)z 
T3(z) = 4z3 - 3z + 4(pL + P2 + P^)z2 ” (Pjl + 2p3) =
= T^(z) + 4(p^ + P2 + P3)z2 " (p^ +■• 2P3)
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T^(z) = 8z^ - 8z^ + 1 + 8(p^ + P2 + p
- T4(z) + 8^  + P2 + P3 + P a)2
Should the coefficients p be a constant, dn * v
written
Tn (z-p) = 2zTn(z-p) - Tn-2(z-p)
T0 (z -p )  -  1
T^( z-p) = z
and hence
x 3 ,)z - 2(2p^ + p^ + 2p3 + 3p^)z 
- 2(2p^ + p2 + 2p3 + 3p^)z .
say, then equation (59) may be
T (z) - T (z+p)n n r ...(62)
Now we define
Qn(A> = P n ( x ) / P n ( x p  = Tn (Z(x))/Tn (zp ...(63)
which gives
Qn (x) = 2(z(X) + V i (*>n 1 (an~ ̂ ^ n-2^^ * ...(64)
hence
Q^X) = an(piX + 1 -  *Xi + %z J  V - l (X) -
We then take as our extrapolated solution
x ^  = Qn (A) x ( 0 ) ...(65)
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and the equivalent of equation (57) becomes
*°(n) -(n) -(n)x' 7 = a Rhx 7 xx J n + an (i -
nW„(n-l) , * ^(n-2)- (a -1) xx 7 n
Taking a scalar product of the above equation with h and applying the 
solution normalisation similar to equation (5) we get
1 = V h(n) + an (l - (an-l>
and hence we require
pn = Rzl ( X  ' = ' h(n))/(b - a) .
The recurrence relation and extrapolation procedure thus become
Qn(X> = an( p'X +  1 -  «h(n))o^_  (X) -  (an- l ) \ . 2 (x)
...(66)
...(67)
and
(n) r(n) -(n) /, r(n))~(n-l) f 1 \ ~(n-2) /An\: 7 = a Rh x  + a (1 - Rh J x - (a - 1 )  x  . . . . C o b )n n v n
7.2.2 Initial estimation of and d
Initially we start the iteration process using normal power iterations 
to force out modes corresponding to small magnitude eigenvalues. As 
iteration proceeds we estimate X^ an  ̂X2 -̂n t*ie following way.
Now equations (11) and (10) are
N . x
x (n) = £  X? b<°> Xi/H(n)
i= 1
, u(n) _ S , (m)where H • - h ,m=l
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then as iteration proceeds the first few terms in the expansion will 
dominate the others (assuming 4 0 and 4 0) and we have
H(n)
n
n (0)X1 + d V X.
using the notation
.(69)
d - (the dominance ratio - cf. equation (36))
Introducing the ratio of elements
_(n) _ (n) / (n-1)-  X f  / x £ ...(70)
(n)and letting i be the index such that r^ is a maximum and j the index 
(n)such that r̂  ' is a minimum then we seek an expression for d in terms 
of the error indicator
£(n) = r(n) _ r(n)
i " j ...(71)
Now using the approximation (14),
X-, ~ h ( n )
equation (69) gives 
-(*0 „
.n1 + d b. ________
1 + dn-1b.1
...(72)
where
b. = b);“' x„^/(b^^ x( 0 )’2 *2 li 9
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therefore
e(n)
(b - b p  (1 - d)dn ' 1
(1 + dn’1b.) (1 + dn~ V )1 J
and
e(n)/ £ (n-l) Ä
keeping i and j
(1 + dn'2b.) (1 + dn'2b.) __________ i____________1_
(1 + dn_1b.) (1 + dn_1b.)"*• J
fixed, hence we obtain the
d
result
d £(n) <n-l) (n - l ) / e (n-l) #1 J • • • (73)
We change over from the power method to the extrapolation method by 
taking x(n) of the power method as x ^ ^  in the extrapolation method to 
be pursued. (This change of the iteration index should be noted in 
subsequent analysis.)
7.2.3 Estimation of and d during extrapolation 
Formally the iteration process we apply is given by equation (65)
x(n) = Q (A) x n
( 0 )
« « „  -*<»> - £  ¡ ¡ ¿ v  b<o> ^
i=l
• • • (74)
Now in the above expansion modes i might exist such that
Q (^ )| ~  ^°r some n> ^owever we assume that preliminary power
n 1 n ,(0)iterations produce a vector x ^ ^  such that b^^ < We there-
fore have
X (n) «  b<10) xL + Qn (x2) b<0) x2 ...(75)
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Now from equations (54) and (55) we obtain
x(n) = ASc(n-1>/h(n)
hence x(n) «  b<0) XjL + d b<0) x2
• • • (76)
where analogous to the power iteration approximation (14) we take
• • • (77)
Introducing the ratio of elements appropriate here
r<n) = xin)/x̂ n-1)1 1 1 • • » (78)
^  Qn-l(V  + d Qn-l(V  bi 
^ n - l ^ P  + ^n-1^2^ bi
with i, j and the same as in the previous section, then
^ ( n )  ^  _______ ( b .  -  b 1 ) ( 1  -  d)  Q n _ 1 ( X 1 ) Q n . i < X 2 )________
(^n-1^1* + ^n-l^'Np bî  ^ n - 1 ^ 1 ^  + ^n-1^2^ bj)
*  ( b .  -  b . )  ( 1  -  d )  Q n . 1 ( X 2 ) / Q n . 1 ( X 1 )
and consequently d is obtained as the largest magnitude solution of the 
equation
Qn-2(b W > V l ( b W d ) E(n)/£(n'1) ...(79)
(The above equation may be readily solved using a simple chord method.)
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We change over from one extrapolation cycle (having calculated 
5 (n)) to another, perhaps based on slightly different parameters, by 
setting x(o) = x (n) as the trial solution for the updated extrapolation 
procedure.
7.2.4 Effect of using perturbed Ghebyshev polynomials 
We now investigate an idealised problem to ascertain the extent of 
degradation resulting from using perturbed Ghebyshev polynomials. We 
assume
hence
_ / \
hV = (exactlyI) , n = 1,2,...,
b = X2 (exactly!)
Pn = 2^ 1  " \ ) / ( b - a) = p > 0 say, n = 1,2, ..
As in section 7.2 we obtain the bound
A(n) < dn n A(o)
where now d = n
max
XGR
9
il/n
n 1 ̂ 2 ̂ ...
...(80)
...(81)
From equation (62) we have
max
X£R
Qn(A>
Qn (Xi>
= Tn ( l + P)/Tn (z')
Now considering p to be small compared with unity we have 
Tn (l+p) = -|(un + u n) ,
where u = 1+p +[(1 + p) - l]a ^  1 + (2P)3, + p >
then D pun ^  1 + n(2p)i + np + n(n - 
and u n —  1 - n(2p)x - np + n(n + l)p
hence Tn (l+p) cs 1 + n2p . ...(82)
We then take
Tn (1+P) —  (1 + np)n (np < < 1) . ...(83)
Since we have
Tn (l+p) < un ^  [1 + (2p)*]n ...(84)
the approximation (83) should certainly not be used beyond
n < (2/p)̂ * . ...(85)
The result we require is finally obtained as
dn ~  (1 + np)d^ , 1 < n < (2/p)^* , ...(86)
where ci' =* l/T^n (z') . ..,(87)n n l
The degradation, given by the factor (1 + np), is similar to that which 
is obtained using the 'usual' Chebyshev extrapolation procedure (Hageman 
and Pfeifer 1965) which is based on choosing
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Following similar lines we may also consider 
in x2. say
the effect of errors
^2 = b + £ ...(88)
We obtain dn ~  (1 + nq)d^ , ...(89)
where q = p + 2£/(b-a) . ...(90)
If anything, b should be an overestimate of so that £ is negative.
Increasing b, however, increases d', hence the overestimation should notn
be excessive.
We extend the result we obtained from the idealised problem by 
defining an average perturbation p^ by
T (1+p ) = T (1) ...(n n n
then we have
where
dn -  (1 + q„)d'n n
q = |p I + 2C/(b-a) Mn I nl .(93)
We may simplify the definition of p . We do this by applying the
recurrence relations for T (z) and T (z) in which we retain only termsn n
to first order in p and p , m = 1,2,..., n and we getn m
n ,
l + n \  = 1 + 2 (n+l-m)pm ,
m=l
where the summation includes only half the term corresponding to m = 1.
We then have
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n
Pn  = 2 2  ( n + 1 - m) P m/ n 2  . . . ( 9 4 )
m=l
which gives for example
P3 = ^3pl + ^p2 + ^p3 ^ ^  *
In order to minimise the effect of the degradation, a succession of 
low order extrapolations are carried out x ^ \  x ^ \  ... x^^ and x ^ \  
say, then x ^ ^  is used as x^^ in the next stage) until firm estimates 
of and b are obtained as iteration proceeds (section 7,2.3). One 
arbitrary way to make the extent of extrapolation precise when Qn > 0 
is to discontinue the current extrapolation, n, if one power iteration 
would be required to make up the loss due to the degradation, that is if
1 + nq > l/d .
When qn < 0 degradation is no longer a problem. However, we may force 
the use of a better estimate of X2 by discontinuing extrapolation if, say,
1 + nq < d .nn
Combining both into a conservative test which is also otherwise 
restricted we then only extrapolate if
n < min|(l-d)/|qn|,6(e(n) >10"31 or 10 (e(n) i l(f3j|. ...(95)
Comparing the method of this work with the 'usual' extrapolation 
procedure we find that there is little difference in application. The 
'usual' method involves an uncertain approximation -
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we have c* Q (A)n
and we take =  Q (A) x ^n
as we did earlier in section 7.2.1. On the other hand the perturbed 
Chebyshev polynomial method puts the uncertainty into the polynomial 
which is actually used (although it is precisely defined). We use 
the perturbed method here as the analysis is more determined,
7.2.5 Perturbed Chebyshev polynomials, T (z)
From sections 7.2.1 and 7.2.4 we know that
Tr (z) = T^(z + p) , p constant,
T^U) = Tn (l + pn) , p^ given by equation (94) ,
and we are naturally led to consider the closeness of the approximation
T (z) —  T (z + p ) .n n n ...(96)
Here we rely on a numerical comparison of T (z) and T (z + p ) for then n 1 n
interval z£[-l,l] when we take
pn = p(l - (ap)n_) ,
p = o.l ,
a = 5
n = 2 (Figure 1), n = 4 (Figure 2) and n = 8 (Figure 3). (We may 
identify T (z) by the minimum nearest to z = 1 - at z = z', We have
Tn (z* ) ^  T (z' + p )n 1 n
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The numerical comparison clearly show that the approximation (96) is 
reasonable for the perturbation studied. That is, the main result 
of the perturbation is the displacement of basically Chebyshev polynomials. 
We expect that the approximation (96) is reasonable for most problems 
encountered in practice although we have no need of the approximation in 
the computational method.
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7.2.6 Convergence tests
Iteration is terminated when, say, the following tests are
satisfied
\ \  - \[ /"\i - £ i ...(97)
e n) < e2 * ...(98)
where and are current and previous accepted estimates of the 
largest eigenvalue of A and £^ and £  ̂ are prescribed error limits.
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As a summary, the sequence of calculations to be undertaken during 
extrapolation is basically the following
7.2.7 Sequence of calculations
( 1) n=l
b=xld
a=-b (or 0 if A is positive definite) 
z' = (2x[-(a+b))/(b-a)
R=2/(2x[-(a+b))
(32)
(49)
a ^=2
(2) n=l, 2 , . . .  ÿ(n)=A3c(n' 1) (54)
or y ^ ^ = y ^ \  last y^n  ̂ calculated if extrapolation change
(3) n=l, 2,,., h(n) = (y(n),h)
h(0)
(56)
or
(4) n=l, 2,...
h ^ ^ = h ^ \  last h^n  ̂ calculated if extrapolation change
Ai=h
( 5) n=3, 4,...
(6) n=l, 2, ,..
(7) n=l, 2, ...
(8) n=l 
n=2,3...
(9)
(10)
(11) n=2,3,...
(n) / (n-1) i j jr j = e /e solved for d
(77)
(79)
Q ,(h(n)lQ ,(b(n)d)n-2 ____  n-1 v_______
Q n . l ( h ( n ) ) Q n . 2 ( h ( n ) d )
V  {|X1"2 £  z} (93)
if n > min i( l-d)/| qn |, 6 ( e ^ >  lo"3.) or 10 ( e ^  i 10"3)̂  go to 12
-(1) -(1),/', c(l)1 (0)x' '=fly + (J.-Rh 'J xs '
^(n) - ( n ) . /, r(n)}~(n-l , ,v*^(n-2)xv -a Ryv -fa (l-fthx V  x N - (a- l)x ' n  ̂ n^ n
convergence tests - section 7.2,6
n=n-f 1
(95)
( 6 8 )
V i ; {1 - ( è ; )  ‘ J ( 5 0 )
go to 2
(12) extrapolation change
(0) ^(n-1) x =x
go to 1
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7.3 Diffusion Equation Outer Fission Source Extrapolation 
The usual steady state neutron diffusion equation 2(15) (with pQ=0 
and S^(r)=0) is a homogeneous equation which may be written in the form
= , ...(99)
R is an IJG times IJG matrix of non fission source terms,
F is an IJG times IJG matrix of fission source terms, 
k is the effective multiplication to be determined 
$ is the flux vector (with elements taken over i = 1,2,...,I; 
j — 1>2,.,,,J5 g — 1, 2, . .., G).
The existence and uniqueness of a positive eigenvalue k larger than any 
other with corresponding positive eigenvector $ was demonstrated by 
Birkhoff and Varga (1958) from basic properties of the matrices including 
irreducibility. The matrix R has an inverse so that formally we may 
write equation (99) in the usual eigenproblem form
R_1F $ = k«( . ...(100)
where
and
The methods of sections 7.1 and 7.2 may then be put to work to numerically 
solve equation (100). One important feature as far as machine storage is 
concerned is that we may extrapolate the fission source vector S composed 
of elements
S(i,j> E L K
8' t
(m^(i, j)) vt (i,j)0 ,(i,j)
(cf. equation 3(39)) ...(101)
rather than the flux vector 0 (i,j) composed of a factor G more elements.§
This is possible as we may write
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xs ...(102)
where X is a IJG times IJ matrix with elements x along diagonals ofS
IJ times IJ matrix partitions and the storage involved is trivial. Now 
fission sources for 3 iterations are involved in Chebyshev extrapolation, 
designated S^n"*^ and S^n’2\  and so we may use a cyclic storage
arrangement of IJ times IJ times 3 elements to contain all the required 
data with effective index n' given as
n 1 = 1 + (n-l)mod 3 ...(103)
Inversion of the matrix R, or stated more precisely solution of the 
inhomogeneous equation (the inner and upscatter iteration)
R$ = S (with S = S) ...(104)
is not pursued to the ultimately required accuracy, but rather only to a 
specified fraction (usually 0.07) of the accuracy of the previous outer 
iteration - see also section 8.2. The methods of Chapters 5 and 6 are 
used for the solution process.
7.3.1 Criticality searches
Given the problem of determining say the critical heights of a 
cylindrical reactor (that is the height such that k = 1) we could carry 
out a series of calculations on reactors of different heights and a plot 
of k against height could be used to interpolate to the critical value. 
Alternatively, and much more effectively, we could use unconverged 
estimates of k along with a chord method to interpolate to the critical 
height iteratively as part of a generalised eigenvalue search technqiue.
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We could write the criticality search problem as
R(\)0 = if" OO0 ...(1 0 5 )
r
where X  is the generalised eigenvalue multiplying some physical data 
(size, cross section, etc.)
and is the required effective multiplication, usually 1.
We start with 2 trial values X^ and X2* Each X value is used separately 
to calculate k as for equation (99) but without final accuracy being 
pursued. Provided the next estimate Xg involves interpolation we may 
use the chord formula
x 3 -  [ V k 2 -  v  +  x 2 ( \  -  u p /(k; - • • * (106)
where h is a suitable power (usually he[-1, l] - j o  f) and anything more 
elaborate is not worthwhile as k^ and k^ are only determined approximately. 
If extrapolation is involved a more cautious approach is required (as 
described by Pollard 1973). We calculate k^ and using k^ (or k^ if 
closer to k^) interpolation with a formula like (105) yields etc.
When k is close to that required, kr, fission source extrapolation may be 
carried out.
Unlike the ordinary (k) eigenvalue problem a solution is not always 
available. For example if X multiplies a reflector thickness then we 
may find that no amount of reflector makes up for the lack of reactivity 
of a central core. It is therefore a good idea to terminate the criticality 
search if
X£ 9
where Xj and Xy are preselected (realistic) bounds for ...(107)
CHAPTER 8
8.0 Summary
The collected efforts of earlier chapters directed to solving the 
time dependent neutron diffusion equation have been embodied in a computer 
code (programme) POW. As the code is separately documented we mainly 
detail the convergence tests used by POW and show the connection of the 
various solution techniques,
8.1 Introduction
The work undertaken here was strongly motivated by the growing 
calculational needs of reactor studies at the A.A.E.C. Research
Establishment. A two dimensional diffusion theory module (code) was 
needed as an integrated part of the AUS modular scheme (a suite of 
coupled codes with data passed via disk data pools - Pollard 1973,
Appendix 1). Everyday neutronics calculations usually involves several 
steps and the modular scheme is designed to enable the user to carry out 
these steps so that he can obtain the answer he seeks without continued 
submission of dependent computer runs spread over several days. POW 
(Pollard, ibid) was written using the theory developed in this work to 
fulfill the diffusion theory needs of AUS including
(1) data preparation - particularly resonance shielding and mixing 
and collapsing of data,
(2) 0, 1 and 2 dimensional steady state and kinetics calculations, 
and (3) editing of results - perturbation theory, printing and plotting
8. THE CODE POW
of reaction rates, etc.
8.2
For a many option code such as POW the use of easy to prepare free input 
is a must and therefore the subroutine suite DTAV (Pollard, unpublished) 
was written for the job.
POW as an IBM 360/50 programme (written mainly in FORTRAN) with the 
help of numerous overlays, fits into less than 360,000 bytes of core 
storage. Many disk data sets are also involved for both regular and 
temporary input/output, but these need not reside on more than a few 
disk drives.
Typical POW jobs (if these exist) usually take about the following 
machine (CPU) times:
0 and ID steady state calculations - a few minutes ^
2D steady state calculations - about 15 minutes
2D fissile source calculations - about 30 minutes
these run in 
ithe day queue 
at the R.E.
2D kinetics calculations - a few hours
although a factor 4 in time both increase and decrease may give the sort 
of spread possible with a range of jobs.
We will not detail POW further here except to collect together the 
convergence strategies used in the code.
8.2 Convergence Strategies
Ignoring the time dependent calculation which is non-iterative, the 
equation to be solved (equation 3(39)) may be written ...
p = 0, steady state S^n_1) = ^  (outer iteration) ...(1)
k
R 0 ^  = (inner <5. upscatter iteration) ..(2)
D 4 0. kinetics (r - f V  = s (inner & upscatter (fission)
P T \ ---------  V k/ iteration) ...(3)
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using the notation of section 7.3. For the kinetics calculation fission 
emission is included with any upscatter and R-F/k therefore contains full 
upscatter (fission) entries. No real outer iteration is required for 
the kinetics calculation although the calculation of the fission source 
S using equation 7(101) is required for assessment of convergence.
8.2.1 Outer convergence
The error indicator used for outer convergence is that also required 
in the calculation of dominance ratio d (section 7.2.2), namely 
(cf. equation 7(71))
= maxTs^11̂ (i,j)/S^n”1^(i,j)l- mini's^ (i, j ) /S^n“ ̂  ( i, j )1 ,
J i,jL
...(4)
where S^n^(i,j) is the outer estimation of fission emission
(cf. equation (101)). Final convergence is attained when the tests 
7(97) and 7(98) are satisfied, that is
k(n) - k(l 'k(n) <£ e]L (usually 10 **) ...(5)
e (n> < e " 2 (usually 10 )̂ • '
For the steady state calculation POW switches from power iterations to 
Chekyshev extrapolation when
k(n) < 0.01
and uses the perturbed Chebyshev polynomials (equations 7(67) and 7(74) 
as illustrated ...
8.4
A) Aj ... f A q 1(a ),q 2(a ),q 3(a ),q 4(a ) q 5(a ),q 6(a ) Q ’<A),Q’(A),... e(n)> 10‘3
power
iterations
Chebyshev
extrapolation
optional on 
condition 7(95)
perhaps updated 
polynomials
Q 1(A),Q2(A),...,Q6 (A) Qy(A), . . . , Q (A ) Q^(A),Q* (A), ... 10'3
- I Fwith A = R - . ...(7)
8.2.2 Upscatter convergence
Let denote the number of upscatter iterations for the current
outer iteration being considered and the first upscatter group (that
is a , . 4 0 but a . , = 0). When upscatter is present thes g^-t-1“ ^  Sga “^gu. " 1
groups are considered in the order
g — 1, 2, ..., G;
/  = 1 ^ u
;u’gu+l’ 8u,8u+l’
P  - 3 
*  u
POW terminates upscattering iterations in the following way.
(1) If no upscatters are present then j2 = 1 suffices as the 
Gauss-Seidel method produces the correct solution in 1 
iteration for a lower triangular matrix.
(2) For an eigenvalue calculation /  = 2 is forced as variation 
here reflects itself as variation of R 1 and hence A thereby 
influencing the outer Chebyshev extrapolation procedure - 
see also the next section.
(3) Otherwise 2 ^  ^  10
and iteration terminates if no more than 2 inner iterations are 
needed (although more than 2 may be forced) for any group.
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8,2.3 Inner convergence
As indicated in section 7.3 the inner iteration is not fully converged 
every outer iteration but rather only to an extent depending on the 
convergence of the previous outer iteration. The influence of the 
convergence of the inner iteration on the outer iteration is taken up . 
later in this section (and is discussed by Wachspress 1966),
Now let <t̂  ̂ denote the vector of fluxes 0^n^(i,j;p) for the group g§thbeing considered, for the n inner iteration and we define
6 (n) = ci<n> .  0<n-U ...(8)
as we did in section 4.4.3. In order to set a limit to the inimum number 
of inner iterations we obtain from the same section
6(n) <PJ 6 (n -J) as n increases, ...(9)
where
and
p = -1 is the spectral radius of the SLOR iterationr g
matrix S (section 5.2.1.5) w g
J is the number of cyclic eigenvalues of largest 
modulus.
Equation (9) is not particularly helpful as it stands, however following 
Varga (1962) we consider
6 ( n ) /!6 ( 0 ) asymptotically as n increases. ...(10)
We wish to pursue enough iterations to give
6 ( n ) l l / 6 ( 0) - f (usually 0,07 is used) ...(11)
then taking inequality (10) to hold even for a small number of iterations n
the minimum iteration limit, n' , is obtained such that n > n* ,g &
where ng = 1 + . ...(12)
Forcing a minimum limit to the number of inner iterations (even using the 
severe approximation (12)) was found to be necessary in practice to over­
come the apparent lethargy of the computational procedure to get on with 
the calculation. This lethargy arises naturally from other aspects of 
the solution strategy that are designed to minimise the computational time.
For consistency (of a sort) with the outer iteration we use the error 
indicator
e( n )g max[c,in) (** i ? p)/«^n’ j; p)i i L s ° • - m ini"$̂ n  ̂(1» j ^  (1» i; p)
...(13)
then our termination condition for the inner iteration (for the group 
being considered) is taken as
n > n' , £ ̂  < f £ , ...(14)• - g g
where f (usually 0.07) is a specified fraction of the previous outer 
iteration error £ . The main justification for the condition (14) is
that it works for the types of calculation to be undertaken.
As an illustration of the influence of the effect of inner convergence 
on outer extrapolation through changing f we consider a (difficult) one 
dimensional slab calculation of Yasinsky and Henry (1965) made two 
dimensional by adding four tightly packed unnecessary grid points in the y 
direction with reflective boundary conditions top and bottom. The 
dominance ratio d calculated towards the end of the one dimensional 
calculation (requiring n = 40 outer iterations for £̂  10 ) is
8.7
d = 0.9935
which should be compared with the equivalent two dimensional results in 
the table.
t a b l e 1
EFFECT OF CHANGING INNER CONVERGENCE (f)
ON OUTER EXTRAPOLATION
f total outers (n) for £(n)< 10"^ d
0.5 58 0.9821
0.2 47 0.9906
0.1 44 0.9921
0.07 44 0.9928
0.05 44 0.9921
0.01 41 0.9933
CHAPTER 9
9.0 Summary
In this section we are introduced to a few casebook studies that 
indicate some of the checks that were carried out on the methods developed 
in earlier chapters (and embodied in the code POW, Pollard 1973). The 
presentation aims to briefly show the variety of applications more than to 
detail any one calculation in depth. The selected calculations are typical 
of the types of everyday jobs currently tackled by POW.
9.1 PUAL Job
1. Purpose
The PUAL Job (originally of Robinson, private communcation) was under­
taken to checkout the static flux calculation by comparing POW results with 
results from the (centre flux) codes GOG (Hopkins and Oakes 1968) and CRAM 
(Hassitt 1962).
2. Reactor as calculated
PUAL is a cylindrical, H^O reflected, Pu fuelled thermal reactor as 
sketched in section 2.1.
3. Computation
Four group cross section data was used and a mesh of 24 by 26 intervals 
was chosen for half the reactor.
4. Comments
PUAL is a simple thermal reactor and the calculation is straightforward.
5. Results
Agreement between fluxes calculated by the three codes POW, GOG and
9. RESULTS OF SOME CALCULATIONS
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CRAM was established. Results of varying the r-mesh for a ID version of 
the calculation are shown in Table 2, section 3,2.3,
9.2 MOATA Job
1. Purpose
The MOATA job (originally of Connolly and Harrison, private coramuncation) 
was undertaken to checkout the perturbation theory (section 2.4.1) against 
direct calculation.
2• Reactor as calculated
235MOATA is a slab (x,y) U fuelled, H^O moderated, C reflected ARGONAUT 
type, thermal reactor as sketched in the POW report (Pollard, ibid).
Allowance for z-direction leakage was made using an experimentally determined 
axial buckling (section 2.2.1).
3. Computation
Four group cross section data was used and a mesh of 22 by 16 intervals 
was chosen for a quarter of the reactor.
4. Comments
Four group data corresponding to regions at different temperatures was 
used to calculate temperature coefficients both by perturbation theory and 
directly from the difference in multiplication, k, for two calculations.
5. Results
Agreement in 6k/k calculated by the two methods was obtained to an 
accuracy consistent with the converged accuracy of k (5 figures) for the 
direct calculations.
9.3 TRIGA Job
1. Purpose
The TRIGA job (originally of Froehlich 1969) was undertaken to
9.3
illustrate the marked improvement in convergence obtained when region 
rebalance is applied prior to normal SLOR iterations,
2. Reactor as calculated
TRIGA is cylindrical, enriched U fuelled, ZrH moderated, H^O reflected, 
thermal reactor containing an Fe plug and massive void.
3. Computation
Five group cross section data was used and a mesh of 32 by 30 intervals 
was chosen for half the reactor.
4. Comments
The TRIGA reactor calculation is difficult on account of the massive 
void as indicated by Froehlich (ibid).
5. Results
Results of varying the extent of rebalance are shown in Table 1, 
section 6.2.6, and clearly the advantage of using region rebalance is 
illustrated (although the factor 10 in machine time saving is hardly 
typical).
9.4 PCTR Job
1. Purpose
The PCTR Job (originally of Knott, private communcation) was under­
taken to checkout various edit features of POW.
2. Reactor as calculated
PCTR is a slab (x,y), enriched U fuelled (both centre and separate 
driver region), moderated, C reflected, thermal reactor,
3. Computation
The mesh chosen was for a quarter of the reactor divided into 50 by 
50 intervals and 4 group cross section data was used.
9 . 4
4. Comments
PCTR is a reasonably difficult reactor to calculate on account, of the 
coupling of the two fuel regions.
5. Results
One of the POW edit features, a 2D thermal flux plot (using PUREJOY of 
Kubert, et al. 1968) is shown in the accompanying figure. The dips in the 
thermal flux correspond to strong absorption in the fuel regions (shaded) 
as per the plan ...
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9.5 ZEROD Job
1. Purpose
The ZEROD Job was undertaken to checkout the space independent kinetics 
theory for reactivity variations from the steady state.
2. Reactor as calculated
ZEROD is a space independent critical reactor.
3. Computation
One mesh interval, one energy group calculations were used with 6 
precursor groups.
4. Comments
ZEROD calculations were carried out with (i) POW, (ii) MINIPOW, a OD 
kinetics code using the theory developed here and differing from POW in the 
use of double precision variables everywhere, and (iii) ZAP, s
safety assessment code (Clancy, unpublished).
5. Results
Results of the POW calculations are recorded in Table 1, section 3.1.3. 
MINIPOW also gives the recorded results and the smallest step length entries 
agree with ZAP results.
9.6 PULSE Job
1. Purpose
The PULSE Job (originally of Moo, private communication) was undertaken 
to checkout the space independent kinetics theory for a time dependent 
pulsed neutron source.
2. System as calculated
PULSE is a small Th cube fast system taken as being space independent 
using a buckling to allow for leakage and is pulsed with nanosecond duration 
neutron pulses.
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3. Computation
One mesh interval and twenty-six group data was used,
4. Comments
PULSE calculations with POW were undertaken to compare with the matrix 
exponential code TENDS (Maher, unpublished).
5. Results
POW and TENDS results for neutron flux as a function of time agree to 
about 4 significant figures.
9.7 SLABT Job
1. Purpose
The SLABT Job (originally of Yaskinsky and Henry 1965) was undertaken 
to checkout space dependent kinetic theory. '
2. Reactor as studied
SLABT is a ID slab, very loosely coupled core, thermal reactor (240 cm 
wide), subject to (i) a prompt critical transient and (ii) a delayed 
critical excursion.
3. Computation
The mesh used was for 12 intervals and data for 2 energy groups and 
1 precursor group was employed.
4. Comments
SLABT calculations are extremely difficult on account of the very 
loosely coupled core (d = 0.993 - see Table 1, section 8.2.3).
5. Results
POW was able to reproduce the WIGLE results given as Figures 1 and 10 
of Yaskinsky and Henry, ibid. The underestimate of a factor 10 flux
calculated using a point kinetics model on the same system (Yasinsky and 
ibid) is somewhat disconcerting as a point kinetics model is oftenHenry,
9.8
used in safety assessment studies. The underestimate is, however, 
fortunately not typical.
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