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In questa tesi sono presentati dei meccanismi di classiﬁcazione di pacchetti
video, codiﬁcati tramite codiﬁca a descrizioni multiple (MDC). Lo scopo del
lavoro riguarda la trasmissione efﬁciente di ﬂussi video attraverso reti P2P. A
tal ﬁne, lasequenza video vienedapprimadivisain diversisottoinsiemidi infor-
mazione chiamati descrizioni. Quando tutte le descrizioni sono ricevute corret-
tamente, il decodiﬁcatore è in grado di ricostruire il segnale originario, mentre
se si veriﬁcano degli errori di trasmissione è possibile sfruttare la ridondanza
condivisa tra tutte le descrizioni per stimare i dati persi e ricostruire una ap-
prossimazione del segnale originale. Questo tipo di codiﬁca si è dimostrato
particolarmente efﬁcace per la distribuzione di contenuti audio/video attraver-
so canali affetti da perdite di vario genere. Nel primo capitolo sono quindi
deﬁnite le problematiche tipiche di una trasmissione su reti peer-to-peer che
portano ad una inevitabile perdita di pacchetti. La natura di queste perdite può
infatti dipendere dallo stato del canale, dalle congestioni della rete e dai ritar-
di di trasmissione. Nel secondo capitolo sono illustrati nel dettaglio diversi
meccanismi di codiﬁca a descrizioni multiple e lo schema utilizzato per la co-
diﬁca di sequenze video. Lavori di studi precedenti, hanno dimostrato come la
suddivisione dei pacchetti in diverse classi di servizio a diversa priorità possa
portare ad un miglioramento delle prestazioni ottenute attraverso la sola appli-
cazione della codiﬁca MD. Questo lavoro di tesi si propone di unire i vantaggi
della codiﬁca MD all’utilizzo di diverse classi di servizio, attraverso l’intro-
duzione di algoritmi efﬁcienti di classiﬁcazione per i pacchetti appartenenti alle
diverse descrizioni. Questi algoritmi fanno uso di quella teoria nota come Te-
oria dei Giochi, deﬁnendo il problema di classiﬁcazione come un gioco in cui
le descrizioni della codiﬁca MDC rappresentano i giocatori, mentre le classi di
servizio dei diversi pacchetti corrispondono alle possibili strategie da adottare.
In particolare, i meccanismi di classiﬁcazione sviluppati utilizzano un approc-
cio cooperativo, in cui i diversi giocatori hanno la possibilità di coalizzarsi tra
loro per migliorare il proprio guadagno. La teoria dei giochi è descritta nel
terzo capitolo, mentre nel quarto capitolo è deﬁnito un particolare meccanis-
mo chiamato DiffServ, che permette di classiﬁcare i pacchetti all’interno di una8 INDICE
rete in base al loro livello di importanza. La classiﬁcazione prevede la suddivi-
sione dei pacchetti in tre diverse classi di servizio secondo le speciﬁche deﬁnite
dal protocollo srTCM (introdotto anch’esso nel quarto capitolo). Nel quinto
capitolo è stato deﬁnito nel dettaglio lo schema di codiﬁca implementato e i
diversi meccanismi di classiﬁcazione sviluppati attraverso la teoria dei giochi
cooperativi. Inﬁne, nel Capitolo 6, sono illustrati i modelli di rete realizzati
per la simulazione dell’intero sistema. Le diverse architetture sono state create
attraverso l’ambiente di simulazione NS2 (Network Simulator version 2). Sono
state realizzate varie topologie di rete di diversa complessità, in modo da ripro-
durre più fedelmente possibile le strutture tipiche di una rete P2P. Inﬁne, per
ogni modello di rete e meccanismo di classiﬁcazione implementato, sono stati
riportati i risultati ottenuti, i graﬁci e le conclusioni.Capitolo 1
Introduzione
Negli ultimi anni, le elevate prestazioni ottenute attraverso algoritmi di codiﬁca
sempre più soﬁsticati, combinate con la crescita continua di internet e delle
reti cellulari, hanno portato allo sviluppo di una nuova famiglia di servizi di
comunicazioneche riguarda la distribuzionedi contenuti audio/videoattraverso
canali affetti da perdite di vario genere.
Uno dei principali contesti in cui il fenomeno di scambio di contenuti au-
dio/video (es. video streaming) si è sviluppato maggiormente è quello delle
reti peer to peer (P2P). Recentemente, i servizi peer-to-peer hanno avuto una
notevolecrescitaesonodiventatideglistrumentimoltopopolariininternet, spe-
cialmente per lo scambio di ﬁle [1]. L’idea è stata prima largamente sviluppata
da “Napster” che fu poi seguito da molti altri servizi come “Gnutella” ed “E-
Donkey”. In particolare una rete peer-to-peer permette ad un gruppo di utenti di
connettersi fra loro e di condividere le risorse in loro possesso. La condivisione
diquesterisorsepermetteunadistribuzioneefﬁcace eﬂessibiledeiservizioffer-
ti dalla rete (ad esempio condivisionedi ﬁle). La caratteristica principale di una
rete peer to peer è che, al suo interno, ogni nodo (peer) ha funzioni equivalenti.
Un peer è accessibile direttamente da un qualsiasi altro nodo della rete senza
passare attraverso altre entità, in questo modo i partecipanti alla rete possono
sia fornire che richiedere servizi. Inoltre qualsiasi nodo può essere rimosso dal-
la rete senza che nessuno dei servizi offerti precedentemente sia compromesso.
Questo va ad eliminare parte dei problemi esistenti in un’architettura di tipo
client/server. Un’architettura client/server infatti è generalmente composta da
un server e più client. Il server possiede una potenza di calcolo superiore a
tutti gli altri nodi ed è l’unico in grado di fornire tutti i servizi e i contenuti
presenti nella rete. Un client può solo richiedere ﬁle o l’esecuzione di servizi
al server senza condividere alcuna delle sue risorse. Una rete di questo tipo,
inoltre, non è in grado di gestire un elevato numero di richieste simultanee di
connessione: persino i più grandi server di contenuti multimediali non sono in10 Introduzione
grado di gestire più di poche centinaia di sessioni attive contemporaneamente.
Inoltre come ogni altro modello client/server, il server è un “punto critico” in
quanto se si guasta, la trasmissione viene interrotta e la risorsa rimane isola-
ta. Questi problemi, nelle reti P2P possono essere risolti in quanto ogni nodo
della rete può recitare la parte sia di client, ma anche di server ed inoltre, con
l’aumentare dei partecipanti alla rete, raggiungere prestazioni superiori ad una
rete centralizzata. Inoltre una rete P2P è molto più tollerante ai guasti in quanto
uno stesso contenuto multimediale può essere duplicato ed apparire presente in
più nodi della rete eliminando la criticità di avere un solo server contenente una
data informazione.
Sebbenepresentinodegliindubbivantaggirispettoallearchitettureclient/ser-
ver, anche nelle reti P2P esistono problemi legati alla perdita di pacchetti. La
natura di queste perdite può infatti dipendere dallo stato del canale, dalle con-
gestioni della rete e dai ritardi di trasmissione. Le trasmissioni su reti P2P
prevedono, infatti, il passaggio di informazione attraverso link di diverse capac-
ità. In questo caso, se la capacità di un link è inferiore rispetto al rate di trafﬁco
che lo attraversa, alcuni pacchetti saranno inevitabilmente persi. Un secondo
problema è legato alle congestioni. Nel caso in cui, all’arrivo di pacchetti in
un nodo di scambio, il buffer di ricezione è pieno, i pacchetti saranno scartati.
Una delle principali tecniche adottate per sopperire a questa perdita di infor-
mazione è quella nota come Automatic Repeat reQuest (ARQ), che consiste
nella ritrasmissione dei pacchetti persi. In questo caso, utilizzando adeguati
codici di canale, si riesce infatti a riconoscere quali pacchetti sono stati persi e
si procede alla richiesta di ritrasmissione. Se le perdite sono sporadiche questa
tecnica è molto efﬁciente: in caso di perdita, un pacchetto è ritrasmesso una so-
la volta. Se invece le perdite sono frequenti, le continue ritrasmissioni possono
incrementare il livello di congestione e di conseguenza la percentuale di perdita
di pacchetti, portando ad un’ampliﬁcazione dell’effetto. Le ritrasmissioni sono
molto utili in comunicazioni punto-punto dove è disponibile un canale di feed-
back. Un protocollo che fa uso di ARQ è TCP (Trasmission Control Protocol)
[2], il quale consente la numerazione dei pacchetti e la loro ritrasmissione in
caso di perdita, garantendo così il corretto arrivo di tutte le informazioni. Per
applicazioni come video streaming, il ritardo di arrivo dei pacchetti è un fattore
rilevante. Limitare la variazione del tempo di interarrivo tra i pacchetti (jitter)
è uno dei problemi principali da risolvere per ottenere una riproduzione ﬂuida
del video ricevuto. Se il livello di congestione è troppo elevato il protocollo
TCP non è più adatto dal momento che in applicazioni multimediali, è preferi-
bile perdere un pacchetto piuttosto che riceverlo con un forte ritardo. Per questi
motivi,nelleapplicazioni multimedialisi utilizzail protocolloUDP (UserData-
gram Protocol) il quale non stabilisce alcuna connessione e non garantisce l’ar-11
rivo a destinazione dei pacchetti ma consente una loro più rapida consegna. Ad
esso viene afﬁancato un protocollo di livello superiore RTP (Real Time Proto-
col) [3] che fornisce informazioni aggiuntive non implementate da UDP (es. la
numerazione dei pacchetti) che permettono di capire quali pacchetti sono stati
persi e ricostruire l’esatta riproduzione della sequenza ricevuta.
Una soluzione alternativa alla ritrasmissione dei pacchetti è quella di af-
ﬁancare alla codiﬁca di sorgente una codiﬁca di canale più efﬁciente di quella
utilizzata nel modello ARQ, per cercare di ricostruire i pacchetti erroneamente
ricevuti o persi.
Per poter trasmettere un video, una codiﬁca di sorgente è sempre neces-
saria per ridurre la quantità di bit da trasmettere attraverso una compressione
mirata ad eliminare la ridondanza spaziale e temporale del segnale video. Gli
standard di codiﬁca (ad esempio MPEG-4 [4] e H.264/AVC [5]) deﬁniscono
un formato per il video codiﬁcato ed hanno attualmente raggiunto degli otti-
mi livelli di compressione a discapito dell’introduzione di una certa distorsione
anche se molto limitata (compressione con perdite). La codiﬁca di canale in-
vece mira a ricostruire i pacchetti ricevuti erroneamente o persi attraverso la
trasmissione di pacchetti ridondanti che permettano il recupero di quelli corrot-
ti. Questa tecnica è nota come FEC (Forward Error Correction). Utilizzando
schemi di tipo FEC però, la complessità aumenta notevolmente: codiﬁcare e
decodiﬁcare pacchetti ridondanti richiede della memoria aggiuntiva ed elevate
risorse computazionali. Inoltre il recupero di pacchetti al ricevitore richiede
spesso l’elaborazione di un’elevata quantitàdi dati, introducendo un’altra causa
di ritardo. La Codiﬁca a Descrizioni Multiple può essere classiﬁcata come una
codiﬁca congiunta sorgente-canale che non prevede né l’inoltro di pacchetti ri-
dondanti e nemmeno la ritrasmissione dei pacchetti persi. L’idea è quella di
incrementare la robustezza della trasmissione dividendo il segnale d’ingresso
in più parti chiamate descrizioni, inviare le descrizioni attraverso canali distinti
e poiricostruireil segnaleoriginarioa partiredalledescrizioni ricevutecorretta-
mente. Questa tecnica sarà trattata nel prossimo capitolo e si dimostrerà molto
efﬁcace per la trasmissione di sequenze video in reti peer-to-peer.12 IntroduzioneCapitolo 2
La Codiﬁca a Descrizioni Multiple
2.1 Introduzione
La perdita di informazione dovuta a guasti, congestioni e un peggioramento del
rapporto segnale/rumore sui canali di trasmissione sono comuni in molti siste-
mi di comunicazione. In particolare, nella codiﬁca video, se uno o più pacchetti
dello stream vengono persi, il video decodiﬁcato risulterà fortemente corrot-
to. Negli ultimi anni, molte tecniche sono state studiate per sopperire a queste
inevitabili perdite di dati attraverso meccanismi di ritrasmissione dei pacchetti
persi (Automatic Repeat reQuest, ARQ) o recupero delle informazioni attraver-
so l’utilizzo di particolari codici di canale (Forward Error Correction, FEC).
La tecnica di Automatic Repeat reQuest (ARQ) [6] è adottata per comuni-
cazioni punto-puntoincui èdisponibileun canale di feedback, mentrenon trova
utilizzo per comunicazioni broadcast, video streaming o real-time a causa dei
forti ritardi che la ritrasmissione di pacchetti comporterebbe e della difﬁcoltà
di gestire più canali di ritorno. La tecnica Forward Error Correction (FEC)
invece non richiede la presenza di un canale di feedback, non introduce partico-
lari ritardi ed è quindi preferibile per trasmissioni video broadcast e real-time.
Essa però comporta un aumento considerevole della complessitàdi codiﬁcatore
e decodiﬁcatore che implementano il codice di correzione. Inoltre questa è una
tecnica le cui prestazioni sono del tipo “all-or-nothing”, il che signiﬁca che se
gli errori sono contenuti entro la soglia di protezione del codice essi saranno
corretti perfettamente, mentre nel caso in cui gli errori superino la “capacità” di
correzione del codice, esso non riesce a recuperare alcuna informazione e molti
pacchettisaranno scartati. LoscopoprincipaledellacodiﬁcaaDescrizioniMul-
tiple è quindi quello di consentire una trasmissione robusta dell’informazione
eliminando gli svantaggi delle due tecniche precedenti.14 La Codiﬁca a Descrizioni Multiple
2.1.1 Codiﬁca a descrizioni multiple (MDC)
La codiﬁca a descrizioni multiple consiste nel dividere il segnale d’ingresso in
N ﬂussi di dati correlati tra loro chiamati descrizioni. Quest’ultime saranno poi
codiﬁcate indipendentemente l’una dall’altra ed inoltrate su canali diversi [7].
In ricezione, se tutte le descrizioni sono ricevute correttamente, il segnale orig-
inale codiﬁcato può essere ricostruito. In caso contrario è possibile sfruttare la
correlazione tra le varie descrizioni per stimare l’informazione persa dalle de-
scrizioni ricevute correttamente ed ottenere così una versione approssimata del
segnale d’ingresso.
La codiﬁca a descrizioni multiple non richiede quindi nè un canale di feedback
nè la conoscenza del canale di trasmissione al ﬁne di generare un codice per
proteggere lo stream da errori. Inoltre un’eventualeridondanza di informazione
è introdotta dal codiﬁcatore della sorgente al momento della generazione delle
descrizioni in quanto i vari sottosegnalirisultano correlati tra loro. La codiﬁca a
descrizioni multiple, inoltre, non ha un comportamento del tipo all-or-nothing:
a differenza della tecnica FEC, in caso di perdita di pacchetti le prestazioni
subiscono un peggioramento graduale e non esiste una soglia di errori “perme-
ssi” oltre la quale le prestazioni decadono vertiginosamente.
Per capire meglio l’utilizzo effettivo della tecnica di codiﬁca a descrizioni mul-
tiple è però necessario deﬁnire meglio l’associazione tra il concetto di “de-
scrizione” ed un’entità logica. L’associazione più comune è quella con la sin-
gola unità di informazione inviata da un mittente e ricevuta da uno o più desti-
natari attraverso una rete di trasmissionedati. La codiﬁca a descrizioni multiple
si dimostra quindi particolarmente utile quando:
• un destinatario non riceve una o più descrizioni a causa di perdite o
congestioni nella rete di trasmissione;
• i destinataridel ﬂussod’informazionerichiedonodifferentilivellidi qual-
ità di servizio.
Come già accennato, nel caso in cui il destinatario dell’informazione riceva
tutti i dati inoltrati, l’informazione codiﬁcata potrebbe essere perfettamente re-
cuperatasiacon, chesenzal’utilizzodellascomposizioneindiversedescrizioni.
Nel caso in cui, però, il mezzo trasmissivo sia soggetto a perdite, la tecnica
MDC permette il recupero dell’informazione trasmessa ad una qualità inferio-
re (proporzionalmente alla percentuale di pacchetti persi), il che è preferibile
ad una totale mancanza dell’informazione persa. La tecnica di codiﬁca a de-
scrizioni multiple, inoltre, permette di fornire un unico servizio ad un insieme
eterogeneo di utenti. Alcuni di essi, infatti, mediante la sottoscrizione di un2.2 Il Modello channel splitting 15
contratto di servizio e grazie alla capacità di decodiﬁcare più descrizioni, pos-
sono usufruire di un livello qualitativo maggiore rispetto a chi è in grado di
decodiﬁcare solo alcune elle descrizioni ricevute.
2.2 Il Modello channel splitting
La tecnica di codiﬁca a descrizioni multiple è nata negli anni ’70 nei “Bell
Laboratories” come meccanismo di trasmissione vocale su rete telefonica. Il
problema che le ricerche nei Bell Laboratories miravano a risolvere era quello
di migliorare l’afﬁdabilità dei collegamenti telefonici in modo da evitare l’in-
terruzione del servizio in caso di guasto. La prima soluzione ideata consisteva
nel raddoppiare tutte le linee esistenti mediante linee di riserva sulle quali veni-
va dirottato il trafﬁco voce in caso di guasto. Tuttavia, in condizioni normali
queste linee supplementari rimanevano inutilizzate. Per sopperire a tale spreco
venne quindi proposta una soluzione alternativa nota con il nome di “channel
splitting”. In base a questo modello, il segnale veniva diviso in due ﬂussi (de-
scrizioni) che erano poi trasmessi su due canali distinti. In assenza di guasti,
le due descrizioni, potevano essere ricombinate a destinazione, per ricreare il
segnale originario, mentre nel caso in cui una delle due descrizioni fosse anda-
ta persa, l’altra avrebbe impedito l’interruzione della comunicazione, anche se
con una qualità inferiore.
 Speech
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Figura 2.1. Il Modello Channel Splitting proposto da Jayant.
Lo schemadi Figura2.1 fu propostoda Jayant, un ricercatore dei Bell Labo-
ratories, nel 1980 [7]. Secondo questo modello, i coefﬁcienti del segnale vocale
campionato vengono dapprima divisi in campioni pari e dispari in modo da
ottenere un sottocampionamento di un fattore 2. I due insiemi di campioni cos-
tituenti le due descrizioni vengono poi codiﬁcati separatamente utilizzando due
decodiﬁcatori DPCM (Differential Pulse Code Modulation) ed inviati su canali16 La Codiﬁca a Descrizioni Multiple
diversi.
Il decodiﬁcatore è invece composto da tre diverse parti. Collegato a ciascu-
no dei due canali in cui arrivano le descrizioni è presente un decodiﬁcatore
DPCM seguito da un interpolatore. Questi due blocchi identici costituiscono
i due decodiﬁcatori laterali chiamati anche “half decoder” che sono in grado
di ricostruire il segnale inoltrato a partire da una sola delle due descrizioni. Il
terzo blocco è invece composto da un interleaver che lavora sui campioni al-
l’uscita dei due decodiﬁcatori DPCM in modo da “unire” le due descrizioni e
ricostruire il segnale originario. I due decodiﬁcatori DPCM assieme all’inter-
leaving formano il decodiﬁcatore centrale che è anche chiamato “full decoder”.
Nel caso in cui entrambe le descrizioni arrivano correttamente a destinazione
esso riesce a ricostruire il segnale d’ingresso con il rate effettivo di campiona-
mento. Utilizzando solo una descrizione, invece, i due decodiﬁcatori laterali
riusciranno a ricostruire il segnale ad un rate dimezzato, da qui il nome di half
decoder. Nello schema proposto da Jayant la sorgente è campionata a 12 kHz,
a differenza dei normali standard di codiﬁca dell’epoca che prevedevano una
frequenza di campionamento di 8 kHz. In questo modo, i due ﬂussi costituenti
le due descrizioni avranno una frequenza di campionamento di 6 kHz, il che
comporta un livello di interferenza di intersimbolo (aliasing) abbastanza con-
tenuto, avendo il segnale vocale d’ingresso una banda generalmente compresa
entro i 3.2 kHz.
Passiamo ora ad un’analisi più approfondita dello schema, considerando
una sorgente d’informazione discreta del tipo:
x[k] = ρx[k − 1] + w[k] (2.1)
dove k ∈ Z, x[k] sono i campioni del segnale d’ingresso e w[k] è una sequenza
di variabili aleatorie gaussiane i.i.d. e a media nulla. La quantità ρ, |ρ| < 1 è la
correlazione tra tra due campioni consecutivi del segnale d’ingresso. Ponendo
la varianza di w[k] pari a 1 − ρ2 il processo x[k] diviene a potenza unitaria.
Una misura della distorsione che si incontra attraverso la quantizzazione di
un processo di questo tipo si ottiene esaminando la funzione Rate Distortion:
D(R) = (1 − ρ
2)2
−2R, per R ≥ log2(1 + ρ) (2.2)
La separazione in campioni pari e dispari porta a due nuovi processi con
correlazione ρ2 minore della precedente e più difﬁcili da “comprimere”, cau-
sando, a parità di rate, una maggior distorsione. La funzione Rate Distortion
del decodiﬁcatore centrale è ora data da:
Dfull(R) = (1 − ρ
4)2
−2R, per R ≥ log2(1 + ρ
2) (2.3)2.3 Teoria dell’informazione per MD 17
Ciascuno dei due decodiﬁcatori laterali ha la stessa distorsione del deco-
diﬁcatore centrale per i campioni ricevuti, alla quale si somma però un errore
aggiuntivo causato dall’interpolazione lineare per ottenere i campioni mancan-
ti. L’errore quadratico medio portato dall’operazione di interpolazione è dato
da:
Dinterp(R) = (1 − ρ)
2 +
1
2
(1 − ρ
2) + ωDq (2.4)
dove Dq è la varianza dell’errore di quantizzazione e ω ∈ [0,1] dipende
dalla correlazione con l’errore di quantizzazione.
Mediando i due contributi di distorsione otteniamo la funzione Rate Distortion
per i due decodiﬁcatori laterali che risulta pari a :
Dhalf(R) =
1
2
￿
(1 − ρ)
2 +
1
2
(1 − ρ
2)
￿
+
1 + ω
2
Dfull(R) (2.5)
Dall’espressione si può notare che per rate elevati il primo termine costante
risulta dominante sul secondo che invece tende a zero, portando ad un degrado
delle prestazioni nel caso di ricezione di una sola descrizione.
Nonostante questo, test percettivi hanno mostrato che usando dai 2 ai 5 bit
per campione (bit-rate da 24 a 60 kbit/s) la qualità del segnale vocale ottenuto
da un singolo canale laterale è paragonabile a quella ottenuta unendo le due
descrizioni attraverso il decodiﬁcatore centrale [7].
2.3 Teoria dell’informazione per MD
La realizzazione del modello channel splitting pose la seguente questione: se
una sorgente di informazione è descritta da due descrizioni separate quali limi-
tazioni subisce la qualità di tali descrizioni prese separatamente o congiunta-
mente? Wyner sollevò questa questione nel 1979 e nel settembre dello stesso
anno, con l’aiuto di Witsenhausen, Wolf e Ziv, al workshop sulla teoria dell’in-
formazione, presentò i primi risultati sperimentali. Questa questione divenne
poi nota con il nome di “Problema MD” [7].
2.3.1 Il Problema MD
La tipica situazione per uno schema di codiﬁca a descrizioni multiple è illustra-
ta in Figura 2.2. Un codiﬁcatore codiﬁca una sequenza di simboli {Xk}N
k=1 e la
trasmette su due canali ideali (non corrotti da rumore). In ricezione, un deco-
diﬁcatore (decodiﬁcatore centrale) riceve l’informazione inoltrata su entrambi
i canali mentre i restanti due decodiﬁcatori (decodiﬁcatori laterali) ricevono18 La Codiﬁca a Descrizioni Multiple
l’informazione trasmessa solo sui loro rispettivi canali. Il rate trasmissivo sul
canale i-esimo è deﬁnito come Ri, i = 1,2 ed è espresso in bit per campi-
one. La sequenza ricostruita prodotta dal decodiﬁcatore i-esimo è indicata da
{ ˆ X
(i)
k }N
k=1, i = 0,1,2 e le distorsioni ottenute attraverso queste ricostruzioni
sono indicate da Di, i = 0,1,2.
   DPCM 
DECODER
DECODER 0
Xk {  }
(1)
(0)
(2)
Xk {  }
Xk {  }
Xk {  }
Source  Encoder
   DPCM 
DECODER
DECODER 2
   DPCM 
DECODER
DECODER 1
Channel 1
Channel 2
Figura 2.2. Schema del sistema di codiﬁca a descrizioni multiple con due canali e tre
ricevitori.
Una situazione del genere si può avere sia quando ci sono tre diversi utenti
o classi di utenti in modo da realizzare una trasmissione broadcast, sia quan-
do c’è invece un solo utente che può trovarsi in uno dei tre stati a seconda di
quante e quali descrizioni riceve correttamente. L’ottimizzazione della codiﬁca
a descrizioni multiple è complessa a causa di due richieste contrastanti: Se si
costruisce un buon codiﬁcatore per la prima descrizione al rate R1 da inoltrare
sul primo canale ed un altro altrettanto buono al rate R2 per la seconda de-
scrizione non è garantito che questo sia un buon modo per utilizzare R1 + R2
bit per la codiﬁca complessiva. Allo stesso modo, se si cerca di ottimizzare
il rate totale di codiﬁca R = R1 + R2 potrebbe non essere semplice costruire
due descrizioni “utili” dividendo opportunamente il rate R. Euristicamente si
può pensare che ottimizzando separatamente i due rate di codiﬁca per le due
descrizioni R1 ed R2, le due descrizioni ottenute saranno tra loro simili e com-
binandole al decodiﬁcatore centrale non si otterrà un vantaggio così superiore
rispetto a considerare la migliore delle due. Creare descrizioni individualmente
ottime ma diverse tra loro è il trade-off fondamentale della codiﬁca MD. Il
problema teorico principale è dunque quello di determinare, per una data sor-
gente e per una data misura della distorsione, l’insieme dei valori ammissibili
per la quintupla (R1,R2,D0,D1,D2) e tra essi scegliere quelli che portano alle
migliori prestazioni per una successiva implementazione pratica di codiﬁcatori
e decodiﬁcatori.2.4 Quantizzazione Scalare 19
2.4 Quantizzazione Scalare
In questa sezione si valuta l’utilizzo di un modello channel splitting per una
sorgente priva di “ridondanza” per capire quali sono le difﬁcoltà nel creare le
descrizioni. A tal ﬁne si considera la trasmissione di un numero reale x ∈
[−1,1] con 4 bit.
Figura 2.3. (a) Quantizzatore scalare a 4 bit, (b) Due quantizzatori uniformi a 3
bit e con diverso offset, (c) Due quantizzatori più complicati che combinati assieme
permettono di ottenere una risoluzione di 4 bit/campione.
La scelta naturale, che è anche la migliore per una sorgente uniformemente
distribuita nell’intervallo è quella di utilizzare un quantizzatore uniforme come
mostrato in Figura 2.3(a). Ad ogni modo non ci sono modi semplici ed efﬁcien-
ti per dividere i 4 bit in due descrizioni in modo che ognuna di esse rappresenti
un buona approssimazione del valore trasmesso. Una possibile soluzione, la si
può vedere sempre in Figura 2.3(a) in cui si assegnano i due bit più signiﬁcativi
alla prima descrizione e i due meno signiﬁcativi alla seconda descrizione. In
questo modo la prima descrizione è decisamente più signiﬁcativa della seconda
in quanto una sua perdita porterebbe ad una sensibile riduzione della qualità del
segnale. Per risolvere questo problema si è quindi deciso di ricorrere ad un se-
condo modello rappresentato in Figura 2.3(b). In questo caso si utilizzano due
quantizzatori uniformi a 3 bit con diverso offset per creare le due descrizioni. I
duequantizzatori(rosso e bluin ﬁgura) presentanoduecaratteristichedi trasfer-
imento traslate l’una rispetto all’altra e quindi combinando l’informazione di
entrambi, in ricezione, si ottiene un bit aggiuntivo di risoluzione. Tuttavia20 La Codiﬁca a Descrizioni Multiple
questo modello presenta un certo livello di inefﬁcienza: il numero totale di
bit inoltrati sui due canali è di 6 bit per campione, mentre, in ricostruzione,
la qualità che si ottiene combinando entrambi i canali equivale a quella di un
quantizzatore a 4 bit. Il primo ad introdurre un modello di channel splitting
senza incrementare il numero di bit trasmessi fu Reudink. In questo modello
(Figura2.3(c)), sonoancorautilizzatiduediversiquantizzatorimaconintervalli
di quantizzazione non connessi. Quando le due caratteristiche sono combinate
esse si complementano ma presentano anche piccole intersezioni che fanno au-
mentare notevolmente il grado di precisione. Inoltre ogni quantizzatore ha solo
6 valori d’uscita che equivalgono a log2 6 = 2.6 bit/campione.
Il lavoro di Reudink fu archiviato nel 1980 come “report tecnico” [8] e non
fu pubblicato. Le sue tecniche per la creazione di due descrizioni per sorgenti
senza memoria furono analizzate in dettaglio e pubblicate molti anni dopo da
Vaishampayan [9]. Reudink ideò inoltre altri modelli per sorgenti correlate, che
saranno poi costruitied esaminati nel lavoro di Gersho. Gersho proposel’utiliz-
zo di una codiﬁca “modulo PCM” per channel splitting[10]. Tornando al primo
modello di quantizzatore di Figura 2.3(a), si considera il problema di stimare
x supponendo di ricevere solo i due bit meno signiﬁcativi. Essendoci due bit
mancanti sappiamo che x starà in uno di quattro intervalli di ampiezza 1
8. Sup-
ponendo però di conoscere il campione precedente ed essendo esso fortemente
correlato con il campione attuale, è possibile sfruttare questa correlazione per
scegliere quale tra i quattro intervalli possibili scegliere. Un modo per imple-
mentare questo modello su channel splitting consiste nell’inoltrare sul primo
canale i due bit più signiﬁcativi di tutti i campioni pari e i due meno signiﬁca-
tivi dei campioni dispari, e viceversa sul secondo canale. Questa assegnazione
dei bit fu proposta da Goodman e successivamente studiata da Quirk. Nella
successiva sezione viene esaminato in modo più formale e generale il problema
della quantizzazione scalare per modelli a descrizioni multiple.
2.4.1 Quantizzazione scalare MD
Un quantizzatore MD a rate ﬁsso è generalmente composto da un codiﬁcatore
α0 e tre decodiﬁcatori β0, β1 e β2. Il codiﬁcatore α0 trasforma ogni campione
reale x in una coppia di indici di quantizzazione (i1,i2) mentre i tre decodiﬁca-
tori producono delle stime di tale campione a partire rispettivamente da (i1,i2),
i1 e i2. In Figura 2.3(b) e (c) per esempio, gli indici i1 e i2 sono illustrati at-
traverso i due colori rosso e blu. La mappatura dell’indice nel valore ricostruito
fatta dai due decodiﬁcatori β1 e β2 corrisponde, invece, al valore corrispondente
sull’asse delle ordinate. L’azione di β0 è invece implicita e si ottiene metten-
do assieme il funzionamento dei primi due decodiﬁcatori. Vaishampayan [11]
introdusse un modo conveniente per visualizzare le operazioni di codiﬁca in2.4 Quantizzazione Scalare 21
forma tabulare. Prima di tutto il codiﬁcatore α0 è scomposto in due parti: un
codiﬁcatore α e una funzione f. Un codiﬁcatore iniziale α divide l’asse reale
in vari intervalli ed assegna ad ognuno di essi un indice che lo rappresenta. La
funzione f assegna ad ogni indice trovato da α una coppia di indici (i1,i2).
Questa assegnazione deve essere invertibile in modo che il decodiﬁcatore cen-
trale β0 possa recuperare il valore in uscita da α. La tecnica di visualizzazione
si basa su una matrice di assegnazione in cui sono rappresentati i valori di f−1.
Per il quantizzatore di Figura 2.3(b), ad esempio, la matrice di assegnazione è
riportata in Tabella 2.1
000 001 010 011 100 101 110 111
000 0
001 1 2
010 3 4
011 5 6
100 7 8
101 9 10
110 11 12
111 13 14
Tabella 2.1. Matrice di assegnazione per modello di ﬁgura 2.3(b).
I numeri da 0 a 14 denotano gli indici all’uscita del primo quantizzatore α.
Lamatricemostralaridondanzadiquestomodelloinquantosonooccupatesolo
15 celle su 64 disponibili, ridondanza che si traduce nell’inefﬁcienza in termini
di bit/campione utilizzati per codiﬁcare le due descrizioni come già descritto
nella sezione precedente. Ad ogni modo, una matrice con una percentuale ele-
vata di celle vuote per ogni riga o colonna comporta che la distorsione ottenuta
decodiﬁcando una sola descrizione è contenuta. Un esempio di matrice con una
ridondanza minore rispetto a quella di Tabella 2.1 è quella associata al modello
di Figura 2.3(c) che permette di ridurre i bit/campione inoltrati sui due canali
a discapito di un aumento della distorsione dei due decodiﬁcatori laterali. Tale
matrice è rappresentata in Tabella 2.2.
Se la matrice di assegnazione è invece completamente piena come per il
modello di Figura 2.3(a) non c’è alcuna ridondanza e quindi non vengono in-
trodotti bit aggiuntivi per la creazione delle due descrizioni ma si ha una forte
distorsione laterale nel caso di ricezione di una sola delle due rappresentazioni
dello stesso valore (Tabella 2.3).
Per creare un modello di quantizzatore MD l’operazione più difﬁcile è pro-
prio quella di ottimizzare la funzione di assegnazione f in modo da trovare il
giusto trade-off tra ridondanza e distorsione.22 La Codiﬁca a Descrizioni Multiple
000 001 010 011 100 101
000 0 1
001 2 3 5
010 4 6 7
011 8 9 11
100 10 12 13
101 14 15
Tabella 2.2. Matrice di assegnazione per modello di ﬁgura 2.3(c).
00 01 10 11
00 0 1 5 6
01 2 4 7 12
10 3 8 11 13
11 9 10 14 15
Tabella 2.3. Matrice di assegnazione per modello di ﬁgura 2.3(a).
2.5 Applicazioni della codiﬁca MD
La codiﬁca adescrizioni multiple, comegiàaccennato, si rivelaparticolarmente
utile nei casi in cui uno o più utenti non ricevano una o più descrizioni a causa
delle perdite nel canale di trasmissione e quando sono disponibili diversi livelli
di servizio (o distorsione ammissibile) per diverse categorie di utenti. Queste
due condizioni determinano rispettivamente il “cosa” (tipologie di sorgenti di
informazione) e il “dove” (tipi di mezzi di comunicazione) per l’applicazione
delle tecniche di codiﬁca MD. Vediamo quindi quali sono alcuni dei principali
scenari in cui la codiﬁca a descrizioni multiplesi dimostrauna validasoluzione.
2.5.1 Sorgenti d’informazione
Di seguito sono elencate alcune delle principali sorgenti d’informazione che
meglio si prestano all’applicazione di tipologie di codiﬁca a descrizioni multi-
ple.
Audio
Lacodiﬁca a descrizionimultipleè nataproprio perla codiﬁcadi un segnalevo-
cale da poter trasmettere attraverso la linea telefonica in quanto era necessario
poter trasmettere efﬁcientemente senza perdite totali di informazione e senza
ritardi dovuti a ritrasmissioni. Un segnale audio, inoltre, risulta il più semplice2.5 Applicazioni della codiﬁca MD 23
da considerare in quanto unidimensionale e dotato di una forte correlazione tra
campioni temporalmente adiacenti. Per questo motivo, una prima soluzione
adottata anche nei primi modelli di channel splitting consisteva nel modello ri-
portato nella Sezione 2.2. Conﬁgurazioni più recenti utilizzano invece tecniche
di predizione più evolute e modelli percettivi in modo da allocare in maniera
ottimale i bit nella creazione delle due o più descrizioni.
Immagini
Il modello Channel Splitting discusso per la codiﬁca di segnali audio è stato
il primo ad essere utilizzato anche per l’applicazione della tecnica MD ad im-
magini e a segnali bidimensionali in genere. Anche in questo caso, infatti, i
campioni del segnale presentano un’ottima correlazione spaziale che sta alla
base per l’applicazione efﬁcace della codiﬁca a descrizioni multiple. Maggiori
spiegazioni sull’applicazione di questo tipo di codiﬁca ad immagini saranno
deﬁniti in modo dettagliato nel prossimo paragrafo dedicato alle sorgenti video.
Video
Uno tra gli scenari più importanti ed attuali in cui la codiﬁca a descrizioni
multiple trova maggiore applicazione è quello della codiﬁca e trasmissione di
sequenze video. L’uso della codiﬁca MD porta a notevoli vantaggi nella com-
pressione di un segnale tridimensionale come un video, in quanto gli elevati
bit-rate necessari per la sua trasmissione su reti, specialmente peer-to-peer ed
in modalità streaming, determinano l’utilizzo di altre tecniche per combattere
l’inevitabile perdita di informazione. Le restrizioni, in termini di massimo ri-
tardo tollerabile, impediscono l’utilizzo di tecniche basate su ritrasmissione di
pacchetti persi o l’uso di codici di canale su blocchi di lunghezza considere-
vole che andrebbero a complicare notevolmente le operazioni di codiﬁca e de-
codiﬁca ed introdurre un ritardo considerevole. Per questo motivo, la codiﬁca
video MD ha avuto un enorme sviluppo negli ultimi anni e viene studiata in
numerose conﬁgurazioni. Sono state infatti proposte molte tecniche di codiﬁca
video a descrizioni multiple adottando i codiﬁcatori già esistenti (es. MPEG-2,
MPEG-4, H.263, H.264/AVC).Nellasuccessivasezionel’utilizzodellacodiﬁca
a descrizioni multiple per sequenze video sarà illustrato nel dettaglio indicando
più precisamente i vantaggi rispetto ad altre tecniche in uso.24 La Codiﬁca a Descrizioni Multiple
2.5.2 Codiﬁca per sequenze video: il modello Indipendent
FluxPolyphaseDownsampling Multiple Description(IF-
PDMD)
Nonèsempliceprogettareedimplementareunoschemadicodiﬁcaadescrizioni
multiple per una sequenza video. Ci sono molti standard di codiﬁca esistenti e
che hanno raggiunto un notevolegrado di sviluppo: MPEG-2, MPEG-4, H.263,
H.264/AVC. Per questo motivo è difﬁcile imporre lo sviluppo di nuovi standard
appositipercodiﬁcaMDchesianopiùcomplessidiquelligiàesistenti. Tuttavia
ci sono molte tecniche per creare descrizioni multiple per una sorgente video
che fanno uso degli standard di codiﬁca esistenti: quantizzatori MD scalari o
vettoriali, trasformate correlanti e sottocampionamento polifase spaziale o tem-
porale. I requisiti da soddisfare per la realizzazione di un modello di codiﬁca
video a descrizioni multiple sono quindi i seguenti:
• compatibilità: la possibilità di utilizzare codiﬁcatori standard per ogni
descrizione;
• semplicità: minima aggiunta di memoria e potenza computazionale ai
vari blocchi di codiﬁca e decodiﬁca standard;
• efﬁcienza: Data una certa disponibilitàdi banda e in assenza di perdite, si
deveavere la minimaperdita di qualità in decodiﬁca rispetto alla migliore
qualità raggiunta oggi dai più evoluti standard di codiﬁca.
Un modello che rispetta tutti questi requisiti è quello che usa la tecnica del
sottocampionamentoconscomposizionepolifase. Essosidimostrainfattimolto
semplice e può essere facilmente implementato con i principali codiﬁcatori che
costituiscono lo stato dell’arte.
Secondo questa tecnica, la sequenza video è dapprima suddivisa in sottose-
quenze che saranno poi codiﬁcate separatamente. Questa suddivisione, nel ca-
so di tecniche MD basate su campionamento spaziale, può essere attuata nei
seguenti modi:
• due descrizioni possono essere ottenute separando le righe pari e dis-
pari della sequenza: il video è quindi decomposto in due sottosequenze a
risoluzione ridotta, che potranno essere decodiﬁcate indipendentemente;
• quattro descrizioni possono invece essere create separando righe pari e
dispari e successivamente colonne pari e dispari (Figura 2.4). In questo
modo un video ad elevata risoluzione, può essere ridotto a quattro stream
video che possono essere codiﬁcati usando dei codiﬁcatori standard.2.5 Applicazioni della codiﬁca MD 25
Figura 2.4. Primo stadio del modello di codiﬁca MD a 4 descrizioni: sottocampiona-
mento spaziale. Righe pari e dispari sono separate e lo stesso viene fatto per le colonne
in modo da creare le 4 descrizioni.
Al lato decodiﬁcatore, le sottosequenze, dopo essere state decodiﬁcate ven-
gono ricomposte per ricreare il video originale. Questa operazione è quella
che permette di ottenere i migliori risultati in termini di robustezza. Persino
Figura 2.5. Modello IF-PDMD completo per codiﬁca a 4 descrizioni.26 La Codiﬁca a Descrizioni Multiple
per elevate probabilità di perdita, è molto difﬁcile che porzioni corrispondenti
risultino corrotte in tutte le descrizioni. Un frame è ricostruito “fondendo” le
descrizioni e ricostruendo i pixel mancanti tramite interpolazione bilineare tra
pixel vicini. Una porzione di immagine mancante in una descrizione si trasfor-
ma in una mancanza distribuita di pixel nell’immagine originale. Pertanto, nel
caso in cui almeno un descrizione sia disponibile, è possibile ricostruire le de-
scrizionimancantidaquelledisponibili. Loschemacompletoèrappresentatoin
Figura 2.5 ed è noto come Indipendent Flux Polyphase Downsampling Multiple
Description (IF-PDMD). Questo schema è inoltre completamente indipendente
dal tipo di codiﬁcatore video usato.
2.5.3 Codiﬁca per sequenze video: codiﬁca MD vs codiﬁca
scalabile
Un altro vantaggio che la codiﬁca a descrizioni multiple permette di ottenere è
legato al concetto di scalabilità [12]. Si pensi, ad esempio, alla trasmissione
su terminali mobili: utilizzando una codiﬁca standard, l’intero bitstream deve
essere prima decodiﬁcato e poi adattato per essere visualizzato su display diver-
si. Contrariamente, se si usa una codiﬁca a descrizioni multiple, un terminale
potrà decodiﬁcare soltanto una descrizione o il numero di descrizioni che sono
più adatte alle sue caratteristiche di potenza, memoria, display e banda. Un al-
tro motivo per usare solo alcune delle descrizioni create può essere dato da una
temporanea carenza di banda al lato del trasmettitore. Inoltre per bassi bit rate
la qualità ottenuta applicando la codiﬁca a descrizioni multiple piò risultare più
elevata di quella fornita da una codiﬁca standard. Questo accade in quanto, con
una codiﬁca MD, i bassi bit rate possono essere ottenuti attraverso l’utilizzo
di una sola descrizione. Al contrario, con una codiﬁca standard, si dovrebbe
ricorrere ad una quantizzazione meno ﬁne. Le corruzioni dovute ad una quan-
tizzazione più grossolana sono infatti maggiormente visibili rispetto a quelle
introdottedal solo utilizzo di una o poche descrizioni. Sebbene la scalabilità sia
un indubbio vantaggio esso è da ritenersi come un beneﬁcio “non voluto”, in
quanto non è questo il principale motivo per cui è stata ideata la codiﬁca MD.
Un meccanismo di codiﬁca ideato per permettere la scalabilità è invece la
Codiﬁca Scalabile (Layered Coding, LC). Questo tipo di codiﬁca è simile a alla
codiﬁca a descrizioni multiple ma con la differenza che i ﬂussi in cui lo stream
principale viene diviso non sono tra loro indipendenti. Lo scopo della codiﬁca
LC è proprio quello di creare n layer dipendenti tra loro: un layer base (base
layer) e n − 1 livelli di rafﬁnamento (enhancement layer). In questo modo,
a differenza della codiﬁca MD, i layer non hanno tutti la stessa importanza e
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può mai essere perso in quanto costituisce lo stream più importante del video
originale e viene solitamente protetto da una codiﬁca di canale. Un’eventuale
perdita del livello base porta alla perdita dell’intero ﬂusso video. I livelli di
rafﬁnamentoservonoamigliorarelaqualitàdel livellobaseed anch’essidevono
essere ricevuti secondo un certo ordine per poter essere utilizzati. Ricevuto
il layer base è necessario ricevere il primo enhancement layer per migliorare
l’immagine, poi il secondo e così via ﬁno all’ultimo layer. Nella trasmissione
video real-time o streaming questa differenza è rilevante. Supponiamo di voler
trasmettere il frame di una sequenza video secondo tre tipologie di codiﬁca:
• codiﬁca standard, non scalabile e a singola descrizione;
• codiﬁca scalabile (LC);
• codiﬁca a descrizioni multiple (MDC).
Supponiamo che in ricezione il frame possa essere costruito in tempo reale
man mano che arrivano a destinazione i pacchetti che lo compongono e sup-
poniamo di perdere uno di questi pacchetti.
t 1 2 3 i N
a)
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Figura 2.6. (a) modello di codiﬁca standard. (b) modello di codiﬁca LC. (c) modello
di codiﬁca MDC.
Come si può vedere in Figura 2.6(a), con il primo modello di codiﬁcatore
l’immagine non può essere completata in quanto i successivi pacchetti non pos-
sono essere utilizzati dovendo rispettare l’ordine di invio per poter essere “as-
semblati”, il ﬂusso video subisce quindi un’interruzione. Il secondo modello
di codiﬁca utilizza invece la scomposizione in più livelli (base layer ed en-
hancement layers). La ricezione dei pacchetti del livello base permette l’im-
mediata costruzione del frame ad una qualità bassa, qualità che è destinata ad28 La Codiﬁca a Descrizioni Multiple
aumentare quando arrivano i successivi pacchetti. L’arrivo deve essere però
ordinato e quindi i pacchetti successivi a quello perso non potranno essere uti-
lizzati per aumentare il livello di dettaglio e quindi la qualità dell’immagine
(Figura 2.6(b)). Il terzo modello invece è quello che fa uso della codiﬁca a
descrizioni multiple. Anche in questo caso l’immagine può essere ricostruita
subito dopo l’arrivo dei primi pacchetti come il modello di codiﬁca a livelli,
ma il suo grado di qualità è destinato ad aumentare all’arrivo di ogni pacchetto
in quanto essi hanno tutti la stessa importanza e l’ordine di arrivo è irrilevante
(Figura 2.6(c)). Questo ci fa capire come la perdita di un pacchetto che risulta
essere critica per i primi due modelli di codiﬁca, diventa quasi impercettibile in
un modello a descrizioni multipleche quindi si dimostra particolarmente adatto
a trasmissioni video multimediali, su di un mezzo affetto da perdite e dove i
ritardi dovuti alla ritrasmissione di pacchetti non sono permessi.
2.5.4 Codiﬁca a descrizioni multiple per reti peer-to-peer
I principali supporti per la trasmissione di contenuti multimediali (audio/video)
codiﬁcati sono le reti a pacchetto e più in dettaglio le reti peer-to-peer. Negli
ultimi anni, le reti peer-to-peer hanno avuto un notevole sviluppo per la con-
divisione e lo scambio di ﬁle di diversa natura. Queste architetture di rete
sono presto diventate la base anche per lo sviluppo di applicazioni come video
streaming e trasmissione video real time [1]. Una rete peer-to-peer (P2P) è in-
fatti un tipo di rete che permette a un gruppo di utenti di connettersi fra loro e
di condividere le risorse in loro possesso. All’interno di tali reti, ciascun nodo
(peer) ha capacità e responsabilità equivalenti. Ciò differisce dalle architetture
di tipo client/server in cui uno o più computer (server) sono dedicati al servizio
di altri computer(client). In reti P2P ogni nodo può recitare il ruolo sia di server
che di client potendo quindi sia fornire che richiedere servizi ad altri peer della
rete. In questo modo il sistema diventa molto più ﬂessibile e robusto in quanto
scompare la ﬁgura del server centrale che in caso di guasto porterebbe all’im-
mediata cessazione di alcuni servizi presenti nella rete. Nelle reti peer-to-peer,
invece, un qualsiasi nodo potrà liberamente lasciare la rete senza che essa perda
alcuna delle sue funzionalità in quanto i ﬁle e i servizi in essa presenti sono
distribuiti equamente tra i vari nodi che compongono la rete. Un utente che ef-
fettua la richiesta di un ﬁle otterrà rispostada tutti i nodi contenenti quel ﬁle che
contribuiranno con le loro risorse a trasmetterlo a destinazione con successo. In
questo modo, anche se la potenza computazionale dei singoli nodi di una rete
P2P non può competere con quella di un server centralizzato in grado di gestire
migliaiadi accessi, la loro unione e collaborazione nell’adempiread un servizio
richiesto, permette di ottenere prestazioni elevate. Durante la trasmissione, al-
cuni pacchetti nei quali viene suddivisa l’informazione da trasmettere possono2.5 Applicazioni della codiﬁca MD 29
essere persi o non arrivare correttamente a destinazione. La natura di queste
perdite può essere legata principalmente allo stato del canale, alle congestioni
della rete e ai ritardi di trasmissione. I link che compongono una rete possono
essere estremamenteeterogenei, ognunocon una capacitàdi trasmissionediver-
sa. Se i dati trasmessi superano la capacità del link più lento del percorso di rete
dalla sorgente alla destinazione è inevitabile che alcuni pacchetti vengano scar-
tati. La probabilità di perdita di un pacchetto è inoltre imprevedibile e tempo
variante in quanto dipende dal livello effettivo di trafﬁco nella rete e dalla con-
gestione dei link in un preciso momento. Per questo motivo risulta impossibile
sapere quali pacchetti andranno persi e quali invece arriveranno correttamente
a destinazione: in altre parole i pacchetti per la rete hanno tutti la stessa im-
portanza. Questo concetto sta alla base della tecnica di codiﬁca a descrizioni
multiple e pone le basi per un suo possibile utilizzo nel contesto delle reti P2P.
Il modo più comune per gestire la perdita di pacchetti è sicuramente quello di
ricorrere all’utilizzo di un protocollo che ne preveda una loro ritrasmissione in
caso di perdita (es. TCP). Quando però le perdite di pacchetti sono frequenti, la
ritrasmissione può contribuire ad aumentare il livello di congestione della rete
creando un circolo vizioso che porta ad un consecutivo aumento dei pacchetti
persi e ad eccessivi ritardi dovuti alle continue ritrasmissioni. Il ritardo è un fat-
tore rilevante per molte applicazioni multimediali come la trasmissione video
real-time e il video streaming. Nelle trasmissioni in tempo reale un pacchetto
che arriva con un ritardo eccessivo diventa inutilizzabile ed è quindi equivalen-
te ad una perdita. Per le applicazioni interattive come lo streaming invece, è
possibile accettare un leggero ritardo in ricezione a patto che non vari molto
nel tempo e sia conosciuto, in modo da dimensionare il buffer di ricezione e
permettere una visione ﬂuida del video. Ritardi eccessivi dovuti alle contin-
ue ritrasmissioni non sono quindi permessi nemmeno in quest’ultimo caso. Un
modoperevitarediricorrere alleritrasmissionidipacchettièquellodiutilizzare
protocolli che cercano di recuperare l’informazione attraverso la trasmissione
di pacchetti ridondanti che saranno poi utilizzati in ricezione per ricostruire
l’informazione mancante. Questa aggiunta di informazione è ottenuta attraver-
so metodi di codiﬁca FEC (Forward Error Correction) che causano un neces-
sario aumento di complessità e potenza necessaria sia al lato trasmettitore che
ricevitore. L’informazione ridondante introdotta nello stream spesso richiede
l’adozione di blocchi di informazione molto lunghi introducendo un’ulteriore
ritardo (ritardo di decodiﬁca di canale).
La tecnica di codiﬁca a descrizioni multiple descritta nelle precedenti sezioni
è per questo molto usata nel contesto delle reti peer-to-peer nelle quali sono
presenti tutti i suddetti problemi.
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adeguata in tutte quelle situazioni in cui:
• la ritrasmissione non è possibile;
• il ritardo è un fattore rilevante;
• esistelapossibilitàdiinstradareipacchetticontenentilediversedescrizioni
su percorsi diversi.
Proprio la possibilità di instradare pacchetti su percorsi diversi rende le reti
P2P l’ambiente dove meglio si presta la codiﬁca a descrizioni multiple. Se
i pacchetti contenenti le varie descrizioni seguono percorsi diversi c’è un’al-
ta probabilità che almeno una descrizione arrivi a destinazione correttamente
permettendo una buona ricostruzione dell’informazione trasmessa anche se a
qualità inferiore. Questo concetto è fondamentale nelle applicazioni multime-
diali come videoconferenza o live streaming in cui una perdita temporanea di
qualità è assolutamente preferibile ad un’interruzione del ﬂusso video.
2.5.5 Memorizzazione distribuita su reti peer-to-peer
L’ambientein cui operano le applicazioni P2P è caratterizzato da un’importante
asimmetria dovuta al meccanismo di accesso dei terminali alla rete. La banda
disponibile in downlink è infatti decisamente superiore a quella riservata per le
operazioni di uplink. Ad esempio, un tipico servizio ADSL offre una capacità
di downlink di 7 Mbit/s e 356 kbit/s per l’uplink. Per questo motivo i peer
costituenti la rete possono ricevere informazioni da altri nodi ad un rate decisa-
mente superiore a quello che ognuno di essi utilizza per spedirle. Tramite co-
diﬁca MD è quindi possibile memorizzare in sistemi diversi descrizioni differ-
enti. Al momento della richiesta del contenuto, i peer che contengono le n de-
scrizioni iniziano a trasmetterle ad un rate n volte inferiore a quello con il quale
avrebbero dovuto trasmettere l’intero ﬂusso. Il destinatario potrà quindi uti-
lizzare la sua capacità superiore in downlink per ricevere contemporaneamente
tutte le descrizioni e ricostruire lo stream. Inoltre l’archiviazione distribuita
delle diversedescrizioni permette di ottenere un tipo di codiﬁca scalabile, in cui
la qualità del ﬂusso ricevuto varia a seconda del numero di descrizioni ricevute.
Se un utente ha bisogno di effettuare un accesso veloce ad una informazione
senza privilegiare la qualità potrebbe essere interessato a ricevere solo una de-
scrizione dal nodo più vicino che la contiene. Se invece è richiesta una qualità
superiore la richiesta si propaga anche ai nodi contenenti le altre descrizioni. In
unarete peer-to-peer questasituazionesi può ottenere ricorrendo ad una topolo-
gia ad albero, in cui le descrizioni sono memorizzate nei diversi nodi della rete
che stanno alla radice di diversi alberi.2.5 Applicazioni della codiﬁca MD 31
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Figura 2.7. Memorizzazione distribuita di 4 descrizioni in una rete peer-to-peer con
topologia ad albero.
In Figura 2.7 è illustrato un modello di questo tipo in cui il peer (1) pri-
ma accede alla prima descrizione contenuta nel nodo (3) e se la qualità non è
sufﬁciente farà richiesta per ulteriori descrizioni contenute in nodi che stanno a
livelli superiori della struttura ad albero.
2.5.6 Codiﬁca a descrizionimultiple condiverseclassidiQoS
La casualità dell’eliminazione di pacchetti in reti peer-to-peer porta la tecnica
di codiﬁca a descrizioni multiple ad essere una tecnica adeguata in questo con-
testo. Le prestazioni però potrebbero subire un netto miglioramento se la rete
fosse in grado di riconoscere l’importanza dell’informazione portata da ogni
pacchetto ed in caso di congestioni, scartare solamente i pacchetti che possono
essere stimati più facilmente. A tale scopo, una classiﬁcazione dei pacchetti al
momento del loro ingresso nella rete, potrebbe deﬁnire il livello di importanza
di ciascuno di essi ed essere utilizzata dai nodi interni della rete in caso di con-
gestioni o restrizioni di banda nei link. Un modello che permette questa classi-
ﬁcazione è noto come Differentiated Services (DiffServ): esso è un meccanismo
diaccesso allaretecheoffredifferentilivellidiqualitàdi servizio(QoS) adiver-
si stream di trafﬁco. Una rete DiffServ si basa sul comportamento dei nodi che
la compongono quando ricevono trafﬁco da diversi ﬂussi [13]. Essi applicano32 La Codiﬁca a Descrizioni Multiple
per ogni pacchetto quello che viene deﬁnito come Per-Hop Behaviours (PBH),
in base al quale:
• per ogni pacchetto viene fatta una classiﬁcazione solo all’ingresso di tale
pacchetto nella rete e tale classiﬁcazione non può più essere modiﬁcata;
• il processo di instradamento dei pacchetti avviene tenendo conto della
loro classe di appartenenza che equivale al loro livello di priorità rispetto
agli altri pacchetti che viaggiano nella rete;
• il numero di classi è generalmente limitato in quanto devono essere lim-
itati i comportamenti dei nodi a seconda della classe di pacchetto da
instradare;
• DiffServ non ha bisogno di comunicare alla rete nessuna allocazione di
risorse per i pacchetti trasmessi in quanto la classiﬁcazione è deﬁnita nel-
l’header di ogni pacchetto e valutata al momento del suo arrivo in un
nodo della rete;
Il lavoro di tesi si propone di unire i vantaggi della tecnica MD per la co-
diﬁca e trasmissione di sequenze video in reti P2P , con una classiﬁcazione
efﬁciente dei pacchetti appartenenti alle varie descrizioni secondo le classi im-
poste dal modello DiffServ. Il meccanismo DiffServ sarà meglio deﬁnito nel
capitolo 4, mentre nel prossimo capitolo saranno date le basi teoriche per creare
una classiﬁcazione efﬁciente dei pacchetti delle varie descrizioni attraverso la
“Teoria dei Giochi”.
2.5.7 Altri scenari applicativi
Vediamo ora quali sono altri scenari applicativi, oltre a quello delle reti peer-to-
peer in cui la codiﬁca a descrizioni multiple trova efﬁcientemente utilizzo.
Sistemi wireless e lo standard IEEE 802.11e
Nei sistemi wireless le perdite di pacchetto sono frequenti rendendo anche in
questo caso la tecnica di codiﬁca MD estremamente vantaggiosa. Lo standard
802.11e supporta inoltre diversi livelli di Quality of Service ed è particolar-
mente utilizzato per trasmettere contenuti multimediali (audio e video) su rete
wireless. Lo standard prevede 4 classi di servizio, ciascuna con la propria coda
(Figura 2.8). Ogni coda possiedeuna diversaprobabilitàdi perdita dei pacchetti
contenuti al suo interno ed anche in questo caso, classiﬁcando opportunamente
i pacchetti delle varie descrizioni, possiamo deﬁnire il livello di priorità di cia-
scuno di essi. L’articolo [14] mostra che assegnando i pacchetti RTP video di2.5 Applicazioni della codiﬁca MD 33
due descrizioni a canali diversi si ottengono dei risultati migliori rispetto alla
tecnica che non prevede l’utilizzo di diverse classi di QoS.
Mapping to access category
Lower Priority Higher Priority
Virtual collision handler
Backoff
AIFS[0]
CW[0]
Backoff
AIFS[1]
CW[1]
Backoff
AIFS[2]
CW[2]
Backoff
AIFS[3]
CW[3]
Trasmission Attempt
AC[0] AC[1] AC[2] AC[3]
Figura 2.8. funzionamento standard IEEE 802.11e.
Sistemi di trasmissione digitale ibridi
Nelle trasmissioni radio, le stazioni sono tipicamente separate in frequenza e le
frequenze centrali di trasmissione sono assegnate in modo da evitare che altre
stazioni adiacenti usino la stessa frequenza. Nonostante questo, al conﬁne tra
due stazioni che usano la stessa frequenza, si generano delle interferenze. Per
questo motivo, sono state introdotte delle tecniche per la trasmissione di dati
digitali all’interno delle comuni trasmissioni analogiche, ponendole alle due
estremità della banda stessa per non degradare il segnale. Alcuni utenti quindi34 La Codiﬁca a Descrizioni Multiple
potrebbero ricevere, a causa delle interferenze, solo uno o l’altro dei due canali
posti all’estremità della banda, oppure entrambi, favorendo le condizioni ideali
per l’utilizzo della codiﬁca a descrizioni multiple.Capitolo 3
Teoria dei Giochi
Questo capitolo si propone di analizzare, dal punto di vista teorico, gli strumen-
ti matematici che saranno utilizzati per effettuare una classiﬁcazione ottimale
dei pacchetti video, ottenuti tramite codiﬁca a descrizioni multiple. Come già
accennato nel precedente capitolo, una classiﬁcazione dei pacchetti in base al
loro livello di importanza porta ad un incremento delle prestazioni in reti peer-
to-peer. La Teoria dei Giochi mira ad utilizzare le differenze di importanza tra
i vari pacchetti per assegnare ad ognuno di essi un diverso livello di priorità.
3.1 Introduzione
La Teoria dei Giochi fornisce le basi matematiche per analizzare situazioni in
cui sono coinvolte più identità interagenti tra loro ed in grado di prendere delle
decisioni in modo autonomo. In particolare, questa teoria fornisce gli strumenti
per analizzare il problema e proporre una soluzione. La ricerca operativa clas-
sica suppone che le decisioni relative a un problema siano prese da un unico
decisore che può operare in completa autonomia e libertà. La teoria dei giochi
tratta situazioni in cui il risultato ﬁnale dipende dalle scelte fatte da più per-
sone, dette giocatori, che operano perseguendo obiettivi che possono risultare
comuni, differenti ed eventualmente contrastanti. In queste situazioni, la pro-
grammazione matematica risulta insufﬁciente a descrivere, e quindi risolvere,
un dato problema.
Alcuni concetti teorici che stanno alla base della teoria dei giochi furono
studiati già nel diciottesimo secolo. Lo sviluppo maggiore della teoria ebbe
però inizio nel 1920 con il lavoro dei matematici Emile Borel e John Von Neu-
mann e continuò con la pubblicazione, nel 1944, del libro Theory of games and
economic behavior, di Von Neumann e Oskar Morgenstern. Da quel momento
i primi modelli di teoria dei giochi furono applicati in ambiti politici ed eco-36 Teoria dei Giochi
nomici. Il più famoso studioso ad essersi occupato, successivamente, di teoria
dei giochi, fu il matematico John Forbes Nash jr. Egli, studiò nell’università di
Princeton e nel suo lavoro di tesi, nel 1950, introdusse la nozione di “Equilibrio
di Nash”, delineando le classi di giochi principali in cui tale equilibrio era pre-
sente. Questo concetto era destinato a cambiare l’evoluzione della teoria, tanto
che nel 1994 John Nash vinse il premio nobel per l’economia, condividendolo
con John C. Harsanyi e Reinhard Selten, altri due studiosi di teoria dei giochi
[15].
Esempio 3.1.1 (Dilemma del prigioniero) Questo è uno dei problemi più noti
in letteraturae sarà utilizzato come esempio preliminare per illustrareuna tipi-
ca situazione in cui la Teoria dei Giochi trova utilizzo. Introdotto nel 1950 da
Dresher e Flood, questo problema può essere deﬁnito nel seguente modo. Due
individui I e II sono stati arrestati per lo stesso reato e vengono interrogati
separatamente. Ognuno di essi può scegliere, indipendentemente dall’altro, di
confessare (C) o non confessare (NC). Se entrambi gli individui non confes-
sano, vengono condannati a due anni ciascuno; se entrambi confessano, ven-
gono condannati a cinque anni ciascuno; se uno confessa e l’altro no, quello
che confessa viene condannato ad un anno, mentre l’altro a sei anni. Le pene
sono riportate nella Tabella 3.1, in quella che in seguito chiameremo forma
strategica.
I/II C NC
C −5, −5 −1, −6
NC −6, −1 −2, −2
Tabella 3.1. Dilemma del Prigioniero.
Lo scenario ora è il seguente: ciascun prigioniero non è a conoscenza della
scelta dell’altro e ognuno di essi sarà tentato a confessare, in modo da con-
seguire una condanna minore, qualunque sia la scelta dell’avversario. Questo
si può facilmente vedere esaminando la Tabella 3.1. Il primo valore di tutti gli
elementi delle due righerappresenta la condanna del giocatoreI nel caso in cui
egli confessi (prima riga) o non confessi (seconda riga). Ora, se il giocatore
II confessa si può notare come −5 > −6; se invece non confessa −1 > −2.
Indipendentemente dalla scelta del secondo giocatore, il primo giocatore sarà
quindi portato a confessare. Un ragionamento analogo lo si può fare anche
per il secondo giocatore che quindi sceglierà l’opzione C. La decisione attesa
è quindi (C, C), con una condanna di 5 anni ciascuno, mentre per entrambi
sarebbe stata più vantaggiosa la scelta (NC, NC) che avrebbe portato ad una
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3.2 Rappresentazione di un gioco
Un gioco può essere rappresentato principalmente in tre forme:
• forma estesa, introdotta da von Neumann (1928) e formalizzata da Kuhn
(1953);
• forma strategica, deﬁnita da Shubik (1982) ma già nota come forma
normale nei lavori di von Neumann e Morgestern;
• forma caratteristica, dovuta a von Neumann e Morgenster ed utilizzata
per la rappresentazione di giochi cooperativi.
Prima di passare all’analisi delle tre diverse forme di rappresentazione deﬁni-
amoalcuniconcettifondamentaliechesonoindipendentidallarappresentazione
adottata.
Deﬁnizione 3.2.1 Si chiama funzione dei pagamenti (payoff) una funzione f
che assegna ad ogni giocatore la sua vincita per ogni possibile terminazione
del gioco.
Deﬁnizione 3.2.2 Si deﬁnisce strategia del giocatore i una funzione σi che
assegna al giocatore i una mossa per ogni possibile situazione del gioco.
3.2.1 Forma estesa
Questa rappresentazione deﬁnisce in modo puntuale tutte le mosse e identiﬁca
la situazione del gioco dopo ognuna di esse. In generale si utilizza una rappre-
sentazione ad albero, in cui ad ogni nodo si associa una possibile situazione di
gioco. Gli archi uscenti da un nodo rappresentano le possibili mosse del gio-
catore che è chiamato a decidere, mentre ai nodi terminali si associano i valori
delle vincite (payoff) di ciascun giocatore.
In Figura3.1èillustratalarappresentazioneinformaestesadelgiocodeﬁni-
to nell’Esempio 3.1.1. Come si può notare, questa rappresentazione è di solito
molto ricca e dettagliata ma poco maneggevole.
3.2.2 Forma strategica
Questa rappresentazione è una descrizione matematica del gioco. Per un gioco
ad n giocatori, si utilizza una 2n-upla (Σ1,Σ2,...,Σn,f1,f2,...,fn) dove:
• Σ1,Σ2,...,Σn sono insiemi non vuoti contenenti tutte le possibili strate-
gie per ogni giocatore;38 Teoria dei Giochi
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Figura 3.1. Rappresentazione in forma estesa dell’Esempio 3.1.1: dilemma del
prigioniero
• f1,f2,...,fn sono le funzioni di payoff, esse sono funzioni reali, deﬁnite
sul prodotto cartesiano degli insiemi Σi:
fi :
n Y
k=1
Σk → R i = 1,...,n (3.1)
In questo caso, tutti i giocatori scelgono contemporaneamente la strategia da
adottare e fi indica il guadagno del giocatore i-esimo per quella data conﬁgu-
razione di strategie chiamata anche proﬁlo di strategie.
Deﬁnizione 3.2.3 Unan-upla(σ1,σ2,...,σn) ∈
n Q
k=1
Σk èdettaproﬁlodistrate-
gie.
Nel caso di gioco a due giocatori, gli elementi della forma strategica possono
essere rappresentati in forma tabulare. In questo modo, sulle righe saranno rap-
presentate le possibili strategie per il primo giocatore e sulle colonne le strate-
gie del secondo giocatore. all’interno di ogni cella, in corrispondenza di una
coppia di strategie saranno indicati i rispettivi payoff f1 ed f2. Un esempio
di rappresentazione in forma strategica è illustrato in Tabella 3.1 ed è relativo
al gioco “il dilemma del prigioniero”. Come si può facilmente intuire, mentre
risulta generalmente agevole passare da una rappresentazione in forma estesa
ad una in forma strategica, il passaggio inverso risulta più complesso in quanto
quest’ultima è una rappresentazione puramente matematica.
3.2.3 Forma caratteristica
Questa forma può essere utilizzata solo per giochi cooperativi in quanto fa
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Deﬁnizione 3.2.4 Detto N l’insieme dei giocatori, ogni sottoinsieme S ⊆ N è
detto coalizione. Se S = N si ha la grande coalizione, in cui tutti i giocatori
possono comunicare e stipulare accordi tra loro.
Deﬁnizione 3.2.5 Si dice funzione caratteristica di un gioco ad n giocatori,
una funzione indicata con v tale che:
v : φ(N) → R con v(∅) = 0 (3.2)
Deﬁnizione 3.2.6 Una funzione caratteristica v è detta additiva se, per ogni
coppiadicoalizionidisgiunteS eT, S∩T = ∅sihav(S∪T) = v(S)+v(T). Se
v(S∪T) ≥ v(S)+v(T)la funzioneèdetta superadditiva,mentresev(S∪T) ≤
v(S) + v(T) la funzione v è detta subadditiva.
In questo modo , la funzione caratteristica v assegna ad ogni coalizione S, la
massima vincita possibile, indipendentemente dal comportamento dei giocatori
non appartenenti ad S. Un gioco descritto tramite funzione caratteristica è detto
in forma caratteristica o coalizionale. Se la funzione caratteristica è additiva,
superadditiva o subadditiva, anche il gioco è detto additivo, superadditivo e
subadditivo rispettivamente.
Deﬁnizione 3.2.7 Se per ogni coalizioneS ⊆ N, si ha v(S)+v(N\S) = v(N)
il gioco è detto a somma costante.
Tornando all’Esempio 3.1.1, la sua rappresentazione in forma caratteristica è la
seguente:
N = {I,II}
v(∅) = 0; v(I) = v(II) = 5; v(I,II) = 4
La forma caratteristica costituisce una descrizione limitata del gioco, in quanto
non permette di deﬁnire la vincita di ogni singolo giocatore della coalizione,
ma solo la vincita complessiva.
3.3 Teoria dell’utilità
Nelle precedenti sezioni, si fa riferimento al concetto di guadagno, che ogni
giocatore cerca di massimizzare. In questo paragrafo si deﬁniscono i concetti
di preferenza e di utilità di von Neumann-Morgenstern che permettono di dare
un’interpretazione ai valori numerici deﬁniti dalle funzioni di payoff [16]. Tutti
i giocatori cercano di adottare una strategia che permetta loro di massimizzare
la loro utilità. Il concetto di utilità è però relativo in quanto può dipendere da
diversi fattori (ad es. economico, sentimentale, sociale). per questo motivo si
introduce un ulteriore operatore, detto di preferibilità.40 Teoria dei Giochi
Deﬁnizione 3.3.1 Dati due esiti A e B, si dice che A è preferibile a B, per un
giocatore, se egli cerca di conseguire A piuttosto che B e si indica con A ￿ B.
Deﬁnizione 3.3.2 Dati due esiti A e B si dice che A è indifferente a B, per un
giocatore, se nessuno è preferibile all’altro e si indica con A ≡ B.
Gli esiti possono essere certi oppure incerti secondo una probabilità nota. Tale
situazione viene rappresentata tramite il concetto di lotteria.
Deﬁnizione 3.3.3 Dati due esiti A e B, si deﬁnisce lotteria l’esito rA + (1 −
r)B, 0 ≤ r ≤ 1, in cui A si veriﬁca con probabilitàr e B con probabilità1−r.
Si noti che la lotteria non è una combinazione lineare di esiti, in quanto il
risultato può essere solo A o B.
Dato un insieme di esiti E, una relazione di preferenza su E può essere
rappresentata come una funzione di utilità u : E → R tale che per ogni coppia
di esiti (E1, E2) ∈ E si ha:
E1 ￿ E2 ⇔ u(E1) > u(E2) (3.3)
u(rE1 + (1 − r)E2) = ru(E1) + (1 − r)u(E2) (3.4)
La funzione di utilità permette quindi di quantiﬁcare le preferenze. Per capire
come le preferenze sono legate alle strategie e ai payoff ﬁnali di ogni giocatore
è necessario introdurre il concetto di Game Form.
Deﬁnizione 3.3.4 Si consideri un gioco ad n giocatori in forma strategica
(Σ1,Σ2,...,Σn,f1,f2,...,fn). LaGameFormèdatada(Σ1,Σ2,...,Σn,E,h),
dove E è l’insieme degli esiti ﬁnali e h :
n Q
i=1
Σi → E è una funzione che
permette di individuare a quale esito si perviene per ogni proﬁlo di strategie.
Per studiare il comportamento dei giocatori e risolvere il gioco è necessario
conoscere le preferenze dei giocatori sui possibili esiti, rappresentate da una
funzione di utilità
ui : E → R, i = 1,...,n (3.5)
da cui si ottengono i payoff:
fi = ui ◦ h, fi :
n Y
k=1
Σk → R, i = 1,...,n (3.6)
con i quali costruire la rappresentazione in forma strategica.3.4 Soluzione di un gioco 41
3.4 Soluzione di un gioco
Dopo aver deﬁnito gli elementi di cui è costituito un gioco ed aver illustrato
le varie forme di rappresentazione, è necessario descrivere meglio il concetto
di soluzione. Risolvere un gioco consiste nel fornire delle indicazioni a tutti i
giocatori, sulla strategia da adottare. Tali indicazioni non possono però essere
assolute, in quanto bisogna tenere conto di altri fattori, aleatori o legati alle
preferenze del singolo giocatore. Con il termine “soluzione” si indica quindi
una scelta che può risultare accettabile a tutti i giocatori secondo i loro criteri
soggettivi.
Esistono inoltre due diverse tipologie di gioco:
• giochi non cooperativi;
• giochi cooperativi.
Nel primo caso i giocatori non possono comunicare tra loro o stipulare accordi
vincolanti. Nel secondo caso, invece, sono possibili accordi tra i giocatori che
potranno formare una o più coalizioni. Nella sezione successiva sarà trattata
nel dettaglio la tipologia di gioco non cooperativo, deﬁnendo il concetto di
equilibrio di Nash come possibile soluzione.
3.5 Giochi non cooperativi
Questa classedi giochi non permette ai giocatori, di comunicaretra loro e stipu-
lareaccordi vincolanti, indipendentementedal fattoche iloro obiettivisiano co-
muni o contrastanti. In questo caso, ogni giocatore sceglie la strategia migliore
da adottare per massimizzare il proprio guadagno, senza sapere quali saranno
le scelte degli altri giocatori.
3.5.1 Equilibrio di Nash
Il concetto più importante di soluzione per un gioco non cooperativo è quello
di Equilibrio di Nash.
Deﬁnizione 3.5.1 DatoungiocoG, sidicechelan-upladistrategie(σ∗
1,σ∗
2,...,σ∗
n),
con σ∗
i ∈ Σi, è in equilibrio, se nessun giocatore ha interesse ad essere l’unico
a cambiare strategia, ovvero:
fi(σ
∗
1,...,σ
∗
i,...,σ
∗
n) ≥ fi(σ
∗
1,...,σi,...,σ
∗
n), ∀σi ∈ Σi, ∀i ∈ N (3.7)42 Teoria dei Giochi
In questasituazioneognigiocatorenon hainteresseacambiare lapropriastrate-
gia, in quanto, selo facesseandrebbeincontroad unguadagno inferiorea quello
di equilibrio. Se ne deduce, quindi, che se i giocatori raggiungono un equilibrio
di Nash, nessuno può migliorare il proprio risultato modiﬁcando solo le proprie
scelte, ed è quindi vincolato dalle strategie degli altri. Poiché questo vale per
tutti i giocatori, è evidente che se esiste un equilibrio ed è unico, esso rapp-
resenta la soluzione del gioco, in quanto nessuno dei giocatori ha interesse a
cambiare strategia. Un esempio di equilibrio lo si può vedere esaminando l’E-
sempio 3.1.1. La coppia di strategie (C,C) rappresenta un equilibrio che porta
allacoppiadi guadagni (−5,−5) per i duegiocatori. In questo caso, se uno solo
dei due giocatori decidesse di cambiare la sua strategia, otterrebbe un guadagno
inferiore, passando da −5 a −6.
Si può notare, però, come la strategia (NC,NC) sarebbe stata più vantag-
giosa per i due giocatori ma non rappresentava un equilibrio. L’equilibrio è
quindi inefﬁciente dal punto di vista di un supervisore esterno, ma rappresenta
le scelte più “razionali”, che i due giocatori avrebbero fatto in quella situazione
di gioco. Inoltre, se i due giocatori si fossero coalizzati, potendo così comuni-
care tra loro, si sarebbero potuti accordare per la coppia di strategie (NC,NC).
L’equilibrio inoltre potrebbe non essere unico, in questi casi, generalmente, si
sceglie quello che massimizza il guadagno complessivo per tutti i giocatori.
3.5.2 Giochi a somma zero
Deﬁnizione 3.5.2 Un gioco G si dice a somma zero se, per ogni terminazione
del gioco la somma dei payoff è nulla
In questo modo, tutto quello che viene guadagnato da un giocatore viene perso
dagli altri giocatori. Nel caso di gioco a due giocatori, la rappresentazione più
utilizzata è la forma strategica che in questo caso si trasforma in una rappresen-
tazione matriciale. In questa matrice A, la riga i-esima è associata alla strategia
σi del primo giocatore, mentre la colonna j-esima corrisponde alla strategia σj
del secondo giocatore. Ogni elemento ai,j della matrice rappresenta il payoff
del primo giocatore, ovvero quanto il primo giocatore riceve dal secondo se essi
giocano la coppia di strategie (σi,σj). Il payoff del secondo giocatore non ha
bisogno di essere indicato in quanto è l’opposto di quello del primo, dovendo la
lorosommaessere nulla. Questarappresentazioneè dettaanche formanormale.
Equilibrio di Nash per giochi a due giocatori e a somma zero
Per giochi a due giocatori, a somma zero ed espressi in forma normale, l’equi-
librio di Nash è composto dalla coppia di strategie (σi,σj) tali che l’elemento3.5 Giochi non cooperativi 43
ai,j risulta essere il più grande della colonna j-esima ed il più piccolo della riga
i-esima.
Esempio 3.5.3 Siadatoilgiocorappresentatoinformanormaledallaseguente
matrice:
A =


6 3 4
5 2 −2
7 −1 3


Applicando la deﬁnizionedi equilibrio di Nash si può osservare come la coppia
di strategie (σ1,σ2), corrispondente alla coppia di indici (1,2) della matrice e
a cui è associata la coppia di payoff (3,−3), sia di equilibrio. Se infatti il
primo giocatore cambiasse strategia guadagnerebbe 2 o −1, entrambi minori
di 3, eanalogamente, seil secondogiocatorecambiassestrategiaavrebbe come
payoff −6 e −4, entrambi minori di −3.
Ancheperi giochiasommazero continuaad esistereil problemadellapossibile
presenza di punti di equilibrio multipli che risulta ulteriormente aggravato dal
seguente teorema.
Teorema 3.5.4 In un gioco a due giocatori e a somma zero, se le coppie di
strategie (σi,σj) e (σh,σk) sono di equilibrio, allora lo sono anche (σi,σk) e
(σh,σj)
Ricapitolando, anche per i giochi a sommazero, l’obiettivodei giocatori è quel-
lo di massimizzare la propria vincita o minimizzare la perdita. In particolare, se
i giocatori scelgono la coppia di strategie (σi,σj), con payoff ai,j, il giocatore
I cerca di massimizzarlo, intervenendo sulla scelta di σi, mentre il giocatore
II cerca di minimizzarlo, intervenendo sulla scelta di σj. L’assenza di comu-
nicazione tra due giocatori fa in modo che nessuno dei due abbia informazioni
sulla scelta dell’altro, ma l’esistenza di un punto di equilibrio fa si che, ra-
gionevolmente, entrambi scelgano la corrispondente coppia di strategie. Il pro-
blema nasce quando un gioco risulta privo di equilibri di Nash. In questo caso,
il concetto di soluzione è più complesso e sarà deﬁnito nel prossimo paragrafo.
Gioco a due giocatori e a somma zero senza equilibri di Nash
Alcuni giochinon presentano puntidi equilibrio. In questo caso è necessario in-
trodurre i concetti di vincita minima e perdita massima. Dato un gioco espresso
in forma normale attraverso la matrice A:
• si deﬁnisce vincita minima per il giocatore I e si indica con v0
I
v
0
I = max
i
min
j
{ai,j};44 Teoria dei Giochi
• si deﬁnisce perdita massima per il giocatore II e si indica con v0
II
v
0
II = min
j
max
i
{ai,j}.
Con il termine vincita minima si intende la massima vincita che il primo gio-
catore può ottenere agendo sulla propria strategia σi, se contemporaneamente il
secondo giocatore fa di tutto per minimizzarla, agendo su σj. Data la matrice A
questo corrisponde nel trovare il più piccolo valore per ogni riga della matrice
e tra gli elementi trovati scegliere il maggiore.
Con iltermineperditamassimaperil giocatoreII, invece, si intendelamin-
ima perdita che il secondo giocatore può ottenere agendo sulla propria strategia
σj, se, allo stesso tempo, il primo giocatore interviene sulla propria σi, per cer-
care di massimizzare tale perdita. Data la matrice A, questo corrisponde nel
trovare il più grande valore per ogni colonna della matrice e tra gli elementi
trovati scegliere il più piccolo.
Si può veriﬁcare che se v0
I = v0
II allora esiste un punto di equilibrio.
Esempio 3.5.5 Dato il seguente gioco a due giocatori e a somma zero:
A =
￿
4 2
1 3
￿
si può notare come esso non presenti punti di equilibrio. Si possono però
trovare i punti di vincita minima e perdita massima rispettivamenteper il primo
e secondo giocatore. Applicando la deﬁnizione si ottiene:
v
0
I = max{2,1} = 2 e v
0
II = min{4,3} = 3
in questo caso, v0
I ≤ v0
II.
In generale, un comportamento “razionale” dei due giocatori fa in modo che,
il primo giocatore vinca almeno v0
I, mentre il secondo giocatore perda al più
v0
II. Se però un giocatore sfrutta la razionalità dell’altro può prevederne la
mossa e cambiare la sua per trarne vantaggio. Pertanto, in questa situazione,
per migliorare il risultato è necessario non giocare razionalmente, ovvero non
giocare sempre le strategie di vincita minima o perdita massima.
Riassumendo, l’utilizzo dell’equilibrio di Nash come soluzione del gioco
ha cambiato la storia della teoria dei giochi, in quanto ci permette di raggiun-
gere una situazione di gioco “favorevole” a tutti i giocatori. Ad ogni modo, è
possibile evidenziare alcuni limiti dell’equilibrio di Nash:
• inefﬁcienza (Esempio 3.1.1);3.5 Giochi non cooperativi 45
• non unicità;
• non esistenza (Esempio 3.5.5).
Il modello di soluzione che abbiamo esaminato in questa sezione è privo di
un’analisi sull’aleatorietà delle possibili scelte dei giocatori ed è anche noto
come equilibrio di Nash per strategie pure. Un modello più complesso che sarà
deﬁnito di seguito è invece chiamato a strategie miste.
3.5.3 Strategie Miste
Deﬁnizione 3.5.6 Si chiama strategia mista, per un giocatore, una distribuzio-
ne di probabilità sull’insieme delle sue strategie pure.
Se l’insieme delle strategie pure è composto da n elementi, una strategia mista
si può indicare con un vettore x = (x1,x2,...,xn) con xi ≥ 0 e
n P
i=1
xi = 1. Per
un gioco a due giocatori, chiameremo l’insieme delle strategie miste del primo
giocatore con X e quello del secondo giocatore con Y .
Deﬁnizione 3.5.7 Dato un gioco G a due giocatori e a somma zero, in forma
normale, con matriceA, èdetta vincitaattesase ilgiocatoreI giocala strategia
mista x ∈ X e il giocatore II gioca la strategia y ∈ Y , la quantità:
A(x,y) =
n X
i=1
m X
j=1
xiaijyj = x
TAy. (3.8)
Anche in questo caso è possibile deﬁnire la vincita minima per il giocatore I,
se sceglie la strategia mista x ∈ X come:
v(x) = min
x∈X
￿
x
TAy
￿
= min
j
￿
x
TAj
￿
; (3.9)
e la perdita massima per il giocatore II se sceglie la strategia mista y ∈ Y
come:
v(y) = max
y∈Y
￿
x
TAy
￿
= max
i
{Aiy}; (3.10)
dove Aj e Ai sono la colonna j-esima e la riga i-esima di A e le seconde
uguaglianze derivano dal fatto che il minimo ed il massimo cercati si ottengono
con strategie pure.
L’obiettivo del giocatore I è quindi quello di massimizzare la sua vincita
minima v(x), ottenendo la quantità:
vI = max
x∈X
min
j
￿
x
TAj
￿
; (3.11)46 Teoria dei Giochi
e quello del giocatore II di minimizzarela sua massimaperditav(y), ottenendo
la quantità:
vII = min
y∈Y
max
i
{Aiy}. (3.12)
Deﬁnizione 3.5.8 La strategia mista x che permette al giocatore I di ottenere
vI è detta maximin, mentre la strategia mista y che permette al giocatore II di
ottenere vII è detta minimax. vI e vII sono detti invece, valori del gioco per i
giocatori I e II rispettivamente.
Teorema 3.5.9 Teorema del minimax (von Neumann 1928)
vI = vII. (3.13)
Il risultato più importante è però il seguente teorema.
Teorema 3.5.10 Qualsiasi gioco in cui ogni giocatore ha un numero ﬁnito di
strategie, ammette almeno un equilibrio di Nash in strategie miste.
Per questo motivo, anche i giochi che non presentano punti di equilibrio in
strategie pure, ne hanno sicuramente uno in strategie miste. Inoltre è possi-
bile che un gioco abbia punti di equilibrio sia in strategie pure che miste come
vedremo nel prossimo paragrafo.
3.5.4 Calcolo dell’equilibrio di Nash in strategie miste
Per capire come calcolare gli equilibri di Nash in strategie miste, in un gioco a
due giocatori si considera il seguente esempio.
Esempio 3.5.11 (Battagliadeisessi)Dueﬁdanzatidevonosceglieretraandare
al teatro (T) o alla partita (P). La ragazza (giocatore I) preferisce il teatro,
mentre il ragazzo (giocatore II) preferisce la partita, ma entrambi non hanno
interesse a restare da soli. Il seguente gioco può essere rappresentato in forma
caratteristica come riportato in Tabella 3.2. Come si può notare, questo gioco
I/II T P
T 2, 1 0, 0
P 0, 0 1, 2
Tabella 3.2. Battaglia dei sessi
presenta due punti di equilibrio di Nash in strategie pure, che sono le coppie di
strategie (T,T) e (P,P).3.6 Giochi Cooperativi 47
Procediamo ora al calcolo delle strategie miste per l’Esempio 3.5.11. Se il
giocatore I gioca la strategia mista (p,1−p) e il giocatore II gioca la strategia
(q,1 − q), la vincita attesa del giocatore I è data da:
vI(p) = 2pq +0(1−p)q +0p(1−q)+1(1−p)(1−q) = (3q −1)p−(q −1)
Il secondo termine non dipende da p, cioè dal giocatore I; si hanno quindi tre
casi:
3q − 1 > 0 ⇒ p = 1 (strategia pura)
3q − 1 = 0 ⇒ p qualsiasi
3q − 1 < 0 ⇒ p = 0 (strategia pura)
Analogamente, la vincita attesa per il giocatore II è data da:
vII(q) = 1pq+0(1−p)Q+0p(1−q)+2(1−p)(1−q) = (3p−2)q−2(p−1)
a cui corrispondono tre casi:
3p − 2 > 0 ⇒ q = 1 (strategia pura)
3p − 2 = 0 ⇒ q qualsiasi
3p − 2 < 0 ⇒ q = 0 (strategia pura)
Oltre agli equilibri di Nash in strategie pure (T,T) e (P,P), si ha un equilibrio
in strategie miste se:
3q − 1 = 0 ⇒ q =
1
3
3p − 2 = 0 ⇒ q =
2
3
portando al punto ￿￿
2
3
,
1
3
￿
,
￿
1
3
,
2
3
￿￿
.
3.6 Giochi Cooperativi
In un gioco cooperativo, alcuni giocatori, possono voler perseguire un ﬁne co-
mune, pertanto è possibile che alcuni di essi abbiano interesse ad associarsi per
migliorare il proprio guadagno. Pertanto deve essere possibile:
• permettere ai giocatori di comunicare e stipulare accordi tra loro;
• far rispettare gli accordi stipulati, deve esistere un’autorità accettata da
tutti i giocatori.48 Teoria dei Giochi
Un’ulterioresuddivisionedi giochi cooperativifa riferimento a come i giocatori
di una coalizione possono spartirsi la vincita ottenuta. A tal ﬁne si distinguono
due sottoclassi:
• giochi cooperativi senza pagamenti laterali (NTU);
• giochi cooperativi a pagamenti laterali (TU).
Per i giochi NTU, tutti i giocatori ricevono un payoff assegnato, in caso di
vincita. In un gioco TU, invece, i giocatori di una coalizione possono ripartirsi
la vincita in qualsiasi modo.
3.6.1 Giochi cooperativi senza pagamenti laterali
Questa tipologia di gioco è stata introdotta da Aumann e Peleg nel 1960. Ogni
giocatore utilizza le proprie strategie in accordo con gli altri giocatori con cui
ha formato una coalizione, ma consegue una vincita indipendentemente dagli
altri.
Deﬁnizione 3.6.1 Un gioco NTU è una coppia G = (N,V ) dove N è l’insieme
dei giocatorie V è la funzioneche ad ogni coalizioneS ⊂ N, associa l’insieme
dei payoff ammissibili per i giocatori di S, tali che:
• V (S) ⊂ RS
• V(S) è chiuso e non vuoto
3.6.2 Problema di contrattazione a due giocatori senza paga-
menti laterali
Un’applicazione dei giochi cooperativi NTU è data dal problema di contrat-
tazione a due giocatori (Nash, 1950). I due giocatori possono accordarsi per la
strategia da adottare e giocare qualunque elemento dello spazio delle strategie
X×Y . Sotto opportune ipotesi di compattezza dell’insiemedelle strategie pos-
sibilie di comportamentodellefunzioni di utilità, l’immaginedello spazio delle
utilitàè l’insieme V , chiuso e convesso (Figura 3.2). Al giocatore i-esimo si as-
segna un valore di riferimento di, i = 1,2, che generalmente, corrisponde alla
soluzione non cooperativa di Nash, e si deﬁnisce il punto d = (d1,d2), che cos-
tituisce il payoff dei giocatori nel caso non raggiungano un accordo. Si consid-
era quindi il sottoinsieme indicato con F = V ∩{(x1,x2) | x1 ≥ d1, x2 ≥ d2},
chiuso, convesso, limitato e non vuoto. Esso costituisce l’insieme dei payoff
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Figura 3.2. Problema di contrattazione a due giocatori
Deﬁnizione 3.6.2 Un problema di contrattazione a due giocatori è rappresen-
tato dalla coppia (F,d) con F ⊂ R2 chiuso, convesso, limitato e non vuoto, e
d = (d1,d2).
3.6.3 Soluzione assiomatica di Nash
UnasoluzioneΦ(F,d)di unproblemadicontrattazionea duegiocatori (F,d) ∈
C, dove C è l’insieme dei problemi di contrattazione, si determina con una
funzione Φ : C → R2 tale che Φ(F,d) ∈ F e che soddisfa i seguenti assiomi di
Nash:
1. efﬁcienza stretta: la soluzione appartiene alla frontiera paretiana stretta,
cioè non può essere migliorabile per ogni giocatore:
x ∈ F,x ≥ Φ(F,d) ⇒ x = Φ(F,d) (3.14)
2. razionalità individuale:
Φ(F,d) ≥ d (3.15)
con la relazione d’ordine di R2.
3. invarianza: la soluzione è invariante per le trasformazioni lineari, cioè
∀λ1,λ2 ∈ R> e ∀µ1,µ2 ∈ R, siano
ˆ F = {(λ1x1 + µ1,λ2x2 + µ2) | (x1,x2) ∈ F} (3.16)
e
ˆ d = (λ1d1 + µ1,λ2d2 + µ2) (3.17)
allora
Φ( ˆ F, ˆ d) = (λ1Φ1(F,d) + µ1,λ2Φ2(F,d) + µ2) (3.18)50 Teoria dei Giochi
4. simmetria: se F è simmetrico per i due giocatori, cioè entrambi possono
ottenere gli stessi payoff, (a,b) ∈ F ⇒ (b,a) ∈ F e d1 = d2, allora si
ha:
Φ1(F,d) = Φ2(F,d) (3.19)
5. indipendenza dalle alternative irrilevanti: se si elimina un sottoin-
sieme di F non contenente Φ(F,d), la soluzione resta invariata, cioè
d, Φ(F,d) ∈ G ⊂ F ⇒ Φ(G,d) = Φ(F,d). (3.20)
Teorema 3.6.3 Esiste un’unica funzione Φ : C → R2 che soddisfa gli assiomi
di Nash, quella che massimizza il prodotto di Nash:
Φ(F,d) = arg max
x1,x2∈F
{(x1 − d1)(x2 − d2) | x ∈ F} = NS. (3.21)
3.6.4 Giochi cooperativi a pagamenti laterali
I giochi cooperativi a pagamenti laterali (TU), sono stati introdotti da von Neu-
mann e Morgestern nel 1944. In un gioco TU, i giocatori possono stipulare
accordi vincolanti tra loro, ma, a differenza dei giochi NTU, possono ripartirsi
la vincita con un accordo al di fuori delle regole del gioco.
Deﬁnizione 3.6.4 Un gioco TU è una coppia G = (N,v), dove N è l’insieme
dei giocatori e v la funzione caratteristica, con v(∅) = 0.
Se i valori della funzione v sono negativi si ha un gioco di costi o cost game
(N,c), in cui si pone c = −v, in modo da operare con quantità non negative.
Deﬁnizione 3.6.5 UngiocoG = (N,v)sidicemonotonosev(S) ≤ v(T), ∀S ⊆
T.
Deﬁnizione 3.6.6 Un gioco G = (N,v) si dice convesso se vale una delle
seguenti condizioni equivalenti:
• v(s) + v(T) ≤ v(S ∪ T) + v(S ∩ T), ∀S,T ⊆ N;
• v(S ∪{i})−v(S) ≤ v(T)∪{i})−v(T), ∀S ⊂ T ⊆ N\{i}, ∀i ∈ N.
Deﬁnizione 3.6.7 Un gioco G = (N,v) si dice semplice se le coalizioni pos-
sonoassumeresoloi valori0 e1. Seuna coalizioneha valore1 èdetta vincente,
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Deﬁnizione 3.6.8 Un gioco G = (N,v) si dice coesivo se per ogni partizione
di N, {S1,S2,...,Sk} si ha:
k X
i=1
v(Si) ≤ v(N) (3.22)
Le soluzioni di un gioco TU possono essere raggruppate in due categorie:
• Soluzioni insiemistiche che individuano un insieme di vettori di payoff
che ripartiscono il valore del gioco tra tutti i giocatori;
• Soluzioni puntuali che individuano una sola ripartizione ottimale e che
quindi riprendono l’idea classica di soluzione di un problema.
3.6.5 Soluzioni insiemistiche di un gioco TU
Un idea per dividere le vincite del gioco tra i membri di una coalizione, può
essere quella di risolvere un sottogioco ristretto ai giocatori di ciascuna coali-
zione, oppure quella di suddividere, in parti uguali, la vincita, trascurando il
contributo dei singoli giocatori della coalizione. Tuttavia esistono metodi più
complessi che meglio tengono conto del ruolo svolto da ciascun giocatore e che
deﬁniscono altri concetti di soluzione.
Deﬁnizione 3.6.9 Dato un gioco G = (N,v) si dice imputazionedel valore del
gioco o soluzione del gioco, un vettore x = (x1,x2,...,xn) tale che:
X
i∈N
xi = v(N) (3.23)
xi ≥ v(i), i = 2,...,n (3.24)
La prima espressione identiﬁca l’ipotesi di efﬁcienza, mentre la seconda quella
di razionalità individuale dei membri della coalizione. Nel caso di cost game,
la razionalità individuale richiede xi ≤ c(i).
L’insieme di tutte le imputazioni si indica con E(v).
Deﬁnizione 3.6.10 Se per un gioco G = (N,v) si ha:
X
i∈N
v(i) = v(N) (3.25)
allora E(v) ha come unico elemento x = (v(1),v(2),...,v(n)) ed il gioco è
detto inessenziale. In caso contrario il gioco è detto essenziale.52 Teoria dei Giochi
Per l’ipotesi di razionalità individuale, un’imputazione deve assegnare, ad ogni
giocatore, almeno quanto egli riuscirebbe ad ottenere non coalizzandosi. Per
questo motivo, ogni concetto di soluzione dovrà soddisfare questa condizione,
ovvero dovrà essere un’imputazione. Se il gioco è essenziale, esistono, però,
più imputazioni possibili e si ripresenta il problema di scegliere la soluzione.
L’ipotesi 3.23, afferma che la somma degli elementi di ogni imputazione è
costante. Per questo motivo, se due imputazioni x e y sono distinte, esiste al-
meno un giocatore k per cui xk > yk e almeno un giocatore h per cui xh < yh.
Deﬁnizione 3.6.11 Date x,y ∈ E(v) e una coalizione S, si dice che x domina
y mediante S, e si indica con x ￿S y, se
• xi > yi ∀i ∈ S
• x(S) ≤ v(S) dove x(S) =
P
i∈S xi
Deﬁnizione 3.6.12 Date x,y ∈ E(v) si dice che x domina y, e si indica con
x ￿ y, se esiste almeno una coalizione S, tale che x ￿S y.
3.6.6 Insiemi stabili
Un insieme stabile deﬁnisce un primo concetto di soluzione per un gioco TU,
privilegiando alcune imputazioni rispetto ad altre.
Deﬁnizione 3.6.13 Un insieme V ⊂ E(v) si dice stabile se:
• dati x,y ∈ E(v) si ha x 6￿ y e viceversa ⇒ stabilità interna
• dato x 6∈ V, ∃y ∈ V per il quale si ha y ￿ x ⇒ stabilità esterna.
Un insieme stabile contiene la soluzione del gioco ma la decisione dipende da
altre informazioni del gioco, non espresse dalla forma caratteristica.
3.6.7 Nucleo
Il nucleo è considerato il concetto di soluzione insiemistica più interessante per
numerose classi di giochi TU. Introdotta da Gillies nel 1953, l’idea di base con-
sistenelconsiderareilcomportamentodelleimputazionirispettoallecoalizioni,
richiedendo che sia veriﬁcata l’ipotesi di razionalià per ogni coalizione:
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Deﬁnizione 3.6.14 Si dice nucleo di un gioco, l’insieme:
C(v) = {x ∈ E(v) | x(S) ≥ v(S), ∀S ⊂ N} (3.27)
Nel caso di un cost game (N,c) la razionalitàdella coalizione richiede x(S) ≤
c(S), ∀S ⊂ N.
Le imputazioni non dominate costituiscono il nucleo del gioco e quindi rapp-
resentano delle possibili soluzioni. Il nucleo potrebbe, però, essere vuoto. In
questo caso le coalizioni saranno caratterizzate da un certo grado di instabilità.
Risulta quindi interessante capire se un gioco ha o meno nucleo non vuoto.
Deﬁnizione 3.6.15 Una collezione B = {S1,S2,...,Sm} di sottoinsiemi di
N è detta bilanciata se esistono m numeri non negativi y1,y2,...,ym, detti
coefﬁcienti di bilanciamento, tali che:
X
Sj3i
yj = 1 ∀i ∈ N. (3.28)
Deﬁnizione 3.6.16 Una collezione bilanciata è detta minimale se nessuna sot-
tocollezione è bilanciata.
Deﬁnizione 3.6.17 Ungiocoèdettobilanciatose, perognicollezionebilancia-
taminimaleB = {S1,S2,...,Sm}concoefﬁcientidibilanciamentoy1,y2,...,ym,
si ha:
m X
j=1
yjv(Sj) ≤ v(N). (3.29)
Inoltre si possono deﬁnire le seguenti proprietà:
• Una collezione bilanciata è minimale se e solo se i coefﬁcienti di bilanci-
amento sono unici.
• Le collezioni bilanciate non dipendono dalla funzione caratteristica, ma
solo da N.
• Ogni collezione bilanciata è unione di collezioni bilanciate minimali.
Teorema 3.6.18 (Bondareva - Shapley) Un gioco TU G = (N,v) ha nucleo
non vuoto se e solo se è bilanciato.
Per questo motivo un gioco a nucleo non vuoto viene anche detto bilanciato.
Oltre a dire se un gioco ha nucleo non vuoto, il teorema 3.6.18 risulta par-
ticolarmente utile per dimostrare che un gioco ha nucleo vuoto, in quanto è
sufﬁciente trovare una collezione bilanciata che non veriﬁca la 3.29.54 Teoria dei Giochi
3.6.8 Soluzioni puntuali di un gioco TU
LesoluzionipuntualidiungiocoTUsonoanchedeﬁnitecome“indicidipotere”
poiché permettono di identiﬁcare il potere di ogni giocatore all’interno del
gioco.
3.6.9 Il valore di Shapley
Questo concetto di soluzione si basa sul valore che ogni giocatore è in grado
di aggiungere alle possibili coalizioni a cui appartiene, ovvero il suo contributo
marginale.
Deﬁnizione 3.6.19 Si chiama valore di Shapley il vettore φ(v), la cui compo-
nente i-esima φi identiﬁca il contributo marginale medio del giocatore i-esimo
rispetto alle possibili permutazioni dei giocatori:
φi(v) =
1
n!
X
π
[v(P(π,i) ∪ {i}) − v(P(π,i))] (3.30)
dove n = |N|, π è una permutazione di N e P(π,i) è l’insieme dei giocatori
che precedono i nella permutazione π.
Il valore di Shapley per un gioco TU esiste ed è unico. Inoltre, se il gioco è
subadditivo questo valore è un’imputazione in quanto veriﬁca:
X
i∈N
φi(v) = v(N) (3.31)
φi(v) ≥ v(i) ∀i ∈ N (3.32)
Nella precedente sezione è stato presentato il concetto di soluzione insiemisti-
ca, come imputazione appartenente al nucleo. Se il gioco è convesso (concavo
nel caso di cost game) il valore di Shapley è un elemento del nucleo. In gen-
erale, applicando la deﬁnizione, il valore di Shapley risulta molto difﬁcile da
calcolare. A tal ﬁne, è infatti necessario determinare i contributi marginali dei
giocatori in tutte le possibili coalizioni ordinate, che sono n! (es. per 10 gioca-
tori è necessario considerate 10! = 3.628.800 permutazioni per ogni giocatore).
Una sempliﬁcazione si può ottenere considerando tutte le 2n −1 coalizioni non
vuote, e per ciascuna considerare ogni giocatore comel’ultimo arrivato e pesare
il suo contributo marginale con le permutazioni degli altri giocatori, facenti e
non, parte della coalizione. In questo modo si ottiene la seguente espressione:
φi(v) =
X
S⊆N, i∈S
(s − 1)!(n − s)!
n!
[v(S) − v(S\{i})] (3.33)
Utilizzando l’espressione (3.33), nel caso di 10 giocatori si considerano quindi,
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3.7 Applicazione della teoria dei giochi
In questo capitolo sono stati introdotti i concetti che stanno alla base della teo-
ria dei giochi e gli strumenti matematici per risolvere un problema per mezzo
di questa teoria. Molte situazioni, nella vita reale, possono essere rappresentati
in forma di gioco. Alcuni degli ambiti in cui la teoria dei giochi trova appli-
cazione sono quello economico e politico: grandi marchi che competono per
la supremazia nel mercato o candidati politici che competono per ottenere il
voto, sono esempi di situazioni di gioco con diversi giocatori e diverse strategie
da adottare. Sono state inoltre identiﬁcate due importanti classi di giochi, in
base alla possibilità dei giocatori di comunicare e stipulare accordi tra loro. In
molti casi un gioco cooperativo può essere conveniente a tutti i giocatori, che
accordandosi possono ottenere guadagni maggiori rispetto a quelli che avreb-
bero ottenuto giocando individualmente. Nel seguito, sarà illustrata un’altra
situazione in cui la teoria dei giochi trova applicazione. Questo ambito riguar-
da il problema della classiﬁcazione dei pacchetti video, con codiﬁca MD, in reti
P2P. Questa tesi si propone di utilizzare la teoria dei giochi, ed in particolare i
giochi con coalizioni, per migliorare le prestazioni ottenute dagli algoritmi di
classiﬁcazione precedenti. In particolare, nel prossimo capitolo sarà deﬁnito il
meccanismo di accesso DiffServ ed introdotte le classi di servizio da esso sup-
portate. Queste classi, rappresenteranno le possibili strategie che potranno es-
sere adottate dai giocatori del gioco, ovvero i pacchetti delle diverse descrizioni
del ﬂusso video.56 Teoria dei GiochiCapitolo 4
Differentiated Services
4.1 Introduzione
In questo capitolo si introduce un particolare meccanismo di accesso alla rete
chiamatoDifferentiatedService(DiffServ),chepermettedideﬁnirediverseclas-
si di Servizio (QoS) che saranno utilizzate per la classiﬁcazione dei pacchet-
ti video. In seguito deﬁniremo il protocollo srTCM (single rate Three Color
Marker) utilizzato da DiffServ per implementare la classiﬁcazione utilizzando
tre differenti livelli di priorità.
4.2 Qualità del servizio (QoS)
Prima di deﬁnire un meccanismo per la classiﬁcazione dei pacchetti video è
necessario deﬁnire cosa si intende per qualità del servizio (QoS) ed in partico-
lare per classe di servizio (CoS). Il Termine QoS è oggi utilizzato con una vasta
varietà di signiﬁcati. I service providers utilizzano il termine QoS per indicare
l’efﬁcienza del servizio offerto, mentre, per un utente comune, QoS indica la
disponibilitàdel servizio richiesto. L’introduzionedi reti basatesullapossibilità
di offrire diversi livelli di QoS è nata dall’idea di poter differenziare e misurare
le caratteristiche di ogni comunicazione e, per ognuna di esse, garantire un
dato livello di qualità. Il gestore di rete garantisce, ad ogni utente, il corret-
to trasferimento delle informazioni in accordo con i parametri stabiliti in fase
di negoziazione delle caratteristiche richieste. I requisiti della comunicazione
sono generalmente indicati dall’utente in termini di banda necessaria, ritardo
massimo consentito e percentuale di pacchetti persi. Le richieste dell’utente
saranno quindi approvate nel caso in cui esse possano essere supportate dalla
rete valutando eventuali congestioni sui link. La rete dovrà quindi garantire i
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Per classe di servizio (CoS) si intende un meccanismo di gestione del trafﬁ-
co nella rete attraverso la distinzione di diverse tipologie di trafﬁco. Categorie
di servizi ed applicazioni con caratteristiche di trafﬁco differenti (es. e-mail,
video streaming, trafﬁco voce, ﬁle sharing) sono suddivise in classi e ad ognu-
na di esse è assegnato un diverso livello di priorità di servizio. A differenza del
concetto di qualità del servizio, CoS non garantisce determinate caratteristiche
in termini di banda disponibile o ritardo massimo consentito, ma deﬁnisce so-
lamente il livello di priorità rispetto agli altri ﬂussi di dati presenti nella rete.
QoS e CoS possono quindi essere considerati come due parametri distinti [?],
con i quali la rete cerca di offrire il miglior servizio possibile ad una data cate-
goria di trafﬁco in accordo con il continuo cambiamento delle condizioni della
rete. Nella prossima sezione saranno deﬁnite meglio quali sono le richieste
dell’utente e come avviene la negoziazione del servizio con il gestore di rete.
4.3 Service Level Agreement (SLA)
Con il termine service level agreement (SLA) si intende un contratto tra il ge-
store di rete e l’utente che, in questo contesto, diventa un cliente della rete.
Questo contratto permette di descrivere i servizi che la rete è in grado di of-
frire al cliente e di parametrizzare quanto quest’ultimo è disposto a pagare per
usufruirne. Lo SLA viene quindi negoziato quando l’utente effettua la richiesta
di un nuovo servizio o intende modiﬁcare le caratteristiche di un servizio già
a sua disposizione. Stipulato il contratto, ogni connessione per un dato utente
avràlecaratteristichedeﬁniteedapprovateinfasedinegoziazione. Glielementi
che caratterizzano lo SLA sono generalmente i seguenti:
1. Lato cliente:
• Speciﬁche di trafﬁco: caratterizzazione del trafﬁco che l’utente
può inoltrare nella rete. Questo generalmente si traduce in un op-
portuno dimensionamento dei buffer di ricezione al caso peggiore.
• Garanzia: descrizione delle garanzie sulle speciﬁche di trafﬁco
deﬁnite e livello di servizio garantito.
• Prezzo da pagare per usufruire del servizio
2. Lato gestore di rete:
• Descrizione del servizio: descrizione del servizio offerto al cliente
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• Descrizione della qualità: caratterizzazione delle risorse di rete
riservateall’utenteedeﬁnizionedeiparametriquantiﬁcabilidelservizio
(es. throughput, delay. jitter, tempo di risposta).
• Disponibilità del servizio: deﬁnizione di eventuali interruzioni del
servizio (es. link guasti) e degradazioni temporanee del servizio (es.
alcune risorse sono momentaneamente inutilizzabili o non raggiun-
gibili).
• Supporto tecnico: livellodisupportogarantitoeprezzo perusufruirne
(es. disponibilità telefonica e prezzo per la chiamata).
• Rimborso: Quantitativo di denaro eventuale pagato dal gestore di
retealclienteperoccasionaliinterruzioniodegradazionidelservizio.
4.4 Differentiated Services
Differentiated Services (DiffServ) è un meccanismo in base al quale il gestore
di rete è in grado di offrire diversi livelli di QoS a diversi ﬂussi di trafﬁco.
L’idea del modello DiffServ è quella di fornire un certo grado di granularità
alla qualità del servizio dei diversi ﬂussi che attraversano la rete. Questi ﬂus-
si saranno poi raggruppati in diverse classi di servizio. Ad ogni pacchetto è
quindi assegnata una data classe di servizio che sarà mappata all’interno di un
campo dell’intestazione del pacchetto IP o RTP chiamato DiffServ Code Point
(DSCP). All’interno della rete, la classe di appartenenza si traduce in un de-
terminato meccanismo di scheduling e routing chiamato Per Hop Behaviour
(PHB). Il meccanismo di scheduling indica un insieme di regole che deﬁnis-
cono l’importanza di una classe rispetto alle altre. Queste regole caratterizzano
il quantitativo di risorse dedicate al trafﬁco appartenente ad una data classe ed
identiﬁcano il comportamento dei nodi interni alla rete per quel ﬂusso, in caso
di congestione. Le caratteristiche principali del meccanismo di classiﬁcazione
sono le seguenti:
• la classiﬁcazione dei pacchetti avviene solo al momento dell’ingresso dei
pacchetti nella rete;
• i meccanismi si scheduling e routing dei pacchetti sono basati solo sul
valore del campo DSCP che ne identiﬁca le classi di appartenenza;
• nessuna risorsa è pre-allocata all’interno della rete per una determinata
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4.4.1 Trafﬁc Conditioning Agreement (TCA)
Nella sezione 4.3 è stato deﬁnito il concetto di SLA. Nel modello DiffServ esso
però assume un signiﬁcato diverso. DiffServ non è un servizio che un cliente
acquista ma è un meccanismo che il gestore di rete utilizza per garantire uno o
più servizi. Per questo motivo, è stato deﬁnito il concetto di Trafﬁc Condition-
ing Agreement (TCA). Esso svolge l’azione di ﬁltro per i diversi ﬂussi di trafﬁco
nella rete separando e classiﬁcando i pacchetti appartenenti a diverse classi di
servizio. TCA, inoltre, fa uso di un insieme di parametri che speciﬁcano le re-
gole per effettuare la classiﬁcazione. Questi parametri sono noti come Trafﬁc
Conditioning Speciﬁcation (TCS).
4.4.2 Domini di servizio nel modello DiffServ
Un dominio DiffServ è un insieme di nodi che operano seguendo una polit-
ica comune di classiﬁcazione e di comportamento da seguire per i pacchetti
appartenenti a diverse classi di servizio. Un dominio DiffServ è composto da
due diverse classi di nodi: i nodi di accesso e i nodi interni alla rete. I no-
di di accesso si occupano di classiﬁcare i pacchetti al loro ingresso nella rete,
ovvero impostare il valore del campo DSCP. I nodi interni alla rete utilizzano
una diversa politica di scheduling ed instradamento per i vari pacchetti in base
alla loro classe di appartenenza. Questa politica è chiamata Per Hop Behaviour
(PHB) ed è in corrispondenza biunivoca con il valore del campo DSCP. I nodi
di accesso, si occupano inoltre di collegare un dominio DiffServ con un altro
dominio DiffServ o non DiffServ. I nodi interni invece possono essere collegati
soltanto ad altri nodi appartenenti allo stesso dominio di amministrazione (vedi
Figura 4.1).
4.4.3 Regioni DiffServ
Una regione DiffServ è composta da uno o più domini DiffServ contigui. I do-
mini che compongono una regione DiffServ possono supportare diversi PHB e
persino diverse mappe DSCP → PHB. La deﬁnizione dei diversi PHB per i vari
domini è contenuta all’interno del TCA dove saranno indicate le differenze di
comportamento dei nodi interni alla rete a seconda del dominio di appartenen-
za. La classiﬁcazione dei pacchetti è invece effettuata all’interno dei nodi di
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Figura 4.1. Struttura di un dominio DiffServ ed interconnessione di più domini.
4.4.4 Proﬁli di trafﬁco
Ilproﬁloditrafﬁcodeﬁnisceleregoleperdeterminareseunparticolarepacchet-
to è conforme o meno alle speciﬁche deﬁnite all’interno del TCS. Un esempio
di proﬁlo è il seguente:
DSCP = X ⇒ token bucket b, r
Questo proﬁlo indica che le caratteristiche di tutti i pacchetti marcati con code-
point X saranno confrontate con i valori di rate r e di buffer b deﬁnite all’inter-
no del TCA. Un esempio più concreto sarà deﬁnito nel seguito del capitolo con
l’introduzione del protocollo srTCM. I pacchetti che non rispettano le speci-
ﬁche potranno essere messi in coda, in attesa che rispettino i requisiti (shaped),
scartati (policed) o riclassiﬁcati con un diverso codepoint (re-marked). L’-
operazione di riclassiﬁcazione consiste nel deﬁnire un nuovo codepoint che
corrisponde ad una classe di servizio a più bassa priorità.62 Differentiated Services
4.4.5 Un nodo DiffServ
Un nodo appartenente ad un dominio DiffServ deve essere in grado di imple-
mentare sia le operazioni di classiﬁcazione dei pacchetti (nodi di accesso), sia
di separazione dei ﬂussi di trafﬁco appartenenti a diverse classi di servizio.
Per questi motivi, un nodo o router della rete è composto da due componenti
principali (Figura 4.2):
• Trafﬁc Conditioning (TC) con il compito di svolgere le principali opera-
zioni di controllo e classiﬁcazione dei pacchetti.
• Per Hop Behaviour (PHB) con il compito di separare i pacchetti apparte-
nenti a diverse classi di servizio e per ognuna di esse implementare un
diverso meccanismo di forwarding del trafﬁco.
Figura 4.2. Schema dei blocchi principali contenuti all’interno di un nodo DiffServ e
loro interconnessioni logiche.
4.4.6 Il blocco di Trafﬁc Conditioning (TC)
In un modello DiffServ, il blocco TC ha diversi compiti in funzione del tipo
di nodo in cui risiede. In un nodo di accesso esso ha il compito di classiﬁcare4.4 Differentiated Services 63
i pacchetti seguendo le regole speciﬁcate all’interno del TCA. In un nodo in-
terno alla rete, invece, il blocco TC separa il ﬂusso di trafﬁco, raggruppando i
pacchetti appartenenti alla stessa classe di servizio. Le funzioni principali del
blocco TC sono quindi:
1. classiﬁcazione dei pacchetti;
2. analisi del trafﬁco.
Classiﬁcazione dei pacchetti
Lapoliticadiclassiﬁcazionedei pacchettideﬁniscediverseclassidiservizio per
diversi ﬂussi di trafﬁco che possono attraversare i nodi di un dominio DiffServ.
Si possono deﬁnire due diverse tipologie di classiﬁcatori:
• Behaviour Aggregate (BA)
• Multi-Field (MF)
Il classiﬁcatore BA separa i pacchetti dello stream soltanto in base al valore
contenuto all’interno del campo DSCP. Questo valore è l’unico elemento di cui
necessitano i nodi interni alla rete per distinguere le diverse classi di servizio ed
applicare diversi PHB. Il classiﬁcatore MF classiﬁca i pacchetti anche in base
a più campi contenuti all’interno dell’header del pacchetto (es. sorgente, des-
tinazione, numeri di porta ed altre informazioni). Entrambi i classiﬁcatori de-
vonoessere conﬁgurati attraversoprocedure cherispettanolespeciﬁche deﬁnite
all’interno del TCA.
Analisi del trafﬁco
Il blocco di analisi del trafﬁco, oltre a separare i pacchetti appartenenti a diverse
CoS, si occupa di veriﬁcare che la classiﬁcazione sia ancora valida, ovvero
rispetti le speciﬁche deﬁnite nel TCA. Questo blocco è composto da un insieme
di componenti, ognuno con una precisa funzione:
• Meter: questocomponentehailcompitodimisurareiratedeivaristream
di trafﬁco appartenenti a diverse classi di servizio e di confrontarli con i
proﬁli di trafﬁco speciﬁcati nel TCA.
• Marker: essoha ilcompitodi impostareo modiﬁcareil valoredel campo
DSCP. In un nodo di accesso alla rete, il marker deﬁnisce il codepoint
per la prima volta in fase di classiﬁcazione. In un nodo interno alla rete,
invece, ricevuteleinformazionidalbloccodimeter, ilmarkerpuòoperare
una riclassiﬁcazione dei pacchetti che non rispettano il proﬁlo di trafﬁco
imposto dalla classiﬁcazione precedente.64 Differentiated Services
• Shaper: questo blocco offre un’alternativa alla riclassiﬁcazione. Esso si
occupa di ritardare la trasmissione di uno o più pacchetti che non rispet-
tano il proﬁlo di trafﬁco assegnatogli. In questo modo i pacchetti torner-
anno a essere conformi alla loro classe di appartenenza. I pacchetti che
non rispettano le speciﬁche saranno quindi posti in una coda in attesa di
essere trasmessi. Se la coda è piena i nuovi pacchetti in arrivo saranno
scartati dal blocco di dropper.
• Dropper: esso ha il compito di scartare uno o più pacchetti che non
rispettano il proﬁlo di trafﬁco nel caso non siano possibili né riclassiﬁ-
cazioni, né operazioni di shaping.
Lo schema degli elementi dei blocchi di classiﬁcazione e analisi sono illustrati
in Figura 4.3.
Classifier Marker Shaper Dropper
METER
Packets
Figura 4.3. Modello logico delle operazioni di classiﬁcazione dei pacchetti ed analisi
del trafﬁco
4.4.7 Per Hop Behaviour (PHB)
Un Per Hop Behaviour (PHB) rappresenta una descrizione del comportamen-
to che un nodo DiffServ assume nei confronti del trafﬁco appartenente ad una
determinata classe di servizio. Ognuno di questi comportamenti è chiamato
Behaviour Aggregate (BA). Un PHB associa quindi, ad una classe di servizio,
caratteristiche speciﬁche di allocazione di banda, probabilità di perdita di pac-
chetti, ritardi di trasmissione e jitter. Il compito di un nodo è quindi quello
di allocare le opportune risorse per ogni BA implementato al suo interno. Un
esempio di PHB consiste nel garantire una minima allocazione di banda X, al
trafﬁcoappartenenteadunadataCoS. Labandaineccesso suivarilinkpotràpoi
rimanere inutilizzata o essere suddivisa proporzionalmente tra i diversi BA. Un
PHB deve essere inoltre speciﬁcato in termini di priorità rispetto agli altri PHB
implementati in un nodo e PHB con caratteristiche analoghe sono raggruppati4.5 srTCM 65
Figura 4.4. Struttura di un PHB all’interno di un nodo della rete
in gruppi (Figura 4.4). PHB appartenenti ad uno stesso gruppo condividono
stesse politiche di scheduling e gestione dei buffer nella rete. In generale, un
PHB può essere implementato in vari modi all’interno di in nodo e può cor-
rispondere ad uno o più valori di DSCP. In ogni caso, tutti i codepoint disponi-
bili devono essere associati ad un solo PHB. I codepoint non mappati saranno
assegnati ad un PHB di default.
4.5 srTCM
In questa sezione si introduce un componente utilizzato dal meccanismo Diff-
Serv che adotta una determinata politica di analisi del trafﬁco e classiﬁcazione
dei pacchetti all’interno della rete. Questo protocollo è noto con il nome di
single rate Three Color Marker (srTCM). Questo modello speciﬁca il funzion-
amento del blocco TC, introdottonelleprecedenti sezioni, e descrivein maniera
dettagliata le operazioni di metering e marking dei pacchetti. Esso utilizza tre
diverse classi di servizio che sono rappresentate da tre diversi colori:
• Rosso: classe a minor priorità
• Giallo: classe a priorità intermedia
• Verde: classe a maggior priorità
La classiﬁcazione dei pacchetti avviene utilizzando un modello di tipo token
bucket per l’analisi del trafﬁco. Il modello token bucket modella la capacità
del link tramite un budget di trasmissione rappresentato da dei gettoni (token) a
disposizione dei pacchetti. La trasmissione di 1 byte di 1 pacchetto comporterà
il costo di un gettone che verrà tolto dal contenitore (bucket). Nel caso in cui66 Differentiated Services
il contenitore risulti vuoto nessun altro byte può essere trasmesso ﬁntanto che
il contenitore non si riempie di nuovo. Il bucket viene riempito periodicamente
a seconda del rate di trasmissione supportato. Questo contenitore è usato per
rappresentare il buffer di ricezione opportunamente dimensionato in funzione
della dimensione media dei pacchetti e del rate di trafﬁco stabilito in fase di
negoziazione tra gestore della rete ed utente. L’analisi dei pacchetti avviene
quindiattraversol’utilizzodell’informazioneportatadatreparametriprincipali:
• Committed Information Rate (CIR): esso rappresenta il rate medio di
trafﬁco ed è espresso in byte al secondo.
• Committed Burst Proﬁle (CBS): questo parametro indica la dimensione
massima,espressainbyte, cheilbufferdiricezionepuòraggiungereentro
la quale i pacchetti rispettano le regole imposte dal proﬁlo di trafﬁco.
• Excess Burst Size (EBS): questo parametro, espresso in byte, deﬁnisce
la massima dimensione che il buffer di ricezione può raggiungere prima
di indicare che che il trafﬁco trasmesso non è conforme alle speciﬁche
negoziate.
I valori di CBS ed EBS, inoltre non devono mai essere nulli ed il minimo valore
chepossonoassumentedeveesseremaggioreougualeallamassimadimensione
che un pacchetto può raggiungere. Il funzionamento di base è ora il seguente:
nel caso in cui, dopo l’inserimento del pacchetto nel buffer, la dimensione di
quest’ultimo è contenuta entro il valore di CBS, il pacchetto sarà classiﬁcato
come verde; se invece la dimensione del buffer risulta superiore al valore di
CBS ma inferiore a quello di EBS, il pacchetto sarà classiﬁcato come giallo;
inﬁne se la dimensione è maggiore del valore di EBS, il pacchetto sarà classiﬁ-
cato come rosso. Di seguito sono descritte in modo dettagliato le operazioni di
meternig e buffering per il modello srTCM.
4.5.1 Metering e Marking
Il blocco di Meter può operare in due diversi modi a seconda che un pacchetto
sia stato o meno già classiﬁcato precedentemente. Nel caso in cui un pacchetto
non sia ancora stato classiﬁcato, il meter funziona in un modo chiamato color-
blind. Se invece un pacchetto è stato precedentemente classiﬁcato da un’altra
entità esso lavora nella tipologia color-aware. Il funzionamento del blocco di
Meter è speciﬁcato dai parametri di due token bucket C ed E, che condividono
lo stessorate deﬁnito dal valoredel CIR. Ledimensionidei duebufferdi gettoni
sono però differenti: il primo modello utilizza un buffer di dimensione pari a
CBS, mentre il secondo token bucket utilizza un buffer di dimensione EBS.4.5 srTCM 67
I due buffer dei modelli C ed E sono supposti inizialmente pieni: Tc(0) =
CBS, Te(0) = EBS. Successivamente, i valori di Tc e Te, che rappresentano
il contenuto dei due buffer in un certo istante, sono aggiornati CIR volte al
secondo nel seguente modo:
if Tc < CBS then Tc = Tc + 1
else if Te < EBS then Te = Te + 1
else Tc e Te rimangono inalterati
Questa prima parte dell’algoritmo è comune alle due tipologie di funziona-
mento. Nella seconda parte dell’algoritmo si utilizza anche il blocco di Marker,
che ricevute le informazioni dal Meter può procedere con la classiﬁcazione dei
pacchetti. Nel caso in cui il modello srTCM funzioni nella modalità color-
blind, quando un pacchetto di B byte arriva in un nodo a procedura adottata è
la seguente:
if(Tc − B ≥ 0) then Tc = Tc − B e il pacchetto è classiﬁcato come verde
else if(Te − B ≥ 0) then Te = Te − B e il pacchetto è classiﬁcato come giallo
else Tc e Te invariati ed il pacchetto è classiﬁcato come rosso
Nel caso in cui il modello srTCM sia conﬁgurato nella modalità color-
aware, quando un pacchetto di B byte arriva in un nodo a procedura adottata è
la seguente:
if(pacchetto verde and Tc − B ≥ 0) then
Tc = Tc − B e il pacchetto rimane classiﬁcato come verde
else if(pacchetto verde or pacchetto giallo and Te − B ≥ 0) then
Te = Te − B e il pacchetto è riclassiﬁcato come giallo
else Tc e Te invariati ed il pacchetto è riclassiﬁcato come rosso
In questo secondo modello, i gettoni del buffer di dimensioneCBS sono ge-
neralmenteutilizzatiperipacchetti classiﬁcaticon ilcoloreverde, mentrequelli
del buffer di dimensione EBS sono utilizzati per i pacchetti di colore giallo. Il
modello srTCM trova utilizzo per implementare un servizio in cui i pacchetti
non hannotuttilastessaimportanza, maci sonopacchetti chedevononecessari-
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(pacchetti verdi) e pacchetti che invece, se necessario, possono essere scartati
per far spazio a quelli di priorità maggiore (pacchetti gialli e rossi). Il modello
che sarà trattato nel prossimo capitolo e che rappresenta l’obiettivo di ques-
ta tesi, utilizza un modello srTCM in conﬁgurazione color-aware, con alcune
modiﬁche, per permettere una classiﬁcazione iniziale dei pacchetti al momento
del loro ingresso nella rete, basata sull’utilizzo della teoria dei giochi illustrata
nel Capitolo 3.Capitolo 5
Applicazione della teoria dei giochi
cooperativi alla classiﬁcazione di
video a descrizioni multiple
5.1 Introduzione
Nel secondo capitolo è stata introdotta la tipologia di codiﬁca a descrizioni
multiple (MDC) per sequenze video in reti peer to peer. Questa codiﬁca si
è rivelata particolarmente efﬁciente per trasmettere sequenze video attraverso
canali affetti da perdite. Nel quarto capitolo, invece, è stato deﬁnito un parti-
colare meccanismo chiamato DiffServ che permette di classiﬁcare i pacchetti
all’interno della rete in base al loro livello di importanza. Lavori di studio
precedenti, hanno dimostrato come la differenziazione delle classi di servizio
per i vari pacchetti possa portare ad un miglioramento delle prestazioni della
codiﬁca MD [17] [18]. Questo lavoro di tesi si propone di unire i vantaggi
della codiﬁca MD, all’utilizzo di diverse classi di servizio, attraverso l’intro-
duzione di algoritmi efﬁcienti di classiﬁcazione per i pacchetti appartenenti alle
diverse descrizioni. L’idea per lo sviluppo di questi algoritmi è stata quella di
deﬁnire il problema di classiﬁcazione dei pacchetti attraverso diverse tipologie
di gioco, secondo la teoria deﬁnita nel terzo capitolo. Per ognuno di questi
modelli, le descrizioni della codiﬁca MD avranno il ruolo di giocatori e le clas-
si di servizio del meccanismo DiffServ rappresenteranno le possibili strategie
da adottare. Deﬁniti i giocatori e le strategie, la soluzione del gioco consiste
nell’assegnare ad ogni giocatore la strategia migliore, ovvero ad ogni pacchetto
la miglior classiﬁcazione possibile. Di seguito saranno descritti nel dettaglio i
sistemi di codiﬁca e decodiﬁca utilizzati.70 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
5.2 Schema di trasmissione
Lo schema adottato può essere suddiviso in due stadi: codiﬁca e decodiﬁca. Lo
stadio di codiﬁca consiste nel suddividere la sequenza video originale in quat-
tro descrizioni che saranno poi codiﬁcate separatamente da quattro codiﬁca-
tori H.264/AVC indipendenti1. I pacchetti RTP (Real-Time Transport Protocol)
prodotti, saranno poi classiﬁcati ed inoltrati nella rete. Nel blocco di decodi-
ﬁca, si utilizzano quattro decodiﬁcatori H.264/AVC, uno per ogni descrizione,
ed un’unità di error concealment, indicata come MD concealment in Figura
5.3, con il compito di stimare e ricostruire eventuali pacchetti persi in alcune
descrizioni da quelli ricevuti correttamente. Di seguito saranno deﬁniti meglio
gli stadi di codiﬁca e decodiﬁca, descrivendo nel dettaglio i blocchi principali
di cui sono composti.
5.2.1 Codiﬁca
Generazione
4 Descrizioni
Codificatore 
H. 264/AVC
Codificatore 
H. 264/AVC
Codificatore 
H. 264/AVC
Codificatore 
H. 264/AVC
Classifi-
catore
Canale1
Canale2
Canale3
Canale 4
Figura 5.1. Schema di codiﬁca di una sequenza video MD a quattro descrizioni, con
classiﬁcazione dei pacchetti.
Lo stadio di codiﬁca è illustrato in Figura 5.1. La prima operazione da com-
piere sulla sequenza video originale consistenel generare le quattro descrizioni,
1È opportuno notare come in questo caso la complessità computazionale non cambia. I
quattro codiﬁcatori infatti elaborano un quarto dei dati elaborati da un singolo codiﬁcatore in
una codiﬁca standard. La suddivisione in 4 codiﬁcatori e decodiﬁcatori è quindi puramente
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questa parte viene anche chiamata pre-codiﬁca. Dato un frame di dimensioni
n × m pixel, esso viene prima suddiviso in due parti dividendo righe pari e
righe dispari, in modo da ottenere due blocchi di dimensioni n × m
2 . i due
blocchi ottenuti saranno poi suddivisi ulteriormente, separando le colonne pari
dalle dispari, ottenendo così 4 blocchi di dimensione n
2 × m
2 che rappresentano
le quattro descrizioni. Come si può notare in Figura 5.2, questo procedimento
equivale a suddividere l’immagine in blocchetti adiacenti 4 × 4 pixel ed asseg-
nare il pixel in alto a sinistra alla prima descrizione (D1), quello in alto a destra
alla seconda descrizione (D2), quello in basso a sinistra alla terza descrizione
(D3) e quello in basso a destra alla quarta descrizione (D4).
Le quattro descrizioni sono poi inviate a quattro codiﬁcatori H.264/AVC in-
MD 1 MD 2
MD 3 MD 4
Figura 5.2. Procedimento di generazione delle quattro descrizioni.
dipendenti. Per ogni descrizione, ogni frame viene suddiviso in blocchi 16×16
pixel chiamanti macroblocchi.I macroblocchi possono essere raggruppati in
slice le quali rappresentano il più piccolo sottoinsieme del frame decodiﬁca-
bile indipendentemente dagli altri. Ogni pacchetto RTP dello stream, generato
dal codiﬁcatore H.264/AVC, corrisponde esattamente ad una slice. dopo la co-
diﬁca, i pacchetti saranno inoltrati al blocco di classiﬁcazione che sarà descritto
dettagliatamente nelle successive sezioni.
5.2.2 Decodiﬁca
Ilsistemadidecodiﬁca(Figura5.3)ècompostodaquattrodecodiﬁcatoriH.264/AVC
in grado di decodiﬁcare separatamente le quattro descrizioni. I quattro decod-
iﬁcatori sono però collegati ad un blocco chiamato MD Concealment, con il
quale sono costantemente in comunicazione. Quest’ultimo blocco, funziona in
supporto ai decodiﬁcatori, con il compito di stimare i pacchetti persi in una72 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
Decodificatore 
H. 264/AVC
Decodificatore 
H. 264/AVC
Decodificatore 
H. 264/AVC
Decodificatore 
H. 264/AVC
MD
Concealment
Figura 5.3. Schema di decodiﬁca di una sequenza video MD a quattro descrizioni.
o più descrizioni da quelli ricevuti correttamente nelle altre descrizioni. Nel
caso in cui non ci sia alcuna perdita di pacchetti, la qualità del segnale è la
stessa presente al codiﬁcatore. Nel caso in cui un pacchetto sia perso in una
descrizione, il blocco di concealment utilizza un sistema di interpolazione bi-
lineare per stimare i pixel mancanti nell’immagine, da quelli ad essi adiacenti,
ricevuti e decodiﬁcati correttamente dalle altre descrizioni. Il frame potrà quin-
di sempre essere ricostruito interamente, anche se ad una qualità eventualmente
inferiore a quella presente in fase di codiﬁca.
5.3 Il codiﬁcatore H.264/AVC
Il codiﬁcatore H.264/AVC è uno standard internazionale per la codiﬁca video.
Sviluppato da un comitato di standardizzazione congiunto nell’ambito delle or-
ganizzazioni ISO/IEC e ITU-T, esso è anche noto come MPEG-4 Part 10 o
MPEG-4 AVC (Advanced Video Coding). Lo standard H.264/AVC descrive
il decodiﬁcatore, deﬁnendo gli elementi sintattici che permettono di ricostru-
ire il segnale video e caratterizzano il bitstream codiﬁcato. In questo modo,
ogni decodiﬁcatore conforme allo standard produce un’uscita analoga a par-
ità di bit-stream fornito dal codiﬁcatore (conforme anch’esso allo standard). Lo
standard, concedequindimassimalibertàsull’implementazionedelcodiﬁcatore
lasciando ad esso un elevato grado di libertà sui parametri di complessità, qual-
ità della codiﬁca e costi di implementazione. Lo standard H.264/AVC è stato5.3 Il codiﬁcatore H.264/AVC 73
progettato per essere usato in molteplici applicazioni in cui la trasmissione del-
l’informazione codiﬁcata può avvenire su reti di tipo ethernet, LAN, wireless o
combinazioni di esse. Per ottenere questa ﬂessibilità, lo standard H.264/AVC
prevede due stadi:
• VCL (VideoCodingLayer): progettatoperottenerelamassimaefﬁcienza
di codiﬁca;
• NAL (Network Adaptation Layer): progettato con lo scopo di adattare il
bit-stream codiﬁcato dall’unità VLC ad un’ampia varietà di reti eteroge-
nee. In particolare esso permette di interfacciare l’uscita del VLC con i
protocolli del livello di trasporto e di rete come RTP ed IP per ogni tipo
di servizio internet real-time sia cablato che wireless.
Come si può notare dallo schema di Figura 5.4, il codiﬁcatore H.264/AVC è
organizzato come una struttura ad anello chiuso. I frame possono essere di tipo
Intra o Inter. Mentre per la codiﬁca dei frame Intra non non è utilizzata al-
cuna correlazione temporale, per i frame Inter, sono necessari dei riferimenti
al frame precedente per attuare la compensazione del moto. Attuata una predi-
zionespazialee/o temporale, ladifferenzatrail segnaleoriginaleelapredizione
è trasformata attraverso DCT e opportunamente quantizzata, prima di subire
una compressione tramite codiﬁca entropica.
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Il formato 4:2:0
Il sistema visivo umano percepisce il contenuto di una scena con una maggiore
sensibilità alla componente luminosa rispetto a quelle di colore. H.264/AVC
usa uno spazio di colore chiamato Y U V , in cui la componente Y , chiamata
luminanza, rappresenta la versione in scala di grigi dell’immagine, mentre U e
V sono deﬁnite crominanze e indicano la deviazione di colore verso il blu e il
rosso. H.264/AVC usa una struttura di campionamento in cui le componenti U
e V contengono ciascuna un quarto dei pixel della luminanza. Questo schema
di campionamento prende il nome di 4:2:0.
Macroblocchi e Slice
In H.264/AVC, i macroblocchi sono costituiti da 16×16 campioni per immag-
ine, che nello spazio 4:2:0 si traducono in 16 × 16 pixel di luminanza e 8 × 8
pixel per ciascuna componente di crominanza U e V . Una riga di macroblocchi
forma una slice, che rappresenta un sottoinsieme di immagine decodiﬁcabile
indipendentemente dagli altri. In particolare si deﬁniscono tre tipi si slice:
• slice I (Intra)
• slice P (Predictive)
• slice B (Bi-Predictive)
Nella codiﬁca Intra si sfrutta la sola correlazione spaziale all’interno della stes-
sa immagine. Per aumentare l’efﬁcienza di codiﬁca, vengono codiﬁcate le dif-
ferenze tra i campioni del macroblocco e i campioni precedentemente codiﬁcati
(tipicamente quelli posizionati sopra e a sinistra del pixel da codiﬁcare). Nel-
la codiﬁca di tipo Inter (P e B), si utilizza una predizione ottenuta sfruttando
la correlazione temporale, da uno o due frame precedentemente codiﬁcati. La
predizione può essere ottenuta mediante una stima ed una compensazione del
movimento. La precisione per i vettori di movimento è di 1
4 di pixel. Per la
codiﬁca di frame di tipo B, la correlazione temporale utilizzata è riferita sia ai
frame precedenti che successivi e la predizione si basa quindi sulla media pe-
sata di due distinti segnali di predizione ottenuti mediante compensazione del
moto
Trasformata e Quantizzazione
Il tipo di trasformata utilizzato è basato su DCT (Discrete Cosine Transform)
ed esistono 52 passi di quantizzazione, ognuno corrispondente ad un parametro5.4 Classiﬁcazione dei pacchetti mediante teoria dei giochi 75
di quantizzazione, chiamato Qp e legato al passo di quantizzazione ∆ dalla
seguente relazione:
∆ ∼ = 0.64 2
(Qp/6) (5.1)
Codiﬁca
Lo standard H.264/AVC speciﬁca diversi tipi di codiﬁca entropica. Una pri-
ma modalità denominata Context Adaptive Variable Lenght Coding (CAVLC),
utilizza dei codici di lunghezza variabile le cui tabelle di codiﬁca sono scelte
in maniera adattiva a seconda dei dati da codiﬁcare. Una seconda modalità
denominata Context Adaptive Binary Arithmetic Coding (CABAC) prevede la
conversione degli elementi di sintassi in stringhe binarie di lunghezza variabile
i cui bit vengono poi codiﬁcati da un codiﬁcatore binario aritmetico adattivo
basato su diversi contesti di codiﬁca.
5.4 Classiﬁcazionedeipacchettimedianteteoriadei
giochi
Dopo essere stati codiﬁcati, i pacchetti delle quattro descrizioni devono essere
opportunamente classiﬁcati. Il blocco di classiﬁcazione, ha il compito di dis-
tinguere i pacchetti per livello di importanza in modo da associare ognuno di
essi ad una data classe di servizio. Ogni classe deﬁnisce un determinato livello
di QoS in termini di probabilità di perdita e ritardo massimo consentito per l’ar-
rivo del pacchetto a destinazione. Prima di deﬁnire i vari metodi utilizzati per la
classiﬁcazione e basati su teoria dei giochi è necessario introdurre un parametro
che consenta di deﬁnire il livello di importanza di ogni pacchetto in base alle
sue caratteristiche. In [7] gli autori hanno legato la distorsione prodotta dal-
la perdita di un pacchetto con la percentuale ρ di coefﬁcienti nulli all’uscita
del blocco di trasformazione e quantizzazione in un codiﬁcatore H.264/AVC.
Questo approccio sarà mantenuto anche in questo lavoro di tesi e sarà illustrato
nel dettaglio nelle successive sezioni.
5.4.1 Misura della distorsione (δPSNR)
In questa sezione si deﬁnisce il concetto di distorsione introdotta dalla perdita
di uno o più pacchetti al ﬁne di deﬁnire il livello di importanza di ognuno di
essi. Innanzitutto è necessario enunciare il concetto di Peak Signal to Noise
Ratio(PSNR) per frame. Misurato in scala logaritmica, esso dipende dall’errore
in media quadratica (MSE) tra il frame originale e quello ricevuto, moltiplicato76 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
per un fattore costante, deﬁnito in base al numero n di bit per campione di
immagine.
PSNRdB = 10log10
(2n − 1)2
MSE
(5.2)
Nell’ambito dei segnali considerati i campioni delle componenti Y, U, V del
segnale originale vengono rappresentati con 8 bit (n = 8). Minore è la dif-
ferenza MSE tra frame decodiﬁcato e frame originale, maggiore sarà il valore
di PSNR. Più elevato è dunque il valore di PSNR maggiore risulterà la qualità
dell’immagine ricostruita. Deﬁnito il PSNR è possibile introdurre il concetto di
decremento di PSNR, chiamato δPSNR che rappresenta una stima della distor-
sione dovuta alla perdita di uno o più pacchetti. In particolare deﬁniamo la dis-
torsione introdotta dalla perdita del j-esimo pacchetto dell’i-esima descrizione
nel seguente modo:
δPSNRi,j =
PSNRo − PSNRi,j
PSNRo
i = 1,...,Nd (5.3)
dovePSNRo ePSNRi,j rappresentanoivaloridiPSNR relativiallaricostruzione
del frame contenente il j-esimo pacchetto, rispettivamente nel caso in cui non
ci sia stata alcuna perdita di pacchetti e in cui il pacchetto j-esimo della de-
scrizione i-esima sia perso. Nd rappresenta il numero di descrizioni ed in
questo lavoro equivale a 4. Deﬁniamo inoltre il decremento di PSNR relati-
vo alla perdita simultanea del pacchetto j-esimo in una coppia di descrizioni
(i,h) nel seguente modo:
δPSNR(i,h),j =
PSNRo − PSNR(i,h),j
PSNRo
i = 1,...,Nd , h = 1,...,Nd (5.4)
dove PSNR(i,h),j rappresenta il valore di PSNR relativo alla ricostruzione del
frame contenente il j-esimo pacchetto in cui, però, tale pacchetto viene per-
so sia nella descrizione i-esima che in quella h-esima. L’obiettivo del blocco
di classiﬁcazione è quindi quello di assegnare ad ogni pacchetto di ogni de-
scrizione una classe di servizio in funzione dei valori di δPSNR e della pro-
babilità di perdita associata ad ogni classe di servizio. In particolare, ogni de-
scrizione sceglierà la classe, per il pacchetto j-esimo, in modo da minimizzare
la seguente funzione.
Di(cj) = δPSNRi,jpl,j(ci,j) i = 1,...,Nd (5.5)
dove cj rappresenta il vettore di classi per il pacchetto j-esimo di tutte le de-
scrizioni, ci,j indica l’i-esimo elemento del vettore e pl,j(c) mappa una qualsiasi
classe c con la relativa probabilitàdi perdita ad essa associata, considerando an-
che le classiﬁcazioni già effettuate negli istanti precedenti. Nella creazione dei5.4 Classiﬁcazione dei pacchetti mediante teoria dei giochi 77
vari modelli di classiﬁcazione, si supponedi associare ad ogni classe di servizio
unacoda di dimensioneB. Assumendoche ilnumero attualedi pacchetti all’in-
terno dellacoda k-esima sia Bk, la probabilitàdi perdita pl,j(ck) per il pacchetto
j-esimo, classiﬁcato con la classe k è deﬁnita nel seguente modo:
pl,j(ck) = P
late
j,k (Bk) + [1 − P
late
j,k (Bk)]Pchan,k (5.6)
dove P late
j,k (Bk) indica la probabilità, per la classe k che il j-esimo pacchetto
arrivi a destinazione oltre il tempo limite consentito, mentre Pchan,k indica la
probabilità di perdita di pacchetti in funzione del livello attuale di congestione
della rete. Più precisamente la probabilità P late
j,k (Bk) può essere così deﬁnita:
P
late
j,k (Bk) = P
"
Bk−1 X
m=0
∆Tm > TL
#
(5.7)
dove ∆Tm è il tempo di attesa di un pacchetto in posizione m-esima della coda
prima di essere trasmesso e TL è il tempo limite entro il quale il pacchetto deve
giungere a destinazione altrimenti diviene obsoleto e come tale sarà scartato.
Nel nostro modello questo tempo è stato impostato a 0.2 secondi.
5.4.2 Classiﬁcazione tramite teoria dei giochi non coopera-
tivi
Lavori precedenti hanno mostrato come sia possibile utilizzare la teoria dei
giochi per la classiﬁcazione dei pacchetti all’interno di una rete [19]. In ques-
ta situazione, i nodi che contengono le descrizioni possono essere considerati
come dei giocatori che competono tra loro per trasmettere, con successo, i pac-
chetti appartenenti alla propria descrizione. La strategia che ogni giocatore
potrà adottare è rappresentata dalla classe di servizio da attribuire ad ogni pac-
chetto in loro possesso. La scelta della classiﬁcazione migliore deve necessari-
amente tenere conto delle scelte degli altri giocatori. Se infatti tutti i gioca-
tori tentassero di trasmettere tutti i pacchetti con la classe a maggior priorità si
perderebbero tutti i beneﬁci dati dall’utilizzo di un modello DiffServ (Cap 4).
Nella prima tipologia di gioco implementata, si suppone che i nodi contenenti
le descrizioni non possano comunicare tra loro e scambiarsi informazioni: in
questo modo, nessuno dei giocatori sarà a conoscenza delle strategie adottate
dagli altri. Questa situazione potrà quindi essere rappresentata tramite un gioco
non cooperativo a quattro giocatori, uno per ogni descrizione. Lo scopo del
gioco, in un dato istante, è quindi quello di classiﬁcare i pacchetti j-esimi delle
quattro descrizioni. Dopo aver deﬁnito i giocatori e le strategie da adottare, è
necessario descrivere quali sono le funzioni costo per ogni pacchetto di ogni78 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
descrizione, in un dato istante. L’obiettivo di ogni giocatore è quello di mini-
mizzare la propria funzione costo in accordo con le possibili scelte fatte dagli
altri giocatori. La funzione costo per il pacchetto j-esimo della descrizione
i-esima può essere quindi deﬁnita ricorsivamente nel seguente modo:
fi(cj) =
j−1 X
t=0
fi,t(ct) + Di(cj) (5.8)
dove si fa riferimento alla funzione Di(cj) deﬁnita in 5.5 . Questa funzione
suppone però di avere a disposizione tutti i valori di δPSNRi,j. Lavori prece-
denti [20] [21] hanno mostrato come esista una stretta relazione tra δPSNR e la
percentuale di coefﬁcienti nulli all’uscita dei blocchi di trasformazione e quan-
tizzazione presenti in un codiﬁcatore H.264/AVC. All’ingresso del blocco di
DCT, si trova l’errore di predizione deﬁnito come la differenza tra il segnale da
codiﬁcare e la stima ottenuta utilizzando correlazioni spaziali e temporali. Se
la percentuale di coefﬁcienti nulli all’uscita del quantizzatore è elevata signiﬁca
che il pacchetto in esame presenta un livello di dettaglio ridotto rispetto alla sua
stima. Viceversa, se la complessità del pacchetto è elevata, l’errore di predi-
zione aumenta di conseguenza e la percentuale di coefﬁcienti nulli diminuisce.
Questa percentuale è anche deﬁnita come percentuale di zeri ed è indicata con
ρ. Analizzando varie sequenze è stato possibile deﬁnire, sperimentalmente, la
relazione tra il numero di zeri nel pacchetto j-esimo della descrizione i-esima,
indicato con ρi,j ed il valore di δPSNRi,j. Per la codiﬁca di ogni sequenza, in-
oltre, sono stati considerati i valori di QP ∈ {20,22,24,26,28,30,32}. Come
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si può osservare dalle Figure 5.5 e 5.6, la relazione è di tipo lineare e δPSNRi,j
può essere così deﬁnito:
δPSNRi,j = ki,0 + ki,1ρi,j (5.9)5.4 Classiﬁcazione dei pacchetti mediante teoria dei giochi 79
Considerando che i valori di ρi,j sono facilmente ottenibili, sia in fase di co-
diﬁca sia a partire dalla sequenza già codiﬁcata, basterà avere a disposizione
i coefﬁcienti ki,0 e ki,1 che dipendono strettamente dalle caratteristiche della
sequenza video. Analizzando un numero di sequenze campione con caratte-
ristiche differenti, è quindi possibile ottenere un’ampia gamma di coefﬁcienti
per ogni tipologia di sequenza video da classiﬁcare. In particolare è possibile
riutilizzare i coefﬁcienti calcolati su sequenze diverse nella condizione in cui le
sequenze codiﬁcate presentino le stesse caratteristiche modellate attraverso ac-
tivity o altre metriche [22]. La funzione costo è ora deﬁnita per ogni pacchetto
e, la razionalità individuale dei giocatori porta a raggiungere uno o più punti di
equilibrio di Nash come soluzione del gioco. Come deﬁnito nel terzo capitolo,
una conﬁgurazione di strategie è chiamata Equilibrio di Nash se:
fd(c
∗
1,j,...,c
∗
d,j,...,c
∗
N,j) ≤ fd(c
∗
1,j,...,cd,j,...,c
∗
N,j) (5.10)
∀cd,j 6= c
∗
d,j, ∀d
essa rappresenta una situazione in cui nessun giocatore ha interesse ad essere
l’unicoacambiarelapropriastrategia. Ilprimogioco, implementatoinlinguag-
gio di programmazione C, prevede, per ogni istante di tempo j, la valutazione
della funzione fd(cj) per tuttele possibiliconﬁgurazioni cj ed identiﬁca le con-
ﬁgurazioni che sono di equilibrio. Finora j è sempre stato trattato come l’indice
di pacchetto; a livello implementativo è inoltre stato creato un secondo gioco
non cooperativoin cui j è l’indicedi frame. In questo caso la classiﬁcazione dei
pacchetti èdeﬁnitaframeperframeed il valoredi ρi,j èottenutomediandoival-
ori relativi a tutti i pacchetti del frame, al ﬁne di calcolare il valore di δPSNRi,j.
In questo caso tutti i pacchetti appartenenti al frame j-esimo della descrizione
i-esima, avranno la stessa classiﬁcazione. Inﬁne, se sono presenti più con-
ﬁgurazioni di equilibrio cj ∈ Ne, una procedura di ottimizzazione sceglierà
l’equilibrio che minimizza la distorsione complessiva, nel modo seguente:
cj = arg min
cj∈Ne
N X
d=1
fd(cj) (5.11)
5.4.3 Classiﬁcazione tramite teoria dei giochi cooperativi
Nel terzo capitolo, è stato possibile osservare come la comunicazione e la col-
laborazione di alcuni giocatori, possa permettere loro di migliorare il proprio
guadagno. Un esempio analizzato è quello del Dilemma del prigioniero, in
cui, i due giocatori, accordandosi, avrebbero potuto ottenere un payoff mag-
giore rispetto a quello ottenuto non conoscendo la strategia dell’altro giocatore.
Tornando al problema di classiﬁcazione dei pacchetti appartenenti alle quattro80 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
descrizioni di una sequenza video, ci si è chiesti se la possibilità da parte di due
o più nodi della rete di comunicare e stabilire accordi tra loro, potesse portare
ad un incremento delle prestazioni ottenute attraverso un gioco non cooperati-
vo. In prima analisi, sono stati valutati i valori di PSNR e δPSNR relativi, non
più alla perdita di pacchetti in un unica descrizione, ma in due descrizioni per
tutte le possibili conﬁgurazioni. Sono state quindi deﬁnite 6 diverse conﬁgu-
razioni, chiamate coalizioni, ciascuna composta da una coppia di descrizioni.
Ricordando il meccanismo di creazione delle 4 descrizioni, a partire da blocchi
4 × 4 pixel, deﬁniamo le coalizioni come:
• Prima coalizione Orizzontale H1 (Figura 5.7 (a))
• Seconda coalizione Orizzontale H2 (Figura 5.7 (b))
• Prima coalizione Verticale V1 (Figura 5.7 (c))
• Seconda coalizione Verticale V2 (Figura 5.7 (d))
• Prima coalizione Obliqua O1 (Figura 5.7 (e))
• Seconda coalizione Obliqua O2(Figura 5.7 (f))
(a) H1 (b) H2 (c) V1
(d) V2 (e) O1 (f) O2
Figura 5.7. Le 6 coalizioni.
Dopo aver deﬁnito le coalizioni, sono state simulate diverse situazioni di perdi-
ta di pacchetti sulle due descrizioni appartenenti ad ogni coalizione, per diverse
sequenze video. In prima analisi, per ogni coalizione, è stata simulata la perdi-
ta di tutti i pacchetti di ciascuna delle due descrizioni coalizzate, mentre nelle
restanti due descrizioni, non coalizzate, è stato supposto che nessun pacchetto5.4 Classiﬁcazione dei pacchetti mediante teoria dei giochi 81
andasse perso. Successivamente, si è pensato di analizzare la situazione in cui
solo una data percentuale di pacchetti appartenenti alle descrizioni coalizzate
andasse persa. Attraverso il calcolo di PSNR e δPSNR si è potuto osservare
che la perdita simultanea di pacchetti, in diverse conﬁgurazioni di descrizioni
inﬂuisce diversamente sulle prestazioni del sistema. Per alcune sequenze risul-
ta più “conveniente” perdere pacchetti sulle descrizioni appartenenti a una delle
due coalizioni orizzontali H1 e H2. Per altre sequenze, invece, è preferibile
perdere pacchetti in una delle due coalizioni verticali V 1 e V 2. Per altre an-
cora, inﬁne, la perdita di pacchetti nelle descrizioni appartenenti ad una delle
due coalizioni oblique O1 e O2 porta ad una distorsione minore. Nelle Figure
5.8, 5.9, 5.10, 5.11 sono illustrate le caratteristiche QP − δPSNR per diverse
sequenze relative alla perdita di 15% dei pacchetti delle descrizioni coalizzate,
per ogni conﬁgurazione possibile. Si è quindi deciso di investigaresullepos-
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Figura 5.8. Relazione QP − δPSNR relativa alla perdita di 15% dei pacchetti sulle
descrizioni di ogni coalizione per la sequenza Crew.
sibili motivazioni di questa differenza di prestazioni per diverse conﬁgurazioni
di descrizioni, in una data sequenza. L’analisi, ha fatto notare come queste
differenze fossero legate prevalentemente a caratteristiche differenti di corre-
lazione spaziale nelle diverse sequenze. Nelle sequenze in cui, la correlazione
verticale risulta maggiore di quella orizzontale è preferibile perdere pacchetti in
una delle due coalizioni orizzontali (Figura 5.8). Viceversa, se la correlazione
orizzontale è maggiore della verticale, le prestazioni migliorano perdendo pac-
chetti in una delle due coalizioni verticali (5.11). Nel caso inﬁne in cui, cor-
relazione verticale e orizzontale sono molto vicine, la perdita di pacchetti in82 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
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Figura 5.9. Relazione QP − δPSNR relativa alla perdita di 15% dei pacchetti sulle
descrizioni di ogni coalizione per la sequenza Mobile.
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Figura 5.10. Relazione QP − δPSNR relativa alla perdita di 15% dei pacchetti sulle
descrizioni di ogni coalizione per la sequenza Foreman.
una delle due coalizioni oblique comporta una distorsione minore (Figure 5.9
e 5.10). Le informazioni di correlazione possono essere ottenute sia in fase di
analisi della sequenza originale, prima della creazione delle 4 descrizioni, sia
attraverso dati ottenuti in fase di codiﬁca relativi ai meccanismi di predizione5.4 Classiﬁcazione dei pacchetti mediante teoria dei giochi 83
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Figura 5.11. Relazione QP − δPSNR relativa alla perdita di 15% dei pacchetti sulle
descrizioni di ogni coalizione per la sequenza Coastguard.
spaziale utilizzati dal codiﬁcatore H.264/AVC. In Tabella 5.1 sono riportati i
gradienti relativi alle sequenze video analizzate (Crew, Foreman Coastguard,
Mobile). Questi gradienti rappresentano il valore medio, calcolato sull’intera
sequenza, della differenza tra i valori di luminanza (8 bit) di pixel corrispon-
denti appartenenti a righe adiacenti (gradiente verticale) o colonne adiacenti
(gradiente orizzontale). Una sequenza avrà quindi una maggior correlazione
spaziale nella direzione dove il gradiente risulta minore.
Sequenza Crew Foreman Coastguard Mobile
Gradiente Verticale 2.9696 5.6109 12.5856 17.4481
Gradiente Orizzontale 4.9964 5.0803 6.2240 17.8329
Tabella 5.1. Gradienti relativi alle sequenze video Crew, Foreman, Coastguard e
Mobile.
Relazione tra ρ e δPSNR
La differenza di prestazioni, provocata dalla perdita di pacchetti, applicata a di-
verse coalizioni ha dato l’idea per la realizzazione di un gioco cooperativo. In
questo modello, 2 delle 4 descrizioni, rappresentanti i giocatori, potranno coal-
izzarsi, scambiarsi informazioni ed accordarsi sulle strategie da adottare per
la classiﬁcazione dei pacchetti ad esse appartenenti. Analogamente all’anal-
isi fatta per il gioco non cooperativo, in questo caso, è necessario misurare il84 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
grado di distorsione δPSNR(i,h),j dovuto alla perdita del pacchetto j-esimo per
ogni coppia non ordinata di descrizioni (i,h). Anche in questo caso, dai dati
sperimentali, è stati possibile notare, come esista una stretta relazione tra il va-
lore di distorsione e la percentuale di coefﬁcienti nulli ρ all’uscita dei blocchi
di trasformazione e quantizzazione all’interno del codiﬁcatore H.264/AVC. La
percentuale di zeri dev’essere però rappresentativa di entrambi i pacchetti delle
descrizioni coalizzate. Per questo motivo è stati deﬁnito il parametro ρ(i,h),j nel
seguente modo:
ρ(i,h),j =
ρi,j + ρh,j
2
(5.12)
esso rappresenta la media della percentuale di zeri per il pacchetto j esimo di
ogni coppia di descrizioni (i,h) coalizzate. Nelle Figure 5.12, 5.13, 5.14, 5.15
si può osservare come la relazione tra δPSNR(i,h),j e ρ(i,h),j sia ancora una volta
lineare e potrà quindi essere deﬁnita nel modo seguente:
δPSNR(i,h),j = k(i,h),0 + k(i,h),1ρ(i,h),j (5.13)
anche in questo caso, basterà, dunque, avere a disposizione i coefﬁcienti k(i,h),0
e k(i,h),1 che dipendono dalle caratteristiche della sequenza video e dalla par-
ticolare coalizione esaminata. Per il calcolo dei coefﬁcienti, sono inoltre stati
considerati, per ogni coalizione, i valori di QP ∈ {20,22,24,26,28,30,32}.
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5.4.4 Implementazione dei giochi cooperativi per la classiﬁ-
cazione
Utilizzando i parametri deﬁniti nella precedente sezione, sono stati costruiti tre
diversi modelli di giochi cooperativi. Per ognuno di essi sono state poi valutate5.4 Classiﬁcazione dei pacchetti mediante teoria dei giochi 85
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Figura 5.15. Caratteristica ρ e δPSNR re-
lativa alla alla coalizione V 2 della sequenza
Coastguard.
le prestazioni attraverso diverse conﬁgurazioni di rete che saranno deﬁnite nel
prossimo capitolo. Inﬁne, per ogni gioco con coalizioni, i risultati sono stati
confrontati con quelli ottenuti attraverso il corrispondente modello di gioco non
cooperativo. In particolare sono stati implementati i seguenti modelli di gioco
cooperativo:
1. Primo gioco: gioco a 4 giocatori con coalizione e classiﬁcazione frame
per frame (in questo caso la strategia dei due giocatori coalizzati è la
stessa).
2. Secondo gioco: gioco a 4 giocatori con coalizione e classiﬁcazione pac-
chetto per pacchetto.
3. Terzo gioco: gioco a quattro giocatori con coalizione e classiﬁcazione
frame per frame (in questo caso la strategia dei giocatori coalizzati può
variare)
Per laclassiﬁcazione, si utilizzanoleclassideﬁnitedal meccanismoDiffServ ed
in particolare dal protocollo srTCM, entrambi deﬁniti nel Capitolo 4. Si hanno
quinditre diversilivellidi prioritàdeﬁniti da tre diversicolori di classiﬁcazione:
Verde (V), che identiﬁca la classe a maggiorpriorità, Giallo(G) che rappresenta
la classe a priorità intermedia e Rosso (R), il quale indica la classe con il più
basso livello di priorità.
Primo gioco
Il primo gioco implementato, consiste nel creare un gioco cooperativo utiliz-
zando un gioco non cooperativo a tre giocatori. In particolare, date le 4 de-
scrizioni della codiﬁca MDC, corrispondenti ai 4 giocatori, due di esse saranno86 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
unite a formare una coalizione, mentre le restanti due agiranno per conto pro-
prio. Questo signiﬁca che i giocatori della coalizione possono accordarsi sulla
strategia da adottare, mentre gli altri due giocatori sono all’oscuro delle loro
strategie reciproche e della strategia adottata dai giocatori della coalizione. In
questo caso, le descrizioni della coalizione si accordano per scegliere la stessa
classiﬁcazione per i propri pacchetti in un dato istante di tempo. La coalizio-
ne può quindi essere interpretata come un unico giocatore che compete con gli
altri due in un gioco non cooperativo. Inoltre, la classiﬁcazione avviene frame
per frame, il che signiﬁca che tutti i pacchetti di una descrizione appartenen-
ti allo stesso frame sono assegnati alla stessa classe di QoS. Sono stati quindi
costruite 6 istanze diverse di questo gioco, uno per ogni coalizione possibile, al
ﬁne di analizzare quali fossero le migliori coalizioni per ogni sequenza video
analizzata. Le funzioni costo da minimizzare in un dato istante j per i quattro
giocatori sono state deﬁnite come espresso di seguito.
• Per la coalizione C, composta dai giocatori i ed h, data la funzione:
D(i,h)(cj) = δPSNR(i,h),j pl,j(c(i,h),j) (i,h) ∈ C (5.14)
la funzione costo risulta così deﬁnita:
fi,h(cj) =
j−1 X
t=0
fi,h(ct) + D(i,h)(cj). (5.15)
• Per ognuno dei due giocatori k 6∈ C invece, data la funzione:
Dk(cj) = δPSNRk,j pl,j(ck,j) k 6∈ C (5.16)
la funzione costo risulta:
fk(cj) =
j−1 X
t=0
fk(ct) + Dk(cj). (5.17)
Come è possibile osservare, la funzione costo tiene conto anche della clas-
siﬁcazione avvenuta negli istanti precedenti a quello di classiﬁcazione. In-
oltre, tale istante, espresso per mezzo dell’indice j, rappresenta l’indice di
frame in quanto la classiﬁcazione avviene frame per frame. Deﬁnite le fun-
zioni costo per i tre giocatori, si passa al calcolo del punto di equilibrio di Nash.
Questo calcolo, prevede, per ogni frame j, la valutazione delle funzioni fd(cj),
d = (i,h),k 6∈ C per tutte lepossibiliconﬁgurazioni cj ed identiﬁca le conﬁgu-
razioni che sono di equilibrio. Il valore δPSNR in un dato istante j è ottenuto5.4 Classiﬁcazione dei pacchetti mediante teoria dei giochi 87
mediando i valori di distorsione per ogni pacchetto all’interno del frame. In-
ﬁne, se sono presenti più conﬁgurazioni di equilibrio cj ∈ Ne, una procedura di
ottimizzazione sceglierà l’equilibrio che minimizza la distorsione complessiva,
nel modo seguente:
cj = arg min
cj∈Ne
N−1 X
d=1
fd(cj) (5.18)
Secondo gioco
Il secondo gioco presenta la stessa struttura e le stesse funzioni costo del primo
ma tra i due modelli c’è un’importante differenza di classiﬁcazione. In questo
caso, la classiﬁcazione è effettuata pacchetto per pacchetto. Questo signiﬁca
che l’indice j non identiﬁca più il frame, bensì il pacchetto j-esimo di una data
descrizione. Il valore di distorsione che precedentemente rappresentava il va-
lore medio calcolato su tutti i pacchetti di un frame è ora identiﬁcativo della
distorsione portata dalla perdita di un solo pacchetto per descrizione. La con-
seguenza più importante, però, è che i pacchetti di uno stesso stesso frame in
una data descrizione possono ora appartenere diverse classi di servizio. Il mec-
canismo di classiﬁcazione rimane invece lo stesso deﬁnito per il primo modello
di gioco e quindi, ai pacchetti delle due descrizioni coalizzate, è assegnata, in
un dato istante, la stessa classe di QoS.
Terzo gioco
Questo modello di gioco è più complesso dei precedenti. Esso è formato da
due diverse fasi di classiﬁcazione. La prima fase utilizza la teoria dei giochi per
individuare il vettore delle strategie di equilibrio. Nella seconda fase, si applica
un algoritmo che mira a migliorare la classiﬁcazione ottenuta precedentemente,
attraverso una successiva analisi dei pacchetti delle descrizioni coalizzate. In
questo caso, si crea un gioco cooperativo a partire da un gioco non cooperativo
a quattro giocatori. Le descrizioni coalizzate non si accordano sulla strategia da
adottare ma sono legate dalle funzioni costo ad esse relative. Nella deﬁnizione
delle due funzioni, si utilizzano, parametri differenti rispetto a quelli utilizzati
per le funzioni costo delle due descrizioni non coalizzate. In particolare, la
funzione costo di ciascuna delle due descrizioni coalizzate, considera, come
valore di distorsione dovuto alla perdita di un pacchetto, quello dovuto alla
perdita anche del pacchetto corrispondente nella descrizione coalizzata. Le 4
funzioni costo risultano, quindi, così deﬁnite:
• Per il primo giocatore i appartenente alla coalizione C, data la funzione:
D(i)(cj) = δPSNR(i,h),j pl,j(ci,j) i ∈ C (5.19)88 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
la funzione costo risulta:
fi(cj) =
j−1 X
t=0
fi(ct) + D(i)(cj). (5.20)
• Per il secondo giocatore h appartenente alla coalizione C, data la fun-
zione:
D(h)(cj) = δPSNR(i,h),j pl,j(ch,j) h ∈ C (5.21)
la funzione costo risulta:
fh(cj) =
j−1 X
t=0
fh(ct) + D(h)(cj). (5.22)
• Per ognuno dei due giocatori k 6∈ C invece, data la funzione:
Dk(cj) = δPSNRk,j pl,j(ck,j) k 6∈ C (5.23)
la funzione costo risulta:
fk(cj) =
j−1 X
t=0
fk(ct) + Dk(cj). (5.24)
Analogamente al primo gioco, la classiﬁcazione avviene frame per frame e
l’istante di classiﬁcazione j rappresenta l’indice di frame. I pacchetti di una
descrizione, appartenenti allo stesso frame, avranno, quindi, la stessa classiﬁ-
cazione. A differenza del primo gioco, però, i giocatori della coalizione non
sono obbligati a scegliere la stessa strategia: i pacchetti j-esimi delle due de-
scrizioni possono appartenere alle conﬁgurazioni di classi (R, R), (G G), (V, V),
ma anche (G, R) e (V, G). Come si può notare, le funzioni costo relative alle due
descrizioni coalizzate, sono legate dal parametro δPSNR(i,h),j che rappresenta
la distorsione media dovuta alla perdita dei pacchetti del frame j-esimo delle
due descrizioni. Deﬁnite le funzioni costo, la soluzione del gioco si ottiene
esaminando tutte le conﬁgurazioni possibili cj al ﬁne i trovare le strategie di
equilibrio, tali che:
fd(c
∗
1,j,...,c
∗
d,j,...,c
∗
N,j) ≤ fd(c
∗
1,j,...,cd,j,...,c
∗
N,j) (5.25)
Inoltre, anche in questo caso, se sono presenti più conﬁgurazioni di equilibrio
cj ∈ Ne, una procedura di ottimizzazione sceglierà l’equilibrio che minimizza
la distorsione complessiva, nel modo seguente:
cj = arg min
cj∈Ne
N X
d=1
fd(cj) (5.26)5.4 Classiﬁcazione dei pacchetti mediante teoria dei giochi 89
La seconda fase della classiﬁcazione, si propone di migliorare quella ottenu-
ta utilizzando il concetto di equilibrio di Nash, attraverso un’ulteriore analisi
dei pacchetti appartenenti alle descrizioni coalizzate. Dati i pacchetti (9 per
descrizione) appartenenti a frame j-esimo delle due descrizioni (i,h) ∈ C, e
chiamate Cli e Clh le classi di appartenenza delle due sequenze di pacchetti,
l’algoritmo è deﬁnito come segue:
1. Se i pacchetti delle due descrizioni presentano la stessa classe di servizio,
Cli = Clh, non avviene alcuna modiﬁca, altrimenti,
2. si considerano separatamente i pacchetti delle due descrizioni e si ordi-
nano per ordine decrescente di ρ.
3. se Cli > Clh:
• i 5 pacchetti con i valori maggiori di ρ appartenenti alla descrizione
i ed i 4 pacchetti con i valori maggiori di ρ appartenenti alla de-
scrizione h, saranno classiﬁcati con la classe Cli,
• i 4 pacchetti con i valori minori di ρ appartenenti alla descrizione i
ed i 5 pacchetti con i valori minori di ρ appartenenti alla descrizione
h, saranno classiﬁcati con la classe Clh,
4. se Cli < Clh:
• i 5 pacchetti con i valori maggiori di ρ appartenenti alla descrizione
h ed i 4 pacchetti con i valori maggiori di ρ appartenenti alla de-
scrizione i, saranno classiﬁcati con la classe Clh,
• i 4 pacchetti con i valori minori di ρ appartenenti alla descrizione h
ed i 5 pacchetti con i valori minori di ρ appartenenti alla descrizione
i, saranno classiﬁcati con la classe Cli,
5. dopo la modiﬁca di classiﬁcazione, i pacchetti sono riposizionati nel cor-
retto ordine e si passa all’analisi del frame j + 1 tornando al punto 1.
In Figura 5.16 è illustrato un esempio di applicazione dell’algoritmo per i 9
pacchetti del frame j-esimo di due descrizioni (i,h) ∈ C, in cui, la classiﬁ-
cazione mediante teoria dei giochi aveva stabilito Cli = V e Clh = G. Ogni
rettangolo rappresenta un pacchetto e il valore al sui interno la percentuale di
zeri ρ corrispondente.90 Applicazione teoria dei giochi cooperativi per la classiﬁcazione
DESCR. i
DESCR. h
0.90 0.91 0.94 0.92 0.98 0.97 0.99 0.89 0.95
0.95 0.97 0.90 0.94 0.92 0.91 0.98 0.89 0.94
0.89 0.90 0.91 0.92 0.94 0.95 0.97 0.98 0.99
0.89 0.90 0.91 0.92 0.94 0.95 0.97 0.98 0.99
DESCR. i
DESCR. h
DESCR. i
DESCR. h
Figura 5.16. Algoritmo di analisi e riclassiﬁcazione dei pacchetti, successivo alla
classiﬁcazione tramite equilibrio di Nash per il terzo modello di gioco.
5.5 Analisi delle prestazioni
Terminata la classiﬁcazione, tutti i modelli di gioco analizzati, salvano il risul-
tato in 4 ﬁle di testo, corrispondenti alle 4 descrizioni. In corrispondenza di
ogni pacchetto, sarà assegnato un valore rappresentativo della classe di servizio
corrispondente. In particolare, il valore 0 rappresenta la classe V erde, il valore
1 la classe di colore Giallo, mentre il valore 2 indica che il pacchetto appar-
tiene alla classe di colore Rosso, ovvero quella a minor priorità. Questi ﬁle
di testo saranno poi utilizzati da diversi ambienti di simulazione per il calcolo
delle prestazioni. I modelli di simulazione implementati saranno illustrati det-
tagliatamente nel prossimo capitolo e, per ognuno di essi, saranno presentati i
risultati sperimentali corrispondenti.Capitolo 6
Modelli di simulazione, risultati
sperimentali e conclusioni
6.1 Introduzione
In questo capitolo, si deﬁniscono i modelli di simulazione sviluppati, al ﬁne
di calcolare le prestazioni relative ai diversi modelli di classiﬁcazione illustrati
nel capitolo 5. Per le prove, sono state utilizzate 4 diverse sequenze video CIF
(352 × 288 pixel): crew, foreman, mobile e coastguard, illustrate in Figura
6.1. Ognuna di esse è poi stata suddivisa in 4 descrizioni di dimensioni (176 ×
144 pixel). Ogni descrizione è composta da 9 macroblocchi in altezza e 11 in
larghezza. Inﬁne, ogni frame è codiﬁcato attraverso 36 pacchetti: 9 per ogni
descrizione, corrispondenti ad una riga di macroblocchi (slice).
6.2 Modelli di simulazione
Nel capitolo 5 sono stati illustrati diversi meccanismi di classiﬁcazione, basati
su teoria dei giochi. Ognuno di essi è stato realizzato attraverso un programma
scritto in linguaggio di programmazione C che restituisce, come risultato ﬁnale
un insieme di 4 sequenze di numeri, che saranno salvati in diversi ﬁle di testo.
Questi numeri identiﬁcano la classe di QoS per ogni pacchetto appartenente
ad una data descrizione e dovranno quindi essere utilizzati dai diversi mecca-
nismi di simulazione. Gli ambienti di simulazione utilizzati per l’analisi delle
prestazioni sono stati nell’ordine:
1. MATLAB: esso è un ambiente di programmazione ad alto livello, con
il quale è stato sviluppato un primo, semplice, meccanismo di accesso92 Modelli di simulazione, risultati sperimentali e conclusioni
(a) Foreman (b) Mobile
(c) Crew (d) Coastguard
Figura 6.1. Sequenze utilizzate per le prove.
ad un mezzo trasmissivo comune a tutti i nodi della rete contenenti le 4
descrizioni.
2. Network Simulator 2 (NS2): esso è un ambiente di simulazione di reti
molto più complesso, con il quale è stato possibile sviluppare diversi
modelli di rete. Questi modelli mirano a rappresentare, nel modo più
realistico possibile, la struttura ed il funzionamento di una rete P2P.
3. Georgia Tech - Internetwork Topology Models (GT-ITM): esso è un pro-
gramma utilizzato per creare modelli di rete, con diverse topologie, molti
nodi e di elevata complessità, a partire da una sequenza di parametri di
conﬁgurazione. I modelli ottenuti, sono poi utilizzati all’interno dell’am-
biente di simulazione NS2 per la deﬁnizione del funzionamento della
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6.2.1 Modello in MATLAB
Il primo modello sviluppato, è stato realizzato in ambiente di programmazione
MATLABeconsistenellacreazione diunmezzodicomunicazionecomunealle
4 descrizioni della codiﬁca MDC. L’idea è basata sulla costruzione di un canale
“slottizzato”, in modo che in uno slot possa avvenire la trasmissione di al più
un pacchetto. Nel caso in cui più pacchetti cerchino di accedere allo stesso slot,
sarà trasmesso solamente il pacchetto con la classe di QoS a maggior priorità.
Il funzionamento del modello può essere suddiviso in diverse fasi che sono di
seguito illustrate:
1. Riempimentodellecoderelativeallediverseclassidiservizio: inques-
ta fase, sono create 3 code, associate alle tre diverse classi di QoS. Il
pacchetto j-esimo di ogni descrizione viene posto nella coda relativa al-
la classe di appartenenza, in attesa di essere trasmesso (Figura 6.2). Per
ogni pacchetto, al momento del suo inserimento nella coda, il modello
memorizza, inoltre, l’istante di arrivo.
...
...
...
...
Descr. 1
Descr. 2
Descr. 3
Descr. 4
 CODA 
VERDE
 CODA 
GIALLA
 CODA 
ROSSA
Figura 6.2. Riempimento delle code relative alle diverse classi di QoS.
2. Accesso al canale: in questa fase, i pacchetti contenuti nelle 3 code cer-
cano di accedere al mezzo trasmissivo. In particolare, essi accedono al94 Modelli di simulazione, risultati sperimentali e conclusioni
canale nello slot relativo al loro tempo di arrivo, in ordine di priorità:
dai pacchetti contenuti nella coda verde a quelli della coda rossa. Se un
pacchetto trova lo slot occupato dalla trasmissione di un altro pacchetto
a priorità maggiore attende un tempo di backoff aleatorio prima di ri-
tentare la trasmissione. Inoltre, essendo il rate di codiﬁca per descrizione
di R = 30 frame/sec ed essendoci 9 pacchetti/frame; il tempo di in-
terarrivo tra il pacchetto j-esimo e (j+1)-esimo di una stessa descrizione
è di:
Tint =
1
R ∗ 9
=
1
30 ∗ 9
= 0.0037sec (6.1)
Il meccanismo di accesso al canale è illustrato in Figura 6.3.
t
T
tempo di accesso primo pacchetto rosso
tempo di back-off
Figura 6.3. Accesso al canale per i pacchetti contenuti nelle 3 code.
3. Creazione dei pattern d’errore: In questa terza ed ultima fase, si sim-
ulano le perdite di pacchetti, dovute a corruzioni del mezzo trasmissivo
e a ritardi di trasmissione, creando dei pattern d’errore relativi alle 4 de-
scrizioni. Il tempo di trasmissione T di ogni pacchetto, equivale al tempo
di uno slot ed è stato calcolato considerando la lunghezza media dei pac-
chetti delle diverse descrizioni al variare del tipo di sequenza e del valore
di QP. Ponendo la velocità di trasmissione pari a vtr = 11Mbit/s si6.2 Modelli di simulazione 95
ottiene:
T =
￿
1
vtr
￿
∗ dim pack (6.2)
Per simulare la presenza di errori sul canale è stato realizzato un modello
di canale con errori a burst (modello di Gilbert) con diverse probabilitàdi
errore (Figura 6.4). In questo modo, ad ogni slot è associato un numero
Figura 6.4. Modello di Gilbert.
appartenente all’insieme {0,1} tale che:
• 0 indica che il pacchetto è stato trasmetto correttamente
• 1 indica che il pacchetto è stato perso
Ad ogni pacchetto, di ogni descrizione, è quindi assegnato un valore che
indica se tale pacchetto è stato o meno perso. I valori associati a tutti i
pacchetti di una descrizione formano un pattern d’errore. Si costruiscono
così i 4 pattern d’errore (Figura 6.5). Un altro motivo di perdita di
un pacchetto è dovuto al ritardo di accesso al canale. Deﬁnito Tlimit =
0,2 sec il tempo limite entro il quale è possibile accedere al canale, tarr
il tempo di arrivo del pacchetto all’interno della coda e tacc il tempo di
accesso del pacchetto al canale, se
tacc − tarr ≥ Tlimit (6.3)
Il pacchetto sarà scartato riportando il valore 1 nella posizione ad esso
relativa del pattern della descrizione a cui appartiene (Figura 6.6). Per
ogni sequenza, ﬁssato il valore di QP, sono state considerate 10 realiz-
zazioni del canale per il calcolo di 10 diversi pattern d’errore per ogni
descrizione. I pattern saranno poi utilizzati in fase di decodiﬁca dal bloc-
co di concealment per simulare la perdita dei pacchetti e calcolare le
prestazioni del sistema.96 Modelli di simulazione, risultati sperimentali e conclusioni
t
t 0 0 0 0 1 1 1 0
descr. 1
descr. 2
descr. 3
descr. 4
0   0   1   0   1   ...
1   1   0   0   1   ...
1   0   0   0   1   ...
0   1   0   0   1   ...
Figura 6.5. Creazione dei pattern d’errore.
t
Tempo Limite
Tempo di Accesso
Figura 6.6. Situazione di accesso al canale fuori dal tempo limite.
6.2.2 Il simulatore NS2
Una insieme di modelli più complessi sono stati realizzati attraverso il simula-
tore Network Simulator versione 2 (NS2). NS2 è un simulatore di reti scritto
in C++. Lo scenario di una simulazione è scritto in uno script OTcl, che rap-
presenta una versione del linguaggio Tcl (Tool Command Language), orientata
agli oggetti. In particolare, utilizzando il linguaggio OTcl si gestiscono delle
classi di oggetti, implementate in C++ ed organizzate in maniera gerarchica,
che costituiscono la base del simulatore. NS è nato nel 1989, come variante
del simulatore REAL, ma negli ultimi anni ha subito un notevole sviluppo, di-
ventando lo strumento di simulazione più utilizzato in ambito accademico. Lo
sviluppodi NS2 è afﬁdato ai ricercatori del WINT Project, un progetto che vede
la collaborazione di UC Berkeley, LBL, USC/ISI e Xerox PARC, e supportato
da DARPA (Defence Advanced Research Projects Agency). A seconda di quan-
to speciﬁcato nello script Otcl di input, il simulatore NS2 può produrre diversi
tipiditrace ﬁle. Essicontengonoinformazionicheriguardano latopologiadella6.2 Modelli di simulazione 97
rete (nodi e collegamenti), gli eventi della simulazione e i pacchetti che hanno
viaggiato nella rete. NS2 supporta inoltre le seguenti tecnologie:
• Connessioni punto-punto, reti LAN, mobili e satellitari;
• IP, Mobile IP, multicast (DVMRP, PIM, etc.);
• routing unicast, multicast e gerarchico;
• TCP, UDP, ed altri protocolli di trasporto in fase di sviluppo;
• RTP/RTCP, SRM, e QoS (InterServ, DiffServ (Capitolo 5));
• diverse applicazioni (Telnet, FTP, WWW-like trafﬁc, etc.).
6.2.3 L’applicazione GT-ITM
Georgia Tech-Internetworking Topology Models (GT-ITM) è un’applicazione
che consente di creare diverse topologie di rete, utilizzando i parametri con-
tenuti in un ﬁle di conﬁgurazione. L’architettura di rete realizzata tramite GT-
ITM potrà poi essere convertita in un ﬁle scritto in linguaggio Tcl ed utiliz-
zabile all’interno del simulatore NS2. GT-ITM si dimostra molto utile per la
creazione di modelli di rete molto complessi, con un numero elevato di no-
di e che richiedono una struttura ben precisa. In particolare, GT-ITM mette a
disposizione tre diverse topologie, deﬁnite, di seguito, in ordine di complessità:
• Flat Random (FR): In questo modello, i nodi sono distribuitiin modo non
gerarchico su un piano ed interconnessi tra loro.
• N Levels (NL): Questa topologia, parte dalla creazione di una struttura
piana, tipica del modello ﬂat random per poi sostituire uno o più nodi con
altri modelliFR. L’operazionedi sostituzionepotràpoi essere ripetutaper
i nuovi nodi creati, realizzando una struttura gerarchica a più livelli.
• TransitStub (TS): Questo modello, permette di creare una struttura gerar-
chica attraverso l’interconnessione di domini di transito e domini di stub
(Figura 6.7). Questa topologia è realizzata a partire da un modello ﬂat
random, in cui i nodi rappresentano interi domini di transito. Ogni nodo
sarà quindi sostituito da un altro modello FR, che contiene i nodi di un
dato dominio di transito. Ciascun nodo di transito, sarà poi collegato ad
un certo numero di modelli FR rappresentanti i domini di stub associati
ad un nodo di transito. Inﬁne, nodi di edge addizionali sono aggiunti per
collegare tra loro coppie di nodi appartenenti a diversi domini di stub o
di transito.98 Modelli di simulazione, risultati sperimentali e conclusioni
Figura 6.7. Struttura di un modello Transit Stub.
6.2.4 Descrizione dei modelli
Utilizzando NS2 sono stati sviluppatidiversimodelli di reti, con diversetopolo-
gie, che riproducono, più fedelmente possibile, la struttura di una rete P2P. In
ognuno di questo modelli, 4 nodi sono adibiti a contenere le diverse descrizioni
della codiﬁca MDC, mentre un nodo CBR (Constant Bit Rate) trasmette traf-
ﬁco ad un rate costante e funge da interferente. Un nodo destinazione, inﬁne,
scarica il trafﬁco provenientesia dai nodi contenenti le descrizioni che dal nodo
interferente. Tutti i modelli realizzati utilizzano il meccanismo DiffServ ed il
protocollo srTCM, entrambi deﬁniti nel Capitolo 5 ed opportunamente modiﬁ-
cati per assegnare la classe di QoS ai diversi pacchetti, utilizzando i ﬁle di testo
ottenuti in fase di classiﬁcazione, tramite teoria dei giochi. In particolare sono
state create 3 diverse tipologie di rete che si differenziano principalmente per
struttura, numero di nodi e caratteristiche di congestione. Mentre i primi due
modelli presentano un numero limitato di nodi, il terzo è più complesso ed stato
realizzato con l’ausilio dell’applicazione GT-ITM descritta precedentemente.6.2 Modelli di simulazione 99
Primo modello: rete a 9 nodi e congestione sul link comune a tutte le
descrizioni
Il primo modello di rete realizzato presenta un numero limitato di nodi. In par-
ticolare, sono presenti i 4 nodi contenenti le descrizioni della codiﬁca MDC, un
nodo CBR ed un nodo di edge che rappresenta il nodo di accesso alla rete e al
quale sono collegati i primi 5 nodi elencati. Il nodo di edge è poi collegato con
un nodo rappresentante il cuore della rete che a sua volta è collegato ad un altro
nododiedgecherappresentailnododiuscitadallarete. Ilsecondonododiedge
è poi collegato al nodo di destinazione. L’intero modello è illustrato in Figura
6.8. Per creare un fenomeno di congestione che porti ad una perdita inevitabi-
Figura 6.8. Primo modello di rete simulato in NS2.
le di pacchetti e dimostri l’efﬁcacia dei meccanismi di classiﬁcazione adottati,
si agisce riducendo la banda disponibile Ra sul link che congiunge il nodo di
core (nodo 4 in Figura 6.8) con il secondo nodo di edge (nodo 5 in Figura 6.8).
In particolare, è stata calcolata la dimensione media di ogni pacchetto delle 4
descrizioni e successivamente il rate medio di trafﬁco per ogni descrizione al
variare della sequenza e del valore di QP. Il nodo interferente trasmette ad un
rate costante equivalente a quello di un nodo contenente una descrizione. La
larghezza di banda del link soggetto a congestione, è stata quindi ridotta in per-
centuale rispetto alla banda necessaria a trasmettere il ﬂusso proveniente dai 5
nodi. Più precisamente la banda disponibileRa è stata ottenuta moltiplicando il
rate complessivodei 5 ﬂussi per i seguenti valori {0.94,0.97,1,1.03,1.07,1.1}.
Per ognuno di questi valori, inoltre sono state realizzate 10 simulazioni varian-
do in maniera aleatoria i parametri interni alla rete ed utilizzati da NS2. Per100 Modelli di simulazione, risultati sperimentali e conclusioni
ogni simulazione, il programma produce i 4 pattern d’errore, relativi alle quat-
tro descrizioni ed utilizzati in fase di decodiﬁca dal blocco di concealment per
simulare la perdita dei pacchetti e calcolare le prestazioni del sistema. Inﬁne,
Per ogni valore di Ra è stata considerata la media dei risultati ottenuti sulle 10
simulazioni.
Secondo modello: rete a 15 nodi e congestione sul link reativo alla prima
descrizione
Figura 6.9. Secondo modello di rete simulato in NS2.
Questo modello è stato creato con l’idea di realizzare un fenomeno di con-
gestione e quindi di possibile perdita dei pacchetti appartenenti ad una sola de-
scrizione. In Figura 6.9 i nodi contenenti le descrizioni sono contrassegnati con
i numeri 0, 1, 7, 8. Come si può notare, a differenza del primo modello, i nodi
di accesso alla rete sono 4, uno per descrizione, ed il nodo interferente (nodo
2 in Figura 6.9) è collegato al nodo di edge relativo alla prima descrizione. La
congestione avviene dunque sul link che collega il nodo 3 con il nodo 4 (nodo
di core). I questo caso, la larghezza di benda del link soggetto a congestione è
stata deﬁnita moltiplicando il rate medio di due ﬂussi di trafﬁco (rate prima de-
scrizione e CBR dell’interferente) per la sequenza di valori utilizzata nel primo
modello: {0.94,0.97,1,1.03,1.07,1.1}. Anche in questo caso, per ogni valo-
re, sono state realizzate 10 simulazioni e si è considerata la media dei risultati
ottenuti per ognuna di esse.6.2 Modelli di simulazione 101
Terzo modello: rete a 100 nodi realizzata attraverso GT-ITM
Il terzo e ultimo modello di rete è più complesso dei precedenti ed è stato real-
izzato con l’idea di creare una struttura che riproducesse fedelmente una reale
rete P2P con molti utenti. Si è deciso quindi di utilizzare l’applicazione GT-
ITM, per la creazione di una topologiadi tipo Transit Stub contenente 100 nodi.
Come già accennato precedentemente, l’applicazione GT-ITM ha bisogno di un
ﬁle di conﬁgurazione per la creazione della rete. Il ﬁle di conﬁgurazione usato
a tale scopo è stato chiamato ts100 ed è il seguente:
ts 1 47
3 0 0
1 20 3 1.0
4 20 3 0.6
8 10 3 0.42
Lanciando ora il comando:
itm ts100
GT-ITM crea una topologia di tipo transit stub come indicato nella prima riga
del ﬁle di conﬁgurazione. Il numero 47 identiﬁca il seed utilizzato per la
deﬁnizione dei parametri aleatori della rete (es ritardo di percorrenza dei link,
disposizione dei nodi, ecc). La seconda riga del ﬁle indica, invece, che la rete
presenta 3 domini di stub per nodo di transito e nessun edge aggiuntivo che col-
lega un nodo di stub con un nodo di un altro dominio di stub o di transito. La
terza riga stabilisce che si ha un solo dominio di transito, mentre la quarta indi-
ca che il dominio di transito è composto, in media, da 4 nodi ed è presente un
nodo di edge tra ogni coppia di nodi con probabilità 0.6. L’ultima riga, inﬁne,
indica che ogni dominio di stub possiede, in media 8 nodi e per ogni coppia di
essi è presnte un nodo di edge con probabilità 0.42. I parametri successivi al
numero di nodo per ogni riga, identiﬁcano la dimensione dello spazio in cui i
nodi di ciascun dominio sono disposti.
Il ﬁle prodotto dal comando itm ts100 produce un ﬁle chiamato ts100-0.gb che
deve essere convertito in un ﬁle con estensione Tcl per poter essere utilizzato
da NS2. Questa conversione avviene attraverso il comando sgb2ns che è così
deﬁnito:
sgb2ns ts100-0.gb ts100.tcl
Il ﬁle ts100.tcl contiene soltanto la struttura della rete e lascia, come parametro
da deﬁnire, la capacità dei vari link. Per la creazione del modello completo
è stato quindi necessario creare diversi nodi “foglia”, da collegare ai nodi ap-
partenenti ai domini di stub. Questi nodi foglia rappresentano rispettivamente102 Modelli di simulazione, risultati sperimentali e conclusioni
le 4 descrizioni (nodi di colore verde, blu, giallo e marrone in Figura 6.10),
il nodo interferente (nodo rosso) ed il nodo destinazione (nodo viola). In
Figura 6.10. Terzo modello di rete simulato in NS2 e creato tramite GT-ITM.
aggiunta, tutti i nodi della rete sono stati conﬁgurati per supportare il mecca-
nismo DiffServ ed il protocollo srTCM, modiﬁcato opportunamente per uti-
lizzare la classiﬁcazione ottenuta tramite teoria dei giochi e contenuta all’in-
terno dei 4 ﬁle di testo. Inﬁne, le capacità di tutti i link sono state deﬁnite
considerando il rate medio complessivo dei 5 ﬂussi di trafﬁco relativi alle de-
scrizioni ed al trafﬁco CBR. Inizialmente il rate del nodo interferente è stato
posto uguale a quello di una singola descrizione. Successivamente, a differen-
za dei primi due modelli, per creare la congestione, si è deciso, di variare il
rate del nodo interferente, moltiplicando quello di partenza per i seguenti valori
{1.5,1.3,1.1,0.9,0.7,0.5}. Anche in questo caso, come per i primi due mod-
elli sono state realizzate 10 simulazioni e si è considerata la media dei risultati
ottenuti per ognuna di esse. Inoltre, al ﬁne di produrre altri modelli tramite
GT-ITM, è stato realizzato un script in linux, chiamato conf_gt_itm.sh, con il
compito di create l’intero modello di rete, a partire dal ﬁle di conﬁgurazione.6.3 Risultati 103
6.3 Risultati
Nelle simulazioni di tutti i modelli realizzati, sono stati utilizzati i primi 90
frame di ogni sequenza con QP = 28. Per il modello in Matlab, i risultati
sono relativi all’utilizzo di un canale con una probabilità d’errore del 2%. Per
ogni modello, sono state valutate le prestazioni relative alla classiﬁcazione dei
pacchetti utilizzando i 3 diversi modelli di gioco cooperativo implementati, per
tutte le 6 coalizioni possibili. Inoltre le stesse simulazioni sono state effettuate
considerando la classiﬁcazione ottenuta tramite gioco non cooperativo al ﬁne
di confrontare le prestazioni con i corrispondenti modelli cooperativi. Nelle
tabelle e nei graﬁci relativi ai modelli di rete realizzati in NS2, la sigla RLC
identiﬁca il rate del link dove si veriﬁca la congestione per i primi due modelli,
mentre RI indica il rate della sorgente interferente nel terzo modello. Dall’anal-
isi dei risultati si può osservare come l’utilizzo delle coalizioni porti, in alcuni
casi, ad un notevole incremento delle prestazioni. In particolare, nella maggior
parte dei casi, le descrizioni della coalizione tendono a classiﬁcare i propri pac-
chetti con le classi a più basso livello di priorità possibile, in modo da sempli-
ﬁcare la gestione della congestione alla rete ed incrementare il valore medio di
PSNR sull’intera sequenza ricostruita. Inoltre è possibile notare come le coal-
izionimigliorisono quelleformatedalledescrizioni con ilminorgrado di corre-
lazione. Supponendo di perdere le descrizioni della coalizione, il meccanismo
di error concealment riuscirà a stimare le descrizioni perse sfruttando l’eleva-
ta correlazione spaziale tra i pacchetti delle descrizioni ricevute correttamente.
Questo però non vale per le coalizioni verticali (V1 e V2). La maggior parte
delle sequenze presenta infatti una correlazione orizzontale ridotta e, anche se
maggiore di quella verticale, non è in genere sufﬁciente a permettere una val-
ida ricostruzione delle descrizioni perse. In queste situazioni le conﬁgurazioni
migliori si sono dimostrate quelle oblique O1 e O2. L’utilizzo delle coalizioni
oblique porta inoltre ad un incremento delle prestazioni per ogni tipologia di
sequenza: la perdita di pixel a quinconce, permette al meccanismo di error con-
cealment di sfruttare sia la correlazione verticale sia quella orizzontale per la
stima dei pacchetti persi, che quindi risulta molto efﬁciente. Analizzando le tre
tipologie di gioco create, è possibile osservare come l’utilizzo delle coalizioni
nel primo e nel terzo modello porti ad un sensibile incremento delle prestazioni
rispetto alla classiﬁcazione ottenuta tramite approccio non cooperativo. Per
la sequenza Crew, nel primo modello di rete realizzata in NS2 e per la prima
tipologia di gioco, l’incremento di PSNR è di 2.41 dB per le coalizioni H1 e H2
(contenenti le descrizioni meno correlate) e scende di poco sotto i 2 dB per le
coalizioni O1 e O2 (Tabella 6.4). Risultati analoghi si possono osservare per il
terzo modello di rete creata tramite GT-ITM: per elevati livelli di congestione,
l’incremento di PSNR ottenuto utilizzando le coalizioni raggiunge i 2.88 dB104 Modelli di simulazione, risultati sperimentali e conclusioni
(Tabella 6.18). I migliori risultati di guadagno di PSNR tramite classiﬁcazione
con giochi cooperativi si hanno per la sequenza Foreman. Per il primo e terzo
gioco, l’incremento di PSNR utilizzando le coalizioni O1 e O2 supera i 4 dB sia
nel primo che nel terzo modello di rete (Tabelle 6.9, 6.21 e 6.23). L’incremento
diPSNR èpiùcontenutoperlasequenzamobilemainognicasosupera1dBper
il primomodellodi rete (Tabelle6.13 e 6.15) earrivaa 1.77 dBper il terzo mod-
ello di rete (Tabella 6.27). La sequenza Coastguard presenta una correlazione
orizzontale maggiore di quella verticale ma, come accennato precedentemente,
non sufﬁciente a permettere una ricostruzione efﬁciente delle colonne di pixel
perse. In questo caso, le coalizioni migliori sono quelle oblique O1 e O2, at-
traverso le quali si ha un guadagno di PSNR di 2.04 dB per il primo modello di
rete (Tabella 6.12) e di 2.14 dB per il terzo modello di rete (Tabella 6.24). Per il
secondo modello di gioco, il miglioramento ottenuto attraverso l’utilizzo delle
coalizioni è più contenuto. Questo è dovuto principalmente al fatto che, utiliz-
zando una classiﬁcazione pacchetto per pacchetto, il gioco non ha la possibilità
di utilizzare pienamente le caratteristiche di correlazione spaziale di un frame,
cosa che invece avviene nel primo e terzo gioco, in cui la classiﬁcazione è fatta
frame per frame. Ad esempio, per la sequenza Crew l’incremento di PSNR non
supera0.55 dB peril primo modellodi rete(Tabella 6.5) e0.51 per il terzo mod-
ello (Tabella 6.19) mentre per la sequenza Foreman rimane di poco inferiore ad
1 dB per entrambi i modelli di rete (Tabella 6.14 e 6.28). Inﬁne, nel secondo
modello di rete in NS2, le prestazioni ottenute tramite giochi cooperativi e non
cooperativi sono analoghe. Questo è dovuto al fatto che nel secondo model-
lo, la perdita di pacchetti coinvolge una sola descrizione che attraversa il link
soggetto a congestione. Per questo motivo, nessuna delle altre tre descrizioni
trae vantaggio coalizzandosi con essa (Tabella 6.16).
COALIZ. PSNR(dB)
NO 26.7254
H1 29.2222
V1 30.2834
O1 28.4166
O2 28.1064
V2 30.2885
H2 28.3547
(a) Coastguard
COALIZ. PSNR(dB)
NO 31.4990
H1 33.0266
V1 31.7173
O1 31.7001
O2 30.6426
V2 31.6423
H2 33.0888
(b) Crew
Tabella 6.1. Risultati della simulazione in Matlab del primo modello di gioco.6.3 Risultati 105
COALIZ. PSNR(dB)
NO 29.9303
H1 30.3861
V1 30.0370
O1 29.2166
O2 29.7800
V2 30.3306
H2 30.5367
(a) Coastguard
COALIZ. PSNR(dB)
NO 33.1468
H1 33.3170
V1 33.6463
O1 33.0434
O2 33.6139
V2 32.2797
H2 33.8295
(b) Crew
Tabella 6.2. Risultati della simulazione in Matlab del secondo modello di gioco.
COALIZ. PSNR(dB)
NO 26.7254
H1 28.3169
V1 29.6870
O1 27.2267
O2 28.2401
V2 29.5445
H2 28.2455
(a) Coastguard
COALIZ. PSNR(dB)
NO 31.4990
H1 33.4919
V1 31.7058
O1 29.8503
O2 29.4929
V2 32.3281
H2 32.0822
(b) Crew
Tabella 6.3. Risultati della simulazione in Matlab del terzo modello di gioco.106 Modelli di simulazione, risultati sperimentali e conclusioni
RLC(kbit/s) 2186 2256 2325 2395 2488 2558
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 31.77 32.61 33.42 33.78 34.10 34.29
H1 34.18 34.21 34.26 34.33 34.47 34.51
V1 32.45 33.15 33.31 33.70 34.03 34.17
O1 34.11 34.23 34.28 34.35 34.49 34.52
O2 33.62 34.21 34.27 34.36 34.50 34.52
V2 32.52 32.99 33.25 33.71 34.04 34.20
H2 34.11 34.15 34.19 34.26 34.45 34.49
Tabella 6.4. Risultati relativi al primo modello di rete in NS2 e primo modello di
gioco per la sequenza Crew.
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Figura 6.11. Graﬁco relativo al primo modello di rete in NS2 e primo modello di
gioco per la sequenza Crew.6.3 Risultati 107
RLC(kbit/s) 2186 2256 2325 2395 2488 2558
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 33.39 33.59 33.73 33.96 34.23 34.31
H1 33.39 33.90 34.02 34.23 34.43 34.47
V1 30.46 31.37 32.37 32.89 33.45 34.22
O1 33.94 33.97 34.07 34.27 34.44 34.49
O2 33.91 34.10 34.18 34.29 34.47 34.49
V2 30.64 31.63 32.90 33.24 33.60 34.38
H2 33.91 34.02 34.14 34.25 34.44 34.49
Tabella 6.5. Risultati relativi al primo modello di rete in NS2 e secondo modello di
gioco per la sequenza Crew.
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Figura 6.12. Graﬁco relativo al primo modello di rete in NS2 e secondo modello di
gioco per la sequenza Crew.108 Modelli di simulazione, risultati sperimentali e conclusioni
RLC(kbit/s) 2186 2256 2325 2395 2488 2558
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 31.77 32.61 33.42 33.78 34.10 34.29
H1 34.45 34.18 34.21 34.26 34.44 34.48
V1 29.43 30.51 31.34 32.36 33.15 33.81
O1 34.19 34.24 34.27 34.31 34.46 34.51
O2 34.19 34.23 34.27 34.32 34.46 34.51
V2 29.19 30.36 31.08 32.40 33.33 33.75
H2 32.85 32.73 33.04 33.80 34.26 34.25
Tabella 6.6. Risultati relativi al primo modello di rete in NS2 e terzo modello di gioco
per la sequenza Crew.
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Figura 6.13. Graﬁco relativo al primo modello di rete in NS2 e terzo modello di gioco
per la sequenza Crew.6.3 Risultati 109
RLC(kbit/s) 1770 1827 1883 1940 2015 2071
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 26.46 27.22 29.50 30.72 31.49 32.22
H1 27.96 29.14 30.70 31.43 31.92 32.44
V1 28.34 28.88 30.15 30.60 31.53 32.11
O1 30.41 30.81 31.90 32.63 32.92 33.03
O2 30.39 30.71 32.15 32.72 32.96 33.05
V2 28.02 28.59 29.87 30.48 31.25 31.82
H2 26.80 27.93 29.94 30.84 31.66 32.32
Tabella 6.7. Risultati relativi al primo modello di rete in NS2 e primo modello di
gioco per la sequenza Foreman.
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Figura 6.14. Graﬁco relativo al primo modello di rete in NS2 e primo modello di
gioco per la sequenza Foreman.110 Modelli di simulazione, risultati sperimentali e conclusioni
RLC(kbit/s) 1770 1827 1883 1940 2015 2071
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 26.89 28.43 29.76 30.59 31.54 32.33
H1 27.23 28.65 29.68 31.08 31.68 32.46
V1 25.67 26.84 28.66 30.73 32.11 32.57
O1 27.64 29.03 30.32 31.35 31.86 32.40
O2 27.49 28.39 30.48 31.32 32.30 32.47
V2 23.88 26.12 29.45 30.80 31.54 32.05
H2 28.40 29.49 30.90 31.66 32.20 32.78
Tabella 6.8. Risultati relativi al primo modello di rete in NS2 e secondo modello di
gioco per la sequenza Foreman.
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Figura 6.15. Graﬁco relativo al primo modello di rete in NS2 e secondo modello di
gioco per la sequenza Foreman.6.3 Risultati 111
RLC(kbit/s) 1770 1827 1883 1940 2015 2071
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 26.46 27.22 29.50 30.72 31.49 32.22
H1 29.08 29.67 30.62 31.44 31.87 32.16
V1 24.22 25.93 27.65 29.82 31.03 31.97
O1 30.47 30.81 31.91 32.76 32.94 33.01
O2 30.49 30.80 32.14 32.81 32.90 33.00
V2 24.41 26.06 28.56 29.99 31.30 32.22
H2 29.91 30.14 31.63 32.06 32.41 32.61
Tabella 6.9. Risultati relativi al primo modello di rete in NS2 e terzo modello di gioco
per la sequenza Foreman.
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Figura 6.16. Graﬁco relativo al primo modello di rete in NS2 e terzo modello di gioco
per la sequenza Foreman.112 Modelli di simulazione, risultati sperimentali e conclusioni
RLC(kbit/s) 2822 2913 3003 3093 3213 3303
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 29.37 29.96 30.43 30.80 31.28 31.55
H1 28.89 29.65 30.21 30.71 31.19 31.49
V1 27.95 29.06 29.24 29.91 30.56 31.38
O1 31.22 31.50 31.77 31.97 32.19 32.26
O2 31.34 31.59 31.68 31.97 32.16 32.25
V2 27.96 28.65 29.33 29.59 29.78 30.94
H2 29.28 30.03 30.55 31.00 31.44 31.65
Tabella 6.10. Risultati relativi al primo modello di rete in NS2 e primo modello di
gioco per la sequenza Coastguard.
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Figura 6.17. Graﬁco relativo al primo modello di rete in NS2 e primo modello di
gioco per la sequenza Coastguard.6.3 Risultati 113
RLC(kbit/s) 2822 2913 3003 3093 3213 3303
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 29.20 29.81 30.48 30.79 31.14 31.44
H1 29.20 29.69 30.62 30.98 31.15 31.54
V1 29.68 29.87 30.56 30.99 31.31 31.74
O1 29.41 29.90 30.78 31.04 31.41 31.60
O2 29.60 30.04 30.69 31.01 31.26 31.43
V2 29.16 29.55 29.81 30.70 31.09 31.48
H2 29.01 29.62 30.39 30.73 31.16 31.42
Tabella 6.11. Risultati relativi al primo modello di rete in NS2 e secondo modello di
gioco per la sequenza Coastguard.
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Figura 6.18. Graﬁco relativo al primo modello di rete in NS2 e secondo modello di
gioco per la sequenza Coastguard.114 Modelli di simulazione, risultati sperimentali e conclusioni
RLC(kbit/s) 2822 2913 3003 3093 3213 3303
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 29.37 29.96 30.43 30.80 31.28 31.55
H1 30.25 30.73 31.06 31.42 31.75 31.90
V1 28.07 28.72 29.20 29.59 30.01 30.28
O1 31.41 31.61 31.76 31.99 32.18 32.27
O2 31.41 31.59 31.77 31.97 32.18 32.26
V2 27.69 28.58 29.21 29.62 29.91 30.09
H2 29.99 30.47 30.82 31.24 31.62 31.80
Tabella 6.12. Risultati relativi al primo modello di rete in NS2 e terzo modello di
gioco per la sequenza Coastguard.
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Figura 6.19. Graﬁco relativo al primo modello di rete in NS2 e terzo modello di gioco
per la sequenza Coastguard.6.3 Risultati 115
RLC(kbit/s) 6971 7194 7416 7639 7935 8158
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 27.93 28.86 29.70 30.56 32.31 32.49
H1 28.42 29.23 29.91 30.87 32.31 32.49
V1 28.07 29.05 29.91 30.83 32.33 32.49
O1 28.99 29.64 30.23 30.89 32.32 32.49
O2 27.92 28.85 29.70 30.61 32.31 32.49
V2 27.20 28.33 29.61 31.06 32.32 32.49
H2 28.60 29.28 29.99 30.85 32.32 32.49
Tabella 6.13. Risultati relativi al primo modello di rete in NS2 e primo modello di
gioco per la sequenza Mobile.
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Figura 6.20. Graﬁco relativo al primo modello di rete in NS2 e primo modello di
gioco per la sequenza Mobile.116 Modelli di simulazione, risultati sperimentali e conclusioni
RLC(kbit/s) 6971 7194 7416 7639 7935 8158
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 26.82 27.42 29.51 30.81 32.30 32.49
H1 28.56 29.32 30.06 31.02 32.32 32.49
V1 26.56 28.07 29.88 30.99 32.35 32.49
O1 29.00 29.65 30.24 31.04 32.30 32.49
O2 28.92 29.54 30.21 31.06 32.31 32.49
V2 26.33 27.96 30.22 31.30 32.40 32.49
H2 28.52 29.20 30.01 30.93 32.33 32.49
Tabella 6.14. Risultati relativi al primo modello di rete in NS2 e secondo modello di
gioco per la sequenza Mobile.
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Figura 6.21. Graﬁco relativo al primo modello di rete in NS2 e secondo modello di
gioco per la sequenza Mobile.6.3 Risultati 117
RLC(kbit/s) 6971 7194 7416 7639 7935 8158
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 27.93 28.86 29.70 30.56 32.31 32.49
H1 28.58 29.30 29.98 30.75 32.32 32.49
V1 26.70 28.30 29.35 30.98 32.34 32.49
O1 28.97 29.60 30.19 30.90 32.29 32.49
O2 28.99 29.64 30.24 30.89 32.32 32.49
V2 26.87 28.46 29.56 30.98 32.40 32.49
H2 28.45 29.24 29.94 30.75 32.29 32.49
Tabella 6.15. Risultati relativi al primo modello di rete in NS2 e terzo modello di
gioco per la sequenza Mobile.
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Figura 6.22. Graﬁco relativo al primo modello di rete in NS2 e terzo modello di gioco
per la sequenza Mobile.118 Modelli di simulazione, risultati sperimentali e conclusioni
RLC(kbit/s) 708 730 753 776 806 828
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 33.72 33.76 33.83 33.90 34.11 34.18
H1 33.68 33.75 33.82 33.94 34.15 34.18
V1 33.69 33.73 33.80 33.92 34.12 34.18
O1 33.75 33.77 33.82 33.90 34.11 34.18
O2 33.84 33.85 33.97 34.13 34.18 34.18
V2 33.70 33.75 33.80 33.92 34.16 34.18
H2 33.65 33.79 33.81 33.91 34.12 34.18
Tabella 6.16. Risultati relativi al secondo modello di rete in NS2 e primo modello di
gioco per la sequenza Foreman.
700 720 740 760 780 800 820 840
33.6
33.7
33.8
33.9
34
34.1
34.2
34.3
Secondo modello di rete sequenza Foreman Primo gioco
RLC (kbit/s)
P
S
N
R
(
d
B
)
 
 
No Coalizioni
H1
V1
O1
H2
V2
O2
Figura 6.23. Graﬁco relativo al secondo modello di rete in NS2 e primo modello di
gioco per la sequenza Foreman.6.3 Risultati 119
RLC(kbit/s) 2788 2877 2966 3055 3174 3263
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 31.33 31.39 31.68 32.23 32.49 32.49
H1 31.39 31.58 31.99 32.49 32.49 32.49
V1 31.39 31.58 31.99 32.49 32.49 32.49
O1 31.39 31.58 31.99 32.49 32.49 32.49
O2 31.12 31.23 31.61 32.13 32.49 32.49
V2 31.12 31.23 31.61 32.13 32.49 32.49
H2 31.12 31.23 31.61 32.13 32.49 32.49
Tabella 6.17. Risultati relativi al secondo modello di rete in NS2 e terzo modello di
gioco per la sequenza Mobile.
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Figura 6.24. Graﬁco relativo al secondo modello di rete in NS2 e terzo modello di
gioco per la sequenza Mobile.120 Modelli di simulazione, risultati sperimentali e conclusioni
RI(kbit/s) 697 604 511 418 325 232
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 31.39 31.67 33.29 33.77 34.12 34.33
H1 34.27 34.32 34.39 34.45 34.51 34.54
V1 33.18 33.36 33.70 33.95 34.12 34.30
O1 34.27 34.34 34.41 34.46 34.51 34.55
O2 33.89 34.24 34.30 34.38 34.43 34.50
V2 30.35 31.55 32.95 33.69 34.00 34.29
H2 34.10 34.15 34.22 34.33 34.40 34.47
Tabella 6.18. Risultati relativi al terzo modello di rete in NS2 e primo modello di
gioco per la sequenza Crew.
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Figura 6.25. Graﬁco relativo al terzo modello di rete in NS2 e primo modello di gioco
per la sequenza Crew6.3 Risultati 121
RI(kbit/s) 697 604 511 418 325 232
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 33.40 33.61 33.85 34.08 34.23 34.37
H1 33.90 33.99 34.10 34.30 34.40 34.44
V1 32.29 32.58 33.27 33.38 33.77 34.47
O1 33.91 34.05 34.15 34.17 34.35 34.47
O2 34.12 34.14 34.27 34.41 34.47 34.54
V2 30.99 32.15 32.97 33.44 34.04 34.45
H2 33.96 34.14 34.34 34.39 34.48 34.55
Tabella 6.19. Risultati relativi al terzo modello di rete in NS2 e secondo modello di
gioco per la sequenza Crew.
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Figura 6.26. Graﬁco relativo al terzo modello di rete in NS2 e secondo modello di
gioco per la sequenza Crew.122 Modelli di simulazione, risultati sperimentali e conclusioni
RI(kbit/s) 697 604 511 418 325 232
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 31.39 31.67 33.29 33.77 34.12 34.33
H1 34.10 34.15 34.22 34.32 34.40 34.46
V1 29.35 30.92 31.67 32.39 33.31 33.67
O1 34.19 34.25 34.31 34.34 34.44 34.49
O2 32.77 32.54 33.73 34.26 34.49 34.55
V2 29.58 30.46 31.62 32.75 33.48 34.38
H2 32.92 32.98 33.67 34.40 34.45 34.16
Tabella 6.20. Risultati relativi al terzo modello di rete in NS2 e terzo modello di
gioco per la sequenza Crew.
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Figura 6.27. Graﬁco relativo al terzo modello di rete in NS2 e terzo modello di gioco
per la sequenza Crew.6.3 Risultati 123
RI(kbit/s) 565 489 414 339 263 188
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 28.26 29.60 30.26 31.14 32.23 32.87
H1 29.52 30.10 30.80 31.87 32.50 33.13
V1 30.63 30.83 31.58 31.98 32.32 33.01
O1 32.54 33.01 33.13 33.22 33.33 33.50
O2 29.85 31.61 32.64 33.00 33.14 33.38
V2 27.68 29.13 30.58 31.21 32.13 32.94
H2 28.95 29.74 30.77 31.88 32.47 33.10
Tabella 6.21. Risultati relativi al terzo modello di rete in NS2 e primo modello di
gioco per la sequenza Foreman.
150 200 250 300 350 400 450 500 550 600
27
28
29
30
31
32
33
34
Rete GT−ITM sequenza Foreman Primo gioco
RI (kbit/s)
P
S
N
R
(
d
B
)
 
 
No Coalizioni
H1
V1
O1
H2
V2
O2
Figura 6.28. Graﬁco relativo al terzo modello di rete in NS2 e primo modello di gioco
per la sequenza Foreman.124 Modelli di simulazione, risultati sperimentali e conclusioni
RI(kbit/s) 565 489 414 339 263 188
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 29.95 31.11 31.82 32.10 32.56 33.12
H1 28.89 30.21 30.79 32.08 32.87 33.20
V1 29.01 29.20 30.36 31.56 32.50 33.26
O1 30.01 31.12 31.80 32.00 32.72 33.28
O2 30.52 31.16 31.84 32.41 32.51 33.17
V2 27.15 28.17 29.88 31.15 32.42 32.95
H2 29.56 30.01 30.75 32.32 32.92 33.31
Tabella 6.22. Risultati relativi al terzo modello di rete in NS2 e secondo modello di
gioco per la sequenza Foreman.
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Figura 6.29. Graﬁco relativo al terzo modello di rete in NS2 e secondo modello di
gioco per la sequenza Foreman.6.3 Risultati 125
RI(kbit/s) 565 489 414 339 263 188
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 28.26 29.60 30.26 31.14 32.23 32.87
H1 31.13 31.53 31.75 31.98 32.50 33.05
V1 25.85 27.32 28.76 30.07 31.66 32.74
O1 32.58 32.81 32.93 33.02 33.14 33.40
O2 31.27 31.67 31.93 32.72 33.30 33.52
V2 26.41 27.71 28.63 30.31 31.76 33.11
H2 31.25 31.56 32.02 32.54 33.00 33.35
Tabella 6.23. Risultati relativi al terzo modello di rete in NS2 e terzo modello di
gioco per la sequenza Foreman.
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Figura 6.30. Graﬁco relativo al terzo modello di rete in NS2 e terzo modello di gioco
per la sequenza Foreman.126 Modelli di simulazione, risultati sperimentali e conclusioni
RI(kbit/s) 900 780 660 540 420 300
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 29.51 29.86 30.56 31.45 31.74 31.92
H1 29.14 29.87 30.39 31.21 31.66 31.79
V1 28.15 29.10 29.79 30.98 31.72 32.20
O1 31.65 31.78 31.90 32.19 32.30 32.35
O2 31.13 31.43 31.68 31.96 32.13 32.22
V2 27.77 28.92 30.04 31.12 31.80 32.06
H2 29.43 30.09 30.62 31.45 31.85 32.03
Tabella 6.24. Risultati relativi al terzo modello di rete in NS2 e primo modello di
gioco per la sequenza Coastguard.
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Figura 6.31. Graﬁco relativo al terzo modello di rete in NS2 e primo modello di gioco
per la sequenza Coastguard.6.3 Risultati 127
RI(kbit/s) 900 780 660 540 420 300
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 28.73 29.19 30.55 31.20 31.70 31.94
H1 28.63 29.75 30.60 31.45 31.79 31.99
V1 29.88 30.33 30.93 31.22 31.89 32.16
O1 29.57 30.10 31.05 31.47 31.76 32.06
O2 29.68 30.24 30.88 31.12 31.54 32.10
V2 28.65 29.54 30.22 31.23 31.61 32.04
H2 28.58 29.89 30.62 30.98 31.48 32.07
Tabella 6.25. Risultati relativi al terzo modello di rete in NS2 e secondo modello di
gioco per la sequenza Coastguard.
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Figura 6.32. Graﬁco relativo al terzo modello di rete in NS2 e secondo modello di
gioco per la sequenza Coastguard.128 Modelli di simulazione, risultati sperimentali e conclusioni
RI(kbit/s) 900 780 660 540 420 300
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 29.51 29.86 30.56 31.45 31.74 31.92
H1 30.33 30.56 30.96 31.66 32.02 32.21
V1 28.08 28.35 29.98 30.81 31.74 32.13
O1 31.42 31.50 31.66 31.93 32.10 32.20
O2 30.47 30.86 31.87 32.20 32.30 32.33
V2 28.06 28.73 29.62 30.98 31.41 31.76
H2 29.92 30.42 31.13 31.71 31.91 32.05
Tabella 6.26. Risultati relativi al terzo modello di rete in NS2 e terzo modello di
gioco per la sequenza Coastguard.
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Figura 6.33. Graﬁco relativo al terzo modello di rete in NS2 e terzo modello di gioco
per la sequenza Coastguard.6.3 Risultati 129
RI(kbit/s) 2225 1928 1631 1335 1038 741
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 27.91 28.59 29.47 30.98 32.49 32.49
H1 29.28 29.72 30.46 31.53 32.49 32.49
V1 27.90 28.95 30.08 31.26 32.49 32.49
O1 29.68 30.07 30.59 31.48 32.49 32.49
O2 29.67 29.89 30.07 31.17 32.49 32.49
V2 26.50 27.74 29.07 31.37 32.49 32.49
H2 28.48 29.11 29.91 31.16 32.49 32.49
Tabella 6.27. Risultati relativi al terzo modello di rete in NS2 e primo modello di
gioco per la sequenza Mobile.
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Figura 6.34. Graﬁco relativo al terzo modello di rete in NS2 e primo modello di gioco
per la sequenza Mobile.130 Modelli di simulazione, risultati sperimentali e conclusioni
RI(kbit/s) 2225 1928 1631 1335 1038 741
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 27.96 28.73 29.69 31.17 32.49 32.49
H1 28.60 29.25 29.98 31.28 32.49 32.49
V1 27.83 28.93 30.32 31.56 32.49 32.49
O1 29.00 29.78 30.22 31.36 32.49 32.49
O2 29.19 29.86 30.49 31.59 32.49 32.49
V2 26.32 28.39 30.21 31.77 32.49 32.49
H2 29.12 29.77 30.47 31.48 32.49 32.49
Tabella 6.28. Risultati relativi al terzo modello di rete in NS2 e secondo modello di
gioco per la sequenza Mobile.
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Figura 6.35. Graﬁco relativo al terzo modello di rete in NS2 e secondo modello di
gioco per la sequenza Mobile.6.3 Risultati 131
RI(kbit/s) 2225 1928 1631 1335 1038 741
COALIZ. PSNR PSNR PSNR PSNR PSNR PSNR
NO 27.91 28.59 29.47 30.98 32.49 32.49
H1 28.50 29.09 29.89 31.10 32.49 32.49
V1 26.94 28.19 29.55 31.34 32.49 32.49
O1 28.89 29.41 30.03 31.14 32.49 32.49
O2 29.05 29.70 30.53 31.48 32.49 32.49
V2 26.11 27.82 29.63 31.28 32.49 32.49
H2 28.86 29.51 30.38 31.44 32.49 32.49
Tabella 6.29. Risultati relativi al terzo modello di rete in NS2 e terzo modello di
gioco per la sequenza Mobile.
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Figura 6.36. Graﬁco relativo al terzo modello di rete in NS2 e terzo modello di gioco
per la sequenza Mobile.132 Modelli di simulazione, risultati sperimentali e conclusioni
6.4 Conclusioni
Dall’analisi dei risultati è possibile osservare come l’utilizzo di giochi coop-
erativi, per la classiﬁcazione dei pacchetti di sequenze MDC, porti a notevoli
vantaggi. In particolare, si sono rivelate più efﬁcaci le coalizioni fra descrizioni
che presentano una minor correlazione tra loro. In ogni caso, le due coalizioni
oblique (O1 e O2) portano ad un sensibile incremento delle prestazioni per
ogni tipo di sequenza. Questo è dovuto principalmente al meccanismo di con-
cealment utilizzato. Per stimare un pixel perso, esso utilizza un’interpolazione
bilinearetra quelli lo che circondano. I pixelappartenenti ad una delle duecoal-
izioni oblique forniscono, quasi sempre, una buona approssimazione del pixel
mancante, in quanto permettono di usufruire sia della correlazione orizzontale
sia di quella verticale delle immagini della sequenza. Entrando nel dettaglio
delle diverse tipologie di gioco considerate, si può osservare come, la classiﬁ-
cazione tramite il primo e terzo modello gioco porti ad un sensibile incremento
delle prestazioni ottenute utilizzando il corrispondente gioco non cooperativo.
In particolare, per il primo modello di rete in NS2, con il primo gioco, si ha un
incremento che arriva oltre i 2.4 dB per le sequenze Crew e Foreman, e 2 dB per
la sequenza Mobile. Analogamente, l’incremento delle prestazioni per il terzo
modello di gioco è della stessa entità del primo e, in alcuni casi addirittura su-
periore di qualche frazione di decibel, ad eccezione della sequenza Mobile, in
cui l’incremento delle prestazioni non va oltre 1 dB. Per il secondo modello
di gioco, il miglioramento ottenuto attraverso l’utilizzo delle coalizioni è più
contenuto, rimanendo compreso entro 1 dB. Questo è dovuto principalmente
al fatto che, utilizzando una classiﬁcazione pacchetto per pacchetto, il gioco
non ha la possibilità di utilizzare pienamente le caratteristiche di correlazione
spaziale di un frame, cosa che invece avviene nel primo e terzo gioco, in cui la
classiﬁcazione è fatta frame per frame. Il terzo modello di rete, creato attraver-
so GT-ITM è il più indicativo dell’efﬁcacia del meccanismo di classiﬁcazione
in quanto rappresenta una struttura di rete che mira a riprodurre l’architettura
di una rete P2P con molti nodi. Anche per questo modello, i vantaggi sono
notevoli e quantitativamente, l’incremento di PSNR raggiunge i valori del pri-
mo modello di rete analizzato. Per il secondo modello di rete in NS2, invece,
le prestazioni ottenute attraverso l’utilizzo dei giochi cooperativi e non cooper-
ativi sono analoghe. In questo caso, infatti, la perdita di pacchetti investe solo
la prima descrizione, e nessuna delle altre 3 ha vantaggi a coalizzarsi con essa.
Per concludere, il meccanismo di classiﬁcazione attraverso l’utilizzo di giochi
cooperativi, si è dimostrato molto efﬁcace nel contesto delle reti P2P e potrebbe
essere applicato, oltrealla trasmissionedi video streaming o real-time, anche ad
altre applicazioni, come IPTV e confrontando le prestazioni con altre tecniche
in fase di sviluppo. Un’eventuale evoluzione del meccanismo di classiﬁcazione6.4 Conclusioni 133
implementato in questo lavoro di tesi può inoltre riguardare uno studio più ac-
curato delle caratteristiche della sequenza video, in modo da poter creare altre
tipologie di giochi cooperativi che utilizzano informazioni sempre più precise
ed accurate. Inﬁne, un altro meccanismo di classiﬁcazione tramite teoria dei
giochi potrebbe essere realizzato attraverso l’utilizzo di giochi a strategie miste
(capitolo 3). L’idea potrebbe essere sviluppata implementando, dapprima una
versione non cooperativa del gioco, per poi introdurre la possibilità, per le de-
scrizioni, di formare coalizioni. Un ulteriore passo potrebbe inﬁne interessare
il numero di descrizioni utilizzate: un incremento del numero di descrizioni
consentirebbe la formazione di un maggior numero di coalizioni, che potreb-
bero utilizzare meglio le caratteristiche della sequenza video, a discapito di una
maggior complessità realizzativa.134 Modelli di simulazione, risultati sperimentali e conclusioniBibliograﬁa
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