We revisit a fundamental problem in string matching: given a pattern of length m and a text of length n, both over an alphabet of size σ, compute the Hamming distance (i.e., the number of mismatches) between the pattern and the text at every location. Several randomized (1 + ε)-approximation algorithms have been proposed in the literature (e.g., by Karloff (Inf. running time of the form O(ε −O(1) n log n log m), all using fast Fourier transform (FFT). We describe a simple randomized (1 + ε)-approximation algorithm that is faster and does not need FFT. Combining our approach with additional ideas leads to numerous new results (all Monte-Carlo randomized) in different settings:
Introduction
We study a fundamental problem in string matching: given a pattern of length m and a text of length n over an alphabet of size σ, compute the Hamming distance (i.e., the number of mismatches) between the pattern and the text at every location. Of particular interest is the version with a fixed threshold, known as the k-mismatch problem: compute the Hamming distances only for locations with distances at most a given value k. This includes as a special case the decision problem of testing whether the Hamming distance is at most k at each location (in particular, deciding whether there exists a location with at most k mismatches).
The problem has an extensive history, spanning over four decades; see Table 1 for a summary. For arbitrary σ, the best time bound,Õ(n + nk √ m ), 1 by Gawrychowski and Uznański (ICALP 2018) [23] , subsumes all previous bounds up to logarithmic factors; their paper also provides conditional lower bounds suggesting that no substantially faster "combinatorial" algorithms are possible.
Fischer and Paterson [21] O(σn log m)
Abrahamson [1] O(n √ m log m)
Landau and Vishkin [32, 34] / Galil and Giancarlo [22] O(nk)
Sahinalp and Vishkin [38] O(n + nk O(1) m ) Cole and Hariharan [18] O(n + nk 4 m ) Amir, Lewenstein, and Porat [5] O(n √ k log k)
Amir, Lewenstein, and Porat [5] O(n log k + nk 3 log k m ) Clifford, Fontaine, Porat, Sach, and Starikovskaya [15] O(n polylog m + nk 2 log k m ) Gawrychowski and Uznański [23] O(n log 2 m log σ + nk √ log n √ m ) Table 1 : Time bounds of known exact algorithms for computing all distances at most k.
As a function of n, the time bound isÕ(n 3/2 ) in the worst case, when m and k are linear in n. To obtain faster algorithms, researchers have turned to the approximate version of the problem: finding values that are within a 1 + ε factor of the true distances.
Several efficient randomized (Monte-Carlo) algorithms for approximating all Hamming distances have been proposed. There are three main simple approaches:
• Karloff (Inf. Proc. Lett., 1993) [27] obtained an O(ε −2 n log n log m)-time algorithm, by randomly mapping the alphabet to {0, 1}, thereby reducing the problem to O(ε −2 log n) instances with σ = 2. Each such instance can be solved in O(n log m) time by standard convolution, i.e., fast Fourier transform (FFT). Karloff's approach can be derandomized (in O(ε −2 n log 3 m) time, via ε-biased sample spaces or error-correcting codes). • Indyk (FOCS 1998) [25] solved the approximate decision problem for a fixed threshold in O(ε −3 n log n) time, by using random sampling and performing O(ε −3 log n) convolutions in F 2 , each doable in O(n) time by a bit-packed version of FFT. The general problem can then be solved by examining logarithmically many thresholds, in O(ε −3 n log n log m) time. • Kopelowitz and Porat (SOSA 2018) [31] obtained an O(ε −1 n log n log m)-time algorithm, by randomly mapping the alphabet to [O(ε −1 )], 2 thereby reducing the problem to O(log n) in-stances with σ = O(ε −1 ). Each such instance can be solved by O(ε −1 ) convolutions. This result is notable for its better ε-dependence; previously, Kopelowitz and Porat (FOCS 2015) [30] gave a more complicated algorithm [30] with O(ε −1 n log n log m log σ log(1/ε)) randomized running time (which also uses FFT).
All three algorithms require O(n log 2 n) time as a function of n, and they all use FFT. Two natural questions arise: (i) can the n log 2 n barrier be broken? (ii) is FFT necessary for obtaining nearly linear time algorithms?
A New Simple Approximation Algorithm
In Sections 3 and 4, we present a randomized approximation algorithm which costs O(ε −2.5 n log 1.5 n) time and does not use FFT, thereby answering both questions. As in previous randomized algorithms, the algorithm is Monte-Carlo and its results are correct with high probability, i.e., the error probability is O(n −c ) for an arbitrarily large constant c.
Our approach is based on random sampling (like Indyk's [25] ): the Hamming distance is estimated by checking mismatches at a random subset of positions. In order to avoid FFT, our algorithm uses a random subset with more structure: the algorithm picks a random prime p (of an appropriately chosen size) and a random offset b, and considers a subset of positions {b, b + p, b + 2p, . . .}. The structured nature of the subset enables more efficient computation. It turns out that even better efficiency is achieved by using multiple (but still relatively few) offsets.
When approximating the Hamming distance of the pattern at subsequent text locations, the set of sampled positions in the text changes, and so a straightforward implementation seems too costly. To overcome this challenge, a key idea is to shift the sample a few times in the pattern and a few times in the text (namely, for a tradeoff parameter z, our algorithm considers z shifts in the pattern and p/z shifts in the text).
While these simple ideas individually may have appeared before in one form or another in the literature, we demonstrate that they are quite powerful when put together in the right way, and with the right choice of parameters-numerous new consequences follow, as we outline below.
Consequences
A linear-time approximation algorithm. By combining the basic new algorithm with existing (more complicated) techniques, we show that the O(ε −2.5 n log 1.5 n) time bound can be further reduced all the way down to linear ! More precisely, the new (randomized) time bound is O(ε −2 n). Linear-time algorithms were not known before, even for the approximate decision problem with a fixed threshold, and even in the binary case (σ = 2). In fact, our final time bound is O( n log σ log n + n log 2 log n ε 2 log n ), which is slightly sublinear in n when σ is small (σ = n o (1) ). As the reader may surmise, bit-packing techniques are needed (we assume that the input strings are given in O( n log σ log n ) words). To ease the description, in Section 8, we first present a version with O(ε −2 n log log n) running time and no messier bit-packing tricks, before describing the final algorithm in Appendix A.
An improved exact algorithm. We apply our linear-time approximation algorithm to obtain a faster algorithm for the exact k-mismatch problem (computing exactly all distances at most k). The new time bound is O(n + min( nk √ m √ log m, nk 2 m )), which shaves off some logarithmic factors from Gawrychowski and Uznański's result [23] (although to be fair, their result is deterministic). In particular, the running time is linear when k ≤ √ m. Our description (see Section 7) does not rely on Gawrychowski and Uznański's and is arguably simpler, using forward differences [16] to handle approximately periodic patterns.
Improved ε-dependence. Apart from shaving off log n factors, our approach, combined with rectangular matrix multiplication (interestingly), leads to approximation algorithms with improved ε −O(1) factors in the time cost. As mentioned, Kopelowitz and Porat [30, 31] previously obtained algorithms with a factor of ε −1 , which improve upon earlier methods with an ε −2 factor. We are able to obtain even better ε-dependence in many cases (see Section 9 ). The precise time bound as a function of m, n, and ε is tedious to state (as it relies on current results on rectangular matrix multiplication), but in the case when the pattern is sufficiently long, for example, when m ≥ ε −28 (the exponent 28 has not been optimized), the running time is actually O(n polylog n) without any ε −O(1) factors, surprisingly! Sublinear-time algorithms. We also show that truly sublinear-time (randomized) algorithms are possible for the approximate decision problem (finding all locations with distances approximately less than k) when the threshold k is not too small, the approximation factor is a constant, and the number occ of occurrences to report is sublinear. Such sublinear-time algorithms are attractive from the perspective of big data, as not all of the input need to be read. All we assume is that the input pattern and text are stored in arrays supporting random access. For example, for an approximation factor 1+ε, we obtain a time bound ofÕ(n/k Ω(ε 1/3 / log 2/3 (1/ε)) +occ·k O(ε 1/3 / log 2/3 (1/ε)) ), and for an approximation factor near 2, we obtain a time bound ofÔ(n 4/5 + n/k 1/4 + occ). Different tradeoffs are possible, as the bound relies on known results on approximate nearest neighbor search in high dimensions (see Section 10) . The occ term disappears if we just want to decide existence or report one location.
In particular, we obtain a property tester for pattern matching: with good probability, the test returns true if an exact match exists, and false if the pattern is δ-far from occurring the text, i.e., its Hamming distance is more than δm at every location. The running time isÕ(δ −1/3 n 2/3 + δ −1 n m ) (approximate nearest neighbor search is not needed here, and the algorithm is simple). We are not aware of such a property tester for pattern matching, despite the extensive literature on property testing and sublinear-time algorithms, and on the classical pattern matching problem.
We remark that some previous work has focused on sublinear-time algorithms with the added assumption that the input strings are generated from a known distribution [14, 6] . By contrast, our results hold for worst-case inputs. Additional work considers sublinear-time algorithms for editdistance problems [10, 8, 9] . Nevertheless, some of these sublinear-time algorithms (particularly, by Andoni et al. [6] and Batu et al. [10] ) share some rough similarities with our general approach.
Streaming approximation algorithms. Yet another setting where our approach leads to new results is that of (one-pass) streaming algorithms. Characters from the text arrive in a stream one at a time, and locations with Hamming distance at most k need to be identified as soon as their last characters are read. The goal is to develop algorithms that use limited (sublinear) space, and also low processing time per character. Such algorithms are well-motivated from the perspective of big data.
A breakthrough paper by Porat and Porat [37] provided a streaming algorithm for exact pattern matching (k = 0) working inÕ(1) space and takingÕ(1) time per text character (Breslauer and Galil [11] subsequently improved the time cost to O(1)). Porat and Porat [37] also introduced the first streaming algorithm for the exact k-mismatch problem usingÕ(k 2 ) time per character andÕ(k 3 ) space. Subsequent improvements [15, 24] [16] which solves the streaming exact k-mismatch problem inÕ( √ k) time per character usingÕ(k) space (this space consumption is optimal regardless of the running time).
Streaming algorithms for the approximate k-mismatch problem have also been considered [15] . However, the only known result not subsumed by the above-mentioned exact algorithm is by Clifford and Starikovskaya [17] , who gave a streaming algorithm withÕ(ε −5 √ m) space andÕ(ε −4 ) time per character, beating the results for the exact case only when k ≫ √ m. In Section 11, we describe a streaming algorithm for the approximate k-mismatch problem, which is based on our new simple approximation algorithm (Section 3), withÕ(ε −2.5 √ k) space and O(ε −2.5 ) time per character. In Appendix B.1, we introduce another sampling approach leading to an algorithm withÕ(ε −2 √ k) space andÕ(ε −3 ) time per character. Moreover, a thorough analysis of our algorithm shows that the space usage is alwaysÕ(ε −1.5 √ m). (Independently, Starikovskaya et al. [39] apply a different approach to design a streaming algorithm usingÕ(ε −2 √ m) space.)
Preliminaries
A string S of length |S| = s is a sequence of characters We begin with a precise statement of the problem in two variants. We state the problem in a slightly more general form, where we are additionally given a set Q of query locations. (We may take Q = [n − m + 1] at the end to reproduce the standard formulation.)
Problem 1. Approximate Text-to-Pattern Hamming Distances
Input: A pattern P ∈ Σ m , a text T ∈ Σ n , a sorted set Q ⊆ [n − m + 1] of query locations, and an error parameter ε ∈ (0, 1 3 ]. Output:
The decision version of the problem, approximately comparing each distance with a given threshold value, is formulated using the notion of an (ε, k)-estimation. We say thatx is an (ε, k)-estimation of x if the following holds:
Problem 2. Approximate Text-to-Pattern Hamming Distances with a Fixed Threshold
Input: A pattern P ∈ Σ m , a text T ∈ Σ n , a sorted set Q ⊆ [n − m + 1] of query locations, a distance threshold k, and an error parameter ε ∈ (0, 1 3 ]. Output: For every i ∈ Q, a value d i that is an (ε, k)-estimation of d i .
Notice that, for every k, a solution for Problem 1 is also a solution for Problem 2. Moreover, given solutions for Problem 2 for each k up to m that is a power of 2, Problem 1 is solved as follows:
A Generic Sampling Algorithm
We first focus on Problem 2. We introduce an integer parameter s > 0 controlling the probability that the algorithm returns correct answers. For each position i, define M i := {j : P [j] = T [i+j]} so that d i = |M i |. Our algorithm estimates the size d ′ i of M ′ i := M i mod p := {j mod p : j ∈ M i } for an appropriately chosen integer p. By the following result, if p is a prime number picked uniformly at random from a certain range, then ( 
Proof. The number of triples (i, j, p) such that i, j ∈ M , i < j, and p ∈ [p, 2p) is a prime divisor of j − i is at most O(|M | 2 logp m) (since any positive integer in [m] has at most logp m prime divisors p ≥p). If |M mod p| < (1 − ε)|M |, then the number of such triples with a fixed prime p is at least ε|M |. Thus, the number of primes
The total number of primes in [p, 2p) is Ω(p/ logp) = Ω(ε −1 sk log m/ logp). Hence, the probability of picking a "bad" prime is O(1/s).
Offset texts and patterns. The estimation of d ′ i uses the concept of offset strings. Let p be an integer. For a string S of length m and an integer r ∈ [p], we define the rth offset string as
Notice that
Picking a random offset. Unfortunately, finding all occurrences of all offset patterns in all offset texts is too costly. One way to efficiently estimate d ′ i is to randomly pick an offset. Let z be an integer parameter to be set later such that 1 ≤ z ≤ p and let b ∈ [p] be an arbitrary integer.
If the algorithm stores the offset patterns
for every u ∈ [z], and the offset texts
for every v ∈ [⌈p/z⌉], then the algorithm has the information needed to test whether (b−u i ) mod p ∈ M ′ i , i.e., whether
Moreover, if b is chosen uniformly at random, then (b − u i ) mod p is also uniformly random in [p], and so Pr
Picking multiple random offsets. Instead of picking one element b, our algorithm picks a random subset of elements B ⊆ [p], with sampling rate β = 1 2k . (The expected size of B is small, namely, O(βp) = O(ε −1 s log m), if p = Θ(ε −1 sk log m) and s is small.) For each i, let E i be the event that there exists some
Our algorithm tests for each location i whether E i happens. This is equivalent to testing if
Finally, in order to extract an estimation of d ′ i , the algorithm repeats the process with L = ε −2 log s independent choices of B. For each location i ∈ Q, the algorithm computes c i which is the overall number of times that the event E i took place throughout the L executions. Finally, the algorithm sets
The following pseudo-code summarizes the generic sampling algorithm, whose correctness follows from Lemmas 3.1 and 3.2, and a standard use of Chernoff bounds.
Algorithm 1: Generic-Algorithm(T, P, Q, k, ε, s) 
i are independent across ℓ ∈ [L]. Let ε = Θ(ε) with a sufficiently small constant factor. The symmetric multiplicative Chernoff bound therefore yields
We consider three cases.
]. By Lemma 3.1, (1 −ε)d i ≤ |M i mod p| ≤ d i holds for anyε = Θ(ε) with probability 1−O(1/s) for the prime p picked in Line 1, and obviously this is also true if p is replaced with m in Line 2. The following argument is conditioned on that event. In other words, we assume
). The Chernoff bound therefore yields that
holds with probability
provided that the constant factor at L = Θ(ε −2 log s) = Θ(ε −2 log s) is sufficiently large. Hence,
holds with probability 1− O(1/s). This remains true even if we account for the fact that (1−ε)d i ≤ d ′ i ≤ d i may fail to be satisfied with probability O(1/s). If the constant factor atε = Θ(ε) is sufficiently small, we conclude that
holds with probability 1 − exp(−Ω(ε 2 L(1 − (1 − β) k/2 ))) = 1 − exp(−Ω(ε 2 L)) = 1 − 1 s provided that the constant factor at L = Θ(ε −2 log s) = Θ(ε −2 log s) is sufficiently large. Hence,
holds with probability 1 − O(1/s). If the constant factor atε = Θ(ε) is sufficiently small, we conclude that d i ≤ (1 + ε) 1 2 k holds in this case with probability
Case 3: d i > 4k. Lemma 3.1 applied to any fixed subset of M i of size 4k implies that d ′ i > (1−ε)4k holds with probability 1 − O(1/s). The following argument is conditioned on that event. The Chernoff bound therefore yields that
holds with probability 1 − exp(−Ω(ε 2 L(1 − (1 − β) 4(1−ε)k ))) = 1 − exp(−Ω(ε 2 L)) = 1 − 1 s provided that the constant factor at L = Θ(ε −2 log s) = Θ(ε −2 log s) is sufficiently large. Hence,
holds with probability 1− O(1/s). This remains true even if we account for the fact that (1−ε)d i ≤ d ′ i ≤ d i may fail to be satisfied with probability O(1/s). If the constant factor atε = Θ(ε) is sufficiently small, we conclude that d i ≥ 4(1 − ε)k holds in this case with probability 1 − O(1/s). Since ε ≤ 1 3 , this implies d i > 2(1 + ε)k and hence d i is an (ε, k)-estimation of d i .
4 A Simple O(n log 1.5 n)-Time Implementation
We now describe a simple implementation of Algorithm 1, with O ε (n log 1.5 n) running time. Our algorithm uses a standard family of Karp-Rabin-style fingerprint functions [28, 36] , which is summarized in the following lemma.
Our algorithm also applies the following known family of hash functions mapping [u] to {0, 1}:
where ⊕ denotes exclusive-or, ℓ = ⌈log u⌉, and a ℓ−1 · · · a 0 and x ℓ−1 · · · x 0 are the binary representations of a and x. For a random function h ∈ H u and fixed numbers a, b ∈ [u] with a = b, we have Pr[h(a) = h(b)] = 1 2 . Proof. Suppose that a and b have binary representations a ℓ−1 · · · a 0 and b ℓ−1 · · · b 0 . For a random x ∈ [2 ℓ ] with binary representation x ℓ−1 · · · x 0 , we have h x,u (a) = h x,u (b) if and only if k: a k =b k x k = 0, which holds with probability exactly 1 2 . The following theorem gives a solution to Problem 2. What is notable about the time bound below is that the first two terms are sublinear in many cases: when the threshold k is not too small (and when we choose a small s), the algorithm only needs to read a sublinear number of symbols from the text and pattern. 
using a randomized algorithm whose error probability for each fixed i ∈ Q is O(1/s).
Proof. Our solution implements Algorithm 1. Thus, by Lemma 3.3, the algorithm solves Problem 2 with the desired probability. Notice that we do not need to recompute the strings Y (ℓ) v (i) for every location i. This is because the only changes that may need to be made to Y Analysis of running time. By a Chernoff bound, the total size of sets B (ℓ) is Θ(βLp) with probability 1 − exp(Ω(βLp)) = 1 − O(1/s) provided that the constant factor at L = Θ(ε −2 log s) = Θ(ε −2 log s) is sufficiently large. The analysis below is conditioned on that event. Thus, Line 4 takes O(βLp) = O(βLm) time in total if an efficient sampling algorithm is used [12, 13] .
Line 
In Lines 8-10, the algorithm examines the indices i ∈ Q in increasing order. At any time, the algorithm maintains a pointer to a previous value of F (ℓ) (Y (ℓ) v (i)) for each v and ℓ. As the algorithm examines the next i ∈ Q, it advances L pointers to obtain the current values of
The total cost for advancing pointers is O(βn·(p/z)·L), which is already accounted for. In addition, in Line 10 the algorithm spends
Speed-up by bit packing. We describe a simple improvement to reduce the running time of Lines 8-10 from O(ε −2 |Q| log s) to O(ε −2 |Q|). We work in the word RAM model with w-bit words, where w = δ log n for a sufficiently small constant δ.
First, we change the fingerprint functions. At each iteration ℓ, the algorithm additionally picks a random hash function h (ℓ) ∈ H M and replaces 
We have assumed the following word operations are available: (i) bitwise-xor and (ii) counting the number of 1-bits in a word. If these operations are not directly supported, they can still be implemented in constant time by lookup in a table of size 2 w = n δ .
As an immediate consequence, we get the following worst-case time bound, which already improves the previous O ε (n log 2 n) bound as a function of n. Proof. We run the algorithm for a sufficiently large constant s (in this application, the simpler version without bit packing suffices), and repeat O(c log n) times (taking the median of the answers for each i ∈ Q) to lower the error probability per i ∈ Q to O(n −c−1 ). This solves Problem 2 in time
Notice that the algorithm developed in Theorem 4.3 supports processing locations i ∈ Q online (as long as they are provided in the increasing order). Hence, we run O(log m) instances of this algorithm in parallel, one for each power of two k ≤ m. = O(ε −2.5 n log 1.5 n).
Further Consequences: An Overview
Our approach leads to many further consequences, in many cases, by careful re-implementations of our generic algorithm. We give a rough overview in this section, and defer detailed proofs to subsequent sections.
Towards a linear-time approximation algorithm. We first note that the O ε (n log 1.5 n) upper bound in Corollary 4.4 is an overestimate when k is large: from the proof, we see that the total running time is actually at most On the other hand, when k is small, e.g., k ≤ log n, we can switch to a known exact algorithm, e.g., with O(n √ k log k) running time [5] (although this requires FFT). The minimum of the two already yields an improved time bound of O(n log n log log n) for Problem 1.
To do still better, we combine three algorithms:
• Case I: m is small, e.g., m ≤ log O(1) n. In this case, Problem 2 can be solved in linear time by a simplification of our algorithm, as we show in Section 6 (see Theorem 6.1). • Case II: k is small, e.g., k ≤ m δ for some constant δ. In this case, we can switch to a known exact algorithm, e.g., one by Cole and Hariharan [18] , with running time of O(n + nk 4 m ), which is linear for δ < 1 4 . Having been designed primarily for pattern matching with respect to edit distance, Cole and Hariharan's algorithm is quite complicated and inefficient (in terms of the polynomial dependence on k). To be more self-contained, we describe an exact algorithm in In all cases, we thus obtain a linear-time approximation algorithm for Problem 2. The algorithm can be modified to solve Problem 1, though the running time increases to O ε (n log log n) (see Corollary 8.1). To remove the log log n factor, we additionally use bit-packing tricks to reimplement the algorithms in all three cases. This, in fact, leads to a slightly sublinear time bound of O( n log σ log n + n log 2 log n ε 2 log n ); the details are more complicated and are deferred to Appendix A.
Improved ε-dependence, via rectangular matrix multiplication. By a different implementation, it is possible to obtain O(n polylog n) running time without any ε −O(1) factor when the pattern is long enough, namely, when m ≥ ε −c for some sufficiently large constant c. First, we may assume that k ≥ √ m ≥ ε −c/2 , for otherwise we can switch to an exactÕ(n + nk 2 m )-time algorithm. Our algorithm in Section 4, with s = O(1), has running timeÕ mn ε 5 k + n ε 2 k + 1 ε 2 |Q| . Notice that the ε −O(1) factors in the first two terms disappear when k is large. The third term comes from Lines 8-10, i.e., the computation of the counts c i , which amounts to the computation of inner products between vectors x i and y i (i). The vectors have dimension L = O(ε −2 ). There are O(z) different vectors x i , and it is not difficult to show that there are O( n z + n ε 2 k ) different vectors y i (i) (in expectation). Therefore, this step reduces to the multiplication of an
For k (and thus m) sufficiently large, and for an appropriate choice of z, known rectangular matrix multiplication algorithms [19] take time near linear in the number of output entriesÕ(z · ( n z + n ε 2 k )) =Õ(n). See Section 9 for the details.
Sublinear-time algorithms, via approximate nearest neighbors. When k is not too small (n Ω(1) ) and the approximation factor is a constant, it is possible to obtain truly sublinear-time algorithms for finding locations with Hamming distance approximately at most k (assuming that the number of occurrences to report is sublinear).
Recall that the algorithm in Section 4 has running timeÕ ε smn k + n k + |Q| . Notice that the first two terms are already sublinear when k is large. Again, the third term is the bottleneck, coming from Lines 8-10, i.e., the computation of the counts c i , which correspond to Hamming distances between vectors x i and y i (i). We can no longer afford to loop through all indices i, but we just want to identify all i for which c i is approximately less than some threshold value. This step reduces to reporting close pairs between a set of O(z) vectors and a set of O( n z + n ε 2 k ) vectors. This subproblem can be solved by using known techniques for (offline) approximate Hamming nearest neighbor search [7, 4] .
Two technical issues arise. First, not all pairs of vectors should be matched (i.e., correspond to a valid index i). However, we can identify which vectors x i to match with each y i (i), and these vectors form a contiguous subsequence of x 0 , . . . , x z−1 . Second, there will be false positives-O( n s ) of them in expectation, since the error probability per position is O(1/s). However, we can still choose the parameter s to keep all terms sublinear. See Section 10 for the details.
Streaming algorithms, via multi-stream dictionary matching. In the streaming model, we re-implement our generic algorithm differently by treating each Y v i for each ℓ. To this end, we could use a known streaming algorithm for pattern matching. However, because there are O(z) possible u i 's and O(p/z) possible v i 's, we actually need a streaming pattern matching algorithm that can handle multiple patterns and multiple text streams-luckily, this variant, known as multistream dictionary matching, has already been addressed in a recent paper by Golan et al. [24] . The space bound isÕ ε (z + p/z), which becomesÕ ε ( √ p) =Õ ε ( √ k) by setting z = √ p, and the per-character running time is O ε (1). See Section 11 for more details and Appendix B.1 for an alternative streaming algorithm with improved dependence on ε in the space consumption.
Simplified Algorithm for Small m
In this section, we note that our algorithm in Section 4 becomes quite simple if m ≤ √ n. As this case will be useful later, we provide a self-contained description of the simplified algorithm below: Theorem 6.1. For every s = n O(1) , there is a randomized algorithm for Problem 2 with running time O(ε −2 (m 2 log s + n)), where the error probability for each fixed i ∈ Q is O(1/s).
Proof. Our solution is presented as Algorithm 2. Compared to Algorithm 1, we set p = m (the analysis involving primes becomes unnecessary!) and z = m (so that the sample B is considered with all m shifts in the pattern but with just one shift in the text). Furthermore, the Karp-Rabin fingerprints are removed, with strings directly hashed to {0, 1} using Lemma 4.2.
On the other hand, the construction of
Repeating the proof of Lemma 3.3 (simplified accordingly due to p = m), we obtain the following result: 
The following result is obtained by combining Theorem 4.3 with the simpler (and slightly more efficient) approach for the case when m ≪ n. Theorem 6.3. For every constant δ > 0, there is a randomized algorithm for Problem 2 with k ≥ ε −1 m δ that runs in O(ε −2 n) time and is correct with high probability.
Proof. If m ≤ log 1/δ n, we run the algorithm of Theorem 6.1 with s = n δ/2 and Q = [n], which runs in time
Otherwise, we run the algorithm of Theorem 4.3 with s = n δ/2 and Q = [n], which runs in time
The whole algorithm is then repeated O(1) times to lower the error probability.
Exact Algorithms
In this section, we focus on the following problem. Our approach is to first use Theorem 6.3 for ε = 1 3 in order to distinguish between positions i with d i > 4 3 k (which can be ignored due to d i > k) and positions with d i ≤ 4 3 k (in which case d i ≤ 2k will be computed exactly). If there are few positions with d i ≤ 4 3 k, then for each of them the kangaroo method (LCE queries) [33] is used to determine d i in O(k) time after O(n)-time preprocessing. Otherwise, we prove that both the pattern P and the parts of the text T containing any approximate occurrence of P are approximately periodic, i.e., that there is a value ρ = O(k) which is their O(k)-period according to the following definition:
We first focus on the version of Problem 3 where P and T both have approximate period ρ (which is also given as input). This version is studied in Section 7.1, where we prove the following result.
Theorem 7.6. Given an integer ρ = O(d), which is a d-period of both P and T , Problem 3 can be solved in O(n + d min(d, √ n log n)) time and O(n) space using a randomized algorithm that returns correct answers with high probability.
Combining Theorem 7.6 with the kangaroo method, we obtain the following result for the general case in Section 7.2. )) time, and returns correct answers with high probability.
The Case of Approximately Periodic Strings
We start by recalling a connection, originating from a classic paper by Fischer and Paterson [21] , between text-to-pattern Hamming distances and the notion of a convolution of integer functions. Throughout, we only consider functions f : Z → Z with finite support supp(f ) = {x : f (x) = 0}, that is, the number of non-zero entries in f is finite. The convolution of two functions f and g is a function f * g such that
For a string X and a character a ∈ Σ, the characteristic function X a : Z → {0, 1} is defined so that X a (i) = 1 if and only if X[i] = a. The cross-correlation of strings X and Y is a function X ⊗ Y defined as follows, with the reverse of Y denoted by Y R : In order to compute T ⊗ P , one could sum up the convolutions T a * P R a . However, the characteristic functions of T and P have total support size Θ(n + m), while the total support size of the forward differences of T and P with respect to ρ is only O(d + ρ). Hence, it would be more efficient to sum up the convolutions ∆ ρ [T a ] * ∆ ρ [P R a ] instead. This yields the second forward difference of T ⊗ P with respect to ρ. Lemma 7.4 (see [16, Fact 7.4] ). For strings X, Y and a positive integer ρ, we have
Note that the second forward difference
Consequently, T ⊗ P can be retrieved using the following formula:
Since supp(T ⊗P ) ⊆ [n+m−1], it suffices to process subsequent indices i starting from i = n+m−2 down to i = 0. Therefore, when computing T ⊗ P , the values of [T ⊗ P ](i + ρ) and [T ⊗ P ](i + 2ρ) have already been computed in previous iterations, and so the focus is on designing a mechanism for evaluating the function ∆ 2
The convolution summation problem. In order to design a mechanism for evaluating ∆ 2 ρ [T ⊗ P ], we introduce a more general convolution summation problem which is stated as follows. The input is two sequences of functions F = (f 1 , f 2 , . . . , f t ) and G = (g 1 , g 2 , . . . g t ), and the output is the function F ⊗ G such that [F ⊗ G](i) = t j=1 (f j * g j )(i). We define the support of a sequence of functions H as supp(H) = h∈H supp(h). The total number of non-zero entries across h ∈ H is denoted by H = h∈H |h|, where |h| = |supp(h)|.
In our setting, we assume that the input functions are given in an efficient sparse representation (e.g., a linked list that contains only the non-zero entries). Moreover, the output of the algorithm is restricted to the non-zero values of F ⊗ G. min(|f j ||g j |, n log n)
Proof. There are two methods that the algorithm chooses from to compute each convolution f j * g j . The first method is to enumerate all pairs consisting of a non-zero entry in f j and in g j . Using standard hashing techniques, the time cost of computing the convolution f j * g j this way is O(|f j ||g j |). The second method of computing f j * g j is by FFT, which costs O(n log n) time. The algorithm combines both methods by comparing |f j ||g j | to n log n for each 1 ≤ j ≤ t and picking the cheaper method for each particular j. Thus, the time for computing f j * g j for any j is O(min(|f j ||g j |, n log n)).
In order to reduce the space usage, the algorithm constructs F ⊗ G by iteratively computing the sum i j=1 (f j * g j ). In each iteration, the algorithm adds the function f j * g j to the previously stored sum of functions. The summation is stored using a lookup table of size O(min(n, t j=1 |f j ||g j |)) via standard hashing techniques (notice that the exact size of the lookup table is pre-calculated).
The cost of adding f j * g j to the previous sum of functions is linear in supp(f j * g j ) and thus bounded by the time cost of computing f j * g j . Hence, the total running time of the algorithm is O t j=1 min(|f j ||g j |, n log n) . For each j, we have |f j | ≤ F , and therefore t j=1
The second bound is obtained by recalling that min(x, y) ≤ √ xy ≤ x + y holds for every positive
x and y:
The algorithm. We are now ready to describe and analyze the algorithm for the case of approximately periodic strings. )) time, and returns correct answers with high probability.
General Case
Proof. Without loss of generality, we may assume that k ≥ √ m; otherwise, the stated running time is O(n) anyway. Moreover, we assume that n ≤ 3 2 m; otherwise, the text T can be decomposed into parts of length at most 3 2 m with overlaps of length m − 1, and each part of the text can be processed separately; the overall running time does not change since the running time for each part is linear in the length of the part.
First, the algorithm uses Theorem 6.3 with ε = 1 3 , which results in a sequenced i satisfying the following two properties with high probability:
Observe that we may assume without loss of generality that min C = 0 and max C = n − m; otherwise, T can be replaced with T [min C . . max C + m − 1] and all indices i with d i ≤ k are preserved (up to a shift by min C).
We consider two cases depending on whether or not C contains two distinct positions at distance ρ ≤ 1 2 k from each other. If C does not contain two such positions, then |C| = O( n k ), and the algorithm spends O(d i ) = O(k) time for each i ∈ C to compute d i using 1 + d i Longest Common Extension (LCE) queries. After O(n + m)-time preprocessing, these queries locate in O(1) time the leftmost mismatch between any substrings of T or P ; see [33, 20, 26] . In the context of approximate pattern matching, this technique is known as the kangaroo method; see [5] . In this case, the overall running time is O(n).
It remains to consider the case where C contains two distinct positions at distance ρ ≤ 1 2 k from each other. We claim that in this case ρ must be an O(k)-period of both P and T , and so applying Theorem 7.6 with d = O(k) results in the desired running time and linear space usage.
Let the positions at distance ρ be i and i ′ with i < i ′ = i+ρ. Due to Ham(P, T [i . . i+m−1]) ≤ 2k and Ham(P, T [i ′ . . i ′ + m − 1]) ≤ 2k, we conclude from the triangle inequality that:
Hence, ρ is a 4k-period of P . Furthermore, due to Ham(P,
. Similarly, ρ is an 8k-period of T [n − m . . n − 1] (since n − m ∈ C). As n ≤ 3 2 m ≤ 2m − ρ, these two fragments of T overlap by at least ρ characters, which implies that ρ is a 16k-period of T . This completes the proof.
Note that if one is interested in just an O(n + nk 2 m ) upper bound (which is sufficient for the application in the next section), then the algorithm does not need FFT (as the weaker O( F G ) upper bound in Lemma 7.5 suffices).
Combining Algorithms
In this section we return to approximation algorithms and design an almost linear time solution for Problem 1, and a linear time solution for Problem 2 by combining the three algorithms from Sections 4, 6 and 7.
Corollary 8.1. There exists a randomized algorithm for Problem 2 that runs in O(ε −2 n) time and is correct with high probability. Moreover, there exists a randomized algorithm for Problem 1 that runs in O(ε −2 n log log n) time and is correct with high probability.
Proof. We consider three cases.
• Case I: m ≤ log 2 n. We run the algorithm of Theorem 6. The algorithm is repeated O(1) times to lower the error probability.
In Appendix A, we describe further improvements to Corollary 8.1, reducing the running time to linear (and even slightly sublinear), by using more complicated bit-packing tricks.
Algorithms with Improved ε-Dependence
In this section, we show that Problem 1 can be solved inÕ(n) time without any ε −O(1) factors when the pattern is sufficiently long, namely, when m > ε − 27.22 . For this, we combine our generic sampling algorithm of Section 3 with rectangular matrix multiplication [19, 35] . Specifically, we show that if an n × n α matrix and an n α × n matrix can be multiplied inÕ(n 2 ) time, then Problem 1 can be solved inÕ(n) time if m > ε − max 4+ 4 α , 10 . In particular, with α > 0.17227 due to Coppersmith [19] , the constraint reduces to m > ε −27.22 . AllowingÔ(n) time rather thañ O(n) time, we can use a more recent result by Le Gall and Urrutia [35] with α > 0.3138, resulting in a looser constraint m > ε −16.75 . We would like to remark, though, that in this version of the manuscript, these exponents 27.22 and 16.75 have not been optimized.
We start with a solution to Problem 2.
Theorem 9.1. If k > ε − max 2+ 2 α ,5 and n > ε − max 4 α ,6 , then Problem 2 can be solved inÕ(n) time using a randomized algorithm returning correct answers with high probability.
Proof. We apply the approach of Section 3 with z = min(ε 2 k, √ n) and a sufficiently large s = O(1).
As in the proof of Theorem 4.3, we map the strings X It remains to implement Lines 8-10 of Algorithm 1. For each i, a naive implementation costs O(ε −2 ) time, where the bottleneck is computing c i , which is the inner product of x u i with y v i (i); the remaining operations cost O(1) time for each i. We speed up these computations by arranging distinct vectors x u i and y v i (i) into two matrices and multiplying the two matrices.
The number of distinct vectors x u i is at most z. The analysis for vectors y v i (i) is more involved: First, note that v i changes O(n/z) times as i increases from 0 to n − m. Secondly, observe that y v (i) differs from y v (i − 1) at a given coordinate ℓ with probability O(β) = O(1/k). Applying a union bound, Pr[ y v (i) = y v (i − 1)] = O( 1 ε 2 k ). Hence, the expected number of distinct vectors y v (i) is O( n z + n ε 2 k ). The algorithm declares a failure if this quantity exceeds the expectation by a large constant factor (the constant probability of this event adds up to the constant probability of the algorithm returning incorrect answers). Consequently, our task reduces to multiplying two matrices of dimensions O(z) × O(ε −2 ) and O(ε −2 ) × O( n z + n ε 2 k ). Since n z ≥ z, this process takes O(n + nz ε 2 k ) =Õ(n + nε 2 k ε 2 k ) =Õ(n) time provided that z α > ε −2 , which follows from
This way, we obtained an algorithm with expected running timeÕ(n) and with small constant probability of error for every position i ∈ Q. We repeat the algorithm O(log n) =Õ(1) times to achieve with high probability bounds on both correctness and running time. Proof. We apply an exactÕ(n)-time algorithm [15] for k = √ m (see also Theorem 7.7) to determine d i at locations i for which d i ≤ √ m. As for the distances d i ≥ √ m, we apply the algorithm in Theorem 9.1 for all 1 2 √ m ≤ k ≤ m that are powers of two. In this setting, we have k > √ m > ε − max 2+ 2 α ,5 and n ≥ m > ε − max 4+ 4 α ,10 > ε − max 4 α ,6 , so the running time of each call isÕ(n), and the number of calls is O(log m) =Õ(1).
Sublinear-Time Algorithms
In this section, we show how to find locations with Hamming distance approximately (up to a constant factor) less than a fixed threshold value k in truly sublinear time, provided that k is not too small and the number of occurrences to report is sublinear. In comparison, our earlier running times have an Ω(|Q|) term, which is at least linear in the worst case.
We use known data structures for high-dimensional approximate spherical range reporting (which is related to approximate nearest neighbor search): 
Let ε ∈ (0, 1) be an arbitrarily small constant. Given a text T ∈ Σ n , a pattern P ∈ Σ m , and an integer k ≤ m, there is a randomized algorithm to report a set of locations, such that every location of the text with Hamming distance at most (1 − ε)k is reported, and every reported location has Hamming distance at most (1 + ε)ck. The algorithm is correct with high probability and has expected running timê
where occ is the number of locations in the text with Hamming distance at most (1 + ε)ck.
Proof. We follow our generic algorithm but with a few modifications. We reset β =ε ck for some constantε = Θ(ε). In Lines 5 and 7, we replace the strings X 
is a sufficiently large prime. We do not explicitly store y To balance all the terms, set s = z 2ρu/3 ( kn m ) 1/3 and z = min{n 1/(2+ρu−ρq) , ( kn m ) 1/(3−3ρq +ρu) , k}. Then the expected running time is bounded by the expression stated in the theorem.
The error probability per location is smaller than a constant < 1 2 . We can lower the error probability by repeating logarithmically many times and outputting a location when it lies in a majority of all the reported sets. For ρ u = 0 and ρ q = (2c − 1)/c 2 , the time bound is at most
In particular, in the case of c = 2, the above bounds areÔ ε (n 2/3 + n/k 2/7 + occ · n 1/6 ) and O ε (n 4/5 + n/k 1/4 + occ), though other tradeoffs are possible.
For c sufficiently close to 1, one can do better by using known offline approximate nearest neighbor algorithms: 
time with high correctness probability, where A is the total size of the reported sets.
Proof. Alman, Chan, and Williams [3, 4] gave randomized algorithms for offline (1+ε)-approximate nearest neighbor search, via the polynomial method and rectangular matrix multiplication: the running time for n queries is O d O(1) n 2−Ω(ε 1/3 / log 2/3 (1/ε)) . It is straightforward to modify their algorithms for (1+ε)-approximate spherical range reporting in the time bound stated in the lemma. This proves part (i).
Part (ii) follows from part (i) by the same argument as before using dyadic intervals (which carries over to the offline setting). k Ω(ε 1/3 / log 2/3 (1/ε)) + occ · k O(ε 1/3 / log 2/3 (1/ε)) .
Proof. We proceed as in the proof of Theorem 10.2, but note that the generated queries are offline, for which Lemma 10.4 is applicable. Effectively, we can set ρ q = 1 − Θ(ε 1/3 / log 2/3 (1/ε)) and ρ u = Θ(ε 1/3 / log 2/3 (1/ε)) in the time bound.
In the case of distinguishing between distance 0 (exact match) versus distance more than δm, the algorithm in Theorem 10.2 can be simplified:
Theorem 10.6. Given a text string of length n, a pattern string of length m, and a value δ > 0, there is a randomized algorithm to report a set of locations, such that every location of the text with Hamming distance 0 is reported, and every reported location has Hamming distance at most δm. The algorithm is correct with high probability and has expected running timẽ
where occ is the number of locations in the text with Hamming distance at most δm.
Proof. We proceed as in the proof of Theorem 10.2, using specific constants for c and ε (e.g., c = 2 and ε = 1/3) and setting k = δm (1+ε)c = Θ(δm). We no longer need Lemma 10.1 (approximate nearest neighbor search). We can use standard hashing and one-dimensional range search to find all i ∈ [a, b) such that x u i has distance 0 from (i.e., is identical to) y v i , for each pair of consecutive critical indices a and b. (The probabilistic analysis can also be simplified, with no Chernoff bounds needed.) Effectively, we can set ρ q = ρ u = 0 in the time bound, which becomesÕ( √ n + n 2/3 m 1/3 k 1/3 + n k + occ). Putting k = Θ(δm) gives the theorem.
The above implies a sublinear-time property tester for pattern matching: run the algorithm for O δ −1/3 n 2/3 + δ −1 n m steps, and return "true" if the algorithm has not run to completion or at least one location has been reported. This way, if an exact match exists, then "true" is returned with high probability; and if the pattern is δ-far (i.e., has Hamming distance more than δm) from the text at every location, then "false" is returned with probability at least a constant > 1 2 (which can be amplified by repetition).
Remark 10.7. There has been some past work on sublinear-time algorithms for string problems. Chang and Lawler [14] considered the exact fixed-threshold problem and described an algorithm with expected time O( kn m log σ m), which is sublinear when k is small (and m is not too small), but their work assumes a uniformly random text string. Andoni et al. [6] gave a sublinear-time algorithm for a shift-finding problem that is closely related to the approximate k-mismatch problem (their algorithm similarly uses approximate nearest neighbor search as a subroutine), but their work assumes that the pattern string is uniformly random and the text is generated by adding random (Gaussian) noise to a shifted copy of the pattern. By contrast, our results hold for worst-case inputs. Truly sublinear-time algorithms have been proposed for the problem of approximating the edit distance between two strings, by Batu et al. [10] and Bar-Yossef et al. [8] , but with large (polynomial) approximation factors. Bar-Yossef et al. [9] studied the "sketching complexity" of pattern matching and obtained sublinear bounds of the formÕ(δ −1 n m ), but these do not correspond to actual running times.
Streaming Algorithms
We now consider approximation algorithms in the streaming model.
Multi-stream dictionary matching. A useful building block for our algorithm is a subroutine for the multi-stream dictionary matching problem. A dictionary D is a set of patterns of length at most m each. In addition, there exist several streams representing different texts, and at each time step a new character arrives in one of the streams. After the arrival of a character to the ith stream, the algorithm has to report the longest pattern from D that matches a suffix of the ith text stream, or state that none of the patterns from D is a suffix of the ith text stream. We use the algorithm of Golan et al. [24] for the multi-stream dictionary problem: Lemma 11.1 (immediate from [24, Theorem 2] ). There exists an algorithm for the multi-stream dictionary matching problem on a dictionary D, with d patterns of length at most m each, which for t text streams costs O(d log m + t log m log d) words of space and O(log m + log d log log d) time per character. Both these complexities are worst-case, and the algorithm is correct with high probability.
Algorithm for Problem 2
In this section, we prove the following theorem.
Theorem 11.2. There exists a streaming algorithm for Problem 2 where the pattern P can be preprocessed in advance and the text arrives in a stream so thatd i−m+1 is reported as soon as T [i] arrives. The space usage of the algorithm isÕ(min(ε −2.5 √ k, ε −2 √ m)) words, the running time per
, and the outputs are correct with high probability.
We implement Algorithm 1 in the streaming model with z = √ p (and therefore p z = Θ( √ p)) and s = Θ (1) . Recall that L = ε −2 log s andp = ε −1 sk log m. 
Notice that after the arrival of T [i], we have that Y
Preprocessing phase. During the preprocessing phase, the algorithm chooses a random prime p ∈ [p, 2p), and for each ℓ ∈ [L] the algorithm picks a random sample B (ℓ) ⊆ [p] with sampling rate β = 1 2k . For each ℓ ∈ [L], the algorithm (separately) applies the preprocessing of the multi-stream dictionary algorithm of Lemma 11.1 on each D (ℓ) so that the patterns from D (ℓ) can be matched against the streams Y Lemma 11.3. There exists a data structure that at any time i reports the streams active at time i. The space usage of the data structure is linear in the total number of streams, and the query time is linear in the output size (the number of active streams at time i) with high probability.
Proof. The data structure maintains one handle for each stream. These handled are stored in a hash table that maps future time-points into linked lists of streams' handles. The algorithm preserves an invariant that at any time i, the handle of any stream Y During an update (incrementing i to i + 1), the algorithm first reports all the streams in the linked list of time i. Then, in order to keep the data-structure up-to-date and preserve the invariant, the algorithm computes for each stream Y Evaluatingd i−m+1 . After updating all of the active streams the algorithm estimates d i−m+1 by applying Lines 8-10 from Algorithm 1. In order to test whether X (ℓ) the space usage of all the streams is O(|L| · √ p) =Õ(min(ε −2.5 √ k, ε −2 √ m)) words of space. Since the auxiliary data structure of Lemma 11.3 takes linear space in the number of streams, the total space usage of the algorithm isÕ(min(ε −2.5 √ k, ε −2 √ m)). As for the running time, we first bound the number of active streams at any time. For any stream Y i−m+1 , summing up to a total ofÕ(ε −2 ) time. Therefore, with high probability, the time cost pre character isÕ( min(ε −2.5 √ k,ε −2 √ m) k + ε −2 ). By Lemma 3.3,d i−m+1 is an (ε, k)-estimation of d i−m+1 with large constant probability for each index i. In order to amplify the correctness probability, O(log n) =Õ(1) instances of the described algorithm are run in parallel, and using the standard median of means technique, the correctness probability becomes 1 − n −Ω(1) with just an O(log n) multiplicative overhead in the complexities. Hence, Theorem 11.2 follows.
More General Problems
We consider the following generalization of Problem 1.
Problem 4. Approximate Text-To-Pattern Hamming Distances with a Fixed Threshold
Input: A pattern P ∈ Σ m , a text T ∈ Σ n , a distance threshold k ≤ m, and an error parameter ε ∈ (0, 1 3 ]. Output: For every i ∈ [n − m + 1], a value d i that is an (ε, k ′ )-estimation of d i for all k ′ ≤ k.
Notice that Problem 1 is a special case of Problem 4 with k = m. The solution for Problem 4 is based on the solution for Problem 2; the reduction is similar to the reduction described in Section 2. The only difference is that we use only thresholds which are powers of 2 up to k (instead of powers of 2 up to m).
An additional speedup is obtained as follows: to cover all values of k ′ that are smaller than ε −1 we use the exact algorithm of [16] which takesÕ( √ ε −1 ) time and usesÕ(ε −1 ) words of space. Thus, the running time of the algorithm becomes
The space usage of the algorithm is
The following result follows.
Theorem 11.4. There exists a streaming algorithm for Problem 4 usingÕ(min(ε −2.5 √ k, ε −2 √ m)) words of space and costingÕ(ε −2 ) time per character. For every i ∈ [n] \ [m − 1], after the arrival of T [i], the algorithm reportsd i−m+1 which with high probability is an (ε, k ′ )-estimation of d i for all k ′ ≤ k.
In Appendix B.1, we introduce another streaming algorithm which uses a different sampling method in order to improve the ε-dependence in space usage of the algorithm at the cost of degraded ε-dependence in the running time of the algorithm.
O(ε −2 n log log n) in Corollary 8.1. Note that the Θ( n log σ log n ) term is necessary because our algorithm in particular locates the exact occurrences of P in T , and this requires reading all the characters of P and T in the worst case.
A.1 Algorithm of Section 4
The first part is to speed up the query cost of the main algorithm in We create the following function:
Input: the bit vector y 
Note that we do not need the actual index min Q ′ . There is enough information in the input to deduce the output, since u i = u min Q ′ + i − min Q ′ holds for all i ∈ Q ′ .
We 
snm log m εk log s + n log s k ) calls to the above function, plus the same number of word operations. The analysis above is for a fixed interval Λ. The algorithm performs the same procedure for all O(ε −2 ) intervals Λ, and thus the time bound gets multiplied by an O(ε −2 ) factor. Note that the packed lists of counts can be combined in time linear in the number of words.
A.2 Algorithms of Section 6
Next, we speed up the algorithm in Theorem 6.1 by applying bit packing to the input text string, when the alphabet size σ is small. The text requires O(n log σ) bits and is assumed to be stored in O( n log σ log n ) words. Theorem A.2. For every s = n O(1) , Problem 2 can be solved in time O m 2 log s + n log(σ log n) ε 2 log n , using a randomized algorithm whose error probability for each fixed i ∈ Q is O(1/s).
Proof. We modify the algorithm in Theorem 6.1 in order to speed up Lines 8-10 without explicitly needing Line 7. This is achieved as follows. Divide [L] into O( 1 δε 2 ) intervals of length L 0 = δ log n for a sufficiently small constant δ > 0.
Fix one such interval Λ. Let b = δ log n log(σ log n) . Create the following function:
Input: a bit vector y Note that we are not given the actual index i 0 ; knowing i 0 mod m is sufficient. There is enough information in the input to deduce the output. From the bit vector y For all i ∈ [n − m + 1] (we may as well take Q = [n − m + 1]), the algorithm computes the counts |{ℓ ∈ Λ : x (ℓ)
log n ) calls to the above function. The analysis above is for a fixed interval Λ. The algorithm performs the same procedure for all O(ε −2 ) intervals Λ, and thus the time bound gets multiplied by an O(ε −2 ) factor. Theorem A.3. For every constant δ > 0, there is a randomized algorithm for Problem 2 with k ≥ ε −1 m δ that runs in O( n log σ+n log log n ε 2 log n ) time and is correct with high probability.
Proof. If m ≤ log 2/δ n, we run the algorithm in Theorem A.2 to solve Problem 2 in time O( n log(σ log n) ε 2 log n ) = O( n log σ+n log log n ε 2 log n ).
Otherwise, we run the algorithm of Theorem A.1 with s = n δ/2 , b = log 2 n, and Q = [n] to solve Problem 2 in time O b snm log m ε 5 k log s + n log s ε 2 k + n ε 2 b + n log b ε 2 log n = O ε −2 n 1+δ/2 m 1−δ log 1.5 n + n log n εm δ + n ε 2 log 2 n + n log log n ε 2 log n = O ε −2 n 1−δ/4+o(1) + n ε log n + n ε 2 log 2 n + n log log n ε 2 log n = O( n log log n ε 2 log n ).
The whole algorithm is repeated O(1) times to lower the error probability.
A.3 Algorithm of Section 7
Next, we describe bit-packed variants of Theorems 7.6 and 7.7: . Finally, the algorithm needs to interleave the values log 1+ε d i across distinct remainders modulo ρ. This task is equivalent to transposing an ⌈n/ρ⌉ × ρ matrix (with O(log log 1+ε k)-bit entries) into an ρ × ⌈n/ρ⌉ matrix, and thus it takes O( n log w log log 1+ε k w ) time [40] .
Theorem A.5. Problem 3, with log 1+ε d i reported instead of d i , can be solved in O( nk 2/3 m 1/3 + nk 2 m + n log σ+log log n log log 1+ε k log n ) time using a randomized algorithm that returns correct answers with high probability.
Proof. We assume that k ≤ √ m; otherwise, the O(n + nk 2 m ) running time of Theorem 7.7 is already good enough. First, the algorithm uses Theorem 6.3 with ε = 1 3 andk = (mk) 1/3 , which results in a sequence d i satisfying the following two properties with high probability: if d i > 4 3k , then
We consider two cases depending on whether C contains two distinct positions at distance ρ ≤ 1 2k from each other. If C does not contain such two positions, then |C| = O( ñ k ), and the algorithm spends O(k) time for each i ∈ C to compute min(d i , k + 1) using k + 1 Longest Common Extension (LCE) queries, which can be answered in O(1) time after O( n log σ log n )-time preprocessing [29] . In this case, the overall running time is therefore O( nk k + n log σ log n ) = O( nk 2/3 m 1/3 + n log σ log n ).
It remains to consider the case where C contains two distinct positions at distance ρ ≤ 1 2k from each other. In this case, we claim that the running time is O( nk 2/3 m 1/3 + n log σ+log w log log 1+ε k w ) after preprocessing in time O(2 O(w) ), where w is the machine word size. We set w = δ log n for a sufficiently small constant δ so that the preprocessing time does not exceed O( n log n ). This claimed running time is proportional to n, so we can assume without loss of generality that n ≤ 3 2 m; otherwise, the text T can be decomposed into parts of length at most 3 2 m with overlaps of length m − 1. We also assume without loss of generality that min C = 0 and max C = n − m; otherwise, T can be replaced with T [min C . . max C + m − 1] and all indices i with d i ≤ k are preserved (up to a shift by min C). Now, repeating the argument in Theorem 7.7, we conclude that ρ is an O(k)-period of both P and T . Hence, we can use Theorem A.4, whose running time is as promised: 
A.4 Algorithm of Section 8
Putting everything together, we get the final algorithm with slightly sublinear running time when σ is small; in particular, the time bound is at least as good as O(ε −2 n) (in fact, O(n + n log 2 log n ε 2 log n )) for any alphabet size σ.
Corollary A.6. There is a randomized algorithm for Problem 1 that runs in O( n log σ log n + n log 2 log n ε 2 log n ) time and is correct with high probability.
Proof. Like in the proof of Corollary 8.1, we consider three cases.
• Case I: m ≤ log 9 n. We run our algorithm in Theorem A.2 to solve Problem 2 in time O( n log σ+n log log n ε 2 log n ) = O( n log log n ε 2 log n ). We can solve Problem 1 by examining all k ≤ m that are powers of 2, in O( n log log n ε 2 log n log m) = O( n log 2 log n ε 2 log n ) time. • Case II: distances d i ≤ ε −1 m 1/3 and m > log 9 n. We use the exact algorithm in Theorem A.5, which can compute all such distances in time O( nk 2/3 m 1/3 + nk 2 m + n log σ+n log log 1+ε k log log n log n ) = O( n ε 2/3 m 1/9 + n ε 2 m 1/3 + n log σ log n + n log 2 log n ε log n ) = O( n log σ log n + n log 2 log n ε 2 log n ).
• Case III: distances d i > ε −1 m 1/3 and m > log 9 n. We run our algorithm in Theorem A.1 with s = n 1/6 and b = log 2 n to solve Problem 2 in time O( snm log m ε 5 k log s+ n log s ε 2 k + n ε 2 b +|Q| log log n ε 2 log n ). To solve Problem 1, we consider an auxiliary problem where an interval I is additionally given with a guarantee that d i ∈ I for every i ∈ Q. We select k as approximately the geometric mean of the endpoints of I and run the algorithm of Theorem A.1, which lets us split Q into three sublists: one for indices i for which d i ∈ [(1 − ε)k, 2(1 + ε)k] are guaranteed to be a good approximation of d i , one for which d i < k is guaranteed, and one for which d i > 2k is guaranteed. The latter two sublists are processed recursively with intervals I ∩ [0, k) and I ∩ (2k, m], respectively. Finally, we merge the output from the three sublists. Note that we can split the query list for Q into 3 sublists in O( n b + |Q| log log n log n ) time, i.e., in time linear in the number of machine words. Similarly, we can merge the output query sublists within O( n b + |Q| log log 1+ε n log n ) = O( n b + |Q| log log n ε log n ) time. These running times are dominated by the bound from Theorem A.1. Initially, the interval I is set as (ε −1 m 1/3 , m] since distances d i ≤ ε −1 m 1/3 have already been computed in the previous case. In total, the algorithm of Theorem A.1 is called once for each power of two k, ε −1 m 1/3 ≤ k ≤ m, and the total number of query locations across all these instances is O(|Q| log log n) since the depth of the recursion is bounded by log log n. = O ε −2 n 7/6 m 2/3 log 1.5 n + n log n εm 1/3 + n ε 2 log n + |Q| log 2 log n ε 2 log n = O n log 2 log n ε 2 log n .
We repeat the algorithm O(1) times to lower the error probability.
B Alternative Streaming Algorithm
In this section, we present a different sampling method which allows us to consider fewer offset patterns and offset texts compared to the approach presented in Section 3. The main idea is to pick a random set of offset patterns (each sampled independently with rate β P ) and a random set of offset texts (each sampled independently with rate β T ). The algorithm has access to the sampled offset patterns and the sampled offset texts, so for every location i the algorithm is able to compute the number of sampled offset patterns aligned against sampled offset texts that yield a mismatch under this alignment. Notice that for every location i, the set of sampled offset patterns that are aligned against sampled offset texts in a fixed alignment forms a random set of offset patterns with sampling rate β P · β T . Hence, the number of such offset patterns that mismatch the corresponding offset texts yields a good approximation of the value d ′ i , which is also a good approximation for d i by Lemma 3.1. Complexity analysis. Notice that |D| =Õ(|B P |), the length of each pattern in D is Θ( m p ), and the number of streams Y v is alsoÕ(|B T |). Consequently, the space usage of the multi-stream dictionary of Lemma 11.1 isÕ(|B P | + |B T |). The space usage of the auxiliary data structure of Lemma B.3 is also O(|B P | + |B T |), so the total space usage of the algorithm isÕ(|B P | + |B T |). To bound this quantity, we introduce the following auxiliary fact. ) =Õ(min(ε −3 , ε −2 m k )). After the arrival of each character T [i] the algorithm passes T [i] to at most one stream, which costsÕ(1) time (by the algorithm of Lemma 11.1). The evaluation of d i−m+1 is executed by counting the number of mismatches in all the positions of B i . The time per position in |B i | isÕ(1); hence, the total time per character is O(|B i |) =Õ(min(ε −3 , ε −2 m k )). Due to Lemma B.1, the estimationd i−m+1 follows the requirements of Problem 2 with constant probability for each index i. In order to amplify the correctness probability, O(log n) =Õ(1) instances of the described algorithm are run in parallel, and using the standard median of means technique, the correctness probability becomes 1 − n −Ω(1) with just an O(log n) multiplicative overhead in the complexities. Hence, Theorem B.2 follows.
B.2 More General Problems
A streaming algorithm for Problems 1 and 4 is obtainable from the algorithm of Theorem B.2 as described in Section 2. The only difference is that we only use thresholds which are powers of two and are smaller than k (instead of smaller than m). The running time of the algorithm is The following result follows.
Theorem B.5. There exists a streaming algorithm for Problem 4 usingÕ(min(ε −2 √ k, ε −1.5 √ m)) words of space and costingÕ(ε −3 ) time per character. For every i ∈ [n] \ [m − 1], after the arrival of T [i], the algorithm reportsd i−m+1 which with high probability is an (ε, k ′ )-estimation of d i for any k ′ ≤ k.
