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Abstract
This thesis consists of two distinct parts. In the first part, we treat two different models
of Gaussian Fields: one is the membrane model at its critical dimension, of which we
establish the Hausdorff dimension of its high points, and the other one is the con-
tinuum Gaussian Free Field in dimension 4, of which we determine the Hausdorff di-
mension of the thick points and prove they constitute the support of the 4-dimensional
Liouville Quantum Gravity measure. In the second part, we deal with random permu-
tations and show the limit shape for Young diagrams under a so-called conservative
measure on the set of permutations on n objects.
Zusammenfassung
Diese Dissertation besteht aus zwei verschiedenen Hauptteilen. Im ersten Teil betra-
chten wir zwei verschiedene Modelle von Gausschen Felden: Eines ist das Membran-
modell in seiner kritischen Dimension, von dem wir die Hausdorff-Dimension der
hohen Punkte bestimmen, und das andere ist das 4-dimensionale “Continuum Gaus-
sian Free Field”, von dem wir die Hausdorff-Dimension der hohen Punkte bestimmen
und zeigen, dass sie den Tra¨ger des Liouville-Quantum-Gravitationsmasses bezeich-
nen. Im zweiten Teil behandeln wir Zufallspermutationen und zeigen das Grenzprofil
von Young Diagrammen bezu¨glich eines sogenannten konservativen Masses auf der
Menge der Permutationen von n Objekten.
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What thou lovest well remains, the rest is dross
What thou lov’st well shall not be reft from thee
What thou lov’st well is thy true heritage
Ezra Pound, Pisan Cantos, LXXXI.
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Part I.
Random interfaces and Gaussian
Fields
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Chapter 1.
The Membrane Model
1.1. Random interfaces
The field of random interfaces has been widely studied in statistical mechanics. These
interfaces are described by a family of random variables indexed by the d-dimensional
integer lattice, which are considered as a height configuration, namely they indicate
the height of the interface above a reference hyperplane. More formally, we call any
collection of real numbers {
ϕx : x ∈ Zd
}
,
d ≥ 1, an interface. We identify the family {ϕx} with the (graph of the) mapping
ϕ : Zd → R
s. t. ϕ(x) = ϕx. A probability measure on the set of interface configurations can be
Figure 1.1.: An example of interface in Z (Gaussian random walk) and Z2 (Discrete
Gaussian Free Field).
introduced as follows. Let Ω := RZ
d
be endowed with the product topology. Let Λ
be a finite subset of Zd. We fix a configuration ψ to be the boundary condition.The
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probability of a configuration depends on its energy (the Hamiltonian HψΛ(ϕ). The
corresponding distribution of ϕ is then the following (formal) quantity:
Pψ,βΛ (dϕ) =
exp
(
−βHψΛ(ϕ)
)
Zψ,βΛ
∏
x∈Λ
dϕx ∏
x∈Λc
δψx(dϕx).
β ≥ 0 is called the inverse temperature, dϕx is the one-dimensional Lebesgue measure,
δψx is the Dirac mass at ψx and Z
ψ,β
Λ is a normalizing constant. Let us see some
examples of Hamiltonians which we will consider in this thesis.
Definition 1.1. A gradient model (or ∇–model) is a random interface model in the context
we just described, where the Hamiltonian is given by
HψΛ(ϕ) =
1
2 ∑x,y∈Λ
px,yV(ϕx − ϕy) + ∑
x∈Λ,y/∈Λ
px,yV(ϕx − ϕy). (1.1)
V : R→ R is assumed to be an even convex function with V(0) = 0 and px,y is the transition
matrix of a random walk in the lattice.
If the random walk is for example of finite range (even though one can find more
general conditions, see [79, 41]) then Pψ,βΛ is a probability measure. The most stud-
ied model falling into such category is the Discrete Gaussian Free Field (DGFF), also
called harmonic lattice or harmonic crystal, whose Hamiltonian is given by (1.1) when
V(x) = x2. Then we have the alternative representation
HψΛ(ϕ) =
1
2 ∑x,y∈Λ
ϕx(I− P)Λ(x, y)ϕy + ∑
x/∈Λ
mψx ϕx
for some coefficients mψx ∈ R. Here (I − P)Λ(x, y) = δx,y − px,y. Hence the DGFF
represents a multivariate centered Gaussian random variable whose covariance matrix
satisfies the relation
ΓΛ(x, y) := cov(ϕx, ϕy) = Ex
(
τ∂Λ−1
∑
n=1
1{Sn=y}
)
, (1.2)
where Ex is the law of a standard random walk (SRW) (Sn)n∈N started at x ∈ Zd and
τ∂VN is the first exit time from Λ:
∂Λ := {x ∈ Λc : dist(x, VN) = 1} ,
τΛ := min {n ≥ 0 : Sn /∈ Λ} .
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This is what is usually called the random walk representation of the covariances ([59]).
Note that here
px,y =
1
2d
1{x∼y}
and more specifically the Hamiltonian has the equivalent form
H(ϕ) =
1
2d∑x
|∇ϕx|2,
with the vector ∇ϕx = (ϕx − ϕx+~e1 , . . . , ϕx − ϕx+~ed). With the gradient representation
it is easier to see that the DGFF favors configurations whose height is approximately
constant, since each point is roughly at height averaged among its nearest neighbors.
This statement has in fact a more precise formulation using discrete differential oper-
ators:
Definition 1.2. ∆ is the discrete Laplacian which we define as the matrix I− P =: −∆, in
particular
∆(x, y) =

−1 x = y
1
2d x ∼ y
0 otherwise
.
Alternatively one can define it as a differential operator acting on functions f : Zd → R at a
point x ∈ Zd
∆ f (x) =
1
2d
d
∑
i=1
f (x +~ei) + f (x−~ei)− f (x).
One can convince himself quickly that ∆ is symmetric and positive definite. The
link to partial differential equations becomes then evident when one notices that for
x ∈ Λ the function ΓΛ(x, ·) represents the unique solution of the discrete boundary
value problem {
∆ΓΛ(x, y) = δxy y ∈ Λ
ΓΛ(x, y) = 0 y ∈ ∂Λ. (1.3)
Practically ΓΛ is the Green’s function of the discrete Laplacian with Dirichlet boundary
conditions on Λ. This yields a number of interesting properties, namely for all x,
y ∈ Zd
• symmetry: ΓΛ(x, y) = ΓΛ(y, x),
• monotonicity: if Λ′ ⊆ Λ ⊆ Zd, ΓΛ′(x, y) ≤ ΓΛ(x, y).
It is also possible to prove the existence of the infinite volume limit which stems from
the transience of the SRW in dimension at least 3. Here we consider the limit of
finite-volume distributions taken with respect to the weak topology on the space of
probability measures.
15
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Lemma 1.3. The infinite volume measure of the harmonic lattice exists for d ≥ 3. It is the
centered Gaussian field with covariance matrix Γ(x, y) = Ex
(
∑+∞n=1 1{Sn=y}
)
.
The existence of the limit allows us to define a probability on Z4, a fact which is
in general not doable a priori (see for example [38]). The proofs of these facts can be
found for example in the comprehensive reference [59] and rely on the tight connec-
tion to the SRW.
For the rest of this section VN := [−N, N]d ∩Zd, N > 0 fixed, will play the role of
the finite volume on which we consider our probability distribution. We will denote
as ∆N = (∆N)(x, y) := ∆(x, y)x, y∈VN .
1.2. The membrane model
The Membrane Model is a Gaussian multivariate random variable whose Hamiltonian
depends on the mean curvature of the interface, in particular favors configurations
whose curvature is approximately constant. The study of such interface was firstly
undertaken by Sakagawa in [71]; we are aware of the contributions of Kurt ([57], [58])
regarding also a phenomenon called entropic repulsion in dimension 4, and on the so-
called pinning and wetting phase transitions which were considered in dimension 1 by
[17, 18]. A mixed ∇- and membrane model is the object of study of [16].
Definition 1.4. The Membrane model with 0 boundary conditions outside VN is a Gaussian
field which can be equivalently seen as:
(a) a the random interface model whose distribution is given by
PN(dϕ) =
1
ZN
exp
(
−1
2 ∑
x∈Zd
(∆ϕx)2
)
∏
x∈VN
dϕx ∏
x∈∂2VN
δ0(dϕx), (1.4)
where ∆ is the discrete Laplacian, ∂2VN := {y ∈ VcN : dist(y, VN) ≤ 2} and ZN is the
normalizing constant.
(b) By re-summation, the law PN of the field is the law of the centered Gaussian field on VN
with covariance matrix
GN(x, y) := CovN(ϕx, ϕy) = (∆2N)
−1(x, y).
Here, ∆2N(x, y) = ∆
2(x, y)1{x,y∈VN} is the Bilaplacian or biharmonic operator with 0-
boundary conditions outside VN . It can be seen as the (symmetric and positive definite)
16
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matrix given by
∆2N(x, y) =

1+ 12d x = y, x ∈ VN
− 1d x ∼ y, x, y ∈ VN
1
4d2 |x− y| = 2, x, y ∈ VN
1
2d2 |x− y| =
√
2, x, y ∈ VN
0 otherwise
.
(c) The model is a centered Gaussian field on VN whose covariance matrix GN satisfies, for
x ∈ VN , {
∆2GN(x, y) = δxy, y ∈ VN
GN(x, y) = 0, y ∈ ∂2VN .
Remark 1.5. It is crucial to notice that
∆2N 6= (∆N)2. (1.5)
1.2.1. Phase transition of the Membrane model
As for many other models in statistical physics, the Membrane model features a phase
transition, i. e. a sharp difference in its behavior when the dimension changes.
Lemma 1.6 ([56]). The Membrane model is subcritical for d ≤ 3, critical at d = 4 and
supercritical at d ≥ 5.
This transition entails:
(a)
VarN(ϕ0) =

cdN4−d + o
(
N4−d
)
d ≤ 3
c4 log N +O (1) d = 4
cd +O
(
N4−d
)
d ≥ 5
(we will state this result more precisely for d ≥ 4 in Subsection 1.4.1);
(b) for d ≥ 5 the infinite volume Gibbs measure P exists [56, Prop. 1.2.3] and is the
law of the centered Gaussian field with covariance matrix
G(x, y) = ∆−2(x, y) = Ex, y
(
+∞
∑
n, m=1
1{Sn=Tm}
)
with (Sn)n∈N, (Tm)m∈N two independent SRWs starting at x and y respectively.
The membrane model presents several points in common, as well as challenging dif-
ferences, from the more known DGFF. The former lacks some key features of the latter,
namely
17
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(a) the random walk representation for the Green’s function expressed by (1.2).
Since (1.5) holds it is not possible to directly relate the biharmonic operator to
some function of the random walk, and this deprives us of many tools which are
at disposal for the DGFF.
(b) Absence of monotonicity, for example the FKG inequality:
EN [ f g] ≥ EN [ f ]EN [g]
for any two monotonically increasing functions f and g.
1.3. High points for the membrane model in the critical
dimension
This section is based on a paper which was published in Electronic Journal of Probability.
We study the fractal structure of the set of high points for the membrane model in the
critical dimension d = 4. The membrane model is a centered Gaussian field whose
covariance is the inverse of the discrete bilaplacian operator on Z4. We are able to
compute the Hausdorff dimension of the set of points which are atypically high, and
also that of clusters, showing that high points tend not to be evenly spread on the
lattice. We will see that these results follow closely those obtained by O. Daviaud [23]
for the 2-dimensional discrete Gaussian Free Field.
1.3.1. Main results
The study of exceedencees of Gaussian fields is well-known and applies to the mem-
brane model too. Despite the lack of several tools which are present for the DGFF
for instance it is sufficient to establish two crucial properties to study the high points
of the probability measure (1.4): one is the logarithmic bound on covariances, and the
other one is the 2-Markov property, which can be stated as follows:
Definition 1.7 (2-Markov property). Let A, B ⊆ VN and dist(A, B) ≥ 3. Then {ϕx}x∈A
and {ϕx}x∈B are independent under the conditional law
PN (· | σ ({ϕx, x /∈ A ∪ B})) .
Intuitively, the 2-Markov property follows from the interaction due to the Bilaplacian
matrix, whose non-vanishing terms involve up to 2nd nearest-neighbors. This means
in addition that the model presents finite-range interactions. This property suggests
that the behavior of certain Gaussian fields with respect to exceedences is universal, in
the sense that as soon as the model displays a Gibbs-Markov property and covariances
18
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decay at the same rate, then the behavior of high points is the same (with some small
adjustments to be done according to the dimension). This also opens up the question
of whether there are other points in common between log-correlated Gaussian fields,
and we believe a more precise answer will be given soon.
The starting point is understanding how many “high” points viz. points that grow
more than the average there are typically. The first step is to find the average height
of the field, in other words to show that there exists a constant c > 0 such that
E
(
max
x∈VN
ϕx
)
/ log N N→+∞−→ c.
Theorem 1.8 ([57, Theorem 1.2]). Let d = 4, ` ∈ (0, 1),
V`N := {x ∈ VN : d(x, VcN) ≥ `N} (1.6)
and let g := 8/pi2. Then
(a)
lim
N→+∞
P
(
sup
x∈VN
ϕx ≥ 2
√
2g log N
)
= 0.
(b) If 0 < ` < 1/2, 0 < η < 1 there exists C = C(`, η) > 0 such that
P
 sup
x∈V`N
ϕx ≥
(
2
√
2g− η
)
log N
 ≤ exp (−C log2N) .
Roughly said, the first-order approximation of the maximum is of order log N,
which also implies that the field behaves approximately like independent variables.
For us then an α-high point will be a point whose height is greater than 2
√
2gα log N.
The behavior of α-high points for the 2-dimensional DGFF, as shown in [23], tells
us that such points exhibit a fractal structure. Very similar results were obtained by
Dembo, Peres, Rosen and Zeitouni in [27] for the set of late points of the 2-d standard
random walk.
To begin with, we recall the definition of the discrete fractal dimension:
Definition 1.9 (Discrete fractal dimension, [7]). Let A ⊆ Zd. If the following limit exists,
the fractal dimension of A is
dim(A) := lim
N→∞
log |A ∩VN |
log N
.
The fractal dimension of the high points is given then in
19
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Theorem 1.10 (Number of high points). Let ` ∈ (0, 1), and
HN(η) :=
{
x ∈ V`N : ϕx ≥ 2
√
2gη log N
}
be the set of η-high points, where g := 8
pi2
.
(a) For 0 < η < 1 we obtain the following limit in probability:
lim
N→+∞
log |HN(η)|
log N
= 4(1− η2).
(b) For all δ > 0 there exists a constant C > 0 such that for N large
PN
({
|HN(η)| ≤ N4(1−η2)−δ
})
≤ exp(−C log2N).
We can push further the comparison between the DGFF and the Membrane Model
at their respective critical dimensions, and one can find an interesting similarity in
the behavior of the points. [23] for example also showed that high points appear in
clusters; this is what occurs in the membrane model, as the following two theorems
show:
Theorem 1.11 (Cluster of high points 1). Let
D(x, ρ) := {y ∈ VN : |y− x| ≤ ρ} .
For 0 < α < β < 1 and δ > 0
lim
N→+∞
max
x∈V`N
PN
(∣∣∣∣HN(α) ∩ D(x, Nβ)log N − 4β(1− (α/β)2)
∣∣∣∣ > δ) = 0. (1.7)
Theorem 1.12 (Cluster of high points 2). For 0 < α < 1, 0 < β < 1 and δ > 0 we have
lim
N→+∞
max
x∈V`N
P
(∣∣∣∣ log |HN(α) ∩ D(x, Nβ)|log N − 4β(1− α2)
∣∣∣∣ > δ |x ∈ HN(α)) = 0.
It is also possible to evaluate the average number of pairs of high points as in the
following theorem:
Theorem 1.13 (Pairs of high points). Let 0 < α < 1, 0 < β < 1 and let
Fh,β(γ) := γ2(1− β) + h(1− γ(1− β))
2
β
Γα,β :=
{
γ ≥ 0 : 4− 4β− 4α2F0,β(γ) ≥ 0
}
=
{
γ ≥ 0 : (1− α2γ2) ≥ 0} ,
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ρ(α, β) := 4+ 4β− 4α2 inf
γ∈Γα,β
F2,β(γ) > 0.
Note that Γα,β = [0, 1/α] is independent of β. Then the following limit in probability holds:
lim
N→+∞
log
∣∣{(x, y) ∈ HN(α) : |x− y| ≤ Nβ}∣∣
log N
= ρ(α, β).
Finally we can also show what the maximum width of a spike of given length is:
Theorem 1.14 (The biggest high square). Let −1 < η < 1, DN(η) the side length of the
biggest sub-box for which all height variables are uniformly greater than 2
√
2gη log N, i. e.
DN(η) := sup
{
a ∈N : ∃x ∈ V`N : min
y∈B(x,a)
ϕy ≥ 2
√
2gη log N
}
.
Then the following limit in probability holds:
lim
N→+∞
log DN(η)
log N
=
1− η
2
.
The paper is organized as follows: in Section 2 we will prove some preliminary
results that will be used for the proofs of the main theorems, to which Section 3 is
going to be devoted.
1.4. Preliminary Lemmas and results
Notation
D(x, a) (resp. D(x, a]) denotes the open (resp. closed) Euclidean ball of center x and
radius a, while B(x, a) is a box centered at x of side length a. For the rest of this notice,
recall the definition (1.6) and we let once and for all ` ∈ (0, 1/2). Let x0 ∈ VN and
Mα :=
{
x0 + i(Nα + 4) : i ∈ N4 and x0 + i(Nα + 2) ⊂ VN
}
.
We denote by xB the center of a (sub)box B and as Πα the union of sub-boxes of
side-length Nα (without discretization issues) and midpoint in Mα. Fα will be the
sigma-algebra generated by {ϕx} for x ∈ ⋃B∈Πα ∂2B. Practically we denote with Πα a
set of disjoint boxes separated by layers of thickness 2, which thanks to the 2-Markov
property will enable us to perform a decomposition procedure on these sets.
Furthermore ϕB := E (ϕxB |F∂2B) and VarB(ϕx) := VarN (ϕx|F∂2B).
21
Chapter 1. The Membrane Model
1.4.1. Lemmas
The function GN(·, ·)
In order to prove some of the next results we will introduce the convolution of the
harmonic Green’s function, which will prove to be a key tool to obtain the crucial
estimates on the covariances of our model. Let A be an arbitrary subset of Z4, and for
x ∈ A let ΓA(x, ·) be the solution of the discrete boundary value problem{
∆ΓA(x, y) = δxy, y ∈ A
ΓA(x, y) = 0, y ∈ ∂A.
Note that ΓN as in (1.2) is the unique solution to the above problem for A := VN . The
convolution of ΓN is
GN(x, y) := ∑
z∈VN
ΓN(x, z)ΓN(z, y), x, y ∈ VN .
[57] contains several bounds and properties of such a function, and we would like here
to recall those that we are going to use in the sequel: for all x, y ∈ VN
• symmetry: GN(x, y) = GN(y, x),
• [57, Lemma 2.2] if ` ∈ (0, 1/2) there exist c1 = c1(`) > 0, c2 > 0 such that
g log N + c1 ≤ GN(x, y) ≤ g log N + c2 (1.8)
With this in mind it is now easier for us to show how to bound the variances and
covariances of our field.
Lemma 1.15 (Bounds on the variances). Let d = 4 and 0 < δ < 1. Then
• there exists C > 0 such that
sup
x∈VN
VarN(ϕx) ≤ g log N + C. (1.9)
• There exists C(`) > 0 such that
sup
x∈V`N
|VarN(ϕx)− g log N| ≤ C(`). (1.10)
• There exist C > 0 and C(`) > 0 such that
sup
x,y∈V`N
x 6=y
CovN(ϕx, ϕy)− g(log N − log |x− y|) ≤ C. (1.11)
sup
x,y∈V`N
x 6=y
∣∣CovN(ϕx, ϕy)− g(log N − log |x− y|)∣∣ ≤ C(`). (1.12)
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Proof. For the variances see [57, Proposition 1.1]. For the covariances, remember that
in [57, Corollary 2.9] that for all d ≥ 4 and for all x ∈ V`N
sup
y∈V`N
|GN(x, y)− GN(x, y)| ≤ c = c(`) < +∞. (1.13)
It is therefore sufficient to show that (1.11) and (1.12) hold for G(·, ·). But we have
from [57, Lemma 2.10], that there exists a constant K such that in d = 4 for x 6= y and
all α ∈ (0, 2)
GN(x, x)− GN(x, y) = g log |y− x|+ K + o
(|y− x|−α) .
Hence
GN(x, y) ≤ GN(x, y) + c = GN(x, x)− g log |y− x|+ K′
(1.8)
≤
≤ g log N − g log |y− x|+ K′.
The other bound follows similarly by considering (1.12).
Next we give a decomposition of the field which is similar to the one existing for
the DGFF (see for example [77, Section 2.1]). With this in mind, we can prove that
conditioning on the values of the field assumed on the double boundary of a subset of
VN ⊆ Z4 (in fact of any Zd) the resulting field is again the membrane model restricted
to the interior of the smaller domain.
Lemma 1.16. Let B ⊆ VN . Let F := σ(ϕz, z ∈ VN \ B). Then
{ϕx}x∈B d= {EN [ϕx|F ] + ψx}x∈B
where “ d=” indicates equality in distribution, in particular under PN(·)
(a) ψx ⊥⊥ F ;
(b) {ψx}x∈B is distributed as the membrane model with 0-boundary conditions on B.
Proof. Set ψx := ϕx − E [ϕx|F ] for all x ∈ B. We have to show that the above results
hold.
(a) It is clear from the definition.
(b) Being PN a Gibbs measure, it satisfies the DLR equation: for all A ⊆ VN , FAc :=
σ (ϕz, z ∈ Ac),
PN(· |FAc)(η) = PA,η(·) PN(dη)− a. s. (1.14)
with
PA,η(dϕ) =
1
ZA
exp
(
−1
2 ∑
x∈Zd
(∆ϕx)2
)
∏
x∈A
dϕx ∏
x∈VN\A
δηx(dϕx).
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In other words, PA,η is a Gaussian distribution with covariance matrix
(
∆2A
)−1.
Since CovN(·, ·|FAc) we find out that it equals GA. In our case this means that
CovN(·|F ) is deterministic and equal to GB. So
CovN(ψx, ψy) = CovN
(
ψx, ψy|F
)
= CovN
(
ϕx, ϕy|F
)
= GB(x, y)
Remark 1.17. This result gives us a decomposition of the membrane model in all dimensions.
Lemma 1.18. Let 0 < α < 1 and 0 < β < 1, δ > 0 and we define
S = S(e) :=
{
(x, y) ∈ V`N : Nβ(1−e) ≤ |x− y| ≤ Nβ
}
.
Then there exist C, e0 > 0 (which can be chosen uniformly on (α, β) on compact sets of (0, 1)4)
and γ? := 2(2− β)−1 such that for all e ≤ e0 and all N
max
(x,y)∈S
P (x, y ∈ HN(α)) ≤ CN−4α2F2,β(γ?)+δ.
Proof. Let Z := ϕx + ϕy and we see that
{x, y ∈ HN(α)} ⊆
{
Z ≥ 4√2gα log N} .
We obtain also from (1.11) that
CovN(ϕx, ϕy) ≤ g log N − gβ(1− e) log N +O(1).
Thus by (1.13) and (1.9)
VarN(Z) ≤ (2g(2− β) +O(e) +O(1/ log N)) log N.
Since F2,β(γ?) = γ?, using (1.15)
P(Z ≥ 4√2gα log N) ≤
≤ exp
(
− 16(
√
2g)2α2 log2N
2((2g(2− β) +O(e) +O(1/ log N)) log N
)
≤
≤ exp (−4α2γ∗(1+O(e) +O(1/ log N)) log N) ≤
≤ CN−4α2F2,β(γ?)+O(e).
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Lemma 1.19. Let B := B(x, 4Nβ), e > 0, b±(α, β, e, N) = 2
√
2g(α(1 − β) ± e) log N,
I(α, β, e, N) := [b−(α, β, e, N), b+(α, β, e, N)]. Then
max
x∈V`N
P(ϕB /∈ I(α, β, e, N))|ϕx ≥ 2
√
2gα log N) N→+∞−→ 0.
Proof. We shorten I, b+ and b− for the above quantities. We recall here two useful facts
about normal random variables (whose short proof is postponed to the appendix). If
X ∼ N (0, 1) then
P(|X| ≥ a) ≤ exp(−a2/2), ∀ a ≥ 0, (1.15)
P (|X| ≥ a) ≥ exp(−a
2/2)√
2pia
, ∀ a ≥ 1. (1.16)
For η > 0 we obtain with (1.15) and (1.16)
P(ϕx ≥ 2
√
2gα(1+ η) log N|ϕx ≥ 2
√
2gα log N)→ 0.
as N → +∞. This yields
P(ϕB /∈ I|ϕx ≥ 2
√
2gα log N) = o(1) +
+P(ϕB /∈ I, ϕx ≤ 2
√
2gα(1+ η) log N|ϕx ≥ 2
√
2gα log N) ≤
≤ o(1) + P(ϕB /∈ I|ϕx ∈ (1, 1+ η)2
√
2gα log N).
Now we write ϕx = ϕx − ϕB + ϕB and observe that ϕB ⊥⊥ ϕx − ϕB. Therefore
CovN(ϕx, ϕB) = VarN(ϕB) and so there exists Z ∼ N (0, σ2Z), σ2Z > 0, for which
ϕB =
VarN(ϕB)
VarN(ϕx)
ϕx + Z, Z ⊥⊥ ϕx.
If x is the center of B ⊆ C we can decompose the variances as VarC(ϕx) = VarC(ϕB) +
VarB(ϕx), and with this
VarN(ϕB)
VarN(ϕx)
= (1− β) +O
(
1
log N
)
.
It must then be that VarN(Z) = O(log N). Consequently
P(ϕB ≥ b+|ϕx ∈ (1, 1+ η)2
√
2gα log N) ≤
≤ P
(
Z +
(
(1− β) +O
(
1
log N
))
(1+ η)2
√
2gα log N ≥ b+
)
→ 0
for η < e/(α(1− β)). Similarly
P(ϕB ≤ b−|ϕx ∈ (1, 1+ η)2
√
2gα log N) ≤
≤ P
(
Z +
(
(1− β) +O
(
1
log N
))
2
√
2gα log N ≤ b−
)
→ 0.
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Lemma 1.20. We keep the notation of Lemma 1.18. Let 0 < α < β < 1 and δ > 0. For
(x, y) ∈ S define T(x, y) as the set of sub-boxes of side length 2Nβ such that the centered
subbox of side length Nβ contains x, y. Then we can find C, e0 > 0 such that for e ≤ e0 and
all N
max
x,y∈S
B∈T(x,y)
P
(
{x, y ∈ HN(α)} ∩
{
ϕB ≤ 2
√
2gαγ(1− β) log N
})
≤ CN−4α2F2,β(min{γ,γ?})+δ.
e0 can be chosen uniformly on (α, β) on compact sets of (0, 1)4.
Proof. Define
E := {x, y ∈ HN(α)} ∩
{
ϕB ≤ 2
√
2gαγ(1− β) log N
}
.
We distinguish two cases:
γ ≥ γ?. We have P(E) ≤ P({x, y ∈ HN(α)}): the claim follows from Lemma 1.18
because min {γ,γ?} = γ?.
γ < γ?. It follows from the definition of γ? that γ < γ? implies γ < 2(2 − β)−1.
For this reason set a := 1− γ(1− β) > 0 and b := γ(2− β) − 2 < 0. Letting
Z := a(ϕx + ϕy) + bϕB
E ⊆
{
Z ≥ (2a + bγ(1− β))α2√2g log N} .
Furthermore we have the usual decomposition
VarN(Z) = a2VarN(ϕx) + a2VarN(ϕy) + b2VarN(ϕB) +
+2abCovN(ϕx, ϕB) + 2abCovN(ϕy, ϕB) +
+2a2CovN(ϕx, ϕy). (1.17)
By Lemma 1.15
VarN(ϕB) = VarN(ϕxB)−Var(ϕxB |F∂2B) ≤ g(1− β) log N +O(1).
and
CovN(ϕx, ϕB) = E(E(ϕx|F∂2B)E(ϕxB |F∂2B)) =
= CovN(ϕx, ϕxB)− Cov(ϕx, ϕxB |F∂2B) ≥
≥ g(log N − log |x− xB|)− g(β log N − log |x− xB|) +O(1) =
= g(1− β) log N +O(1).
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Analogously
CovN(ϕy, ϕB) ≥ g(1− β) log N +O(1).
Define the auxiliary function f (a, b, β) := 2a2(2− β) + b2(1− β) + 4ab(1− β).
We use these bounds in (1.17) to obtain
VarN(Z) ≤ ( f (a, b, β) +O(e) +O(1/ log N))g log N.
By the equality 2a + b = γβ
4a2 + b2 + 4ab = (2a + b)2 = γ2β2.
Then
f (a, b, β) = (2a + b)2 − β(2a2 + b2 + 4ab) =
= (4a2 + b2 + 4ab)(1− β) + 2βa2 =
= (γβ)2(1− β) + 2βa2 =
= β(βγ2(1− β) + 2a2) =
= β((2a + b)(1− a) + 2a2) =
= β(2a + b− ab).
Hence
VarN(Z) ≤ (β(2a + b− ab) +O(e) +O(1/ log N))g log N. (1.18)
Since 2a + b− ab = 2a + bγ(1− β) (1.17) and (1.18) yield
P(E) ≤ C exp
(
−
(
4α2(2a + b− ab)
β
+O(e)
)
log N
)
.
Finally notice that
βF2,β(γ) = βγ2(1− β) + 2(1− γ(1− β))2 = βγ2(1− β) + 2a2 =
= (2a + b)(1− a) + 2a2 = 2a + b− ab.
This allows us to conclude the proof.
Finally we would like to recall
Lemma 1.21 ([57, Lemma 2.11]). Let 0 < n < N, AN ⊆ Z4 be a box of side-length N,
An ⊆ AN a box of side-length n. Let 0 < e < 1/2. There exists C > 0 such that for all
x ∈ An with |x− xB| < en
VarN (E (ϕx |F∂2 An)− EN (ϕxB |F∂2 An) |F∂2 AN ) ≤ Ce.
Remark 1.22. In [57] the above Lemma is stated with the assumption that “the boxes An
and AN have the same center”. However one sees that the result can be obtained removing
this condition which is not necessary.
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1.5. Five theorems
Proof of Theorem 1.10. The core of the proof is the lower bound (b) which was
already proved by [57, Theorem 1.3] and is based on the hierarchical decomposition
of the membrane model, similar to that of the DGFF (for the main idea supporting
the proof we also refer to [14]). We show here for the reader’s convenience the upper
bound, in order to obtain the desired limit in probability.
Proof of Theorem 1.10 (a). For any δ > 0 one can apply Chebyshev’s inequality to get
P
({
|HN(η)| ≤ N−4(1−η2)−δ
})
≤ N4(1−η2)+δE|HN(η)| ≤
≤ N−4(1−η2)−δN4 max
x∈VN
P
(
ϕx ≥ 2
√
2gη log N
)
≤
≤ N−4(1−η2)−δN4 exp
(
− 8gη
2 log2N
2g log N + C
)
≤ N−4(1−η2)−δN4−4η2 → 0
where we have used Lemma 1.15 too.
Proof of Theorem 1.11. We choose η, δ > 0 and define
D+ :=
{
ϕB ≤ 2
√
2gη log N
}
,
C+ :=
{
|HN(α) ∩ D(x, Nβ)| ≥ N4β(1−(α/β)2)−δ)
}
and for an e > 0 to be fixed later
A :=
⋃
y∈B(x,Nβ)
{
|E(ϕy|F∂2B)− ϕB| ≥ 2
√
2ge log N
}
.
By Lemma 1.21 VarN(ϕB − E(ϕy|F∂2B)) ≤ c (we may assume that B(x, Nβ) ( V`N),
and so
P(A) = O
(
N4β exp
(
−c log2N
))
tends to 0. Furthemore also P(Dc+) tends to 0 by virtue of the bounds on covariances
and (1.15). We then have
P(C+) = E(P(C+|F∂2B)) ≤ P(A) + P(Dc+) + E(P(C+|F∂2B)1Ac∩D+) ≤
≤ o(1) + P
(∣∣∣∣H4Nβ (α− e′β
)∣∣∣∣ ≥ N4β(1−(α/β)2)−δ))
where e′ satisfies
α− e′
β
log(4Nβ) = (α− η − e) log N.
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By tuning the parameters N large enough and η, e small enough we can obtain
4β
(
1−
(
α− e′
β
)2)
< 4β
(
1−
(
α
β
)2)
+ δ
(roughly speaking, we have e′ ≈ α(1− β)). By Theorem 1.10
P
(∣∣∣∣H4Nβ (α− e′β
)∣∣∣∣ ≥ N4β(1−(α/β)2)−δ)→ 0
and from this the claim follows. We now go to the lower bound proof, which is similar
in spirit to the upper bound. By setting
D− :=
{
ϕB ≥ −2
√
2gη log N
}
,
C− :=
{
|HN(α) ∩ D(x, Nβ)| ≤ N4β(1−(α/β)2)−δ)
}
we also define
HsN(η) :=
{
x ∈ VsN : ϕx ≥ 2
√
2gη log N
}
, s ∈ (0, 1/2).
We observe that
P(C−) = E(P(C−|F∂2B)) ≤ P(A) + P(Dc−) + E(P(C+|F∂2B)1Ac∩D−) ≤
≤ o(1) + P
(∣∣∣∣H3/84Nβ (α+ e′β
)∣∣∣∣ ≤ N4β(1−(α/β)2)−δ))
where e′ satisfies
α+ e′
β
log(4Nβ) = (α+ η + e) log N
and we conclude as before.
Proof of Theorem 1.12. We will use the notation b±(α, β, η, N) as in the proof of
Lemma 1.19. We will also introduce the following quantities: let B := B(x, 4Nβ), and
for η, δ > 0,
E :=
{
|HN(α) ∩ D(x, Nβ)| ≤ N4β(1−α2)−δ
}
,
F :=
{
ϕB ≥ b−(α, β, η, N)
}
,
G := {x ∈ HN(α)} .
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Lower bound. Thanks to the proof of Lemma 1.19 we have P(E|G) = P(E|F∩G)P(F|G)+
o(1) = P(E|F ∩ G)(1+ o(1)) + o(1). This means that
P(E|F, G) = P(E ∩ F ∩ G)
P(F ∩ G) ≤
1
P(F ∩ G)
√
P(G)P(E ∩ F) =
=
1
P(F|G)P(G)
√
P(G)P(F)P(E|F) =
Lemma 1.19
= (1+ o(1))
√
P(F)
P(G)
P(E|F).
We know by the bounds (1.9) and (1.16)
P(G) = P(ϕx ≥ 2
√
2gα log N) ≥ c1
exp
(
− 8gα2 log2 N2g log N+c2
)
c3 log N
≥
≥ exp (−d′ log N) ,
P(F) = P(ϕB ≥ 2
√
2g(α(1− β)− η) log N) ≤
≤ c4 exp
(
−8g(α(1− β)− η)
2 log2N
2g(1− β) log N + c5
)
≤ exp (−d′′ log N)
for some d′, d′′ > 0. Therefore we can find d > 0 such that P(F)/P(G) ≤
exp(d log N) and to show the result it suffices to prove that P(E|F) ≤ exp(−c log2N)
for a positive c. For this purpose define
A :=
⋃
y∈B
{
|E(ϕy|F∂2B)− ϕB| ≥ 2
√
2ge log N
}
.
From Lemma 1.21 it follows that P(A) ≤ exp(−c log2N) for c > 0 and from (1.16)
that P(F) ≥ exp (−d log N) for some d > 0, all in all P(A|F) ≤ exp
(
−O
(
log2N
))
.
So we can write
P(E|F) ≤ P(F ∩ A)
P(F)
+
+
P(E ∩ F ∩ Ac)
P(F)
≤
exp
(
−O
(
log2N
))
+
E(P (E|F∂2B)1Ac 1F)
P(F)
.
If we are on Ac ∩ F, then
P
(
|HN(α) ∩ D(x, Nβ)| ≤ N4β(1−α2)−δ|F∂2B
)
≤
≤ P
(∣∣∣H3/84Nβ(α+ e′)∣∣∣ ≤ N4β(1−α2)−δ) (1.19)
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where e′ is such that
(α− (α(1− β)− η) + e) log N = (α+ e′) log 4Nβ. (1.20)
From Theorem 1.10 we know that (1.19) is bounded from above by exp(−c log2N)
for a constant c > 0, provided that e′ is small (which can be obtained if η, e and
N are small, small and large respectively).
Upper bound. Let K ∈N and
{
β j :=
j
K β
}
1≤j≤K
. Then let
D1 := D
(
x, Nβ1
)
, Di := D
(
x, Nβi
)
\ D
(
x, Nβi−1
)
.
Since D
(
x, Nβ
)
= ∪1≤i≤N Di{∣∣∣HN(α) ∩ D (x, Nβ)∣∣∣ ≥ N4β(1−α2)+e} ⊆
⊆ ⋃
0≤i≤N
{
|HN(α) ∩ Di| ≥ N4βi(1−α2)+e/2
}
as soon as N is large. It is then sufficient to prove that for all i
P
(
|HN(α) ∩ Di| ≥ N4βi(1−α2)+e/2 |x ∈ HN(α)
)
N→+∞−→ 0.
We can consider β j’s for which 4β j(1− α2) + e/2 ≤ 4β j. Let Bj := B
(
x, 4Nβ j
)
,
C :=
{∣∣HN(α) ∩ Dj∣∣ ≥ N4β j(1−α2)+e/2}
and b+(α, β j, η, N) as above. By Lemma 1.19 we obtain
P
(
C|x ∈ HN(α)) = P(C ∩
{
ϕBj ≤ b+(α, β j, η, N)
}
|x ∈ HN(α)
)
+ o(1).
If we set F :=
{
ϕBj ≤ b+(α, β j, η, N)
}
, G := {x ∈ HN(α)} we obtain
P(C ∩ F|G)
Chebyshev inq.
≤ N
−4β j(1−α2)−e/2
P(G)
E(1F∩G|HN(α) ∩ Dj|) =
=
N−4β j(1−α
2)−e/2
P(G)
E
 ∑
y∈Dj
1{x,y∈HN(α)}1F
 ≤
≤ N
4β jα2−e/2
P(G)
sup
y∈Dj
P({x, y ∈ HN(α)} ∩ F). (1.21)
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By the bounds on the covariance and the normal distribution we have
P(G)−1 ≤ N4α2+e/8 (1.22)
for N large. By Lemma 1.20 by defining γ∗ = 22−β j > 1 when η is small and K
large we obtain
sup
y∈Dj
P({x, y ∈ HN(α)} ∩ F) ≤ N−4α
2F2,βj (1)+e/8 = N−4α
2(1+β j)+e/8. (1.23)
Inserting (1.22) and (1.23) in (1.21) we obtain
P(C ∩ F|G) ≤ N4β jα2−e/2+e/8+4α2−4α2(1+β j)+e/8 = 1
Ne/4
N→+∞−→ 0
Proof of Theorem 1.13. Preliminary we would like to make some considerations. It
holds that ρ(α, β) is positive and in particular
ρ(α, β) ≥ 4+ 4β− 4α2F2,β(1) = 4(1− α2)(1+ β). (1.24)
(1.24) derives from the fact that F2,β(γ) has a unique global minimum at 1 in the
range γ ∈ Γα, β. Moreover notice that ρ(α, β) is increasing in β. If we set γm :=
infγ∈Γα,β F2,β(γ), γ∗ := infγ≥0 and γ+ := sup Γα,β we have γ∗ ≤ γm ≤ γ+ and moreover
since Fh,β(·) does not depend on α as well as Γα,β does not depend on β we have
γm = min {γ∗, γ+}. that
γ+ = 1/α ≥ 1.
We are now ready to prove the lower and upper bounds.
Lower bound. We set
C :=
{∣∣∣{(x, y) ∈ HN(α) : |x− y| ≤ Nβ}∣∣∣ ≤ Nρ(α,β)−δ} .
Set mγ := 4− 4β− 4α2F0,β(γ) = 4(1− β)(1− α2γ2) and choose γ < γ+ (in order
to have mγ strictly positive). Further
F :=
{
B ∈ Πβ : ϕB ≥ 2
√
2gγ(1− β)α log N
}
,
D :=
{
|F| ≥ Nmγ−δ/2
}
.
Theorem 1.101 shows that P(Dc)→ 0. Hence we rewrite
P(C) = o(1) + P(D ∩ C).
1The idea is to scale the square: now we take the box with mesh N/Nβ and the grid is made by
{xB : B ∈ Πβ}. In this way Theorem 1.10 tells us that HN1−β (γα) ≈ N4(1−β)(1−γ
2α2) = Nmγ .
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On D we have at least
{
Bj : 1 ≤ j ≤ Nmγ−δ/2
}
boxes. Set
Dj :=
{
ϕBj ≥ 2
√
2gαγ(1− β) log N
}
.
We observe
C ∩ D ⊆ E :=
Nmγ−δ/2⋃
j=1
(
Dj ∩
{∣∣HN(α) ∩ Bj∣∣ ≤ N(ρ(α,β)−mγ)/4−δ/8}) .
Let us now put for some arbitrary η > 0
A :=
⋃
B∈Πβ
⋃
y∈B(xB,Nβ/2)
{∣∣E (ϕy|FB)− ϕB∣∣ ≥ 2√2gη log N} .
As before P(A) = o(1) as N → +∞. Plugging this in, exactly as in the proof of
Theorem 1.11
P(C ∩ D) ≤ o(1) + P(E ∩ Ac) ≤
≤ o(1) +
+Nmγ−δ/2P
(∣∣∣∣H1/4Nβ (α(1− γ(1− β)) + ηβ
)∣∣∣∣ ≤ N ρ(α,β)−mγ4 − δ8) .
Finally we observe that
ρ(α, β)−mγ
4
≥ 2β
(
1− α
2 (1− γ(1− β))2
β2
)
which is exp(−O(log2N)) by Theorem 1.10 for η small enough, as we have al-
ready seen. Hence P(C ∩ D) = o(1), and we conclude the proof.
Upper bound. By Theorem 1.10 we see that for λ > 0 the number of α-high points
within distance Nλβ is at most N4(1−α2)+4λβ. We have with (1.24) that 4(1− α2) +
4λβ ≤ ρ(α, β) if
4(1− α2) + 4λβ ≤ 4(1− α2)(1+ β) ⇐⇒ λ ≤ (1− α2).
Therefore when this condition is not satisfied it is enough to find that there exists
h = h(δ) < 1 such that for all β′ ∈ [β(1− α2), β]
P
(∣∣∣{(x, y) ∈ HN(α) : Nβ′ ≤ |x− y| ≤ Nβ′h}∣∣∣ ≥ Nρ(α,β′)+δ)→ 0.
We separate the two cases γ∗ = γm:
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γ∗ = γm. Define
E :=
{∣∣∣(x, y) ∈ HN(α) : Nβ′ ≤ |x− y| ≤ Nβ′h∣∣∣ ≥ Nρ(α,β′)+δ} .
By Chebyshev inequality
P(E) ≤ N−ρ(α,β′)−δE
 ∑
(x,y): Nβ′≤|x−y|≤Nβ′h
1{x,y∈HN(α)} ≤
≤ N−ρ(α,β′)−δN4+4β′−4α2F2,β′ (γ∗)+δ/2,
where we have used the assumption that h is close to 1 and Lemma 1.18
γ∗ > γm. We construct for each B ∈ Πβ′ a bigger box of size 4Nβ′ by juxtaposing
to it the 12 adjacent subboxes of same side length. We call the set of such
bigger boxes B, and for each B′ ∈ B we center in xB′ a box of twice bigger
volume as B′. The latter boxes belong to a new set named C. We remark that
all pairs of points within distance Nβ
′
must belong to at least one B′ ∈ B.
For e > 0 set
D :=
{
max
C∈C
ϕC ≥ (1+ αe)(1− β′)2
√
2g log N
}
.
By Lemma 1.15 and the fact that
{
ϕy : y ∈ B
}
with boundary conditions
∂2B is a Gaussian field
P(Dc) ≤ ∣∣Πβ′ ∣∣ exp
(
− (1+ αe)
2(1− β′)2(2√2g)2 log2N
2g log Nβ′ +O(1)
)
→ 0
since
∣∣Πβ′ ∣∣ = O(N4(1−β′)). So noticing that α(γm + e) = (1+ αe)
P(E) = o(1) + P(E ∩ D) ≤ o(1) + N−ρ(α,β′)−δN4+4β′−4α2F2,β′ (γm+e)+δ/2
if h is close to 1. 4+ 4β′ − 4α2F2,β′(γm + e) e→0−→ ρ(α, β′), thus P(E)→ 0.
Proof of Theorem 1.14.
Lower bound. We recall the notation used in the proof of Theorem 1.10 by N. Kurt.
For α ∈ (1/2, 1) we choose 1 ≤ k ≤ K + 1 such that
αk :=
α(K− k + 1)
K
>
1− η
2
− δ (1.25)
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(δ must be thought small). Let us now define recursively Γα1 := Πα1 . Then for i ≥
2, we set Γαi as follows: for any B ∈ Γαi−1 define ΓB,αi := {B′ ∈ Παi : B′ ⊆ B/2}.
Then
Γαi :=
⋃
B∈Γαi−1
ΓB,αi .
We re-use the notation B(k) for a sequence of boxes B1 ⊇ B2 ⊇ · · · ⊇ Bk, Bi ∈ Γαi
for all 1 ≤ i ≤ k. Finally
Dk :=
{
B(k) : ϕBi ≥ (α− αi)λ2
√
2g(1− 1/K) log N, ∀ 1 ≤ i ≤ K
}
,
Ck := {|Dk| ≥ nk} .
We denote the biggest box of B(k) with B1,k. Let B be a box of side length Nαk /2
centered in B1,k. Let nk := Nκ+4α(k−1)
(1−λ)2
K , where κ is the constant appearing in
[58, Lemma 3.2]. Define moreover for e > 0
A :=
⋃
y∈B
{
|E(ϕy − ϕxB |Fαk)| ≥ 2
√
2ge(α− αk)(1− γK) log N
}
.
By Lemma 1.21 P(Ac) → 1 and P(Ck) → 1 as in Theorem 1.10 (Ck is the same
event). So
P
(
DN(η) ≤ N
1−η
2 −δ
)
≤
≤ o(1) +
+P
(
Ck ∩ Ac ∩
{
min
y∈B
ϕy ≥ 2
√
2gη log N
})
≤
De f . o f A, Dk≤ o(1) +
+P
(
min
y∈B
(ϕy − E(ϕy|Fαk)) ≤
2
√
2g log N(η − (α− αk)(1− γK)(1− e))
)
≤
≤ P
(
max
y∈V1/4
Nαk
ϕy ≥ 2
√
2g log N(−η + (α− αk)(1− γK)(1− e))
)
where in the latter inequality we used the fact that V1/4Nαk ⊇ B. For
2
√
2g log N(−η + (α− αk)(1− γK)(1− e)) > 2
√
2g log Nαk (1.26)
we would obtain thanks to Theorem 1.10 that for N large this probability tends
to 0. But (1.25) and (1.26) give rise to a system of equations which has a solution
for large K and N, α close to 1 and e small when 1/2+ η/2k/K < η/2+ δ+ 1/2.
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Upper bound. We set θ := 1−η2 , β := θ + δ. We have first of all that
P
 ⋃
B∈Πβ
{ϕB ≥ 2
√
2g(1− θ) log N}
 N→+∞−→ 0 (1.27)
since we have the variance bounds and (1.15). Furthermore let us define
F :=
 ⋂
B∈Πβ
{ϕB ≤ 2
√
2g(1− θ) log N}
 ,
C :=
 ⋃
B∈Πβ
{∀ x ∈ B(ϕx ≥ 2
√
2gη log N)}
 .
We then have
P (DN(η) ≥ Nθ+2δ
)
≤ P(C) ≤
≤ P(Fc) + P(F ∩ C) ≤
(1.27)
≤ o(1) + E(P(C|Fβ)1F).
If B ∈ Πβ we indicate with B(1/4) the sub-box B(xB, Nβ/2). Choose e > 0 and
define
A :=
⋃
B∈ΠB
⋃
y∈B(1/4)
{
|E(ϕy − ϕxB |F∂2B)| ≥ 2
√
2ge log N
}
.
With Lemma 1.21 we obtain that P(A) tends to 0 as in Theorem 1.11. We can
further bound
P(DN(η) ≥ Nθ+2δ) ≤ o(1) + E(P(C|Fβ)1F∩Ac).
To go on we notice that
P(C|Fβ) ≤
(
N
Nβ
)4
max
B∈Πβ
P
(
∀ x ∈ B(ϕx ≥ 2
√
2gη log N)
)
(1.28)
and in particular on F ∩ Ac
P
(
∀ x ∈ B(ϕx ≥ 2
√
2gη log N)
)
≤
≤ P
(
∀ x ∈ B(ϕx − E(ϕx|Fβ) ≥ 2
√
2g log N(η − (1− θ + e)))|Fβ
)
=
= P
 max
x∈V1/4
Nβ
ϕx ≤ 2
√
2g log N(θ + e)
 .
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By Theorem 1.8 this quantity is O
(
exp
(
−d log2N
))
for a positive d when for
instance β > (θ + e) which implies e < δ. To sum up
P(C|Fβ) ≤ exp
(
2(1− β) log N − d log2N
)
→ 0
and recalling (1.28) we finish the proof.
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The Gaussian Free Field
2.1. The d-dimensional Gaussian Free Field
The d-dimensional Gaussian free field (GFF) is a natural d-dimensional-time analog
of Brownian motion. It has received great attention both in the physics community as
a key tool to develop conformal field theories, especially in dimension 2 ([50]), and in
mathematics, where it has shown to possess remarkable features allowing to connect
different areas such as complex analysis and probability theory ([28, 52, 70, 72]). We
will review here its construction and some of its main characteristics.
We begin by asking ourselves a question: is it possible to construct a standard Gaussian
random variable on an infinite dimensional space? We already know that if H is
isomorphic toRk and (~ej)kj=1 is a basis of the space, then any Gaussian X ∼ N (0, ||x||2H)
can be written as
X = ∑
j≤k
aj~ej,
where the aj’s are iid standard normal variables with law
W(dh) = 1
(2pi)k/2
exp
(
− ||h||2H /2
)
λ(dh)
absolutely continuous with respect to the Lebesgue measure λ. If we try to take
this example over to an infinite dimensional (and say separable Hilbert) space H,
possessing an orthonormal basis (hj)j≥1, the formal sum
∑
j≥1
ajhj (2.1)
does not converge. The reason is well-known: if it did, then, for any orthonormal
basis (hj)j≥1, the random variables h ∈ H 7→ Xj(h) := (h, hj)H would be independent,
standard normal random variables and therefore, by the strong law of large numbers,
||h||2 = ∑j Xj(h)2 would be infinite for W-almost every h. One can circumvent this
problem by allowing the series to converge in a larger space, call it Θ, which brings
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us to the definition of an abstract Wiener space. The construction of the abstract
Wiener space was in fact first introduced by [43] to allow the construction of “infinite
dimensional” Gaussian variables.
Definition 2.1 (Abstract Wiener space, [75]). An abstract Wiener space is a triple (Θ, H,W),
where
• Θ is a separable Banach space,
• H is a Hilbert space which is continuously embedded as a dense subspace of Θ, equipped
with the scalar product (·, ·)H,
• W is a Gaussian probability measure on Θ satisfying
EW [exp (i 〈·, x∗〉)] = exp
(
−||hx∗ ||
2
H
2
)
. (2.2)
To understand (2.2) we first need to introduce the dual space Θ∗, the space of con-
tinuous linear functionals x∗ : Θ → R. If 〈·, x∗〉 denotes the action of x∗, by Riesz’s
representation theorem for all x∗ there exists a unique hx∗ ∈ H for which for all h ∈ H
it holds that 〈h, x∗〉 = (h, hx∗)H. We can equip Θ with the σ-algebra BΘ, which is the
smallest σ-algebra with respect to which all the maps θ 7→ 〈θ, x∗〉 are measurable.
ThenW is such that for all x∗ ∈ Θ∗ its Fourier transform fulfills
Ŵ(x∗) = exp
(
−||hx∗ ||
2
H
2
)
. (2.3)
Wiener’s construction of Brownian motion can be viewed as the original case in which
H is the Hilbert space of absolutely continuous h : [0, 1] → R such that h(0) = 0 and
h˙ ∈ L2([0, 1],R) with the norm ||h|| = ∣∣∣∣h˙∣∣∣∣L2([0,1],R). Then Θ = L2([0, 1], R).
At this point we have to introduce another fundamental object for our work, the Paley-
Wiener integral I (h). I is viewed as a mapping
I : x∗ ∈ Θ∗ 7→ I(hx∗) ∈ L2(W)
θ ∈ Θ 7→ [I(hx∗)](θ) := 〈θ, x∗〉 .
Therefore I is an isometry from {hx∗ : x∗ ∈ Θ∗} → L2(W), and since the former set
is dense in H, it admits a unique extension to the whole of H.
Example 2.2 (2-dimensional GFF, [40, 73]). We would like to define the 2-dimensional GFF
on D := [0, 1]2 ⊆ R2 with Dirichlet boundary conditions in the above framework. Denote as
Hs(D) the set of smooth, real-valued functions on R2 that are supported on a compact subset
of D. Equip this space with the Dirichlet inner product
( f , g)∇ :=
∫
D
∇ f (x) · ∇g(x)dx.
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We set H := H(D) to be the closure of Hs(D) with respect to this inner product (this yields
the so-called Sobolev space H10(D)). The GFF h is defined as the family
{(h, f )∇ : f ∈ H(D)} .
It is a Gaussian family with covariances
Cov ((h, f )∇, (h, g)∇) = ( f , g)∇.
It is possible to write down explicitly an orthonormal basis for H(D), which is indexed by
j, k ∈N \ {0},
~ej, k :=
2
√
2 sin(jpix) sin(kpix)√
j2 + k2
.
Hence the GFF h displays the alternative representation
h = ∑
j, k∈N\{0}
aj, k~ej, k
where aj, k are i. i. d. standard Gaussians and the series is convergent in H−1(D) ([28]).
Figure 2.1.: 2-dimensional GFF on the unitary disk with Dirichlet boundary condi-
tions. Picture by Nam-Gyu Kang.
It is easy now to see that in an abstract Wiener space (Θ, H, W) the series (2.1)
is almost surely finite. Indeed, using separability, one can show that BΘ is con-
tained in the W-completion of σ (⋃n≥1Fn), Fn being the sigma-algebra generated
by
{
I[(hj)], j ≤ n
}
. Being a Gaussian family this allows to say that
θ 7→ Sn :=
n
∑
j=1
I[(hj)](θ)hj
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is the W-conditional expectation of θ given Fn. Doob’s martingale convergence theo-
rem allows to conclude that θ = limn→+∞ Sn. This Wiener series representation yields
a number of interesting consequences, among which the Cameron-Martin formula.
Theorem 2.3 ([75]). Let (Θ, H, W) be an abstract Wiener space. If h ∈ H and
Rh(θ) = exp
(
[I(h)](θ)− ||h||
2
H
2
)
then the distribution of θ 7→ θ + h under W is absolutely continuous with respect to W and
Rh is the corresponding Radon–Nikodym derivative.
From the standpoint of Wiener series, this observation comes down to the fact that
if one translates the standard Gauss distribution γ on R by a ∈ R, then the trans-
lated measure is absolutely continuous with respect to γ and has Radon–Nikodym
derivative exp
(
ax− a22
)
.
2.2. Multiplicative chaos
Multiplicative chaos represents a more general framework in which one can view the
construction of the GFF. The definition stands as follows:
Definition 2.4. In dimension d a standard Gaussian multiplicative chaos is a random
measure on a given domain D ⊆ Rd that can be written for any A ∈ B(D) as
Mγ(A) =
∫
A
exp
(
γX(x)− γ
2
2
E
(
X2(x)
))
σ(dx)
with X a centered Gaussian field and σ a Radon measure on D.
The case where X is the Gaussian Free Field (either in 2 or 4 dimensions) represents
an instance of multiplicative chaos. As we have seen the definition is ill-posed because
X turns out to be a random distribution. The first description of this object to our
knowledge goes back to Kahane [49] who considered in his original paper a field X
whose covariances were represented by the positive kernel
K(x, y) := E (X(x)X(y)) = ln+
1
|x− y| + g(x, y) (2.4)
with ln+ the positive part of ln and g a continuous bounded function on D2. It appears
that different instances of multiplicative chaos share the same universal features, and
we refer to the nice survey [69] for a complete description. In particular, we point out
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here that he considered the analog of the (nowadays called) thick points of the GFF
that we analyze in our work, and obtained the counterparts (see for a more precise
statement [69, Theorems 4.1 and 4.2]) of the results of [46] for the two-dimensional
GFF and of this chapert.
2.2.1. Behavior of the maximum
There are more features that the class of log-correlated fields seems to possess, and
among these there is the behavior of the maximum. Recently [62] showed the conver-
gence of the maximum of the log-correlated field of Kahane to a Gumbel distribution
convoluted by the limit of the derivative martingale. The analog limit in the discrete
setting was recovered by [15] for the DGFF and the corresponding statistics of local
maxima were shown by [12].
2.3. Thick points for a Gaussian Free Field in 4 dimensions
This section is concerned with the study of fractal properties of thick points for 4-
dimensional Gaussian Free Field. We adopt the definition of Gaussian Free Field on
R4 introduced by [20] viewed as an abstract Wiener space with underlying Hilbert
space H2(R4). We can prove that for 0 ≤ a ≤ 4, the Hausdorff dimension of the set of
a-high points is 4− a. We also show that the thick points give full mass to the Liouville
Quantum Gravity measure on R4. This section is based on a joint paper with Rajat
Subhra Hazra [22] which has been submitted.
2.3.1. Introduction
The main goal in constructing Liouville quantum gravity (LQG) measure is to construct
a random metric on a Riemannian manifold (equipped with an Euclidean metric dω),
which has a form eγX(ω)dω where X(ω) is a Gaussian free field and γ is a coupling
parameter. The KPZ relation formulated by Knizhnik, Polyakov and Zamolodchikov
[54] gives the relation between volume exponents derived using the abovementioned
quantum metric and the Euclidean metric respectively. They may also be considered
in terms of measures and under this light lots of progress has been made recently. In
dimension 2, in the breakthrough work of [29] the existence of the Liouville quantum
gravity measure was proved and the KPZ relation was derived. For an overview
on ongoing activity see the reviews [40], [69]. The KPZ relation holds also in higher
dimensions. In a recent article by [20] an analogue of the LQG measure was introduced
in dimension 4. The aim of this article is to study some fractal properties of the
Gaussian free field (GFF) in R4 and relate it to the LQG.
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We focus our attention on the so-called thick points, which roughly speaking are
points unusually high. In an interesting work, [46] showed that the Hausdorff dimen-
sion of the set of a-thick points is 2− a for 0 ≤ a ≤ 2 for the planar GFF. The set
of thick points is important in understanding the support of two dimensional Liou-
ville quantum gravity. It was shown in fact in [29] that the LQG measure is almost
surely supported on the thick points. In general though the definition is ill-posed,
so a regularization (the circle average process) is needed to define it. Motivated by
the definition of sphere average introduced by [20] in dimensions 4, we study the set
of thick points for the sphere average process of the four-dimensional Gaussian Free
field.
The Euclidean Gaussian Free Field onR4 is denoted by means of the abstract Wiener
space (see Definition 2.1), where the underlying Hilbert space is H2(R4) equipped with
the inner product given by
〈
(I − ∆)2·, ·〉. Note that, unlike the standard definition of
GFF (see [73]) we work with a Bilaplacian (or Bessel operator) and the second order
Sobolev spaces. Other than Chen and Jakobson’s recent article the main motivation
for considering this model comes from the discrete analogue of this GFF which turns
out to be related to the membrane model (cf. [58]) defined on Zd. It is known that
in dimension 4 the model undergoes a phase transition in terms of the behavior of
the Gibbs volume measure, as was proved in [57]. So dimension 4 turns out to be
intrinsically interesting. Recently, some work on the fractal dimension of the thick
points in this discrete setting has been carried through by [23] for the 2-D discrete
Gaussian Free Field and [21] on the discrete 4-D membrane model. We note however
that since the GFF we are dealing with is defined on the whole space, an appropriate
definition of the GFF on bounded domains still remains an open problem. Thick points
are an object interesting in itself, as they reveal the structure of the exceedances of the
GFF. Even more interestingly though, they represent, as we will see, the support of
the LQG: this random measure hence presents a support with large flat (zero-mass)
areas and some sparse large spikes. It was pointed out in the recent survey by [69]
(Theorem 4.1) that in Kahane’s seminal work ([48]) on Gaussian multiplicative chaos
similar results on the Hausdorff dimension of thick points are proved. It was also
pointed out that the circle average process has a similar multifractal behavior and our
result provides another confirmation for this.
In this article we show the manner in which the thick points are related to the
LQG measure in dimension 4. We prove in Theorem 2.6 that the set of thick points
gives full mass to the LQG measure. We then study the multifractal properties of
the set of thick points. In particular, we show in Theorem 2.8 that the set of a-thick
points has Hausdorff dimension 4 − a when 0 ≤ a ≤ 4. When a > 4, the set of
thick points is almost surely empty. We point out that results of similar nature were
known for Gaussian multiplicative chaos (in any dimension). For generalizations and
further references of such results we refer to [69]. More precisely the outline of the
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article is as follows. In Section 2.3.2 we recall the model introduced by [20] and state
our main result more precisely. In Section 2.3.3 we list some basic properties of the
sphere average process and also provide a proof of Theorem 2.6 using a so-called
rooted measure. The proof of Theorem 2.8 is given in Sections 2.3.6 and 2.3.7 and
relies on proving two different bounds. For the upper bound we use the version of the
Kolmogorov-Centsov theorem derived by [46]. For the lower bound we use a standard
finite-energy method and the Markov property of the GFF.
2.3.2. GFF model and statement of the main results
To keep the paper self contained we review in this section some definitions of the GFF
on R4 from [20] and state some properties of the sphere average process which will
be useful in deriving our main result. In first place, in defining the abstract Wiener
space for the GFF, although the introduction of the set Θ is evidently important for its
definition, its choice is not unique as explained in [75], Corollary 8.3.2 and afterwards.
Moreover W(H) = 0, as it follows from the discussion in Section 2.1 that W-a. s.
||h||2H = +∞ for h ∈ Θ and clearly ||h||2H < +∞ for h ∈ H. In our setting, we consider
the underlying Hilbert space to be H := H2
(
R4
)
which is the completion of the
Schwartz space S (R4) equipped with the inner product
( f1, f2)H =
∫
R4
(I − ∆)2 f1 (x) f2 (x)dx for all f1, f2 ∈ S
(
R4
)
.
H−2
(
R4
)
is the Hilbert space consisting of tempered distributions µ such that
‖µ‖2H−2 =
1
(2pi)4
∫
R4
(
1+ |ξ|2
)−2 |µˆ (ξ)|2 dξ < ∞.
where µˆ is the Fourier transform. It is possible to identify H with H−2 through the
linear isometry (I − ∆)−2 : H−2 → H. By abuse of notation we will call hν the image
of ν ∈ H−2 under (I − ∆)−2, that is, hν is the unique element in H such that 〈h, ν〉 =
(h, hν)H for all h ∈ H. By (2.2), we have
{I (hν) : ν ∈ H−2} is also a Gaussian family
whose covariance is given by
EW [I (hν1) I (hν2)] = 〈hν1 , hν2〉H = 〈ν1, ν2〉H−2 .
For every x ∈ R4 and e > 0 denote as σxe ∈ H−2 the tempered distribution given by
〈 f , σxe 〉 =
1
2pi2e3
∫
D(x,e)
f (y)dσ (y) , for all f ∈ S
(
R4
)
,
where dσ is the surface area measure on D(x, e), the sphere of radius e around x.
Interestingly, [20] noted that
{I (hσxe ) : e > 0} fails to possess the Markov property
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and considered the following Gaussian family:{
I (hσxe ) , I (hdσxe ) : x ∈ R4, e > 0} ,
where dσxe the tempered distribution given by 〈 f , dσxe 〉 := dde 〈 f , σxe 〉 for all f ∈ S
(
R4
)
.
It is important to point out at this juncture that such a collection is reminiscent of
the double boundary conditions needed for the membrane model in the discrete case
([56]). Let ζ := (1, 1)T and
B (r) :=
(
I1 (r) /r I′1 (r)
I2 (r) /r I ′′1 (r)
)
,
where Ik are the modified Bessel functions of order k ∈N. Define
µxe := ζ
>B−1 (e)
(
σxe
dσxe
)
. (2.5)
[20] showed that µxe ∈ H−2(R4) and
{I (hµxe ) : x ∈ R4, e > 0} forms a Gaussian family
with the correct Markovian properties and is the suitable candidate for the sphere
average process.
Definition 2.5 (Thick points of the sphere average). For the sphere average process the set
of a-thick points is defined as
T(a) =
{
x ∈ R4 : lim
e→0
I (hµxe )√
2pi2G(e)
=
√
2a
}
. (2.6)
Here G(e) = VarW
(I (hµxe )) and an explicit expression using Bessel functions is given
in (2.9).
We would also need a definition of another set quite similar to the above:
T≥(a) =
{
x ∈ R4 : lim sup
e→0
I (hµxe )√
2pi2G(e)
≥
√
2a
}
. (2.7)
It is easy to see that
T(a) ⊂ T≥(a).
One of the important results of [20] (Theorem 5) was to show the existence of the
Liouville quantum gravity measure in R4. Define a random measure on R4 by
mθe(dx) = E
θ
e(x)dx,
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where
Eθe = exp
(
γI (hµxe )− γ22 G(e)
)
.
If en = en0 with e0 ∈ (0, 1) and 0 < γ2 < 2pi2, then there exists a non-negative measure
mθ on R4 such that the following convergence holds for every f ∈ Cc(R4):∫
R4
f (x)mθen(dx)→
∫
R4
f (x)mθ(dx) as n→ ∞ (2.8)
W-almost surely and also in L2(W). It is also known that this measure is almost surely
positive.
In the following Theorem we show that the set of thick points gives full measure to
the LQG measure in R4.
Theorem 2.6. Let 0 < γ2 < 2pi2, then for a = γ2/4pi2 we have
mθ(T(a)c) = 0 W − a.s.
That is, the set T(a) gives full mass to the measure mθ(·).
For the proof of Theorem 2.6 we construct the rooted measure or Peyrie`re measure. For
the use of rooted measures see [29, 69].
Before we state our main result on fractal properties of thick points, we recall the
definition of Hausdorff dimension and Hausdorff measure.
Definition 2.7 (Hausdorff dimension). Let X be a metric space and S ⊆ X. For every d ≥ 0
and δ > 0 define the Hausdorf f-d-measure in the following way:
Cdδ (S) := inf
{
∑
i
diam(Ei)d : E1, E2, E3, . . . , cover S, diam(Ei) ≤ δ
}
,
i.e. we are considering coverings of S by sets of diameter no more than δ. Then
CdH(S) = sup
δ>0
Cdδ (S) = lim
δ↓0
Cdδ (S)
is the Hausdorf f-d-measure of the set S. The Hausdorff dimension of X is defined by
dimH(X) := inf{d ≥ 0 : CdH(X) = 0}.
For S subset of a metric space X we would denote by dimH(S) as the Hausdorf f dimension of
S and CαH(S) will denote the Hausdorf f-α-measure of the set S.
Theorem 2.8. For 0 ≤ a ≤ 4, the Hausdorf f dimension of T(a) is 4− a. For a > 4, we have
that T(a) is empty.
Remark 2.9. The above result shows similarity with the membrane model. In [21] it was
shown that discrete fractal dimension of the a-high points is 4− 4a2.
To prove Theorem 2.8 we apply some of the techniques implemented in [26, 25] to
show similar results for occupation measures of planar or spatial Brownian motion.
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2.3.3. GFF model and some estimates
This section is devoted to providing some details about the behavior of the sphere
average process, such as the covariance structure. We then use them to derive a proof
of Theorem 2.6.
2.3.4. Some more properties of the sphere average process: covariance
structure
Let us denote as D(0, R) the hypersphere centered at 0 with radius R > 0. Let Ir, Kr
be the modified Bessel functions of order r ∈ N ∪ {0}. Define the positive function
G : (0,∞) 7→ (0,∞) by
G (r) :=
(− 14pi2 ) 2I1(r)K1(r)+2I2(r)K0(r)−1I21 (r)−I0(r)I2(r) . (2.9)
It can be shown that G is strictly decreasing and smooth, with limr→0 G(r) = +∞ and
limr→+∞ G(r) = 0. It also follows from the properties of the Bessel functions that as r
decreases to 0, G(r) asymptotically behaves like − 12pi2 log r. Then, we have that
(a) given x ∈ R4 and e1 ≥ e2 > 0,
EW
[
I
(
hµxe1
)
I
(
hµxe2
)]
= EW
[
I2
(
hµxe1
)]
= G (e1) . (2.10)
(b) Given x, y ∈ R4, x 6= y, and e1, e2 > 0 with D(x, e1) ∩ D(y, e2) = ∅,
EW
[
I
(
hµxe1
)
I
(
hµye2
)]
=
1
2pi2
K0 (|x− y|) , (2.11)
where K0 is the modified Bessel function of order 0.
(c) Given x, y ∈ R4, x 6= y, and e1, e2 > 0 with D(y, e2) ⊆ D(x, e1),
EW
[
I
(
hµxe1
)
I
(
hµye2
)]
= I0 (|x− y|)G (e1)− 14pi2
I2 (|x− y|)
I21 (e1)− I0 (e1) I2 (e1)
.
(2.12)
The next lemma states one of the most useful and important properties of the spher-
ical average process and is analogous to the properties of the two dimensional circular
average process studied in [29, 46]. It shows that for fixed x ∈ R4, the spherical aver-
age after a time change is a Brownian motion and in disjoint annuli two such motions
are independent. We briefly sketch the proof of the following lemma as it is an easy
consequence after one compares the covariance structure.
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Lemma 2.10. (a) Let G(·) be as in (2.9) and for x ∈ R4, let B(x, t) = I
(
hµx
G−1(t)
)
. Then
B(x, t)− B(x, t1) has the same distribution as a standard Brownian motion for t ≥ t1.
(b) Given x, y ∈ R4 and t1 ≤ t ≤ t2 and s1 ≤ s ≤ s2 be such that D(x, s2) \ D(x, s1)
and D(y, t2) \ D(y, t1) are disjoint, then {B(x, s)− B(x, s1)}s1≤s≤s2 is independent of
{B(y, t)− B(y, t1)}t1≤t≤t2 .
Proof. (a) It follows from (2.10) that for t1 ≤ s ≤ t one has
covW (B(x, t)− B(x, t1), B(x, s)− B(x, t1)) =
= G(G−1(s))− G(G−1(t1))− G(G−1(t1)) + G(G−1(t1)) = s− t1
Here we have used the fact that G(·) and G−1(·) are decreasing functions and hence,
as t1 ≤ s ≤ t we have G−1(t1) ≥ G−1(s) ≥ G−1(t).
(b) As the annuli are disjoint it follows that |x− y| > t2 + s2 > t + s > t1 + s1 and
hence again using (2.11) we obtain
covW (B(y, t)− B(y, t1), B(x, s)− B(x, s1)) = 0.
2.3.5. Proof of Theorem 2.6
Let Γ be a compact subset of R4. Let B(Γ) be the Borel sigma algebra of subsets of Γ.
We define a rooted measure on B(Θ)⊗B(Γ) as
M(dxdθ) = m
θ(dx)W(dθ)
|Γ| .
Here |Γ| denotes the volume of the set Γ with respect to the Lebesgue measure. Note
that M(Θ× Γ) = EW
[
mθ(Γ)
] |Γ|−1 = 1 and as such M is a probability measure on
the space Γ×Θ.
Let r(t) := G−1(t + G(R)), R > 0 fixed and define
B˜(x, t)(θ) := I
(
hµxr(t)
)
(θ)− I
(
hµxR
)
(θ).
The following lemma allows us to view the random measure mθ in a different way.
We show that the joint distribution of (x, B˜(x, t)) under M(dxdθ) is nothing but the
distribution of (x, B˜(x, t)) under W(dθ)dx and in the latter case the marginal on Θ
does not depend on x.
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Lemma 2.11. Let 0 < γ2 < 2pi2. For any compact set Γ and any F ∈ Cc(R4 ×R) we have∫
Θ
∫
Γ
F(x, B˜(x, t)(θ))M(dxdθ) = 1|Γ|
∫
Γ
∫
Θ
F(x, B˜(x, t)(θ) + γt)W(dθ)dx. (2.13)
Proof. Note that for almost every θ, the map x ∈ Γ 7→ F(x, B˜(x, t)(θ)) is continuous by
Corollary 3 of [20]. So from the weak convergence in (2.8) we have that
lim
n→∞
∫
Γ
F(x, B˜(x, t))mθen(dx) =
∫
Γ
F(x, B˜(x, t))mθ(dx).
Since the function in the integral is bounded we have for some constant C and for all
n ∫
Θ
∫
Γ
F(x, B˜(x, t))mθen(dx)W(dθ) ≤ C|Γ|.
So by dominated convergence
lim
n→∞
1
|Γ|
∫
Θ
∫
Γ
F(x, B˜(x, t))mθen(dx)W(dθ) =
∫
Θ
∫
Γ
F(x, B˜(x, t))M(dxdθ). (2.14)
Note that for small enough e > 0
Cov(B˜(x, t), hµxe ) = G(r(t))− G(R) = t
holds, so for n large enough we have by Cameron-Martin theorem∫
Θ
∫
Γ
F(x, B˜(x, t))mθen(dx)W(dθ) =
∫
Θ
∫
Γ
F(x, B˜(x, t))Eθen(x)dxW(dθ)
=
∫
Γ
∫
Θ
F(x, B˜(x, t)(θ))Eθen(x)W(dθ)dx
=
∫
Γ
∫
Θ
F(x, B˜(x, t)(θ + γhµxen )W(dθ)dx
=
∫
Γ
∫
Θ
F(x, B˜(x, t)(θ) + γt)W(dθ)dx.
We have the required statement in the lemma using (2.14).
Proof of Theorem 2.6. Using the fact EW
[
mθ(A)
]
= |A| for any bounded set A it follows
that the marginal of M on Γ is nothing but the normalized Lebesgue measure on Γ.
Hence by Theorem 9.2.2. of [75] there exists a Borel measurable map
x ∈ Γ→ Lx(·) ∈ M1(Θ),
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where M1(Θ) is the set of probability measures on Θ and the following holds
M(dxdθ) = Lx(dθ)dx|Γ| .
Note that Lx(dθ) is nothing but the regular conditional probability. Now using the
above decomposition we have that∫
Θ
∫
Γ
F(x, B˜(x, t))M(dxdθ) = 1|Γ|
∫
Γ
∫
Θ
F(x, B˜(x, t))Lx(dθ)dx.
So from (2.11) we have for any compact set Γ and F ∈ Cc(R4 ×R)
1
|Γ|
∫
Γ
∫
Θ
F(x, B˜(x, t))Lx(dθ)dx = 1|Γ|
∫
Γ
∫
Θ
F(x, B˜(x, t) + γt)W(dθ)dx. (2.15)
If we denote µx to be law of B˜(x, t) under Lx(dθ) and ν be the law B˜(x, t) + γt under
W(dθ) on R it is possible to see that ν is the law of a standard Brownian motion with
a drift. Since (2.15) holds for any compact set Γ, it is easy to show that for almost
every x ∈ R4, µx = ν. If we take a = γ2/4pi2 and use the fact that the sphere average
process is a time inversion of a Brownian motion (see Lemma 2.10), then the set of
thick points can also be written as
T(a) =
{
x ∈ R4 : lim
t→∞
B˜(x, t)
t
= γ
}
.
Now from the discussion above we have that
M(T(a)c) = 1|Γ|
∫
Γ
Lx(T(a)c)dx.
Since the law of B˜(x, t) under Lx is the same as the law of Brownian motion with a
drift, the condition for the thick points gets satisfied with probability 1. So we have
M(T(a)c) = 0, which together with the fact that mθ(·) is a positive measure with
probability 1 proves the result.
2.3.6. Upper bound of Theorem 2.8
In this section we prove the upper bound. By the countable stability property, viz.
dimH
(
∞⋃
i=1
Ei
)
= sup
1≤i≤∞
dimH(Ei)
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it is enough to show that a.s. for R ≥ 1,
dimHT≥(a, R) = dimH
{
x ∈ D(0, R) : lim sup
e→0
I (hµxe )√
2pi2G(e)
≥
√
2a
}
≤ 4− a. (2.16)
Hence if we cover R4 with a countable union of balls of radius R = 1, 2, . . ., this will
prove the upper bound. The next proposition gives the local Ho¨lder continuity of
the process and through it we can determine a modification of the process which has
some uniform estimates on the increments. It is similar to Proposition 2.1 of [46] and
uses Lemma C.1 of [46]. The proof also uses some finer estimates on the covariance
functions and some bounds on Bessel functions which are provided in Sec*A.2.
Proposition 2.12. There exists a modification X˜ of the process {I (hµzt ) : z ∈ D(0, R), t ∈
(0, 1)} such that for every 0 < γ < 12 and e, ζ > 0 there exists M > 0 such that the following
holds:
|X˜(z, r)− X˜(w, s)| ≤ M
(
log
1
r
)ζ |(z, r)− (w, s)|γ
r(1+e)γ
, (2.17)
for all z, w ∈ D(0, R) and r, s ∈ (0, 1] with 1/2 ≤ r/s ≤ 2.
Proof. Consider now x, y ∈ D(0, R), e1, e2 ∈ (0, 1) and we abbreviate
He1,e2(x, y) := CovW
(
I
(
hµxe1
)
, I
(
hµye2
))
.
We distinguish between three cases:
Case 1 Let x = y. By Lemma A.1, we have
|He1, e1(x, x)− He2, e1(x, x)| ≤ |He1, e1(x, x)− He1, e2(x, x)|
+ |He2, e1(x, x)− He1, e2(x, x)|
(2.10)
≤ |G(e1)− G(e1 ∨ e2)|+ |G(e2)− G(e1 ∨ e2)|
≤ C |e1 − e2|
e1 ∧ e2 .
Here we have used that |log(x/y)| ≤ |x−y|x∧y .
Case 2 Let D(x, e1) ∩ D(y, e2) = ∅. In this case |x− y| > e1 + e2 > e1. Then
|He1,e1(x, x)− He1,e2(x, y)| =
∣∣∣∣G(e1)− 12pi2 K0(|x− y|)
∣∣∣∣
≤ −C(log e1 + log(|x− y|)) ≤ |x− y|
e1
.
Similarly one can show that |He2,e2(y, y)− He1,e2(x, y)| ≤ |x−y|e1 .
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Case 3 Let D(y, e2) ⊆ D(x, e1).
|He1, e1(x, x)− He1, e2(x, y)| ≤ |G(e1)(1− I0(|x− y|))|
+ C
I2(|x− y|)
I21 (e1)− I0(e1)I2(e1)
≤ −C log e1 |x− y|2 + |x− y|
2
e21
≤ C |x− y|
e1
.
Combining these three cases we obtain that
VarW
(
I
(
hµxe1
)
− I
(
hµye2
))
≤ C |x− y|+ |e1 − e2|
e1 ∧ e2 . (2.18)
Since I
(
hµxe1
)
− I
(
hµye2
)
is Gaussian,
EW
[∣∣∣I (hµxe1)− I (hµye2)∣∣∣α] ≤ C
( |x− y|+ |e1 − e2|
e1 ∧ e2
)α/2
.
We can find α and β large enough such that
∣∣∣ βα − 12 ∣∣∣ < δ, and consequently by [46,
Lemma C.1] there exists a modification X˜(x, e) = I (hµxe ) a.s. on L2(W) satisfying
(2.17).
In this section for the proof of the upper bound we work with this modification
which we also denote by I (hµxt ). Recall that B(x, t) = I (hµxG−1(t)).
Proof of the upper bound. Let ε > 0 and γ ∈ (0, 1/2), ζ ∈ (0, 1) and denote γ˜ := (1+ ε)γ.
Also let K := ε−1, rn := n−K.
Define the set
UR :=
x ∈ D(0, R) : lim supn→+∞
I
(
hµxrn
)
√
2pi2G(rn)
≥
√
2a
 .
We first show that
T≥(a, R) ⊂ UR. (2.19)
For x ∈ T≥(a, R) and for t ∈ (G(rn), G(rn+1)) we write
B(x, G(rn)) = B(x, G(rn))− B(x, t) + B(x, t).
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By Proposition 2.12 we have
|B(x, t)− B(x, G(rn))| ≤ M
(
log
(
1
G−1(t)
))ζ (G−1(t)− rn)γ
G−1(t)γ˜
≤ M(log(n + 1))ζ (rn+1 − rn)
γ
rγ˜n+1
= O
(
(log n)ζ
)
. (2.20)
Hence using the fact that G(rn) ∼ C log n for n→ +∞ and ζ < 1 we have∣∣∣∣∣B(x, G(rn))− B(x, t)√2pi2G(rn)
∣∣∣∣∣ = O
(
(log n)ζ
G(rn)
)
= o (1) .
Now (2.19) follows as we have
lim sup
n→+∞
B(x, G(rn))√
2pi2G(rn)
≥ lim sup
t→+∞
B(x, t)√
2pi2t
≥
√
2a.
The next step is to determine a cover for the set UR. In view of that, let (xnj)
k¯n
j=1 be a
maximal collection of points in D(0, R) such that infl 6=j
∣∣xnj − xnl∣∣ ≥ r1+εn . Denote
An :=
{
j :
∣∣B(xnj, G(rn))∣∣√
2pi2G(rn)
≥
√
2a− δ(n)
}
with δ(n) = C(log n)ζ−1 (the constant C will be tuned later according to (2.21)). For
any x ∈ D(0, R), there exists j ∈
{
1, . . . , kn
}
such that x ∈ D (xnj, r1+εn ). By (2.20) we
have, ∣∣B(xnj, G(rn))− B(x, G(rn))∣∣√
2pi2G(rn)
≤ C(log n)ζ
∣∣x− xnj∣∣γ
G(rn)γ˜+1
= δ(n)
log n
G(rn)
≤ Cδ(n) (2.21)
which implies, renaming possibly δ(n),
B(xnj, G(rn))
G(rn)
≥
√
2a− δ(n).
Hence we have j ∈ An. Therefore for all N ≥ 1, ⋃n≥N ⋃j∈AN D (xnj, r1+εn ) covers UR
with sets having maximal diameter 2r1+εn . Next we claim that
EW [|An|] ≤ C(log n)ra−4(1+ε)+o(1)n . (2.22)
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Assume (2.22) for the moment. If we choose α := 4− a + ε 4+a1+ε we have
EW
[
∑
n≥N
∑
j∈An
diam(D(xnj, r1+εn ))
α
]
≤ ∑
n≥N
(log n)r(1+ε)α+a−4(1+ε)+o(1)n
≤ ∑
n≥N
(log n)r4ε+o(1)n = C ∑
n≥N
(log n)n−4+o(1) < +∞.
Therefore ∑n≥N ∑j∈An diam(D(xnj, r
1+ε
n ))
α < +∞ a. s. and this implies that dimH(T≥(a, r)) ≤
4− a a.s. by letting ε ↓ 0. This completes the proof of the upper bound provided we
show (2.22). We first estimateW (j ∈ An) as follows:
W (j ∈ An) =W
(∣∣B(xnj, G(rn))∣∣√
G(rn)
≥ (
√
2a− δ(n))
√
2pi2
√
G(rn)
)
≤ C(a + o (1))G(rn) exp
(
−a (1− o (1))2 2pi2G(rn)
)
≤ C(log n)ra+o(1)n ,
since G(rn) ∼ − log rn2pi2 as n→ +∞. Furthermore
EW [|An|] ≤ C(log n)knr(a+o(1))n ≤ (log n)ra+o(1)−4(1+ε)n .
This proves (2.22) and hence the upper bound.
Now we show that for every R > 1, T≥(a, R) is empty for a > 4 using the above
estimates. Note that
∑
n≥1
W (|An| > 1) ≤ ∑
n≥1
EW [|An|] ≤ ∑
n≥1
ra−4(1+ε)n = ∑
n≥1
r4n < +∞
and hence by the Borel-Cantelli lemma we can conclude that, if ε becomes arbitrarily
small, |An| = 0 eventually and so T≥(a, R) is empty for a > 4.
2.3.7. Lower bound of Theorem 2.8
To derive the lower bound we use the energy method. For detailed use of this method
see Section 4.3 of [64]. The α-th energy of a measure µ is given by
Iα(µ) =
∫∫ dµ(x)dµ(y)
|x− y|α .
Given a set A, if we can find a measure ρ such that Iα(ρ) < ∞ then dimH(A) > α.
For this, partition the hypercube J := [0, 1]4 into s−4n smaller hypercubes of radius
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sn = 1n! . Let xni be the centers of these hypercubes and Cn be the set of these centers.
Define tm := − log sm2pi2 for all m ≤ n and let Am(x), Bm(x) be the events
Am(x) :=
{
sup
tm<t≤tm+1
∣∣∣B(x, t)− B(x, tm)−√4api2(t− tm)∣∣∣ ≤ √tm+1 − tm
}
,
Bm(x) :=
{
sup
t≥tm
|B(x, t)− B(x, tm)| − t ≤ 1− tm
}
We say that x is an n-perfect a-thick point if En(x) :=
⋂
m≤n Am(x) ∩ Bn+1(x) occurs.
Note that Bn+1(x) is independent of the other events. We introduce a random variable
Yni for i = 1, · · · , |Cn| such that
Yni =
{
1 if xni is an n-perfect a-thick point,
0 otherwise.
Fix tm < t ≤ tm+1 and on the event En(x) we have, as m→ ∞,∣∣∣B(x, t)− B(x, t1)−√4api2(t− t1)∣∣∣ = o (m log m) = o (t) . (2.23)
Define now the set of perfect a-thick points as
P(a) :=
⋂
k≥1
⋃
n≥k
⋃
z∈Cn(a)
S(z, sn),
where Cn(a) is the set of centers of which xni is a n-perfect thick point and S(z, r) is a
hypercube of radius r centered around z. Let
T(a, J) :=
x ∈ J : limt→∞
I
(
hµx
G−1(t)
)
√
2pi2t
= a
 ⊂ T(a).
Lemma 2.13.
P(a) ⊆ T(a, J). (2.24)
Proof. If z ∈ P(a) there exists a sequence (znk)k∈N of points s. t. znk ∈ Cn(a) for all k
and |z− znk | ≤ sn. For m s. t. tm < t ≤ tm+1∣∣∣B(znk , t)− B(znk , t1)−√4api2(t− t1)∣∣∣ = o (t)
follows as in (2.23). Since the Brownian motion is a.s. continuous taking the limit for
k→ +∞ ∣∣∣B(z, t)− B(z, t1)−√4api2(t− t1)∣∣∣ = o (t)
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and dividing by
√
2pi2t ∣∣∣∣∣∣∣
I
(
hµz
G−1(t)
)
√
2pi2t
−
√
2a
∣∣∣∣∣∣∣ = o (1)
which is an equivalent formulation of the set of thick points.
Next we make preparations to define a measure µ supported on P(a) with positive
probability. For this purpose define a sequence of measures µn on J supported on
n-perfect thick points.
µn(·) =
|Cn|
∑
i=1
1
W (En(xni)) 1{Yni=1} λ (· ∩ S(xni, sn)) , (2.25)
where λ(·) is the Lebesgue measure.
In the following lemma we list down some important properties of this measure.
Lemma 2.14. Let µn(·) be as above. Then the following hold:
(a) EW [µn(J)] = 1;
(b) supn EW
[
µn(J)2
]
< ∞;
(c) supn EW [Iα(µn)] < ∞;
(d) there exist a, b ∈ (0,∞) such that for all n we have
W
(
b ≤ µn(J) < b−1, Iα(µn) < a
)
> 0.
The proof of Lemma 2.14 requires a correlation inequality and a lower bound de-
pends on the following lemma. Its proof is similar to the proof of Lemma 3.3 of [46]
and hence we briefly sketch it.
Lemma 2.15. Let Am(x), Bm(x) be as above with sm = 1m! . Let
En(x) =
⋂
m≤n
Am(x) ∩ Bn+1(x).
Then for every y ∈ S(x, sl) \ S(x, sl+1), l > 2, we have
W (En(x) ∩ En(y)) ≤ ClW (En(x))W (En(y)) , (2.26)
where Cl is defined by
Cl := C ∏
j≤l+1
ja exp
(
− a
2
√
log j
)
.
57
Chapter 2. The Gaussian Free Field
Proof of Lemma 2.15. Fix l > 2 and y ∈ S(x, sl) \ S(x, sl+1). First note that the collections
{Ai(x) : 1 ≤ i ≤ l + 1} and {Ai(x) : l + 2 ≤ i ≤ n} are independent as they depend
on disjoint annuli. Similarly, as S(x, sl+2) ∩ S(x, sj) \ S(x, sj+1) = ∅ the collection
{Aj(y) : j 6= l− 1, l, l + 1} and {Ai(x) : l + 2 ≤ i ≤ n} are independent. Now note that
by the assumption,
W
( ⋂
1≤i≤l+1
Ai(x)
)
W
 ⋂
l−1≤j≤l+1
Aj(y)

= ∏
1≤i≤l+1
W (Ai(x)) ∏
l−1≤j≤l+1
W (Aj(y)) ≥ l+1∏
i=1
Cl . (2.27)
So we have
W (En(x) ∩ En(y)) =W
⋂
i≤n
Ai(x) ∩ Bn+1(x) ∩
⋂
j≤n
Aj(y) ∩ Bn+1(y)

≤ W
⋂
i≤n
Ai(x) ∩
⋂
j≤n
Aj(y)

≤ W
 ⋂
l+2≤i≤n
Ai(x) ∩
⋂
j≤n,j 6=l−1,l,l+1
Aj(y)

≤ W
( ⋂
l+2≤i≤n
Ai(x)
)
W
 ⋂
j≤n,j 6=l−1,l,l+1
Aj(y)

If we now multiply and divide the last probability by
W
( ⋂
1≤i≤l+1
Ai(x)
)
W
 ⋂
l−1≤j≤l+1
Aj(y)

and use independence we get
W (En(x) ∩ En(y)) ≤ W
(⋂
i≤n Ai(x)
)W (⋂i≤n Ai(y))
W (⋂1≤i≤l+1 Ai(x))W (⋂l−1≤j≤l+1 Aj(y)) .
Now using the bound in (2.27) and the fact that Bn+1(x) is independent from {Ai(x) :
i ≤ n} we get
W (En(x) ∩ En(y)) ≤ ClW (En(x))W (En(y))
We can adjust appropriately the constant Cl when l ≤ 2 to complete the proof.
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Using the above Lemma the proof of Lemma 2.14 is almost immediate.
Proof of Lemma 2.14. Note the series ∑∞l=1 s
4
lCl converges (absolutely) by the ratio test.
By means of the same criterion one shows also that ∑∞l=1 s
4
lCls
−α
l+1 < +∞ under the
assumption α ≤ 4. Keeping these facts in mind we proceed to the proof.
(a) As S(xni, sn) forms a cover of J it is easy to show that EW [µn(J)] = 1. In particu-
lar,
EW [µn(J)] =
|Cn|
∑
i=1
1
W (En(xni))W (Yni = 1) λ(J ∩ S(xni, sn))
=
|Cn|
∑
i=1
λ(J ∩ S(xni, sn)) = 1.
(b) Using Lemma 2.15 we have,
EW
[
µn(J)2
]
=
|Cn|
∑
i,j=1
W (Yni = 1, Ynj = 1)
W (En(xni))W
(
En(xnj)
)λ(S(xni, sn))λ(S(xnj, sn))
≤ s8n
|Cn|
∑
i=1
n
∑
l=1
n
∑
j=1,sl≥|xnj−xni |>sl+1
W (En(xni) ∩ En(xnj))
W (En(xni))W
(
En(xnj)
)
≤ s8n
|Cn|
∑
i=1
n
∑
l=1
s4l
s4n
Cl ≤
∞
∑
l=1
s4lCl < ∞.
Above we have used the fact that the number of hypercubes with center at xni
and radius sl is proportional to s4l /s
4
n.
(c) For the expected energy we follow the same procedure as above. Note that
|xni − xnj| > sl+1 then if we take x ∈ S(xni, sn) and y ∈ S(xnj, sn) then |x− y| >
sl+1.
EW [Iα(µn)] =
|Cn|
∑
i,j=1
W (En(xni) ∩ En(xnj))
W (En(xni))W
(
En(xnj)
) ∫
S(xni ,sn)
∫
S(xnj,sn)
dxdy
|x− y|α
≤ s8n
|Cn|
∑
i=1
n
∑
l=1
s4l
s4n
Cls−αl+1 ≤ ∑
l≥1
Cls4l s
−α
l+1 < +∞.
(d) By Paley-Zygmund inequality we have
W
(
b ≤ µn(J) ≤ b−1
)
≥ (1− b)2 1
EW [µn(J)2]
− (1− b)2 1
EW [µn(J)2]
.
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Now using part (b) we have that for all n, W (b ≤ µn(J) ≤ b−1) > 0. Also note
that since EW [Iα(µn)] is uniformly bounded,
W (Iα(µn) ≤ a) > 0.
Hence (d) follows from the above observations.
Proof of the lower bound. Now using Lemma 2.14 we continue with the proof of lower
bound. If we define
G := lim sup
n→+∞
{
b ≤ µn(J) < b−1, Iα(µn) < a
}
,
then by Lemma 2.14 (d), W (G) is bounded away from zero. Iα being a lower semi-
continuous function, the set of measures µ for which b ≤ µ(J) < b−1 and Iα(µ) < a
is compact in the topology of weak convergence. Therefore the sequence (µn)n∈N ad-
mits surely along a subsequence (µnk)k∈N a weak limit µ, which is a finite measure
supported on P(a) and whose α-energy is finite. Hence, we have
W
(
C4−aH (P(a)) > 0
)
> 0. (2.28)
Now by the monotonicity of the Hausdorff-α-measure, if we can show that
W
(
C4−aH (T(a, J)) > 0
)
∈ {0, 1}
then by (2.28), the set
{
C4−aH (T(a, J)) > 0
}
will have probability one and hence the
proof will be complete.
Now from the construction of µxe , it holds from Equation 7.9 of [20] that I
(
hµxe
)
=
f1(e)I(hσxe ) + f2(e)I(hdσxe ), where
f1(e) =
eI1(e)− 2I2(e)
I21 (e)− I0(e)I2(e)
, f2(e) =
−eI2(e)
I21 (e)− I0(e)I2(e)
.
Since lime→0 f1(e) = 2 and lime→0 f2(e) = 0, µxe → 2δx as e → 0 in the sense of
distributions. In fact, since d̂σxe (ξ) = − 2e J2(e|ξ|) exp (i(ξ, x)R4) → 0 for all ξ, dσxe → 0
in the sense of distributions. Thus
lim sup
e→0
I (hµxe )√
2piG(e)
= lim sup
e→0
f1(e)I(hσxe )√
2piG(e)
.
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By [74] (Section 2), if {hm} is an orthonormal basis of H,
[I(hσxe )](θ) = 〈θ, σxe 〉
W−a.s.
=
〈
∑
m≥1
[I(hm)(θ)]hm, σxe
〉
.
The series will depend then only on its tail, as 〈hm, σxe 〉 → hm(x) and G(e) → +∞ as
e→ 0. Using the fact that (I(hm))m≥1 are i.i.d. we can apply Kolmogorov’s 0-1 law to
conclude.
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Chapter 3.
Random permutations
A random permutation on n objects is a random shuffling of those objects, viz. a
permutation-valued random variable. Their applications are extremely wide, ranging
from cryptography and computer science to number theory and genetics. For exam-
ple, the statistics of random permutations, such as the cycle structure of a random
permutation, are of fundamental importance in the analysis of algorithms, especially
of sorting ones which act on “disordered” sets. This is were probabilty kicks in, as it
allows us to calculate the expected behavior of random orderings in order to control
them.
3.0.8. The Young diagram
We denote by Sn the set of permutations on n elements.
Definition 3.1. A cycle σ := (s0 s1 . . . sk−1) is a permutation belonging to Sn which maps
s0 7→ s1 7→ s2 7→ · · · 7→ sk−1 7→ sk = s0.
and agrees with the identity on the remaining points. Two cycles (s0 . . . sk−1) and (t0 . . . tm−1)
are called disjoint if the sets {s0, . . . , sk−1} and {t0, . . . , tm−1} are disjoint.
If σ ∈ Sn is given, then ([5]) it can be written as
σ = σ1σ2 · · · σ`
where σ1, . . . , σ` are disjoint cycles. We write λj for the length of the cycle σj. W. l. o.
g. we can assume λ1 ≥ λ2 ≥ · · · ≥ λ`. The partition λ = (λ1, . . . ,λ`) is called the cycle
type of σ and we will indicate it by λ ` n. λ features a nice geometric visualisation
by its Young diagram Υλ. This is a left- and bottom-justified diagram of ` rows with
the j−th row consisting of λj squares. It is clear that the area of Υλ is n if λ ` n. The
upper boundary of a Young diagram Υλ is a piecewise constant and right continuous
function wn : R+ →N+ with
wn(x) :=
n
∑
j=1
1{λj≥x} . (3.0.1)
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The notation λ = (λ1, . . . ,λ`) is useful for the illustration via Young diagrams. For
computations, we prefer the notation involving cycle counts.
Definition 3.2. Given a permutation σ ∈ Sn we write
C(n)k = C
(n)
k (σ) := |{j : λj = k}|
for all 1 ≤ k ≤ n.
We can write formally
λ =
(
1C
(n)
1 , 2C
(n)
2 , . . .
)
.
meaning that the partition λ consists in C(n)i block of length i for any i ≤ n. This then
gives
wn(x) :=
n
∑
k≥x
C(n)k .
An example of Young diagram can be seen in Figure 3.0.8. In this paper, we work with
the following measure on Sn:
Pn [σ] =
1
hnn!
`
∏
j=1
ϑλj . (3.0.2)
where (λ1, . . . ,λ`) is the cycle type of σ, (ϑm)m≥1 is a sequence of non-negative weights
and hn is a normalization constant (h0 is defined to be 1). From time to time we will
also use ϑ0 := 0 introduced as convention. Pn [ · ] in (3.0.2) can now be written as
Pn [σ] =
1
hnn!
n
∏
k=1
ϑCkk (3.0.3)
with the convention that C(n)0 := 0. One has
Lemma 3.3. Let c1, c2, . . . , cn ∈N be given. Then
Pn
(
C(n)1 = c1, . . . , C
(n)
n = cn
)
=
n
∏
k1
(
1
k
)k 1
ck
1{∑k≤n kck=n} .
Lemma 3.4 ([32], Corollary 2.3). Under the condition hn−1/hn → 1 the random variables
Ck converge for each k ∈ N in distribution to a Poisson distributed random variable Yk with
E [Yk] =
ϑk
k . More generally for all b ∈N the following limit in distribution holds:
lim
n→+∞ (C1, C2 . . . , Cb) = (Y1, Y2 . . . , Yb)
with Yk independent Poisson random variables with mean E [Yk] =
ϑk
k .
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Figure 3.1.: Young diagram for σ = (128)(3)(4579)(6) ∈ S9 with λ = (4, 3, 1, 1).
We will prove the corresponding version of the above lemmas in our case in Lemma 3.8.
What we are then interested in studying is the now random shape wn(·) as n → +∞,
and more specifically to determine its limit shape. The limit shape with respect to a
sequence of probability measures Pn on Sn (and sequences of positive real numbers
An and Bn with An · Bn = n) is understood as a function w∞ : R+ → R+ such that for
each e, δ > 0
lim
n→+∞Pn
[{
σ ∈ Sn : sup
x≥δ
|A−1n wn(Bnx)− w∞(x)| ≤ e
}]
= 1 (3.0.4)
Figure 3.2.: Visualization of the limit shape.
The assumption An · Bn = n ensures that the area under the rescaled Young diagram
is 1. One of the most frequent choices is An = Bn = n1/2, but we will see that it’s useful
to adjust the choice of An and Bn to the measures Pn. Equation 3.0.4 can be viewed
as a law of large numbers for the process wn(·). This measure has recently appeared
in mathematical physics for a model of the quantum gas in statistical mechanics and
has a possible connection with the Bose-Einstein condensation (see e.g. [10] and [32]).
Classical cases of this measure are the uniform measure (ϑm ≡ 1) and the Ewens
measure (ϑm ≡ ϑ). The uniform measure is well studied and has a long history (see
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e.g. the first chapter of [4] for a detailed account with references). The Ewens measure
originally appeared in population genetics, see [35], but has also various practical
applications through its connection with Kingman’s coalescent process, see [45]. The
measure in (3.0.2) also has some similarities to multiplicative measure for partitions,
see for instance [13].
It is clear that we have to make some assumptions on the sequence (ϑm)m≥1 to be able
study the behaviour as n → +∞. We use in this paper cycle weights ϑm considered
in the recent work Ercolani and Ueltschi [32] and of Maples, Nikeghbali and Zeindler
[63]. In view of the argumentation, it is the most natural to specify this assumption
using the function
gΘ(t) = ∑
m≥1
ϑm
m
tm (3.0.5)
We may mention two popular methods in the literature to study the asymptotic be-
haviour of the function wn(x) under such assumptions. The first one is is complex
analytic and uses the saddle-point method as described in Section 3.3, whilst the sec-
ond one is stochastic and based on randomisation, and we will present it in Section
3.2. It is typically expected that the ‘randomised’ wn(x) has the same asymptotic be-
haviour as the ‘unrandomized’ wn(x). We will see here that this is not the case. More
precisely, we show that the ‘randomized’ and the ‘unrandomized’ wn(x) have the same
limit shape but different behaviors of the fluctuations around the limit shape. Finally
for the ‘unrandomized’ case we will prove a functional CLT for the limit shape.
Ck ≥ 0 and
n
∑
k=1
kCk = n. (3.0.6)
It is also clear that the cycle type of permutation (or a partition) is uniquely determined
by the vector (C1, C2, . . . ).
Our aim is to study the behaviour of wn(x) as n→ ∞. It is thus natural to consider
the asymptotic behaviour of Ck with respect to the measure Pn [ · ].
One might expect at this point that wn(x) is close to ∑nk=x Yk, we will see though in
Section 3.3 that the asymptotic behaviour of wn(x) is more complicate.
Generating functions
The (ordinary) generating function of a sequence (ak)k≥0 of complex numbers is de-
fined as the formal power series
g(z) :=
∞
∑
j=0
akzk. (3.0.7)
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As usual, we define the extraction symbol [zk] g(z) := ak, that is, as the coefficient of zk
in the power series expansion (3.0.7) of g(z).
A generating function that plays an important role in this paper is gΘ(t) as in (3.0.5)
where
ϑm =
mα
Γ(α+ 1)
+O
(
mβ
)
(3.0.8)
and 0 ≤ β < α. We stress that generating functions of the type (1− t)−α fall also in
this category, and for them we will recover the limiting shape as previously done in
[34]. We will see in particular this case in Section 3.3.
The reason why generating functions are useful is that it is often possible to write
down a generating function without knowing an explicitly. In this case one can try to
use tools from analysis to extract information about an, for large n, from the gener-
ating function. It should be noted that there are several variants in the definition of
generating functions. However, we will use only the ordinary generating function and
thus call it ‘just’ generating function without risk of confusion.
The following well-known identity is a special case of the general Po´lya’s Enumeration
Theorem [68] and is the main tool in this paper to obtain generating functions.
Lemma 3.5. Let (am)m∈N be a sequence of complex numbers. We then have as formal power
series in t
∑
n∈N
tn
n! ∑σ∈Sn
n
∏
j=1
a
Cj
j = ∑
n∈N
tn ∑
λ`n
1
zλ
∏
m≥1
∞
∏
k=1
aCkk = exp
(
∑
m≥1
am
m
tm
)
where zλ := ∏nk=1 k
Ck Ck!. If one series converges absolutely, so do the others.
We omit the proof of this lemma, but details can be found for instance in [61, p. 5].
Approximation of sums
We require for our argumentation the asymptotic behaviour of the generating function
gΘ(t) as t tends to the radius of convergence, which is 1 in our case.
Lemma 3.6. Let (vn)n∈N a sequence of postive numbers with vn ↓ 0 as n → +∞. We have
for all δ ∈ R \ {−1, −2, −3, . . . }
∞
∑
k=1
kδe−kvn = Γ(δ+ 1)v−δ−1n + ζ(−δ) +O(vn). (3.0.9)
ζ(·) indicates the Riemann Zeta function.
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This lemma can proven with Euler Maclaurin summation formula or with the Mellin
transformation. The computations with Euler Maclaurin summation are straightfor-
ward and the details of the proof with the Mellin transformation can be found for
instance in [36, Chapter VI.8]. We thus omit the proof.
We require also the behavior of the partial sum ∑∞k=x
θm
m t
m as x → ∞ and as t → 1.
We have
Lemma 3.7 (Approximation of sums). Let vn, zn be given with zn → +∞ and znvn =
a0 + a1n−β for β > 0, a0 > 0 and a0, a1 ∈ R, a0 6= 0. We then have for all δ ∈ R and all
q ∈N
∞
∑
k=bznc
kδe−kvn =
(
zn
a0
)δ+1( q
∑
k=0
Γ(δ+ k + 1, a0)
k!
(
− a1
a0
n−β
)k
+O
(
n−(q+1)β
))
− B1(zn − bznc) f (zn) +
∫ +∞
zn
B1(y− byc)(δ− vny)yδ−1e−vny dy.
with Γ(a, x) :=
∫ +∞
x s
a−1e−sds the incomplete Gamma function and B1(x) := x− 12 the first
Bernoulli polynomial.
Proof. The proof of this lemma is based on the Euler Maclaurin summation formula,
see [3] or [2, Theorem 3.1]. We use the here the following version: let f : R+ → R
have a continuous derivative and suppose that f and f ′ are integrable. Then
∑
k≥bcc
f (k) =
∫ +∞
c
f (x)dx− B1(c− bcc) f (c) +
∫ +∞
c
B1(x− bxc) f ′(x)dx. (3.0.10)
A proof of (3.0.10) together with a Euler Maclaurin summation formula with non-
integer boundaries can be found in Appendix A.3. We substitute f (x) := xδe−xvn ,
c := zn and notice that f and all its derivatives tend to zero exponentially fast as
x → +∞. Now by the change of variables x := zna0 y
∫ +∞
zn
e−vnxxδdx =
(
zn
a0
)δ+1 ∫ +∞
a0
yδe−ye−
a1
a0
n−βydy =
=
(
zn
a0
)δ+1( q
∑
k=0
Γ(δ+ k + 1, a0)
k!
(
− a1
a0
n−β
)k
+O
(
n−(q+1)β
))
(3.0.11)
where we have swapped integral and series expansion of the exponential by Fubini’s
theorem.
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3.0.9. A brief historic overview
The evolution of shapes of random ensembles of particles, as the number of particles
goes to infinity, was studied for a long time in a variety of applied fields: statistical
mechanics (the Wulf construction for the formation of crystals, see [38,39]), stochastic
processes on lattices (the Richardson model, see [31]), biology (growth of colonies),
etc. A special study was concentrated on limit shapes for random structures on the
set of partitions, in view of applications to statistical mechanics, combinatorics, rep-
resentation theory, and additive number systems. In 1977, two independent teams of
researchers, Vershik and Kerov [53] and Shepp and Logan [60], derived the limit shape
of a Young diagram with respect to the Plancherel measure. Following this seminal
result, Pittel [67] found the limit shape of Young tableaux with respect to a uniform
measure. Since the number of Young tableaux corresponding to a given partition
(Young diagram) is known to be equal to the degree of the irreducible representation
associated with the partition, the above uniform measure, as well as the Plancherel
measure, is related to the hook formula, which calculates precisely this quantity. The
Plancherel measure gives to a partition λ a weight proportional to dim(λ)n! ; the “dimen-
sion” dim(λ) of a partition is defined as the number of Young tableaux in Young
diagrams. It should be mentioned that research concerned with the Plancherel mea-
sure revealed also a deep linkage to the random matrix theory, which is now a rapidly
growing subject. Parallel to this line of research, Vershik [81] developed a general the-
ory of limit shapes for a class of measures he called multiplicative. These measures
encompass a wide scope of models from statistical mechanics and combinatorics, but
do not include the measures associated with the hook formula. The results on limit
shapes of multiplicative measures obtained by Vershik and Yakubovich [80, 84, 37, 82]
during the last decade concern measures induced by Euler type generating functions.
Extending these results, Bogachev [13] derived limit shapes for multiplicative mea-
sures corresponding to a wide class of generating functions. Note that the limit shape
of the uniform measure on the set of partitions (which is a multiplicative measure) was
[U+FB01]rstly obtained via a heuristic argument, by Temperley [78]. A comprehensive
study of this case was done by Pittel in [66]. Of course this depends heavily on the
distribution we set: for example, the most natural choice is the uniform distribution
which has a compelling history (see [76], [24], [42],[33]).
3.0.10. Multiplicative measures
Multiplicative measures can be expressed on cycle types in the form
P[λ] =
1
Kn
n
∏
k=1
bCk
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for normalizing constants Kn and weights bCk ≥ 0. Their applications are broad and
we would like to give here a quick glimpse of four different frameworks in which they
have been applied.
Coagulation–fragmentation processes (CFP’s) Given an integer N, a CFP is a continuous-
time Markov chain on the set ΩN of all partitions of N. N stands for the total
population of indistinguishable particles partitioned into λj groups of size j,
j = 1, . . . , N. The possible infinitesimal (in time) transitions are coagulation of
two groups (=clusters) of size i and j into one group of size i + j and fragmenta-
tion of one group of size i + j into two groups of size i and j. If the ratio of these
rates is of the form ai+j
aiaj
2 ≤ i + j ≤ N, ai ≥ 0 for all i, then the process is the model formulated in
the 1970s by Kelly and Whittle. In particular it can be shown (references can
be found in [30, 51]) that the invariant distribution given the parameter ai is a
multiplicative measure.
Decomposable random combinatorial structures A decomposable structure of size N
is a union of indecomposable components, so that the counts n1, . . . , nN of com-
ponents of sizes 1, . . . , N respectively form an integer partition of N. Given a
sequence of integers m = {mk}, it is assumed that each component of size k
belongs to one of the mk types. Three classes of decomposable structures exist:
assemblies, multisets and selections. Supposing that a structure is chosen ran-
domly from the finite set of a certain class of structures with size N, the random
partition K(N) of an integer N is induced:
K(N) = (K1(N), . . . , KN(N)) =
N
∑
k=1
kKk(N), N ≥ 1,
where the random variable Kk(N) represents the number of components of size k
in the random structure. The distributions of K(N) corresponding to assemblies,
multisets and selections are just the multiplicative measures induced by Poisson,
negative binomial and binomial weights, respectively. For more details we refer
to [4].
Statistical mechanics Multiplicative measures are used in this framework ([81]) under
the names of macrocanonical and microcanonical ensembles (of particles). The
multiplicative measures induced by Poisson, negative binomial and binomial
distributions, with constant parameter functions, provide a mathematical setting
for the three classical models of ideal gas, called Maxwell–Boltzmann, Bose–
Einstein and Fermi–Dirac statistics.
CFP’s on set partitions [9, 65] . This field stems from Pitman’s study of combinato-
rial models of random set partitions, which developed from the Ewens sampling
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formula and Kingman’s coalescence processes. We assume here that in the pre-
ceding setup for CFPs, particles are labeled by 1, . . . , N, so that the state space of
a CFP is the set ΩN =
{
pi[N]
}
of all partitions pi[N] of the set [N] = {1, . . . , N}.
Denoting Aj the size of a cluster (block) Aj ⊆ [N] each Aj has a weight m|Aj|
which depicts the number of possible inner states of Aj, for example the number
of shapes (in the plane or in space), colors, energy levels, and so forth. This
says that to a set partition pi[n],k with k given clusters A1, . . . , Ak correspond
∏kj=1 m|Aj| different states of the CFP considered. In a more general setting which
encompasses a variety of models the weights mj are allowed to be arbitrary non-
negative numbers. By the known combinatorial relation, the distribution on
Ω[N],k given by the mj’s induces a multiplicative measure of cluster sizes |Aj| on
the set ΩN,k of partitions of N into k (positive) summands.
3.1. Fluctuations near the limit shape of Young diagrams
under a conservative measure
This section is based on a joint paper with Dirk Zeindler.
3.2. Randomization
We introduce in this section a probability measure Pt [ · ] on
.∪n≥1 Sn, where
.∪ denotes
the disjoint union, dependent on a parameter t > 0 with Pt [ · |Sn] = Pn [ · ] and
consider the asymptotic behaviour of wn(x) with respect to Pt [ · ] as t→ 1.
3.2.1. Grand canonical ensemble
Computations on Sn can turn out to be difficult and many formulas can not be used
to study the behaviour as n → ∞. A possible solution to this problem is to adopt
to a suitable randomization. This has been successfully introduced by [39] and used
also by [13] as a tool to investigate combinatorial structures, and later applied in many
contexts. The main idea of randomization is to define a one-parameter family of
probability measures on
.∪n≥1 Sn for which cycle counts turn out to be independent.
Then one is able to study their behavior more easily, and ultimately the parameter
is tuned in such a way that randomized functionals are distributed as in the non-
randomized context. Let us see how to apply this in our work. We define
GΘ(t) = exp
(
gΘ(t)
)
(3.2.1)
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with gΘ(t) as in (3.0.5). If GΘ(t) is finite for some t > 0, then for each σ ∈ Sn let us
define the probability measure
Pt [σ] :=
1
GΘ(t)
tn
n!
n
∏
k=1
ϑCkk . (3.2.2)
Lemma 3.5 shows that Pt is indeed a probability measure on
.∪n≥1 Sn. The induced
distribution on cycle counts Ck can easily be determined.
Lemma 3.8. Under Pt [ · ] the Ck’s are independent and Poisson distributed with
Et [Ck] =
ϑk
k
tk.
Proof. From Po´lya’s enumeration theorem (Lemma 3.5) we obtain
Et
[
e−sCk
]
= ∑
n≥0
∑
σ∈Sn
e−sCkPt [σ] =
1
GΘ(t)
∑
n≥0
∑
σ∈Sn
tn
n!
(ϑke−s)Ck∏
j≤n
j 6=k
(ϑj)
Cj
=
1
GΘ(t)
exp
(
+∞
∑
j=0
ϑj
j
tj
)
exp
((
e−s − 1) ϑk
k
tk
)
= exp
((
e−s − 1) ϑk
k
tk
)
.
Analogously one proves the pairwise independence of cycle counts.
Obviously the following conditioning relation holds:
Pt [ · |Sn] = Pn [ · ] .
A proof of this fact is easy and can be found for instance in [44, Equation (1)]. We note
that wn(x) is Pt-a.s. finite, since Et [wn(x)] < +∞. Now since the conditioning relation
holds for all t with GΘ(t) < +∞, one can try to look for t satisfying “Pn [ · ] ≈ Pt [ · ]”,
which heuristically means that we choose a parameter for which permutations on Sn
weigh as most of the mass of the measure Pt. We have on Sn
n =
`
∑
j=1
λj =
n
∑
k=1
kCk.
A natural choice for t is thus the solution of
n = Et
[
∞
∑
k=1
kCk
]
=
∞
∑
k=1
ϑktk. (3.2.3)
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which is guaranteed to exist if the series on the right-hand side is divergent at the
radius of convergence (we will see this holds true for our particular choice of weights).
We write t = e−vn and use Lemma 3.6 in our case ϑk =
kα+O(kβ)
Γ(α+1) to obtain
n != (vn)−α−1 +O
(
(vn)−β−1
)
=⇒ vn = (n∗)−1 +O
(
(n∗)β−α−1
)
(3.2.4)
with n∗ := n
1
1+α . We will fix this choice for the rest of the section.
3.2.2. Limit shape and mod-convergence
In order to derive our main results from the measure Pt we will use a tool developed
by [55], the mod-Poisson convergence.
Definition 3.2.1. A sequence of random variables (Zn)n∈N converges in the mod-Poisson
sense with parameters (µn)n∈N if the following limit
lim
n→+∞ exp(µn(1− e
iu))E
[
eiuZn
]
= Φ(u)
exists for every u ∈ R, and the convergence is locally uniform. The limiting function Φ is then
continuous and Φ(0) = 1.
This type of converge gives stronger results than a central limit theorem, indeed it
implies a CLT (and other properties we will see below). Our goal will then be to prove
the following
Proposition 3.2.2. Let x ≥ 0 be arbitrary and x∗ := xn∗ with n∗ = n 11+α . Furthermore,
let t = e−vn with vn as in (3.2.4). Then the random variables (wn(x∗))n∈N converge in the
mod-Poisson sense with parameters µn = (n∗)αwr∞(x) + o
(
(n∗)α/2
)
, where
wr∞(x) :=
Γ(α, x)
Γ(α+ 1)
. (3.2.5)
Γ(α, x) is the upper incomplete Gamma function.
Proof. We have
Et
[
eiswn(x
∗)
]
= Et
[
eis∑
∞
`=bx∗c C`
]
= exp
(eis − 1) ∞∑
j=bx∗c
ϑj
j
tj
 . (3.2.6)
This is the characteristic function of Poisson distribution. We thus obviously have
mod-Poisson convergence with limiting function Φ(t) ≡ 1. It remains to compute the
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parameter µn. Applying Lemma 3.6 for x = 0 and Lemma 3.7 for x > 0 together with
(3.2.4) gives
+∞
∑
j=bx∗c
jα−1 +O
(
jβ−1
)
Γ(α+ 1)
tj = (n∗)α
Γ(α, x)
Γ(α+ 1)
+O
(
(n∗)β
)
. (3.2.7)
Since β < α/2 by assumption, we deduce that λn := (n∗)αwr∞(x) + o
(
(n∗)α/2
)
. This
completes the proof.
This yields a number of interesting consequences. In first place we can prove a CLT
and detect the limit shape accordingly.
Corollary 3.2.3 (CLT and limit shape for randomization). With the notation as above, we
have as n→ ∞ with respect to Pt
w˜rn(x) :=
wn(x∗)− (n∗)αwr∞(x)
(n∗) α2
L→ N (0, (σr∞(x))2). (3.2.8)
Furthermore the limit shape of wn(x) is given by wr∞(x) (with scaling An = (n∗)α and
Bn = n∗, see (3.0.4)). In particular, we can choose δ = 0 in (3.0.4).
Proof. The CLT follows immediately from [55, Prop. 2.4], but also can be deduced
easily from (3.2.6) by replacing s by s(n∗)−α/2. It is also straightforward to show that
wr∞(x) is the limit shape. For a given e > 0, we choose 0 = x0 < x1 < · · · < x` such
that wr∞(xj+1)− wr∞(xj) < e/2 for 1 ≤ j ≤ `− 1 and wr∞(x`) < e/2. It is now easy to
see that for each x ∈ R+
|(n∗)−αwn(x∗)− wr∞(x)| > e =⇒ ∃j with |(n∗)−αwn(x∗j )− wr∞(xj)| > e/2.
Thus
Pt
[
sup
x≥0
|(n∗)αwn(x∗)− wr∞(x)| ≥ e
]
≤
`
∑
j=1
Pt
[
|(n∗)αwn(x∗j )− wr∞(xj)| ≥ e/2
]
(3.2.9)
It now follows from (3.2.8) that each summand in (3.2.9) tends to 0 as n → ∞. This
completes the proof.
Another by-product of mod-Poisson convergence of a sequence (Zn)n∈N is that one
can approximate Zn with a Poisson random variable with parameter µn, see [55, Prop.
2.5]. However in our situation this is trivial since wn(x∗) is already Poisson distributed.
As we are going to do in the next section, we are also interested in the behavior of
increments and their joint behaviour.
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Proposition 3.2.4. For all x, y ∈ R, y > x, set
wn(x, y) := wn(x)− wn(y) and wr∞(x, y) :=
Γ(α, x)− Γ(α, y)
Γ(α+ 1)
.
Then
w˜rn(x, y) :=
wn(x∗, y∗)− (n∗)αwr∞(x, y)
(n∗) α2
√
wr∞(x, y)
L→ N (0, 1) (3.2.10)
as n→ ∞ with x∗ = xn 1α+1 and with y∗ = yn 1α+1 .
Furthermore, w˜rn(x) and w˜rn(x, y) are asymptotically independent.
Remark 3.9. As we will see, the proof of independence relies on the independence of cycles
coming from Lemma 3.8. Therefore it is easy to generalize the above result to more than two
points.
Proof. The proof of (3.2.10) almost the same as the proof of (3.2.8) and we thus omit it.
Since
wn(x, y) =
y∗−1
∑
k=x∗
Ck and wn(y) =
∞
∑
k=y∗
Ck
and all Ck are independent, we have that w˜rn(x) and w˜rn(x, y) are independent for each
n ∈N. Thus w˜rn(x) and w˜rn(x, y) are also independent in the limit.
3.2.3. Functional CLT
The topic of this section is to prove a functional CLT for the profile wn(x) of the Young
diagram. Similar results were obtained in a different framework by [44, 24] on the
number of cycle counts not exceeding nbxc, and by [8] for Young diagrams confined in
a rectangular box. We show
Theorem 3.2.5. The process w˜rn : R+ → R (see (3.2.8)) converges weakly with respect to Pt as
n→ ∞ to a continuous process w˜r∞ : R+ → R with w˜r∞(x) ∼ N (0, σr∞(x)) and independent
increments.
The technique we will exploit is quite standardized (see [44]). We remark that,
unlike in this paper where the Ewens measure is considered, we do not obtain here a
Brownian process, as the variance of w˜r∞(t)− w˜r∞(s) for r ≥ s is more complicated than
in the case of the Wiener measure. is represented We know from Proposition 3.2.4 the
finite dimensional marginals of the process. More specifically we have for x` ≥ x`−1 ≥
· · · ≥ x1 ≥ 0 that
(n∗)−α/2
(
wn(x∗` ), wn(x
∗
`−1)− wn(x∗` ), . . . , wn(x∗1)− wn(x∗2)
) ∼ N (0,Σ′) (3.2.11)
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where Σ′ is a diagonal matrix with
Σ′11 = w
r
∞(x`) and Σ
′
jj = w
r
∞(x`−j+1, x`−j+2) for j ≥ 2.
Now all we need to show to complete the proof of Theorem 3.2.5 is the tightness of
the process w˜rn. In order to do so, we will proceed similarly to [44], namely we will
show that
Lemma 3.10. We have for 0 ≤ x1 < x ≤ x2 < K with K arbitrary
Et
[
(w˜rn(x)− w˜rn(x1))2(w˜rn(x2)− w˜rn(x))2
]
= O
(
(x2 − x1)2
)
(3.2.12)
with x∗ := xn
1
α+1 , x∗1 := x1n
1
α+1 and x∗2 := x2n
1
α+1 .
Lemma 3.10 together with [11, Theorem 15.6] implies that the process w˜rn is tight.
This and the marginals in (3.2.11) prove Theorem 3.2.5.
Proof of Lemma 3.10. We define
E∗ := Et
[
(w˜rn(x
∗)− w˜rn(x∗1))2(w˜rn(x∗2)− w˜rn(x∗))2
]
. (3.2.13)
Centering with Et [wn(·)] and the independence of the cycle counts leads us to
E∗ =
x∗−1∑
k=x∗1
(n∗)−α
θk
k
tk
 ·(x∗2−1∑
k=x∗
(n∗)−α
θk
k
tk
)
Lem. 3.7∼
(
(n∗)−α
Γ(α+ 1)
∫ x∗
x∗1
tα−1e−tdt
)(
(n∗)−α
Γ(α+ 1)
∫ x∗2
x∗
tα−1e−tdt
)
=
(
Γ(α, x1)− Γ(α, x)
Γ(α+ 1)
)(
Γ(α, x)− Γ(α, x2)
Γ(α+ 1)
)
∼ O ((x− x1)(x2 − x)) = O
(
(x2 − x1)2
)
.
Here we have used the fact that Γ(α, ·) is a Lipschitz function and the assumption that
x1 < x ≤ x2 < K.
3.3. Saddle point method
The aim of this section is to study the asymptotic behaviour of wn(x) with respect to
Pn [·] as n→ ∞ and to compare the results with the results in Section 3.2.
There are at least two approaches with which to tackle this problem: one is more
probabilistic and was employed by [34] in their paper. The second one was first devel-
oped in [63] from the standard saddle point method.
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The first method to study the asymptotic statistics of wn(x) with respect to Pn [·] as
n → ∞ is the so called Khintchine method. We illustrate this method briefly with the
normalisation constant hn (see (3.0.2)). The first step is to write down a Khintchine’s
type representation for the desired quantity. For hn this is given by
hn = t−nexp
(
n
∑
k=1
ϑk
k
tk
)
Pt
[
n
∑
k=1
kCk = n
]
(3.3.1)
with t > 0 and Pt [ · ] as in Section 3.2. The second step is to choose the free parameter
t in such a way that Pt [∑nk=1 kCk = n] gets large. Here one can choose t to be the
solution of the equation ∑nk=1 ϑkt
k = n.
This argumentation is very close to the argumentation relying on complex analysis
and generating functions. Indeed, it is easy to see that (3.3.1) is equivalent to
hn = [tn] [exp (gΘ(t))] (3.3.2)
with gΘ(t) as in (3.0.5). Furthermore, the choice of t is (almost) the solution of the
saddle point equation tg′Θ(t) = n. We have of course to justify (3.3.2) (or (3.3.1)). But
this follows immediately from the definition of hn and Lemma 3.5.
We prefer at this point to work with the second approach. We begin by writing
down the generating functions of the quantities we would like to study.
Lemma 3.11. We have for x ≥ 0 and s ∈ R
En
[
exp
(−swn(x))] = 1hn [tn]
[
exp
(
gΘ(t) + (e−s − 1)
∞
∑
k=bxc
ϑk
k
tk
)]
. (3.3.3)
Remark 3.12. Although the expressions in Lemmas 3.11 and 3.13 hold in broader generality,
starting from Subsection 3.3.1 we will calculate moment generating functions on the positive
half-line, namely we can assume all parameters s1, . . . , s` etc to be non-negative, according to
[19, Theorem 2.2].
Proof. It follows from the definitions of Pn [ · ] and wn(x) (see (3.0.3)) that
hnEn
[
exp
(−swn(x))] = 1n! ∑σ∈Sn exp
(
−s
n
∑
k=bxc
Ck
)
n
∏
k=1
ϑCkk (3.3.4)
=
1
n! ∑σ∈Sn
bxc−1
∏
k=1
ϑCkk
∞
∏
m=bxc
(ϑke−s)Ck
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Applying now Lemma 3.5, we obtain
∞
∑
n=0
tn
n!
hnEn
[
exp
(−swn(x))] = exp(bxc−1∑
k=1
ϑk
k
tk + e−s
∞
∑
k=bxc
ϑk
k
tk
)
(3.3.5)
= exp
(
gΘ(t) + (e−s − 1)
∞
∑
k=bxc
ϑk
k
tk
)
(3.3.6)
Equation (3.3.3) now follows by taking [tn] on both sides.
We are also interested in the joint behaviour at different points of the limit shape.
The results in Section 3.2 suggest that the increments of wn(xj+1)− wn(xj) are inde-
pendent for x` ≥ x`−1 ≥ · · · ≥ x1 ≥ 0. It is thus natural to consider
wn(x) =
(
wn(x∗` ), wn(x
∗
`−1)− wn(x∗` ), . . . , wn(x∗1)− wn(x∗2)
)
. (3.3.7)
We obtain
Lemma 3.13. We have for x = (x1, . . . , x`) ∈ R` with x` ≥ x`−1 ≥ · · · ≥ x1 ≥ 0 and
s = (s1, . . . , s`) ∈ R`
En
[
exp
(−〈s,wn(x)〉)] = 1hn [tn]
exp
gΘ(t) + `∑
j=1
(e−sj − 1)
bxj+1−1c
∑
k=bxjc
ϑk
k
tk
 (3.3.8)
with the convention x`+1 := +∞. The proof of this lemma is almost the same as for
Lemma 3.11 and we thus omit it.
3.3.1. Log-n-admissibility
The approach with which we first addressed the study of the limit shape is derived
from the saddle point method for approximating integrals in the complex plane. We
want to introduce the definition of log-n-admissible function, generalizing the analo-
gous concept introduced in [63]. We stress that here, in comparison to the definition
of log- (or equivalently Hayman) admissibility used there, we consider a family of
functions parametrized by n for which log-admissibility holds simultaneously. The
definition is therefore a natural extension.
Definition 3.3.1. Let
(
gn(t)
)
n∈N with gn(t) = ∑
∞
k=0 gk,nt
k be given with radius of conver-
gence ρ > 0 and gk,n ≥ 0. We say that
(
gn(t)
)
n∈N is log-n-admissible if there exist functions
an, bn : [0, ρ)→ R+, Rn : [0, ρ)× (−pi/2,pi/2)→ R+ and a sequence (δn)n∈N s. t.
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Saddle-point For each n there exists rn ∈ [0, ρ) with
an(rn) = n (3.3.9)
Approximation For all |ϕ| ≤ δn we have the expansion
gn(rneiϕ) = gn(rn) + iϕan(rn)− ϕ
2
2
bn(rn) + Rn(rn, ϕ) (3.3.10)
where Rn(rn, ϕ) = o(ϕ3δ−3n ).
Divergence bn(rn)→ ∞ and δn → 0 as n→ ∞.
Width of convergence We have δ2nbn(rn)− log bn(rn)→ +∞ as n→ +∞.
Monotonicity For all |ϕ| > δn, we have
Re
(
gn(rneiϕ)
)
≤ Re
(
g(rne±iδn)
)
. (3.3.11)
The approximation condition allows us to compute the functions a and b exactly.
We have
an(r) = rg′n(r), (3.3.12)
bn(r) = rg′n(r) + r2g′′n(r) (3.3.13)
Clearly an and bn are strictly increasing real analytic functions in [0, ρ). The error in
the approximation can similarly be bounded, so that
Rn(r, ϕ) = ϕ3O
(
rg′n(r) + 3r2g′′n(r) + r3g′′′n (r)
)
Having proved Lemma 3.11 we are now able to write down in a more explicit way
generating functions. What we are left with is trying to extract the coefficients of the
expansion given therein. This is the content of
Theorem 3.3.2. Let
(
gn(t)
)
n∈N be log-n-admissible with associated functions an, bn and
constants rn. Call
Gn := [tn]egn(t).
Then
(a) Gn has the asymptotic expansion
Gn =
1√
2pi
(rn)−nbn(rn)−1/2egn(rn)(1+ o(1)). (3.3.14)
81
Chapter 3. Random permutations
(b) Recall hn defined in (3.0.2). For the class of functions with weights as in (3.0.8),
hn =
1√
2pi(α+ 1)n
α+2
1+α
e2n
α
1+α
(1+ o(1))
respectively as n→ +∞.
Remark 3.14. As it is explained in [36, Chapter VIII] it is possible to take into account more
error terms in the expansion of gn.
Proof of Theorem 3.3.2. The proof is exactly the same as in [63, Prop. 2.2] and we thus
give only a quick sketch of it, referring the reader to this paper for more details. As in
the well-known saddle point method, we want to evaluate the integral
1
2pii
∮
γ
exp (gn(z))
dz
zn+1
.
We choose as contour the circle γ := rneiϕ with ϕ ∈ [−pi,pi]. On ϕ ∈ [−δn, δn] after
changing to polar coordinates we can expand the function g as
∫ δn
−δn
exp
(
gn(r) + iϕan(r)− ϕ
2
2
bn(r) + o(ϕ3δ−3n )− inϕ
)
dϕ
We now choose rn such that a(rn) = rng′n(rn) = n in order to cancel the linear terms in
n. This allows us to approximate the integral on the minor arc with a Gaussian. One
shows that away from the saddle point (so for |ϕ| > δn) the contribution is exponen-
tially smaller than on the minor arc and thus it can be neglected.
We would like to emphasize also that it will be not always possible to solve the
saddle point equation (3.3.9) exactly. However it is enough to find an rn such that
a(rn)− n = o
(√
b(rn)
)
(3.3.15)
holds.
3.3.2. Limit shape for polynomial weights
In this section we will derive the limit shape for Young diagrams for the class of
measures given by the weights. We will not go into all the details to prove the log-n-
admissibility for the most general case, but will try to give a precise overview of the
main steps nonetheless. One important remark we have to make is that our parameter
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s will not be fixed, but will be scaled and hence dependent on n. This comes from
the fact that for a fixed s (3.3.9) becomes a fixed point equation whose solution cannot
be given constructively, but has only an implicit form. We were not able to use this
information for our purposes, and hence preferred to exploit a less general, but more
explicit parameter to calculate asymptotics.
Limit shape
The main goal of this subsection is to prove that the weights (3.0.8) induce a sequence
of log-n-admissible functions of which we can recover the asymptotics of gn(rn). This
will give us the limit shape of the Young diagram according to Theorem 3.3.2. More
specifically
Theorem 3.3.3. For the scaling n∗ = n
1
α+1 , x∗ = xn∗ and s∗ := s(n∗)−α/2, define the
functions
ws∞(x) :=
Γ(α, x)
Γ(α+ 1)
− (α− 1)Γ(α+ 1, x)
Γ(α+ 2)
,
σ2∞(x) :=
Γ(α, x)
Γ(α+ 1)
− Γ(α+ 1, x)
2
Γ(α+ 1)Γ(α+ 2)
Then
w˜sn(x) :=
wn(x∗)− (n∗)αws∞(x)
(n∗)α/2
L−→ N (0, σ2∞(x)) .
In particular ws∞(x) is the desired limit shape.
Remark 3.15. Note that the limit shapes in the unrandomized and randomized cases are dif-
ferent, unlike [13].
Theorem 3.3.4. Define the cumulant generating function as
Λ(s) := logEn
[
esw˜n(x)
]
= ∑
m≥1
qm
tm
m!
.
We then have for m ≥ 2
qm = κm(1+ o(1)). (3.3.16)
with
κm = [sm]
(
(n∗)α
α
(
1− s∗ Γ(α+ 1, x)
Γ(α+ 2)
)−α
+
(
e−s∗ − 1)
Γ(α+ 1) ∑k≥0
Γ(α+ k, x)
k!
(
Γ(α+ 1, x)
Γ(α+ 2)
s∗
)k)
. (3.3.17)
83
Chapter 3. Random permutations
We can also determine the behavior of the increments of the function wn(·). We will
consider first the more general case and then give the example of the two-increment
case (refer to (3.3.7) with ` = 2).
Theorem 3.3.5. (a) For ` ≥ 2 and x` ≥ x`−1 ≥ · · · ≥ x1 ≥ 0, let
w˜sn(x) =
(
w˜sn(x`), w˜
s
n(x`−1)− w˜sn(x`), . . . , w˜sn(x1)− w˜sn(x2)
)
.
Set x`+1 = +∞. For 1 ≤ j < i < ` we have that
w˜s∞(xi, xj) := limn→+∞Cov
(
w˜sn(xj)− w˜sn(xj+1), w˜sn(xi)− w˜sn(xi+1)
)
=
(Γ(α+ 1, xi)− Γ(α+ 1, xi+1))
(
Γ(α+ 1, xj)− Γ(α+ 1, xj+1)
)
Γ(α+ 1)Γ(α+ 2)
.
Remark 3.16. Let us comment briefly on Thm. 3.3.5. What we obtained in this result is most
unexpected: cycle counts are asymptotically independent under very mild assumptions (see
Lemma 3.4). The assumption of the lemma holds in our case as the growth of the parameters ϑn
is algebraic. The fact that the increments depend on disjoint sets of cycles would have suggested
the asymptotic independence of wn(y∗) from wn(x∗)− wn(y∗). We are aware of the work of
[6] handling this issue in the case of the Ewens sampling formula, in particular showing that
partial sums of cycle counts need not converge to processes with independent increments. Our
result extends this idea in the sense that it shows the explicit covariance matrix for a whole
category of generating functions. It would be interesting to provide a heuristic explanation for
this theorem.
Log-n-admissibility
In order to determine the limit shape we would like to prove the log-n-admissibility
of the function explicited in (3.3.3). To be more precise, what we have to prove is
Lemma 3.17. Let s ≥ 0, and recall n∗ = n 1α+1 , s∗ = s(n∗)α/2. The function
gΘ(t) + (e−s
∗ − 1)
∞
∑
k=bx∗c
kα−1 +O
(
kβ−1
)
Γ(α+ 1)
tk
is log-n-admissible for all x ≥ 0, with gΘ(t) as in (3.0.5) and
rn := e−vn (3.3.18)
with
vn := (n∗)−1
(
1+ s(n∗)−α/2
Γ(α+ 1, x)
Γ(α+ 2)
)
.
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Proof of Lemma 3.17. Saddle-point and approximation We start first with the case β =
0. By doing so one obtains that
a(rn) =
+∞
∑
k=1
kα
Γ(α+ 1)
e−kvn + (e−s
∗ − 1)
+∞
∑
k=bx∗c
kα
Γ(α+ 1)
e−kvn
= (vn)−α−1 +O (1) + (e−s
∗ − 1)Γ(α+ 1, x
∗vn)
Γ(α+ 1)
+(e−s
∗ − 1)O (v−αn ) (3.3.19)
= n
(
1+ (α+ 1)s(n∗)−α/2
Γ(α+ 1, x)
Γ(α+ 2)
+O
(
(n∗)−α
))
+n
(
− s
(n∗)α/2
+O
(
s2
(n∗)α
))(
Γ(α+ 1, x)
Γ(α+ 1)
+O
(
(n∗)−α/2
))
+O
(
1+ v−αn (n∗)−α/2
)
= n +O (n∗) . (3.3.20)
We also have that
b(rn) = O
(
+∞
∑
k=1
kα+1
Γ(α+ 1)
e−kvn
)
∼ (α+ 1)(n∗)α+2 +O (n) . (3.3.21)
Therefore (3.3.15) holds true for all α. In the case where β is turned on, we obtain
by performing similar steps that
a(rn) = n +O
(
(n∗)β+1
)
.
Then (3.3.15) is satisfied if
β+ 1
α+ 1
<
α+ 2
2(α+ 1)
⇐⇒ β < α
2
(3.3.22)
which holds by assumption.
Divergence By the above calculations we set δn := (n∗)−ξ with α+33 < ξ <
α+2
2 . This
position holds also in the case β > 0.
Monotonicity In the region |ϕ| = o (1) we wish to show that
g
(
rneiϕ
)
= g(rn)(1+ o (1)). (3.3.23)
First remember that gn
(
rnei±δn
)
= O ((n∗)α) by Lemma 3.6. Thus here we
have:
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if ϕ = o (vn), then by a change of variable t (vn − iϕ)t
∑
k≥bx∗c
kα−1
Γ(α+ 1)
e−k(vn−iϕ)
∼ (vn − iϕ)
−α
Γ(α+ 1)
∫ +∞
x
tα−1e−tdt =
Γ(α, x)
Γ(α+ 1)
(vn − iϕ)−α
which is asymptotic to (n∗)α. Considering the factor e−s∗ − 1 we obtain that
the summand is negligible with respect to Re
(
g(rne±iδn)
)
.
(a)b If ϕ 6= o (vn), then
∑
k≥bx∗c
kα−1
Γ(α+ 1)
e−k(vn−iϕ)
∼ (vn − iϕ)
−α
Γ(α+ 1)
∫ +∞
x−ixϕn∗+o(1)
tα−1e−tdt =
Γ(α, x− ixϕn∗)
Γ(α+ 1)
(vn − iϕ)−α
and afterwards use the fact that Γ(α, x + iy) = O
(
yα−1
)
for |y| large. Hence
the RHS of (3.3.24) becomes
O
(
(n∗)α−1
)
(vn − iϕ)1−α = O
(
(n∗)α−1ϕ−1
)
As ϕ 6= o (vn), we obtain that O
(
(n∗)α−1ϕ−1
)
= O ((n∗)α) o (1) which is
enough to show (3.3.23).
(c) To conclude we consider the case |ϕ| > C: the function gn
(
rneiϕ
)
is bounded
there by a constant uniform in n, and then by bounding gn
(
rneiϕ
)
through
its modulus we have
Re
(
gn(rneiϕ)
)
≤ Re
(
g(rne±iδn)
) (
1+O
(
(n∗)−α/2
))
. (3.3.24)
In order to show Thms. 3.3.3, 3.3.4 and 3.3.5 we need to prove first an auxiliary
proposition.
Proposition 3.3.6. For the scaling n∗ := n
1
α+1 , x∗ := xn∗ and s∗ := s(n∗)−α/2
w˜sn(x) := (e
−s∗ − 1) ∑
k≥bx∗c
kα−1rkn
=
(
−s(n∗)α/2Γ(α, x) + s
2
2
Γ(α, x)− Γ(α+ 1, x)
2
Γ(α+ 2)
s2
)
+ o (1) (3.3.25)
holds asymptotically as n→ +∞.
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Proof. We apply Lemma 3.7 with
f (t) := tα−1e−tvn ,
zn = xn∗, vn =
1
n∗
(
1− s(n∗)−α/2 Γ(α+ 1, x)
Γ(α+ 2)
)
and
znvn = x− sx
(n∗)α/2
Γ(α+ 1, x)
Γ(α+ 2)
.
The first term of the expansion is
(e−s
∗ − 1) (n∗)α Γ(α, x)
= −s(n∗)α/2Γ(α, x) + s
2
2
Γ(α, x) + o (1)
because (s∗)3(n∗)α = o (1). If β > 0 instead we obtain
(e−s
∗ − 1) (n∗)α Γ(α, x)
= −s(n∗)α/2Γ(α, x) + s
2
2
Γ(α, x) + o (1)
To calculate the expansion up to a O (1) term it is sufficient to consider for k = 1
(e−s
∗ − 1) (n∗)α
(
Γ(α+ 1, x)
Γ(α+ 2)
sn−β
)
= −Γ(α+ 1, x)Γ(α+ 1, x)
Γ(α+ 2)
s2 + o (1)
This tells us that
(e−s
∗ − 1) ∑
k≥bx∗c
kα−1rkn
=
(
−s(n∗)α/2Γ(α, x) + s
2
2
Γ(α, x)− Γ(α+ 1, x)
2
Γ(α+ 2)
s2
)
+ o (1) (3.3.26)
As for the remainder, we can find an a priori bound on the Bernoulli polynomials
independent of n on x ∈ [0, 1]. Furthermore,
(e−s
∗ − 1) f (bx∗c) = O
(
s(n∗)−α/2
)
(bxn∗c)α−1e−x+o(1) = O
(
s(n∗)
α−2
2
)
,
which is small compared to the magnitude of the leading coefficient in s. Moreover∫ +∞
xn∗
B1(x′ − bx′c) f ′(x′)dx′ (3.3.27)
≤ C
∫ +∞
xn∗
| f ′(x′)|dx′ = C
∫ +∞
xn∗
e−x
′vn(−vn(x′)α−1
+(α− 1)(x′)α−2)dx′. (3.3.28)
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With the same substitution x′ := zna0 y we can interchange limit and integral by the
dominated convergence theorem to obtain
(3.3.28) = O
((
zn
a0
)α/2
Γ(1+ α, a0)
)
.
Combining this with the first order expansion of (e−s∗ − 1) we obtain
(3.3.27) = O
(
s(n∗)α/2−α/2
)
= s O (1) .
Proof of Thms. 3.3.3 and 3.3.4. To determine the behavior of Gn we would like to use
Lemma 3.11. By (3.3.3)
En
[
exp
(−s∗wn(x∗))] = 1hn [tn]
[
exp
(
gΘ(t) + (e−s
∗ − 1)
+∞
∑
k=bx∗c
ϑk
k
tk
)]
.
We have shown that gn(t) = gΘ(t) + (e−s
∗ − 1)∑+∞k=bx∗c ϑkk tk is log-n-admissible. There-
fore Thm. 3.3.2 tells us how Gn behaves, and we have more precisely to recover three
terms. In first place we collect the terms for the asymptotic of egn(rn): one is
gΘ(rn) ∼ v−αn = (n∗)α
(
1− s(n∗)−α/2 Γ(α+ 1, x)
Γ(α+ 2)
)−α
= (n∗)α + (n∗)α/2
α
Γ(α+ 2)
(sΓ(α+ 1, x))
+
α(α+ 1)
2Γ(α+ 2)2
(sΓ(α+ 1, x))2 +O
(
(n∗)β
)
given by Lemma 3.6. The other is
∑
k≥bx∗c
kα−1 +O
(
kβ−1
)
Γ(α+ 1)
rkn =
(n∗)α
Γ(α+ 1) ∑k≥0
Γ(α+ k, x)
k!
(
s∗
Γ(α+ 1, x)
Γ(α+ 2)
(1+ o (1))
)k
(3.3.29)
which we can approximate through Prop. 3.3.6. Secondly we obviously have
−n log(rn) = (n∗)α − (n∗)α/2sΓ(α+ 1, x)Γ(α+ 2) .
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Thirdly the behavior of b(rn) was determined in (3.3.21). All in all
eg(rn)−n log(rn) = exp
(
2(n∗)α + s(n∗)α/2
(
Γ(α, x)
Γ(α+ 1)
+ (α− 1)Γ(α+ 1, x)
Γ(α+ 2)
)
+
s2
2
(
− 1
2Γ(α+ 1)
Γ(α+ 1, x)2
Γ(α+ 2)
− Γ(α+ 1, x)
2
Γ(α+ 2)
+
Γ(α, x)
Γ(α+ 1)
)
+s3O
(
(n∗)−3α/2 (1+ (n∗)α)
))
(3.3.30)
Theorem 3.3.2 yields the behavior of hn, and the same theorem allows us to conclude
plugging in (3.3.14) the expressions obtained in (3.3.21), (3.3.30) and hn of (2) therein.
It is also clear that ws∞ is the limit shape, in the same fashion the result followed in the
proof of Corollary 3.2.3.
For cumulants what we have to do is considering the logarithm of the expansion
(rn)−nb(rn)−1/2egn(rn)−n log(rn). We claim that it suffices to consider simply the loga-
rithm of the expression (3.3.30). In fact,
log(b(rn)) = log
(
O
(
(n∗)α+2
(
1− s∗ Γ(α, x)
Γ(α+ 1)
)−α−2))
= C1 log(n) + C2 ∑
k≥0
sk(n∗)
kα
2
whilst each coefficient of sk in gn(rn)− n log(rn) is of order (n∗) α(2−k)2 (compare (3.3.30)).
This confirms that the main contribution stems from (3.3.30).
Proof of Thm. 3.3.5. For multiple increments repeating the proof of Thm. 3.3.5 (b) tells
us that for a vector wn(x∗) as in (3.3.7) with length ` > 2 we can set
vn := (n∗)−1
(
1+
(n∗)−α/2
Γ(α+ 2)
(s`Γ(α+ 1, x`)
+
`−1
∑
k=1
s`−k (Γ(α+ 1, x`−1−k)− Γ(α+ 1, x`−k))
))
.
We deduce from this that
gΘ(rn) ∼ v−αn = (n∗)α − (n∗)α/2
α
Γ(α+ 2)(
s`Γ(α+ 1, x`) +
`−1
∑
k=1
(s`−k−1(Γ(α+ 1, x`−k−1)− Γ(α+ 1, x`−k))
)
+
α(α+ 1)
2Γ(α+ 2)2
(
s`Γ(α+ 1, x`) + +
`−1
∑
k=1
(s`−k−1(Γ(α+ 1, x`−k−1)− Γ(α+ 1, x`−k))
)2
+o (1) . (3.3.31)
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Since the coefficients of the form
(
e−s
∗
j − 1
)
∑
x∗j+1−1
k=x∗j
ϑk
k r
k
n do not give a contribution to
covariances, the mixed terms will stem from the expansion of the square in (3.3.31). In
particular we see that the coefficient of sisj, for 1 ≤ j < i < `, is
(Γ(α+ 1, xi)− Γ(α+ 1, xi+1))
(
Γ(α+ 1, xj)− Γ(α+ 1, xj+1)
)
2Γ(α+ 1)Γ(α+ 2)
.
3.3.3. Functional CLT for wn(·)
As in the randomized setting, a functional CLT can be obtained here too. Unlike the
previous case though we do not have the independence of cycle counts, hence we will
have to show the tightness of the fluctuations as in Sec. 3.2.3 in two steps (cf. [44]).
The result we aim at is, precisely as before,
Theorem 3.3.7. The process w˜sn : R+ → R (see Thm. 3.3.3) converges weakly with respect
to Pn as n→ ∞ to a continuous process w˜s∞ : R+ → R with w˜s∞(x) ∼ N (0, (σs∞(x))2) and
whose increments are not independent. The covariance structure is given in Thm. 3.3.5.
Proof. We will proceed as in the proof of Thm. 3.2.5. Having shown already the be-
havior of the increments in Thm. 3.3.5 what we have to tackle now is their tightness.
The proof’s goal is again, analogoulsy as Lemma 3.10. However the evaluation of the
LHS of (3.2.12) is more difficult this time; one possible approach is present in [24] and
is based on Po´lya’s enumeration lemma and the calculation of factorial moments of
cycle counts. We prefer rather to follow again [44]. We will proceed in two main steps.
i) We define for 0 < t < 1 the measure Pt as in Section 3.2. By repeating the proof
of [44, Lemma 2.1] we see that
Pt
[
∑ kCk = n
]
= tnhnegΘ(t).
Mimicking Hansen’s strategy one can also prove that for arbitrary functions Ψ :
S→ C, where S := ∪nSn and Ψn : Sn → C s. t. Ψn = Ψ(C1, . . . , Cn, 0, 0, . . .)
Et [Ψ] egΘ(t) = ∑
n≥1
tnhnE [Ψn] +Ψ(0, 0, 0, . . .). (3.3.32)
ii) As a formal power series identity (3.3.32) holds for |t| < 1, thus we decide to set,
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for x1, x2 as in the assumptions,
Ψ(k1, k2, . . .) :=
=
n−γ x∗∑
i=x∗1+1
(
ki − ϑii r
i
n
)2(n−γ x∗2∑
j=x∗+1
(
k j −
ϑj
j
rjn
))2
=
n−γ x∗∑
i=x∗1+1
ki − ϑii t
i + n−γ
x∗
∑
i=x∗1+1
ϑi
i
(
ti − e−ivn
)2
(
n−γ
x∗2
∑
j=x∗+1
k j −
ϑj
j
tj + n−γ
x∗2
∑
j=x∗+1
ϑj
j
(
tj − e−jvn
))2
for γ > 0 to be tuned appropriately later. We now calculate, using the in-
dependence of cycle counts under the randomized measure and the fact that
VarPt [Ci] = Et [Ci] =
ϑi
i t
i,
Et [Ψ] = n−4γ
 x∗∑
i=x∗1+1
ϑi
i
ti
( x∗2∑
j=x∗+1
ϑj
j
tj
)
+n−4γ
 x∗∑
i=x∗1+1
ϑi
i
(ti − e−ivn)
2( x∗2∑
j=x∗+1
ϑj
j
(tj − e−jvn)
)2
+2n−4γ
 x∗∑
i=x∗1+1
ϑi
i
ti
 x∗∑
i=x∗1+1
ϑi
i
(
ti − e−ivn
)
·
(
x∗2
∑
j=x∗+1
ϑj
j
(tj − e−jvn)
)2
+ . . .
+2n−4γ
 x∗∑
i=x∗1+1
ϑi
i
ti
( x∗2∑
j=x∗+1
ϑj
j
tj
) x∗∑
i=x∗1+1
ϑi
i
(
ti − e−ivn
)
·
(
x∗2
∑
j=x∗+1
ϑj
j
(tj − e−jvn)
)
=: G(1)Θ (t, n) + G
(2)
Θ (t, n) + . . . + G
(9)
Θ (t, n).
Let us define gba(z) := ∑
b
j=a
ϑj
j z
j. From (3.3.32) we obtain
E [Ψn] =
1
hn
[tn]
(
egΘ(t)G(1)Θ (t, n)
)
+ . . . +
1
hn
[tn]
(
egΘ(t)G(9)Θ (t, n)
)
.
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We therefore obtain several terms and we will analyze them one by one.
a) 1hn [t
n]
(
egΘ(t)G(1)Θ (t, n)
)
. One has
n−4γ
hn
[tn]
(
egΘ(t)gx
∗
x∗1+1
(t)gx
∗
2
x∗+1(t)
)
=
n−4γ
hn
[tn]
(
e
gΘ(t)+log
(
gx
∗
x∗1+1
(t)
)
+log
(
g
x∗2
x∗+1(t)
))
(3.3.33)
We want to apply the saddle-point method to the sequence of functions
gn(t) := e
gΘ(t)+log
(
gx
∗
x∗1+1
(t)
)
+log
(
g
x∗2
x∗+1(t)
)
to extract coefficients. Our first tar-
get is to show the log-n-admissibility. We consider again the radius rn :=
e−vn with vn := (n∗)−1. In this case as in (3.3.20)
a(rn) =
+∞
∑
k=1
kα
Γ(α+ 1)
e−kvn +
∑x
∗
x∗1+1
kα
Γ(α+1) e
−kvn
gx∗x∗1+1(rn)
+
∑
x∗2
x∗+1
kα
Γ(α+1) e
−kvn
gx
∗
2
x∗+1(rn)
=
= (vn)−α−1 +O (1) +
∑x
∗
x∗1+1
kα
Γ(α+1) e
−kvn
∑x
∗
x∗1+1
kα−1
Γ(α+1) e
−kvn +
∑
x∗2
x∗+1
kα
Γ(α+1) e
−kvn
∑
x∗2
x∗+1
kα−1
Γ(α+1) e
−kvn
= n +
(vn)−α−2Cα+1, x, x1
v−α−1n Cα, x, x1
+
(vn)−α−2Cα+1, x, x2
v−α−1n Cα, x, x2
= n +O
(
v−1n
)
.
where Cα+1, x, x1 , Cα, x, x1 , Cα+1, x, x2 and Cα, x, x2 are constants independent
of n. Very little changes also in the computions for b(rn) which lead to
b(rn) = O
(
(n∗)α+2
)
, yielding the saddle point equation (3.3.15). As far as
monotonicity is concerned, heuristically one can prove it using the fact that
the order of log
(
gx
∗
x∗1+1
(t)
)
is smaller that that of the leading term gΘ(t) (as
one can already notice for example in the computations for a(rn) and b(rn)
above). Since calculations are straightforward we omit them. Then by Thm.
3.3.2 one has that (recall that hn = [tn]egΘ(t))
n−4γ
∣∣∣∣ 1hn [tn]egn(t)
∣∣∣∣ = ∣∣∣gx∗x∗1+1(rn)gx∗2x∗+1(rn)(1+ o (1))∣∣∣ =
≤ Cn−4γ ∣∣(vn)−α (Γ(α, x)− Γ(α, x1)) (vn)−α (Γ(α, x2)− Γ(α, x))∣∣
≤ Cn−4γ(vn)−2α |(x− x1) (x2 − x)|
= O ((x− x1)(x2 − x)) = O
(
(x2 − x1)2
)
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provided that n−4γ(n∗)2α = O (1) iff γ := α2(α+1) . We highlight that in this
case nγ is precisely the variance of the process (cf. Thm. 3.3.3). Here we
have also used the fact that the incomplete Gamma function is continuous
on a compact [0, K] for some K large.
b) 1hn [t
n]
(
egΘ(t)G(j)Θ (t, n)
)
, 2 ≤ j ≤ 9. We want to show that all these terms are
O
(
(x2 − x1)2
)
as well. We take for example G(3)Θ (t, n) :=
(
∑x
∗
j=x∗1+1
ϑj
i (t
j − e−jvn)
)2 (
∑
x∗2
j=x∗+1
ϑj
j t
j
)
.
We define the auxiliary function hba(t) := ∑
b
j=a
ϑj
j (t
j − e−jvn). We wish to ap-
ply again the saddle point method. In fact we decompose h as
hx
∗
x∗1+1
(t) = gx
∗
x∗1+1
(t)−
x∗
∑
x∗1+1
ϑj
j
e−jvn .
We now have
G(3)Θ (t, n) =
(
gx
∗
x∗1+1
(t)
)2
gx
∗
2
x∗+1(t)− 2gx
∗
x∗1+1
(t)gx
∗
2
x∗+1(t)
 x∗∑
x∗1+1
ϑj
j
e−jvn

+
 x∗∑
x∗1+1
ϑj
j
e−jvn
2 gx∗2x∗+1(t).
It is clear then that in the first-order asymptotics G(3)Θ (as well as all other
terms involving tj− rjn) will not give any contribution, because G(3)Θ (rn, n) =
0. We ask then ourselves if admissibility holds true for each one of these
terms, but this is fairly easy because of the previous computations. Indeed
we can start for example with the middle one. We have already shown in
(a) that
n−4γ
1
hn
[tn]
(
egΘ(t)gx
∗
x∗1+1
(t)gx
∗
2
x∗+1(t)
)
is log-n-admissible and the term
(
∑x
∗
x∗1+1
ϑj
j e
−jvn
)
is a constant independent
of t. Both the other two summands are log-n-admissible with rn = e−vn :=
e−1/n∗ : calculations can be performed in the same fashion as (a) and since
they are direct we skip them.
3.3.4. Large deviations estimates
We are able to prove large deviations estimates for wn(·) thanks to our method as
well. In fact, knowing the behavior of the Laplace transform enables us to compute
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the asymptotics of the Young diagram in the limit. More precisely, let σn be the limit
variance as in Thm. 3.3.3. Define the normalized moment generating function and its
logarithm as
M(s) := E
[
exp
(
s
(wn(x)− (n∗)αws∞(x)
σn
)]
,
Λ(s) := log M(s).
The strategy we adopt was first exploited in [63, Theorem 4.1], and relies on the fact
that
Proposition 3.3.8. There exist functions ξ(n) = O ((n∗)α), σ(n) = O
(
(n∗)α/2
)
such that
for all s = O (σ(n)) we obtain
Λ(s) =
s2
2
+O
(
ξ(n)σ(n)−3
)
s3.
It follows than that
Λ′(s) = O
(
ξ(n)σ(n)−3
)
s2,
Λ′′(s) = O
(
ξ(n)σ(n)−3
)
s.
From this we derive
Proposition 3.3.9. For all a = O (σn) let δ := O
(
ξ(n)σ(n)−3
)
. Then we have
P
[∣∣∣∣ (wn(x)− (n∗)αws∞(x)σn − a
∣∣∣∣ < e] = (1− e−2(1+ δ)) exp (−a2/2+O (δ+ ea)) .
The error terms are absolute.
Proof. The proof can be performed analogously as [63], as we know that (3.3.30) holds.
At this juncture we would like to apply our method to a simple but illustrative case.
3.3.5. An example: the case gΘ(t) = (1− t)−1
We would like to begin by the easiest case, in other words to derive the limit shape
for one point. We remark that here all our computations were performed using the
function gΘ(t) = t(1− t)−1. This does not affect the computations of the limit shape as
it will “only” make a constant appear, which will be later simplified in all calculations.
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Proposition 3.3.10. For all x ∈ R+
wn(x
√
n)−√ne−x
n1/4
L→ N
(
0, e−x
(
1− 1
2
e−x(x + 1)2
))
In particular, the limit shape is ws∞(x) := e−x (cf. Thm. 3.3.3 plugging in α = 1).
We now pass to the joint behavior of (wn(x1), . . . , wn(x`)) which can be recovered
from
Proposition 3.3.11. Let ` ∈N+. For all x1, . . . , x` ∈ R+, set x∗k := xk n1/2; then we have(
wn
(
x∗k
)− n1/2e−xk
n1/4
)
k=1, ..., `
L→ N (0,Σ)
with Σ ∈ M`(R) defined through
Σk, k = − 12 e−xk
(
e−xk xk2 + 2 e−xk xk + e−xk − 1
)
Σk, j = − 12 e−xk
(
e−xj xkxj + e−xj xk + e−xj xj + e−xj − 1
)
, j 6= k. (3.3.34)
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Appendix A.
A.1. Gaussian bounds
Proof of (1.15) and (1.16).
(1.15) For t > a > 0, t + a > t− a and hence t2 − a2 > (t− a)2,
exp(a2/2)P(|X| > a) = 2exp (a2/2) P(X > a) =
= 2
∫ +∞
a
1√
2pi
exp
(
− t
2 − a2
2
)
dt <
< 2
∫ +∞
a
1√
2pi
exp
(
− (t− a)
2
2
)
dt = 1.
Notice that the bound holds also at a=0.
(1.16) We have that the function
g(a) := 2P(X > a)− exp
(−a2/2)√
2pia
is such that g(1) > 0, and its derivative
g′(a) =
2√
2pi
exp
(−a2/2) (1+ a2 − a3
a2
)
< 0, ∀ a ≥ 1.
Since lima→+∞ g(a) = 0, g(a) is always non negative.
A.2. Bounds on Bessel functions
Here we will collect some of the bounds on the Bessel functions. These bounds are
easy to derive but for completeness we provide a short proof for them.
Lemma A.1. (a) For some constant C > 0 and x > 0∣∣I21 (x)− I0(x)I2(x)∣∣ ≥ Cx2.
(b) Let G(·) be as in (2.9), then G(x) ≤ −C log x for all x ∈ [0, 1], with C > 0 uniform in x.
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Proof. (a) Following [47] we have,
I21 (x)− I0(x)I2(x) =
I21 (x)
x
(
x
I′1(x)
I1(x)
)′
=
I21 (x)
x ∑n≥1
4xj1,n
(x2 + j21,n)2
.
where we used the equality
(
x I
′
1(x)
I1(x)
)′
= ∑n≥1
4xj1,n
(x2+j21,n)
2 , ji,n being the n-th zero of
J1(x)/x ([83]). Now using the identity I1(x) = (x/C)∏n≥1
(
1+ x
2
j21,n
)
[83, Page 498]
we derive
I21 (x)− I0(x)I2(x) =
I21 (x)
x
(
x
I′1(x)
I1(x)
)′
=
I21 (x)
x
4xj1,1
(x2 + j21,1)2
+
I21 (x)
x ∑n≥2
4xj1,n
(x2 + j21,n)2
>
4I21 (x)j1,1
(x2 + j21,1)2
> C′x2.
(b) By part (a) and the series expansion of Bessel functions ([1]) one can find a bound
for G(·) as follows (γ is the Euler-Mascheroni constant):
G(x) ≤ C
x2
(2I1(x)K1(x) + 2I2(x)K0(x)− 1)
=
C
x2
(
2
(
x
2
+
x3
16
+O
(
x4
))( 1
x
+
x
4
(−1+ 2γ− 2 log 2+ 2 log x)
+ O
(
x3 log x
))
+ 2
(
x2
8
+O
(
x4
))
((−γ+ log 2− log x)+ + O
(
x2 log x
))
− 1
)
=
C
x2
(
1+
x2
8
+O
(
x3
)
+
−1+ 2γ− 2 log 2
4
x2 +
−1+ 2γ− 2 log 2
32
x4+
+O
(
x2 log x
)
+
x2
4
C +O
(
x4
)
− x
2 log x
4
− 1
)
= −C log x + C′.
Here C, C′ denote positive constants that may vary from line to line.
A.3. Euler Maclaurin formula with non integer boundaries
We prove in this section a slight extension of Euler Maclaurin formula, which allows
to deal also with non-integer summation limits.
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Theorem A.3.1. Let f : R → R be a smooth function, Bk(x) be the Bernoulli polynomials
and c < d with c, d ∈ R. We then have for p ∈N
∑
bcc≤k<d
f (k) =
∫ d
c
f (x)dx− B1(d− bdc) f (d)− B1(c− bcc) f (c) (A.3.1)
+
p
∑
k=1
(−1)k+1 Bk+1(d− bdc) f
(k)(d)− Bk+1(c− bcc) f (k)(c)
k!
+
(−1)p+1
(p + 1)!
∫ d
c
Bp+1(x− bxc) f (p+1)(x)dx
Proof. The proof of this theorem follows the same lines as the proof of the Euler–Maclaurin
summation formula with integer summation limits, see for instance [2, Theorem 3.1].
We give it here though for completeness. Our proof considers only the case d /∈ Z.
The argumentation for d ∈ Z is completely similar. One possible definition of the
Bernoulli polynomials is by induction:
B0(y) ≡ 1, (A.3.2)
B′k(y) = kBk−1(y) and
∫ 1
0
Bk(y)dy = 1 for k ≥ 1. (A.3.3)
In particular, we have B1(y) = y− 12 . We now have for m ∈ Z∫ m+1
m
f (y)dy =
∫ m+1
m
B0(y−m) f (y)dy
= [B1(y−m) f (y)]|m+1y=m −
∫ m+1
m
B1(y−m) f ′(y)dy
=
1
2
f (m) +
1
2
f (m + 1)−
∫ m+1
m
B1(y− byc) f ′(y)dy.
since B1(0) = − 12 and B1(1) = 12 . We obtain
bdc
∑
k=bcc
f (k) =
∫ bdc
bcc
f (x)dx +
1
2
f (bcc) + 1
2
f (bdc) +
∫ bdc
bcc
B1(y− byc) f ′(y)dy.
Furthermore, we use∫ d
bdc
f (y)dy =
1
2
f (bdc) + B1(d− bdc) f (d)−
∫ d
bdc
B1(y− byc) f ′(y)dy.
and get
bdc
∑
k=bcc
f (k) =
∫ d
bcc
f (x)dx +
1
2
f (bcc)− B1(d− bdc) f (d) +
∫ d
bcc
B1(y− byc) f ′(y)dy.
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The argumentation for replacing bcc by c is similar. One gets
∑
bcc≤k<d
f (k) =
∫ d
c
f (x)dx− B1(c− bcc) f (c)− B1(d− bdc) f (d)
+
∫ d
c
B1(y− byc) f ′(y)dy.
The theorem now follows by successive partial integration of
∫ d
c B1(y− byc) f ′(y)dy.
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Notation
Notation Meaning Page
Ac Complement of the set A
X ⊥⊥ Y X independent of Y
X ∼ Y X and Y have the same distribution
R+ R \ (−∞, 0)
N+ N \ {0}
N (µ, σ2) Gaussian random variable of mean µ and variance σ2
1 Indicator function of an event
I Identity matrix
δx, y Kronecker’s delta
〈 ·, ·〉 Scalar product
M`(R) Set of `× ` matrices with real coefficients
≡ Constantly equal to
L(X) Law of a random variable X
L Convergence in distribution
diam Diameter of a set
~e Vector
an ∼ bn limn→+∞ an/bn = 1
.∪n Disjoint union over n
B(A) Borel sets of A
∂Λ Boundary of Λ 14
ΓΛ Green’s function of the SRW on Λ 14
∆ Discrete Laplacian operator 15
τΛ First exit time from Λ 14
GN Modified Green’s function 15
VN Discrete box of side-length N 16
GN Covariance matrix of the Membrane model 16
∆2N Discrete Bilaplacian operator with restriction 16
∂2VN Double boundary of Λ 16
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Notation Meaning Page
V`N Bulk of VN 19
HN(η) Set of high points of level η 20
ϕB Conditional expectation of the center of a box 21
VarB(ϕx) Conditional variance of ϕx 21
I(h) Paley-Wiener integral 40
Ik(·) Modified Bessel function of order k 46
T(a) Set of thick points of level a 46
B(x, t) 49
Sn Set of permutations on n objects 65
` Cycle type 65
wn(·) Young diagram 65
C(n)k , Ck Cycle count of length k 66
w∞(·) Limit shape 67
[·]n Extraction coefficient 69
wr∞(x) Limit shape in the randomization 75
wn(x) Increments vector 80
ws∞(x) Limit shape in the saddle point method 83
σ2∞(x) 83
w˜n(x) Rescaled increments 84
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