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VIRTUAL SATCOM: LONG RANGE BROADBAND DIGITAL COMMUNICATIONS 
Dennis George Watson 
Old Dominion University, 2020 
Director: Dr. Linda Vahala 
 
 The current naval strategy is based on a distributed force, networked together with high-speed 
communications that enable operations as an intelligent, fast maneuvering force. Satellites, the existing 
network connector, are weak and vulnerable to attack. HF is an alternative, but it does not have the 
information throughput to meet the distributed warfighting need. The US Navy does not have a solution to 
reduce dependency on space-based communication systems while providing the warfighter with the 
required information speed.    
 Virtual SATCOM is a solution that can match satellite communications (SATCOM) data speed 
without the vulnerable satellite. It is wireless communication on a High Frequency (HF) channel at 
SATCOM speed.  We have developed an innovative design using high power and gain, ground-based relay 
systems. We transmit extremely wide-wideband HF channels from ground stations using large directional 
antennas. Our system starts with a highly directional antenna with a narrow beam that enables increased 
bandwidth without interfering with other spectrum users. The beam focus and power provide a high SNR 
across a wideband channel with data rates of 10 Mbps; 1000 times increase in HF data speed.    
 Our modeling of the ionosphere shows that the ionosphere has more than adequate bandwidth to 
communicate at 3000 km and high speeds while avoiding detection. We designed a flexible structure 
adjustable to the dynamic ionosphere.  Our design provides a high-speed communications path without the 
geo-location vulnerability of legacy HF methods.     
 Our invention will benefit mobile users using steerable beamforming apertures with wide 
bandwidth signals. This dissertation will focus on three areas: examination of the ionosphere’s ability to 
support the channel, design of a phased array antenna that can produce the narrow beam, and design of 
signal processing that can accommodate the wideband HF frequency range.   
 Virtual SATCOM is exciting research that can reduce cost and increase access to long range, high 
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 Virtual SATCOM is wireless communication at satellite communication (SATCOM) data speeds 
on a high frequency (HF) skywave channel (3-30MHz) without a physical satellite. The relay function of 
the satellite is moved from space to a terrestrial (ground) station. Virtual SATCOM employs bent signal 
paths versus line of sight (LOS) paths to connect over the horizon users on high speed digital channels. 
The high data rate is a result of ultra-wide bandwidth of 3 MHz and directional high gain antenna with 1° 
of beam width which results in >20 dBi of gain. In this paper, a long range and high data rate are defined 
as 2000-3000 Km (~1000-2000 miles) and data rates greater than 10 Mbps. 
 The Achilles heel of the United States Department of Defense’s (DoD) modern networked 
warfare is the communication satellite. Adversaries including nation-states, terrorists, and criminals, 
understand this vulnerability. They are poised to attack with electromagnetic jamming, cyber-attack, 
directed enemy, and kinetic weapons, as discussed in an unclassified DoD report to Congress in 2016 [1]. 
The United States needs a SATCOM alternative to mitigate the space vehicle vulnerability. Virtual 
SATCOM will deliver communications at SATCOM speed (>10 Mbps), thus reducing the risk. It is an 
affordable and low-risk solution. It could be deployed regionally and scaled up for worldwide capability.  
 
 
Figure 1. Virtual SATCOM moves the relay point from space to the surface. The top 
diagram shows a satellite relaying a signal. The bottom picture shows a relay 
station on the surface and bent rays relaying a signal. 
 
 
 This new concept is possible due to improvements in digital signal processing, software defined 
radio equipment, and automatic link capabilities. Unlike a spaced based system, a ground system that can 





costs throughout the life cycle. To appreciate the cost of SATCOM systems, the MOUS satellite system 
cost over $6B for five satellites.   
 The key to this project is understanding the ionosphere. The ionosphere’s HF skywave 
propagation channel can provide the bandwidth needed to support long range high data rate 
communications. The ionosphere has been used for over the horizon communication for many years. 
Signals in the HF band (3-30MHz), sometimes called shortwave, are diffracted (bent) in the ionosphere 
and redirected back to Earth thousands of km downrange. However, these narrowband signals have 
weaknesses that limit capability. The typical data rate capacity of HF links is less than 10 kbps with a few 
systems that can reach 100 kbps under favorable conditions. HF links are an order of magnitude below 
SATCOM systems. This work will show that current flaws can be mitigated, and an HF skywave path can 
transport information at Mbps speeds and compete with or compliment geosynchronous satellite systems. 
The satellite’s altitude allows the use of line of sight frequencies and enables the satellite to see both the 
uplink and downlink transceivers. Figure 1 shows a view of a SATCOM and Virtual SATCOM system.  
 The virtual SATCOM architecture starts with a base station that has an AESA (active electrically 
scanned array) of vertical log periodic dipole antennas (LPDA) that can steer narrow beams with 
wideband signals onto mobile platforms. This concept is a complete reversal of current HF 
communication architectures. Current practice is wide (omnidirectional) beams with narrow bandwidths 
to avoid interference. In our design, this wide frequency bandwidth and narrow beamwidth feature 
increase the signal to noise ratio (SNR) and bandwidth thus increasing data speed inside the beam without 
interfering with the spectrum outside the beam.  
 Signals that travel via the ionosphere are prone to multipath interference due to delay spread 
resulting in frequency selective fading and inter-symbol interference. Refractions cause the multipath off 
multiple layers in the ionosphere. In the past, delay spread has limited the data speed. Our system takes 
advantage of modern wideband signal modulation techniques to avoid this limitation. Software defined 
radios (SDR) with digital signal processing using orthogonal frequency division multiplexing (OFDM) 
modulations divides a high-speed digital channel into many slower sub-channels. Slower data rate sub-
channels are resistant to multi-path effects. The sub-channels are combined by an inverse fast Fourier 
transform (IFFT) process just before transmission. At the other end, the receiver applies a fast Fourier 
(FFT) process to decompose the signals back into the sub-channels. The parallel streams of many slower 
sub-channels are then combined back into a single high-speed data channel.  
 Another limitation of current HF radio operation is the policy of fixed frequency allocations. This 
is an inefficient policy for a medium that varies with time. If the assigned frequency allocated to a user 
encounters a loss of service due to signal fading, it is not permitted to adjust to a new workable frequency 





automatically adjust channel frequency to maintain long-range propagation without loss of service due to 
fading. The signal is bound inside a narrow beam, so the frequency agility and bandwidth are not major 
negative issues. The narrow beam reduces the impact on other users.  For example, when sailing a ship, 
the mariner must continuously adjust sails and heading to reap the benefit of the natural wind to propel 
the ship. The sailor can navigate the ship to the destination but must adapt the course as the natural wind 
changes. In Virtual SATCOM, the system must also adjust frequencies within the HF band adjusting to 
the frequencies that will diffract to a specific location on a given day/time. The US electromagnetic policy 
agency is the Federal Communication Commission (FCC). The FCC has developed policies for spectrum 
sharing for mobile cellular applications [2]. The policy allows the leasing of the spectrum as secondary 
users. The secondary user must ensure there is no interference with the primary user. That stated, there is 
precedence to show that the US has made progress in allocating spectrum to meet the needs of emerging 
capabilities.   
 Signal bandwidth is a parameter that determines maximum signal throughput. Unfortunately, 
current frequency allocation in the HF spectrum is normally narrow bandwidth with the assumption of 
omnidirectional (360° ) propagation. A key to high-speed throughput is greater bandwidth. The passband 
of the ionosphere was studied, and this dissertation shows that 3 MHz of bandwidth is characteristically 
available. 3MHz is 1000 times greater than the standard 3 kHz allocation for one signal. However, to 
allocate this much bandwidth to an omnidirectional signal that propagates for thousands of km is not 
practical. Our proposed system requires the use of directional antennas at a base station for both 
transmitting and receiving. A focused beam will increase the signal to noise at the mobile receiver. More 
importantly, it will also reduce the interference to other spectrum users. Within the narrow beam, the 
entire bandpass of the ionosphere can be used. Note, a directional antenna at the mobile location is not 
required. Instead, low power will be used to avoid interference with other users of the spectrum.  
 
The list below shows our contribution to changing the pyridine on how to communicate in the 
high frequency (HF) spectrum to generate significantly better data rates. 
1. Developed a viable novel concept and design that can change military communications. 
2. Completed a tradeoff analysis of data rate vs. frequency, bandwidth, noise level, antenna 
gain, transmitter power, and efficiency.  
3. Modified a radio frequency (RF) propagation program to analyze the ionosphere across 
four seasons and time of day in various locations. Results confirm bandwidth is 





4. Designed a wideband LPDA antenna for a 7-28 MHz frequency range for the enormous 
antenna array. 
5. Designed and modeled a 200-element array to show the beamforming capabilities. 
6. Designed a command and control network to monitor and adjust parameters in real-time.   
7. Developed a modulation scheme using MILSTD188-110D with OFDM modulation to 
enable high data rates in a harsh multipath environment. 
8. Used Active Electronic Scanned Array (AESA) for communication channel that 
capitalizes on a directional beamforming antenna array coupled with a high-power 
transmitter and high gain antenna that results in high signal to noise ratio (SNR) on the 
receiver.  
9. Used wideband channels (WB). We used a 3 MHz vs. 3kHz bandwidth which yields a 
high data rate (>10 Mbps). 
10. Employed Virtual SATCOM frequency reuse for low probability of detection (LPD), 
and Anti-Jam (AJ) capabilities.  
11. Identified Virtual SATCOM as increasing the usefulness of HF in the 21st Century by 
changing the pyridine on how to communicate on HF.   
 
 This dissertation will focus on three areas. First and most important, we consider whether the 
ionosphere can support the channel conditions needed for high data rate communications. Understanding 
that the environment is dynamic, we determine the parameters needed to operate in this dynamic 
environment. This range of maneuver and rate of change will define the parameters that the ground 
station and remote terminal must meet.  
 The second area of focus will be the ground station. The premise is that the ground station 
antenna will use directional beams versus omnidirectional propagation. The directional beam will 
increase gain, and the result is higher SNR between the mobile terminal and the ground station.  The 
focused beam will also limit unintended signal energy into other user equipment. To prevent interference, 
the beam confines the energy into a narrow space and allows the terminal and ground station to open the 
bandwidth of the channel without interfering with other spectrum users. To put it into a size perspective, 
an HF ground station with a beamforming array capable of 1° of focus is 2 km in total length. This is too 
large for even the largest ships. This size is the driver for a ground station to relay to mobile units with 
smaller antenna apertures. 
 Additionally, the ground station will have to change the direction of the beam to service multiple 





choice is an electronically steered array of antennas. Over the horizon, radar (OTHR) systems that exist 
today use directional steering to move their radar beam. As discussed in [3], the AN/TPS-71 (ROTHR) 
system has a separate array for the transmit and receive portions of the radar system.  One advantage of 
this bistatic configuration is a reduction of transmitter energy reflecting from near objects and picked up 
by the receiver. The Virtual SATCOM system operates in a hub and spokes architecture. The ground 
station receives all communication from mobile terminals. The connections can then be forwarded via a 
gateway to another IP network or rebroadcast to another mobile platform. The use of a hub for mobile to 
mobile may seem like a redundant path, but it provides needed advantages to the platforms. The high gain 
and high-power base station ensure proper signal strength at the receiver of the mobile terminal. This way 
the terminals can use minimal power received by high gain ground station yet ensure a high-power signal 
is relayed to the other mobile platform.   
 The third area of study will be the design limitations of the mobile system. The objective is to 
keep this equipment to the minimum necessary to meet the range and data rate requirements. The starting 
point for mobile platforms is a single dipole antenna with wide bandwidth (>3 MHz) tunable reception. 
Other designs include mechanical steerable Log Periodic or Duo-conical antennas. These antennas are 
larger but offer better bandwidth profiles. Other required equipment is a software defined radio that can 
digitize and demodulate multiple signal formats. 
 
 This paper follows a design flow that begins with defining the need in a broad sense. While 
looking at the weaknesses of both current SATCOM and HF skywave communications paths. This results 
in crucial design parameters that the system should meet. These parameters start with data speed but also 
include parameters like bandwidth, transmit power, antenna gain, path losses, etc.  The next function is an 
analysis of the propagation medium. HF skywave is possible due to the free electrons in the ionosphere. 
The ionosphere is a dynamic environment that requires a design that can adjust to the situation as it 
changes. This work uses a ray tracing ionosphere model to examine the environment to design an antenna 
that can maneuver in the dynamic environment. Next, we created an antenna array to operate in this 
environment to include the antenna elements. Finally, we developed a system of systems architecture to 
include the process of command and control, environment monitoring, frequency control and allocation, 
antenna control, traffic management processes including signal modulation and data rate. Figure 2 shows 












 The concept of operations for virtual SATCOM is shown in Figure 3 and Figure 4. It is a high 
gain ground-based antenna to generate an electronically steerable high-power beam to relay mobile to 
mobile users or connect mobile users to other network systems, e.g., intelligence, surveillance, and 
reconnaissance (ISR) resources. Ground basing of the steerable antenna is necessary because the size of 
an HF system is too large for mobile units (2 km). Using beam steering to aim the beam at the correct 
azimuth and frequency electronically will result in a beam bending back to an intended mobile recipient 
downrange. A feedback loop will keep the beam on target. Beam steering is common to radar systems but 
not widely used in communication systems. For this virtual SATCOM communication application, beam 
steering is needed to avoid interference with other users of the same spectrum. With segregation, the 
bandwidth can be increased without interfering with others. An added benefit is an increased SNR at the 
mobile platform.  
 The ionosphere is dynamic, and the refraction angle changes as the free electron concentration of 
the upper atmosphere changes. The system must continually update the steering to maintain the signal on 
the intended mobile user. Beam aiming must be continuously updated to keep the signal energy on the 
mobile unit while the ionosphere changes. This requires feedback from the mobile unit regarding signal 
quality. This is similar to the mobile cellular systems where the mobile equipment reports a signal 
strength of other channels [4].   
 By steering the beam, the base station can timeshare by moving the focused signal to multiple 
users. Mobile units can communicate beyond the line of sight (BLOS) using the base station to relay 
digital networks and communications between mobile users and connect to other off-site ISR networks. 
To over-simplify, the system operates as a hub and spoke mobile cellular architecture but at a much 
greater range. The range from the base station to the mobile user is up to 3000 km (1620 NM). The high-
gain base station’s antenna increases the SNR at the receiver on both the forward link and backlink while 
preventing unintended interference with other users outside the narrow beam. Preventing unintentional 
interference is a crucial consideration for approval by the International Telecommunication Union and 






 High SNR plus ultra-wide bandwidth results in high-speed links (>10 Mbps). This speed 
significantly exceeds the current HF data link capabilities, which are typically 9.6 kbps.  Ground stations 
in Hawaii, Guam, and California could service most of the Pacific Ocean. Frequency reuse is possible due 
to the separate beams. This defeats adversary jamming and electronic surveillance and enables the 
electronic counter-surveillance of adversaries. 
 
1. Can the ionosphere support the bandwidth required? On a given day, what is the amount 
of frequency and bandwidth that will follow a path from the ground station to the mobile 
user and from the mobile user back to the ground station? This dissertation will show 
how frequency changes affect the degree of refraction and, therefore, where the ray 
returns to the surface. Rays of frequencies that do not “land’ at the receiver’s location 
will not be detected.  By rejecting rays that land short or long, the bandwidth of rays that 
will work is the bandwidth for that daytime and ionospheric conditions. Bandwidth drives 
the information rate. The bandwidth of the ionosphere must be wide enough to carry high 
data rate signals. We have picked 3 MHz as a base to determine parameters for 
modulation schemes, etc. However, the data shows that most of the time the bandwidth is 
more than 3MHz.  
Figure 3.  Virtual SATCOM Spider Architecture. Focused beams from base station 
are bent by ionosphere to land on designated locations. Both friendly 
and adversary units can be serviced with network communications or 





2. To take advantage of the bandwidth available, can an aperture (antenna) be designed that 
generates the radiation pattern needed to project the electromagnetic field at the required 
power, azimuth, and elevation to allow high-speed data flow? Can the radiation pattern 
(beam) be adjusted quickly enough to adapt to a changing ionosphere to target a specific 
mobile user? Additionally, can the beam move quickly enough to time share service 
between multiple users?  
 
 
3. This system requires the receiver to provide feedback to the transmitter on the quality of 
the signal. The feedback will enable the system to adjust in real-time and maintain a high-
speed link. The system will divide the available spectrum bandwidth into subchannels. 
Orthogonal Frequency Division Multiplex (OFDM) is state of the art for high-speed 
communication in multipath channels. It efficiently divides a wide bandwidth frequency 
allocation into numerous subchannels. The subchannels are spaced orthogonally so that 
the sidebands cancel out. This enables the subchannels to be placed closer together. This 
frequency compression allows more parallel channels within a given bandwidth. Each 
subchannel will carry a different data stream. With feedback from the receiver, the 
transmitter can change modulation on the subchannels and use the best channels for data 
transmission.  
Figure 4.  With ground stations in Guam, Hawaii and California, the 
Pacific is connected from the USA to China. Unit A, B and C can 













 One tactical disadvantage of current HF skywave communications is adversary detection and 
localization of HF emissions. It is common for adversaries to establish Signals Intelligence (SIGINT) 
sites that attempt to exploit HF communications. If the adversary can determine a line of bearing of a 
target signal from a few locations, the intersection of the lines of bearing can be used to localize the 
target’s positions. The advantage of the systems proposed in this dissertation is the ability to reduce the 
mobile unit’s transmission signal power to reduce the probability of detection.  
 The 20-dBi gain of the base station has an 18-dB advantage over an omnidirectional antenna. 
Therefore, the mobile transmitter can reduce transmitted power by 20 dB from the typical communication 
link between omnidirectional antennas. For example, if a 1000-watt (30 dBW) transmitter is needed for 
omni to omni antenna configurations the 20 dB reduction results in a 10 dBW transmission or 10 watts. A 
20-dB reduction in transmitted power even from an omnidirectional antenna, would significantly reduce 
the probability of detection. If the mobile platform employed a directional antenna, for example, a log-
periodic dipole with 6 dB of gain, the mobile transmission would be even more challenging to detect by 
an adversary. When two or more mobile platforms want to link together, they can all transmit at minimal 
power to allow detection by the high gain ground station. The ground station will rebroadcast the signal 
back to all units in the network using high power and a high gain antenna. Though the adversary may 
detect the ground station transmission, the probability of detection of the mobile platform is significantly 
reduced.   
 
 An antenna with 20 dBi of gain in the HF frequency range is massive. Using the AN/TPS-71 
ROTHR radar as a test platform, we see that the system is a bistatic system with separate receive and 
transmit antenna arrays. In the literature, this is commonly called quasi-monostatic since the distance 
between transmitter and receiver (about 100 km) is small relative to the range to the target (>2000 km).  
The TPS-71 receiver is a linear array of 372 vertical twin monopoles. It has a total length of 2.6 km (1.6 
miles). The transmitter, at another location, is a two-band linear array of 16 vertical log periodic antennas 
for each band, a total of 32 antennas. This transmit/receive system is too large for mobile systems but is 
reasonable as the antenna system at ground stations that can service multiple mobile platforms. To 
maintain connectivity with numerous mobile platforms with directional beams requires the ability to 
move the beam steering from platform to platform. TPS-71 is a radar system that scans or moves the 
transmit and receive beam to put the transmitted sign energy where it is needed. Due to the size, 





 The Virtual SATCOM system can perform numerous missions. The primary objective of this 
system is command and control (C2), i.e., connecting units in an information-sharing network. The 
system can support other missions — for example, Electronic Warfare against an adversary system. 
Electronic Warfare i.e., jamming is denying the use of the electromagnetic spectrum to the adversary 
while assuring friendly use. Due to the spatial segregation of the beams, the base stations’ high-power 
transmitter and high gain antenna can direct jamming energy onto adversaries while communicating.  
 
 A typical SATCOM system has three pieces: 1) the ground station that acts as a gateway to 
internets and controls the satellite, 2) the mobile terminal that is usually a mobile platform like a ship or 
aircraft, and 3) the satellite vehicle that acts as a high-altitude relay or transponder that receives uplink 
signals on one frequency and retransmits as a downlink signal on another frequency. Satellites use 
frequencies above the HF band that do not bend appreciably as they pass through the ionosphere. The 
high altitude of the space vehicle enables the satellite to see both the uplink and downlink transceivers.  
  
 Potential adversaries see satellite systems as crucial vulnerabilities. For example, China is 
focusing on counter-space, offensive cyber operations, and electronic warfare (EW) capabilities meant to 
deny their adversaries the advantages of modern information-driven systems.  
 China’s People’s Liberation Army (PLA) is acquiring a range of technologies to improve China’s 
counter-space capabilities. In addition to the development of directed energy weapons and satellite 
jammers, China is also developing anti-satellite skills and has undoubtedly made progress on the anti-
satellite missile system it tested in July 2014.  In the summer of 2014, China conducted a space launch 
that had a similar profile to the January 2007 test [5]. China’s state-run news agency, Xinhua, reported on 
July 24, 2014 that the military had announced a successful missile intercept test. According to Xinhua, 
China’s Ministry of National Defense stated on its website that the test “achieved the preset goal.” In 
2013, China launched an object into space on a ballistic trajectory with a peak altitude above 30,000 km, 
which could have been a test of technologies with a counter-space mission against geosynchronous orbit. 
According to a 2013 press release from the Chinese Academy of the Sciences’ National Space Science 
Center, the sounding rocket was launched from Xichang Satellite Launch Center and carried payloads for 
studying the high-energy particles in the upper atmosphere and near-Earth space. 
 “The launch appeared to be on a ballistic trajectory nearly to geosynchronous Earth orbit,” 





The launch profile was not consistent with traditional space-launch vehicles, ballistic missiles, or 
sounding rocket launches used for scientific research, the report stated.  
 PLA strategists regard the ability to use space-based systems—and to deny them to adversaries—
as central to enabling modern informationized warfare. Although PLA doctrine does not appear to address 
space operations as a unique operational “campaign,” space operations will likely form an integral 
component of other PLA campaigns as well as serve a key role in enabling actions that counter third-party 
intervention. 
 
 In addition to vulnerability, space systems are expensive. For example, the cost of the US Navy’s 
MUOS is $7 billion for five satellites [7]. Space systems require costly components to operate in the 
harsh space environment. Since repairs cannot be accomplished once a system is launched, the 
manufacturing costs are high to build in reliability. The launch costs are also expensive and carry several 
risks. 
 
 The long development timeline and the inability to upgrade space vehicles after launch is a 
technological vulnerability. For example, the MUOS satellite system, the newest SATCOM system 
launched in 2012, incorporates a 3rd generation communication technique called wideband code division 
multiple access (WCDMA) [8]. Though this is an upgrade to the existing (ancient) systems, it is already 
behind the times.  In 2020, state of the art in cellular communications is 4th generation with 5th generation 
being deployed.  A terrestrial-based system with 3G technology can migrate to 4th generation OFDM 
systems, but MOUS will likely still be using a 3rd generation technology when 6th or 7th generation 
systems are standard.   
 
 Capacity is another weakness of a satellite system. The concept of Data Fusion is the process of 
integrating multiple data sources to produce more consistent, accurate, and useful information than any 
single data source. If the communications path is limited, the ability of the sensors is reduced resulting in 
lower confidence in the fusion analysis. The proliferation of autonomous systems that operate beyond the 
horizon has demanding communication requirements. To rely only on satellite systems to relay sensor 
data is likely a single point vulnerability. The Navy’s vision of robust networks where every sensor is 
connected to every “shooter” requires numerous information channels. Satellite channels may not meet 






Within Information Theory [9], the Shannon–Hartley theorem (equation 1) shows the maximum 
rate at which information can be transported over a communications channel with a given bandwidth in the 
presence of noise. Bandwidth and SNR are the limiting parameters. Theoretical channel capacity (C) [bps] 
is a function of the bandwidth (B) in Hz, noise power (No) in W/Hz, and power at the receiver (Pr) in W.  
 
2log (1 )C B SNR= +  
(1) 








 The Friis transmission equation (equation 2) sometimes called the link budget, models the power 
at the receiver. The equation is presented in numerous publications including: [10], [11], [12], and [13]. 
The power at the receiver is a function of the power transmitted (Pt) in watts; gain of the antenna at the 
transmitter and receiver (Gt and Gr) in dBi; wavelength (λ) of the signal in meters; and range (R) between 
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 For example, if B is 3 MHz and signal to noise (SNR) is 15 times (or ~12 dB) the noise power, 
then the channel capacity is C= 12 Mbps. However, if bandwidth, B, is 3 kHz, the capacity is only 12 
kbps. As bandwidth increases, SNR decreases, so Pr must be increased to maintain the same SNR. Virtual 
SATCOM needs +42 dB of Pr increase to account for the increased bandwidth (30 dB of bandwidth and 
12 dB of SNR). Virtual SATCOM must increase Pt and Gt to meet the desired SNR. The Virtual 
SATCON base station design produces a base station gain (Gt) of +20 dBi and a base station power of (Pt) 





An ultra-wide bandwidth (3 MHz) signal transmitted from a typical omnidirectional 
communication antenna would interfere with many other users of the spectrum. In practice, the two ways 
to share the spectrum are to lower the transmitted power significantly or to separate the wideband channel 
from other users spatially. Lowering the power will reduce the SNR, so our design proposes a high gain 
antenna to focus the energy into a spatially narrow 1° beam and thus reduce the energy on other users of 
the same spectrum.  From the ground station to the mobile, we use a high power very narrow beam to 




 Table 1 lists the channel capacity for six different scenarios varying one of the input parameters. 
The range is 3,000 km for all situations except ship to ship which is set to 1000 km. The reason for the 
Freq C Eb/N0 SNR        B                 No Pr Pt Pt Gt Gr        PL        λ Range  L          
[MHz] [Mbps] [dB]     [dB]   [Hz] [W/Hz] [dBW] [W] [dBW]  [dBi] [dBi] [dBW] [m] [m] [dB]
Operator input X X X X X X X X
7 28.267 18.62 28.36 3E+06 1.0E-14 -46.87 200000 53 20 2 118.88 42.86 3E+06 3
Forward link 14 22.286 13.63 22.34 3E+06 1.0E-14 -52.89 200000 53 20 2 124.90 21.43 3E+06 3
21 18.807 13.63 18.81 3E+06 1.0E-14 -56.41 200000 53 20 2 128.42 14.29 3E+06 3
28 16.360 8.95 16.32 3E+06 1.0E-14 -58.91 200000 53 20 2 130.92 10.71 3E+06 3
Forward link 7 11.006 22.71 33.13 1E+06 1.0E-14 -46.87 200000 53 20 2 118.88 42.86 3E+06 3
Low bandwidth 14 9.008 17.56 27.11 1E+06 1.0E-14 -52.89 200000 53 20 2 124.90 21.43 3E+06 3
BW=1 MHz 21 7.841 17.56 23.59 1E+06 1.0E-14 -56.41 200000 53 20 2 128.42 14.29 3E+06 3
28 7.016 12.63 21.09 1E+06 1.0E-14 -58.91 200000 53 20 2 130.92 10.71 3E+06 3
Forward link 7 22.306 13.64 22.36 3E+06 1.0E-14 -52.87 200000 53 14 2 118.88 42.86 3E+06 3
Low Gain 14 16.281 8.99 16.34 3E+06 1.0E-14 -58.89 200000 53 14 2 124.90 21.43 3E+06 3
Gt=14 dBi 21 12.771 8.99 12.81 3E+06 1.0E-14 -62.41 200000 53 14 2 128.42 14.29 3E+06 3
28 10.666 4.81 10.32 3E+06 1.0E-14 -64.91 200000 53 14 2 130.92 10.71 3E+06 3
7 25.283 16.10 25.36 3E+06 1.0E-14 -49.87 200000 53 20 2 118.88 42.86 3E+06 6
Forward link 14 19.321 11.25 19.34 3E+06 1.0E-14 -55.89 200000 53 20 2 124.90 21.43 3E+06 6
21 15.873 11.25 15.81 3E+06 1.0E-14 -59.41 200000 53 20 2 128.42 14.29 3E+06 6
High RX/TX losses 28 13.468 6.79 13.32 3E+06 1.0E-14 -61.91 200000 53 20 2 130.92 10.71 3E+06 6
Forward Link Average 17.500 16.035 12.944 20.40 3E+06 1.0E-14 -56.02 200000 53 18.50 2 125.78 22.32 3E+06 3.75
Freq C Eb/N0 SNR        B                 No Pr Pt Pt Gt Gr        PL        λ Range  L          
[MHz] [Mbps] [dB]     [dB]   [Hz] [W/Hz] [dBW] [W] [dBW]  [dBi] [dBi] [dBW] [m] [m] [dB]
Back link 7 4.745 7.36 14.12 1E+06 1.0E-15 -75.88 100 20 6 20 118.88 42.86 3E+06 3
Reduced Noise 14 2.898 3.48 8.10 1E+06 1.0E-15 -81.90 100 20 6 20 124.90 21.43 3E+06 3
BW=1 MHz 21 1.952 1.67 4.58 1E+06 1.0E-15 -85.42 100 20 6 20 128.42 14.29 3E+06 3
Tx=100W, 6 dBi 28 1.386 0.66 2.08 1E+06 1.0E-15 -87.92 100 20 6 20 130.92 10.71 3E+06 3
Back Link Average 17.500 2.745 3.291 7.22 1E+06 1.0E-15 -82.783 100 20 6 20 125.78 22.32 3E+06 3
7 2.227 1.47 5.66 1E+06 1.0E-15 -84.34 100 20 6 2 109.34 42.86 1E+06 3
Ship to ship 14 0.941 1.47 -0.36 1E+06 1.0E-15 -90.36 100 20 6 2 115.36 21.43 1E+06 3
Range=1000km 21 0.495 1.47 -3.88 1E+06 1.0E-15 -93.88 100 20 6 2 118.88 14.29 1E+06 3
Tx=100W, 6 dBi 28 0.299 1.47 -6.38 1E+06 1.0E-15 -96.38 100 20 6 2 121.38 10.71 1E+06 3
Ship to Ship Average 17.500 0.991 1.47 -1.24 1E+06 1.0E-15 -91.24 100 20 6 2 116.24 22.32 1E+06 3







reduced range for the ship to ship is that the data rate was very low at 3000 km and judged not to be a 
viable scenario. The power of the Tx and gain of Tx antenna are based on similar over the horizon radar 
systems, e.g., AN/TPS-71. Noise power was derived from studies of various ionosphere conditions [14] 
[15] [16] [17] [18] and [19]. The 3 MHz bandwidth was a tradeoff between the bandwidth required to 
enable high data rate, but it was not so wide that signal to noise ration reduction significantly affects data 
throughput. The frequency range (7-28 MHz) was based on the availability of the ionosphere discovered 
through our modeling of the ionosphere and the physical size of the antenna. Frequencies below 7 MHz 
will significantly increase the size of each antenna element and require additional elements to meet the 
narrow beamwidth requirements.  The table shows that lower frequencies (7 MHz) experience less 
propagation loss. Our analysis starts with a two dBi dipole mobile antenna for reception and six dBi gain 
for the mobile unit transmitter. All scenarios experience better throughput at the lower end of the 
frequency range due to reduced free space path loss.  
 The forward link data rate is the most important. The system is designed to connect mobile to 
mobile customers and connect mobile users to the sizeable amounts of shore to ship information products. 
This includes significant amounts of ISR (intelligence, surveillance and reconnaissance) date. Other high 
data documents are air tasking orders (ATO), which is a large file that needs to be relayed to all ships to 
ensure mobile units do not inadvertently attack friendly aircraft with anti-air weapon systems.  
 The forward link from the ground station to the mobile unit is presented in the first four scenarios. 
The first scenario is the expected normal mode and results in a minimum of 16 Mbps data rate. The inputs 
to this run include a 200 kW transmitter at a bandwidth of 3 MHz and a range of 3000 km. Noise spectral 
density was input at -140 dBW/Hz. This noise density level is a conservative estimate, 25 dB above most 
of the literature [20]. Also added was a -3dB attenuation loss to account for absorption in the D and E 
layers. For antenna gain, two dBi was used for the mobile receiver and six dBi for the mobile transmitter. 
The ground station antenna gain is 20 dBi.  
 In scenario two, the bandwidth is reduced to 1 MHz, and the average data rate is 9 Mbps, just 
under the design goal of 10 Mbps. However, if the lower frequencies around 7 MHz are available, the 
data rate is above the 10 Mbps level.  
 In the third scenario, the gain of the ground station antenna array is reduced to 14 dBi, and the 
data rate is above 10 Mbps at all frequencies. In the fourth scenario, the absorption loss was increased to 6 
dB, and this still resulted in data rates above 10 Mbps at all frequencies.  The average data rate for all four 








 The backlink from the mobile unit to the base station does not have the same high data 
throughput. The driving factor for this is a reduction in transmitter power. To provide a low probability of 
detection, the mobile unit’s power has been reduced to 100 W. This is a 33 dB reduction compared to the 
forward link. In the transmit mode, the mobile will employ a steerable, horizontal log periodic dipole 
antenna. This antenna will have a minimum of 6 dB of gain with low sidelobes off-boresight.  For 
example, the Alaris RPL-10-30 [21] has a gain of 9 dBi and operates in the 10-30 MHz range. It has an 8-
meter beam length and could be installed on top of a ship’s mast with some thorough engineering. It 
meets MILSTD-810 environmental standards. In the backlink scenario, the noise power was reduced to -
150dBW/Hz and bandwidth was reduced to 1 MHz. The average data rate is 3 Mbps and would be 
adequate data offload from a mobile maritime platform. When lower detection probability is required, the 
mobile unit can reduce power to 10 W.  
 The final scenario is provided as a reference point to show the advantage of using the ground 
station as a relay. Here the transmitting unit employs a directional antenna with six dBi of gain to another 
unit’s omnidirectional antenna. The range has been reduced to 1000 km to minimize the free space path 
loss. Even at this much closer range, the data rate is half the rate when using the ground-based relay 
station. In other words, if two ships are 1000 km apart, they will see twice the data rate if they relay the 
information through the relay station that is 3000 km away from both units.  
 The Virtual SATCOM ultra-wide bandwidth signal uses a 1000 time larger bandwidth compared 
to current (3 kHz) narrow-band modulations and results in a much higher information rate. An advantage 
of the low power mobile Tx is that an adversary’s HF Direction Finding (HFDF) and Signals Intelligence 
(SIGINT) capability is reduced because the power of the signal is reduced in the direction of the HFDF 
and SIGINT systems. Another tactic is to use the high power directional base station as a jammer against 
adversary HFDF, SIGINT and over the horizon radar equipment to cover friendly communications; note,  
the jamming will not affect the connections, so simultaneous jamming and communications on the same 





Table 2. Comparison of Data Rate between Satellite and HF Link 
Example 1 SATCOM 
Geostationary orbit at 36000km; Range =36e6 m;  
Power of transmitter (Pt)=20W =13 dBW;  
Gain of satellite antenna= 33dBi 
Frequency (Fc) = 4 GHz 
Wavelength (λ) = .075 m;  
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= 10 dB 
10 ( ) 54.4 10 44.4b dBLog R = − =  
 
Bit rate = 104.44= 27.5 kbps 
Example 2 Virtual SATCOM 
HF Link; R=3000km =3e6 m,  
Power of TX (Pt) =200 kW=53dBW,  
Gain of TX=20 dBi 
Fc=15 MHz; 
Wavelength (λ) = 20 m;  
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Pr  dB =  Pt + Gt- PL = 53+20-125.5=-52.5 
dBW 
 
Because of the shorter path 
and longer wavelength, the 
Virtual SATCOM is 97 dBW 
more powerful at the receiver.  
 
Where:  
Eb= Energy per bit= Pr*Tb [Ws] 
No= noise power; [W/Hz] 
Tb=time per bit; [s] 
Pr= power at receiver =Rb*Eb [W] 
Rb= bit rate = 1/Tb [s-1] 
SNR = signal to noise ratio  
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Bit rate = 107.75= 56.23 Mbps 
 
 





 Table 2 is a comparison of SATCOM and Virtual SATCOM links assuming typical power, 
antenna gain, and frequency of the systems. Satellites must produce their power with solar energy so 20 
watts is a reasonable transmitter output. Modern satellites use high gain antennas to compensate for the 
lower transmitter output [22].  The 33 dBi estimate used here is a generous gain estimate.  
 The Virtual SATCOM system has a significant bit rate due to a couple of factors. The Virtual 
system’s signal distance is 12 times less, and the wavelength is 267 times greater than the satellite system. 
These two inputs drive down the free space path loss. Even though the Virtual system’s noise level is 
much higher, the power and range advantage can move data faster. Some SATCOM systems operate at 
higher frequencies in the Ku and Ka bands with high gain antennas, but the higher frequency increases the 
free space path loss. Generally, all geosynchronous satellite systems face the same limitations in range 
and power. The long-distance to the geosynchronous orbiting vehicle and the limited power of the solar-
powered transmitter limit the data rate. The advantage the satellite does have is the bandwidth available in 
the higher frequency bands. To compete with SATCOM, Virtual SATCOM needs additional bandwidth. 
Frequency reuse is the solution.  
 
 The propagation advantage of the HF spectrum for BLOS communications has been exploited 
since the 1920s. Early users of the spectrum employed a wireless telegraph type service using Morse code 
on narrowband CW transmitters. First broadcast services operated AM, FM and single sideband (SSB) 
signal modulations. Today, typical SSB analog voice communication is allocated a 3-kHz of bandwidth. 
Though each country manages the spectrum within its borders, the International Telecommunication 
Union (ITU) [23], an agency of the United Nations, assists in the management for signals that will cross 
borders. The ITU allocates global radio spectrum and develops the technical standards that ensure 
networks and technologies seamlessly interconnect without interference. The HF propagation channel 
travels thousands of kilometers, and many customers use a narrow band architecture within the HF band. 
This frequency allocation process is rigid and slow to change. It is out of date considering the capabilities 
of emerging HF techniques.  The current stringent allocation process is not efficient in managing the use 
of the dynamics of the ionosphere. For example, if the frequency allocated is not optimum for the current 
ionosphere the signal may not reach the receiver. A more dynamic frequency allocation system will allow 
systems to find the optimum channel conditions. 
 Additionally, the narrow bandwidth limits the data speed of the system. The current ITU and FCC 
policies for HF frequency allocations have not changed to accommodate the requirement to operate at 
high data rates. The ITU/FCC perspective is that frequency allocation and bandwidth restrictions do 





that connect customers through directional beams that deliver reliable signal power and bandwidth for 
high data rate transmissions. Our solution allows frequency reuse of the optimum frequencies on any 
given day.  
 
 There is abundant research on the various pieces required for this concept. Reference [24] is a 
model for OTH radar performance, much like a program called Provision of High-frequency Raytracing 
Laboratory for Propagation (PHaRLAP) model that was used in this work. The PHaRLAP model was 
designed for radar operations, but we have modified the program for our communications system. HF 
communications have been well researched since Marconi’s experiments in 1901. In 1955 and 1963,  Dr. 
J. Haselgrove [25] and [26] developed a ray tracing mathematics based on Hamiltonian equations that 
predicts the HF ray path through the anisotropic ionosphere.  Her work was incorporated into the 
PHaRLAP program developed by Dr. Cervera [14] and others to predict radar performance for the 
Australian Department of Defence.  
 The Virtual SATCOM system requires wide bandwidths up to 3 MHz. The US Air Force has 
studied 3 MHz bandwidths as presented in [27]. They developed a technique to measure the transfer 
function of the ray path and correcting for it in real-time. Their testing up to a bandwidth of 3 MHz shows 
that the correlation technique is feasible, and the correction is valid for several seconds. In [28] Fabrizio 
discusses an experiment using four different adaptive beamforming techniques for OTHR. The paper 
reports success was operating in a bistatic mode. Though this is a radar system, logically, HF 
communications systems can apply similar adaptive beamforming signal processing to improve the 
reliability of data transmission.  
Many countries operate OTHR systems, including Australia, China, France, Iran, Russia, and the 
United States [29]. These systems employ large land-based antennas to focus the beam in the area to be 
searched. The beam is electronically steered in azimuth to search within the designated area. Typically, 
the receiver and transmitter are separated by approximately 100 km to prevent short-range clutter 
affecting the system. The operators use knowledge of the channel conditions gained from ionosonde to 
know the optimum frequencies to reach the desired search range.  The systems typically transmit at a 
bandwidth of 100 kHz. The systems are frequency agile to adjust frequency to move the beam and adapt 
to the changing ionospheric conditions. The frequency allocation is contingent on the radar system using 
real-time knowledge of the spectrum and agility to avoid interfering with other users of the spectrum. In 
the case of the US AN/TPS-71, OTHR systems in Texas, Virginia, and Puerto Rico, the systems beams 





There are many articles on the use of electronically steerable directional antenna systems for 
radars [3] [29] [28], but very few address the system’s application to communication systems. Somewhat 
unique are radar designs that operate at HF frequencies. At these frequencies, the beamforming task 
requires many elements that are spaced 10-20 meters apart. This results in a considerable array, on the 
order of a few kilometers. The United States, Australia, China, Russia and France are a few of the 
countries that operate OTHR systems in the HF frequency range.  
There is published research on wideband HF communications [13] [30] [31], and the US military 
has adopted a wideband frequency modulation (MILSTD-188-110D) called WBHF, but the maximum 
bandwidth is 48 kHz. Our system uses a 3 MHz channel, which is 62 times larger than WBHF and 1,000 
times the bandwidth of a standard 3 kHz HF communications channel.  
Our research is unique in that we are combining the requirement for a large electronic steerable 
array across an ultra-wideband frequency bandwidth. In Information Theory, bandwidth and SNR are the 
variables that limit information speed. Our approach includes a directive aperture to increase SNR across 
an ultra-wideband signal.  
 
The HF spectrum (2-30 MHz) is allocated to many users and is divided into many narrow 
bandwidth slices.  Today, data is sent to support a wide variety of applications, including chat, email, 
situation awareness, file transfer, and network information exchange. Many applications require error-free 
data and utilize a reliable acknowledged (ARQ) based data link to ensure proper transfer of the data. 
STANAGs are standards developed by NATO that define processes, procedures, terms, and conditions for 
common military or technical procedures or equipment between the member countries of the alliance. The 
most popular standards are STANAG 5066 and STANAG 4538 which send error-free data and adapt to 
channel conditions. In [32] Johnson provides an overview of military HF communication standards.  
STANAG 5066 has become the choice of many military organizations for data communications. 
The building blocks of the STANAG 5066 system is a computer connected to a wired network (Ethernet). 
Data intended for transmission is passed through a crypto device and then to a modem that converts the 
data to analog signals (ones and zeros) that are sent to the radio for transmission. The STANAG 5066 
systems is a computer linked to a wired network, a modem, crypto gear, and a radio with automatic link 
capability.  
A modern HF system should have an HF management system that can include Automatic Link 
Establishment (ALE) features. ALE features adjust the frequencies to maintain connectivity as the 
propagation path changes. Mil-STD-188-141 is a series of military standards that define how this data 





Typically, ALE systems have a list or table of frequencies. The transmitter and receiver cycle 
through those frequencies to find a frequency with the best propagation channel. If the channel is lost, the 
system will search, acquire, and reconnect on a new frequency.  MIL-STD-188-110D [33] is a set of 
standards that define the modem's output. For example: 
• Appendix A describes the requirements for an optional local area network (LAN) 
interface for radio data modems. 
• Appendix B disrobes a 39-tone parallel mode  
• Appendix C describes the HF waveform for data rates above 2400 bps in 3 kHz channels. 
These may be termed narrowband, medium data rate (MDR) waveforms. 
• Appendix D describes the HF data modem waveforms for use with single contiguous 
bandwidths from 3 kHz to 48 kHz. 
Only MILSTD 188-110D, Appendix D standards present HF modulations that appreciably 
increase the data speed on an HF network. However, the higher data rate modulations employ very high 
symbol speed and noise-sensitive modulation. These parameters will likely fail in long-range BLOS HF 
scenarios due to multipath interference and HF environmental noise. In Chapter 4, this dissertation 
presents a better way to modulate the wideband signal that results in a higher data rate and improved 
BER.  
 
 Figure 5 and Figure 6 present the Virtual SATCOM Systems Diagram and Functional Diagrams. 
The system is composed of six parts. The Environment Monitoring Station (EMS) will assist the Systems 
Control Room in evaluating the ionosphere and help mobile units join the Virtual SATCOM system. The 
System Control Room (SCR) is the central control station for the entire system controlling what 
information systems (application) are connected to which mobile units. The Array Control Room (ACR) 
will control the beam steering input to the Element Control Units (ECU). The ECU will convert the 
digital signal from SCR into an RF signal for the LPDA antenna array. There is one ECU for every 






Figure 5.  Virtual SATCOM Diagram. 
 
 The first purpose of the EMS is to provide a real-time picture of the ionosphere for the entire 
operational theater.   The second purpose is an omnidirectional narrow band low data rate command and 
control link with mobile units to coordinate inclusion in the Virtual SATCOM network. This EMS will 
have a series of vertical and oblique sounders to see the environment. In the 1950s and 1960s, Naval ships 
had an onboard system called a chirp sounder. A chirp sounder [34] is a system of transmitters at ground 
sites and receivers on mobile units. Only the frequencies that can propagate will be received.  The 
transmitted signal is scanned across the entire band (7-28 MHz). The frequencies received by the ship will 
inform them what frequencies will operate. There are modulation and techniques outside of military 
systems that can work at very low power range of millivolts. One method is called the Weak Signal 
Propagation Reporting (WSPR) system. Though the amateur radio community uses the WSPR system, 
the software is open source and the DoD could use the system on DoD authorized frequencies.  
 The ship will need to communicate with the Virtual SATCOM their position and the best-





system with a low probability of detection by adversaries. The EMS will coordinate the initial command 
and control required to initiate the connection via an omnidirectional antenna system.  
 
Figure 6.  Virtual SATCOM Functional Diagram.  
 
 The Signal Control Room (SCR) is the central control location for the system. The SCR will take 
input from EMC to determine which units want to join the network and what are the best frequencies to 
communicate. The SCR will prioritize mobile units and allocate frequencies to be used for each unit. The 
frequency allocation will include what information systems i.e. email, chat, etc. and the amount of data 
that needs to be transmitted. In Chapter 4, this dissertation shows how the system will allocate 
applications to data blocks for transmission. Data blocks are 161 kHz frequency blocks that include two 
24 kHz and two 48 kHz MILSTD 188-110D modulations. The advantage of the MILSTD modulation is 
that the interleaving, forward error correction and modulation type i.e. QPSK, 16 QAM has been 
determined. Within each data block are monitoring, and command and control signals to monitor the bit 
error rate and then adjust and control the modulation path as required. An innovation that this dissertation 
presents is the use of an OFDM technique in the MILSTD188-110D standard. We are using 
MILSTD188-110 3 kHz modulations compressed into 48 and 24 kHz bandwidths.   Virtual SATCOM’s 
design advantage is the flexibility to adjust the beam, the frequency, the bandwidth, and the power, in 
real-time. Therefore, during periods when the available spectrum is limited, the SCR can adjust to ensure 






 The Array Control Room (ACR) performs the function of controlling the antenna array steering. 
It is an automated control room that calculates the weighting and phase shift for each antenna. Virtual 
SATCOM utilizes smart antenna processing, which means it uses adaptive digital processing to adjust the 
weighting and phase to properly steer the antenna in the desired direction keeping the beamwidth as 
narrow as required to avoid interference with other users of the spectrum. When the ground station is 
operating as a receiver, the ACR will adjust the weighting to reject interference and jamming from 
different directions. 
  
 The Element Control Units (ECU) primary function is the conversion of the symbol stream from 
a digital to analog RF signal. In this design, there are 200 ECUs, one for each antenna.  The ECU uses an 
Inverse Fast Fourier Transform to convert digital symbols in the time domain into sub frequencies in the 
frequency domain. The sub frequencies are converted back into the time domain, depending on the 
bandwidth set by the SCR. The ECU will apply the weighting and phase shift determined by the ACR. 
The ECU will amplify the signal and feed it to the antenna element. There is a feedback loop that will 
ensure that the output of the amplifier matches the intended value output from the IFFT. This function 
will add a predistortion signal onto the subchannels amplitude to ensure the output signal is correct. This 
is a vital function to ensure 200 individual antenna elements are in sync to properly steer the beam.  
 
 Each ECU will control one vertically polarized LPDA antenna. The design includes 200 elements 
with a 10-meter separation between elements. The LPDA antenna is inherently a broadband resonator and 
the Virtual SATCOM antenna is designed to operate between 7 and 28 MHz at 3 MHz of bandwidth. 
Narrowband antennas do have the ability to resonate from 7-28 MHz but not across 3 MHz at low 
VSWR. The 10-meter separation is driven by the half wavelengths of the highest frequency, 28 MHz. The 
total length needed to enable the generation of a narrow 1° beam is just under 2 km. The antenna array 
design is a crucial contribution to this work and is further discussed in Chapter 4.  Though the LPDA 
design was chosen due to the broadband feature, it will also contribute to the total directivity of the array. 
The LPDA vertical orientation will narrow the beam in the elevation direction while the 200-element 
design will narrow the beam in the azimuth direction. The physical antenna will be a wire antenna 





the TPS-71 ROTHR system, but in the Virtual SATCOM design, there is six times the number of 
antennas (200 vs. 32). Note, the ROTHR receiver has over 300 antennas.   
 The design has flexibility and redundancy. The choice of a 200-element array with an ECU for 
each antenna will allow numerous configurations. For example, one beam using every fourth antenna 
operating at 7 MHz could be paired with two beams at 14 MHz using 150 antennas leaving 50 antennas 
remaining. The beamwidth will be larger, but the operational tempo may require more beams and broader 
beamwidths.  
 As stated, the strategic advantage of a Virtual SATCOM system is relaying via a ground station 
allowing the mobile user to operate at much less power and gain while receiving high data rate signals. In 
the next section, the shipboard architecture is presented. 
 
 On top of Figure 7 is the silhouette of a mobile unit. It shows the addition of three new antennas. 
Two conical monopoles receive antennas, one on the bow and one amidships, and a directional horizontal 
log periodic antenna on the mast. The directional LPDA antenna is mechanically steerable in azimuth and 
is horizontally orientated to focus the energy in azimuth. Note: the figure shows the antenna in a vertical 
orientation to visualize on a 2-D graphic. 
   
 In the normal receive mode, the incoming signal energy will resonate on the conical antennas. 
Two antennas provide redundancy and may be able to be combined in a MIMO mode. The advantage of 
the conical antenna is like the log-periodic in the broadband capability. This is important for an antenna 
that will be receiving over a 3 MHz bandwidth. The conical antenna is not new; 20 years ago, the US 
Navy had many ships with this type of antenna before SATCOM replaced HF as the principal BLOS 






Figure 7.  Mobile Unit Antenna Configuration and Functional Diagram. 
 
 The ADC will convert the RF signal from the antenna to digital and then apply a Fast Fourier 
Transform to convert the time domain signal to a multi-frequency OFDM signal for demodulation in a 
software defined radio. The digital message will be decrypted to remove the encryption applied before 
transmission. The data flows into the ship’s Automatic Digital Network System (ADNS). ADNS uses off 
the shelf protocols, processors and routers to efficiently connect the ship’s digital communication systems 
to the ship’s internal network system called Consolidated Afloat Networks and Enterprise Services 
(CANES). It is helpful to think of the ADNS as the ship's WAN connecting to other ships and shore sites 
and CANES as the ship’s LAN connecting the workstations to off-ship customers.  
 When the ship is transmitting, workstations or radios traffic will be routed by the ADNS to the 
Virtual SATCOM control system. The system will initiate a connection to the Virtual SATCOM system 
via a low probability of detection, narrow band, weak power signal. The Virtual SATCOM ground station 
will allocate bandwidth to the unit to begin connection at low bandwidth and then will increase the 
bandwidth as required once connectivity is established. More detail is provided in Chapter 4. Once 





a multichannel frequency domain in the Inverse Fast Fourier Transform (IFFT) and then converted to a 
time-domain analog signal (DAC) and amplified as required before transmission on the LPDA antenna 
that has been mechanically steered to that designated ground station.  
 The advantage of a directional LPDA antenna for transmitting is the ability to increase gain in 
one direction while decreasing gain in another. For example, a ship in the western Pacific Ocean can point 
the LPDA antenna at the ground station to the southeast with 6-9 dBi of gain while reducing signal 
energy propagation in the direction of a potential adversary to the west. However, the choice of the 
antenna to transmit or receive function can be interchanged to provide the best way to meet operational 
requirements.   
 
 Connection to the Virtual SATCOM network starts with an understanding of the environment and 
communication via an omnidirectional command and control (C2) system to establish wideband high data 
rate information flow. The Environmental Monitoring station is a network of ground and shipboard 
stations with various tools to measure the ionosphere in real-time and share that information with other 
locations. The data is used to build and monitor a real-time state of the ionosphere to select the best 
frequencies for Virtual SATCOM operations.  As illustrated in Figure 8, the west Pacific Ocean with 
sounders and beacons in various locations can provide both vertical and oblique soundings. In the 1950 
and 1960s, the US Navy operated an oblique propagation system called a chirp sounder. Ground sites 
would transmit a linear changing FM signal starting at the low end of the band and ending at the highest 
Figure 8.  Omnidirectional Environmental Sounding and Command and Control 
Network. Using LPD low power low data rate communications, the mobile unit 





frequency in the band. The receiver was on ships and they would monitor for signal energy. When energy 
was received from a ground site, it indicated that energy transmitted from that site would propagate to the 
ship (Figure 9). This would inform the ship on which frequencies were best to communicate with that site. 
By encoding the transmitted signal, the mobile receiver would know the best frequencies for initial 




Figure 9.  Chirp sounders were receivers that were used by mobile units to determine the 
best propagation path in the HF band of interest. The receiver would show the 
best frequencies for propagation. A similar system will be used for Virtual 
SATCOM services.  
 
 
• Provides real-time Omnidirectional oblique ionosphere soundings, transmitted by base 
stations (Guam and Hawaii) to mobile platforms to establish the best frequencies for 
communication. 
• Transmitter sweeps FMCW beacon from 7 to 28 MHz. 
• Mobile units only receive signals with suitable propagation parameters. 
• Mobile units relay location and best frequency for communications on C2 frequencies of 
10, 15, 20 & 25 MHz using narrowband modulation using FT8 like modulation.  
• The base station will respond on check-in frequency with specific communication 
frequency, modulation, etc. for the unit check-in. 
• A directional AESA signal is transmitted by the base station to mobile platforms to 














• Once locked on, the base station will initiate communications at narrow bandwidth and 
slow data rate then increase bandwidth as the propagation environment is determined. 
• Once connected, the mobile unit and base station use Agile ALE techniques to maintain 
the best link. 
• A mobile unit will transmit the quality of service via set aside frequencies to help 
maintain high throughput data flow.   
 
 
Figure 10.  Once the mobile unit checks in on omnidirectional C2 Net, the directional AESA system 
will begin to transmit to the mobile unit to establish a link. 
 Mobile units will transmit their location and requests via coded narrowband low power 
communication. This system is similar to the FT8 and JS8 modulation schemes used in amateur radio. 
FT8 is an open-source code that operates on the amateur HF frequencies. The FT8 system transmits call 
sign, position and power level to the requesting caller. The user interface of an FT communications 
exchange is shown in Figure 11. This amateur radio modulation has had great success with thousands of 
contacts each day. The system is very reliable due to the extra bits used for FEC and synchronization. It is 
a reliable way to enable naval units to establish contact without compromising location.   This DoD 
system will not use amateur band frequencies but could use the same modulation techniques with 
different information on DoD allocated frequencies. A Navy application of this modulation would include 
coded location and best frequencies for connection and size data to be transferred. Below are the technical 
parameters of the system: 





• Bandwidth: 50 Hz within a 3 kHz window  
• Modulation is 8-FSK, tone at a frequency spacing of 6.25 Hz  
• Message length: 75 bits + 12-bit CRC  
• Forward error correction (FEC) code: Low-density parity-check (LDPC) at (174,87)  
• The time slot is divided into 79-time intervals  
• 58 intervals allotted for the message + FEC + CRC 
• 21 intervals allotted for SYNCH TONES 
• Synchronization is a 7x7 Costas arrays transmitting 7 Synch tones at the start, middle, and 
end of a message. 
• 79-time intervals, of 0.16-second duration. Thus, each symbol transmitted for 0.16 s.  
• Total message duration: 12.64 seconds 
• Decoding threshold: -20 dB 
• Multi-decoder finds and decodes all signals in the passband of 3 kHz.   
• Optional auto-sequencing and autoreply 
 
 Figure 11 is a graphic of the interface. The top of the graphic is a waterfall display showing signals 
versus time. The top is the newest signals and the bottom is the oldest. The lower area shows how the 
signals are decoded. Here call sign K4DGW has made contact with AC9HP. The two stations exchange 
call sign, position and received power. One the operator initiates the connection the two radios 
automatically exchange the information. The total time for all exchanges is 75 seconds.  
 
 Omnidirectional oblique ionosphere sounders transmit from base stations in Guam and Hawaii. 
Mobile units monitor for signal strength and frequency to determine the best frequencies for 
communication. USS XYZ’s sounding in Figure 9, shows the best frequency is 20 MHz from Guam. USS 
XYZ would transmit in code their call sign and location on predetermined check-in frequencies. Even if 
detected, the coding prevents an adversary from locating the unit. The power is low, so it is difficult for 
adversary HFDF equipment to determine the ship’s location. The ground stations will transmit 
instructions via omnidirectional C2 system to the USS XYZ, the check-in frequency, modulation and 
bandwidth of the narrow beam signal. Once a narrow bandwidth signal is stable between the ground 
station at Guam and the USS XYZ, the bandwidth will increase to meet the information flow rate 
required. The ground station and the ship will continue to monitor the data flow and adjust. As the 
ionosphere changes, the ground station will adjust what bandwidth and modulations are working. More 






Figure 11. Picture of an FT user interface. K4DGW is responding to a CQ request from 
AC9HP. K4DGW is transmitting on frequency 1450 to 1500 Hz above 7.074 
MHz. AC9HP is transmitting from 1867 to 1917 Hz above 7.048 MHz.  The 






CHAPTER TWO  
BANDWIDTH OF THE IONOSPHERE 
 
 Ionization is when a neutrally charged atom loses an electron and becomes positively charged.  
The Earth’s ionosphere, exposed to the radiation from the sun, is composed of layers of particles that have 
ionized when high energy ultra-violet and x-rays (photons) break electrons away from the atoms. For 
example, equation 3 shows monotonic oxygen when exposed to ultraviolet photons gives up an electron 
and becomes positively charged.   
 
 
1 1O O eγ
+ −+ = +  
(3) 
  
Monotonic oxygen is concentrated in a layer at a given altitude due to gravity. This process 
produces many free electrons at this altitude. These layers of free electrons react to signals, i.e. 
communication electromagnetic (EM) waves and oscillate at the signal’s frequency thus refracting the 
signal back to Earth and is detected by a receiver thousands of kilometers away. The ionosphere acts like 
a metal reflector above the Earth. This is the process that enables the signal to travel over the horizon 
(OTH). 
 
Figure 12.  Graph shows the concentration of gases in the atmosphere. For 






Besides refracting EM energy, the ionosphere protects the surface of the Earth from this 
hazardous radiation exposure. It is a complex inhomogeneous, anisotropic, non-linear, time-varying 
environment. Providing evidence that this natural phenomenon is harnessed for long range wide 
bandwidth communications required precision modeling of the ionosphere’s plasma with an interactive 
ray tracing simulation that shows the bandwidth limits of the channel paths from the transmitter to 
receiver. At ODU, we modified an EM propagation program designed for OTHR radar system 
development called PHaRLAP. It was developed by the Australian Defence Science and Technology 
Group to assist in the development of next-generation OTHR systems.  Our simulations show that the 
ionosphere can support the wide bandwidth necessary to communicate at speeds comparable with 
SATCOM systems.  
 The ionosphere, roughly 85-1,000 km above the Earth, is sometimes referred to as “nature’s 
satellite” because of the physical phenomenon of bending individual radio waves back to the Earth’s 
surface. As shown in Figure 12, below the ionosphere (<85 km), down to the Earth’s surface, the gases in 
the atmosphere (air) are mixed continuously by the sun’s heating the surface. Therefore, ionization 
concentration is deficient.   In contrast, above 85km, there is little mixing, so the atoms and molecules 
become stratified due to gravity. Lighter gases rise to the top and more dense particles stack below.  The 
atmosphere’s gases stratify (stack-up) into layers, based on density. In the presence of radiation, some 
gases experience ionization. Consequently, a significant number of ions are prevalent at the altitude of 
these layers. The ion itself is too massive and does not contribute to the refraction. It is the free electrons 
generated by the ionization that contribute.  Since the free electrons are less massive, they exhibit 
significant oscillations in the presence of an oscillating EM signal.  
 
 
 As seen in Figure 13, during the day, the ionosphere divides into four layers: D, E, F1, and F2. 
The lowest is the D layer at 85km, and the highest layer is the F2 layer at approximately 350 km. In the D 
layer, the predominant ion-molecule is nitric oxide.  At night, the D layer quickly depletes the free 
electrons. It dies within a few minutes of the sunset because the recombination rate at 85 km is high due 
to the higher atmospheric density. The D layer collapse is a desirable outcome because in the D layer 
collision between free electrons and ions is high, thus absorbing the signal energy and attenuating the 
signal energy. The key during the day is to operate far enough above the D layer plasma frequency, so 
electrons do not react in this layer. The electron density of the D layer is lower than the F layers, so the 
plasma frequency is less.  At night the F1 and F2 layers combine and stay ionized through the darkness 
due to the low ion density resulting in a lower probability of recombination. At approximately 300 km, 





 Consequently, the probability of collision is less, and the time to recombine is longer. Therefore, 
even after the sun has set below the horizon, the F layer still has enough free electrons to refract 
communication signals throughout the night. The F layer’s ion concentration drops during the night but 
not to a level that prevents communications. Because of the altitude of the F layer, the refracted signals 
travel much further before coming back to the surface. This makes the F layer the primary layer for over 
the horizon skywave communications.  
 The degree of ray bending is a function of the free electron concentration in the ionosphere and 
the frequency of the communication signal. The free-electron concentration changes as a function of time 
of day, along with the season, location and other factors like sunspot number. Therefore, the transmitter 
signal needs to change frequency to propagate to a precise location.  The mathematics algorithm that 
models this propagation path was developed initially by Dr. Jenifer Haselgrove in 1963 [26] and based on 




 Our studies have shown that there are consistency and reliability in the ionosphere. However, 
some dynamics that play a significant role in when, and at what frequencies the ionosphere can support 
communications. The concentration of free electrons determines the degree of refraction and the number 
of free electrons is dominated by the intensity of photon radiation from the sun. Photon concentration is 
affected by the time of day, season, sunspot number, and other factors. Photons affect ion concentration 
and ion concentration affects the amount of refraction. The use of a directional antenna that can adjust 
frequency, azimuth, and elevation can direct a beam of EM energy (a signal) to a specific location. 
Additionally, it can maintain connections with that location by changing frequency and elevation as the 
plasma of the ionosphere changes.  







 This simplified version of Snell's law (equation 4) shows the relationship between the angles of 
incidence and refraction for waves passing through a boundary of different media, such as layers in the 




  If φ1 is the angle of incidence in a medium with an index of refraction n1, then 2 is the 
angle of refraction in medium n2 (angle between the outgoing ray and the normal). If n1 > n2, then sin φ2 > 
sinφ1 and   φ2 is > φ1.  If the plasma frequency increases from n1 to n2, then n1 > n2. As a result, 2 must be 
greater than 1. 
 
 
 An understanding of how refractive index changes is central to understanding how the ray will 
bend. On the surface of the Earth, up to 60 km, the reactive index is approximately 1, and there is little 
refraction. The density of the atmosphere at lower altitudes is dense and ions have a short life cycle before 
collision and absorption. At higher altitudes in the ionosphere, this cannot be assumed and must be 
analyzed to understand signal propagation. The variable parameters that define the refractive index are 
signal frequency, free electron concentration, Earth magnetic flux in relation to signal path and collision 
frequency between free electrons and other particles (ions and neutral atoms). In Budden [13] equation 5 
provides a formula for a cold electron magnetoplasma with electron collisions that is very similar to the 
Appleton-Hartree formula.  
1 1 2 2sin sinn nφ φ=
sin φ1  





Figure 14.  Simple diagram showing ray traveling from lower to higher plasma frequency. As 
plasma frequency increases, index of refraction decreases, so, n1>n2. Therefore, sin φ2 
is greater than sin φ1 causing the ray to bend back toward the horizon. As this process 
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 Here N is the number of free electrons (m-3), e is the charge on an electron in coulombs (C), ε0 is 
the permittivity of free space 8.85 × 10-12 (F/m), and  is the angular frequency of the signal (2πf) (s-1). B 
is the magnetic flux vector of the Earth’s magnetic field (φB). ν is the collision frequency of free electrons 
in s-1 and Θ is the angle between the Earth’s magnetic flux and wave direction.  
































The U term has the least effect on propagation at high altitudes (F layer) and little effect at low altitude, as 
indicated in the example below. Example: calculate the U term at the height of 70 and 300 km at a 
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Figure 15.  Chart of effective collision frequency vs. altitude at a midlatitude on an 
average day [13] page 12. 
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To calculate n2 from X and Y on a typical day, we need to estimate the following: signal frequency is 15 
MHz, so angular frequency (ω) is 2πf = 9.43x107. Using the charts below, we calculated 1011 free 
electrons per m3 and Earth’s magnetic flux at 50,000nT.  
 
This results in: 
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where Θ is the angle between the signal direction and the Earth’s magnetic flux. Y is at a maximum when 
Earth’s magnetic flux and ray normal are in the same direction (0o) and at zero when ray normal and flux 
are 90o out of phase. 
In the F layer, the collision frequency is low, so U tends to 1 as can be seen in the Appleton-Hartree 









.036(1 0.036)( .036, .096, 0 ) 1
1 0.036 (.5)(.096 )(0)








.0347( .036, .096, 0 ) 1 0.9672,0.9602
.964 .09254










2 4 2 2
.036(1 0.036)( .036, .096, 90 ) 1
1 0.036 (.5)(.096 )(1) (.25)(.096) (1) (.59) (0)(1 .036)
n X Y −= = Θ = = −





2 .0347( .036, .096, 90 ) 1 0.9640,0.9637
.9594 .004608
0.9818,  and 0.9817
n X Y
n





Figure 16.  Shows electron density for a low and 





Figure 17.  Shows earth magnetic contour 
lines in nano Teslas (nT) for western 








 The average n is 0.981725, with a standard deviation of 0.0025. Applying the average to equation 
6 and assuming n1 is 1.0 and φ1 is 75 degrees and n2 is .0.981725, then φ2 is 80 degrees or a 5-degree bend 
towards the horizon.  As the ray travels through additional layers, it continues to bend back towards the 
surface of the Earth.  
 Index of refraction is a measure of the bending of a ray when passing from one medium into 
another. In this case, from one layer of the ionosphere to the next. In the plasma, the index of refraction is 
a complex term. For a collision-less plasma, this is simplified to the complex index of refraction in 























































 The index of refraction using equation 7 is very close to what was obtained in the Appleton 
equation (equation 6).  
 On the Earth surface (below the ionosphere), Ne is negligible, so plasma frequency, fp=0 and 
index of refraction (n) is 1.0. However, in the ionosphere, the critical frequency (fp) is not zero so n is less 
than 1. Using the example above, if n=0.982 and equation 4 (Snell’s Law) with φ1 = 75o then φ2= 80o.  
Successfully refracting the ray back toward Earth. Successive refractions, as the ray travels through many 
layers, will bring it back to the surface. 
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where Ne is the number of free electrons per cm3. 
 
 As mentioned earlier, this dissertation uses the PHaRLAP ray tracing model to quantify the 
availability of bandwidth to support a Virtual SATCOM system. The model was modified to show how 
much of the spectrum would refract onto a precise location. The next section will describe how this model 




 In 2014 the Australian Defence Science and Technology Organization (DSTO) developed an HF 
ray tracing toolbox called PHaRLAP to study the propagation of radio waves through the ionosphere. The 
2-D raytracing engine is an implementation of the 2-D equations developed by Coleman, based on the 
Haselgrove equations [35] [25]. This raytracing tool was developed by Dr. Manuel Cervera, of the DSTO 
and has been used in many papers to estimate the performance of over the horizon radars (OTHR) and 
other projects. 
 The PHaRLAP model uses a MATLAB program to calculate the refraction of RF waves and plot 
the ray path. The tool takes the International Reference Ionosphere (IRI) data and builds an electron 
density model. The IRI is an international project sponsored by the Committee on Space Research 
(COSPAR) and the International Union of Radio Science (URSI), see [36]. The IRI produces an empirical 
standard model of the ionosphere based on all available data sources. For a given location, time, and date, 
IRI provides monthly averages of the electron density, electron temperature, ion temperature, and ion 
composition in the altitude range from 50 km to 2000 km. The data sources are a worldwide network of 
ionosondes, and incoherent scatter radars and instruments on several satellites. 
 The PHaRLAP model calculates the plasma frequency for each element in the range-altitude grid 
for the location specified. It then, through incremental integration, calculates the ray path for a specified 
frequency given the locations, date, and time, and initial elevation and azimuth of the ray. The program 
begins with the initial coordinates (x, y, z) as the starting point. Using equations 9, 10, and 11, the 

















































 Since the ionosphere is a nonlinear anisotropic medium, the PHaRLAP model follows an 
interactive process (Figure 18). First, cutting the volume into a grid and using the electron density from a 
database solves for the index of refraction for each grid element. With the electron density, ray signal 
frequency, and incoming elevation angle, it can calculate the refractive index and using an algorithm like 
Snell’s Law, calculate the output angle. By piecing the segments together, the ray path for origin through 
the ionosphere and then back to the surface can be calculated. Without the refraction (dχ/dτ) of the 
ionosphere, the ray would continue out into space. As the ray reaches the ionosphere, the ion concentration 
increases. For HF band frequencies, the ions change the index of refraction and the new index of refraction 
leads to a new wave normal angle, i.e. the wave has been bent. The wave velocity and angle lead to a new 
position. The program continues through this process, calculating incremental changes until the wave 
reaches the surface or exits the grid.  
 The PHaRLAP model is based on the Hamilton principle. Dr. Jenifer Haselgrove was the first to 
derive the Hamiltonian ray tracing equations for HF radio waves through the ionosphere. These equations 
have been extensively used to study HF radio wave propagation and are the basis of the PHaRLAP 
program. Where χ is the angle between the wave normal and the respective axis, c is the speed of wave 
propagation in a vacuum, and n is the refractive index.  
 The PHaRLAP program divides the area of interest into a grid based on the input range (x) and 
the altitude range (z). Next, the plasma frequency is calculated based on the IRI date for the date and time 
to be modeled.  
 The model traces the signal’s ray as it refracts through the ionosphere. The refraction is a function 
of the free electron density and the signal frequency. The landing point depends on the elevation angle, 
the degree of refraction (bending), and the altitude of the bending. 
 The PHaRLAP model calculates the ion density using data downloaded from the International 
Reference Ionosphere (IRI) database [36].  
 We modified the model for a single hop point to point analysis. We ran the algorithm at many 
different frequencies, and elevations recording only rays landing at the locations of a mobile unit 3000 km 
north of the ground station in Guam. Guam was selected as a test location because of its strategic location 
in the Western Pacific Ocean. 
 The idea is: if the ground station transmits at the frequencies and elevations calculated by the 





kHz apart, equates to more bandwidth. In our testing, the test frequencies are spaced 100 kHz apart with 




 We selected Guam as a transmit location and ran the model every hour for 24 hours on September 
2, 2016, to capture the total picture for the day.  In Figures 19 and 20, we show propagation paths of rays 
transmitted north from Guam into the Pacific Ocean (13.4° N, 144.8° E) at midnight and local noon 
respectively. The color-coding of the background shows the plasma frequency at that range and altitude 
while rays (in white) are moving from the origin to a landing point on the right. Each graph shows only 
the rays that would land within 50 km of a point 3000 km north of Guam. In Figure 19 (midnight), there 
are 36 rays, spaced 100 kHz apart, which equates to 3.6 MHz of bandwidth. Compared to typical HF 
frequency bandwidth of 3 kHz, this is 1000 times larger than a narrowband signal. In Figure 20, at local 
noon, there are a total of 176 paths equating to 17.6 MHz of effective bandwidth available. 
 Figures 21 and 22, and Table 3 shows 24 hours of bandwidth availability. One difference between 
SATCOM and Virtual SATCOM is for Virtual SATCOM; bandwidth availability is a variable depending 
on the ionosphere. Most of the time, it is more than adequate, but bandwidth and data speed will be 






 In the discussion above, our analysis of the ionosphere shows that typically there is enough 
bandwidth available to support investment in a Virtual SATCOM system. The next step is to design an 
antenna array with a transmitter and receiver system that can take advantage of this bandwidth in the 
High-Frequency RF band. 
 Figure 18.  PHaRLAP Model flow chat. Locations, time, date, initial ray elevation, 
and azimuth angle are input into model. This data is combined with 
IRI date to computer plasma grid. Ray is plotted incrementally as it 






















Figure 19.  Local Midnight PHaRLAP graph of ray propagation looking north. Each 
ray is a different frequency and elevation angle. Graph shows only rays 
landing within 50 km of a point 3000km north of Guam. The plot shows 69 
rays with an effective bandwidth of 3.6 MHz.  
Figure 20.  Local Noon PHaRLAP graph of ray propagation looking north. Each ray 
is a different frequency and elevation angle. Graph shows only rays landing 
within 50 km of a point 3000km north of Guam. There are 1146 rays between 








Figure 21.  Graph shows the highest and lowest frequency that meet the test of 















FREQUENCY HIGH AND LOW
Freq High [MHz] Freq Low [MHz]
Figure 22. Graph shows effective bandwidth during 24-hour period for Guam on 







































0:00 25.6 20.5 5.1 36 3.6 
1:00 24.9 23.1 1.8 15 1.5 
2:00 23.1 21.7 1.4 11 1.1 
3:00 19.9 17.4 2.5 19 1.9 
4:00 16.6 12.0 4.6 37 3.7 
5:00 16.3 9.0 7.3 72 7.2 
6:00 19.8 7.2 12.6 124 12.4 
7:00 24.9 11.9 13.0 98 9.8 
8:00 28.0 11.9 16.1 84 8.4 
9:00 28.3 14.5 13.8 138 13.8 
10:00 28.1 12.4 15.7 156 15.6 
11:00 28.6 12.7 15.9 159 15.9 
12:00 30.0 12.5 17.5 176 17.6 
13:00 30.0 12.4 17.6 177 17.7 
14:00 30.0 12.2 17.8 164 16.4 
15:00 30.0 11.6 18.4 183 18.3 
16:00 30.0 11.6 18.4 180 18.0 
17:00 30.0 11.8 18.2 181 18.1 
18:00 30.0 8.9 21.1 104 10.4 
19:00 27.5 23.0 4.5 46 4.6 
20:00 26.8 19.4 7.4 75 7.5 
21:00 27.2 3.0 24.2 243 24.3 
22:00 26.7 3.0 23.7 168 16.8 
23:00 26.1 3.0 23.1 96 9.6 
AVERAGE 26.2 12.8 13.4 114.3 11.4 
 
  The underlying mathematics of the PHaRLAP program drew on the Fortran program developed 
by Dr. Coleman [37] and [35]. His work was based on the mathematical work of Dr. Jeanne Haselgrove 
in 1955 [25]. Her objective was the development of equations that are suitable for numerical integration 
on a high-speed electric computer. The starting point for her analysis is ray path equations developed by 






HF NOISE ANALYSIS   
 
 Signal to noise ratio (SNR) is an essential parameter in digital communications. It is necessary to 
understand the ambient noise at the receiver. The HF band propagates for long distances and is sometimes 
considered a noisy band. The noise that is generated thousands of km away can interfere with HF 
communications. Even galactic noise from distant stars can affect the HF band.  There are many studies 
on HF band noise and the analyst by Dr. Coleman in 2002 [15] is very comprehensive. Dr. Pederick and 
Dr. Cervera further improved dr Coleman’s model. They developed a model called SiMIAN to calculate 
the noise level [20]. In this work, the evaluation of noise and absorption is based on the SiMIAN and 
model. While the theory was built on the Coleman model, the SiMIAN model has made improvements in 
several areas: 
(1) Added a more accurate absorption model, which is an essential contribution to the noise model 
particularly at lower frequencies. 
(2) Updated lightning strike models using space-based sensors. 
(3) Added a directional galactic noise model.  
(4) Explored the use of three-dimensional numerical raytracing to model the noise on the O and X 
polarization modes separately. 
(5) Added a calibration process using noise data from the Jindalee Operational Radar Network 
(JORN) Frequency Management System (FMS) at Longreach. 
(6) Performed a validation process of the model against noise data from the JORN FMS at 
Laverton, which is 2160 km away from Longreach 
  
 The SiMIAN model provides a suitable estimate of the HF noise floor.  The predominant natural 
noise comes from lighting strikes and galactic noise. A third noise source is the thermal noise within the 
electrical components. Johnson–Nyquist defined thermal noise in equation 12. 
 
T BN k TB=    (12) 
 
where kB is Boltzmann's constant in joules per kelvin (1.380649×10−23 J/K), T is the equipment’s 
absolute temperature in Kelvins, and B is the bandwidth in Hertz. Assuming a temperature of 1250 





 Noise is highly anisotropic, with the directional distribution an important factor. The directional 
narrow beam antenna in the Virtual SATCOM design is a strategic advantage in noise and interference 
rejection, including jamming. The noise and interference will arrive at the narrow bandwidth receiver from 
many directions, while the signal of interest will arrive from only one direction. Thus, the ability to reject 
most of the noise with an antenna with narrow directional control is evident. Long-distance signals have 
significant path loss reductions and must compete with the noise floor to be accurately decoded. 
Consequently, the performance of HF radio and radar systems are dependent on the level of the external 
noise environment. Radar systems are particularly vulnerable to noise since the receiver in these systems 
must detect the very low energy that is reflected off the targets. The path loss increases at a range to the 
fourth power rate (R4). Fortunately, radar systems use directional antennas which would benefit 
communications systems as well.  
   
3.1 SiMIAN Noise Model Improvement 
 The line of reasoning is that, at HF, natural external noise originates chiefly from 2 sources, 
lightning and galactic noise. As seen in equations 13 and 14, the Pederick Cervera summation of natural 
noise energy, as a function of the solid angle of azimuth (θ) and elevation (φ). Where W(f) is the rated 
energy density of a lightning strike, Si is the strike rate, G is the galactic noise, and ϕι is the elevation at 
which the noise left the thunderstorm, and Li is the loss due to both atmospheric absorption and ground 
reflection. The summation is carried out over each reflection from the ground (i = 1, 2…n). Two 
improvements over the Coleman model are addressing lightning strike energy W(f) as a function of 
frequency (f) and including a galactic noise contribution. A third improvement is that Li is calculated 
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3.2 Lightning Strike Noise  
 In most locations, the primary source of noise is lightning strikes. The SiMIAN separates this into 
two components: a local component (which propagates to the receiver via line of sight or ground waves, 
for example, lightning within 100 km) and an ionospheric component (which propagates to the receiver 
via the ionosphere). The local component is a small area, and accordingly, a small factor. The ionospheric 
component is the combination of energy from the many lightning strikes across the globe (~ 170,000 per 





gridded spaceborne optical sensors: Optical Transient Detector (OTD) on the MicroLab-1 satellite and 
Lightning Imaging Sensor (LIS) on the Tropical Rainfall Measuring Mission (TRMM) satellite that has 
been collecting data since 1995. This data is used in the SiMIAN model to define the lightning strike rate 
(Si) for a given direction. The Coleman model did not take advantage of the satellite base sensor used by 
the SiMIAN model.  
 
3.3 Galactic Noise 
 The other natural source of noise in SiMIAN is galactic noise, which originates from outside the 
Earth and propagates through the ionosphere. As it requires trans-ionospheric propagation, this noise is 
only present at higher frequencies or high elevation angles; therefore, radio waves at lower frequencies 
and low elevation angles cannot penetrate the ionosphere. The SiMIAN model uses the data adapted from 
Oliveira-Costa et al.’s model of diffuse galactic radio emission [18]. This is a global sky model (GSM) 
derived from all publicly available total power large-area radio surveys, which can return a predicted all-
sky map at any frequency from 10 MHz to 100 GHz. SiMIAN uses the sky map calculated by de 
Oliveira-Costa et al.’s model at 20 MHz, with the power scaled using ITU-R P.372 [38] to estimate the 
galactic noise power at other frequencies.  
 
3.4 Propagation  
 The raytracing to determine the location of relevant noise sources is performed using the 
Provision of High-frequency Raytracing Laboratory for Propagation model (PHaRLAP) numerical 
raytracing software. The electron density in the ionosphere was modeled using the IRI data [36], the de 
facto international standard for the climatological specification of ionospheric parameters. Both the 
Coleman and SiMIAN models use the IRI data in their calculations. However, the SiMIAN model 
includes other models to evaluate lower altitude effects.   
 
3.5  Absorption Model  
  The complex refractive index of the radio wave can be calculated using the well-known 
Appleton-Hartree formula as described by Budden (equation 15), which accounts for the collision at low 




= −   (15)   
where ν is the collision frequency in collision per sec and ω is the operation angular frequency in radians 
per second. In the Appleton Hartree formula, U is a frictional term used to account for electron collisions. 





altitudes and independent of the electron velocity. In the lower ionosphere, this assumption gives 
erroneous results for the imaginary component 𝜒𝜒 or ν/ω,  of the refractive index. Instead, SiMIAN uses 
the Sen-Wyller formulation [39], which provides more accurate results for the absorption in the lower D 
and E regions.  
 In the SiMIAN model, the amount of absorption is calculated using equation 16. It integrates the 
absorption coefficient 𝜒𝜒 along a ray path, with the absorption coefficient calculated using the Sen-Wyller 
formula and the NRLMSISE-00 atmospheric model where k is the wavenumber in m-1. It should be noted 
that the IRI-2012 model has been upgraded to the NRLMSIS-00 model. The NRLMSISE-00 is a more 
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 The Sen-Wyller assumes a variable collision frequency based on electron velocity and 
atmospheric density. Higher electron speeds in a denser atmosphere result in more collisions and higher 
absorption.  In Pederick’s paper on the SiMIAN model [20], the author discusses how the Sen Wyller 
absorption losses are calculated. The sharp increase in electron temperature will contribute to increasing 
electron velocity. The higher density and higher speed results in higher collision rates. The collision 
frequency at altitudes below 90 km (D and E region) reads approximately 108 collisions per sec. This is a 
106 increase compared to the F2 layers at approximately 350 km. At HF frequencies, the χ term (ν/ω) is 
much larger at 80 km than at 350 km, accounting for the increased energy absorption passing through the 
D and E levels. Absorption in the SiMIAN model is typically half the Coleman absorption rate because 
the Coleman model will attenuate noise too quickly. This is especially true for multi-hop noise rays 
during the day that must pass through the high absorption D and E regions multiple times. The SiMIAN 
model shows that absorption in the D and E layer is nominally between –3 and -6 dB. The D and E 
absorption attenuation is a factor during daylight hours only. At night the D and E layers collapse.  The 
choice of a higher operating frequency (ω) can reduce the absorption effect of the (ν/ω) term.    In the 
Virtual SATCOM analysis, a (-3) or (-6) dB absorption loss was included in the analysis to account for 
the reduction of signal power due to absorption.  
 
3.6 Summarizing the Noise Floor in HF Band 
 Noise, by its very definition, is random. It extends in various forms across the frequency 
spectrum, although not always at the same amplitude. Accordingly, there are different categories of noise 
according to the frequency distribution. As stated, the primary sources of natural HF noise are lighting 
and galactic noise. The path loss is low so lightning strikes around the world contribute to the global noise 





Humanmade noise, classified as interference, can contribute high levels of noise into a system. 
Humanmade interference generally comes from a given direction and relatively narrow bandwidth 
compared to natural noise. The interference power level may be higher than natural noise, but the 
interference can be avoided by using a directional antenna to attenuate the interference. Based on the 
SiMAIN model, the typical natural noise power density band is -160 dBW/Hz, with directional antennas 
experiencing less noise than an omnidirectional system. In the Virtual SATCOM analysis, we estimated 
the noise between -140 dBW/Hz and -150 dBW/Hz. This is a conservative estimate, 20 dB above the 







ANTENNA DESIGN AND SIGNAL PROCESSING 
 
 
 In the previous chapters, the concept of an ultra-wide bandwidth narrow beam architecture was 
proposed, showing scenarios that could yield high data rate channels. We have demonstrated that the 
ionosphere has the bandwidth for wideband signals. The signal to noise ratio is an essential input into the 
Shannon–Hartley theorem that defines the upper-speed limit of data rate in a wireless channel. In this 
chapter, more detail will be presented on the antenna design that can produce the narrow beam. 
Additionally, this chapter will provide detail on how the frequency management and signal modulation 
will be executed.   
 All wireless systems require an antenna. The antenna is the interface between radio waves 
propagating through space and electric currents moving in metal conductors. Antenna design is 
sophisticated, and a capable antenna is designed to resonate well at the desired frequency. The better it 
resonates, the more effective it will convert alternating currents into propagating electrical signals. During 
transmission, an oscillating current is applied to the antenna by a transmitter creating a time-varying 
electric field and magnetic field around the antenna elements. These time-varying fields radiate energy 
away from the antenna into space as a moving transverse electromagnetic field wave. 
 
 
 As discussed in Balanis [41], the antenna is a metallic device that converts currents in the metal to 
electromagnetic fields that propagate into free space when operating in a transmitter mode. In the receive 
mode, the antenna converts a propagating electromagnetic field in free space into currents that can be 
measured by the receiver.  In a thin wire, the current I in coulombs/sec can be represented by:  
 
 
lI q v=  (17) 
 
where ql is the charge per length (coulombs/m) and  is the velocity of the charge in (m/s). If the current 
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where a = dv/dt, is the acceleration of the electrons. If length is l unit then: 
 z
l l z
dI dvl q q a
dt dt
= = . (19) 
  
 Equation 17, 18, and 19 show the relationship between charge and current and is the fundamental 
relation of electromagnetic radiation. If the movement of the charge (current) is not changing, there is no 
radiation. Direct current (DC) along a straight wire will not radiate but if the wire’s path is not straight, or 
if the current is an alternating current (AC), then radiation will occur. In other words, if the charge is 
moving with uniform velocity, then there is no radiation unless the wire is curved, bent, discontinuous, 
terminated or truncated. If the charge is oscillating in a time-motion i.e. alternating current, it will radiate 
even if the wire is straight. 
   
 
A common communication antenna is the vertical dipole antenna (Figure 23). This antenna 
propagates signal energy in 360° of azimuth. This omnidirectional pattern is helpful for broadcast 
transmission to many receivers or when the location of the receiver is unknown.  
  
 
 In point-to-point communication, a dipole antenna is an inefficient geometry to transmit signal 
energy as most of the energy is wasted as it propagates in all directions. If a more directional antenna was 
employed, the signal energy in the direction of the receiver is increased. Directive antennas focus the 
energy, concentrating the signal power in the direction of the receiver to increase the SNR. This focus 
Figure 23.  Common dipole antenna. The alternating current moving through the 
conducting antenna creates an electromagnetic field that propagates 





term is called directivity or gain and is measured in decibels (dB).  If an ideal directional antenna has a 3° 
beam, then most of the energy is concentrated within 3°. This antenna will have a gain (G) greater than 










 Here the gain is measured in dBd; the second d in the subscript is a reference to a dipole antenna. 
There are two primary advantages of directional communications antennas. First is the increased signal 
power at the receiver resulting in a higher SNR. The second advantage is frequency reuse. By 
concentrating the signal in a beam, it allows other radios outside the beams to use the same frequencies 
without interference. This is important in the Virtual SATCOM application because it enables the use of 
wide bandwidths without interference with others using the same frequencies. Consequently, the 
bandwidths (frequency range) of the signal can be increased because the beam will not interfere with 
users outside the beam. As discussed in Chapter 1, the Virtual SATCOM system operates at 3 MHz 
bandwidth which is 1000 times larger than a typical 3kHz bandwidth channel.  
 The disadvantage of directional antenna systems, especially with mobile users, is that the systems 
must steer the antenna in the correct direction. This requires the location (path) knowledge of mobile 
users. If the directional antenna must service multiple users, it must quickly move the beam amongst the 
users. HF antennas are relatively large as compared to millimeter systems. For example, a half-dipole 
vertical polarized antenna designed to operate at 15 MHz is over 30 ft in length. There are directional 
antenna designs that are mechanically steered, but again, it is a large piece of equipment. One example is 
a horizontal polarized Yagi antenna. A Yagi–Uda antenna, commonly known as a Yagi antenna, consists 
of multiple parallel elements in a line, usually half-wave dipoles made of metal rods. Yagi antennas 
consist of a single driven element connected to the transmitter or receiver with a transmission line and 
additional parasitic elements, which are not connected to the transmitter or receiver. The parasitic 
elements act like reflectors, focusing the energy of the beam of the driven element. Usually, the assembly 
is mounted on a mechanically rotatable mast so that the antenna can swing in 360°.  
 
 
 A log-periodic dipole array (LPDA), also known as a log-periodic array, is a multi-element, 
directional antenna that is designed to operate over a wide band of frequencies (Figure 24). Dwight Isbell 





 The log-periodic is commonly used in communications where it is desired to transmit and receive 
over wide bandwidth. In the Virtual SATCOM design, the log-periodic zig-zag design with many dipoles 
is used to cover 7 to 28 MHz. Every element in the LPDA antenna is connected electrically to the feedline 
along with all the other elements. At any one frequency, most of the elements draw little current except 
for the resonant dipole element. Each successive element is connected in the opposite phase to the active 
connection running as a transmission line along with the boom. For that reason, that transmission line can 
often be seen zigzagging across the support boom holding the elements. Being log-periodic, the antenna's 
radiation pattern, gain, and driving point impedance is almost constant over its entire frequency range. 
When matched to the feed line, a standing wave ratio of better than 2:1 is typical. This wide bandwidth 












Figure 24.  Dipole Log periodic dipole array. Every element in the LPDA design 
is connected electrically to the feedline along with the other elements. At 
any one frequency most of the elements draw little current from it. Each 
successive element is connected in an opposite phase to the active 
connection running as a transmission line along the boom. For that reason, 
that transmission line can often be seen zigzagging across the support boom 





 As presented in [41], in the design of LPDA antennas, there are three essential parameters to 
define. First, is the scaling factor (τ), which is the ratio that describes the change in length of each 
successive element (equation 21). Second, is the spacing factor (σ) (equation 22) that defines the ration of 
space between dipole elements in relation to their length. And, third, is the angle α, defined as ½ the 


































 The steps below show how the LPDA antenna is designed. This is the procedure used to calculate 
the dimensions of the Virtual SATCOM elements following the method defined in Balanis [41]. 
Step one, assume a given directivity and determine  and . For this system, Do=7 dB.  
From Figure 25:   =0.78; σ = 0.14 
Step two, determine α using equation (41) 
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Step three, using equation 24 and 25, calculate the bandwidth of the active region Bar and designed 
bandwidth Bs: 
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is the length to diameter of the nth element of the array. For this example, assuming ½ inch 























Using feeder wire of 50 ohms then: Za/Ro=619/50=12.38 
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Figure 26.  Relative Characteristics impedance of a feeder line as a function of 







   
Using a value of 12.38 for Za/Rin and σ’ = 0.16 the Z0/Rin is ~ 1.0, so Z0=Rin = 50Ω 
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 Within Matlab R2016a, a subprogram developed by Ramann Mantha [42] was used to provide an 
analysis of this LPDA antenna. The Design of a Log Periodic Dipole Antenna program designed an 
antenna that would function between 4.58 MH and 37.7 MHz and is 20 meters longer than the analysis 
using the Balanis procedure above. The results are listed in Table 4. Both reviews show that an LPDA 
antenna could be constructed to operate across the bandwidth required.  
 
 Table 4. MATLAB Results of LPDA Design  
DATA from 
MATLAB  Value N = 10.000000 L_9 = 25.214805 R_9 = 29.599988 
Enter the Value of 
Directivity =  7 f1 = 4.580642 L_8 = 19.415400 R_8 = 22.791991 
Enter the Lower 
Cut-Off Frequency 
(in MHz) =  7 f2 = 37.677431 L_7 = 14.949858 R_7 = 17.549833 
Enter the Upper 
Cut-Off Frequency 
(in MHz) =  28 λ_max = 65.493000 L_6 = 11.511391 R_6 = 13.513372 
σ =  0.135 L = 33.768004 L_5 = 8.863771 R_5 = 10.405296 
τ =  0.77 L 10 (max) = 32.746500 L_4 = 6.825103 R_4 = 8.012078 
α =  23.07 
R 10 (max) = 
38.441543 L_3 = 5.255330 R_3 = 6.169300 
Bar =  2.05634 L-actual = 34.783765 L_2 = 4.046604 R_2 = 4.750361 
Bs =  8.225 
Spacing factor = 







Figure 27.  Virtual SATCOM antenna element design. It is a vertical wire LPDA suspended from 
towers.  In the Virtual SATCOM design, 200 elements will be set side by side with 10-




 The antenna designed above has a gain of 7 dB, and it is a large structure. It is a suitable design 
for communication from fixed sites, but as a single antenna, it is too large and not an appropriate model 
for mobile customers. Due to the size of this LPDA antenna in the HF band, a more practical option for a 
directional system is an electronically scanning array of LPDA elements. The term for this type of 
antenna is called an active, electronically scanned array (AESA). It is a phased array antenna, which is a 
computer-controlled where the RF beam can be electronically steered to point in different directions 
without moving the antenna. The Virtual SATCOM antenna system uses numerous fixed antennas 
equally spaced and controls the beam steering by varying the phase of the signals to each antenna 
element. This is accomplished by using the antenna spacing and controlling the phase delay, which will 
change the direction of the electromagnetic field vector. There are many array geometries including: 
linear, rectangular and circular. In designing the Virtual SATCOM system, the linear array was selected 
due to the physical space and cost considerations. The Virtual SATCOM array can be considered a hybrid 
array with the use of LPDA elements in a linear line. This could be viewed as a rectangular array. In the 
LPDA, not every component of the antenna array is resonating at the same time, so this design will 








 In the Virtual SATCOM concept, the base station is not limited in size and can accommodate an 
array of many individual elements to focus the radiation in the desired direction.  The whole field 
generated by the array is the vector addition of each element. At this point in the analysis, the mutual 
coupling is neglected but will be considered later in this dissertation. In an array, the antenna element to 
element, mutual coupling, describes energy absorbed by one antenna's receiver when another nearby 
antenna is operating. Mutual coupling is typically undesirable because an adjacent antenna absorbs energy 
that should be radiated away. To understand the array, a discussion is presented to show the logic of the 
array architecture. To build an array where the individual element fields interfere constructively depends 
on: 
• The geometric configuration of the array, i.e., linear, circular etc. 
• Distance between each element 
• Excitation amplitude of each element 
• Excitation phase of each element   
 
 
 I am starting with the assumption that a 2-element array is composed of two infinitesimal small 
horizontal dipoles positioned along the z-axis, as shown in Figures 28 and 29. Assuming no coupling, the 
total E field is the addition of the two elements in equation 31 where the phase difference between the 
elements is . This implies the same magnitude for both elements. Antenna current is I where l is the 
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Thus, substituting into equation 25:   
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Recalling Euler’s formula for Cosine: 
1Cos   and ( cos ). 
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The electric field can be reduced to:  
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Figure 28.  Diagram of two element antenna 
array with uniform amplitude. 
Figure 29.  Diagram of two element array with 
separation of distance (d) and signal 
direction angle of θ relative to antenna 
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Equation 32 shows that the entire field of the array is equal to the single element contribution multiplied 
by the array factor. Therefore,  
 
 ˆ cos is the single element contribution to total E field.
4






( ) 12 cos ( cos )  is the array factor (AF) for a N = 2 element array.
2
kd θ β  +    
 
 
 1cos ( cos )  is the normalized AF. 
2N
AF N kd θ β = +  
 (33) 
 
 To summarize, the array factor is a function of the number of array elements (N), the 
wavenumber (k); distance between elements (d); phase shift (β) between each antenna feed; and the angle 
θ to the object. For the Virtual SATCOM design, the distance will be fixed and β will be controlled to 





















 Figure 30 is a multi-element array showing the location of the phase shifter and the summation of 
the input from each antenna.  
 
 
           
 
 
Figure 30.  On the left is a diagram of an N element array that is evenly spaced with 
uniform amplitude. On the right is a diagram of the antenna pattern of N= 4 
element array with separation of distance (d) and signal direction angle of θ 
relative to antenna array axis (Z).  
 
To calculate the array factor, assuming uniform amplitude and spacing, the array factor can be 
generalized to N elements.  The Array Factor is: 
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 If the array factor is normalized in equation 38: 
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. Therefore, the maximum value of the normalized array factor occurs when:  
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Since AFn is proportional to total E field and E2 is proportional to power, then the half-power normalized 
array factor is equal to 1
√2
 or approximately 0.707. Thus, 
 
 sin .707, so x= 1.391x
x
= ±  (40) 
 
Applying equation 39 to equation 40: 
 ( )cos 1.391
2 2
N N kdψ θ β= + = ±  (41) 
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(42) 
 
The half-power beamwidth Θ half power can be found by subtracting the θ max from θ half power then 
multiplying by 2.  
 2halfpower max halfpowerθ θ θ= −  (43) 
 
Substituting 39 and 42 into 43 gives:  
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 As the number of array elements increases, the cos-1 term approaches /2 and a half-power 





the length can be approximated as N*d. In other words, the half-power beamwidth is a function of array 
length, not the number of antennas alone. If the number of elements is doubled but the spacing is reduced 
by half, the half-power beamwidth would be the same. 
 













 Table 5 is a list of the broadside HPBW for a different number of elements (N) at frequencies of 
7, 14, and 28 MHz. The distance between elements is 10 meters throughout. Table 5 shows that a 100-
element array would bring the beam width to approximately 2° at the low end (7  
MHz) and 0.5 ° at the high end (28MHz). In the Virtual SATCOM design, a 200-element array was 
selected. The basis was the narrow beam size without driving the number of elements to an unreasonable 
size. For perspective, a standard 10,000-foot runway is just over 3 km in length. Therefore, a Virtual 






 A MATLAB program was used to develop and visualize the array’s pattern. Different size arrays 
and different element types and sizes were tested. The objective was to find an array that would perform 
across the system’s frequency envelope from 7- 28 MHz. The requirement is a clean narrow beam with a 
minimum of 20 dBi of gain. This is not a trivial engineering requirement, as that system must operate 
across two full octaves of frequency (7-14MH and 14-28 MHz). Testing was performed using monopole 
and dipole antennas. The best results obtained were 200 dipoles or monopoles with 10-meter spacing 
between elements. Figures 32 through 35 are images of a 200-element monopole array at 7, 14, 21 and 28 
MHz.  Tapering was applied to reduce sidelobes.  These images are in free space; however, in a real array 
the ground plane would attenuate the energy below the axis and the back lobe would be suppressed 
leaving only one-quarter of the antenna radiating into free space. The images show excellent directivity 
from the horizon to a very high elevation angle. For long range communication, the low elevation angles 
from 5-30° are the most important, but higher elevations will be required for shorter range propagation.  
 
 
HALF POWER BEAMWIDTH (HPBW) BROADSIDE ARRAYS 
Frequency (MHz) 7 14 28
Lamda (m) 42.857 21.429 10.714
Distance between elements (m) 10.000
Number of Array 
Elements












2 10 143.169 56.640 27.442
4 30 56.640 27.442 13.622
8 70 27.442 13.622 6.799
10 90 21.877 10.889 5.438
20 190 10.889 5.438 2.718
40 390 5.438 2.718 1.359
50 490 4.350 2.175 1.087
100 990 2.175 1.087 0.544
150 1490 1.450 0.725 0.362
200 1990 1.087 0.544 0.272
250 2490 0.870 0.435 0.217









Figure 32.  Shows 3D pattern of 200 dipole element array at 7 MHz with 10 m spacing.  






Figure 35.  Shows 3D pattern of 200 dipole element array at 28 MHz with 10m spacing. 






 The system requires the array at the ground station to have the capability to steer the narrow beam 
to the intended mobile unit. By controlling the phase excitation () in equation 47, the antenna’s focus can 
be adjusted. In the figures above, the phase excitation is zero and the focus is broadside at 90° to the 
array. This assumes a plus or minus 60° field of view i.e.  range of 30°≤≤150°. Hence, phase 
excitation must be as follows: 
 cos 0 so  - cos( )kd kdψ θ β β θ= + = =  (47) 
 
 For example, if θ is 60° then β = -kd cos(60°). Therefore, by controlling the progressive phase 
difference between the elements, the max radiation can be pointed in any direction to form a scanning 




 Directivity is a parameter of an antenna system that measures the degree to which the radiation 
emitted is concentrated in a single direction. It is included in the systems antenna gain. In 
electromagnetics, antenna gain is an important performance number that combines the antenna’s 
directivity and electrical efficiency. At a transmitting antenna, the gain describes how well the antenna 
converts input power into radio waves pointed in a specified direction. At a receiving antenna, the gain 
describes how well the antenna converts radio waves arriving from a specified direction into electrical 
power. When no direction is specified, gain is understood to refer to the peak value of the gain. A plot of 
the gain as a function of direction is called the radiation pattern. Our system design requires a narrow 
beam width to segregate, and this will have a secondary effect of increasing the gain of the ground station. 
Moreover, this will affect the power at the receiver and positively impact the signal to noise ratio.  
 
 Gain is related to directivity by antenna efficiency factors as: 
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where: 
e0 = total efficiency (dimensionless) 
er = reflection (mismatch) efficiency er= (1-|Γ|2) 
ec = conduction efficacy  
ed = dielectric efficacy  
Γ = voltage reflection coefficient at the input of the antenna. 























 The antenna is most efficient when Zout = Zin, and Γ approaches zero. The variable Z is the 
impedance of the system between the transmitter or the antenna, the transmission line to the antenna, and 
the antenna. It is a complex quantity and a function of the frequency, resistance, capacitance and 
inductance of the system.  A VSWR below 2.0 is considered excellent. This is important because this 
system is using a focused beam at wide bandwidth to avoid interference with other users of the spectrum. 
Therefore, the higher the gain, the higher spectral separation from other users and the higher the signal to 
noise and interference.  Controlling the impedance increases the efficiency and results in higher received 
power at the receiver. The Virtual SATCOM system selected LPDA antenna elements because they have 
controllable impedance across a larger bandwidth. Besides controlling gain in the desired direction, the 
antenna system reduces the power of unwanted human-made interference and noise from outside the 
focused beam.  
 
 A more precise definition of directivity is defined as the ratio of radiation intensity in a direction 
from the antenna compared to the radiation intensity averaged over all directions. The average radiation 


















= =  (51) 
 
 
 Electromagnetic waves used to transport information across wireless channels have energy. The 
Poynting vector is a parameter that describes this power as written in equation 52. 
 W = E × H  (52) 
 
where: 
W = instantaneous Poynting vector (W/m2) 
E = instantaneous electric field intensity (V/m) 






Note: script letters are used to indicate instantaneous fields, while Roman letters are used to represent 
their complex counterparts. By integrating the Poynting vector normal component over a surface, the 




d da= ⋅ = ⋅∫∫ ∫∫s n P W W  (53) 
 
where 
P = instantaneous power density (W) 
n = unit vector normal to the surface  
da = infinitesimal area of the closed surface (m2)  
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 The factor of ½ appears because the E and H fields represent peak values, not route mean square 
(RMS) values. The second term in the top equation is a rotating vector and, therefore, averages to zero 
and is not included in equation 54.  
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 The radiation intensity is defined as the power radiated from an antenna per unit solid angle. 
















U = radiation intensity (Watts/unit solid angle) 
Wrad = radiation power density (W/m2) 
r = distance from antenna element.  
The array factor is a multiplier of the electric field (E). Thus, the square of the array factor is proportional 
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Since the array factor is normalized between 0 to 1, radiation intensity has a max value of 1.0. 
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Therefore, equation 58 can be written as: 
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Applied to Directivity:  
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The total length of the array is: 
 ( 1)L N d= −  (63) 
 









= − )d Nd=  
(64) 
For large L>>λ and λ> d, equation 81 can be rewritten as: 
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 Restating this, the directivity of the large array is not a function of the number of elements or the 
spacing between them, but it is a function of the total length compared to the wavelength. For example, if 
the system requires a directivity of 20 dB at 7 MHz then:  
10
10 10 10
log( ) 2 log 2 log 1.7 log
210 log 20
log (2) log ( ) log ( ) 2.0
log( ) 2.0 log(2) log( ),  =43































Table 6. Directivity across the Virtual SATCOM Spectrum 
Frequency  
(MHz) 






7 1990 43 19.6 
14 1990 21.5 22.7 
21 1990 14.3 24.5 
28 1990 10.7 25.7 
Note: The average directivity for a 200-element array with 10 m spacing is 23.13 dBi. 
 
   
 Table 6 shows the directivity of the 200 elements Virtual SATCOM array at different 
frequencies. In this design, 7 MHz is the lowest frequency and longest wavelengths; consequently, this 
drives the total array length.  The design goal of 20 dB of directivity results in an array length of 2100 m. 
In the design of the Virtual SATCOM array, we limited the design to 200 elements spaced at 10 m, 
resulting in a 1990 m array used from 7 to 28 MHz.  
 
 
 The analysis to this point assumes uniform spacing and uniform amplitude and a progressive 
phase shift. Now non-uniform amplitude with equal spacing will be considered in this section as seen in 
Figure 24. Numerous possible amplitude schemes could be applied. The complexity of the system has 
increased because two variables, phase () and amplitude weighting (w), must be calculated for each 
antenna element. However, the goal is to design a ground-based adaptive array of fixed geometry that can 
manipulate amplitude and phase to focus signal energy at a mobile receiver and extract transmitted energy 
from a mobile transmitter. Additionally, the system must operate at high speed while reacting to a 
dynamic channel path that changes as the ionosphere changes. Therefore, a design will include the ability 







 Three commonly discussed amplitude weighting algorithms are uniform amplitude, binomial, and 
Dolph-Tschebyscheff (also called Chebyshev). Each algorithm has advantages and limitations. The 
uniform array where all amplitudes are the same has the narrowest beam but can have unacceptably high 
sidelobes as compared to the binomial, which has the smallest sidelobes. The Dolphy-Tchebyscheff has a 
slightly wider beam but lower sidelobes over the uniform weighting. The binomial has a practical 
weakness in that for arrays with many elements, it results in a wide variation between the amplitude of 
elements. This would not be practical for a system with hundreds of elements. The Dolph-Tchebyscheff 
broadside array has many practical applications. This array suppresses the sidelobes and is a compromise 
between binominal and uniform array.  
 The application of this method does not increase the directivity of the main beam. In fact, it 
slightly widens the half-power beamwidth of the main beam. It is very effective in reducing the amplitude 
in the direction of sidelobes. If both a narrow main beam and sidelobe suppression are required, a slightly 
larger array with Dolph Tchebyscheff tapering will yield the desired beam width and sidelobe 
suppression. Amplitude weighting is called element weighting factors and denoted as wn. The AF is now a 
factor of element amplitude (wn); wavelength (λ); uniform distance between elements (d); angle of the 
signal of interest (θ) relative to array axis, and a progressive phase shift (β). In a broadside array looking 
at 90° the phase shift is zero. Element weighting adds a degree of complexity when calculating the 
element amplitude for each antenna element.  The advantage of the Dolph-Tchebyscheff approach is that 
Figure 36.  Diagram of Non-uniform amplitude array. Each of the N elements has its output 
modified by a phase shift () and amplitude weighting (W). By choosing different 
weighting algorithm, the radiation pattern of the array can be improved. This is 






the designer can design the level of sidelobe suppression required for all angles outside the main beam of 
the array.  
 2
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 The method introduced by Dolph in 1946 [43] for uniform spaced linear arrays, applies a class of 
polynomials developed by Tchebyscheff. These polynomials have equal amplitudes of magnitude 1 in the 
range between -1 and 1. In Figure 27, a comparison of a large uniformly linear array is presented. Each 
subfigure shows the directivity of a 200-element array with element spacing at 10 meters apart. The Y-
axis is directivity, and the X-axis is azimuth angle. Zero degrees is broadside to the array. As the 
diagrams on the left indicate, as the frequency increases from 7 MHz to 28 MHz, the sidebands increase. 
In the transmit mode of the high-power array significant amounts of energy would be propagating in the 
wrong directions. This would cause considerable interference for other users of the spectrum. When 
operating in the receive mode, the side lobes would allow additional noise and interference into the front 

















Figure 37.  Aperture gain of a 200-element isotropic array with uninform spacing of 
10m at 7, 14 and 28 MHz. The figures on the left do not have weighting and on 
the right is the same array with Dolph-Tschebyscheff weighting set to -60 dB 
to suppress the sidelobes. Clearly seen is the narrow main beam with ~20 dBi 







           Smart antennas are systems that use adaptive antenna phasing and weighting to sync with a 
changing channel condition to keep the antenna on target. This technique can establish nulls. Effective 
use of nulls will filter out interference and jamming in real-time. As previously discussed, HF Skywave 
channel conditions are continually changing, with the adaptive beamforming antenna in this system, the 
beam can be adjusted continuously to keep reliable signal energy on the mobile transceiver. That same 
adaptive array system will place nulls in the direction of substantial interference and thus reject the 
intrusion. Figure 38 shows how the array can be modified to provide the adaptive capability.  
 
 
Figure 38.  Diagram of a smart antenna array with a digital signal processor that will sense 
the output of the array and then adjust each element’s excitation weighting and 
phase to improve the quality of the output. 
  
 By adding a digital signal processor (DSP) to the system, the output of the array can be evaluated. 
It will then automatically change the weighing and phase angles of each element to improve the quality of 
the antenna output. The concept of adaptive arrays dates to WWII. However, the advancements in digital 
signal processing to provide robust integrated circuits coupled with advance software has enabled the 
high-speed computing necessary to control an array with many antenna elements.  
 Figures 38 and 28 are diagrams that show how a notional smart antenna array system would 
dynamically control the weighting (wn) of each element. The signal is input into the digital antenna 





the desired direction while at the same time attenuating the interference arriving from an undesired 
direction.  
 
 Nonlinearity and phase noise are two important factors that can negatively affect system 
performance. Figure 40 shows a theoretical amplifier that is linear across all power levels. In real 
amplifiers, the output at high power may not be linear as the power drops off at higher levels. This can be 
a significant issue in any amplitude modulated signal, i.e. QAM signals.  
Linear Array Beamforming Pattern ( N=10, d=0.5 , SOI =30 ° )










Signal of Interest 
Weights (Amplitude) of  
Each Element 
 Exact Value        Normalized 
1   0.111991           1.000000 
2   0.083147           0.742440 
3   0.082839           0.739693 
4   0.103748           0.926400 
5   0.115847           1.034435 
6   0.117143           1.046002 
7   0.097913           0.874295 
8   0.082464           0.736341 
9   0.084492           0.754453 
10   0.113813           1.016268 
Figure 39.  Diagram shows how a notional smart antenna would adjust the weighting 
to a 10-element array to reduce directivity in the direction of interference 







 An orthogonal frequency division multiplex (OFDM) signal modulation uses many subcarriers to 
transmit symbols in parallel. Each subcarrier is modulated with quadrature amplitude modulations 
(QAM). A QAM modulation is a complex modulation that uses both amplitude and phase to represent the 
transmitted symbol. The nonlinearity of the transmitter affects the amplitude, and phase noise affects the 
phase of the transmitted symbol. Both conditions must be controlled.  
 Nonlinearity is present at the upper (high) limits of a power amplifier (PA), as shown in Figure 
40. In this region, the output power is not linear with respect to the input power. In [44] the authors 
provide an analysis process to determine the effect on BER with respect to phase noise and nonlinear 
effects on OFDM signals.  
 In Virtual SATCOM, two methods are presented to address this issue. The first is to limit the 
input to the PA to ensure output is well within the linear response. In the Virtual SATCOM design, each 
antenna element has a dedicated power amplifier. This system employs 5 kW PA but limits output to 1 
kW. An array of 200 elements with max power limited to 1 kW results in the cumulative power of 200 
kW.  
 Perhaps a more elegant approach to this issue is the use of digital predistortion filters, as shown in 
Figure 41. This is a method to extend linearization to reduce adjacent channel interference (ACI) in 
systems like OFDM that have varying envelope modulation schemes.  Digital baseband predistortion is a 
highly cost-effective way to linearize power amplifiers (PAs). Most existing architectures assume that the 
PA has a memoryless nonlinearity. For wider bandwidth applications such as wideband orthogonal 
























[45], a new technique was proposed for adaptation of a digital pre-distorter that considers memory effects 
in power amplifiers.  This method has shown positive results. In summary, the nonlinearity of analog 







 In this section, signal processing will be discussed in more detail. In the previous chapters, we 
have shown that an antenna array can be constructed to focus signal energy into a narrow beam to 
generate significant SNR across a wide bandwidth. In this section, the discussion will address the signal 
processing necessary to accommodate the bandwidth of the system.  
 Considering that a typical HF channel is 3 kHz of bandwidth, it is not a trivial management 
exercise to manage 3 MHz of bandwidth. The preference of the Virtual SATCOM system is to use an 
already developed and approved standard and then organize and modify as required to meet the unique 
Virtual SATCOM approach. Two approaches will be discussed; the first is LTE (long term evolution). 
LTE is used extensively in mobile cellular systems but at higher frequencies, e.g. 900 MHz, and at much 
shorter ranges. The LTE standard supports a bandwidth of 1.3, 3 5, 10, and 20 MHz. LTE OFDM uses 15 
kHz subchannels to move information in parallel efficiently. OFDM has an excellent performance in the 
high multipath cellular environment.   
 The second approach is to use a military standard HF waveform. The current US DoD standard is 
MILSTD188-110D. The 110D standard supports bandwidths from 3 – 48 kHz. This waveform has 
developed the FEC and interleaving protocols for the HF environment. This is predominantly a serial 
single tone modulation; as the data rate and bandwidth of 110D increase, the symbol speed increases.  






 Further discussion of best modulation schemes will be discussed after a discussion of the 
environmental factors that affect data rate. The two major performance degraders are delay spread and 
inter-symbol interference. Doppler spread is another degrader but will not be studied because it is 
typically only a few hertz at the distances and frequencies of this system.  
 
 
 One of the significant challenges with HF skywave channel paths is the delay spread due to the 
multipath of signals reflecting off layers from different altitudes in the E, F1, and F2 layers.  Additionally, 
the ray path is influenced by the Earth’s magnetic field. Transmitted signal rays are split into ordinary and 
extraordinary waves. If the paths are of different lengths (Figure 42), then the time of arrival at the 
receiver or time delay will be split leading to a delay spread. In digital communications, delay spread 
leads to inter symbol interference (ISI). For example, in Figure 43, if a serial signal is being transmitted at 
1 million symbols per sec (1 Msps), then each symbol is 1 µsec in length. However, if the time delay or 
delay spread (στ) between two paths is more significant, say 3 µsec, then the second path will interfere 
with the symbol of the fourth symbol of the first path causing inter-symbol interference (ISI). This 
frequently results in incorrect data reception.  A solution to this symbol overlap is to increase the 
transmitted signal time (Ts) to prevent multipath rays from arriving outside the period for that signal. In 
the example, if the period of each symbol was increased to 10 µsec with the same delay spread of 3 µsec, 








 Flat fading (good fading) occurs when the bandwidth of the signal is much less than the coherence 
bandwidth. In the scenario depicted in Figure 42 and Equation 65, path b is 46 km longer resulting in a delay of 
153 µsec. The reciprocal of delay spread (στ) is coherence bandwidth (Bc). In this case, the coherence 
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 A way to ensure flat fading is to design a modulation where the signal bandwidth is less than the 
coherence bandwidth. For example, the signal symbol speed of a MILSTD 188-110D 3 kHz modulation 
is 2.4 kHz, and the signal bandwidth (Bs) is 1.8 kHz. This is below the coherence bandwidth of 6.5 kHz 
and is therefore an excellent choice.  
 
 












 Figure 42.  Diagram of two ray paths. One at a refraction altitude of 300 km and the other 
at a refraction altitude of 400 km. Path (b) is longer and signals on path (b) will 







The signal transmit time is 1/Bs, so in this example, the Ts is 417 µsec, which is much greater than the 
delay spread. Then the signal symbol transmit time is much greater than the RMS delay spread.  
 
 
sT τσ  (72) 
 
 
 Therefore, a solution to delay spread is to increase the signal duration, so the signal period 
includes all multipath signals. For a long-range skywave transmission, the following diagram presents the 
geometry.  
 
 There are many references to delay spread in the literature. In [28] page 285, Fabrizio estimates 
coherence bandwidth at 100 kHz or less for OHR systems, and this equates to a στ of 10 µsec.  However, 
[12] p 114 sites typical time delay between 0.5 and 2 msec for communications systems, resulting in a 
coherent bandwidth between 500 Hz and 2 kHz. The difference between the two very different 
perspectives is the OTHR focuses the energy in a narrow azimuth beam. Therefore, there is less 
probability that energy will follow multiple paths from different azimuth angles.  Still, the multipath from 
ionosphere layers stacked in altitude may cause multiple elevation paths including the ordinary and 
extraordinary wave previously discussed.  Another paper developed to test wideband signals shows delay 
spread consistent with Fabrizio.  In [30] the MITRE authors tested a 1 MHz wideband HF channel to 
measure Doppler shift and delay spread. The results show mean delay spread of 10-20 µsec and a doppler 
shift of a few Hz.   
 
 In summary, flat fading (good fading) occurs when the bandwidth of the signal is much less than 
the coherence bandwidth. Therefore, the signal transmit time is much longer than the RMS delay spread.  
 
 
 Inter-symbol interference is the result of a delay spread that is greater than the symbol transmit 
time. As shown in Figure 43, if the first symbol in the path (b), arrives at the receiver during the fourth 
symbol from the path (a), the receiver will be unable to convert the signal energy into the proper symbol, 
and the bit error rate will increase. In HF skywave propagation, neither path (a) or (b) are the direct lines 
of sight; both are refracted signals that suffer approximately the same propagation loss and are 









 Signal processing in Virtual SATCOM is significant but is well within the capabilities of current 
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Figure 43.  Diagram shows how delay spread causes inter-symbol interference. The 
second signal in a multipath propagation environment will affect the receiver’s 









The first two significant areas of significant digital processing are the transmitter and the receiver 
functions. In the transmit phase, high-speed serial channels from many different services are prioritized. 
Selected services are parsed into many parallel channels mixed with OFDM subchannels frequencies and 
then converted to time-domain signals for transmission. The receiver must accomplish the same process 
in reverse. 
 The next area of significant processing is antenna control. The antenna controller must adjust 
amplitude and phase at each one of the 200 antennas to ensure the correct steering of the beam. This includes 
the addition of interference nulling and cross-coupling rejection. The virtual SATCOM phased array 
antenna in this design has 200 elements. This is not a small number; however, it is minor compared with 
radar phased array systems used in many military applications.  For example, the SPY-1 phased array radar 
on many US Navy ships used 4,350 radiators that are digitally controlled to steer the beam in both azimuth 
and elevation. 
Prioritize which services 
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selected unit 
Deterring quantity of 
data, data rate, time of 
transmit   
Convert high speed 
application data to data 
blocks  
Assign frequencies to 
connection  
Apply interleaving, 
encoding, FEC, and 
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Perform an inverse fast 
Fourier transform 
Apply amplifier pre-
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Figure 44.  Functional diagram of digital processing in the 





 These processes are not small; however, compared to other comparable systems, they are well 
within the capabilities of current technology. Another example is the 4th generation LTE standard that 
operates on 1.5, 3, 5, 10, and 20 MHz bandwidths with many subchannels. At a bandwidth of 20 MHz, each 
subchannel has 15 kHz of subchannel spacing, so there are 1333 OFDM subchannels to process. The Flex 
6600 direct sampling SDR transceiver, a high-end amateur HF radio, uses an SDR processor that will 
sample at 245.6 Msps, with a maximum bandwidth of 14 MHz. The Flex CDRX-3200 can process 32 
different signals at the same time with a 200-kbps data rate and time stamp resolution of 1 ns.   
 
 
 The Virtual SATCOM design requires an ultra-wide bandwidth. The Orthogonal Frequency 
Division Multiplex (OFDM) modulation fits well into this design. As discussed in Goldsmith [31] and 
Proakis [11] OFDM is a multicarrier modulation that converts a high-speed serial digital data into many 
parallel sub-streams at a slower signal speed.  Each data stream is mapped to an analog symbol and assigned 
to a sub frequency channel. Each analog subchannel is orthogonal to the next subchannel frequency. The 
orthogonality results in sidelobe cancellation between adjacent subchannels. The resulting RF consists of 
many closely spaced modulated carriers. Next, the narrow bandwidth subchannels are combined into a 
single wide bandwidth signal and transmitted. OFDM has an advantage over frequency division multiplex 
(FDM) because the guard band between each subchannel is eliminated. OFDM employs an IFFT (Inverse 
Fast Fourier Transform) process that converts the time domain bitstream into frequency domain signals. 
Before transmission, a digital to analog process combines the subchannels into a signal time-division signal. 
At the receiver, the time domain signal is decomposed by a Fast Fourier Transform (FFT) back into the 
unique sub-channel frequencies for signal detection.  The subchannels are recombined into a high-speed 
serial channel. OFDM has been used in many high data rate wireless systems because of the many 
advantages it provides; some examples include WIFI, LTE, and WiMAX. One key benefit is a satisfactory 
performance in a multipath environment which is needed in this Virtual SATCOM system. 
 
 As seen in 0, all high-speed digital data applications on the left will be assigned to data blocks 
depending on the needs of the mobile platform and bandwidth available. The data blocks help organize 
the flow of services to the mobile unit. Each data block will carry four data MILSTD 188-110D signals 
with two for 48 kHz channels and two 24 kHz channels.  This waveform was designed for performance 
and robustness in the HF spectrum. This mode is almost identical to STANAG 4285. Serial D is a series 
of wideband high-frequency radio (WBHF) waveforms and coding specifications for bandwidths of 3, 6, 





 Not all applications on the left will be scheduled for all platforms. This will have to be managed. 
This flexible design will allow the data to be efficiently tailored for the mobile unit. All ships may not 
want the same data feeds and different data feeds have various restrictions. For example, NIPRNET, 
SIPRNET and JWICS have different classifications and different security encryption standards. This data 
architecture provides the capability to keep the application separated as required in different MILSTD 
188-110D channels.  
 
 




 In addition to the four data channels, three other 3 kHz channels are provided. These serve other 
low data rate function. The most important is the quality of service feedback, and other control systems 
commands necessary to maintain the link. One of the channels will be designated for voice connectivity. 
This could be an analog channel, but the preference is to move to a digital voice modulation to provide 
cleaner voice communications without the loud hiss of an analog SSB connection. The total bandwidth of 
each data block is 161 kHz and includes a total of eight guard bands of 1 kHz between each channel 
within the data block.  





 A 3 MHz total bandwidth will hold 18 separate data blocks. If the bandwidth is less than 3 MHz, 
then the number of blocks can be reduced. In some situations, the base station may transmit 3 MHz and 
the mobile unit will receive 3 MHz, but then the ship will only transmit 1 MHz of bandwidth back to the 
base station. This will require the management of applications to meet asymmetric information exchange 
requirements. One solution is to use different frequencies for the forward link and backlink.  As indicated 
in Chapter 1, the ship has two receive antennas with the bandwidth to receive a 3 MHz signal. To transmit 
from mobile, the mobile unit will use its directional antenna with the extra gain to ensure satisfactory 
SNR at low power.  
 
 
 MILSTD188-110D was introduced in Chapter 1. It is the DoD standard for HF digital 
communications. However, there are some weaknesses when operating in wideband modes. 110D is a 
serial mode design; the symbols are transmitted in sequence. Different symbol modulations are available 
i.e. BPSK, QPSK, QAM, etc., but the symbols are transmitted one after the other as specified by the 
symbol rate (Bs). The symbol rate for a 3 kHz channel is 2400 symbols/sec. The symbol rate increases as 
bandwidth increases. As the symbol rate increases, the symbol transmit time decreases. As the transmit 
time decreases, the energy per bit also decreases. 
 More importantly, at some point, the delay spread is longer than symbol transmit time and inter-
symbol interference becomes a factor. In Table 7, the symbol rate is listed for each MILSTD 188-11D. 
Using the delay spread calculated above based on Figure 33, the coherence bandwidth of 6532 Hz is 
determined.  As shown, all bandwidths above 6 kHz may have difficulty except in a very stable 
ionosphere and short ranges where the delay spread is very low. The conclusion we have drawn is that 


































 One tact to increase the symbol rate is to use only 3 kHz channels. The 3 kHz channel has a 
bandwidth of 1800 Hz and a symbol rate of 2400 Hz. This generates a 417 msec transmit time which is 
much longer than the delay spread, so ISI is not a factor under most conditions. However, if a 1 kHz 
guard band is added between each 3 kHz channels, in 3 MHz there are 750 channels. This would require 
an impractical number of radio demodulators on the mobile units. 
 The Virtual SATCOM solution is a hybrid solution of MILSTD 188-110D WBHF and OFDM 
modulation.  In 0, there are 26 OFDM subchannels spaced 1800 Hz apart within the 48 kHz channel. In 
this configuration, each subchannel is mapped to a modulation scheme. Like the 3 kHz channel, the 
symbol rate is 2400 sps. If the modulation scheme is 16-QAM the data rate is 6400 bps. The gross data 
rate is 4bits times 2400 bps or 9600 bps. However, header and CRC bits reduce the payload data rate to 
6400 bps. If this is multiplied 26 times for each subchannel, the payload data rate is 166 kbps. The 
MILSTD 188-110D 48 kHz serial waveform has a data rate of 96 kbps. This results in a 20% increase in 
data speed but still at a 417 µsec symbol transmit time compared to a 26 µsec for the standard MILSTD 
188-110D modulation. The OFDM is the better choice for long haul digital HF modulations. Table 8 
















Delta         
Ts-στ     
(kHz) (sym/sec) (µsec) (µsec) (Hz) (µsec) 
3 2400 417 153 6536 263.67 
6 4800 208 153 6536 55.33 
9 7200 139 153 6536 -14.11 
12 9600 104 153 6536 -48.83 
15 12000 83 153 6536 -69.67 
18 14400 69 153 6536 -83.56 
21 16800 60 153 6536 -93.48 
24 19200 52 153 6536 -100.92 
27 21600 46 153 6536 -106.70 
30 24000 42 153 6536 -111.33 
33 26400 38 153 6536 -115.12 
36 28800 35 153 6536 -118.28 
39 31200 32 153 6536 -120.95 
42 33600 30 153 6536 -123.24 
45 36000 28 153 6536 -125.22 





shows a comparison of Virtual SATCOM hybrid MILSTD 188-110D on the top half of the table against 
the standard MILSTD188-110D data rates below.  
 
 
Figure 46.  Diagram of 26 OFDM subchannels, each subchannel is 1800 Hz wide 
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[Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz]
3 1 75 150 300 600 1200 1600 3200 4800 6400 8000 9600 12000 16000 2400
6 3 225 450 900 1800 3600 4800 9600 14400 19200 24000 28800 36000 48000 7200
9 5 375 750 1500 3000 6000 8000 16000 24000 32000 40000 48000 60000 80000 12000
12 6 450 900 1800 3600 7200 9600 19200 28800 38400 48000 57600 72000 96000 14400
15 8 600 1200 2400 4800 9600 12800 25600 38400 51200 64000 76800 96000 128000 19200
18 10 750 1500 3000 6000 12000 16000 32000 48000 64000 80000 96000 120000 160000 24000
21 11 825 1650 3300 6600 13200 17600 35200 52800 70400 88000 105600 132000 176000 26400
24 13 975 1950 3900 7800 15600 20800 41600 62400 83200 104000 124800 156000 208000 31200
27 15 1125 2250 4500 9000 18000 24000 48000 72000 96000 120000 144000 180000 240000 36000
30 16 1200 2400 4800 9600 19200 25600 51200 76800 102400 128000 153600 192000 256000 38400
33 18 1350 2700 5400 10800 21600 28800 57600 86400 115200 144000 172800 216000 288000 43200
36 20 1500 3000 6000 12000 24000 32000 64000 96000 128000 160000 192000 240000 320000 48000
39 21 1575 3150 6300 12600 25200 33600 67200 100800 134400 168000 201600 252000 336000 50400
42 23 1725 3450 6900 13800 27600 36800 73600 110400 147200 184000 220800 276000 368000 55200
45 25 1875 3750 7500 15000 30000 40000 80000 120000 160000 200000 240000 300000 400000 60000
48 26 1950 3900 7800 15600 31200 41600 83200 124800 166400 208000 249600 312000 416000 62400
Wave Number 
Modulation

















 A critical thinker might ask, “HF communication has been around for a long time, so why is a high 
data rate solution proposed now?” The answer is the technological advance of the SDR. Software Defined 
Radios are the drivers for the digital signal processing required in this Virtual SATCOM design. SDR uses 
Analog-to-Digital Converters (ADCs) to digitize the received analog signal. The ADC today can digitize 
the analog electromagnetic spectrum at a nano second rate. This fast process allows the ADC to move closer 
to the antenna and reduce the analog hardware circuits. This enables the SDR to move quickly across the 
spectrum to decode complex signals.  
 The SDR receivers are the principal research focus for Ultra-Wide-Band (UWB). The idea of these 
UWB receivers is to convert the noisy RF signal coming directly from the antenna to the digital domain. 
Consequently, all the analog processing processes are removed, and the message is converted directly to 
the digital domain to be processed by the digital processor. The processing of the signal in the digital domain 
preserves high accuracy and resolution with fewer high-cost analog components. 
 The best approach towards SDRs procession is the use of programmable hardware such as field-
programmable gate arrays (FPGA). Examples of FPGA based SDR platforms are Airblue and Xilinx Zynq. 
Although FPGAs consume more power and occupy more area than ASICs, the programmability feature is 
the reason behind their increasing adoption in a wide range of applications. FPGAs can be quickly 
reprogrammed, and their cost is within a few tens to a few thousands of dollars. Advantages of FPGA 
include attractive hardware processing advantages, such as high-speed performance, low power 
consumption, and portability, compared to other processors [46]. In Hussein [47], a presentation of a Time-
Based Analog-to-Digital Converter (TADC) is considered an essential block in designing SDR receivers 
because it exhibits higher speed and reduced power consumption compared to the conventional ADC, 
especially, at scaled CMOS technologies. 
In summary, state of the art in digital signal processing and phased array antenna control are well 
within the magnitude of the signal processing requirements of a 200-element array operating over a 










 The Achilles heel of modern networked warfare for maneuver forces like the Navy is the 
communication satellite. The Navy has become dependent on high-speed SATCOM data. Adversaries are 
poised to attack with capable weapons, including RF jamming, cyber-attack, directed energy, and 
physical kinetic attack. 
 This research presents an innovative alternative -- non-satellite signal paths to support long-range 
wireless network communications for mobile platforms. It provides a significant improvement over 
current HF systems that is comparable to SATCOM signal speeds. 
 The ionosphere has limitations, but modern signal processing technologies can compensate for 
these limitations. The ionosphere is a dynamic medium, but we designed a frequency-agile HF OTH 
communication system that can provide mobile platforms with high data rates via a base station relay.  
 Our analysis using the PHaRLAP model has shown that the ionosphere can accommodate an 
ultra-wideband signal. Additional research is needed to refine the channel conditions at other locations in 
the future. 
 Our innovative concept acknowledges the practicality that a wideband signal must be constrained 
to prevent interference with other users of the spectrum. Our solution is a narrow-focused beam that 
negates interference outside the beam.  The application of a narrow beam, high gain, and high-power 
signal results in a strong signal to noise ratio that will increase data rate and lower bit error rate. Wide 
bandwidth and reliable SNR result in high data speed. 
 Antenna elements for wide bandwidth signals are different than narrowband signals. Our design 
selected LPDA antenna elements for its wide frequency properties. More detailed analysis with a better 
software tool like FEKO or CST that model EM radiation patterns will provide a precise design that can 
be prototyped and tested. 
 Though more study is required, Virtual SATCOM is a disruptive technology that can augment or 
replace DOD’s long-range wireless communications requirement and mitigate the risk of satellite 
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Appendix A shows the MATLAB programs support the dissertation. 
 
Noise references  
Beam steering  
 
% Path   C:\Users\denni\Documents\MATLAB\dec 2018 lpda matlab 
% Design of a Log-Periodic Dipole Antenna (by Ramann Mantha) 
  
% This design is based on the initial assumption that the directivity 
(D0)(ranging from 7dB-11.5dB in accordance with fig 11.13 in Balanis) 
and bandwith (fL and fH) are given 
clc; 
D0 = input('\nEnter the Value of Directivity = '); 
fL = input('\nEnter the Lower cut-off frequency (in MHz) = '); 
fH = input('\nEnter the Upper cut-off frequency (in MHz) = '); 
  
if D0 == 7; 
sigma = 0.135; 
tau = 0.77; 
  
elseif D0 == 7.5; 
    sigma = 0.145; 
    tau = 0.83; 
  
elseif D0 == 8; 
    sigma = 0.157; 
    tau = 0.865; 
  
elseif D0 == 8.5; 
    sigma = 0.17; 
    tau = 0.90; 
  
elseif D0 == 9; 
    sigma = 0.172; 
    tau = 0.93; 
  
elseif D0 == 9.5; 
    sigma = 0.178; 
    tau = 0.945; 
  
elseif D0 == 10; 
    sigma = 0.18; 
    tau = 0.957; 
  
elseif D0 == 10.5; 
    sigma = 0.182; 







elseif D0 == 11; 
    sigma = 0.19; 
    tau = 0.975; 
end 
  
fprintf('\nsigma = %f\n\n', sigma); 
fprintf('tau = %f\n\n', tau); 
alpha = atand((1-tau)/(4*sigma)); 
fprintf('alpha = %f\n\n', alpha); 
  
% Bandwidth of active region is denoted by "Bactreg" and slightly 
higher 
% bandwidth is denoted by "Bs" 
Bactreg = 1.1+7.7*((1-tau)^2)*cotd(alpha); 
fprintf('Bactreg = %f\n\n', Bactreg); 
Bs = (fH/fL)*Bactreg; 
fprintf('Bs = %f\n\n', Bs); 
  
% Number of elements is denoted by N 
ln = @log; 
intermediate1 = 1+(ln(Bs)/ln(1/tau)); 
N = ceil(intermediate1); 
fprintf('N = %f\n\n', N); 
  
f1 = 2/((Bs/fH)+(1/fL)); 
f2 = fH*(2-(f1/fL)); 
fprintf('f1 = %f\n\n', f1); 
fprintf('f2 = %f\n\n', f2); 
  
c = 300; 
lambda_max = c/f1; 
fprintf('lambda_max = %f\n\n', lambda_max); 
L = (lambda_max/4)*(1-(1/Bs))*cotd(alpha); 
fprintf('L = %f\n\n', L); 
l_max = lambda_max/2; 
fprintf('l_max = %f\n\n', l_max); 
  
for i = 1:1:N-1; 
    intermediate2 = ((tau)^(i-1))*(l_max); 
    l_i = (tau)*intermediate2; 
    fprintf('l_i = %f\n', l_i); 
end 
  
R_max = l_max/(2*tand(alpha)); 
fprintf('\nR_max = %f\n\n', R_max); 
  
for j = 1:1:N-1; 
    intermediate3 = ((tau)^(j-1))*(R_max); 
    R_j = (tau)*intermediate3; 







L_actual = R_max - R_j; 
fprintf('\nL_actual = %f\n\n', L_actual); 
  
spacing_factor = ((R_max)-((R_max)*(tau)))/(2*(l_max)); 
fprintf('spacing_factor = %f\n\n', spacing_factor); 
Input/Output  
Enter the Value of Directivity = 7 
Enter the Lower cut-off frequency (in MHz) = 7 
Enter the Upper cut-off frequency (in MHz) = 28 
sigma = 0.135000 
tau = 0.770000 
alpha = 23.070412 
Bactreg = 2.056340 
Bs = 8.225360 
N = 10.000000 
f1 = 4.580642 
f2 = 37.677431 
lambda_max = 65.493000 
L = 33.768004 
l_max = 32.746500 
l_i = 25.214805 
l_i = 19.415400 
l_i = 14.949858 
l_i = 11.511391 
l_i = 8.863771 
l_i = 6.825103 
l_i = 5.255330 
l_i = 4.046604 
l_i = 3.115885 
R_max = 38.441543 
R_j = 29.599988 
R_j = 22.791991 
R_j = 17.549833 
R_j = 13.513372 





R_j = 8.012078 
R_j = 6.169300 
R_j = 4.750361 
R_j = 3.657778 
L_actual = 34.783765 
spacing_factor = 0.135000 
 
Copyright (c) 2014, Ramann Mantha 
All rights reserved. 
 
Redistribution and use in source and binary forms, with or without 
modification, are permitted provided that the following conditions are 
met: 
 
* Redistributions of source code must retain the above copyright 
notice, this 
  list of conditions and the following disclaimer. 
 
* Redistributions in binary form must reproduce the above copyright 
notice, 
  this list of conditions and the following disclaimer in the 
documentation 
  and/or other materials provided with the distribution 
* Neither the name of  nor the names of its 
  contributors may be used to endorse or promote products derived from 
this 
  software without specific prior written permission. 
THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS 
"AS IS" 
AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, 
THE 
IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR 
PURPOSE ARE 
DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE 
LIABLE 
FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR 
CONSEQUENTIAL 
DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE 
GOODS OR 
SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) 
HOWEVER 
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT 
LIABILITY, 
OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF 
THE USE 
OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE. 









clc;    % Clear the command window. 
close all;  % Close all figures (except those of imtool.) 
workspace;  % Make sure the workspace panel is showing. 
fontSize = 20; 
  
% Create the lpda antenna object 
%  
% Parameters 
BoardLength = 100; 
BoardWidth = 100; 
Height = .025; 
StripLineWidth = 0.0625; 
FeedLength = 0.014; 
ArmLength = [3.115885 4.046604 5.255330 6.825103 8.863771 11.511391 
14.949858 19.415400 25.214805]; 
ArmWidth = [25e-03 25e-03 25e-03 25e-03 25e-03 25e-03 25e-03 25e-03 
25e-03]; 
ArmSpacing = [3.657778 4.750361 6.169300 8.012078 10.405296 13.513372 
17.549833 22.791991 29.599988]; 
Substrate = dielectric('Air'); 
lumped_elements = lumpedElement('Impedance',50); 
tilt_angle = [90 90 0]; 
tilt_axis = [0 0 1; 0 0 1; 0 0 1]; 
% Object creation 
lpdipole = lpda('BoardLength', BoardLength, ... 
                'BoardWidth', BoardWidth, ... 
                'Height', Height, ... 
                'StripLineWidth', StripLineWidth, ... 
                'FeedLength', FeedLength, ... 
                'ArmLength', ArmLength, ... 
                'ArmWidth', ArmWidth, ... 
                'ArmSpacing', ArmSpacing, ... 
                'Substrate', Substrate, ... 
                'Load', lumped_elements, ... 
                'Tilt', tilt_angle, ... 




% Script generated by antennaDesigner  
  
  
% Define plot frequency  
plotFrequency = 14000000; 
% Define frequency range  







% Define antenna 
%  myantenna=dipole('Length',lamda/2,'Width',0.02) % Dipole 
% 
myantenna=monopoleTopHat('Height',5,'Width',0.02,'GroundPlaneWidth',10





    antennaObject = myantenna 
     
% show for myantenna 
show(antennaObject) 
title('Antenna Diagram') 
% pattern for myantenna 
figure;%fig1 Antenna Diagram 
  
pattern(antennaObject, plotFrequency) 







% elevation for myantenna 










% VSWR of Antenna element 






%% ---- Code added to create the ULA ------------- 
  
% Elevation and azimuth angles 
el = -090:090; % Elevation Angles 
az = -180:180; % Azimuth Angles 
  





[pat,az,el] = pattern(antennaObject,plotFrequency,az,el); 
   
   
% Create a phased.CustomAntennaElement with the magnitude pattern 




% Create the ULA Object 
numElements = 200; % Number of elements 
elemSpacing = 10 % Element Spacing set to 10n or can apply Lamda/2 
spacing with the following physconst('LightSpeed')/(2*plotFrequency);  
taper = chebwin(numElements,40); %Apply Chebyshev Window (Taper to 











   a=0:.5:2;  
[Directivity] = pattern(hULA,14e6,a,15); 
% y(x)=[Directivity] 
% [Directivity1] = pattern(hULA,14e6,0.5,15) 
% [Directivity2] = pattern(hULA,14e6,1.0,15) 










%MATLAB Code from Sensor Array Analyzer App 
  
%Generated by MATLAB 9.4 and Phased Array System Toolbox 3.6 
  
clear 
%Generated on 24-Aug-2018 07:37:15 
%Create a uniform linear array withOUT taper 
h = phased.ULA; 
h.NumElements = 200; 
h.ElementSpacing = 10.000; 
h.ArrayAxis = 'y'; 
  
% Create a uniform linear array with taper 
h1 = phased.ULA; 
h1.NumElements = 200; 
h1.ElementSpacing = 10.000; 
h1.ArrayAxis = 'y'; 
  
% Calculate Taper  %t2                                                               
<                                                                                    
- 
  sll = 60;   %t2                                                                     
<                                                                                    
- 
  wind = chebwin(200, sll)';  %2                                                      
<                                                                                    
- 
  h1.Taper = wind; %2 
%Create Isotropic Antenna Element 
el = phased.IsotropicAntennaElement; 
h.Element = el; 
  
%Assign frequencies and propagation speed 
F = 28000000; 
PS = 300000000; 
  
%Create figure, panel, and axes 
fig1 = figure; 
panel = uipanel('Parent',fig1); 
hAxes = axes('Parent',panel,'Color','none'); 
NumCurves = length(F); 
%Plot 2d graph 
fmt = 'rectangular'; 
cutAngle = 0; 
pattern(h1, F, -180:180, cutAngle, 'PropagationSpeed', PS, 'Type', ... 
    'directivity', 'CoordinateSystem', fmt ); 
pattern(h1, F, -180:180, cutAngle, 'PropagationSpeed', PS, 'Type', ... 
    'directivity', 'CoordinateSystem', fmt ); 
axis(hAxes,'square') 
  
fig2 = figure; 





hAxes = axes('Parent',panel,'Color','none'); 
NumCurves = length(F); 
%Plot 2d graph 
fmt = 'rectangular'; 
cutAngle = 0; 
pattern(h, F, -180:180, cutAngle, 'PropagationSpeed', PS, 'Type', ... 




legend_string = cell(1,NumCurves); 
lines = findobj(gca,'Type','line'); 
for idx = 1:NumCurves 
    [Fval, ~, Fletter] = engunits(F(idx)); 
    legend_string{idx} = [num2str(Fval) Fletter 'Hz; No Steering']; 
end 
































From: Ramann Mantha <ramannbharadwaj91@gmail.com>  
Sent: Saturday, November 23, 2019 9:23 PM 
To: dwats017@odu.edu 
Subject: Re: MATLAB Central Contributor Question 
Hello Mr. Watson, 
Thank you for the email. Yes, I hereby grant you permission to cite my Matlab program/code in your 
dissertation references. Please forward me a final copy of the reference page from your dissertation so 
that I can save it for my records. 
Ramann Mantha 
Sent from my iPhone 
On Nov 23, 2019, at 13:38, dwats017@odu.edu wrote: 
Mr Ramann Mantha,  
 
I used your MATLAB program to design a LPDA antenna for my Dissertation at Old Dominion 
University. Title: VIRTUAL SATCOM: LONG RANGE BROADBAND DIGITAL 
COMMUNICATIONS. My project is based on a beam forming aperture of many LPDA 
antennas to focus the High Frequency energy into narrow beam. I used your program to design 
the aperture elements. LPDA was selected due to wide bandwidth and beam forming 
performance capabilities.  
 
Request permission to site you and your MATLAB program in my paper.  




Dennis Watson  
PHD Candidate  
Old Dominion Universtity  
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