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Abstract 
The Empirical Pseudopotential Method (EPM) has been used in this thesis to in-
vestigate four areas of interest in sennconductor research, namely, strain-induced 
valence subband splittings, simple analytical k.p expressions for conduction and 
valence band dispersions, 'universal' behaviour of conduction band non-parabolicity, 
and r-L mixing in [111] grown superlattices. In the first of these the EPM was used 
to calculate directly the valence band structure of strained nlaterials. From this the 
strain-induced matrix elelnent, C4 , which is proportional both to the axial strain, 
Cax , and the in-plane wave-vector, kJ.' was deduced for all common III-V materials 
and selected II-VI's. The effect of C4 on properties of quantum wells is discussed 
with particular emphasis on layers under biaxial tension. The EPM was then used 
to test analytical k.p expressions that attempt to describe the conduction band 
anisotropy and valence bands along the [001] direction around the zone centre r 
point. A number of expressions have been derived which span a wide range of 
band gap and spin-orbit splitting energies. The EPM has allowed the range of ap-
plicability of these expressions to be deternlined. The conduction band dispersion 
around the r point generated by the EPM was also used to verify the 'universal' 
behaviour of common senliconductor Inaterials when energy and wavevector are 
scaled in an appropriate manner. Surprisingly we find the universality of this type 
is still present even when non-parabolicity effects are expected to be important. 
This analysis was initially done on the direct gap III-V senliconductors but was 
then extended to the indirect gap III-V and group IV materials, as well as the 
direct gap II-VI's. A modified 2-band k. p model was devised which reproduced 
the universal behaviour and allowed interpretation of the results using Harrison's 
model-solid theory. Finally superlattice (SL) bandstruct ures were generated using 
the supercell method of Jaros et ale with bulk Inaterial wavefunctions and ener-
gies calculated by the EPM. The technique was used to study f-L mixing in [111] 
superlattices using the GaSb/GaAlSb system. This was done for a wide range 
of barrier and superlattice compositions and then compared with f-X mixing in 
GaAs/GaAlAs [001] superlattices. It was then proposed that f-L mixing can be 
more readily modelled in device applications than can f -X mixing. 
I would like to dedicate tlus thesis to my family 
and friends. 
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Chapter 1 
Introduction 
1.1 Background 
Man has used only four of the ninety two naturally occurring elements to signif-
icantly alter the way he lives. What would the industrial revolution be without 
iron (Fe), modern medicine without the understanding and utilisations of carbon 
(C), or the cold war without the destructive effects of uranium (U)? Equally what 
would modern life be without silicon (Si)? One would be hard pressed to find a 
modern electronic device that does not contain integrated circuits based on silicon 
technology. Even a modest pocket calculator contains more computing power than 
the first electronic computer invented only 5 decades ago. It is fair to say that sili-
con is the bed-rock of the modern electronics industry and will probably remain so 
for some time. However silicon is far from an ideal sennconductor and, in partic-
ular, its indirect band gap Blakes it unsuitable for optoelectronic devices. For the 
electronics industry to evolve therefore new material systems are now being investi-
gated which do not have the disadvantages of silicon. A quick look through Physics 
Abstracts will show that almost any cOlnbination of systems involving group III 
and group V elements (Si is group IV) along with their associated ternaries, qua-
ternaries, and in SOine case penternaries can now be conjured up with relative 
ease using new growth techniques such as MOVPE (lnetallo-organic vapour phase 
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epitaxy) or MBE (Molecular Beam Epitaxy). In addition the control of growth 
in these techniques is such that different semiconductor compounds can be grown, 
without interruption, on top of each other. Growth of this type can be controlled 
down to monolayer (a few angstroms) accuracy, bringing these structures into the 
quantum effect regime. Thus in addition to the bewildering combination of semi-
conductor alloys that are possible, the electronic properties can also be modified 
by the formation of quantum well and superlattice structures. 
The relative ease with which such a large number of microstructures, involving 
a wide range of semiconductors, have been fabricated and studied stems from the 
fact that most group IV elements, III-V and II-VI compounds of interest have 
essentially the same crystal structure. However the band gap of these materials, 
although their structure is the same, can vary between ~ O.3e V to ~2.5e V. This 
leads to a huge range of electronic properties for bulk materials, before even consid-
ering superlattices and quantum wells. Indeed one requirement, lattice-matching, 
which in the past has restricted the material cOlnbinations that can be fabricated, 
is no longer such an iInportant constraint and lattice-mismatch is now being turned 
to advantage for new and improved device characteristics. 
Theory has an important role to play in modern semiconductor physics. From 
a scientific point of view the wide range of very pure crystal systems allows the 
study of, for exalnple, quanhlln Inechanical, external field, and symmetry effects 
on electrons in a solid. However much of the elllphasis of selniconductor theory 
in recent years has been on direct device applications based on these novel semi-
conductor systems. This is not surprising since funding for such research can be 
expected to be more sustained than for 'purer' research projects. As yet, mod-
elling of device characteristics is, in itself, an on-going research activity, but one 
can get a fairly good idea of how a particular systenl will perfonn. In addition 
it is straightforward to replace one 11laterial with another in the 'virtual' system 
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generated in the computer and get insight into the resulting changes without the 
messy business of actually fabricating the material. Thus material systems which 
are found to be non-starters can be rejected, while more promising systems can be 
studied further both theoretically and experilnentally. 
Any theoretical model of semiconductor materials or devices starts from the en-
ergy, E v. crystal wave vector, k relation. This bandstructure, which is constructed 
from the microscopic level, determines nlost of the macroscopic properties that are 
actually measured. These days, with the increasing complexity of semiconductor 
systems, the bandstructure is often only the first requirement in a many stage 
calculation. Indeed one of the Inain attractions of low dimensional semiconductor 
microstructures from a theoretical point of view is that they consist of combina-
tions of 'bulk' materials whose properties in the main are well understood. The 
important role of the band structure has led to a large number of techniques for 
its description. These vary from the siInplest Inodels, assuming parabolic bands 
to highly complex models (ab-initio, self-consistent, many body effects etc.). They 
have varying degrees of applicability and complexity reflecting the wide range of 
calculations for which bandstructures are required. 
A common method, which is employed in this thesis, is the pseudopotential 
method. It has the advantages of being a full k space representation while being 
defined with only a handful of adjustable parameters. This allows its use as an em-
pirical method, widely quoted in the literature as the Empirical Pseudopotential 
Method (see chapter 2), using known experilllental data as fitting parameters. The 
method is therefore simple to iInplelnent, and not excessively demanding on com-
puter resources. In addition the physical interpretation of these pseudopotential 
parameters is, in principle at least, conceptually sinlple since they represent the 
Fourier transform of the electrostatic potential experienced by the conduction and 
valence electrons due to the ions ill the crystal. It is therefore appropriate to 
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use bulk material parameters to predict the effects of, for example, strain or the 
application of hydrostatic pressure. 
1.2 Thesis plan and extended abstracts 
In the next chapter a brief description of the pseudopotential method as applied to 
semiconductors is given. It not only contains the basic theory, but also and outline 
of the important details required for anybody who actually wants to construct 
bandstruct ure. 
The following four chapters describe the application of the pseudopotential 
method to four different topics. These are strain-induced valence subband split-
tings, analytical k.p expressions, 'universal' behaviour of conduction band non-
parabolicity and r-L lIlixing in [111] superlattices. Here I shall give extended 
abstracts for each topic: 
1.2.1 Strain-induced valence subband splitting 
Applying an axial strain along the (001) direction introduces an additional term, 
known as the C4 matrix elenlent, into the valence band Hamiltonian. This ma-
trix element is proportional both to the axial strain, tax, and to k.l.' the wave 
vector component perpendicular to the strain axis. The value of C4 is found for 
all III-V and selected II-VI cOlnpounds by direct calculation from the strained 
valence band structure generated by the empirical pseudopotential method. The 
effect of C4 on valence band structure, previously ignored in strained valence band 
calculations, is to lift the degeneracy of the spin states and introduce a splitting 
which is an order of magnitude greater than that present due to inversion asymme-
try. The strain-induced splitting should be ll1easurable for rnoderate strain (lattice 
mismatch ~1 %). The introduction of C4 is expected to have a large impact on 
quantum wells under biaxial tension, rnanifesting itself in a splitting in the highest 
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valence subband and a shift of the valence band maximum, in k space, away from 
the zone centre. We conclude by discussing the effect of C4 on Landau levels in 
biaxially strained quantum well systems. 
1.2.2 Analytical k.p expressions 
We derive simple analytical expressions based on the 14-band k.p model which 
accurately describe the anisotropic conduction band dispersion for semiconductors 
over a wide range of band gap and spin-orbit splitting energies. In addition we 
also derive equally simple expressions for the valence band dispersion (light-hole, 
heavy-hole and spin-split-off bands) around the zone centre r point along the [001] 
direction. All these expressions are tested against band dispersions generated by 
the empirical pseudopotential method for the set of materials GaAs, InAs, and 
InSb. It is found that the conduction band analytical expressions are valid for 
energies up to at least 0.5e V above the band edge for all the materials tested, 
while the valence band expressions were also valid over a large energy range. 
1.2.3 'Universal' conduction band non-parabolicity 
It is found that the conduction band dispersion around the zone centre r point 
in direct gap III-V semiconductors is effectively universal, and therefore indepen-
dent of material parameters, when energy and wave vector variables are scaled in 
the appropriate way. This 'universal' behaviour explains previous experimental 
and theoretical diamagnetic Shubnikov-de Haas results in some two-dimensional 
electron systems. Significantly, we show that this universal behaviour is largely 
retained by these nlaterials in the region where non-parabolicity is expected to be 
important - a result also supported by experiInent. This is initially illustrated for 
the direct gap III-V senuconductors with conduction band dispersion calculated 
by the empirical pseudopotential Inethod. Further insight can be gained frOlll a 
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modified 2-band k.p model [31] which still exhibits universal behaviour. In ad-
dition Harrison's model-solid theory [41] is implemented and, not only indicates 
the origin of universality, but can also predict trends in non-parabolicity between 
different materials. The EPM calculation is then used to calculate scaled conduc-
tion band dispersions for the equivalent f point for indirect gap III-V, selected 
group IV materials, and direct gap II-VI semiconductors. Universal behaviour of 
these non-parabolic bands is also observed and found to occur in the region of k 
space appropriate for effective mass type calculations. The 2-band k.p model cou-
pled with Harrison's model-solid theory correctly predicts the trends in all these 
materials. 
1.2.4 r-L mixing in [111] grown superlattices 
f-L mixing in [111] grown superlattices (SLs) has been studied theoretically using 
the pseudopotential supercell Inethod of Jaros et. ale [49]. The system studied 
is GaSb/Gal_xAlxSb which, for short period superlattices, can have the lowest 
conduction subband derived froln bulk L states rather than zone centre f states. 
Mixing occurs between f and L derived sub bands resulting in an anti-crossing of 
the subbands. To study the superlattice cOlnposition and period dependence of this 
anticrossing, a method has been devised that calculates mixing energy without the 
need for an 'accidental' degeneracy of the f- related and L- related subbands. This 
allows a systematic study of f-L lnixing behaviour in [111] GaSb/Gal_xAlxSb su-
perlattices which is then cOlnpared to a similar analysis of r -X mixing in [001] 
grown GaAs/Gal_xAlxAs superlattices. It is found that r-L nlixing is far easier to 
interpret than f-X mixing due to the absence of a canlel's back structure along the 
[111] direction in the bulk. This feature has been overlooked in previous analysis 
of f-X mixing in [001] superlattices but is shown here to significantly alter the 
lnixing energy in an unpredictable way. It is suggested that devices which utilise 
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mixing between zone centre and satellite rninilna related subbands would be more 
readily modelled with [111] grown, rather than [001] grown, systems. 
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Chapter 2 
The pseudopotential lllethod 
2.1 Introduction 
In this chapter the main workhorse of this thesis, namely the pseudopotential 
method, will be described. The first sections will describe the method as applied 
to the calculation of condensed matter electronic properties and, in particular, the 
calculation of band dispersion infonnation. This description of pseudopotentials 
is by no means complete but incorporates just the main physical principles, along 
with a few details, required to understand and interpret the research presented 
in this thesis. Most of what I describe in this chapter can also found in Cohen 
and Heine [1] published in 1968. Their publication must be the most cited of 
pseudopotential works and contains all the necessary infonnation for a budding 
researcher to calculate bandstructure. In addition, a recent book by Cohen and 
Chelikowsky [2] is devoted entirely to the calculation of semiconductor electronic 
structure and optical properties using the pseudopotential method. 
2.2 What is the pseudopotential method? 
2.2.1 General theory 
It has been known for SOHle years that the electronic properties of lnany condensed 
matter systelns can be readily described in tenns of a distorted free electron gas. 
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This so-called Nearly Free Electron (NFE) approximation suggests that the elec-
tronic band structure of such materials can be described as due to a perturbation 
of a free electron gas by a weak periodic potential, V(r), produced by the atomic 
ions within the material. It should be a simple matter to then construct the elec-
tron wavefunctions by perturbation of the initial set of free-electron basis states, 
namely the set of plane waves 
(2.2.1) 
where G is the set of reciprocal lattice vectors, n the crystal volume, and k is 
defined within the first Brillouin zone. One would include enough plane waves to 
produce eigenvalue convergence and siInply diagonalise the resultant perturbation 
matrix. However, things are never that simple. 
A typical electron conduction band wave function, shown schematically in fig-
ure (2.1) consists of two distinct and, to a large extent, spatially separate regions. 
Outside the ion core region (ITI > Rc where Rc is the core radius) the wavefunction 
closely resembles the NFE perturbed plane waves. Residing inside a radius He is 
the central core of densely packed electrons occupying largely unchanged atomic 
orbitals. The wavefunction inside this core region is varying very rapidly compared 
to the out-of-core region. When a plane wave basis is used, more 'wiggles' mean 
more plane waves. In fact it is estilnated [1] that aluminium would require ~ 106 
plane waves to describe the electron wavefunction in tIus core region! It is not 
remotely feasible that such a calculation could be done, even with the speed and 
power of modern computers. Furthennore, such calculations will always converge 
on the lowest energy eigenstate first which would just be the binding energies of the 
tightly bound electrons within the ionic core region. There are far better ways to 
calculate these valence and conduction states directly. As stated above, the NFE 
approximation suggests a perturbed plane wave solution is sufficient to find the 
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Real and Pseudo wavefunctions 
1/I(r) 
•...•...... . ......•..• 
.. - -', 
-1/1 
. ............ cp cp(r) 
". 
' ......... . 
Ion Ion 
Position (r) 
Figure 2.1: Schematic representation of a conduction band electron wavefunction, 
.,p, and its corresponding pseudo wavefunction, </>. Outside the core regions (Irl > 
Rc) the two wavefunctions are identical. Inside the cores (Irl < Rc ), 'lj; has strong 
oscillations due to the large coulomb potential in this region. In contrast the pseudo 
wavefunction extends slnoothly into the core region without rapid oscillations. 
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energy eigenvalues of the conduction and valence states of most solids. As a result, 
one might expect the core electrons to have only a small influence on the nearly 
free electron-like states., and thus to have only a minimal effect on electronic prop-
erties. The problem therefore is to find a method of removing the contribution of 
the core electrons froin the total wavefunction. The resultant weak potential will 
produce a wavefunction which is now slowly varying on the scale of the ionic core, 
and thus requires far fewer plane waves to describe it. 
One method of finding such a pseudopoten tial (for there are several) is the 
Orthogonalised Plane Wave (OPW) method which separates the core and out-of-
core wavefunction contribution so that 
(2.2.2) 
c 
'lj; is the total wavefunction which is a sum of the the plane waves, <Ppw, to describe 
the out of core wavefunction, and the core region wavefunction being which is 
represented by some linear combination of atomic core states, <Pc. It is important 
to note that the contribution of the core region wavefunction in (2.2.2) is almost 
entirely restricted to the core region, (IT I < Rc). Using the fact that 'lj; must be 
orthogonal to the core states, and using the one electron Hamiltonian we arrive at 
the Pseudopotential Hamiltonian, Ho, 
(2.2.3) 
where 
(2.2.4) 
(2.2.5 ) 
c 
and Ec is the energy of the core state. Here V( r) is the true crystal potential (i.e 
a screened couloInb potential) and VR(r) is an effective repulsive potential since 
E - Ec > O. The effect of VR ( r) therefore is to cancel out, to a very great degree. 
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Figure 2.2: Real and Pseudo potentials for the Si4+ ion . The main feature of 
the 'pseudising' process is to eliminate the strong coulomb potential within the 
core region (Irl < Rc). Outside the core the two curves revert to the familiar pure 
coulomb field which, since the potentials are plotted as rV(r), converge to the value 
of -4. Hence the out of core part of the potential, which is the main contribution 
to the electronic properties of the lnaterial, is retained by the pseudopotential. 
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the large true crystal potential within the core region. The pseudopotential and 
true potential curves coincide outside the core region (as shown in figure (2.2)) 
but diverge inside the core with the pseudopotential effectively vanishing. This 
occurs due to the cancellation effect of VR(r). The wavefunction produced by 
this pseudopotential, not surprisingly known as the pseudo wavefunction, extends 
smoothly inside the core region without the rapid oscillations from the core states. 
This is shown by the dotted line in figure (2.1). 
The pseudopotential has the effect of removing the core region wavefunction 
contribution that would cause such a headache for anyone trying to diagonalise 
a Hamiltonian with dimensions of 106 X 106 • However the contribution of the 
smoothly varying out-of-core region to the wavefunction, and hence the energies, is 
retained. Finally, our pseudopotential is weak allowing a much reduced plane wave 
basis to achieve eigenvalue convergence. As we shall see later, the pseudopotential 
Hamiltonian converges with just 50 to 100 plane waves - a quite manageable quan-
tity. In addition the pseudopotential method gives a sound theoretical basis for 
the NFE approximation itself. 
2.2.2 Definition of the pseudopotential 
It is convenient to envisage the pseudopotential as consisting of two parts. Inside 
the core region there is the small residual non-local contribution (for (2.2.5) is a 
nonlocal operator [1]) that remains by action of VR ( r) on the true crystal potential. 
Outside the core region there is a negligible contribution form VR(r) and only 
a local potential, which just depends of r, relnains. We further introduce the 
spherical atom approximation which allows us just to consider the magnitude of 
r. This is not strictly true for senuconductors since the bonds in these materials 
are extremely directional. We shall see later how this affects the potential, but for 
now the spherical approxiluation will suffice. 
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A further approximation is to ignore the non-local contribution to Vp ( r) and to 
concentrate on the local part, Vi(r) - an approximation shared with the majority of 
researchers in this field, and one that is adequate for the bandstructure information 
in which we are interested. The remaining local part of the pseudopotential is 
approximated to a screened coulomb potential outside the core region while falling 
effectively to zero within. This is Ashcroft's 'empty core model' [4] which has, for 
the unscreened, local bare potential 
Vbare(r) = 0 for Irl < Rc 
Vbare(r) ex: ~ for Irl > Rc 
(2.2.6) 
and is shown schematically in figure (2.3a). Since the energy Hamiltonian for 
bandstructure calculations is written in reciprocal space we take the Fourier trans-
form of Vbare( r) to get 
(2.2.7) 
where n is the atomic volume, and include the effects of screening to get the final 
local pseudopotential result of 
Vi(q) = Vbare/t(q) (2.2.8) 
where €( q) is the dielectric function or screening factor at zero phonon frequency 1. 
Figure (2.3b) shows the resultant local pseudopotential Vi( q). The falloff of 
Vi( q) is a direct consequence of rell10ving the core potential and results in the 
speedy convergence of the bandstructure calculation. 
2.2.3 Calculation of bandstructure 
To calculate a materials bandstructure (i.e. energy, E v. wavevector, k) we first 
calculate the crystal potential by placing a pseudoatoln, having a pseudopotential 
1 An illustration of the form of of f( q) can be found in [5] 
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Figure 2.3: Ashcroft's 'eInpty core' 1110del. Both the real space potential (a) and its 
Fourier transform (b) are illustrated. For all its siInplicity the empty core model 
has the main features of a pseudopotential: negligible contribution in the core 
region while reverting to the true potential outside the core. The Fourier transform 
decays away rapidly with increasing q, characteristic of a pseudopotential, which 
results in the need for only a sluall plane wave basis. In most applications, v,( q), 
is so small at large q that it is set to zero at S01ne cut-off value, qc' as done here. 
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V,(q), at every lattice site. In reciprocal space the potentials takes on the form 
Vp(q) = Vi(q)S(q) (2.2.9 ) 
where S(q) is the structure factor and Vi(q) comes from (2.2.8) - but is now called, 
in an analogous way to X-ray diffraction, the pseudopotential form factor. The 
one-electron pseudopotential Hamiltonian (2.2.3) along with (2.2.9) results in the 
secular equation 
(2.2.10) 
where k is within the first Brillouin zone and G, G' are reciprocal lattice vectors. 
Diagonalisation of this secular equation yields the eigenvalues and eigenvectors. 
2.3 Application to semiconductors 
Equation (2.2.10) is quite general and can be applied to a wide variety of ma-
terials. We now focus on the application to semiconductors with the zincblende 
and diamond structures. The diamond structure consists of a FCC lattice with 
two identical atoms per unit cell while the zincblende structure has two different 
atomic species per unit cell. For convenience these atoms are situated, with respect 
to the origin, at ±f where f = (~,~, ~)a; a is the lattice constant. 
We have used the standard procedure [1] in the calculation of band structure 
which separates the pseudopotential form factor into symmetric and antisymmetric 
contributions defined by 
Vsym(q) = ~ (V1(q) + V2(q)) 
Vanti(q) = ~ (~(q) - V2(q)) 
(2.3.1 ) 
where ~(q) and V2(q) are the screened atolluc pseudopotentials (2.2.8) for atoms 
1 and 2 respectively. COlnbilling (2.3.1) with the structure factor arising from the 
two atolns in the FCC priluitive unit cell gives the zincblende crystal potential 
Vp(q) = V"ym(q)cos(q. i) + ·iVanti(q)sin(q. f) (2.3.2) 
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which is then substituted into the secular equation (2.2.10) with q = G - G' and 
q = Iql· 
Qualitatively, Vaym (q) can be envisaged as the covalent contribution and Vanti( q) 
as the ionic contribution to the bonding. The group IV materials, in which both 
atoms in the unit cell are identical, can still be constructed with the above expres-
sions, but with the antisymmetric contribution set to zero for all q. 
The relevant set of reciprocal lattice vectors, from which the plane wave basis 
is constructed, are found from the prillutive lattice vectors. The relevant vectors 
in this set have Miller indices 
(000), [111], [200], [220], [311], ... 
One must also remember that all the reciprocal vectors are multiplied by 211"/ a -
the prefactor has been dropped here for simplicity. The structure factor in (2.3.2) 
is only non-zero at a few of the allowed reciprocal vectors, and so the number of 
points at which V(IG-G'I) in (2.2.10) must be determined is significantly reduced. 
In fact, due to the structure factor, the symmetric and antisymmetric parts need 
only be found for 
Vaym ( q ) at q 2 = 0, 3, 8, 11, 16 .. . 
(2.3.3) 
'Vant;(q) at q2 = 3,4,11,12,16 .. . 
From figure (2.3b) the atolIllc pseudopotential decays rapidly (a consequence of 
potential cancellation) which allows the infinite sets of q vectors to be truncated 
by setting 
(2.3.4) 
In addition the sYllllnetric fonn factor at q2 = 0 has the effect of simply moving all 
energy eigenvalues up by an equal amount. Since the zero of energy is arbitrary~ this 
form factor can also be neglected. Thus the secular equation can be constructed 
with just six fonn factors; these are: V sym (q) at q2 = 3,8, 11 and Vantl (q) at q2 = 
3,4,11. 
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Figure 2.4: Local pseudopotential fornl factors for GaAs. The symmetric form 
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The anti-symmetI~c fornl factors, present in this partially ionic material, are shown 
in (b). 
18 
An example of a set of these form factors is shown in figure (2.4) for GaAs. 
There is a clear similarity between the symmetric form factors and the curve from 
the empty core model shown back in figure (2.3b). This is not surprising as the 
symmetric form factors derived from (2.3.1) are just an average of the two atomic 
potentials in the unit cell. 
One final point to mention involves the effect of the directional nature of the 
covalent bond in these semiconductor materials. The effect of a bonding charge 
on the pseudopotential is to change the value of Vsym (q2 = 3) [7], while all the 
other non-zero form factors are left unchanged. Any bonding charge effects are 
thus easily absorbed in to Vsym (q2 = 3) which, in any case, will be determined 
empirically. 
Another important interaction to consider in semiconductors is the spin-orbit 
interaction. The technique adopted here comes from that introduced by Weiss [8] 
and later modified by Bloolll [9]. The spin-orbit Hamiltonian has the form 
HOG,(k) = (K x K') . U ss' {-iAS cos[(G - G') . f] + Aa sin[(G - G') . f]} (2.3.5) 
where K = k + G, K' = k + G' and U ss' are the 2x2 Pauli spin matrices. In an 
analogous way to the symmetric and anti symmetric form factors: 
(2.3.6) 
with 
(2.3.7) 
A2 = QjLB2nl(K)B2nl(K') 
where K = IKI, K' = IK'I, and Q is approxilllated to the ratio of the free atom 
spin-orbit splittings of atolllS 1 and 2. Bin1(K) is defined for the ith atom by 
(2.3.8) 
for an atom with principal quanhllll nlllllber n, ( n=2, 3 or 4 for the rows of 
the periodic table containing Si, Ge and o:-Sll respectively) and [=1 (p state) for 
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semiconductors. inl( K r) and Rn1( r) are the spherical Bessel function and radial 
part of the core function respectively. Finally f3 is used for normalisation and is 
determined from 
(2.3.9) 
J.L is the only adjustable parameter to be determined empirically. 
The inclusion of a spin-orbit interaction is therefore straightforward, but dou-
bles the size of matrix we have to diagonalise (due to the Pauli spin matrices). 
This can substantially increase the computational time required. 
2.4 Mechanics of the calculation 
Enough of the theory - how is the calculation done is practice? There are a number 
of considerations to address in order to get a good bandstructure. 
2.4.1 Convergence 
There are an infinite set of plane waves (i.e. G's) that could be used to construct 
the secular equation (2.2.10). Thankfully, the energy eigenvalues will converge 
with relatively few plane waves. 
Figure (2.5) shows SOlne valence and conduction band states of interest in GaAs 
as a function of the nunlber of plane waves used in the basis (a number which 
must then be doubled when spin-orbit effects are incorporated). Convergence is 
extremely rapid with any number of plane waves > 65 being adequate, although 
extra accuracy will be achieved using lllore. 
2.4.2 Fitting of bandstructure data 
How do we determine the fOrIn factors and the spin-orbit interaction parameter (/l) 
in the first place? There is no reliable ab-initio lllethod to define these parameters 
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and 80 they will be found empirically from known experimental data. This is 
normally referred to as the Empirical Pseudopotential Method (EPM). 
The spin-orbit parameter can be found separately from the local form factors, 
as they affect different aspects of the bandstructure, by a fitting of the spin-orbit 
energy splitting at the zone centre (k = 0). 
The determination of form factors by fitting to experimental band transitions 
can be far from simple and does produce a number of problems. For all its so-
phistication the pseudopotential method is still an approximation and cannot be 
expected to fit all experimental gaps exactly with just the six adjustable form 
factors. Therefore anybody starting to use the EPM has to go through a phase 
of experimentation to find the nlost suitable form factors for their purpose. To 
further complicate things form factors are not very portable and generally cannot 
be applied to different applications. For instance, form factors which produce the 
correct band dispersions near to a band edge, say, could produce quite different 
band dispersions or transitions at other points of interest in the zone. Thus differ-
ent form factors for different applications must be found - a process that can be 
very time consuming. 
Formfactors for many luaterials have been derived (a good list of references 
can be found in [2]) although some are quite dated and may rely on experimental 
information with has since been revised. We are usually interested in the precise 
determination of one particular part of the bandstructure and require a more accu-
rate set of form factors for this purpose. A sirnple, but effective, technique to find 
form factors is to start with previously published work and then use standard mul-
tiple parameter least squares rninirnisation techniques (for which there are standard 
computer programs available) to inlprove the fit to the desired data. This data 
could typically be the principal bandgaps between the valence band maxirllum and 
the conduction band r (k = [0,0,0]), X (k = [0,0, 1]) and L (k = [1, 1, 1]) Iluninla, 
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or the band dispersion (usually the effective mass, m*) around a given point. An 
additional fitting parameter is that the resultant form factors do not stray too 
far from the published values in order that they remain physical. Eventually the 
routine will converge to produce a better fit than at the beginning. The technique 
is then repeated as an iterative process, using the latest fitted form factors as the 
new starting point, until the fit to the experimental data is of sufficient accuracy. 
2.4.3 Matrix elements and effective masses 
Calculation of matrix elements will be used throughout this thesis for various 
purposes such as investigating of k.p theory or construction of superlattices band-
structure. One useful quantity we require, which also serves to show how to find 
the matrix elements, is the calculation of effective Inasses. This is defined and 
calculated in k.p theory from the standard expression [40] 
(2.4.1) 
where the matrix element in the numerator for a plane wave basis is given by 
< n,koIVflj,ko >= La~,G{ko)aj,G{ko) (ko + G). r 
G 
(2.4.2) 
with r as the direction in which the effective mass is required. an,G and aj,G are 
the amplitudes of the eigenvectors associated with the states nand j respectively. 
One point to note here concerns the calculation of the heavy-hole and light-hole 
masses at the zone centre. These bands are degenerate at the r point as shown 
in figure {2.6}. For degenerate states the diagonalisation program can only assign 
eigenvalues to each of four zone centre valence band maximum wavefunctions in 
an arbitrary way. Hence the calculation of valence band Inasses at the zone centre 
using (2.4.1) can be misleading. The problem is solved by moving slightly away 
from the zone centre (say (0,0,lxlO-3 )) which lifts the degeneracy between heavy-
hole and light-hole states, and hence allows the correct 111asses to be detcrnuncd. 
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Figure 2.6: Bandstructure (Energy, E v. wavevector, k) for GaAs plotted from the 
zone centre r (k=(O,O,O)) point to the symmetry points within the first Brillouin 
zone at k=(O,O,l) (X point) and k=(~,~,~) (L point) where k is in units of 27r/a 
and a is the lattice constant. The calculation was carried out with 65 plane waves 
and included spin-orbit effects. 
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Property theory (expt.) Property theory (expt.) 
Eo(r~ - r~) 1.307 (1.519) EI(L~ 5 - L~) 2.460 (3.140) 
~o(r~ - r~) 
, 
0.359 (0.341) E~(L~,5 - L~) 5.674 ( - ) 
E'(rV r C) 4.103 (4.488) ~1(L~ 5 - L~) 0.243 (0.220) o 8 - 7 , 
~' (rC r C) 0.309 (0.171) o 7- 8 
m* C 0.072 (0.067) E2(X~ - X~) 3.989 (4.937) 
* 0.430 (0.450) E'(XV - XC) 4.320 (5.337) mhh 277 
* mlh 0.097 (0.087) ~2((X~ - X;O 0.017 (0.076) 
* mso 0.196 (0.170) 
Table 2.1: Principal transition energies (in eV) and zone centre (r point) effective 
masses (in units of IIle - the electron mass) for GaAs. Theoretical results are from 
the Empirical Pseudopotential Method. 
2.5 Resultant bandstructure and Summary 
A chapter such as this would not be cOlnplete without an example of the final 
product. 
To this end, figure (2.6) shows the bandstructure of GaAs along two important 
symmetry directions in the Brillouin zone. TIllS calculation was done with 65 plane 
waves with form factors from figure (2.4) which were taken from [6]. Many of the 
main transitions and effective masses calculated from this bandstructure are shown 
in table (2.1) along with their corresponding experimental values [17]. 
Some of the problelns of the pseudopotential method relate to fitting exper-
imental data, described in section (2.4.2), become apparent. Not only are some 
of the transitions incorrect but so also are the effective masses, primarily due to 
inaccuracies in the matrix elelnents. These inaccuracies are associated with the 
pseudopotential process itself [10]. If we are interested in one part of the band-
structure it is sometimes possible to distort other parts of the bandstructure in 
order that the region we are interested in does agree with experiment. This is 
done in the case of superlattices where we are interested in the lowest conduction 
band only. The interaction of this band with the valence states is nlodified to pro-
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duce the correct r minimulll effective mass as well as the energies of the satellite 
valley minima. 
In general the pseudopotential method is approximate and not too much should 
be expected of it - there is no chance of its producing accurate bandgaps and band 
dispersions for all points in the zone simultaneously. However as an intermediate 
level calculation, between the simple k. p and the complex self-consistent tech-
niques, it is very simple and flexible requiring only moderate computer resources. 
As we shall see in this thesis there is still much for the pseudopotential method 
to do. 
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Chapter 3 
Strain-induced valence subband 
splitting 
3.1 Introduction 
Nature has supplied mankind with only a limited range of semiconductor materials. 
It has required substantial imagination on the part of seullconductor physicists 
and considerable ingenuity from material scientists and electronic engineers to 
mould these basic semiconductors to accoIIllllodate all our needs in electronics 
and optoelectronics. At each stage in the history of semiconductor physics new 
materials and fabrication techniques have allowed new physical effects to be studied 
with possible spin-offs in novel commercial applications. For example, in recent 
years there has been great interest in quanturu well and supedattice structures 
which have revealed new physical phenomena, but have also shown promise for 
faster electronic devices as well as iruproved laser structures. Runrnng along side 
experimental semiconductor research there has also been substantial advances in 
the theoretical understanding of these microstructures. 
Previous low dimensional structures have concentrated on material systems 
which are lattice nlatched. However interest has recently been focused on mi-
crostructures consisting of lattice nus-lnatched layers which introduce strain into 
the systelll without serious degradatioll of lnaterial quality. In addition to increas-
ing the range of materials that can be fabricated, new physical phenomena have 
been observed which are a direct consequence of the strain. The main effects of 
strain on optical and electrical properties, along with possible device applications, 
are reviewed by O'Reilly [11]. In particular the valence band structure is consider-
ably modified resulting, in some cases, to the highest valence band subband having 
light-hole character. 
There are some more subtle effects as well. The application of an axial strain, 
tax' to III-V semiconductors introduces linear-k matrix elements into the valence 
band Hamiltonian. These are in addition to the linear-k terms, denoted by the ma-
trix element C, that arise in bulk III-V semiconductors due to the lack of inversion 
symmetry around the centre of the cation-anion bond [12]. The new strain-induced 
matrix elements, denoted by C4 , introduce extra contributions to the valence band 
Hamiltonian which are proportional to both strain and the wavevector component, 
kJ.' perpendicular to the strain axis. Previously there has been an experimental 
determination of C4 in InSb [13] which suggested that for a reasonable lattice mis-
match of 1 % the magnitude of the strain induced matrix element could be an order 
of magnitude greater than the linear-k tenus associated with inversion asymmetry 
in the bulk. Experilnental determination of C4 was followed by a theoretical calcu-
lation for InSb using perturbation theory [14] which calculated a value comparable 
with experiment. 
In this chapter we use the elnpirical pseudpotential method to calculate C4 for 
a wide range of III-V and selected II-VI lllaterials. However C4 will be calculated 
from the strained wavefunctions instead of froln perturbation theory as has been 
done previously [16]. In the next section there will be a brief description of the 
background theory, based on the Luttinger-Kohn (LK) Hanliltonian in the spin 
:! basis to show the way that C4 affects the strained Hanliltonian. The EPM is 
2 ' 
then employed to calculate C~ and we present valence band dispersions ca.lculated 
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under biaxial compression and tension. Finally there will be a discussion of results 
and a brief illustration of the possible effects of C4 on real strained-layer systems. 
3.2 Theoretical background 
The valence band dispersion in the vicinity of the valence band maximum can be 
described using the Luttinger-Kohn (LK) Hamiltonian [15] in the spin ~ basis with 
the axis of quantisation along the (001) direction. The most general LK Hamil-
tonian for the unstrained zincblende semiconductor in the absence of a magnetic 
field is [1,23] 
3 
a+ b + d'* /J3 e-d 2 
1 b* + d'/V3 a_ -d'* 2 
H= 
1 e* - d -d' a_ 2 
3 d'* e *-d -b* + d'/J3 2 
where 
a± = -!(,l =t= 2'2)k; - !(,l ± ')'2)(k; + k~) 
b = iV3
'
3(kx - iky)kz 
e = -V3{ 12(k; - k~) - 2i'3kxky} /2 
d= Ckz 
d' = iV3C(kx - iky)/2 
d' 
e+d 
(3.2.1) 
-b + d'*/V3 
a+ 
Here n=m=l, k i is the wavevector cOlnponent along the ith direction and ')'t, ')'2 
and ,3 are the Luttinger parameters (that describe the parabolic contribution to 
the band dispersions). The mj = ±~ states correspond to the heavy hole bands 
(with a mass of m'h = (,1 - 2')'2)-1) and mj = ±~ states correspond to the light 
hole bands (with a mass of mi = (,1 + 2')'2)-1). The conduction band dispersion 
near the zone centre can then be approximated by 
tL2 k2 
E(k)=Eo+-2rn-
c 
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(3.2.2) 
where m; is the conduction band effective mass, Eo is the band-gap energy, and 
k2 = k; + k~ + k;. The lack of inversion symmetry in the zincblende semiconductors 
manifests itself in (3.2.1) through the linear-k terms associated with the C matrix 
element. The values of C [12] range from 9.3meV A for lnSb to 20.0meV A for 
CdTe and are thus considered to be small and normally ignored in valence band 
calculations. 
The application of strain along the (001) direction deforms the crystal unit cell 
as (1 + E.L, 1 + E.L, 1 + Ell). The total strain can be resolved into an axial component 
(3.2.3) 
and hydrostatic component 
(3.2.4) 
The hydrostatic component deforms the crystal isotropically and hence there is 
no reduction in symmetry. Its lnain effect is to increase the band gap energy by 
(ac + av )cvol' where ac and av are the conduction and valence band hydrostatic 
deformation potential respectively. 
The axial component does reduce the symmetry and thus introduces additional 
terms, Ho to the LK valence band Hamiltonian (3.2.1), the most important of 
which are [13] 
3 3 iff 0 0 2 
1 4f* -3 f 0 2 
He= (3.2.5) 
1 0 f* -3 4f --2 
3 0 0 4f* 3 2 
where 
3 = -bEax 
f = -iC4 Eax(kJ.o + iky) 
We set the hydrostatic contribu tion (at, + ac )Evol to zero. Wi th equations (3.2.1) and 
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(3.2.5) the valence band dispersions for the light-hole and heavy-hole bands under 
strain can be generated and incorporated into, for example, envelope function 
calculations. 
Most of the input parameters for the strained LK Hamiltonian have been 
determined for a wide range of III-V and II-VI materials. However C4 has, to our 
knowledge, only been determined experimentally for InSb. Trebin [16] has derived 
an expression for C4 of the form 
(3.2.6) 
using perturbation theory. The surrnnation is over the antibonding p states and 
higher conduction states ~4eV above the conduction band edge. Dzz in (3.2.6) 
takes the form 
D _ _ p; + 8V zz -
m 8€zz 
(3.2.7) 
where 8V / 8£zz is the change in crystal potential with strain. Trebin used the EPM 
calculation of a bulk material, with just 15 plane waves, and found the change in 
crystal potential by graphical means. 
In the next section we use a much larger plane wave basis and extract C4 directly 
from the strained wavefunctions produced from the EPM calculation rather than 
using perturbation techniques. 
3.3 EPM calculation of C4 
The application of axial strain affects the EPM by modifying the reciprocal space 
vectors (k's and G's) required in the calculation. As stated above, we ignore 
the hydrostatic contribution to the strain, and thus we deform the crystal by 
introducing a purely axial strain along the (001) direction. We distort the unit cell 
as (1 + €, 1 + €, 1 - 2€), so that [ax = 3£ and, to first order, the change in unit cell 
volume, (2, is zero. With this distortion, we do not need to renormalise the bare 
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ion potential, as can be seen by referring back to (2.2.7) and (2.2.8) - the effect of 
strain on the dielectric function E( q) is negligible and L~J2=O. 
The pseudopotential strain Hamiltonian requires that the crystal potential is 
determined at a new set of reciprocal lattice vectors. These are found by assuming 
that in the change the form factors with q in (2.2.8) can be approximated by a 
tangent to the "Vi ( q) curve at each of the bulk unstrained reciprocal lattice vectors. 
The task is further simplified since the group of vectors with Miller index [111], 
equivalent to q2 = 3 (27r / ao)2, are not affected by a purely axial strain of this type. 
As a result the four remaining form factor slopes that need to be determined are 
at Vsym (q2 = 8,11) and Vanti (q2 = 4,11). 
The determination of the form factor slopes is achieved in a similar way to the 
determination of the form factors themselves - i.e. by an iterative fitting technique. 
Initially the 'best guess' form factor slopes are found from a polynomial fit through 
the values at the unstrained q vectors (i.e q2 = 3,4,8,11). These slopes are then 
used to fit the strain induced splitting of the valence band maximum, l:lS, which is 
defined in terms of the b deformation potential as l:lS = 3bEax when the spin-orbit 
interaction is set to zero. As with the determination of form factors described in 
chapter 2, deviations from the original input parameters is used as an additional 
fitting criterion in order that the new form factor slopes remained physical. 
From the wavefunctions produced by solving the strained pseudopotential sec-
ular equation it is then a simple n1atter to calculate C4 using the expression 
< Xvldd)ZV > C 4 = ------''--- (3.3.1 ) 
where IXv > and IZv > are the p-like valence band states orientated along the x 
and z directions respectively. 
32 
Material b ca1 ( e V) bexp(eV) E 2ca1 (eV) E 2exp(eV) C4 (eV A) 
Si -2.1 -2.1 14.0 9.2 -
Ge -2.4 -2.4 11.5 9.5 -
AlP -1.5 -1.5 7.7 5.2 
AlAs -1.6 -1.5 7.1 6.4 
AISb -1.4 -1.4 7.3 5.4 5.6 
GaP -1.5 -1.5 7.6 6.4 4.9 
GaAs -1.7 -1.7 7.8 6.3 4.8 
GaSb -1.9 -2.0 4.7 3.3 
InP -1.9 -2.0 6.5 3.5 
InAs -1.7 -1.8 3.7 4.4 
InSb -1.9 -2.0 2.8 3.0 
expt:ll.3 
ZnS -0.8 -0.8 2.7 1.2 
ZnSe -1.2 -1.2 8.2 0.5 
ZnTe -1.0 -1.0 7.0 1.9 
CdTe -1.1 -1.1 2.5 0.9 
Table 3.1: Theoretical determination of the strain induced linear-k term, C4 , for 
selected II 1-V, group IV and II-VI semiconductors along with the only experimental 
value to date for InSb (shown in italics). Also shown is the experimental b and E2 
strain deformation potentials along with their respective theoretical values from 
the EPM calculation. 
3.4 Results 
The EPM calculations were carried out with 113 plane waves, ensuring energy 
convergence to within ~O.OleV. In addition to fitting the b deformation potential, 
the strain-induced splitting of the triply degenerate (in the unstrained case) con-
duction band X states into doubly degenerate (X-L states) and singly degenerate 
(XII states) perpendicular and parallel to the strain direction respectively was also 
monitored. This splitting is derived from the relevant deformation potential, E2 • 
Experimental values of band E2 were extracted froln references [17,18,19] while the 
bulk pseudopotential fOl'l11 factors came frol11 various sources: [6,42,43,44,45,46]. 
The results of this work are shown in table (3.1) for the COlnmon III-Vas well 
as selected II-VI, and group IV luaterials. By conlparison of the experimental and 
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fitted b deformation potentials (columns 2 and 3) it is evident that the fitting 
procedure described above is very effective. The validity of the method in terms 
of the calculation of deformation potentials is reinforced by the good agreement 
between the experimental and estimated values of E2 in these cases where the 
experimental value is available. Also shown in table (3.1) is the resultant strain 
induced linear-k matrix element, C4 , calculated using (3.3.1). 
The size of C4 is, in general, larger for the III-V than for the II-VI semiconduc-
tors while its value is zero for group IV materials. This is consistent with results 
obtained from LCAO calculations [20] which indicate that C4 is zero for purely 
covalent or purely ionic materials. Group IV materials are, of course, completely 
covalent while the II-VI's are more ionic than the III-V's. 
There is clearly a discrepancy (by a factor of about 3) between the theoretical 
and experimental values of C4 • We have performed a number of tests which show 
that the discrepancy is real and not an artifact of the fitting procedure. Indeed, 
to produce a value of C4 which is anywhere near the experimental value for InSb 
requires a severe distortion of the form factor slopes. In addition the resulting 
b deformation potential can then be an order of magnitude too large. 
Other calculations of C4 by the pseudopotential method also show this discrep-
ancy. Trebin et al. [14] used the unstrained EPM wavefunctions and (3.2.6) to 
get C4 = 5.6 e vA. However this value is probably overestimated since the wave-
functions were calculated using symll1etrised combinations of the 15 lowest plane 
waves (i.e. the (000), [111], and [200] waves). Using the strained EPM wavefunc-
tion we find a value for C4 of 3.0 eVA for InSb, with 113 plane waves, but a value 
of 4.0 eVA using just 15 plane waves. Thus the reduced plane wave basis tends to 
increase the estimated value of C4 • 
In conclusion we feel that the discrepancy between the one experiIllental value of 
C4 and that calculated using any pseudopotential technique is significant and that 
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further experimental measurements are needed to clarify whether the discrepancy 
is real or due to an overestimate of C4 in the previous measurements. 
3.5 Strained valence band structure 
3.5.1 Strained GaAs 
Figure{3.1) shows the valence band dispersion in the vicinity of the valence band 
maximum for GaAs under biaxial tension (car = +3%). The band dispersions 
are plotted perpendicular, ~.l' and parallel, ~II' to the strain direction along the 
relevant [001] symmetry lines. 
In addition to the well known strain induced splitting of the light-hole (mj = 
±!) and heavy-hole (mj = ±~) states at the zone centre r point, there is also a 
strain-induced spin-splitting between the light-hole states (upper valence band in 
figure (3.1» and, to a lesser extent, heavy hole states perpendicular to the strain 
axis. This was predicted by (3.2.5) and arises from the strain-induced linear-
k terms due to C4 • For the amount of strain applied in figure (3.1) the spin-
splitting energy is an order of magnitude larger than the splitting due to the lack 
of inversion symmetry in zincblende semiconductors (the C matrix element). The 
strain-induced splitting is larger for the light-hole states than for the heavy-hole 
states near the zone centre. This can be understood from the strain Hamiltonian 
of (3.2.5) in which the light-hole states (mj = ±~) have a direct strain-induced 
interaction, while heavy-hole states (mj = ±~) interact indirectly via the light-hole 
bQ.~ 
states. Hence the strain-induced splitting of the highest valence,4.is much weaker 
in GaAs under biaxial compression (car = -3%), as shown in figure (3.2), where 
the highest band is now the mj = ±~ band with its consequently weaker (indirect) 
strain-induced interaction. 
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Figure 3.1: Valence bandstructure of GaAs under biaxial tension, with Car = 3%. 
The strain is applied along the (0,0,1) direction. The band dispersion(s1iown 20% 
into the Brillouin zone. The (1,0,0) and (0,1,0) directions (~.l) are perpendicular 
to the strain axis while the (0,0,1) direction (~II) is parallel to the strain axis. For 
a material under biaxial tension, as here, the uppermost valence states at the zone 
centre are derived from the mj = ±~ states. Along the direction perpendicular to 
the strain axis (~.l) the strain-induced matrix element, C4 , splits the degeneracy 
of the spin states by a sizable al110unt, even for moderate strains. 
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Figure 3.2: Valence bandstructure of GaAs under biaxial compression (Ear = 
-3%). The highest valence bands are derived from mj = ±~ at the zone cen-
tre. The indirect strain-induced coupling between these states results in a smaller 
splitting of the spin states of the highest valence bands compared to the tensile 
case (figure (3.1)) - as predicted by the Luttinger-Kohn 4-band strain Hamiltonian. 
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3.5.2 InGaAs/InP strained quantum wells 
To illustrate the effect of C4 on the valence subband structure of low dimensional 
systems we reproduce the results of W. Batty [21] for InxGal_xAs 50.A wells be-
tween unstrained InP balTiers. The valence subband dispersions are calculated as 
a function of k.l..' the wavevector perpendicular to the growth (and strain) axis, and 
the composition, x, is varied so as to consider unstrained layers as well as layers 
with lattice mismatches of -1 % (biaxial compression) and +1 % (biaxial tension). 
The resulting valence subband structures are shown in figures (3.3 a,b and c) 
respectively. The strain-induced spin-splittings show the same features as those 
for strained bulk GaAs described in the previous section. When the InxGal_xAs 
layers is under tension (figure (3.3c)) the light-hole-like states (mj = ±!), with 
their larger strain induced spin-splitting, form the valence band maximum. For 
a layer under biaxial compression (figure (3.3b)) the heavy-hole states, with their 
associated small strain-induced spin-splitting, are the highest valence states and 
significant splittings are found only when mixing with the light-hole states becomes 
important. 
3.5.3 General effects of C4 
To get some feeling for the effect of C4 on some 'typical' strained-layer systems, 
we now present simple calculations for two situations: (a) a moderate strain 
(cax = 2%) and a value of C4 = 4 eV.A ), consistent with the EPM calculation 
and (b) a larger, but still realistic, strain (Cax = 4%) and using the experimentally 
determined value of C4 = 11 eV.A. In case (a) which can be regarded as the the-
oretical prediction, C4 cax = 0.08 e V.A, while case (b) with C4car = 0.44 e V .A, can 
be seen as the maxinullll possible strain-induced effects which llUght be expected 
if the eXperill1ental llleasurelllent is correct. 
As we have shown above, the greatest influence of C4 is associated with the 
38 
w 
<.:) 
o 
(a) unstrained (b) compression (c) tension 
HH1 
,..-..... -50 
> I HH2 Q) 
E 
'---'" ~ -1 00 ~', 
(J) 
L 
"'" 
Q) 
c 
w 
-150 
-200 
o 2 
HH1 
~ I LH1 
~ ~ HH2 
~ I HH1 
4 6 o 2 4 6 o 
In-Plane wavevector k.t. (1 0-2 A) 
Figure 3.3: Resultant in-plane valence band dispersions for 50A strained layers of 
InxGal_xAs between unstrained InP barriers (froll1 W. Batty [21]). Three examples 
are shown: (a) unstrained, (b) layers under cOlllpression (lattice lnisIllatch=-l%) 
and (c) layers under tension (lattice mislllatch=+l %). The strain-induccd splitting 
has a greater effect on the valence band lllaxilllUlll of quan t UIll wells under tcnsion 
where the mj = ±t derived states are the highest valence states. 
2 4 6 
direct interaction between light-hole states (mj = ±~) and so we focus on layers 
under biaxial tension.In this case we assume the interaction with the heavy-hole 
states is less important when considering spin-splitting effects and so decouple the 
mj = ±~ from the 4x4 strain Hamiltonian (3.2.5). This leaves a 2x2 matrix to 
describe the strained light-hole-like (mj = ±~) states of the form 
1 
2 
(3.5.1 ) 
from which we calculate an in-plane strain-induced energy splitting, Q, of magni-
tude 
(3.5.2) 
where ki = k; + k~. For kJ. = 6 X 10-2 A-I we estimate an energy splitting for 
case (a) of 10 meV and for (b) of 52 meV. If the latter splitting is correct we 
might expect the transport properties to be significantly modified. In addition the 
position of the valence band maximum will be shifted away from the zone centre. 
This also occurs in bulk material due to the C matrix element but the effect there 
is completely negligible. FrOin (3.5.1) we find the in-plane dispersion of the higher 
order subband is given by 
(3.5.3) 
where ELI is the energy of the highest strained mj = ±~ state at kJ. = 0 and 
m*l is the in-plane effective Inass when C4 = O. The band maximum will then be 
:2 
shifted away from kJ. = 0 by 
\ . 
(3.5.4) 
and the energy will be shifted by 
(3.5.5) 
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above that of the zone centre energy. If we take as an in-plane effective mass 
ml = me, we then find for case (a) that tlkJ. ~ 1.0 X 10-2A and tlE ~ 0.4 meV, 
2 
while for case (b) tlkJ. ~ 5.8 x 10-2 A and tlE ~ 13me V, so that the strain-induced 
shift is negligible in case (a), but not case (b). 
For a magnetic field along the (001) direction the Landau level dispersion for 
the mj = ±! states can be found for the 2x2 matrix (3.5.1) in a analogous way 
to that previously published [15,22,23]. It involves replacing the vector k in the 
valence band Hamiltonian by k + eAlh, where A is the vector potential, and by 
introducing a term of weight K along the matrix diagonal [13]. For a field along 
the (001) direction the vector potential changes the valence band Hamiltonian such 
that kx and ky are replaced by harmonic oscillator operators. This is achieved by 
writing (3.5.1) in terms of the raising and lowering operators: 
+ - 1 (k ·k ) a - ./0"': x+1. y , 
v 2s 
(3.5.6) 
where s = eB Inc. By inspection the relevant harmonic oscillator functions, 
Un(X,y), for the 2x2 matrix (3.5.1) are 
(3.5.7) 
with n as the Landau level quantum number. We then use the identities a+un = 
-C4CaxV2sn ) 
Az - nwe(1'l -1'2 - K)/2 
(3.5.8) 
with 
(3.5.9) 
where We is the cyclotron frequency eB Imc and I\, ~ 1 [24]. The effect of C4 is 
to produce a strong coupling tern1 between the mj = ±~ states. This ternl is 
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proportional the C4cax , and thus will produce greater coupling for large C4 values 
and strains. The resultant Landau dispersions at kz=O, namely 
is valid for n > 1 while its (-) ve square root solution is the only valid solution 
for n = 0. Using parameters for GaAs [22] the Landau levels are plotted against 
magnetic field in figure (3.4) with n <3, for (a) C4cax = 0.0, (b) C4 Cax = 0.08e V A 
(moderate strain, theoretical C4 value) and (c) C4 cax = 0.44eV A (large strain, 
experimental C4 value). The average theoretical C4 produces little difference to 
the Landau level dispersion while the large C4 value will shift the dispersion sig-
nificantly. 
3.6 Conclusion 
The EPM has calculated the magnitude of the strain-induced linear-k matrix el-
ement, C4 , for the III-V semiconductors as well as selected II-VI and group IV 
materials. Although the general trends in the size of C4 are approximately in 
agreement with predictions from LCAO theory, there is a discrepancy (by a factor 
of about 3) with the sole C4 value derived experiInentaHy for InSb. However for 
the EPM to produce the correct size of C4 , the corresponding value of the valence 
band strain splitting defornlation potential, b, would be highly inaccurate. 
If the EPM calculation is correct, then the impact of C4 on Landau level disper-
sion and transport properties of strained-layer systems will be negligible. However 
if the experimental value of C4 is correct, and its magnitude for InSb is typical of 
that for other materials, then its effect on p-doped layers under tension should be 
observable. 
Further experimental work is required to study the effect of C4 on strained 
structures and hence resolve the clear discrepancy between theory and experilnent. 
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Chapter 4 
Analytical k. p expressions for the 
cond uction and valence band 
dispersions in COllllllon 111-V 
sernicond uctors 
4.1 Introduction 
So rapid has been the progress in semiconductor theory that calculations of elec-
tronic band structure are often now just the first of a many step process to model 
some particular material or device property. The most common method to calcu-
late the band dispersion around a given point in k space (usually a point of high 
symmetry) is the k.p method [40]. To find the conduction band dispersion in cubic 
semiconductors around the r point using the k.p Inethod involves the diagonalisa-
tion of a matrix of order at least 3. This is a trivial exercise for a computer but, the 
numerical result produced does not tell us anything of the underlying interactions 
involved. Any prospect of describing a more complex physical property, which may 
use the band dispersion as only the first operational step, in terms of the basic 
material parameters is lost at the first hurdle. Therefore, it would be very useful to 
have analytical expressions for the valence and conduction band dispersions which 
could then be used to calculate, for illstance~ quantunl well confinement energies, 
Auger recombination processes, or Monte Carlo silnulation of transport properties. 
4--1 
In recent years the arrival of efficient algebraic symbolic manipulation pack-
ages has stimulated a number of attempts to derive analytical band dispersion 
expressions [25,26]. However these expressions include all interactions, however 
small, and are still unnecessarily complicated and difficult to interpret. Recent 
work by Ruf and Cardona [27] has produced simple analytical expressions for the 
conduction band dispersion along the (001) direction, as well as an averaged band 
dispersion from both the (001) and (110) directions, which involve just the main 
k. p interactions. 
In this chapter we extend the techniques described by Ruf and Cardona to 
calculate the conduction band anisotropy by deriving an analytical expression for 
the band dispersion along the [111] direction. Furthermore, we have derived equally 
simple expressions for the valence band dispersions along the [001] direction. Both 
the conduction and valence band expressions have been tested by comparison with 
the full band dispersions generated with our EPM technique. This has enabled us 
to assess the applicability of these expressions to a wide range of materials with 
varying band gaps and spin-orbit-splitting energies. 
4.2 Derivation process of the analytical expres-
• Slons 
To derive our analytical expressions for the conduction and valence band disper-
sions around the r point requires first the reduction of the relevant Kane matrices 
to leave just the main interactions that act on the particular band in question. 
This might entail either the straightforward removal of unimportant bands or the 
introduction of carefully lnodified/ cOlnbined bands. The latter operation will de-
stroy the correct dispersion of the conlbined/modified bands but leave the band 
of interest unchanged - the payoff being a greatly simplified analytical solution. 
The new k.p lnatrix is futher reduced by treating the least interacting (in terms of 
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the k.p method) of the remaining important bands by perturbation theory. This 
leaves, as we shall see, a small enough matrix to yield simple analytical expressions. 
The analytical expressions derived for both the conduction and valence bands 
fall into two categories in order to span all possible band gap and spin-orbit-
splitting energies found in common semiconductor materials. One category is 
where Eo ;:: ~o while the other is Eo ~ ~o. The three example materials used 
to test these expressions are GaAs and InAs for Eo ;:: ~o and InSb for Eo ~ ~o. 
The three test material bandstructure will be generated using the EPM calculation 
from which the input parameters for the k.p method will be extracted. 
4.3 The analytical expressions 
The conduction and valence band dispersions of cubic semiconductor can be de-
scribed by a Kane 14-level k.p model [28] as shown in figure (4.1). It consists of 
the three rrs valence states (light-hole, heavy-hole and spin-split-off bands) the 
r~ lowest conduction band and three higher r~s conduction states. Also shown in 
figure (4.2) are the main transition energies along with the relevant momentum 
matrix elements. The latter are 
p = ;~~ < SclPxlXv > 
pI = ;~~ < SclPxlXc > (4.3.1 ) 
Q = ;~~ < XvlpylZc >= ~:n < XclpylZv > 
where the matrix elements involve the integration of the s-like (Sc) and p-like states 
(Xv, Yv, Zv, Xc, Yc, and Zc) over the unit cell volume n. The subscripts v and 
c denote valence and conduction states respectively. Typical numerical values for 
energy gaps and momentulll Inatrix elelnents are given for GaAs in table (4.1) along 
with the Luttinger I values which will appear in the valence band H anliltoni an. 
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Figure 4.1: Main energy transitions and 1110lnentum matrix elements used in the 
Kane 14x 14 k.p model. 
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Energies (in eV) matrix elements (in eVA) I values 
Eo 1.519 P 10.493 11 6.85 
6.0 0.341 IP'I 4.780 12 2.10 
El (Eh - Eo) 2.969 Q 8.165 
6.' 0 0.171 
Table 4.1: An example of k.p parameters for GaAs. Indicated here are the main 
energy gaps, momentum matrix elements and Luttinger-Kohn I values derived 
from experiment [17]. 
4.3.1 Conduction band 
Analytical expressions for the lowest conduction band (r~) along the [001] and 
[111] are derived for two situations: (i) Eo ~ 6.0 and (ii) Eo ~ 6.0 • 
(i) Eo ~ ~o 
Since the spin-orbit interaction has a small effect on the conduction band dispersion 
when the band gap, Eo, is large compared to the spin-split-off gap, 6.0 , it can be 
removed from the calculation so long as we modify the bands affected by it so that 
their averaged interaction with the lowest conduction band remains unchanged. 
This is achieved by replacing all band gaps with effective band gaps chosen to 
retain the shape of the lowest conduction band at small k. In other words, the 
conduction band minimum effective Inass must remain unchanged when the spin-
orbit interaction is set to zero, and all band gaps are replaced by effective band 
gaps. The conduction band edge effective mass, me, is gi.ven in the 14x14 k.p 
theory by 
( 4.3.2) 
which reduces to 
1 2mOp2 [ 1 ] 
- = 1+ 2 
me h EOe!! 
(4.3.3) 
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when the spin-orbit gaps are set to zero and the band gaps are replaced by effective 
band gaps. In order that me is identical for (4.3.2) and (4.3.3) we set the effective 
band gaps to 
EOel1 = Eo(Eo + ~o)/(Eo + ~~o) 
E 1ell = E1(E1 + ~l)/(EI + ~~l) 
(4.3.4) 
The Kane matrix involving the lowest conduction band states, and all the main 
interactions acting on it within the 14-level model, are now constructed using the 7 
states Xv, Yv, Zv, Be, Xc, Yc, and Ze and replacing all energy gaps with effective 
energy gaps (4.3.4). This produces the 7x7 secular equation 
IHel1 - IE'I = 0 ( 4.3.5) 
where I is the 7 X 7 identity matrix and 
0 Pkx Pk y Pk z P'kx P'k y P'kz 
Pkx -Eoell 0 0 0 -iQkz -iQky 
Pky 0 -EOell 0 -iQkz 0 -iQkx 
Hell = Pkz 0 0 -EOell -iQky -iQkx 0 ( 4.3.6) 
P'kx 0 iQkz iQky E 1ell 0 0 
P'k y iQkz 0 iQkx 0 E 1ell 0 
P'k z iQky iQkx 0 0 0 -E1ell 
with the dispersion energy, E, being found by adding the free electron contribution 
to E': 
"h2k2 
E=E'+--
2mo 
(4.3.7) 
where k2 = k; + k; + k;. The zero of energy is at the conduction band r~ state 
minimum at k = o. Along the [001] direction (kx = ky = 0, kz = k) the 7 X 7 secular 
matrix is readily reduced to a 3 X 3 matrix of the form 
-E' Pk P'k 
P k - EOeJ J - E' 0 = 0 ( 4.3.8) 
P'k 0 E 1eJJ - E' 
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constructed with the states Sc, Zv and Zc. For the [111] direction (kx = ky = kz = 
~k) the 7x7 matrix can also be reduced to a 3x3 matrix by introducing the basis 
which gives 
-E' 
Pk 
P'k 
11 >= Sc 
12 >= ~(Xv + Yv + Zv) 
13 >= ~(Xc + Yv + Zv) 
Pk 
-EOeff - E' 
i~Qk 
P'k 
-i~Qk 
.j3 
Eleff - E' 
(4.3.9) 
=0 ( 4.3.10) 
In both equations (4.3.8) and (4.3.10) the interaction between the lowest conduc-
tion band and the highest 'effective' valence band is treated exactly while the 
interaction with higher conduction band states is treated by perturbation theory 
(effectively setting Elef f - E to Eleff ). This is justified by reference to table (4.1) 
where it can be shown that P / Eoef f ~ P' / Elef f. Hence the conduction band 
dispersion along the [111] direction is found from the appropriate solution of the 
quadratic equation 
E'2 + E' [Eoeff + 4Q
2
k
2 
+ p'2k2] _ k2 [p2 _ p
12 
Eoeff ] = 0 
3E1ef f E1ef f E lef f 
(4.3.11 ) 
while the band dispersion along the [001] direction is found by setting Q=O in (4.3.11). 
The quadratic in (4.3.11) can be used without alteration to construct the conduc-
tion band dispersion. However it is sometimes useful to express the conduction 
band dispersion near the band edge in the more familiar form 
-n? k2 4 ( 2 2 2 2 k2 k2) E(k) = Eo + 2m* + ak + f3 kykz + kzkx + x y 
c 
( 4.3.12) 
where a and f3 represent the non-parabolic and anisotropic components of the 
band. By expanding the solution of (4.3.11) as a Taylor series we find 
p 2 
a = - 2 
EOeff [ 
p2 p12 ] 
EOelf E lelf 
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(4.3.13) 
(4.3.14) 
(ii) Eo ~ ~o 
The spin-orbit interaction for materials where Eo ~ ~o (e.g InSb) cannot be 
removed in the same way as described above and must be included explicitly in 
the Kane k.p matrix for the conduction states. However the conduction band 
anisotropy can be neglected when Eo is slnali since El ::?> Eo and so (3 ~ a in 
(4.3.13) and (4.3.14). As a result we need only derive an analytical expression 
along the [001] direction. Thus the Kane 14x14 [28] matrix reduces to a 4x4 
matrix involving the lowest conduction band, the light-hole band and spin-split-off 
band, and the higher conduction bands for which we assume the the spin-splitting 
(~r) can be neglected. The Inatrix is derived fro In the basis states 
and takes the form 
-E' 
VIkP 3 
~kP 3 
kP' 
11 >= Se i 
12 >= -JIZv i +jf(Xv + iYv) 1 
13 >= -vif(Xv + iYv) 1 +v1Zv i 
14 >= Ze i 
VIkP 3 viIkP kP' 3 
-Eo - E' o 0 
o -Eo - ~o - E' 0 
o o E 1e!! - E' 
(4.3.15) 
=0 (4.3.16) 
where again the zero in energy is at the conduction band minimum. To derive an 
analytical expression we consider the interaction of the conduction band (11 » with 
light hole band (12 » exactly while its interaction with the spin-orbit band and 
higher conduction states (13 > and 14 > respectively) are treated by perturbation 
theory (this effectively puts Eo + ~o + E' = Eo + ~o and Ele!! - E' = E1ef!)· 
This results in the quadratic equation 
'2 , [ (kP)2 (kP')2] 
E + E Eo - 3( Eo + ~o) + El (kP)2 (3Eo + ~o) + (kP')2 Eo = 0 3(Eo + ~o) El 
( 4.3.17) 
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Again this expression can be used without alteration to calculate the band dis-
persion. It is useful, as above, to express the band non-parabolicity up to O(k4). 
Analogous to (4.3.13) we find 
P 2(2Eo + ~o) [P2(3Eo + ~o) p 12 ] 
a = 3E5(Eo + ~o) 3Eo(Eo + ~o) - El 
setting f3 = 0 for approximately isotropic bands. 
4.3.2 Valence band 
( 4.3.18) 
The 14x14 k.p matrix along the (001) direction reduces to a number of decoupled 
matrices, including a 3x3 matrix which consists of the conduction, light hole, and 
spin-split-offbands, with interactions with higher bands incorporated using Lowdin 
perturbation theory [29]. This 3x3 matrix takes the form 
where 
E -E' g 
AkP 3 
VIkP 3 
'/1kP 3 
-G-E' 
-~G 
VfkP 
-V2G 
-~o - E' 
E = E' -/ln?k2 /2mo 
Eg = Eo + (1 + Id1i2k2/2mo 
G = 12n?k2/mo 
=0 ( 4.3.19) 
( 4.3.20) 
and the zero of energy is at the valence band maximum. 11 and 12 describe 
the combined effect of the free electron ternl and the perturbation due to higher 
bands. The heavy hole band dispersion decouples from the 14x 14 matrix into a 
1 X 1 matrix and is simply defined by a parabolic band dispersion 
1i2k2 
E=---
2mhh 
(4.3.21 ) 
where mhh is the heavy hole nlass. The secular solution to equation (4.3.19), 
namely 
(kP)2 (Eg-E') [( G + E')(~o + E') - 2G2 ] + 3 [2(~o + E') - 3G + E'] = 0 (4.3.22) 
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can· in general be solved analytically. However by manipulating the valence 
band matrix and treating bands either exactly or via perturbation theory, (4.3.22) 
can be reduced to solvable quadratic equations. The solution is dependent on the 
band in question as described below. 
Light-hole band 
The light-hole band dispersion is considered in two regimes in the same manner as 
the conduction band dispersion above. 
(i) Eo ~ ~o 
In these materials (e.g G aAs and In As ) the effect of the conduction band in (4.3.19) 
is treated as a perturbation while the interaction between the valence band states is 
treated exactly. The perturbation effectively substitutes Eg - E' ~ Eg in (4.3.22) 
which then reduces to the quadratic 
EI2 + E' [6.0 + G + (k22] + (~~~2 [26.0 - 3G] + G[6.o - G] = 0 ( 4.3.23) 
(ii) Eo ~ ~o 
Since the spin-orbit-splitting is large compared with the band gap in these materials 
(e.g InSb) the effect of the spin-split-off band on the dispersion of the light-hole is 
small and thus treated by perturbation theory. However the closer proximity (in 
terms of energy separation) of the light-hole and conduction band requires that 
their interaction be treated exactly. The effect of perturbation theory is to put 
-Llo - E' ~ -Llo in (4.3.22) which results in the quadratic equation 
Spin-orbit band 
The spin-orbit band poses a new probleln since it interacts very strongly with 
both the conduction band and the light-hole band. Thus the expressions derived 
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above (4.3.23, 4.3.24), which treat the conduction band or spin-orbit band as 
distant bands, are no longer applicable. 
However a satisfactory approximation for the spin-orbit band is to replace the 
E' term in (Eg-E') of (4.3.22) with Eg_E;:nd. Here E;:nd is the spin-orbit band 
dispersion from a Kane two band model which produces the correct conduction 
band contribution to the spin-orbit band dispersion at small k when substituted 
into (4.3.22). The above correction takes the form 
( 4.3.25) 
where 
Eell = Eo + ~o ( 4.3.26) 
This effectively removes E' from (Eg - E') and produces a modified distant band 
which correctly describes the spin-orbit band dispersion at small k. The analytic 
expression is then identical to (4.3.23) except that Eg ~ Eg - E;:nd. This expres-
sions is used to calculate the spin-orbit band dispersion for all ranges of Eo ~d 
do. 
4.4 Resultant conduction and valence band dis-
• perSIons 
The analytic expressions, along with the exact matrices from which they are de-
rived, are now compared with the full band calculations as generated with the 
EPM. As indicated above we consider GaAs, InAs and InSb bandstructures, us-
ing the form factors of Cohen and Bergstresser [6]. Unfortunately in Cohen and 
Bergstresser's original paper they did not include the spin-orbit interaction, but 
instead compensated for the band gaps such that, for example, Eo ~ Eo + ~~o. 
We have included spin-orbit interaction exactly in the manner described in chap-
ter 2 with the resultant spin-orbit form factor~ J-L, of 7.04x lO-4Ry, 8.5x lO-4Ry, 
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and 1.36x 10-3 Ry for GaAs, InAs and InSb respectively. All EPM bandstructures 
were constructed with 89 plane waves (doubling up to 178 when spin is added) 
along the [001] and [111] directions. Matrix elements and energy gaps used in the 
k.p expressions are taken directly from the EPM bands (see subsection 2.4.3). In 
addi tion, the 'Y parameters for the valence band dispersions were derived from the 
EPM effective masses of of the light-hole and heavy-hole bands along the [001] 
direction at the zone centre since, from k. p theory 
(4.4.1) 
where the effective Inasses are in units of the electron Inass. 
4.4.1 Conduction band 
For all materials the Conduction band dispersion along the [001] and [111] direc-
tions was plotted until there was a significant deviation between the analytical 
expression derived above and the full band EPM curves. 
(i) Eo ;: ~o 
The conduction band dispersions for GaAs (figure (4.2)) and InAs (figure (4.3)) 
along the [001] and [111] directions were constructed with (4.3.11). GaAs with 
its large band gap with respect to its spin-orbit-splitting lends itself particularly 
well to the approximations which lead to (4.3.11). This is reflected in an excellent 
agreement between the analytical expression and full band EPM calculation up to 
large k values. For InAs (4.3.11) is not such a good approxilnation as it is for GaAs 
since Eo ~ ~o. However the agreeluent between the EPM and Analytical curves 
extends in both the [001] and [111] direction up to luoderate k values which encom-
pass nlany of the applications for which these analytical expressions might be used. 
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(ii) Eo ~ ~o 
For InSb the band dispersion generated using (4.3.17), shown in figure (4.4), has 
good agreement betwwen the analytical and EPM curves with anisotropic effects 
being of little importance, as expected. In fact the agreement between the ana-
lytical and EPM curves is good up to 2Eo above the conduction band edge. 
4.4.2 Valence band 
The heavy-hole, light-hole and spin-split-off band dispersions for GaAs, InAs and 
InSb are shown in figures (4.5), (4.6) and (4.7) respectively. The light-hole and 
heavy-hole bands are shown on the right hand side of the plot while the spin-split-
off band, shifted up in energy by the spin-orbit gap, is shown on the left hand side 
of the graphs. Three sets of lines are shown. They are the full pseudopotential 
calculation, the exact 3 x 3 solution (4.3.22), and the relevant analytical expressions. 
For GaAs (figure (4.5)) and InSb (figure (4.7)) the agreement between the relevant 
analytical expression «4.3.23) and (4.3.24) respectively, with the spin-split-off band 
generated with (4.3.25) and (4.3.23)) and the EPM curve is very good. For InAs 
(generated with 4.3.23 and (4.3.25)) the approximation that the conduction band 
can be treated by perturbation theory does seem more speculative but, to a large 
degree, there is still good agreeinent. Indeed, deviations from the pseudopotential 
curve are due to the 3 x 3 matrix itself. This has inadvertently given us a measure 
of applicability of the exact Kane Inatrices. There seeins to be significant deviation 
of the light-hole and heavy-hole band dispersion produced by the Kane method 
from the EPM calculation at ~ ~~o - where the light hole band 'turns over'. 
4.5 Summary 
Simple analytical expressions have been derived which describe the conduction 
band anisotropy, and the valence band struct nre along the (001) direction. The 
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validity of these expressions has been illustrated by comparison with full band 
pseudopotential calculations and they have been shown to be applicable for a wide 
range of semiconductor materials. In addition, a comparison of the relevant k.p 
matrices with the EPM calculation has shown their limitation especially in the 
case of the heavy-hole and light-hole band dispersions at large k. 
As far as applying this analytical work to more complicated material and device 
calculations, the most straightforward approach might be to use the analytical 
expressions for a and (3 directly. However, the quadratic solution can also be used 
as seen in chapter 5 to siInulate 'universal' conduction band non-parabolicity. In 
addition the quadratic solutions for both the conduction band and valence bands 
have been used to show how the major loss Inechanisms of Auger recombination 
(AR), and intervalence band absorption (IVBA) depend on the magnitude of the 
spin-orbit energy in long wavelength (2.5J.Lm) semiconductor lasers [30]. It was 
found that strain layer lasers with quanhlln wells under biaxial compression will 
have significant reduction in the AR coefficient if ~o ;: Eo, while the main IVBA 
process is also greatly reduced in tIllS reginle. 
It is clear that these expressions can have application in many areas of semi-
conductor physics. 
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Chapter 5 
'Universal' non-parabolicity in 
COllllllon sellliconductor materials 
5.1 Introduction 
The large variety of high quality Inaterials now available allows us to construct a 
semiconductor structure with a band gap of virtually any value which can then be 
intergrated into a wide variety of structures, such as, for example, quantum wells, 
snperlattices, and 6-doped systems. However it is easy to forget that, although the 
different combinations of semiconductor cOlnpounds produce such a wide variety 
of properties, there are many similarities and cominon features possessed by all 
these materials. 
One phenomenon that does not vary greatly wi thin a class of semiconductor 
materials (e.g the II I-V or II-VI senliconductors) is that of the covalency, O:c. The 
value of O:c for the direct gap III-V Inaterials derived by Harrison's model solid 
theory [41] varies only between 0.89 for GaSb to 0.81 for InP. A fairly innocuous 
observation one might tllink - yet it will eventually explain the origins of 'universal' 
behaviour of the lowest r point conduction band dispersion of such systems, even 
in the region where non-parabolicity is expected to be ill1portant. By 'universal' we 
mean that by scaling a certain physical property of a 111ateriaL in an unambiguous 
manner, we can effectively express that property in a lnaterial-independent form. 
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Experimental data that can be scaled in this way produce results which are material 
independent and therefore will appear universal. 
Like all research we have supplied only a Sillall piece of the jigsaw that has led 
to the understanding of 'universal' behaviour. The first task in this chapter is to 
give a brief history of previous research work, both experilllental and theoretical, 
that has gone before. Following this we describe in detail our piece of the jigsaw. 
This work, previously published in [31], is here extended to include, in particular, 
'universal' behaviour of the direct gap II-VI materials. 
5.2 Experimental evidence 
The Diamagnetic Shubnikov-de Haas effect 
Consider a 2-dimensional electron gas (2-DEG) produced by, for example, a sur-
face space charge layer (perhaps in a 8-doped system). If one applies a magnetic 
field perpendicular to the charge layer the familiar Landau levels are created from 
each subband. If the magnetic field is applied parallel to the layer a new phe-
nomenon occurs. The application of a parallel field, B II , causes the 2-DEG sub-
band state minima to shift up in energy such that it is possible for them to cross 
the Fermi level, E h and hence depopulate. The carriers which are removed when 
a subband crosses E h redistribute theillseives aillong the remaining levels under 
the Fermi level. In addition the depopulated subband can no longer participate 
in intersubband scattering which results in a significant change in carrier mobil-
ity. The resultant oscillations in conductivity caused by successive depopulation 
of subbands is analogous to the Shubnikov-de Haas (SdH) effect. The depopu-
lation features of the conductivity have a finite width, due to energy broadening 
of the subbands, and so the derivative of the conductivity (80) {jBII)~ where a is 
the conductivity, is plotted to calculate the exact position where each depopu-
lation event takes place. A salnple plot is shown in figure (5.1). This so called 
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successive subballd depopulation. 
66 
Diamagnetic Shubnikov-de Haas effect (DSdH) has been used to study c5-doped 
samples [32,33,37], heterostructures [34] and charge accumulation layers [35,36]. 
In all the above applications the position of the DSdH peaks vary with carrier 
density, N s , in the device. Zhao et al. [37] first noticed that a plot of depopulation 
peak positions (in terms of Ell) against the carrier density yielded remarkably sim-
ple linear relationships as shown in figure (5.2a). This is a surprising observation 
considering the complexity of the systelllS in question - we might expect compli-
cations from, for example, non-parabolicity and self-consistent screening. What is 
even more surprising is that Zhao et al. [37] plotted, on the same axis, experimental 
data from other materials, namely InAs, InSb and HgCdTe, which showed similar 
linear relationships which, to within experilnental error, fell on common curves 
(see figure (5.2b)), and indicated a possible 'universal' relationship. How is it that 
materials with quite different properties could produce this universal behaviour of 
depopulation field? 
5.3 General theory 
It was Reisinger and Koch [38] who were the first to produce a relationship be-
tween depopulation peak position field and carrier density using the effective mass 
approximation (EMA) for parabolic, isotropic bands. The calculation involved the 
EMA Hamiltonian 
[ 
p2 p2 1 ] 
-y + _z + -(Px + ezEII)2 + V(z) 'l1 = E'l1 
2m* 2rn* 2m* 
(5.3.1) 
where V( z) is the potential acting on the carriers and m* is the effective mass. 
Reisinger and Koch evaluated the depopulation field for symmetric and asym-
metric potentials including the effects of self-consistent screening. Their results are 
summarised in figure (5.3) along with the experilnental data for GaAs with a Si 
8-doping layer. They chose to generalise their analysis by expressing Ell and N, in 
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dimensionless units (/, = nwc/ Ry* and < Ns >= N sa*2), and therefore independent 
of material parameters. These dimensionless quantities are derived in an identical 
manner to those from the theory of shallow donors [39]. Equation (5.3.1) can thus 
be made inunune to material paralneters by scaling all lengths in terms of an ef-
fective bohr radius a* = nc/m*e2, where c is the static dielectric constant. This 
introduces, as an additional parameter, the effective Rydberg, Ry* = e2 /2ca*2. 
This leaves the magnetic field scaled as /' = nwc / Ry* and the carrier density as 
N sa*2 - which are the units shown in figure (5.3). Significantly, it was found that 
Zhao's data [37], when plotted in these diulensionless units, had much improved 
universal behaviour [36]. 
The effect of self-consistent screening can also be described in dimensionless 
parameters since Poisson's equation for a potential along the z direction is 
crvsc(z) = 47re p(z) = 47re2 L: 1<p(z)12 
dz 2 c c s 
(5.3.2) 
where pz is the charge density, and the summation, s, of wavefunction probability 
density is over all occupied states. TIlls can be transformed into 
(5.3.3) 
when defined in units of a* and Ry*. Hence any self-consistent correction for which 
(5.3.2) applies (i.e. which does not introduce any new length or energy scales) will 
also produce universal behaviour. 
5.4 Effects of non-parabolicity 
Though Reisinger and Koch's analysis explained universal behaviour, it applies 
only to parabolic, isotropic bands. There is evidence, however, that universal 
behaviour is observed in circulnstances where non-parabolicity is expected to be 
important [36]. A more general effective Inass equation than (5.3.1) has the form 
[E(-'i\7) + V(r)] 'l1(r) = E'l1(r) (5.4.1) 
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where the material bandstructure, E(k), is now a generalised function of k and 
not just given by the parabolic dispersion. To explain the non-parabolic universal 
behaviour we then require (5.4.1) to scale in a similar way to (5.3.1). Significantly, 
it then follows that the material band dispersion E( k) must itself possess universal 
behaviour. Therefore by scaling the real band dispersions with the parameters a* 
and Ry* they should produce scaled band dispersions which fallon approximately 
the same curve. 
5.4.1 EPM approach 
To test this hypothesis the conduction band dispersions around the zone cen-
tre r point for the direct gap III-V Inaterials has been generated using the em-
pirical pseudopotential Inethod, within the local approximation, including the 
spin-orbit interaction. Material fonn factors have been taken from Cohen and 
Bergstresser [6]. The conduction band dispersion along the [001] and [111] direc-
tions is shown in figure (5.4), expressed in the reduced urn ts a* and Ry* with effec-
tive masses taken directly froin the EPM calculation and static dielectric constants 
from experiment [17]. The band dispersions along both directions show a striking 
degree of universality even in the region, as indicated by the deviation of the scaled 
material dispersions from the parabolic case (shown dotted in figure (5.4)), where 
non-parabolicity is ilnportant. TIllS is a startling observation when we consider the 
wide range of non-parabolicities that exist between the direct gap III-V semicon-
ductors. Nonetheless tIlls is cOlllpelling evidence indeed that~ even in the region 
where non-parabolicity cannot be neglected, the conduction band dispersions dis-
play universal behaviour when energy and wave vector are scaled with respect to a* 
and Ry*. It then follows that (5.4.1) 111USt also be universal. The agreement along 
[111] does not appear as good as for the [001] direction, particularly for GaAs and 
IllP. However~ it will be shown below that in the region of k space of interest to 
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EMA calculations, all the scaled direct gap III-V conduction band dispersions in 
figure (5.4), for both the [001] and [111] directions, lie along a common curve. 
It must be remembered that the dispersions in figure (5.4) encompass varying 
regions of actual k space because of the nature of the scaling parameters. In 
particular 
cab 
kreduced = kactual * 
aom 
(5.4.2) 
where ab is the actual Bohr radius (=0.529A) and ao is the Inateriallattice constant. 
Thus for a given kreduced value, the actual size of the Brillouin zone transformed 
into figure (5.4) is different. For k,oeduced = 4 the actual fraction of the Brillouin 
zone along the [001] direction transformed into reduced units is 0.31 for InP, 0.25 
for GaAs, 0.12 for GaSb, 0.09 for InAs, and 0.04 for InSb. It is not surprising that 
the band dispersions for GaAs and InP, which transform large regions of k space, 
deviate away from the COUllnon curve along the [111] direction. The transformed 
k vector is so large in these two materials that the band dispersions have 'turned 
over' as they go towards the satellite lninimuln at L. 
The varying sizes of real k space which are transformed by (5.4.2) is a crucial 
(and fortuitous!) feature of universal behaviour. The materials with largest non-
parabolicities (e.g. InSb and InAs) transfornl the smallest region of real k space 
into reduced units. On the other hand, those materials that transform the largest 
region of real k space (e.g InP and GaAs) have the smallest non-parabolicity. Both 
transformation properties are a direct result of the 1/m* dependence of (5.4.2). 
This effectively weights each band dispersion so that their non-parabolic contribu-
tions, in the reduced units, equalise. 
Perhaps a more iUlportant feature is that for a given kactual value, for which the 
generalised effective mass equation (5.4.1) is applicable, the scaled dispersions have 
not deviated significantly froln their cornmon curve. Such a kactual value might be 
kactual < 0.1(27r lao) which transfonns to kreduced values of 1.30 for InP, 1.63 for 
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GaAs, 3.24 for GaSb, 4.6 for InAs, and 10.71 for InSb. It is clear that all the band 
dispersions at these kreduced values will lie approxilnately along the same curve. 
Even along the [111] direction, universal behaviour still holds for kreduced values 
appropriate to (5.4.1), including GaAs and InP. 
5.4.2 k.p approach 
The EPM is too complicated to establish the origins of universal behaviour in nOll-
parabolic bands. Since we are interested in the conduction band dispersion close to 
a point of high symmetry (i.e. the r point), the Kane k.p model [40] can be used. 
Furthermore we can reduce the full 14 X 14 Kane matrix to a 3 x 3 matrix along 
the (001) direction involving the conduction, light-hole and spin-orbit bands (see 
chapter 4). The effect of higher bands and the anisotropy of the lowest conduction 
band are neglected. The resultant conduction band dispersion, E( k), is found by 
solving the equation 
E'(E' + Eo)(E' + Eo + ~o) - k2 p2(E' + Eo + ~~o) = 0 (5.4.3) 
where Eo and ~o are the zone centre band gap and spin-orbit gaps respectively. 
The free electron contribution to the E is included by 
(5.4.4) 
where mo is the free electron mass and the zero point energy is set at the conduction 
band edge. 
At this point we dispense with the pseudopotentiallnethod and use energy gaps 
and spin-orbit splittings derived directly froln experiInent along with the Kane P 
matrix element calculated using experilnentally determined effective masses. 
The conduction band dispersion for the direct gap lII-V senuconductors gener-
ated using the 3-band 1110del (5.4.3) are shown in figure (5.5). Universal behaviour 
is still observed along with a wide deviation of all curves away frOIn the parabolic 
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Figure 5.5: Scaled conduction bands for the direct gap III-V materials generated 
using the Kane 3-band (conduction, light hole, spin-split-off bands) k.p model. 
Universal behaviour is still present, even when the bands have deviated away from 
the parabolic dispersion (shown dot ted). 
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Figure 5.6: Scaled conduction band dispersions for the direct gap III-V materials 
using a Kane 2-band (conduction band and modified light hole/spin-split-off band) 
model. The band dispersions are very similar to those in the 3-band case (previous 
figure), with universality still present. present. 
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case (shown dotted). However it is very difficult to glean information about the un-
derlying mechanism involved in universal behaviour. Equation (5.4.3) can have an 
analytical solution, but its fonn is still too complicated for investigation. However, 
we have already seen in chapter 4 that the spin-orbit interaction can be removed 
by introducing an effective band gap defined by (4.3.4). Thus the conduction band 
dispersion along the [001] direction is approxilnated by a 2-band model which is 
found from (4.3.11) of chapter 4 by setting Q=P'=O. Hence 
(5.4.5) 
with the free electron contribution to E' included using (5.4.4). Figure (5.6) shows 
an identical plot to figure (5.5) for the direct gap III-V materials but with band 
dispersions generated using the 2-band model (5.4.5). The two sets of curves in 
figure (5.5) and (5.6) are in good agreelnent with each other. Universal behaviour 
is still seen to be present, even in the non-parabolic region. 
To continue further we neglect the free electron contribution from (5.4.5) since 
its contribution is small (in fact a contribution of m* /(1- m*) at small k). Solving 
(5.4.5) with m* = h2 EOel1 /2p2 we find that 
1 
t,'E/p2m" = [1 + (h2k/Pm"rr -1 (5.4.6) 
which is exactly universal in scaled energy units of E / P 2m* and wavevector units 
of k/ Pm*. If the earliar scaling units (i.e. a* and Ry*) are introduced to (5.4.6) 
we get 
(5.4.7) 
where Er and kr are the reduced energy and wavevector respectively. Expression 
(5.4.7) is universal if 
c:P ~ const. (5.4.8 ) 
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Material P c cP ac cP/a~ 
GaSb 9.69 15.69 152 0.89 216 
GaAs 9.78 12.9 126 0.88 185 
InSb 9.41 17.3 163 0.85 265 
InAs 8.86 15.15 134 0.83 234 
InP 8.40 12.17 102 0.81 191 
Table 5.1: Matrix element and covalency data for the direct gap III-V semicon-
ductors from [41] and [17]. The values in the last column should be constant. 
between materials. As shown in table (5.1) this is indeed the case with the product 
of c and P being approximately the same for all direct gap III-V semiconductors. 
5.5 Origins of universal non-parabolicity 
A further insight into the approximately constant cP comes from Harrison's model 
solid theory [41]. In a semiquantitative manner, the Kane P matrix element varies 
as d- 1 where d is the nearest-neighbour bond length. Also the static dielectric 
constant can be found from the static suseptibility 
(5.5.1) 
and 
(5.5.2) 
where (at last!) a c is the covalency of the material. Thus, approximately 
cP <X a~ (5.5.3) 
The final column of table (5.1) shows at least a qualitative agreement of (5.5.3) with 
experiment. The value of cP / a~ varies by about 8% between the five direct gap 
III-V materials. Hence, universal non-parabolic behaviour originates from scaling 
the band dispersion in such a way as to leave them dependent on a parameter (i.e. 
a
c
) which varies slowly between the materials. 
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5.6 Non-parabolicity and covalency 
Another implication of (5.5.3) is seen by referring back to (5.4.7). The second term 
in the square brackets denotes the deviation away from the parabolic approxima-
tion. For large EP the second tenn in (5.4.7) is slnail compared to the first term 
for a given Er and the band is parabolic, while for slnail EP the second term is 
more important and the band becolnes non-parabolic. Hence non-parabolicity in-
creases as the covalency decreases. It is difficult to see this in the direct gap III-V's 
since their covalencies are very sinlilar. However this does become apparent in the 
indirect III-V and group IV selniconductors and, to a greater extent, in the direct 
gap II-VI materials. 
5.6.1 Indirect gap 111-V semiconductors, Si and Ge 
Figure (5.7) shows the EPM generated conduction band dispersion around the 
r~ point along [111] and [001] directions for the indirect gap III-V (AlP, AlAs, 
AISb, and GaP) as well as the diamond structure group IV (Si and Ge) materials. 
The band parameters are calculated directly from the EPM calculation since there 
is a lack of experimental data for these materials. Form factors are drawn from 
several sources [6,42,43]. At first sight universal behaviour seems to work less well 
for these indirect band gap Inaterials. However for a real k vector of 0.1(27r / ao), 
within which the effective Inass equation is valid, kreduced values of 0.51 for AlP, 
0.76 for AlAs, 1.12 for AISb, 0.85 for GaP, 0.69 for Si, and 3.41 for Ge suggest that 
universal behaviour is still applicable. As far as non-parabolicity is concerned it is 
greater for indirect gap III-V materials than for the direct gap III-V's, as shown 
by comparison with the scaled dispersion for InSb also shown in figure (5.7). This 
agrees with our analysis since the EP values for these indirect gap materials are, on 
average, half the size of the direct gap Inaterial values, as can be seen in table (5.2). 
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Figure 5.7: Scaled conduction band dispersions for the indirect gap III-V and 
, 
selected group IV (Si and Ge) materials along with the curve for InSb. It is 
difficult to spot trends, except that the covalent group IV lllaterials are closest to 
the parabolic case - in agreement with predictions of the model-solid theory for 
ac=l. 
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Material P c cP O:c cp/o:~ 
AlP 8.32 9.0 79 0.86 124 
AlAs 8.21 10.1 83 0.88 122 
AISb 7.65 14.4 110 0.89 156 
GaP 8.38 11.1 93 0.86 146 
Si 9.06 11.8 107 1.00 107 
Ge 8.75 16.0 140 1.00 140 
Table 5.2: Matrix element and covalency data for the indirect gap III-Vas well as 
the group IV semiconductors, Si and Ge. 
Material P c cP O:c cp/o:~ 
ZnS 7.49 8.9 67 0.66 233 
ZnSe 7.07 9.03 64 0.66 222 
ZnTe 7.15 8.7 62 0.67 206 
CdS 6.28 9.38 59 0.60 273 
CdSe 5.89 9.73 57 0.61 251 
CdTe 5.74 10.1 58 0.62 243 
Table 5.3: Matrix element and covelancy data for direct gap II-VI materials. 
The effect of the much larger covalency in the case of group IV materials (in fact 
these materials are covalent crystals with O:c = 1.0) is less clear, but it is sufficient 
to point out that gennaniuln has the most parabolic band dispersion along [001] 
while silicon is the most parabolic along [111]. This lends some support to the idea 
that non-parabolicity is reduced with increasing covalency, as predicted by (5.4.7). 
5.6.2 II-VI materials 
The r conduction band dispersion for the direct gap II-VI semiconductors (ZnS, 
ZnTe, ZnSe, CdS, CdSe, and CdTe) are shown in figure (5.8) along with the disper-
sion of InSb and of a parabolic band. Again, due to a lack of published experimental 
data, all the material parruneters COlne directly from the EPM calculation with the 
form factors taken froln a vruoiety of sources [44,45,46]. 
It is clear that these II-VI 111aterials have lnuch larger non-pru'abolicities than 
the direct gap III-V selniconductors - a feature that is reflected in the much smaller 
cP values (see table (5.3)). This in turn follows fr0111 the reduced covalent character 
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Figure 5.8: Conduction band dispersion of the direct gap II-VI semiconductors in 
the usual reduced units along with the InSb curve. The large non-parabolicities 
present in these materials is consistent with the large ionic character (and therefore 
small oc) compared to the III-V senliconductors. Universal behaviour is observed 
among these materials since they all have sinlilar values of ac. 
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(Qc = 0.6 - 0.7) of the bonding in these materials compared to the direct gap III-
V's. 
In a similar fashion as before, the size of kreduced for kactual = 0.1(21f)/ ao in these 
materials is 0.43 for ZnS, 0.49 for ZnSe, 0.50 for ZnTe, 0.45 for CdS, 0.41 for CdSe, 
and 0.53 for CdTe. Within these reduced wavevector values, universal behaviour 
will still hold in the II-VI's as the band dispersion for the materials tested clearly 
lie along a common curve up to kreduced ~0.5. 
5.7 Summary 
In this chapter we have seen, from the initial experitnental observations through to 
theoretical analysis and further predictions, a description of universal behaviour. 
Diamagnetic Shubnikov-de Haas experilnents showed how universal behaviour 
was observed in many different semiconductor systems - systems which at first 
were thought to behave in an extrelnely complicated way. The initial theoretical 
description came from a universal scaling of the effective mass equation, within the 
parabolic approximation, by introduction of an effective bohr radius and effective 
Rydberg. Then the generalised effective lnass equation predicted that in order 
for universal behaviour to still apply, even when non-parabolic effects might be 
expected to be important, the constituent Inaterial band dispersions themselves 
must be universal when scaled in the appropriate lnanner. This was verified using 
band dispersions calculated using the elnpirical pseudopotential method for the 
direct gap II 1-V materials. 
Further insight into universal behaviour was gleaned froIn a 2-band k.p ap-
proach which showed that universal behaviour of non-parabolic conduction band 
dispersions occurred if c:P was approxitnately constant between the materials 
tested. Indeed, Harrison's nl0del-solid theory suggested that c:P ~ a~, where 
Q
c 
is the covalency of the luaterial - a paralneter that is approximately constant 
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over these materials. An additional result was that as €P increases, so does the 
band parabolicity, suggesting the less covalent II-VI materials have larger non-
parabolicities - a result confirmed by EPM calculation of these semiconductors. 
Finally it was shown that within the material groups tested the scaled r point 
conduction band dispersions fell approximately on a COllInon curve for the range 
of wavevectors for which the effective mass calculation is applicable. 
Hence the covalency, (xc, was used to describe both the origin of universal 
behaviour of conduction band non-parabolicity and predict the trends In non-
parabolicity between the III-V, group IV and II-VI sennconductors. 
S-l 
Chapter 6 
r-L mixing in [111] superlattices 
6.1 Introduction 
It is possible to construct theoretical nlodels for superlattices (8Ls) and other types 
of microstructures in the computer and analyse their properties in an extremely 
flexible way. One big advantage with modelling these semiconductor microstruc-
tures is that they are made from bulk materials whose properties in the main are 
well understood and characterised. All the common superlattice models, a review 
of which are given in [47], rely on this assumption. The 8L calculation technique 
used here is the supercell calculation of Jaros et ale [49,52], which starts from bulk 
bandstructures found using the now fanuliar EPM. 
One interesting effect in superlattices is band folding. The additional period-
icity introduced by constructing a superlattice folds bulk zone edge related states 
onto a particular 8L k point. This enables new band IIlixing effects between super-
lattice subbands derived froin bulk zone centre (r) states, and subbands derived 
from bulk zone edge states (i.e. X or L with current fabrication techniques). This 
phenomenon was first obser~ed in GaAs/ AlAs [001] superlattices [53], but has also 
been seen in resonant tunneling experiinents on heterojunction structures [54,55]. 
Conservation of momentum restricts nnxing between r -related subband states and 
those associated with the superlattice growth direction (i.e. X for [001] and L for 
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[111]) [57]. 
We use the supercell calculation to produce a comprehensive theoretical study 
of subband mixing and hence report the behaviour of f-X mixing in [001] grown 
superlattices and, for the first tirne, f-L mixing in [111] grown structures. We 
find that the camel's back structure along the [001] direction close to the bulk X 
point, common in these semiconductors but ignored by previous SL calculations, 
significantly alters the behaviour of f -X mixing. In contrast f -L mixing behaviour 
is more readily studied theoretically due to the absence of a camel's back structure 
along the bulk [111] direction. 
Subband mixing manifests itself as an anti-crossing of zone centre and zone 
edge related states. To observe l1lixing therefore, f related and either X or L 
related subbands must be degenerate in the first place. The nature of the lowest 
conduction subband, in terms of the bulk states from which it is derived, can vary 
as both alloy composition of the barrier and number of monolayers are varied. 
This can be illustrated by a 'phase diagram' as shown in figures (6.1a) and (6.1b) 
which are for the two systelns studied here, namely, GaAs/Gal_xAlxAs [001] and 
GaSb/Gal_xAlxSb [111] superlattices. Subband energies are calculated using the 
simple Kronig-Penning [48] model with material parameters from table (6.1b) in 
section 6.2.2. In the figure, the number of well and barrier layers are the same. 
Clearly there are regions in both material systems, accessible by today's fabrication 
techniques, which have the lowest conduction sub band delived from bulk zone edge 
related states, and which therefore enable the study of both f-X and f-L mix-
ing. In fact, some theoretical work has been done on f-X mixing in GaAs/ AlAs 
using the effective mass approxinlation [58,59] and the one-band Wannier or-
bital model [60], but none, to our knowledge, on f-L nuxing. As can be seen if 
figure (6.1b) f-L mixing could be investigated in the GaSb/GaAISb superlattice 
system. 
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Figure 6.1: Phase diagranls (barrier cOlllposition v. number of well/barrier mono-
layers) for (a) GaAs/Gal_xAlxAs and (b) GaSb/Gal_xAlxSb superlattices. The 
n : n superlattices are constructed along the [001] and [111] directions respectively. 
The band offsets and effective 111asses are taken from the EPM bandstructure. The 
phase diagrams show the bulk states (r, X or L related) from which the lowest 
superlattice conduction subband is derived in each structure. 
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In the next section we give a brief description of the Jaros supercell technique 
along with the mechanics of the calculation, and define the parameters for the 
materials involved. In the following two sections we study f-X and f-L mixing 
in a systematic way by removing the restriction of its study at a few 'accidental' 
anticrossings available by variation of alloy composition and hydrostatic pressure. 
This allows the study of mixing in general at all alloy and superlattice compositions. 
6.2 Superlattice subband generation 
6.2.1 General theory 
In the Jaros supercell method [49] a superlattice is viewed as consisting of a host 
bulk material (for example the well material) with monolayers periodically re-
placed by the other constituent material (the barrier). We have assumed that the 
superlattices are lattice-matched, and thus ignore strain and built-in piezo-electric 
fields in the [111] grown SLs [50]. In any case the:::::: 0.65% lattice mismatch and 
estimated 1.8meV /monolayer piezo-electric potential gradient in the GaSb/ AISb 
system are expected to have a minimal effect on the conduction band structure of 
the short period superlattices studied here. Any superlattice wavefunction, 1/J is 
formed using a linear combination of the host basis functions, <p. As a result the 
total superlattice wavefunction is defined in tenns of the complete set of host bulk 
wavefunctions that fold onto the particular superlattice k vector of interest. Thus 
(6.2.1) 
where the summation is over all folded bulk vectors, k, bands, j , and spin-states, 
s. The eigenvalues and eigenvectors are found from a superlattice Hamiltonian 
(Ho + V)'ljJ = E'ljJ (6.2.2) 
where Ho is the host lnaterial Hanliltonian and V is the difference potential re-
sulting from replacing a host atoln(s) with the second constituent atom(s) (in our 
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example, a barrier monolayer). 
Substituting (6.2.1) into (6.2.2), multiplying from the left by -jn</JjlkI1J1 ' and 
integrating over the volume of the crystal we get the set of linear equations 
( 6.2.3) 
where Ejk8 are the host crystal eigenvalues. The periodicity and symmetry of the 
superlattice enter via the difference potential 
v = V( q) = SSL( q)Vmono ( q) (6.2.4) 
where Vmono( q) is the difference potential associated with a single monolayer re-
placement. Hence 
(6.2.5) 
where Vbarrier( q) and V weU ( q) are the pseudopotentials for a barrier and well mono-
layer respectively. Equation (6.2.3) is quite general and can be used to calculate the 
states at any point in the superlattice Brillouin zone. However we will concentrate 
just on the superlattice zone centre and aSSUlne the total number of monolayers in 
a superlattice period is divisible by 2 in the [001] SL case and by 2 and 3 for [111] 
SLs. Thus for a superlattice with n wellinonolayers and m barrier monolayers the 
folded host vectors involved in the subbands at the superlattice zone centre for a 
[001] grown system are 
2v 1 1 
k = (0, 0, 1) n + m where - 2 (n + m) < v < 2 (n + m) ( 6.2.6) 
while for the [111] case we have the set 
vII 
k = (1, 1, 1) where - 2 (n + m) < v < 2 (n + m) 
n + 71~ 
(6.2.7) 
where v takes integer values since n + m is always even here. In both growth 
directions the n : m superlattice 1110nolayers fold n + m vectors onto a SL k point. 
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Eigenvalues and eigenvectors are found froln diagonalisation of (6.2.3). The 
big computational speed improvelnent over standard supercell calculations, which 
typically start from a simple plane wave basis, stems from the relative similarity 
between the well and barrier material wavefunctions. This means only a few (and 
even just one) host band is required to produce good superlattice wavefunctions. 
We have derived a further speed improvement so that, for a given total number of 
monolayers in a superlattice period, the part of the superlattice structure factor 
dependent on the n : m ratio can be taken out of the matrix element in (6.2.3) 
reducing it to 
( 6.2.8) 
where (see appendix A) 
SSL(k - k') - SSL( v - v') = L exp 1 m-l { 27ri( v - v')t } 
n+ m t=O n +m 
(6.2.9) 
with v and v' as the indices associated with (6.2.6) or (6.2.7). In addition Vd(k - k') 
is defined as 
Vd(k - k') = L aj'k'( G')ajk( G) Vmono(k - k' + G - G') (6.2.10) 
G,G' 
where the summation is over the host plane wave basis with eigenvectors ank(G). 
The expression for the structure factor in (6.2.9) is applicable to both [001] and 
[111] SLs. Thus for a given total nUlnher of superlattice layers (n + m), Vd does 
not change but, SSL, which depends specifically on the value of m used in the sum 
(6.2.9), will change. Vd is by far the most tilne consuming step in the superlattice 
calculation while detenrllnation of SSL is trivial. Hence we can now calculate all 
combinations of nand m., for a given (n + m), with a single set of Vd and just 
change SSL. This results in a considerable speed improvement. In addition we 
assume that the virtual crystal approxilnation (VeA) holds for the barrier alloy, 
so that Vd ( q) for a structure such as GaAs/Gal_:z·AlxAs silnply scales as x. Thus 
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it is trivial to do all barrier concentrations from a single set of superlattice matrix 
elements. 
6.2.2 Determination of the difference potential 
The superlattice subband structure can be calculated when the host eigenvalues 
and eigenvectors are generated in the usual way and Vmono(q) is known. We are 
interested here in the states del'ived chiefly from the lowest bulk conduction band 
and thus it is appropriate to neglect the effects of spin. Using our standard fitting 
technique, we have calculated the lowest conduction band structure of GaAs, AlAs, 
GaSh and AlSh using 65 planes waves. The fitting parameters to determine the 
form factors were the relative energy offsets between the r point and the zone 
edge point at X and L, as well as the zone centre conduction band mass. Fitting 
the effective mass changes the position of the conduction band with respect to 
the valence band and produces an anomalous band gap energy. However this is 
justifiable, as in the case of the conduction band analytical expressions in chapter 4, 
since we are only interested in the lowest conduction hand and no other. The 
resultant conduction band energies are then shifted to give the correct band gaps. 
The form factors of the materials studied are shown in table (6.1a) along with 
the Vmono(\q\ = 0) parameter used to produce the correct conduction band offset 
between the well and bal'rier materials [52]. The resultant fitted conduction band 
gaps and conduction band minimum effective masses are shown in table (6.1 b). The 
! "", ,; ~ -.: - '\.) J ' 
intermediate q values, away from the k~lOwn bulk set, are necessary for (6.2.10) and 
" , , ": ' . " 1" .:'...,', ' . ' ., ': ',. #e dete~~l(id by'L\~~gran~?I~~ter,po!~tio~. ~~~:.;we~s~ume q' \q\, as with t1~e 
standard pseud~pot~nti~ ~pproach. In addition the difference' potentials are tIun; 
" ... ,,~t :)' '-.~I~ •• ' ~,:_.~~, .'«' ,~'~; _~, \_,\~>,,_ ~,:.;\ • 
cated to be zero for q2 ~ 12(2tr/a)2. The final difference potentials (i.e. VAIA.(q)-
VGaA.(q) and VA1Sb(q)·VGaSb(q» are shown in figul'e (6.2). 
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( a). 
material VB VB V~l va va V~l VIJ 3 8 3 4 0 
GaSb -0.20050 0.00531 0.05190 0.04089 0.01093 0.02149 -
AlSb -0.19981 0.03097 0.05671 0.05223 0.05399 0.01901 0.03433 
GaAs -0.23242 0.00578 0.06071 0.06435 0.04803 0.00058 -
AlAs -0.24057 0.03584 0.06866 0.06964 0.04467 0.00086 -0.03579 
(b ). 
material/ direct n Er EL Ex E~/pos. 
GaSh/[lll] 0.810 (0.810) 0.891 (0.870) 1.220 (1.210) 1.097/(0,0,0.85) 
AlSb/[lll] 1.947 (1.947) 1.900 (1.897) 1.264 (1.257) 1.263/(0,0,1) 
GaAs/[OOl] 1.519 (1.519) 1.817 (1.816) 1.987 (1.986) 1.961/(0,0,0.9) 
AlAs/[OOl] 2.486 (2.486) 1.808 (1.802) 1.586 (1.584) 1.474/(0,0,0.85) 
m* r m* L m* ~ 
GaSb/[lll] 0.042 (0.041) 1.282 0.262 
AlSb/[lll] 0.120 (0.121) 1.468 0.309 
GaAs/[OOl] 0.066 (0.067) 0.164 1.221 
AlAs/[OOl] 0.147 (0.124) 0.210 0.794 
Table 6.1: (a). Input fOrIll factors for the two systelns GaSb/ AlSb and GaAs/ AlAs 
in Rydbergs. Both systems are assunled to be lattice-matched with ao=6.1.A and 
5.6553A respectively. The last column shows the difference in the q = 0 sym-
metric form factor values required to produce the correct conduction band offsets. 
(b). Resultant energies (measured fronl the valence band maximum) of the main 
symmetry points in the lowest conduction band, with the corresponding effective 
masses along either [001] or [111] as indicated. Bracketed values show the experi-
mental values froin [17]. The camel's back structure along (001) is also indicated 
with its position shown as a vector. 
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the superlattice calculation. 
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6.2.3 Convergence 
One of the major advantages with this supercell calculation is the quick convergence 
of the subband eigenvalues. The usual convergence test [52] is to start with the 
host material as the well material, replacing all layers with the barrier material, 
and then see how good the resultant energies are. If we aSSUlne our superlattice 
has a one monolayer period, and replace that one host monolayer with a single 
barrier monolayer, we should end up with the bulk barrier bandstructure at a 
given k contructed from host eigenstates. The resultant band transitions for AlAs 
constructed from a GaAs host and AISb from a GaSb host are shown in table (6.2). 
(a) GaSb ~ AISb (b) GaAs ~ AlAs 
Er EL Ex Er EL Ex 
GaSb input 0.810 0.890 1.220 GaSb input 1.519 1.817 1.987 
AlSb expected 1.947 1.900 1.264 AISb expected 2.486 1.808 1.586 
AlSb output 2.001 1.988 1.314 AISb output 2.517 1.869 1.653 
with CB1,2,5 with CB1 
~E (meV) 64 88 49 ~E (meV) 30 60 67 
Table 6.2: Convergence data for (a) constructing AISb out of GaSb basis states and 
(b) AlAs out of GaAs basis states. More GaSb bands in (a) are need to produce 
accurate converged energies due to the large difference potential between the GaSb 
and AlSb. 
CBn denotes the nth conduction band with n=l being the lowest. Good conver-
gence is achieved for the GaAs/ AlAs system using a single band (CBd, while the 
GaSh/ AlSh requires three hulk host bands (CB 1 , CB 2 , and CBs) to produce ade-
quate convergence. It is found that the valence band states have negligible effect 
, 
on convergence, in agreement with Gell et al. [52], while more bands are required 
to produce AISb from GaSb than AlAs fr0111 GaAs due to the larger difference 
potential, in agreelnent with the COl1unent of Jaros [51]. 
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6.3 Subband state mixing 
A typical example of subband mixing, in tIns case r-L mixing, is illustrated in 
figure (6.3) for a 9:9 GaSb/Gal_xAlxSb [111] superlattice as x is varied. At low 
Al concentration in the barrier the lowest subband is derived from bulk r related 
states. As x increases, the slnaller effective mass associated with the bulk r states 
rapidly increases the subband energy with respect to the slowly varying L derived 
subbands (due to the heavy L effective nlass along the [111] direction). Mixing 
between the two types of states Inanifests itself as an anti-crossing energy. In 
normal circumstances we might find, for a given superlattice, a few 'accidental' 
anti-crossings as the barrier concentration is varied, and perhaps a few more from 
variation of subband energies with hydrostatic pressure. It would be very difficult 
to glean any trends from this small salnple of accidental anti-crossings since many 
of the superlattice variables are changing at once. Of course the mixing is always 
there but is small, cOlnpared to the change in subband energy, and can only be 
seen when the states are degenerate. 
To solve this problem we construct the superlattice matrix without the cross-
coupling terms between folded bulk k vectors associated with the zone centre and 
folded bulk k vectors associated with the zone edge. The subband states are 
derived from only the few bulk k points near these symmetry points as illustrated 
by the spectral densities (IAkI2 v. k) in [52] and, for example, figure (6.7). Hence 
the modified matrix for a superlattice that requires a single host (i.e. well) bulk 
conduction band to construct the second constituent material (i.e. barrier) takes 
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Figure 6.3: Subband energy v. barrier cOlnpositiol1 for a GaSb/Gal_xAlxSb 9:9 
[111] superlattice. For small x the lowest subband is delived from bulk r-related 
states while at large x the lowest subbal1d is delived from L-related states. Mixing 
manifests itself in the anti-crossing of the two types of subband. 
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the form 
ko(f), kb k2' ... , kt - 2, kt - 1 , kt(L) 
ko(f) 
kl r 0 
k3 
HSL = =0 (6.3.1) 
kt- 2 
kt- 1 0 L 
kt(L) 
where we have decoupled the upper and lower parts of the lnatrix to give the 
subband energies of the f derived and L (or X) derived subbands separately. The 
matrix can be generalised to involve more than one bulk host band. We find 
with the modified matrix that the resultant subband energies are identical to the 
full supedattice calculation except close to the anti-crossings. The analysis of 
mixing here is restricted to the lowest states since they are the only ones presently 
accessible to experiment. When (6.3.1) is diagonalised a 2x2 matrix of the lowest 
f related and L (or X) related states can be constructed and cross-coupling terms 
introduced. Hence 
( 6.3.2) 
where Vmix is gi.ven by (see appendix B) 
Vm i3.· = L A~(f)Ak,(L )SsL(k - k')Vd(k - k') (6.3.3) 
k,k' 
The actual splitting of the subbands at an anti-crossing is 2!Vmix ! which can now 
be calculated at any superlattice COlllposition regardless of whether the subbands 
cross at that particular point or not. However it must be stressed that this is only 
an aid to study the trends in lllixing and in reali ty the anti-crossings are restricted 
to the few superlattice configurations and cOlnpositions. We are now in a position 
to study systematically Hilxing of superlattice states. 
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as a function of x. There is an approximately linear relationship between the 
mixing energy and the Al content of the barrier. The mixing energy here is almost 
independent of barrier thickness, for the range of thicknesses considered. 
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6.3.1 f-L mixing in GaSb/GaAISb [111] superlattices 
U sing the technique described in the previous section we have calculated the mixing 
energy as a function of barrier alloy composition and superlattice layer composi-
tion for a GaSbjGal_xAlxSb n : m superlattice. In figure (6.4) the mixing energy 
(2IVmix \) has been plotted as a function of x for n=6 and 7 with total superlattice 
periods, T=n + m, of 12, 18 and 24 (effectively fixed well thickness for different 
barrier thicknesses). The mixing energy varies approxilnately linearly with x, and 
is independent of barrier thickness over the range of thickness studied here. The 
confinement of both the r-related and L-related subbands in the well ensures that 
the mixing energy is largely independent of barrier thicknessl while the virtual 
crystal approximation (VCA) used in Vd(q) of (6.3.3) explains the linear x depen-
dence. The departure from linearity of the mixing energy results from changes in 
the spectral composition of the subband state (see below). We can plot mixing 
energy as a function of well thickness for GaSb/ AISb SLs as shown in figure (6.5). 
Clearly the effect is maxiInised in thin wells. 
One interesting phenomenon occurs in the weak confinement regime. Fig-
ure (6.6) shows an identical calculation as for figure (6.5) but with barriers contain-
ing only 1 % aluminium. The oscillation in the lnixing energy between odd and even 
numbers of well monolayers, which was small in GaSb/ AISb (i.e. x=l.O) SLs (fig-
ure (6.5)), has now become a dom.inant effect. To explain this discrepancy we show 
the L states spectral density (i.e IAk(L)1 v. k) for a 9:9 GaSb/Gal_xAlxSb [111] 
supedattice for both x=O.Ol and x=l.O. (see figure (6.7). For the 1% Al barrier, 
the spectral density is confined ahnost entirely to the zone edge bulk L states (i.e. 
kL = 211"(1 1 1)) The poor confinelnent Ineans a large spread of the L derived 
a 2'2'2 . 
subband in real space which leads to a s111a11 spectral 'bandwidth' in reciprocal 
1 In analogy with light-hole/heavy-hole mixing in most quantum well systems [56] 
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space. By far the most important component, therefore~ of Vmix (6.3.3) has the 
superlattice structure factor component q = k' - k = kL which takes the value 
of 1 for even numbers of well monolayers and 0 for odd numbers of well monoly-
ers. Hence the mixing energy varies dramatically as we move through the possible 
number of well monolayers. For barriers with large Al content, the L state in real 
space are strongly confined in the well and hence the spectral density spreads out 
in reciprocal space. Now other vectors, apart from the bulk zone edge, contribute 
to Vmix • The superlattice structure factor contribution from q vectors away from 
the zone edge have a non-trivial fonn and result, in the case of GaSb/ AISb, to 
comparable mixing for both even and odd nU11lbers of 11l0nolayers in the well. 
6.3.2 r-x in GaAs/ AlAs [001] superlattices 
GaAs/ AlAs is a type II superlattice with the X derived states confined to the 
barrier material while the r related states remain in the well. From a 'particle-in-
a-box' viewpoint, mixing should increase for thin barriers and short period super-
lattices, as pointed out by several authors [59,60]. 
This is broadly the case, as can be seen in figure (6.8) which does an analogous 
calculation to that for figure (6.5) except that here, the mixing energy is plotted as a 
function of barrier thickness. The mixing energy increases for thinner barriers and 
shorter period superlattices. However the detailed lnixing structure, as a function 
of the number of barrier layers, is very complicated and difficult to interpret -
unlike r -L mixing. The lowest X derived subband C011les, not from bulk states at 
the zone edge as in the case of L derived states~ but froln states away from the zone 
edge because of the calnel's back structure. This is illustrated in figure (6.9) which 
shows the spectral density for a 9:9 GaAs/ AlAs [001] SL. Since the structure factor 
associated with the Inain spectral cOlnponents of the X -related subballd are nOIl-
trivial (because the contributing q vectors are away £rOl11 the zone edge) the lluxillg 
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energy is difficult to predict. In addition, the nlixing energy will depend on the 
number of folded bulk vectors and the position of the camel's back structure. The 
position of the camel's back varies as the barrier composition is changed while the 
total superlattice period governs the number of folded vectors. Both these factors 
determine which folded bulk k vectors make up the lowest X -related subband and, 
therefore, both select the main q's that contribute to Vmix. In contrast, we have 
shown that the lowest subband in f-L mixing is always derived from zone edge 
states (at the L point) regardless of alloy composition or superlattice period. 
6.3.3 r-x in GaSh/ AISh and f-L in GaAs/ AlAs SLs 
So far we have examined f-L mixing when both subbands are confined to the well 
(GaSb/ AISb), and f-X mixing when one subband is in the well and the other is 
in the barrier (GaAs/ AlAs). However, by varying the band offset we can generate 
r-L mixing in a type II structure (GaAs/ AlAs along [111] with a band offset 
ratio of 50:50), and f-X nrixing with both states confined in the well (unchanged 
GaSb/ AISb, along [001]). 
U sing the rules derived in the previous two sections we should be able to predict 
the mixing behaviour of these two systems. We can say that r -L mixing in the 
modified GaAs/ AlAs system should increase for both thinner barriers and shorter 
period superlattices, as well as a 'snlooth' detailed structure (due to L-derived 
subband states). These features are clearly shown in figure (6.10a) for superlattices 
with 30 and 42 monolayers periods. The nrixing energy is plotted as a function of 
the number of barrier layers, m. The detailed structure of the mixing energy closely 
resembles that of GaSb/G~.99Alo.olSb in figure (6.6) and suggests the dominant 
spectral contribution here is the bulk zone edge L state. 
Similarly we expect to see that f -X mixing in GaSb / AlSb is approximately 
independent of barrier thickness and increases for thinner wells. However the X 
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derived subband, which actually comes from the camel's back, will produce a more 
complicated variation of mixing energy with well width. Figure (6.10b) shows two 
types of superlattice (30 layers and 42 layers) as a function of well width. The 
detailed structure of the mixing energy is not as dramatic as in GaAs/ AlAs since, 
by reference to table (6.1a), the positions of the camel's back structure in GaSh 
and AISb are closer to the zone edge. 
6.4 Summary 
The supercell method of Jaros et. al [49] has proved to be a simple and effective 
means of calculating subband structure. We have also found a way to remove, 
for a given superlattice period, the exact well/barrier layer dependence of the 
superlattice matrix elements. This allows the use of just a single set of superlattice 
matrix elements to calculate all combinations of n : m for a given total n + m, 
where nand m are the number of well and barrier monolayers respectively. This 
results in a considerable improvement in computational speed. 
By removing the need to measure the mixing energy between zone centre and 
zone edge related subbands at the few accidental anti-crossings available by varia-
tion of alloy and superlattice composition, we have carried out a systematic study 
of r-x and, for the first time, r-L nuxing in semiconductor supedattices grown 
along the [001] and [111] directions respectively. The exact bandstructure available 
from the pseudopotentiallnethod, has shown the ilnportance of the camel's back 
structure along the [001] direction in detennining r-x mixing. However r-L mix-
ing has been shown to have a much lllore predictable variation with superlattice 
composition, due to the absence of a caine! 's back structure along the bulk [Ill] 
direction. Due to the uncertainty in the fonn of the difference potential away frorn 
those q points which are known fr01n the bulk bandstructurc. any interpretation 
of the relative magnitudes of the nlixing energy is subject to controversy. We have 
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specifically avoided this question and have instead concentrated on trends in the 
mixing energy in a wide variety of circumstances - for which the results are un-
equivocal and on much firmer ground. We conclude from this that mixing effects 
can be more readily modelled in [111] than [001] growns devices. 
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Chapter 7 
Summary and Future \\lark 
Each of the four pieces of work presented in this thesis have their own summary 
sections. However it is useful to pull all the main points from the work into one 
section. In addition many of the conclusions have indicated possible experimental 
and theoretical work for the future. 
The strain-induced spin-splitting of valence subband structure is found to have 
the potential to significantly affect the bandstructure of layers under biaxial ten-
sion. The EPM calculation determined the magnitude of this effect, manifested in 
the C4 matrix element, for all 111-V and selected II-VI materials. There is a clear 
discrepancy (by a factor of about 3) between these theoretical values and the only 
experimental value for InSb. Clearly future experimental measurements (perhaps 
using the Shubnikov-de Haas effect) should clarify the situation. 
The simple analytical expressions for the valence and conduction band disper-
sions based on k.p theory have been shown to be accurate for a wide range of 
band gaps and spin-orbit splitting energies. The most obvious application of this 
work is probably the analytical expressions for the non-parabolicity parameters, 
a and {3. These quantities are only known directly for a few materials so analyt-
ical expressions for them involving well-known paranleters (i.e. energy gaps and 
momentum matrix elements) should prove very useful. There are lllany existing 
models of material or device properties where the effect of Inaterial balldstructure 
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is expressed in terms of a and (3. It is now possible to include these analytically and 
hence raise the possibility of more complicated mat erial/ device properties being 
modeled analytically. 
The universal behaviour of the r point conduction band dispersion of common 
semiconductors has been shown to hold, even in the region where non-parabolicity 
is expected to be important. Initially this was found to be the case for the direct 
gap II 1-V semiconductors, but has also been shown for the indirect gap III-V and 
direct gap II-VI materials. This behaviour was fully described using a 2-band 
k.p model and Harrison's Inodel-solid theory, which also successfully predicted the 
trends in non-parabolicity in these Inaterials. 
The Jaros method for calculating bandstructure of superlattices and multiple 
quantum wells is the only supercell technique which can accommodate reasonably 
large structures, as well as including many band effects in an unambiguous manner. 
However one criticism of the Jaros method is the arbitrary determination of form 
factors away from those known from the bulk materials. I can foresee that this 
problem could be tackled as more superlattice experimental data becomes avail-
able. In addition the sound pseudopotential basis of this method lends itself to the 
calculation of the full superlattice Brillouin zone bandstructure in the same way 
that the EPM is routinely used to calculate the bandstructure of bulk materials. 
At this time we have used the supercell method to do a systematic study of r-
X and r-L mixing in superlattice structures. We have found the the camel's back 
structure along the [001] direction, previously ignored in lnixing calculations, has 
a marked effect on r-x mixing. However we find that the behaviour of r-L mixing 
in [111] superlattices is Inuch easier to predict and model than f-X nllxing~ due 
to the lack of a camel's back structure along the bulk [111] direction. Further ex-
perimental studies should be undertaken to investigate this and its possible device 
applications. 
III 
Appendix A 
Superlattice structure factor 
The Jaros method for calculating superlattice subband structure involves, as its 
main computational step, the evaluation of 
< cPj'k,lVlcPjk >= 2: SSL(k" + G")aj,k,(G')ajk(G)Vmono(k" + G") (A.l) 
G,G' 
where kIf =k' - k, G" =G' - G. cPj'k' and cPjk are the bulk wavefunctions, for a given 
bulk bands j and j', that fold into the superlattice Brillouin zone. SSL(k" + G") 
and Vmono(k" + G") represent the change in crystal potential when host monolayers 
are replaced, at the relevant lattice sites, with the second constituent monolayer. 
The matrix element must be evaluated for all folded vectors (k and k') each with 
a summation over all bulk reciprocal lattice vectors (G and G'). In addition this 
process must be repeated for all well and barrier configurations since S SL depends 
on the number of barrier layers, m. 
We show here that the G dependence of SSL in (A.l) can be removed. This 
removes all the m dependence from (A.l), which then only depends on the total 
superlattice period (n + m). The derivations for [111] and [001] superlattices are 
similar with the final result, in terms of the index v, being identical. Thus we 
consider just the [001] case. 
For [001] growth the superlat tice states at the zone centre are formed from the 
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set of host bulk states given by (6.2.6) in chapter 6, namely those with k vectors: 
2v 1 1 
k= (O,O,I)n+m where - 2(n+m) < v < 2(n+m) (A.2) 
The superlattice structure factor defines the position of all monolayers where the 
host material has been replaced by the second constituent of the superlattice. We 
assume that these m layers are positioned in real space at 
a 
rt = 2(0,t - 2l,t) (A.3) 
where t goes from ° to m -1 and l=int(t/2), where int rounds down to the nearest 
integer. The superlattice structure factor is given by 
SSL(k" + Gil) = 1 'I:1 expi(k" +G'').rt 
n + m t=O 
Substituting (A.2) and (A.3) into (AA) we find 
SSL(k" + Gil) = SSL( v" + Gil) = 
1 m-l { 27ri( v - v')t } 
-- L exp exp i7r {(t - 2l)G~ + t G~} 
n+m t=O n +m 
(AA) 
(A.5) 
In a FCC lattice G y + Gz is always an even number and hence the second exponent 
in (A.5) is always 1 and can be ignored. Therefore the superlattice structure factor 
SSL is independent of G, and hence the calculation of matrix elements in (6.2.8) 
can be separated into two parts, one involving the bulk reciprocal lattice vectors 
and the total number of folded bulk states (given by Vd ), and the other involving 
the composition of the superlattice. The latter is given by 
1 m-l { 27ri( v' - v)t } SSL(V' - v) = L exp 
n +m t=O n + m 
(A.6) 
This result is valid both for [111] and [001] superlattices. Hence the matrix ele-
ment (A.l) reduces to the fonn of (6.2.8) in chapter 6 with SSL given by (6.2.9) 
(i.e. (A.6) above), and Vd by (6.2.10). For a given total superlattice period (n+m). 
Vd need only be calculated once to evaluate the subband structure for all configu-
ration of nand m. 
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Appendix B 
Calculation of V mix 
If we know the wavefunction of the lowest r and zone edge related subbands (X or 
L) we can input these back into the superlattice Hamiltonian to calculate the cross 
term between them (i.e the mixing energy). We assume here that there is only 
one bulk state involved and no spin interaction but the result can be generalised 
beyond this case. We start from the superlattice Hamiltonian, reproduced here 
from (6.2.2) as 
(Ho + V)'l/; = E'l/; (B.1) 
and we consider a superlattice subband whose wavefunction 'l/;j is given by (6.2.1) 
as 
1 
'l/;n = In L Ajk<Pnk 
yO k 
The superlattice matrix element between subbands 'l/;j and 'l/;jl is given by 
< 'l/;jlHo + VI'l/;j' >= 
(B.2) 
L AjkAj'kEjlk + L AjkAj1klSsl(k - k')Vd(k - k') (B.3) 
k k,k' 
The on-diagonal terms of the 2x2 Inatrix formed with the lowest r and either L 
or X derived states (i.e. n = n' = r, L, or X) just returns the sub band energies 
in the absence of mixing. For the cross tenns the first sUITllnation in (B.3) is zero 
(due to the 'spectral' separation of the two types of states) and the second tCrIn 
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produces the desired mixing energy 
Vmix = L AjkAj'k,Ssl(k - k')Vd(k - k') (BA) 
k,k' 
which can be calculated at any superlattice composition. 
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