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4Abstract
In this thesis we prove p-adic Langlands functoriality in two settings. Firstly we
prove a p-adic Labesse–Langlands transfer from the group of units in a definite
quaternion algebra to its subgroup of norm one elements. Secondly we show p-adic
functoriality for inner forms of unitary groups in three variables.
In both cases we show that given an eigenvariety for the first group, there exists
an eigenvariety for the second group and a morphism between them that extends
the classical Langlands transfer and has an interpretation as a p-adic Langlands
transfer.
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Introduction
Since the first definition of a p-adic modular form the idea of putting objects
studied in the classical Langlands programme into p-adic families has proven to
be immensely successful. From the deformation theory of Galois representations,
which has led to powerful automorphy lifting theorems (see e.g. [1]), to work that
attaches Galois representations to automorphic forms (see e.g. [13]) – one can find
numerous examples, where p-adic families have been used to answer questions in
the classical Langlands programme.
The motivation to study these p-adic families does not just come from appli-
cations to classical questions. In fact, the aim is also to find a p-adic version of
the Langlands programme. Although the general definition of a p-adic automor-
phic form is yet to be discovered, in many specific situations one has good working
definitions. Given such a definition one can ask which aspects of the classical
Langlands programme make sense for these p-adic automorphic forms. And so for
example one hopes to, and indeed often can, attach p-adic Galois representations
to p-adic eigenforms.
Another crucial aspect of the classical Langlands programme are the Lang-
lands functoriality conjectures. They predict (see e.g.[4]) that for two connected
reductive groups G and H defined over a number field F , with H quasi-split, any
L-homomorphism LG → LH should induce a transfer from automorphic packets
of G to automorphic packets of H – the definition of packets being conjectural as
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well. If H is not quasi-split one can still predict a transfer via the quasi-split inner
form by demanding an admissibility condition on the L-homomorphism.
So assume we have a good working definition of p-adic automorphic forms for
two groups G and H as above. Then is there a p-adic Langlands transfer?
In this thesis we study this question in two specific settings which we describe
below. As it seems hard to directly compare spaces of p-adic forms on different
reductive groups, our approach is to interpolate the classical transfer. For this
reason we work with p-adic families, in which the points corresponding to classical
forms are sufficiently dense.
Such p-adic families are provided by eigenvarieties – these are finite dimensional
rigid analytic spaces that interpolate systems of Hecke eigenvalues attached to au-
tomorphic representations. They have been constructed for many reductive groups
(cf. [9], [10], [19], [29] and [37]). Given a construction of eigenvarieties for two
groups G and H as above, one can ask, whether the classical transfer interpolates
to a morphism between these rigid spaces. Calling such a morphism a p-adic trans-
fer is justified after one checks that it is compatible with the morphism between
the Hecke algebras involved. If we prove the existence of a p-adic transfer, then,
not only can we transfer points on eigenvarieties that correspond to non-classical
points. A p-adic transfer gives us a way of comparing eigenvarieties for different
groups in geometric terms.
The first case of p-adic functoriality was studied by Chenevier, who proved a
p-adic Jacquet–Langlands transfer (see [11]). Further results have been established
by various authors using Chenevier’s approach, for example in [39] and in [20].
Newton (see [33]) proved a p-adic Jacquet–Langlands correspondence in Emerton’s
setting. Recently Hansen (see [23]) has constructed a p-adic symmetric square
lifting as well as a Ranking-Selberg lifting.
The two settings in which we study and prove p-adic Langlands functoriality
are the following: The first is the transfer from the group of units in a definite
quaternion algebra to the subgroup of norm one elements. The second is a Jacquet–
Langlands type transfer between inner forms of definite unitary groups of rank
three. For these groups the classical transfer has been proven unconditionally in
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[27] and in [35] and eigenvarieties have been constructed (see [29] and [2]).
Now in both settings stable conjugacy and conjugacy do not agree in at least
one of the groups involved. As a consequence the classical transfer is proved on the
level of L- or A-packets rather than representations. It is particularly interesting
to study p-adic Langlands functoriality in such situations: Issues like endoscopy
complicate the picture and cause problems when trying to pass from the classical
transfer to a transfer of classical points on eigenvarieties. Before we give an overview
of the results, we would like to explain some key points:
Given an eigenvariety E for the first group, the first step in proving p-adic func-
toriality is to find a compatible eigenvariety for the second group. An eigenvariety
is compatible, if we can define a map from classical points of E to it.
One of the parameters of an eigenvariety is that of a tame level, i.e. a compact
open subgroup K ⊂ G(Apf ), if G is the group in question. In order to find a
compatible eigenvariety, a key issue is to find a suitable tame level. For this we
need to study the classical transfer carefully. We need to understand which tame
levels are respected by the classical transfer – and not just with respect to the
transfer of packets but of systems of Hecke eigenvalues attached to automorphic
representations, as it is those, which the eigenvarieties interpolate. The main tools
we use to find compatible tame levels are the multiplicity formulas and the theory
of Bernstein components.
After we have defined a map on classical points we prove that it interpolates
to a morphism of rigid analytic spaces. For this we use a very general argument of
Bella¨ıche and Chenevier (cf. Proposition 2.1.12).
1.1 Overview of the results
A p-adic Labesse–Langlands transfer
Let B/Q be a quaternion algebra ramified at infinity. Let G˜ be the algebraic
group over Q associated to B∗ and let G be the subgroup of G˜ of norm one elements.
In [29] Loeﬄer established the existence of eigenvarieties for a wide class of groups
and in particular for the groups G and G˜.
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The L-groups of G˜ and G are GL2(Q) and PGL2(Q) respectively. There is
a natural projection GL2(Q) → PGL2(Q) and the transfer corresponding to this
L-homomorphism is proved by Labesse and Langlands in [27]. To an automorphic
representation pi of G˜(A) one can attach an L-packet Π(pi) of admissible represen-
tations of G(A) and Labesse and Langlands proved formulas for the multiplicity
m(pi) with which a given representation pi ∈ Π(pi) occurs in the discrete automor-
phic spectrum of G(A).
Given an eigenvariety D˜ for G˜ we find an eigenvariety D for G and a morphism
from D˜ to D that has an interpretation as a p-adic functoriality morphism as
follows:
As explained above we first study how the classical transfer behaves with respect
to tame levels. The following notion is useful:
Definition (cf. Definition 3.3.16.). Two tame levels K˜ ⊂ G˜(Apf ) and K ⊂ G(Apf )
are called globally Langlands compatible if the following holds: For any discrete
automorphic representation pi of G˜(A), such that (pipf )K˜ 6= 0 and any τ in the local
L-packet Π(pip), there exists an element pi in the packet Π(pi) defined by pi, such
that
• m(pi) > 0,
• (pipf )K 6= 0 and
• pip = τ .
In Proposition 3.3.20 we show that for any tame level K˜ ⊂ G˜(Apf ) we can find
a tame level K ⊂ G(Apf ) such that K˜ and K are globally Langlands compatible.
This guarantees that we can define a map from a sufficiently dense set Z of classical
points of D˜ := D˜(K˜), the eigenvariety of tame level K˜, to classical points of
D := D(K).
We then use two auxiliary eigenvarieties D′ and D′′ and ultimately establish
the existence of a p-adic functoriality morphism ζ as a composition, as shown in
the following commutative diagram
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D˜ ζ′−−−→ D′ ζ′′−−−→ D′′ −−−→ Dy y y y
W˜ −−−→ W˜ −−−→ W˜ −−−→ W
.
Here the lower row are the weight spaces over which the eigenvarieties naturally
live and D′′ is defined as the pullback of D along W˜ → W . The hard part is
establishing the existence of the morphism ζ ′′ in the middle, which is where we use
the results on the classical transfer.
Our most general result in this setting is the following theorem.
Theorem (Theorem 3.4.7). There exists a p-adic Langlands transfer ζ : D˜ → D.
It has the additional property that it sends a classical point z ∈ Z to a classical
point in D.
There are some parallels of our construction with the classical transfer, which
we would like to comment on. In the classical setting starting from an automorphic
representation pi of G˜(A) one first passes to an L-packet by restricting the local
representations pil to G(Ql). Automorphic representations of G˜(A) that give rise to
the same L-packet are twists of each other. In the second step of the transfer one
proves the multiplicity formulas. They allow one to understand which elements of
the global L-packets are automorphic.
The first eigenvariety D′ corresponds to the restriction process. It is built from
the same overconvergent forms as D˜ but the underlying Hecke algebra H is one for
G and the points of D′ correpond to the systems of Hecke eigenvalues restricted
to H. Classical points on D˜ that arise from an automorphic representation pi and
a twist by a Gro¨ßencharacter trivial at infinity are identified under the morphism
from D˜ to D′.
Note however that the choice of our Hecke algebra means that the eigenvariety
D′ cannot distinguish between different members of an L-packet; the space of
automorphic forms that are used in the construction of D′ sees different members
of an L-packet. But D′ itself does not as the H-eigenvalues of any two members of
an L-packet with correct tame level agree.
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A p-adic transfer between inner forms of unitary groups
Let E/Q be an imaginary quadratic extension and let G and G′ be two definite
inner forms of U∗3 , the quasi-split unitary group in three variables attached to E/Q.
Assume G is attached to a division algebra D with an involution of the second kind.
This assumption implies that all packets on G are stable, i.e. endoscopy does not
occur. Let S be the set of places l, where Gl  G′l and assume furthermore that
G′l ∼= GL3 /Ql for all places l ∈ S.
In [35] Rogawski proved the classical Langlands transfer from G to G′ via U∗3 .
It follows from his comparison of the trace formulas, that in our stable situation
the transfer works on the level of representations (rather than packets): If pi is an
automorphic representation for G, then
pi′ :=
⊗
l∈S
JL(pil)⊗
⊗
l /∈S
pil
is an automorphic representation for G′. Here JL denotes the local Jacquet–
Langlands transfer. This is the first step in refining the classical transfer. The
second step is the following proposition, whose proof uses properties of the local
Jacquet–Langlands transfer and the Bernstein decomposition of the category of
smooth representations.
Proposition (Proposition 4.2.10). Let F/Qp be a finite extension, and D/F a
division algebra of dimension d2 and with centre F . Let e ∈ C∞c (D∗,C) be an
idempotent. Then there exists a compact open subgroup K of GLd(F ) such that
JL(pi)K 6= 0
for all smooth representations pi of D∗ satisfying e · pi 6= 0.
These results on the classical transfer allow us to prove the following theorem,
which is our main theorem in this setting.
Theorem (Theorem 4.3.2). Let D be an eigenvariety of idempotent type for G.
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Then there exists an eigenvariety of idempotent type D′ for G′ and a morphism
λ : D ↪→ D′,
which is a p-adic Langlands transfer. The morphism λ is a closed immersion and
the image is a union of irreducible components of D′.
The eigenvariety D′ is by no means unique. However there should be an eigen-
variety, which is best possible, i.e. through which all p-adic transfers factor. We
prove the existence of such an eigenvariety in the case, where the idempotent e,
which is used to build D, is a special idempotent associated to a finite set of Bern-
stein components, whose Jacquet–Langlands transfers are supercuspidal. In this
case we find an eigenvariety D′ for G′ such that the resulting p-adic transfer is an
isomorphism.
For higher rank groups the classical transfer between inner forms has not been
proved unconditionally at present. For groups, where the rank is a prime number,
we can reduce the existence of a p-adic Langlands transfer to a conjecture involving
only the classical transfer.
1.2 Outline of the thesis
In Chapter 2 we collect some background material. First we recall Buzzard’s eigen-
variety machine and some key properties of eigenvarieties. Then we describe a
construction of morphisms between eigenvarieties that will be essential for the con-
struction of p-adic transfers. We finish the background chapter by recalling the
notion of Bernstein components and special idempotents.
The first case of p-adic Langlands functoriality is studied in Chapter 3. The
morphism between the L-groups GL2(Q)→ PGL2(Q) induces a morphism between
the Hecke algebras involved in the construction of eigenvarieties. After establishing
this morphism and the morphism between weight spaces explicitly we describe the
eigenvarieties, which are the source and the target for our p-adic transfer, in more
detail. We also construct the two auxiliary eigenvarieties that we need in the proof
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of our main theorem. Section 3.3 gives an overview over the classical transfer.
In particular we describe L-packets and multiplicity formulas for the group G of
norm one elements in a quaternion algebra. We finish the section by proving the
existence of globally Langlands compatible tame levels. In Section 3.4 we give the
definition of a p-adic functorial transfer and establish the existence in general. The
chapter ends with a description of a specific transfer.
Chapter 4 is devoted to the p-adic transfer between two inner forms of a unitary
group. After recalling the necessary facts about the existence of eigenvarieties in
4.1 we explain some background regarding the classical transfer in 4.2. In particular
we show that in our stable situation we can transfer representations rather than
packets. Section 4.3 contains the construction of a p-adic functorial morphism.
1.3 Notation
For all p fix embeddings ιp : Q → Qp and ι∞ : Q → C. For a number field F we
denote by AF the adeles of F . Whenever there is no confusion we drop the index
and write A for AF .
For a set X and a subset Y , we denote by 1Y the characteristic function on Y ,
i.e. the function on X that is equal to 1 on Y and 0 otherwise.
Let X be a reduced rigid analytic space. We equip the ring of global analytic
functions O(X) with the coarsest topology such that for any affinoid Y ⊂ X the
induced map O(X) → O(Y ) is continuous. Here O(Y ) carries the Banach-space
topology induced from the supremum norm. Note that O(X) equipped with this
topology is Hausdorff.
Let x be a point on X. A set V := {Vi : i ∈ I} of affinoid open neighbourhoods
Vi of x is called a basis of affinoid open neighbourhoods of x, if for any admissible
open U ⊂ X containing x there exists i ∈ I such that Vi ⊂ U .
If L/Qp is a finite extension and X/L is a rigid space defined over L, then any
point x ∈ |X| is defined over a finite extension K/L. We write X(Qp) for the union
of the sets X(K) where K/L is finite.
All division algebras occurring are assumed to be central simple algebras.
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Chapter 2
Background
2.1 Generalities on eigenvarietes
2.1.1 Buzzard’s eigenvariety machine
The construction of eigenvarieties was axiomatized by Buzzard in [9]. In this section
we recall the most important properties of his construction.
Eigenvarieties are constructed relative to a base which usually parametrizes
weights. In a first step we assume this base is affinoid. We fix a prime p and a
finite extension E/Qp.
Let X be a reduced affinoid rigid analytic space over E, M a Banach-module
overO(X) satisfying property (Pr) (see the Appendix A.1 for the definition) and let
T be a commutative E-algebra equipped with an E-algebra homomorphism T →
EndO(X)(M). Suppose φ ∈ T is an element, which acts as a compact endomorphism
on M .
Definition 2.1.1. Let E ′ be a discretely valued extension of E. An E ′-valued
system of eigenvalues for M is an E-algebra homomorphism λ : T→ E ′, such that
there exists a point in X(E ′) (giving a homomorphism O(X)→ E ′) and a nonzero
vector m ∈ M⊗̂O(X)E ′ with the property that tm = λ(t)m for all t ∈ T. A system
of eigenvalues λ is called φ-finite if λ(φ) 6= 0.
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Proposition 2.1.2. To the data (X,M,T, φ) we can associate a reduced separated
rigid space EX over E endowed with an E-algebra homomorphism ψ : T→ O(EX)
and a morphism of rigid spaces ω : EX → X such that
(i) the morphism ν := (ω, ψ(φ)−1) : EX → X × A1 is finite,
(ii) for any open affinoid V ⊂ X × A1, the natural map
ψ ⊗ ν∗ : T⊗E O(V )→ O(ν−1(V ))
is surjective.
(iii) For any discretely valued extension E ′/E, the map
EX(E ′)→ Homring(T, E ′)×X(E ′), x 7→ (ψx : h 7→ ψ(h)(x), ω(x))
is a bijection between the E ′-valued points of EX and the set of φ-finite E ′-
valued systems of eigenvalues for M .
EX is uniquely determined by these conditions and is called the eigenvariety of
(X,M, T, φ).
Proof: The result is contained in [9] Chapter 5 once we pass to the reduced space
of the space constructed there. The finiteness of the morphism in (i) is Lemma 5.3
in loc. cit., (ii) follows from the construction, and (iii) is Lemma 5.9 in [9]. The
uniqueness is proved as in [2] Proposition 7.2.8.
Remark 2.1.3. We give some details of the construction that we will use below. Let
Zφ ⊂ X ×A1 be the spectral variety of the compact operator φ and let f : Zφ → X
denote the canonical projection. In section 4 of [9] Buzzard constructs an admissible
cover C of Zφ. C consists of affinoid subdomains Y ⊂ Zφ satisfying the following
properties: There exists U ⊂ X affinoid open such that Y ⊂ f−1(U), the induced
map f : Y → U is finite and surjective, and Y is disconnected from its complement
in f−1(U). The eigenvariety EX is constructed locally over elements of C. If for Y ∈
C we denote by E(Y ) the piece of the eigenvariety above Y , then EX is admissibly
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covered by the E(Y ). By construction E(Y ) is the affinoid Sp(T(Y )). Here T(Y )
is the image of T⊗EO(U) in the endomorphism ring EndO(U)((M⊗̂O(X)O(U))fs),
where fs denotes the finite slope part of M⊗̂O(X)O(U), i.e. the subspace on which
φ acts invertibly (see [9] Section 5 and Theorem 3.3 for details).
As in our applications the base space is not necessarily affinoid, let us recall the
existence theorem of a global eigenvariety. For that let W be a reduced separated
rigid analytic space defined over E and as before let T be a commutative E-
algebra and φ ∈ T a fixed element. Assume for any affinoid open X ⊂ W we are
given an O(X)-Banach module MX as above, i.e. satisfying property (Pr) together
with an E-algebra homomorphism T → EndO(X)(MX) denoted t 7→ tX , such that
φX is compact. Assume furthermore that if Y ⊂ X ⊂ W are two admissible
affinoid opens, then we have a link αXZ : MY → MX⊗̂O(X)O(Y ) satisfying the
compatibility condition αXZ = αXY ◦ αY Z whenever X, Y, Z are affinoids with
Z ⊂ Y ⊂ X ⊂ W . (For the definition of link see Definition A.1.2) We abbreviate
this data as the tuple (W ,M•, α•,T, φ) and call it an eigenvariety datum. In this
global setting we say that a morphism λ : T → E ′ (for E ′/E a discretely valued
extension) such that λ(φ) 6= 0 is a φ-finite E ′-valued system of eigenvalues for
M• if there exists an affinoid X ⊂ W , a point in X(E ′) (and therefore a map
O(X)→ E ′) and 0 6= m ∈MX⊗̂O(X)E ′ such that t ·m = λ(t)m for all t ∈ T.
Theorem 2.1.4. To the above data we may canonically associate the eigenvariety
E, a reduced separated rigid space over E equipped with an analytic map ω : E → W,
with the property that for any affinoid open X ⊂ W, the pullback of E to X is
canonically isomorphic to the eigenvariety associated to the datum (X,MX ,T, φ).
The global eigenvariety E comes equipped with a ring homomorphism ψ : T→ O(E)
such that the following conditions are satisfied:
(i) The morphism ν := (ω, ψ(φ)−1) : E → W × A1 is finite.
(ii) For any open affinoid V ⊂ W × A1, the natural map
ψ ⊗ ν∗ : T⊗E O(V )→ O(ν−1(V ))
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is surjective.
(iii) For any discretely valued extension E ′/E, the map
E(E ′)→ Homring(T, E ′)×W(E ′), x 7→ (ψx : h 7→ ψ(h)(x), ω(x))
is a bijection between the E ′-valued points of E and the set of φ-finite E ′-valued
systems of eigenvalues for M•.
Furthermore any point x ∈ E(Qp) has a basis of open affinoid neighbourhoods V of
x such that ω(V ) ⊂ W is open affinoid, the morphism ω|V : V → ω(V ) is finite,
and surjective when restricted to any irreducible component of V .
Proof: The existence is [9] Construction 5.7 and (i) follows immediately from it
and Theorem 2.1.2(i). Point (ii) follows from the construction and (iii) is Lemma
5.9 in [9]. For the proof of the last paragraph we refer to the proof of Theorem
3.1.1 of [36].
We recall some important properties of eigenvarieties.
Lemma 2.1.5 (cf. [2] Lemma 7.2.7). Let E be an eigenvariety.
(a) E is an admissible increasing union of open affinoids of the form ν−1(V ) for
V ⊂ W × A1 open affinoid. In particular, any two closed points of E lie in
such an open affinoid.
(b) For any x, y ∈ E(Qp), x = y if and only if ψx = ψy and ω(x) = ω(y).
Definition 2.1.6. Let X be a reduced rigid analytic space.
(i) A subset Z ⊂ |X| is called Zariski-dense if the only analytic subset of X which
contains Z is X itself.
(ii) We say a subset Z ⊂ |X| accumulates at x ∈ |X| if there exists a basis of
affinoid open neighbourhoods U of x such that Z ∩ |U | is Zariski-dense in U .
A subset Z ⊂ |X| is called an accumulation subset if Z accumulates at any
z ∈ Z.
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Lemma 2.1.7. Let X be a rigid analytic space and T an irreducible component
of X. Assume Z is an accumulation subset and that Z ∩ |T | is non-empty. Then
Z ∩ |T | is Zariski-dense in T .
Proof: By assumption there exists z ∈ |T | ∩ Z and an affinoid neighbourhood
U of z in X such that |U | ∩ Z is Zariski-dense in U . By Corollary 2.2.9 of [15],
T ∩ U is a union of irreducible components of U . U = Sp(A) is affinoid and so
A is noetherian. Therefore any Zariski-dense subset of U is Zariski-dense in each
irreducible component of U . So Z∩|T |∩|U | is Zariski-dense in T ∩U . We conclude
by remarking that the points of any affinoid in an irreducible rigid space are Zariski
dense in it.
Definition 2.1.8. Let Z ⊂ Homring(T,Qp)×W(Qp) be any subset. Assume that
(W ,M•, α•,T, φ) is an eigenvariety datum and let E be the eigenvariety associated
to it. We say E is an eigenvariety for Z if there exists an accumulation and
Zariski-dense subset Z ⊂ E(Qp) such that the natural evaluation map E(Qp) →
Homring(T,Qp), x 7→ ψx : h 7→ ψ(h)(x) induces a bijection
Z
∼−→ Z, z 7→ (ψz, ω(z)).
The eigenvarieties that we study below are nested. Recall that a rigid space X
over E is called nested if it has an admissible cover by open affinoids {Xi, i ≥ 0}
such that Xi ⊂ Xi+1 and the natural E-linear map O(Xi+1)→ O(Xi) is compact.
Lemma 2.1.9. If W is nested, then so is E.
Proof: Any finite product of nested spaces is nested. As A1 is nested and W
is nested by assumption, so is the product W × A1. By Theorem 2.1.4 the map
E → W × A1 is finite. The claim then follows from [2] Lemma 7.2.11(i), where it
is shown that given a finite morphism f : Y → X between two rigid spaces, if X is
nested then so is Y .
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2.1.2 Constructing morphisms between eigenvarieties
In this section we use the arguments of [2] to show how to extend certain maps
defined on an accumulation and Zariski-dense subset to morphisms between eigen-
varieties. We keep the notation from the previous section. Let E be an eigenvariety.
For any admissible open V ⊂ W × A1 set EV := ν−1(V ) and let AV denote the
affine line over V . For each finite set I ⊂ T there is a natural morphism defined
over V
fV,I : EV → A|I|V , x 7→ (ψ(h)(x))h∈I .
The morphisms commute with any base change by an open immersion V ′ ⊂ V .
Furthermore the fV,I are finite as the morphism A|I|V → V is separated and ν is
finite.
Lemma 2.1.10. Assume that V is affinoid. Then there exists a finite set IV ⊂ T
such that for any finite subset I ⊂ T with I ⊃ IV the morphism fV,I is a closed
immersion.
Proof: For this let X := EV . O(X) is a finite O(V )-module as ν is finite. Pick
generators m1, ...,ml ∈ O(X). Then by Theorem 2.1.4 (ii)
ψ ⊗ ν∗ : T⊗E O(V )→ O(X)
is surjective and we can write
mj = ψ ⊗ ν∗
(
nj∑
k=1
hjk ⊗ λjk
)
.
Choose IV = {hjk ∈ T : j = 1, ..., l , k = 1, ..., nj}. We show that f := fV,IV is a
closed immersion by showing that there exists an admissible affinoid cover {Ui}i∈J
of A|IV |V such that for all i ∈ J , f−1(Ui) is affinoid and O(Ui) → O(f−1(Ui)) is
surjective.
Let | · | denote the norm on the affinoid algebra O(X). Pick C ∈ R such that
|ψ(hjk)| ≤ C for all hjk ∈ IV .
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Let $ be a uniformizer of E. For all N ∈ Z such that C < |$|−N we have
Im(f) ⊂ BIVV (0, $−N) := Sp(O(V )⊗E E
〈
$NT1, ..., $
NTm
〉
),
where m = |IV | and furthermore the map on rings
O(V )⊗E E
〈
$NT1, ..., $
NTm
〉→ O(X)
is surjective as its image contains the generators m1, ...,ml. The discs B
IV
V (0, $
−N)
such that C < |$|−N admissibly cover A|IV |V and so we see that f is indeed a closed
immersion. It is clear that for all I ⊃ IV , fI,V is also a closed immersion.
Lemma 2.1.11 (Lemma 7.2.9 in [2]). Let X be a rigid space over E and let U ⊂ X
be a quasi-compact admissible open of X. For any two points x, y ∈ X which are in
the same irreducible component, there is a quasi-compact admissible open U ′ ⊂ X
containing U, x and y, and such that x and y are in the same irreducible component
of U ′. If moreover X is an admissible increasing union of open affinoids Xi, we
may choose U ′ to be one of the Xi.
When proving cases of p-adic Langlands functoriality, the next proposition will
be our main tool in the interpolation step of the proof.
Proposition 2.1.12. Let (W ,M1,•, α1,•,T, φ) and (W ,M2,•, α2,•,T, φ) be two eigen-
variety data giving rise to eigenvarieties E1 and E2 equipped with morphisms ψi :
T→ O(Ei) and ωi : Ei →W for i = 1, 2. Let Z ⊂ E1(Qp) be an accumulation and
Zariski-dense set of points.
Assume we have an inclusion ζ : Z ↪→ E2(Qp) compatible with the maps ωi to
W and such that ψ1,z = ψ2,ζ(z) for all z ∈ Z. Then ζ extends to a unique closed
immersion ζ : E1 ↪→ E2, such that the following diagrams commute:
E1
ω1   A
AA
AA
AA
A
ζ // E2
ω2~~}}
}}
}}
}}
W
T
ψ2
||yy
yy
yy
yy ψ1
##F
FF
FF
FF
FF
O(E2) ζ∗ // O(E1).
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Proof: The arguments are identical to the ones used to prove Proposition 7.2.8 in
[2]. The uniqueness follows from the fact that the Ei are reduced and separated.
Let V ⊂ W × A1 be an open affinoid. For i = 1, 2, let Ei,V := ν−1i (V ). By Lemma
2.1.10 there exists a finite set I ⊂ T, such that the natural maps
fi,V,I : Ei,V → A|I|V , x 7→ (ψi(h)(x))h∈I
are both closed immersions. We claim that f1,V,I(E1,V ) ⊂ f2,V,I(E2,V ). For that
let x ∈ E1,V . If x ∈ Z, then f1,V,I(x) = f2,V,I(ζ(x)) by the hypothesis on ζ. Z
is Zariski-dense on each irreducible component of E1, so there exists z ∈ Z such
that z lies on the same irreducible component of E1 as x. By Lemma 2.1.5(a), and
Lemma 2.1.11 we can find an open affinoid V ′ ⊃ V such that z ∈ E1,V ′ ∩ Z lies
on the same irreducible component T of E1,V ′ as x. By the accumulation property
(see Lemma 2.1.7) Z is Zariski dense in T , hence for I ′ ⊃ I ∪ IV ′ ,
f1,V ′,I′(T ) ⊂ f2,V ′,I′(E2,V ′)
in particular f1,V,I′(x) ∈ f2,V,I′(E2,V ). By projecting to A|I|V we get that the same is
true for I ′ = I. We can therefore define a closed immersion ζV : E1,V → E2,V by
setting for I ⊃ IV
ζV := f
−1
2,V,I ◦ f1,V,I
This map does not depend on I, which implies the commutativity of the diagram
on the right. It extends the map ζ : Z ∩ E1,V → E2,V .
If U ⊂ V is any affinoid open, then ζV ×V U = ζU , hence the ζV glue to a closed
immersion ζ : E1 ↪→ E2. The commutativity of the diagram on the left is clear as
for any V , ζV is a morphism over V .
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2.2 Bernstein components
Let F be a non-archimedean field, H the F -points of a connected reductive algebraic
group H defined over F . Fix a Haar measure µ on H and let H(H) = C∞c (H,C) be
the algebra (under convolution) of locally constant compactly supported C-valued
functions on H.
The categoryR(H) of smooth complex representations of H can be decomposed
into so called Bernstein components. We briefly recall the definition and some facts
that we use in subsequent chapters. The overview and the results, which are stated
below, are quoted almost verbatim from [7], and we refer to that paper for further
details.
Let pi be an irreducible smooth representation of H. It is well known that we
can associate to pi a F -Levi subgroup L of H and an irreducible supercuspidal rep-
resentation σ of L = L(F ) such that pi is a composition factor of the normalized
smooth parabolic induction IndHP (σ). Here one can choose any parabolic P con-
taining L. The pair (L, σ) is unique up to H-conjugacy and is called the support
of pi.
We define the following equivalence class on all pairs (L, σ) consisting of the
F -points of a Levi subgroup and an irreducible supercuspidal representation σ of
L: We say (L, σ) is equivalent to (L′, σ′) if there exists an element h ∈ H and an
unramified character χ of L′ such that L′ = h−1Lh and σ′ ⊗ χ ∼= σh. For details
regarding this definition, in particular for the definition of an unramified character
we refer to [7] Chapter 1. We define the inertial support J (pi) of an irreducible
smooth representation pi of H as the equivalence class of the support of pi.
To any inertial support s one can attach a full subcategory Rs(H) of R(H)
consisting of the smooth representations all of whose irreducible subquotients have
inertial support s. We use the term Bernstein component to refer to s as well as
Rs(H).
We denote the set of all Bernstein components s by B(H). For s ∈ B(H) let
IrrRs(H) ⊂ Rs(H) be the class of objects that are irreducible representations.
Note that if s is the equivalence class of (H, σ) and pi ∈ IrrRs(H), then pi′ ∈
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IrrRs(H) if and only if pi′ ⊗ χ ∼= pi for some unramified character χ of H.
For an idempotent e ∈ H(H) define Re(H) as the full subcategory of R(H)
consisting of representations pi, which satisfy H(H)e · pi = pi.
Definition 2.2.1 ([7] Def.3.11). An idempotent e ∈ H(H) is called special, if the
category Re(H) is closed under subquotients in R(H).
For an idempotent e ∈ H, let eH(H)e-Mod be the category of eH(H)e-modules.
If Σ ⊂ B(H) is a finite subset, we let RΣ(H) := ∏s∈ΣRs(H) be the direct product.
Proposition 2.2.2 ([7] Prop. 3.12). Let e ∈ H(H) be an idempotent. Then the
following are equivalent:
(i) The idempotent e is special.
(ii) The functor me : Re(H) → eH(H)e-Mod, which sends pi to e · pi, is an
equivalence of categories.
(iii) There exists a finite set Σ ⊂ B(H) such that IrrRe(H) = IrrRΣ(H).
(iv) There exists a finite set Σ ⊂ B(H) such that Re(H) = RΣ(H).
The sets Σ in (iii) and (iv) are equal and we denote it by Σ(e).
Proposition 2.2.3 ([7] Prop. 3.13). Let Σ be a finite subset of B(H). Then there
exists a special idempotent eΣ ∈ H(H), such that Σ = Σ(eΣ). In particular the
category RΣ(H) is equivalent to the category eΣH(H)eΣ-Mod.
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Chapter 3
A p-adic Labesse–Langlands
transfer
Let B/Q be a quaternion algebra, which is ramified at ∞. Let G˜ be the algebraic
group over Q defined by the units in B, so for any Q-algebra R, G˜(R) = (B⊗QR)∗.
Let G be the subgroup of G˜ of norm one elements. We denote by SB the finite set
of primes, where B ramifies and fix a prime p, which is not in SB. We fix models
of G˜ and G over ZSB .
In this chapter we prove p-adic Langlands functoriality from G˜ to G. The
eigenvarieties we use have been constructed by Loeﬄer in [29] using Buzzard’s
eigenvariety machine. We remark here that due to the generality Loeﬄer works
in he has to impose certain arithmetical conditions at various places. In our case
however one easily checks that G˜ and G satisfy the conditions of [22] Proposition
1.4.1 All arithmetic subgroups of G˜ and G are therefore finite, which implies that
we don’t have to worry about any of the arithmetical conditions.
3.1 Preliminaries on Hecke algebras and weight spaces
In this section we introduce the Hecke algebras for G and G˜ that are used in the
construction of the eigenvarieties and prove the existence of morphisms between
1E.g. condition (5) is satisfied as the centre of G˜ and of G is a maximal split torus.
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them.
3.1.1 Unramified Hecke algebras
For a locally compact totally disconnected group G and a compact open subgroup
K, let H(G,K) be the Hecke algebra of locally constant compactly supported C-
valued functions on G that are bi-invariant under K.
We construct a morphism of unramified Hecke algebras, which is defined over
Q. Let l be any prime. We first use the Satake-isomorphism to show that there
exists a C-algebra homomorphism
H(SL2(Ql), SL2(Zl))→ H(GL2(Ql),GL2(Zl)).
In a second step we show that this morphism respects the natural Q-structures on
both of these algebras.
We need to set up some notation. Let T˜ ⊂ GL2(Ql) be the subgroup of diagonal
matrices and T˜0 := T˜ ∩GL2(Zl). Similarly we let T ⊂ SL2(Ql) be the subgroup of
diagonal matrices and define T0 := T ∩ SL2(Zl). As T˜ is abelian we have
H(T˜ , T˜0) ∼= C[T˜ /T˜0] ∼= C[Z2],
where the last isomorphism comes from the isomorphism Q∗l /Z∗l ∼= Z induced
from the valuation v : Q∗l → Z, v(l) = 1. We furthermore identify C[Z2] with
C[X, Y,X−1, Y −1] by sending (1, 0) ∈ Z2 to X and (0, 1) to Y . We denote the re-
sulting isomorphism H(T˜ , T˜0)→ C[X, Y,X−1, Y −1] by α˜. Similarly α : H(T, T0)→
C[Z,Z−1] is defined as the composite of
H(T, T0) ∼= C[T/T0] ∼= C[Z] ∼= C[Z,Z−1].
The inclusion T ⊂ T˜ induces the homomorphism Z ↪→ Z2, n 7→ (n,−n), and
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therefore a map of C-algebras
ψ : C[Z,Z−1] ↪→ C[X, Y,X−1, Y −1]
Z 7→ XY −1.
The tori T˜ and T have the same Weyl group W ∼= Z/2Z, which acts by inter-
changing the elements on the diagonal. The induced action of W on
C[X, Y,X−1, Y −1] is given by X 7→ Y, Y 7→ X. The induced action on C[Z,Z−1] is
given by Z 7→ Z−1. Note that ψ restricts to a homomorphism of W -invariants
ψ : C[Z,Z−1]W ↪→ C[X, Y,X−1, Y −1]W .
Recall that the Satake transform for GL2(Ql) defines an isomorphism
S˜ : H(GL2(Ql),GL2(Zl)) ∼−→ H(T˜ , T˜0)W
S˜f(a) = δ1/2(a)
∫
N
f(an)dn,
where N is the subgroup of unipotent matrices in GL2(Ql) and δ(a) = |a1|/|a2| for
a = (a1 a2).
Analogously we have the Satake transform for SL2(Ql)
S : H(SL2(Ql), SL2(Zl)) ∼−→ H(T, T0)W
Sf(a) = δ1/2(a)
∫
N
f(an)dn = |a1|
∫
N
f(an)dn.
The following diagram collects the morphisms we have defined so far:
H(SL2(Ql), SL2(Zl)) S //H(T, T0)W α // C[Z,Z−1]W _
ψ

H(GL2(Ql),GL2(Zl)) S˜ //H(T˜ , T˜0)W α˜ // C[X, Y,X−1, Y −1]W
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We define a monomorphism of C-algebras
λl : H(SL2(Ql), SL2(Zl))→ H(GL2(Ql),GL2(Zl))
λl := (α˜ ◦ S˜)−1 ◦ ψ ◦ α ◦ S.
We want the morphism λl to respect the following natural Q-structures on both
algebras:
We let HQ(GL2(Ql),GL2(Zl)) ⊂ H(GL2(Ql),GL2(Zl)) be the Q-subalgebra
of Q-valued functions. This provides H(GL2(Ql),GL2(Zl)) with a natural Q-
structure. We define HQ(SL2(Ql), SL2(Zl)) similarly.
The morphism α ◦ S restricts to an isomorphism
(α ◦ S)Q : HQ(SL2(Ql), SL2(Zl)) ∼−→ Q[Z,Z−1]W
given by the same formula as above and (α ◦ S)Q ⊗Q C = α ◦ S.2
The algebraHQ(SL2(Ql), SL2(Zl)) can be generated by one element, for example
by the preimage of l(Z+Z−1) under α◦S. Now ψ(l(Z+Z−1)) = l(XY −1 +X−1Y )
and we can see explicitly that this is in the image of (α˜◦S˜)Q. Namely one can check
that
√
l(X + Y ) is the image of Tl := GL2(Zl)(l0 01) GL2(Zl), that XY is the image
of Sl := GL2(Zl)(l l) GL2(Zl) and X−1Y −1 is the image of GL2(Zl)(l
−1
l−1) GL2(Zl).
Therefore
l(XY −1 +X−1Y ) = ((
√
l(X + Y ))2 − 2lXY )(XY )−1 (3.1)
is in the image of (α˜ ◦ S˜)Q.
We see that λl restricts to a monomorphism of Q-algebras, which we again
denote by λl. Let p be a prime different from l and E be a finite extension of Qp.
We define
λl,E := λl ⊗ id : HQ(SL2(Ql), SL2(Zl))⊗Q E → HQ(GL2(Ql),GL2(Zl))⊗Q E.
2Note that the situation for GL2 is different. The restriction of S˜ to HQ(GL2(Ql),GL2(Zl))
does not have image in Q[X,Y,X−1, Y −1]W but rather in Q(
√
l)[X,Y,X−1, Y −1]W .
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If E is clear from the context, we will denote λl,E by λl. We abbreviate
HE(SL2(Ql), SL2(Zl)) := HQ(SL2(Ql), SL2(Zl))⊗Q E and
HE(GL2(Ql),GL2(Zl)) := HQ(GL2(Ql),GL2(Zl))⊗Q E.
3.1.2 Iwahori subgroups and Iwahori Hecke algebras
Let p be a prime. We denote by I˜ the Iwahori subgroup of GL2(Qp), i.e. the
subgroup of matrices that are congruent to an upper triangular matrix mod p. Let
B˜ be the Borel subgroup of GL2(Qp) consisting of upper triangular matrices, N˜
its unipotent radical, T˜ the diagonal torus and N˜ the group of lower unipotent
matrices. Let NI˜ := I˜ ∩ N˜ and TI˜ := I˜ ∩ T˜ and N I˜ := I˜ ∩ N˜ .
Lemma 3.1.1. The natural multiplication map N I˜×TI˜×NI˜ → I˜ is an isomorphism
of locally Qp-analytic manifolds.
Proof: One easily checks that the map I˜ → N I˜ × TI˜ ×NI˜ given by(
a b
c d
)
7→
((
1 0
c/a 1
)
,
(
a 0
0 d− bc/a
)
,
(
1 b/a
0 1
))
is the inverse of the multiplication map.
One sees immediately that for any z =
(
z1
z2
)
∈ T˜ such that |z1z−12 |p ≤ 1 we
have zNI˜z
−1 ⊂ NI˜ and z−1N I˜z ⊂ N I˜ . Therefore as the name suggests the Iwahori
subgroup has indeed an Iwahori factorisation in the sense of [29] Def. 2.1.1. The
same is true for the Iwahori subgroup I of SL2(Qp). For k ≥ 1 let
G˜k := {A ∈ GL2(Zp) | A ≡ 1 mod pk}.
For p 6= 2 the group G˜1 is decomposable (in the sense of [29] Def. 2.2.1) and
normal in I˜, so I˜ is admissible (see [29] Definition 2.2.3). For p = 2 the group G˜2 is
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decomposable and normal in I˜ and so I˜ is admissible in this case as well. Again the
same holds for the Iwahori subgroup I of SL2(Qp), where p is any prime. Define
T˜0 := GL2(Zp) ∩ T˜ and
T˜k := G˜k ∩ T˜0, for all k ≥ 1.
When we use the corresponding subgroups of SL2(Qp), we simply remove the sym-
bol ∼ from the notation, e.g. we write Gk and Tk for the analogues of the groups
just defined.
We now construct a morphism from a commutative subalgebra of the Iwahori
Hecke algebra of SL2(Qp) to a commutative subalgebra of the Iwahori Hecke algebra
of GL2(Qp). For that we have to introduce some notation. Fix a Haar measures
on GL2(Qp) and SL2(Qp) normalized such that meas(I) = meas(I˜).
We denote by Σ˜+ ⊂ T˜ (resp. Σ˜++) the monoid of all diagonal matrices of
the form
(
pa1
pa2
)
with a1 ≤ a2 integers (resp. a1 < a2). Let I˜ be the monoid
generated by I˜ and Σ˜+. Let H+p (G˜) be the Hecke algebra associated to I˜ as in
[29] Proposition 3.2.2, i.e. H+p (G˜) is the subalgebra of the full Hecke algebra of G˜
of compactly supported, locally constant E-valued functions on G˜ with support
contained in I˜. Similarly let
Σ+ := Σ˜+ ∩ SL2(Qp), Σ++ := Σ˜++ ∩ SL2(Qp), I := I˜ ∩ SL2(Qp)
and H+p (G) be the Hecke algebra associated to I. Finally let eI := meas(I)−11I
and eI˜ := meas(I˜)
−11I˜ be the idempotents attached to I and I˜.
The algebras eIH+p (G)eI and eI˜H+p (G˜)eI˜ have a very simple structure:
Lemma 3.1.2. Let Ap(G) (resp. Ap(G˜)) be the monoid algebra E[Σ+] (resp.
E[Σ˜+]). For z ∈ Σ+ define γ(z) := |I/(I ∩ zIz−1)|. Then the morphism
Ap(G)→ eIH+p (G)eI ,
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defined as the E-linear extension of the map
Σ+ → eIH+p (G)eI , z 7→
γ(z)−1
meas(I)
1IzI
is an isomorphism of E-algebras.
Similarly define γ˜(z) := |I˜/(I˜ ∩ zI˜z−1)| for z ∈ Σ˜+. Then the morphism
Ap(G˜)→ eI˜H+p (G˜)eI˜
defined as the E-linear extension of
Σ˜+ → eI˜H+p (G˜)eI˜ , z 7→
γ˜(z)−1
meas(I˜)
1I˜z˜I
is an isomorphism of E-algebras.
Proof: This is Lemma 3.4.1 in [29].
Definition 3.1.3. We call Ap(G˜) (resp. Ap(G)) the Atkin-Lehner algebra for G˜
(resp. for G).
As Σ+ ⊂ Σ˜+ is a submonoid we get a monomorphism
λp : Ap(G) ↪→ Ap(G˜)
of commutative E-algebras.
Note that the induced monomorphism
eIH+(G)eI ↪→ eI˜H+(G˜)eI˜
has the property that for z ∈ Σ+ the characteristic function 1IzI maps to 1I˜z˜I.
Indeed one easily checks that γ(z) = γ˜(z) for z ∈ Σ+.
For a finite set of places S including p and the set SB, we define
H˜S := Ap(G˜)⊗E
⊗′
l /∈S
HE(GL2(Ql),GL2(Zl)) and
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HS := Ap(G)⊗E
⊗′
l /∈S
HE(SL2(Ql), SL2(Zl)).
We also define
H˜ur,S :=
⊗′
l /∈S
HE(GL2(Ql),GL2(Zl))
and
Hur,S :=
⊗′
l /∈S
HE(SL2(Ql), SL2(Zl)).
Putting together the morphisms defined in this and the last section we get an
inclusion of commutative E-algebras
λ := λp ⊗
⊗′
λl : HS ↪→ H˜S.
If S is clear from the context we avoid the subscript S and for example write H
for HS.
From now on until the end of the chapter we normalize the Haar measures on
GL2(Qp) and on SL2(Qp) such that meas(I˜) = meas(I) = 1.
Remark 3.1.4. Consider the following elements of H˜
Up := 1[˜I( 1 p )˜I] ⊗ 1H˜ur , and Up2 := 1[˜I( 1 p2 )˜I] ⊗ 1H˜ur ,
u0 := 1[˜I( p-1 p )˜I] ⊗ 1H˜ur , and Sp := 1[˜I( p-1 p-1
)
I˜
] ⊗ 1H˜ur .
Then Lemma 3.1.2 implies that Sp ∈ H˜∗, and with the above choice of Haar mea-
sures we get furthermore that Up2 = (Up)
2 and that
u0 = Sp · Up2 .
Note that u0 ∈ Im(λ).
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3.1.3 Weight spaces
The eigenvarieties that we study below are defined relative to spaces that we now
describe:
Proposition 3.1.5 ([8] Lemma 2). (i) There exists a separated rigid analytic
space W = Homcont(Z∗p,Gm) over Qp such that for any affinoid Qp-algebra R
W(R) = Homcont(Z∗p, R∗).
We call W the weight space for G. It is the union of p− 1 open unit disks B,
if p 6= 2 and the union of two open unit disks B if p = 2.
(ii) There exists a separated rigid analytic space W˜ = Homcont((Z∗p)2,Gm) over
Qp such that for any affinoid Qp-algebra R
W˜(R) = Homcont((Z∗p)2, R∗).
We call W˜ the weight space for G˜. It is the union of (p−1)2 (resp. 4) products
B ×B of two open unit disks if p 6= 2 (resp. if p = 2).
Remark 3.1.6. Note that the construction of weight spaces given in Section 6.4
of [18] agrees with the above as any continuous character of Z∗p is locally analytic.
We denote by ∆ : T˜0 → O(W˜)∗ the universal character and for any X ⊂ W˜
affinoid open we let
∆X : T˜0 → O(X)∗
be the composition of ∆ and the natural homomorphism O(W˜)→ O(X).
For any Qp-affinoid algebra R, the inclusion Z∗p ↪→ (Z∗p)2, x 7→ (x, x−1) induces
a group homomorphism
Homcont((Z∗p)2, R∗)→ Homcont(Z∗p, R∗)
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via restriction. We denote by µ the resulting flat morphism
µ : W˜ → W .
Note that both W and W˜ are nested.
Lemma 3.1.7. Let V ⊂ W˜ be an affinoid open. Then there exists an affinoid
U ⊂ W such that µ(V ) ⊂ U .
Proof: Let q = (p − 1) if p 6= 2 and q = 2 if p = 2. Then W˜ is a disjoint
union of q2 products B × B of two open unit disks and we label them by Bj,k,
j = 1, . . . , q, k = 1, . . . , q. By changing coordinates we can assume that on any
of these products µ is the projection onto the first disk. Choose a nested cover
∪i∈NXi of W˜ , where Xi := ∪qj,k=1Xi,j ×Xi,k and Xi,j ×Xi,k ⊂ Bj,k is the product
of two closed disks of radius p−1/i. Likewise we choose the nested cover ∪i∈NUi of
W , where Ui := ∪qj=1Xi,j. Then for any i ∈ N and j, k ∈ {1, . . . , q}, the morphism
µ|Xi factors through Ui. So we can view µ as being glued from the projections
µi : Xi → Ui. Now let V ⊂ W˜ be an open affinoid. Then there exists i such that
V ⊂ Xi and therefore µ(V ) = µi(V ) ⊂ Ui.
Remark 3.1.8. Note that for any i ∈ N, the morphism µi defined in the proof of the
last lemma is a flat morphism of quasi-compact and separated spaces. This implies
that in fact the image µ(V ) is an admissible open subset of W. It is furthermore
quasi-compact, as V is quasi-compact (because it is affinoid).
In the context of eigenvarieties we will consider the base change W˜×Sp(Qp)Sp(E)
and W ×Sp(Qp) Sp(E) for a finite extension E/Qp. Note that Lemma 3.1.7 is also
true for the base change of µ. In order to keep the notation simple, we will omit
the base change from the notation: W˜ and W will denote the base change to a
finite extension E of Qp, which will be clear from the context.
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3.2 A zoo of eigenvarieties
Let B, G˜, SB and p be as at the beginning of this chapter and let E/Qp be a
finite extension. Choose a product Haar measure µ˜ =
∏
l µ˜l on G˜(Af ) such that
for all l /∈ SB ∪ {p}, µ˜l(GL2(Zl)) = 1. Finally choose an isomorphism ι : Qp → C
compatible with the inclusions ιp : Q ↪→ Qp and ι∞ : Q ↪→ C, that we fixed in
Section 1.3.
3.2.1 Eigenvarieties of idempotent type for G˜
Review of p-adic automorphic forms and eigenvarieties of idempotent
type
Let X ⊂ W˜/E be an open affinoid and V be a locally Qp-analytic representation of
T˜0 ∼= (Z∗p)2. Let k(X) be the minimal integer k′ ≥ 0 such that the restriction of ∆X
to T˜k′ is analytic. Let k ≥ k(X) be an integer big enough such that the restriction
of V to T˜k is analytic. In Section 2 of [29] Loeﬄer constructs orthonormalizable
Banach O(X)-modules C(X, V, k). We assume for the rest of this chapter that
V := 1 is the trivial representation and write C(X, k) for C(X, 1, k). The space
C(X, k) is equipped with an action of the monoid I˜.
Let R be an E-algebra and W any R-module with a smooth R-linear action
of I˜. Recall that the space of W -valued automorphic forms of G˜ is defined as the
space of functions φ : G˜(Q)\G˜(Af ) → W , which satisfy φ(gu) = u−1p φ(g) for all
u ∈ U , for some compact open subgroup U ⊂ G˜(Apf )× I˜ (see [29] Def. 3.3.2). We
denote this space by L(W ). It is again an R-module and furthermore carries a
smooth left action of the monoid G˜(Apf )× I˜ via (γ ◦ φ)(g) = γpφ(gγ).
Let
e =
∏
l 6=p
el ∈ C∞c (G˜(Apf ), E)
be an idempotent. Let S be a finite set of primes containing p and the set SB
and such that el = 1GL2(Zl) is the identity in HE(GL2(Ql),GL2(Zl)) for all l /∈ S.
Define ep := eI˜ . The above action of G˜(A
p
f )× I˜ on L(W ) induces an action of the
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algebra H˜ := H˜S on (e · ep)L(W ).
For X and k as above define M(e,X, k) := (e · ep)L(C(X, k)). It is a Banach
O(X)-module satisfying property (Pr). If u ∈ H˜ is supported in G˜(AS) × I˜Σ˜++I˜
then by [29] Theorem 3.7.2, u acts as a compact operator on M(e,X, k). Fix such
a u.
Finally for Y ⊂ X an open affinoid we have links
αXY : M(e, Y )→M(e,X)⊗̂O(X)O(Y )
for the modules M(e,X) := M(e,X, k(X)) as constructed in [29] Lemma 3.12.2.
Putting all this together we arrive at
Proposition 3.2.1 (cf. [29] Theorem 3.11.3). The data (W˜ ,M•(e), α•, H˜, u) is an
eigenvariety datum. We denote by D the associated eigenvariety and call it an
eigenvariety of idempotent type for G˜.
Remark 3.2.2. We sometimes need to distinguish between different eigenvarieties
of idempotent type for G˜. If we want to emphasize the operator used we write Du
instead of D, if we want to keep track of the idempotent e used in the construction
we write D(e) and we write Du(e) when we have to keep track of both.
Recall the definition of the operator u0 from Remark 3.1.4.
Lemma 3.2.3. Let u = 1[˜Iz˜I]⊗1H˜ur and u′ = 1[˜Iz’˜I]⊗1H˜ur be two elements of H˜ such
that z, z′ ∈ Σ˜++. Then for any idempotent e the eigenvarieties Du(e) and Du′(e)
are isomorphic. In particular for any such u, Du(e) is isomorphic to Du0(e).
Proof: By [29] Lemma 3.4.2 we get that locally over an affinoid X of weight
space, the image of u in End(M(e,X)) is invertible if and only if the image of u′ is
invertible. The lemma now follows from Corollary 3.11.4 of [29].
From now on we only consider eigenvarieties D that are built with respect to
an operator u of the form 1[˜Iz˜I] ⊗ 1H˜ur for z ∈ Σ˜++.
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Classical points
Next we explain how automorphic representations give rise to points on eigenva-
rieties of idempotent type. In a first step we attach to a p-refined automorphic
representation (to be defined below), and a suitable set S, a character H˜S → Qp.
Let pip be an irreducible smooth representation of GL2(Qp) and assume it has
a non-zero fixed vector under I˜. Then either pip is isomorphic to a twist of the
Steinberg representation by an unramified character or pip is unramified. In the
latter case pip is either an irreducible principal series representation or an unramified
character. We choose once and for all a square root of p in Q. Define Σ˜ := T˜ /T˜0
and let δB˜ : Σ˜→ C∗ be the modulus character of B˜, so δB˜(pa, pb) = |pa|/|pb| = pb−a.
Definition 3.2.4. A character χ : Σ˜→ C∗ is called an accessible refinement of pip
if χδ
−1/2
B˜
: Σ˜→ C∗ occurs in piI˜p.
Using Jacquet-modules and the Geometric Lemma of Bernstein and Zelevinsky
one can see that χ is an accessible refinement if and only if pip is a subrepresentation
of Ind
GL2(Qp)
B˜
(χ) (cf. [2] Section 6.4).
As is well known the algebraic complex irreducible representations pi∞ of G˜(R) =
(B⊗R)∗ can be parameterised up to isomorphism by pairs of integers k = (k1, k2) ∈
Z2 such that k1 ≥ k2 and can be defined over Q. In fact they are given by
Wk,C := Wk ⊗ C, where
Wk := Sym
k1−k2(Q2)⊗ Nrdk2 .
The next definition is analogous to the one made in [2] Section 7.2.2 in the context
of unitary groups.
Definition 3.2.5. A p-refined automorphic representation of weight k of G˜(A) is
a pair (pi, χ) such that
• pi is an automorphic representation of G˜(A),
• pip has a non-zero I˜-fixed vector and χ : Σ˜ → C∗ is an accessible refinement
of pip,
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• pi∞ ∼= (Wk ⊗ C)∗.
Note that our terminology is non-standard in the sense that pi∞ is the dual of
the representation one would expect. The reason for our choice of terminology is
Lemma 3.2.6 below. A p-refined automorphic representation gives rise to a point
on an eigenvariety, whose image in weight space W corresponds to k; and it is this
weight we want to keep track of.
Let e :=
∏
el ∈ C∞c (G˜(Apf ),Q) be an idempotent and as before fix a finite set
of primes S containing p, SB and all primes l where el is not equal to 1GL2(Zl).
Assume (pi, χ) is a p-refined automorphic representation such that ι∞(e)pi
p
f 6= 0, so
in particular pil is unramified for all l /∈ S.
We attach to (pi, χ) a Qp-valued character ψ(pi,χ) of H˜S as follows: The space
(piSf )
G˜(ZˆS) is 1-dimensional and H˜ur acts on it via a character, which we denote by
χur. As pi is defined over Q, χur as well as χ are in fact valued in ι∞(Q). We turn
χδ
−1/2
B˜
into a character ofAp(G˜) by restricting ιp◦ι−1∞ ◦(χδ−1/2B˜ ) to Σ˜+ and extending
it E-linearly toAp(G˜). Abusing notation we denote the resulting character again by
χδ
−1/2
B˜
. Let δk : Ap(G˜) → Qp be the character given by δk(pa1 , pa2) = p−k1a1−k2a2 .
Then we define
ψ(pi,χ) : H˜S → Qp, ψ(pi,χ) := χδ−1/2B˜ δk ⊗ χur,
and refer to it as the character of H˜S associated with (pi, χ).
Let Ze ⊂ Homring(H˜S,Qp)× Z2 be the subset of pairs
{(ψ(pi,χ), k) | pi is a p-refined automorphic representation of weight k such that
pip is an irreducible unramified principal series and ι∞(e)pi
p
f 6= 0}.
(3.2)
Let E be a finite extension of Qp such that ιp(e) has values in E and let D :=
D(ιp(e)) be the eigenvariety associated to ιp(e) as described above. We now explain
how the elements of Ze give rise to points of D.
We embed Z2 → W˜(Qp) via (k1, k2) 7→ ((z1, z2) 7→ zk11 zk22 ). Let (ψ(pi,χ), k) ∈ Ze
be an element. Let X ⊂ W˜ be an open affinoid containing k and E ′/E be a finite
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extension containing the values of ψ(pi,χ). We view k as an E
′-valued point of W˜ ,
in particular this gives a morphism k : O(X) → E ′. Using the above notation we
have
Lemma 3.2.6. Let (pi, χ) be a p-refined automorphic representation of weight k
such that ι∞(e) · pipf 6= 0. There exists 0 6= v ∈ M(e,X)⊗̂O(X),kE ′ such that
h · v = ψ(pi,χ)(h)v for all h ∈ H˜S.
Proof: Let C(k, 1, k(X)) := C(X, 1, k(X))⊗̂O(X),kE ′ be the fibre of C(X, 1, k(X))
above k. It carries an action of I˜. By [29] Proposition 2.3.2 we have
C(k, 1, k(X)) ∼= C(1, k, k(X)),
as representations of I˜ however the action of Σ˜+ is different on the two modules3.
We can remedy this by a twist: Let σk : Σ˜
+ → E∗ be the character σk(z) = z−k11 z−k22
for all z ∈ Σ˜+. We may extend it to a character of I˜, which is trivial on I˜ and
equal to σk on Σ˜
+. This is well-defined as for z1, z2 ∈ Σ˜+ we have z1I˜z2 ⊂ I˜z1z2I˜.
We denote the resulting character again by σk. One checks that
C(k, 1, k(X)) ∼= C(1, k, k(X))⊗ σk (3.3)
as representations of I˜. Let Wk,E := (Symk1−k2 ⊗ detk2) ⊗ E be the algebraic
representation of weight k of the group GL2(Qp). If we restrict the action to I˜,
then
Wk,E ⊂ C(1, k, k(X))
as I˜-representations4 and together with (3.3) we get an inclusion of I˜-representations
Wk,E ⊗ σk ⊂ C(k, 1, k(X)). (3.4)
Define W := Wk,E ⊗ σk. The space L(W ) ⊗E,ι C is computed via automorphic
3The monoid Σ+ acts by the trivial action on the left hand side but non-trivially on
C(1, k, k(X)).
4See [29] Proposition 2.5.3 for a characterization of Wk,E as the subspace of U(g)-finite vectors.
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forms as follows. By [29] Proposition 3.8.1 there is an isomorphism of G˜(Apf ) × I˜
representations
L(W )⊗E,ι C ∼=
⊕
pi
m(pi)
[(⊗′
q 6=p finite
piq
)
⊗ (ι(σk)⊗ pip)⊗ (Wk,C ⊗ pi∞)G∞
]
,
(3.5)
where pi runs through all automorphic representations of G˜(A) and m(pi) is the
multiplicity of pi in the space of automorphic forms for G˜(A).
Using the chosen isomorphism ι : Qp → C to change scalars in equation (3.5)
to Qp we get
L(W )⊗E Qp
∼=
⊕
pi
m(pi)
[
ι−1
(⊗′
q 6=p finite
piq
)
⊗Qp (σk ⊗Qp,ι−1 pip)⊗Qp ι−1
(
(Wk,C ⊗ pi∞)G∞
)]
.
Note that the right hand side contains a non-zero vector v such that h·v = ψ(pi,χ)(h)v
for all h ∈ H˜S. The choice of pi and E ′ implies that this character survives in
eL(W ) ⊗E E ′ which is isomorphic to eL(W ⊗E E ′) by [29] Corollary 3.3.5. Now
equation (3.4) implies the claim.
The above lemma shows that any x ∈ Ze defines a point in D. Lemma 2.1.5
implies that we get an injection Ze ↪→ D(Qp) whose image we denote by Z.
Definition 3.2.7. Let M(e, k) := eL(C(k, 1, k(X))). We refer to M(e, k)cl :=
eL(W ) ⊂M(e, k) as the subspace of classical forms. If E ′/E is a finite extension,
we say that a point z ∈ D(E ′) of weight ω(z) = k is classical if there exists 0 6=
v ∈M(e, k)cl⊗̂EE ′ such that h · v = ψz(h)v for all h ∈ H˜S.
Below we will make use of the following theorem which shows that forms of
small slope are classical. Again let E ′/E be a finite extension.
Theorem 3.2.8. Let k = (k1, k2) be as above. Let λ ∈ E ′∗ and σ := vp(λ). If
σ < 2(k1 − k2 + 1)
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then the generalized λ-eigenspace of u0 acting on M(e, k, k)⊗̂EE ′ is contained in
the subspace M(e, k)cl⊗̂EE ′.
Proof: This is [29] Theorem 3.9.6. We’ve used Prop. 2.6.4 of loc. cit. to show that
if σ < 2(k1 − k2 + 1) then σ is a small slope for u0 in the sense of Def. 2.6.1 of
loc.cit. .
Next we show that Z accumulates in D(Qp) by following arguments analogous
to the ones in [10] Chapter 6. For that define
F1 := ψ(Up) = ψ
(
1[˜
I
(
1
p
)˜
I
] ⊗ 1H˜ur,S
)
∈ O(D)∗ and
F2 := ψ
(
1[˜I( p p )˜I]
⊗ 1H˜ur,S
)
ψ(Up)
−1 ∈ O(D)∗.
If z ∈ Z is a point corresponding to a p-refined automorphic representation (pi, χ)
of weight k then for χ = (χ1, χ2) we have
F1(z) = ψ(pi,χ)(Up) = ιp(χ2(p)p
1/2)p−k2 ,
F2(z) = ιp(χ1(p)p
−1/2)p−k1 and
F1(z)
F2(z)
= ψ(u0)(z) = ιp(χ2(p)χ1(p)
−1)pk1−k2+1
For an unramified complex-valued character χ = (χ1, χ2) of T˜ (Qp) the rep-
resentation Ind(χ) of GL2(Qp) is irreducible if and only if χ1(p) 6= χ2(p)p and
χ2(p) 6= χ1(p)p. This means that for a classical point z ∈ D(Qp) we can determine
whether it belongs to Z by simply evaluating it at the function ψ(u0). Namely if z
is classical and ψ(u0)(z) 6= p1+k1−k2±1 then pip is an unramified irreducible principal
series and z belongs to Z.
Proposition 3.2.9. D is an eigenvariety for Ze in the sense of Definition 2.1.8.
Proof: We have to show that Z is accumulation and Zariski dense. We first
show the accumulation property. Let z ∈ Z be a point and z ∈ U an affinoid
neighbourhood. Without loss of generality U is such that ω(U) ⊂ W˜ is open
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affinoid and connected, the morphism ω|U : U → ω(U) is finite, and surjective
when restricted to any irreducible component of U . The function ψ(u0) is non-zero
on U and is therefore bounded from above and below. Therefore we can find r ∈ R
such that
|ψ(u0)(x)| > r ∀x ∈ U(Qp),
and σ0 ∈ R such that
vp(ψ(u0)(x)) ≤ σ0, ∀x ∈ U(Qp).
Let k0 = (k01, k
0
2) := ω(z) and N be big enough such that
{(k1, k2) ∈ Z2 | ki = k0i mod pN(p− 1)} ⊂ ω(U).
For any C, σ ∈ R the set
XC,σ := {(k1, k2) ∈ Z2|k1 − k2 > max{0, σ/2− 1, C}}
is Zariski dense in W and accumulates at all algebraic weights. (cf. [12] Lemma
2.7). Therefore the set
XC,σ,N := {(k1, k2) ∈ Z2|k1 − k2 > max{0, σ/2− 1, C}, ki = k0i mod pN(p− 1)}
is Zariski dense in ω(U). Then by [10] Lemma 6.2.8 the preimage (ω|U)−1(XC,N,σ)
is Zariski-dense in U . Setting C > vp(r) and σ > σ0 we have that any element in
this preimage arises from a point in Z. This proves the accumulation property.
For the Zariski-density note that by Lemma 2.1.7 it suffices to show that each
irreducible component contains a point of Z, which follows as any irreducible com-
ponent of D surjects onto an irreducible component of W˜ and any irreducible
component of W˜ contains an algebraic point.
Chapter 3. A p-adic Labesse–Langlands transfer 45
The Galois representation attached to a point x in D(Qp).
For a finite set S of places of Q we denote by GQ,S the Galois group of a maxi-
mal algebraic extension of Q, that is unramified outside S. An eigenvariety D of
idempotent type for G˜ carries a pseudo-representation and in particular we can
attach to any point x ∈ D(Qp) a Galois representation ρ(x) : GQ,S → GL2(Qp).
This can be proved just as in the case of eigenvarieties for unitary groups – indeed
we will apply the very general results of [10] Section 7.1 to establish the results
in our case.5 We fix an eigenvariety D := Du(e) of idempotent type for G˜, so in
particular an idempotent e and a set S of bad places. We drop the supscript S
from the notation in all Hecke algebras in this section as there is no confusion.
Let H˜0ur ⊂ H˜ur be the subalgebra of OE-valued functions. For a reduced rigid
space X define
O(X)0 := {f ∈ O(X) : ∀x ∈ X, |f(x)| ≤ 1}.
Lemma 3.2.10. The image of H˜0ur under the map ψ : H˜ → O(D) is relatively
compact.
Proof: It follows from [29] Proposition 3.3.3 and Proposition 3.5.2 that for any
open affinoid X ⊂ W˜ any h ∈ H˜0ur has operator norm ||h||op ≤ 1 on M(e,X).
Therefore ψ(H˜0ur) ⊂ O(D)0. As D is reduced and nested, O(D)0 is compact (see
[2] Lemma 7.2.11).
Define HD to be the closure of ψ(H˜0ur) in O(D), which is a compact subring
of O(D). For l /∈ S let Frobl ∈ GQ,S be a Frobenius. Then the union of the
conjugacy classes of the elements (Frobl)l /∈S is dense in GQ,S. For l /∈ S define
Tl := ψ
(
1I˜ ⊗ 1GL2(ẐS)( l 1 ) GL2(ẐS)
)
∈ HD. Here ( l 1 ) is understood to be the
matrix in GL2(ẐS) =
∏
q /∈S GL2(Zq), which is equal to 1 for all q 6= l and equal to
( l 1 ) at l. Below we also use the elements Sl := ψ
(
1I˜ ⊗ 1GL2(ẐS)( l l ) GL2(ẐS)
)
∈ HD
for l /∈ S.
5The fact that all rigid spaces in [10] are over Cp whereas our rigid spaces are defined over
finite extensions E of Qp will not affect the results.
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Note that Proposition 3.2.9 implies that Hypothesis H of [10] Section 7.1 is
satisfied: There exists a Zariski-dense set of points Z ⊂ D(Qp) and for each z ∈ Z
a continuous representation
ρ(z) : GQ,S → GL2(Qp),
such that for all l /∈ S, tr(ρ(z)(Frobl)) = Tl(z). Furthermore, for each z ∈ Z
Tz := tr(ρ(z)(·)) : GQ,S → Qp is a pseudo-representation of dimension 2 of GQ,S
into Qp.
Proposition 3.2.11. There exists a unique continuous pseudo-representation
T : GQ,S → HD
of dimension 2 such that for each z ∈ Z the evaluation of T at z is equal to Tz.
Proof: This is Proposition 7.1.1 of [10] once we replace
∏
z∈Z Cp by
∏
z∈Z Ez where
Ez is the residue field at z in the proof.
We may use the same arguments to interpolate the one-dimensional pseudo-
representations given by the determinant of ρ(z), to build a “determinant function”
on D, i.e. a function S : GQ,S → O(D)∗ such that S(Frobl)(z) = det(ρ(z)(Frobl))
for all l /∈ S and z ∈ Z.
Recall that for z ∈ Z the characteristic polynomial of ρ(z)(Frobl) for any l /∈ S
is equal to X2 − Tl(z)X + lSl(z). In particular lSl(z) = det(ρ(z)(Frobl)). Let Sz
be the one-dimensional pseudo-representation det(ρ(z)(·)).
Proposition 3.2.12. There exists a unique continuous pseudo-character
S : GQ,S → H∗D
of dimension 1 such that for each z ∈ Z the evaluation of S at z is equal to Sz.
Proof: Apply [10] Proposition 7.1.1 using the functions (lSl)l /∈S.
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Remark 3.2.13. For g ∈ GQ,S the rigid analytic functions S(g) and g 7→ (T 2(g)−
T (g2))/2 are the same as they agree on Z. Therefore we have that for any x ∈
D(Qp), Sx = det(ρ(x)).
For later purposes define
P : GQ,S → O(D)
g 7→ T (g)
2
S(g) .
(3.6)
3.2.2 Eigenvarieties of idempotent type for G
We may also specialize the general theory of [29] to produce eigenvarieties for G,
the group of norm one elements in G˜:
Let e :=
∏
el ∈ C∞c (G(Apf ), E) be an idempotent. For Y ⊂ W an affinoid sub-
space and k ≥ k(Y ) we have the Banach O(Y )-modules C(Y, k) := C(Y, 1, k) from
[29] Def. 2.3.1. Just as before we can build the space M(e, Y, k) of C(Y, k)-valued
automorphic forms of G. Any u ∈ HS that is supported in G(ASf ) × IΣ++I gives
rise to a compact operator on M(e, Y, k). Again we have links αY Z : M(e, Z) →
M(e, Y )⊗̂O(Y )O(Z) for Z ⊂ Y ⊂ W two open affinoid subdomains. We get the
following
Proposition and Definition 3.2.14. For any idempotent e ∈ C∞c (G(Apf ), E)
and u ∈ H as above, the datum (W ,M(e)•, α•,H, u) is an eigenvariety datum. We
denote by Du(e) the associated eigenvariety.
Let k ∈ Z≥0. Analogously to the definitions in Section 3.2.1 we say:
Definition 3.2.15. 1. A character χ : Σ → C∗ is called an accessible refine-
ment of pip if χδ
−1/2
B : Σ→ C∗ occurs in piIp.
2. A p-refined automorphic representation of weight k of G(A) is a pair (pi, χ)
such that
• pi is an automorphic representation of G(A),
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• pip has a non-zero I-fixed vector and χ : Σ→ C∗ is an accessible refine-
ment of pip,
• pi∞ ∼= Symk(C2).
Let e :=
∏
el ∈ C∞c (G(Apf ),Q) be an idempotent and assume ιp(e) takes values
in E. For a p-refined automorphic representation (pi, χ) of G(A) such that ι∞(e) ·
pipf 6= 0 define the character
ψ(pi,χ) : HS → Qp, ψ(pi,χ) := χδ−1/2B δk ⊗ χur,
where δk : Ap(G) → Qp is given by (pa, p−a) 7→ p−ka, and χur is the obvious
character. As in Section 3.2.1 one shows that any such p-refined automorphic
representation gives rise to a point on Du(ιp(e)).
3.2.3 A first auxiliary eigenvariety
In order to distinguish eigenvarieties of idempotent type for G˜ and G we decorate
the eigenvarieties for G˜ with a ∼, so e.g. write D˜ and D˜u(e). As before let e =∏
el ∈ C∞c (G˜(Apf ),Q) be an idempotent and assume ιp(e) takes values in E. Below
we will drop the “ιp” from the notation, so we write D(e) instead of D(ιp(e)).
Choose a finite set of primes S containing all the bad primes. Assume u ∈ H˜S is
of the form 1[I˜zI˜] ⊗ 1H˜ur for some z ∈ Σ++, so in particular u is in the image of λ.
For example we can take u = u0.
In this section we construct an auxiliary eigenvariety D′u(e) together with a
morphism D˜ = D˜u(e) → D′u(e). As e and u are fixed throughout we drop them
from the notation.
Over an affinoid X in W˜ we have the modules M(e,X) as before. By composing
the morphism H˜S → EndO(X)(M(e,X)) with the inclusion λ constructed in Section
3.1.2 we get a morphism HS → EndO(X)(M(e,X)). Note that u acts as a compact
endomorphism.
Proposition 3.2.16. (a) For any open affinoid X ⊂ W˜ there exists an eigenvari-
ety D′X attached to (X,M(e,X),HS, u). Moreover there exists a reduced sepa-
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rated rigid analytic space D′ over W˜ such that for any open affinoid X ⊂ W˜
the pullback of D′ to X is canonically isomorphic to D′X .
(b) There exists a unique morphism ζ ′ : D˜ → D′ over W˜ such that the diagram
HS ⊂ λ > H˜S
O(D′)
∨ ζ ′∗
> O(D˜)
∨
commutes. In particular for any finite extension E ′/E the map D˜(E ′) →
D′(E ′) is given by restricting a system of Hecke eigenvalues H˜S → E ′ to HS.
Proof: The first claim or part (a) follows by applying Proposition 2.1.2 to the
data (X,M(e,X),HS, u). As the links αXY are H˜S equivariant, they are obviously
HS-equivariant and therefore are links for the action of HS. So we can use them
to glue the local pieces, i.e. we can apply Theorem 2.1.4, which proves part (a).
For the proof of (b) we work with the admissible cover D˜(Y )Y ∈C of the eigen-
variety D˜X for X ⊂ W˜ affinoid open that we described in Remark 2.1.3. By
construction D˜(Y ) is the affinoid Sp(H˜S(Y )). Here H˜S(Y ) is the image of H˜S in
the endomorphism ring EndO(U)((M(e,X)⊗ˆO(X)O(U))fs), where fs denotes the
finite slope part of M(e,X)⊗ˆO(X)O(U). Analogously let D′(Y ) denote the part of
D′X above Y . By construction D′(Y ) = Sp(HS(Y )), where HS(Y ) is the image of
HS ⊗E O(U) in the endomorphism ring EndO(U)((M(e,X)⊗ˆO(X)O(U))fs).
Let X be as above and Y ∈ CX := C. Then λ : HS ↪→ H˜S induces an injection
λ∗Y : HS(Y ) ↪→ H˜S(Y ). Let ζ ′Y : D˜(Y )→ D′ be the morphism given by composing
λY with the natural inclusion D′(Y ) ⊂ D′. The affinoid spaces D˜(Y ), Y ∈ CX ,
as X runs through an admissible cover of W˜ , form an admissible cover of D˜. We
choose a nested cover of (Xi)i∈N of W˜ .
It is easy to see that the ζ ′Y glue, namely let D˜(Y1), Y1 ∈ CXi and D˜(Y2), Y2 ∈ CXj
be two affinoid spaces of the cover and assume i ≤ j. Then Y1 ∈ CXj and by
Lemma 5.2 of [9] we know that D˜(Y1) ∩ D˜(Y2) = D˜(Y1 ∩ Y2). Furthermore, using
H˜S(Y1∩Y2) ∼= H˜S(Y1)⊗̂O(Y1)O(Y1∩Y2), we see that ζ ′Y1|D˜(Y1∩Y2) = ζ ′Y1∩Y2 . It is clear
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that ζ ′ makes the diagram in (b) commutative.
Finally the uniqueness of ζ ′ follows from Lemma 2.1.5 and the commutativity
of the diagram as D˜ and D′ are reduced.
Lemma 3.2.17. Let ϕ∗ : A ↪→ B be an inclusion of affinoid algebras and let
ϕ : Sp(B)→ Sp(A) be the corresponding morphism of affinoid rigid analytic spaces.
Then if Z is a Zariski-dense subset of Sp(B), its image ϕ(Z) is Zariski-dense in
Sp(A).
Proof: Any analytic subset of an affinoid space is given by an ideal of the affinoid
algebra. Assume ϕ(Z) is not Zariski-dense. Then there exists a non-zero ideal a
of A such that ϕ(Z) ⊂ Sp(A/a) ⊂ Sp(A). But the Zariski-density of Z in Sp(B)
implies that ϕ factors through Sp(A/a) in other words a ⊂ ker(ϕ∗), so a = 0.
Recall how we defined a set of classical points Ze ⊂ Homring(H˜S,Qp)× W˜(Qp)
in Equation (3.2.9). Let Z ′e ⊂ Homring(HS,Qp) × W˜(Qp) be the set of all pairs
(ψ(pi,χ) ◦ λ, k) such that (ψ(pi,χ), k) ∈ Ze.
Proposition 3.2.18. D′ is the eigenvariety for Z ′e in the sense of Definition 2.1.8.
Proof: As before let Z be image of the map Ze ↪→ D˜(Qp). We prove that Z ′ :=
ζ ′(Z) is accumulation and Zariski-dense in D′.
We use the same notation as in the proof of the Proposition 3.2.16. The Zariski-
density follows from the previous lemma as by construction of ζ ′, the morphism
O(D′(Y )) ↪→ O(D˜(Y )) is injective for any Y ∈ C and the D′(Y ) cover D′.
For the accumulation property let z ∈ Z ′ be a point. We have to find a basis
of open affinoid neighbourhoods V of z such that Z ∩ |V | is Zariski-dense in V . So
let V be an open affinoid neighbourhood of z. Without loss of generality (see the
proof of Theorem 3.1.1 of [36]) we may assume that V is a connected component of
an affinoid of the form D′(Y ) for Y ∈ CX for some X ⊂ W˜ affinoid open. Now Z
is Zariski-dense in D˜(Y ) and the morphism ζ : O(D′(Y )) ↪→ O(D˜(Y )) is injective.
Therefore Im(Z) is Zariski dense in D′(Y ) and therefore also Zariski-dense in the
connected component V .
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Some properties of the morphism ζ ′
We study when two points x, y ∈ D˜(Qp) have the same image under ζ ′.
We briefly discuss what happens if x and y are in Z. If that’s the case then
there exist p-refined automorphic representations of G˜(A), say (pi, χ) and (pi′, χ′)
unramified at all places not in S that give rise to the points x and y. If ζ ′(x) = ζ ′(y)
then the weights agree, so
ω(x) = ω(y)
and therefore pi∞ ∼= pi′∞. Furthermore we have
ι∞ ◦ ι−1p (ψx|Hur) = ι∞ ◦ ι−1p (ψy|Hur).
It is not hard to show that this implies that for all l /∈ S, pil is an unramified
twist of pi′l. A hard theorem of Ramakrishnan ([34] Theorem 4.1.2) applied to the
Jacquet–Langlands transfer of pi and pi′ then shows that pi and pi′ are in fact global
twists of each other. We omit the details as below we present a more elementary
characterization of the points that are getting identified by ζ ′ in terms of the
associated Galois representation.
Before we give the details let us mention that it can also happen that two points
x and y coming from the same automorphic representation pi get identified. Assume
x corresponds to (pi, χ) and y to (pi, χ′). Then ψ(pi,χ) and ψ(pi,χ′) agree on H˜ur and
therefore ζ ′(x) = ζ ′(y) if and only if
ψ(pi,χ)|Ap(G) = ψ(pi,χ′)|Ap(G) ⇔ ψ(pi,χ)(u0) = ψ(pi,χ′)(u0)
⇔ (ψ(pi,χ)(Up))2 = (ψ(pi,χ)(Up))2.
If χ is given by the pair (χ1, χ2) then the other possible refinement is given by
χ′ = (χ2, χ1) and so the above implies that χ21 = χ
2
2, i.e. χ2 = −χ1. An example of
such a situation is when pi comes from a Gro¨ßencharacter of an imaginary quadratic
extension K/Q in which p is inert.
Now we would like to understand when two possibly non-classical points get
3.2 A zoo of eigenvarieties 52
identified under ζ ′ in terms of their associated Galois representations. For that let
x and y ∈ D˜(Qp) be arbitrary points such that ζ ′(x) = ζ ′(y). Recall the definition
of P := T 2/S from Section 3.2.1, Equation (3.6). For a point z ∈ D˜(Qp) we let Pz
be the specialization T 2z /Sz. As the restrictions of ψx and ψy to Hur agree we have
(use Equation (3.1))
Px(Frobl) =
tr2(ρ(x)(Frobl))
det(ρ(x)(Frobl))
=
tr2(ρ(y)(Frobl))
det(ρ(y)(Frobl))
= Py(Frobl)
for all l /∈ S and so by continuity we have that Px = Py. Let η : GL2(Qp) →
PGL2(Qp) denote the natural map. Px = Py implies that η(ρ(x)(g)) is conjugate
to η(ρ(y)(g)) for all g ∈ GQ. We have an injection i : PGL2(Qp) ↪→ GL3(Qp) with
image SO3(Qp). Composing ρ(x) and ρ(y) with this injection we see that i(ρ(x)(g))
is conjugate to i(ρ(y)(g)) for all g. Therefore i◦η◦ρ(x) and i◦η◦ρ(y) are conjugate
by an element B in GL3(Qp).
Lemma 3.2.19 (cf. [17] Theorem B and Lemma on p.34). Let ρ : GQ,S →
PGL2(Qp) and ρ′ : GQ,S → PGL2(Qp) be two projective representations. Assume
for all g ∈ GQ,S, ρ(g) is conjugate to ρ′(g) and that i ◦ ρ and i ◦ ρ′ are irreducible.
Then ρ and ρ′ are conjugate, i.e. there exists A ∈ PGL2(Qp) such that ρ = A−1ρ′A.
Proof: This is an easy argument using Schur’s Lemma. Namely by applying in-
verse transpose to the equation ρ(g) = B−1ρ′(g)B we see that
ρ(g) = (ρ(g)−1)ᵀ = (B−1ρ′(g)−1B)ᵀ = Bᵀ(ρ′(g)−1)ᵀ(B−1)ᵀ = BᵀBρ(g)(BᵀB)−1
for all g ∈ GQ,S, so BᵀB is an endomorphism of ρ and therefore a scalar λ ∈ Qp.
Changing B by a square root of λ if necessary gives the result.
If ρ(x) and ρ(y) are irreducible but i◦ρ(x) and i◦ρ(y) are reducible then one can
still show that there exists a character χ : GQ,S → Q∗p such that ρ(x) ∼= ρ(y)⊗χ◦det.
We refer to Theorem B in the appendix of [17] and in particular p.34–35 for the
argument.
Recall from [10] Section 7.2 that there exists an open subspace D˜irr ⊂ D˜ such
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that x ∈ D˜(Qp) lies in D˜irr if and only if ρ(x) is irreducible. The above lemma now
implies the following result:
Proposition 3.2.20. Assume x and y ∈ D˜irr(Qp) are such that ζ ′(x) = ζ ′(y).
Then
η ◦ ρ(x) ∼= η ◦ ρ(y).
3.2.4 A second auxiliary eigenvariety
Let e ∈ C∞c (G(Apf ), E) be an idempotent, S a fixed set of bad primes, H := HS the
Hecke algebra associated to S and let D := Du(e) be an eigenvariety of idempotent
type e for G. Define D′′ := W˜ ×W D to be the pullback of D under the morphism
µ : W˜ → W from Section 3.1.3. The space W is nested. Choose a nested cover,
e.g. for i ∈ N, let Xi ⊂ W be the affinoid subspace that is the disjoint union of p−1
(resp. 2) closed disks of radius p−1/i if p 6= 2 (resp. if p = 2). Then W = ⋃i∈NXi
and for i < j the map O(Xj) → O(Xi) is compact. Recall from Lemma 3.1.7
that for any V ⊂ W˜ affinoid open, there exists X ⊂ W affinoid open such that
µ(V ) ⊂ X.
Lemma 3.2.21. Let V ⊂ W˜ be an open affinoid and X ⊂ W be an affinoid
open such that µ(V ) ⊂ X. Then D′′V := V ×W˜ D′′ is the eigenvariety for the data
(V,M(e,X)⊗̂O(X)O(V ),H, u).
Proof: Note that D′′V ∼= V ×X DX and that the induced map µV : V → X is flat.
Therefore the result follows from Lemma 5.4 and 5.5 of [9].
Lemma 3.2.22. Let R′ → R be a morphism of affinoid E-algebras. Assume M
and N are Banach R′-modules with a continuous action of a commutative E-algebra
T and assume a fixed element u ∈ T acts compactly. Assume α : M → N is a
primitive link. Then the base change αR : M⊗̂R′R → N⊗̂R′R is also a primitive
link.
Proof: This follows immediately from the definitions.
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We now show that D′′ is in fact a global eigenvariety. For any open affinoid
V ⊂ W˜ choose the minimal i ∈ N such that µ(V ) ⊂ Xi, denote it by iV and define
XV := XiV . We let M(V ) be the orthonormalizable Banach O(V )-module
M(V ) := M(e,XV )⊗̂O(XV )O(V ).
It satisfies property (Pr) (see [9] Lemma 2.13). If U ⊂ V ⊂ W˜ is an inclusion of
open affinoids, then iU ≤ iV . We have a link
αXUXV : M(e,XU)→M(e,XV )⊗̂O(XV )O(XU).
The previous lemma implies that the pullback under U → XU
αUV := (αXUXV )O(U) : M(U)→M(V )⊗ˆO(V )O(U)
is a link. We abbreviate this data as (W˜ , (µ∗M)•, α•,H, u). We have established
Proposition 3.2.23. The rigid space D′′ is the global eigenvariety associated to
the datum (W˜ , (µ∗M)•, α•,H, u).
3.3 Classical functoriality - Background from Labesse Lang-
lands
In this section we explain the results of Labesse and Langlands ([27]) that we need
below.
The main results of [27] are the stabilization of the trace formulas for the group
SL2 and its inner forms.
6 As a consequence the authors derive formulas for the
multiplicities of irreducible admissible representations in the discrete automorphic
spectrum.
6In fact they study more general subgroups of GL2(A) and G˜(A) cf. [27] p.4.
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3.3.1 Local and global L-packets
For a general reductive group the definition of L-packets is still conjectural. Al-
though they have been constructed for a large class of groups, the story is rarely
as explicit as for the group SL2 and its inner forms. Lemma 3.3.1 below is the key
result to justify the definition of a local L-packet at a non-archimedean place.
Let H˜ be a group and H a normal subgroup. For a representation pi of H and
g ∈ H˜ we denote by gpi the representation given by gpi(h) = pi(g−1hg) for h ∈ H.
Lemma 3.3.1 ([21] Lemma 2.1). Let pi be an irreducible admissible representation
of a totally disconnected group H˜ and let H be an open normal subgroup of H˜ such
that H˜/H is finite abelian. Then
(a) pi|H is a finite direct sum of irreducible admissible representations of H.
(b) When the irreducible constituents of pi|H are grouped according to their equiv-
alence classes as
pi|H ∼=
M⊕
i=1
mipii, (3.7)
with the pii all irreducible and inequivalent, the multiplicities mi are all equal.
(c) The subgroup G(pi1) defined by
G(pi1) := {g ∈ H˜| gpi1 ∼= pi1}
has the property that H˜/G(pi1) permutes the classes of the representations pii
transitively.
(d) Let X(pi) be the set of characters ν of H˜ such that ν|H = 1 and pi ∼= ν ⊗ pi.
Then
|X(pi)| = m2M,
where m is the common multiplicity in (3.7).
(e) Every character of H˜ which is trivial on G(pi1) is in X(pi).
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Remark 3.3.2. In particular any set of representatives {gi : i ∈ I} of the cosets
H˜/H permutes the irreducible subrepresentation of pi|H .
Let l be a prime and F/Ql be a finite extension. We will apply the above
proposition in the following two cases:
1. The pair H˜ = GL2(F ) and H = SL2(F )F
∗, with quotient H˜/H isomor-
phic to F ∗/(F ∗)2. As the centre F ∗ of H˜ acts on an irreducible admissible
representation pi via a character, the restriction from GL2(F ) to SL2(F ) de-
composes into a finite direct sum of representations each occurring with the
same multiplicity:
pi|SL2(F ) =
M⊕
i=1
cpii.
By [27] Lemma 2.6 this multiplicity c is equal to 1.
2. Let B/F be a quaternion division algebra, H˜ = B∗ be the group of units of B
and let H = B1F ∗ be the subgroup generated by the norm one elements and
the centre. Then the quotient H˜/H is finite abelian (the norm map induces
a group homomorphism Nrd : H˜/H ↪→ F ∗/(F ∗)2). By the same reasoning as
above, the restriction of any smooth irreducible representation pi of H˜ to B1
breaks up into a direct sum of irreducible representations
pi|B1 =
M⊕
i=1
cpii,
each occurring with the same multiplicity, which contrary to the above case
is not necessarily equal to one. A comparison to the above situation using the
local Jacquet–Langlands transfer implies c ∈ {1, 2}, see [27] p.28 and Lemma
7.1.
Definition 3.3.3. Let (G˜(F ), G(F )) be equal to one of the pairs (GL2(F ), SL2(F ))
and (B∗, B1). A local L-packet of G(F ) is a finite set {pii : i ∈ I} of irreducible
admissible representations of G(F ), such that there exists an irreducible admissible
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representation pi of G˜(F ) with
pi|G(F ) ∼=
⊕
i∈I
cpii.
Starting from an irreducible admissible representation pi of G˜(F ) we denote by Π(pi)
the L-packet {pii : i ∈ I} defined by pi.
Remark 3.3.4. We will make use of the following facts:
• Any irreducible smooth representation of G(F ) occurs in the restriction of
a representation from G˜(F ) and therefore belongs to an L-packet, see [27]
Lemma 2.5. In particular L-packets partition the set of equivalence classes of
admissible irreducible representations into finite sets.
• Size of local packets: L-packets of SL2(F ) have size 1, 2 or 4; see [27] p.15,
where this is proved using the Weil integration formula and the orthogonality
relations for square integrable representations.
Local L-packets of B1 have size either 1 or 2; see [27] p.28 and Lemma 7.1,
where this is proved using the trace formula and the comparison with packets
for SL2(F ) through the Jacquet–Langlands correspondence.
• If pi is an unramified representation of GL2(F ), there exists a unique member
in Π(pi) which has a non-zero SL2(OF )-fixed vector. This is obvious if pi is a
1-dimensional representation. Otherwise
pi ∼= IndGL2(F )
B˜
(χ1, χ2) ∼= IndGL2(F )B˜ (χ1χ
−1
2 , 1)⊗ χ2,
where χ1 and χ2 are unramified. The restriction of pi to SL2(F ) is isomorphic
to Ind
SL2(F )
B (χ1χ
−1
2 ). By Proposition 3.2.4 of [28] we have dim(pi
SL2(OF )) = 1.
We denote the unique member of the L-packet of pi that has a non-zero
SL2(OF )-fixed vector by pi0 and in a global context by pi0v.
Remark 3.3.5. At the archimedean places one can define L-packets in the same
way. As we are only considering definite quaternion algebras the situation simpli-
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fies. The irreducible representations of G˜(R) are finite-dimensional, and they stay
irreducible when restricted to the subgroup G(R) of norm one elements, as G˜(R) is
generated by G(R) and its centre. The L-packets are therefore singletons.
For the rest of this section let F be a totally real number field, B a definite
quaternion algebra over F , G˜ the algebraic group over F defined by the units in
B and G the algebraic group defined by the elements of norm 1. As before SB
denotes the set of places, where B is ramified.
Definition 3.3.6. Let pi = ⊗piv be a discrete automorphic representation of G˜(A).
The global L-packet of G(A) associated to pi is
Π(pi) := {⊗piv | piv ∈ Π(piv), piv = pi0v for almost all v}.
Remark 3.3.7. Let L/F be a quadratic extension and θ˜ : L∗\A∗L → C∗ be a
Gro¨ßencharacter, which does not factor through the norm NLF (·). In [25] Jacquet
and Langlands showed how to associate a cuspidal automorphic representation τ(θ˜)
of GL2(AF ) to θ˜.
Via class field theory the character θ˜ gives rise to a representation of the global
Weil group WL of L and to a two-dimensional representation Ind(WF ,WL, θ˜) of the
Weil group WF of F . The representation τ(θ˜) is characterized uniquely by an equal-
ity of L-functions and -factor of (twists of) τ(θ˜) and (twists of) Ind(WF ,WL, θ˜)
(we refer to [25] §12 for details regarding the construction and characterization).
If τ(θ˜) is in the image of the global Jacquet–Langlands transfer from G˜, i.e.
if τ(θ˜)v is a discrete series representation for all v ∈ SB, we denote the preimage
JL−1(τ(θ˜)) by pi(θ˜).
Lemma 3.3.8. The global L-packet defined by pi(θ˜) depends only on the restriction
of θ˜ to the subgroup of A∗L of Norm 1 elements. We denote this restriction by θ.
Proof: The representation pi(θ˜) is constructed locally and so we may prove the
lemma by checking the assertion at every place. As the Jacquet–Langlands transfer
is compatible with twists by characters, we may check the assertion for the local
representations τ(θ˜)v.
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At a finite place v = wwc of F , which is split in L, the local representation is
given by
τ(θ˜)v ∼= Ind(θ˜w, θ˜wc).
But Ind(θ˜w, θ˜wc) ∼= Ind(θ˜wθ˜−1wc , 1) ⊗ θ˜wc and so the L-packet attached to τ(θ˜)v
depends only on the quotient θ˜wθ˜
−1
wc . One easily checks that two characters (χw, χwc)
and (µw, µwc) of (F
∗
v )
2 agree on the subgroup of norm one elements if and only if
they satisfy χwχ
−1
wc = µwµ
−1
wc .
At a finite place v, which is non-split, the local representation τ(θ˜)v = τ(θ˜w)
is constructed using the Weil representation. We refer the reader to [6] Section 39
for a nice brief overview. The statement, that we have
τ(θ˜w · (χ ◦NLwFv )) ∼= τ(θ˜w)⊗ χ
for any character χ of F ∗v , is contained in their Proposition 39.2 and follows directly
from the definitions.
Finally at an archimedean place v the representation pi(θ˜)v is given by
Symk⊗Nrdr for some k ≥ 0 and r ∈ C. But changing θ˜w to θ˜wχ where χ(z) = (zz)t
for some t ∈ C affects only the power r.
Remark 3.3.9. A quadratic extension L = F (
√
d) for some d ∈ F ∗\(F ∗)2 embeds
into GL2(F ) via
L ↪→ GL2(F ), (a+
√
db) 7→
(
a bd
b a
)
.
This embedding gives rise to a morphism of algebraic groups, which identifies L∗
with the F -points of a maximal torus T˜ of GL2 /F and the subgroup L
1 of norm
one elements with T (F ) := T˜ (F ) ∩ SL2(F ), which are the F -points of an elliptic
endoscopic group T of G. With the exception of SL2, all elliptic endoscopic sub-
groups are of this form, see Appendix A.3. The above shows that under certain
conditions a character θ of T (A), which is trivial on T (F ), gives rise to a global
L-packet of G(A), which we denote by Π(θ).
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Definition 3.3.10. We say that an admissible irreducible representation pi of G(A)
is endoscopic if there exist T and θ as in the previous remark such that pi ∈ Π(θ).
We refer to the L-packet Π(θ) as an endoscopic packet and call L-packets, which
are not of this form, stable L-packets.
3.3.2 Multiplicity formulas
In [27] Labesse and Langlands determine which elements of a global L-packet Π(pi)
are automorphic, i.e. they derive formulas for the multiplicities m(pi) for pi ∈ Π(pi)
in the discrete automorphic spectrum. We explain the results.
For a maximal non-split torus T˜ /F in GL2 and a character θ˜ of T˜ (A) we let θ˜
be the conjugate character of T˜ (A), i.e. the character defined by
θ˜(γ) = θ˜(wγw−1) = θ˜(γ),
for all γ ∈ T˜ (A). Here w is any element in the normalizer of T˜ (F ) which is not
in T˜ (F ), e.g. using the notation of Remark 3.3.9 we may take w =
(
1
−d). For a
character θ of T (A) we define θ in the same way.
Definition 3.3.11. Let T˜ and T be as above and θ a character of T (F )\T (A). We
say that
• θ is of type (a) if θ 6= θ,
• θ is of type (b) if θ = θ, but θ does not extend to a character θ˜ of T˜ (F )\T˜ (A)
satisfying θ˜(γ) = θ˜(γ) for all γ ∈ T˜ (A) and
• θ is of type (c) if θ can be extended to a character θ˜ of T˜ (F )\T˜ (A) satisfying
θ˜(γ) = θ˜(γ) for all γ ∈ T˜ (A).
Lemma 3.3.12. Assume Π(θ) is the L-packet associated to an automorphic rep-
resentation pi(θ˜) of G˜(A). Then θ is necessarily of type (a).
Proof: The representation of GL2(A) associated to a character of type (c) is a
global principal series representation, in particular not a discrete automorphic rep-
resentation.
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Assume that θ is of type (b). By assumption SB contains all archimedean
places. Let v be an infinite place. Let θ˜ be an extension of θ to T˜ (A). Let ψ be
the character γ 7→ θ˜(γ/γ) = θ(γ/γ) of T˜ (A). We view the local component θ˜v as a
character of C∗, the local Weil group of C. We can write θ˜v = ψv ·χ where χ satisfies
χ(x) = χ(x) for all x ∈ C∗. But ψ is a quadratic character, so the local component
ψv is trivial. In particular θ˜v factors through the norm and so the associated
representation τ(θ˜v) of GL2(R) cannot be a discrete series representation. But we
assumed that θ˜ gives rise to an automorphic representation pi(θ˜) on G˜(A) which
implies that τ(θ˜v) ∼= JL(pi(θ˜v)) is a discrete series representation – a contradiction.
Therefore θ is of type (a).
At the beginning of the process of stabilizing the trace formula stands a transfer
of functions f 7→ fT which induces an equality of certain linear combinations of
orbital integrals. More precisely for v a place of F and T as above, Labesse and
Langlands construct a map
C∞c (G(Fv)) → C∞c (T (Fv))
f 7→ fT ,
which has the property that the dual map on distributions
Hom(C∞c (T (Fv)),C) → Hom(C∞c (G(Fv)),C)
ψ 7→ (f 7→ ψ(fT ))
sends a character θv of T (Fv) to a linear combination Θv of characters of irreducible
admissible representations of G(Fv).
7 The representations whose characters appear
in this linear combination are precisely the representations in Π(θv). Furthermore
the coefficients in this linear combination are either 1 or −1. If we group the
7 Here we view the function θv as the distribution that sends φ to
∫
φ · θv and similarly for
Θv.
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representations according to the coefficients we may write
Θv =
∑
piv∈Π+(θv)
χpiv −
∑
piv∈Π−(θv)
χpiv , (3.8)
where Π+(θv) and Π
−(θv) are not necessarily disjoint subsets of Π(θv).
The transfer f 7→ fT depends on a choice of transfer factors, which are deter-
mined by choosing a fixed non-trivial additive character of F . We remark that
unlike for the quasi-split group SL2, where a choice of Whittaker datum gives rise
to a canonical normalization of the transfer factors, there is no canonical choice for
G˜. We want to note that in the above we have implicitly chosen such a character
ψ. Different choices can rearrange the Π− and Π+ but whenever ψ(OFv) = 1 and
piv is an irreducible unramified principal series representation, the unique member
pi0v of Π(piv) is an element of Π
+, cf. [27] Section 3.
We explain the final ingredients in the multiplicity formulas:
Assume pi ∈ Π(θ) is endoscopic of type (a). Let C := {1, } be the group with
two elements. This group has the following interpretation: Let θ˜ be an extension of
θ to T˜ (F )\T˜ (AF ). We view θ˜ as a character of the global Weil group WL of L. Let
ρ(θ˜) be the induced representation Ind(WF ,WL, θ˜) and ρ(θ˜) its projectivization.
Then C ∼= Sθ/S0θ , where Sθ is the centralizer of ρ(θ˜) in PGL2(C) and S0θ the con-
nected component of the identity. A central ingredient in the multiplicity formulas
are complex-valued maps 〈·, pi〉 on C defined for any pi in Π(θ) as follows:8
At a place v, where the quaternion algebra splits, define 〈1, piv〉 to be 1. At a
place where the quaternion algebra does not split, set 〈1, piv〉 = 1 if θv 6= θv and
equal to 2 if θv = θv. Let
〈1, pi〉 :=
∏
v
〈1, piv〉.
8If we were dealing with SL2, the split inner form, we would end up constructing characters
of C, but for the norm one elements in a non-split quaternion algebra the story is more subtle.
The problem already appears for the local packets. Unlike for SL2 the internal structure (and in
particular the size) of a local L-packet and the endoscopic character identities cannot be explained
by the component group of the centralizer inside PGL2(C) of the image of the local parameter.
For a nice survey of these problems and a solution we refer the reader to [26], especially to the
introduction and to Section 5.4.
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At a non-archimedean place v, where the quaternion algebra does not split and
θv 6= θv, the L-packet Π(θv) consists of two elements, which can be labeled pi+v and
pi−v in such a way that
Θv = χpi+v − χpi−v .
We define
〈, piv〉 :=
1 if piv ∼= pi+v−1 if piv ∼= pi−v . .
If θv = θv, we set 〈, piv〉 = 0. At the archimedean places the L-packets are
singletons {piv} and one of the sets Π+(θv) and Π−(θv) in 3.8 remains empty. We
set 〈, piv〉 = 1, if piv ∈ Π+(θv) and 〈, piv〉 = −1 if piv ∈ Π−(θv).
At a place v, where the quaternion algebra splits, the two sets Π+(θv) and
Π−(θv) in 3.8 are disjoint and we define
〈, piv〉 :=
1 if piv ∈ Π+(θv)−1 if piv ∈ Π−(θv).
Now for almost all v, 〈, piv〉 = 1 and so it makes sense to define
〈, pi〉 :=
∏
v
〈, piv〉.
For an irreducible admissible representation pi of G(A), let m(pi) be the multi-
plicity with which pi shows up in the discrete automorphic spectrum.
Theorem 3.3.13 ([27]). Let pi be an irreducible admissible representation of G(A)
and assume pi ∈ Π(pi) for some automorphic representation pi of G˜(A).
1. If pi is endoscopic, then
m(pi) =
1
2
(〈1, pi〉+ 〈, pi〉).
2. If pi is not endoscopic, then m(pi) = m(gpi) 6= 0 for all g ∈ G˜(A).
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Proof: By Lemma 3.3.12 there are no endoscopic L-packets of type (b). The
above results are then contained in Proposition 7.2 and 7.3 of [27] (the number
d(pi) occurring there is equal to 1 in our case).
Proposition 3.3.14. Assume the quaternion algebra B ramifies at a finite place.
Fix a finite place w ∈ SB. Let Π(pi) be a global L-packet and let pi = ⊗piv ∈ Π(pi)
be an element. Then there exists τ ∈ Π(piw) such that
m
(
τ ⊗
⊗
v 6=w
piv
)
> 0.
Proof: If m(pi) > 0 there is nothing to show. We may therefore assume m(pi) = 0.
But then pi is endoscopic, so Π(pi) = Π(θ) as above and in particular 〈, piw〉 6= 0.
From the above discussion we see that the L-packet Π(piw) = {piw, pi′w} is of size
two,
〈, piw〉 , 〈, pi′w〉 ∈ {−1, 1}
and the numbers are distinct. The result follows from the formula in Theorem
3.3.13.
3.3.3 Some properties of the classical transfer
Let v be a finite prime of F .
Definition 3.3.15. 1. We say that an idempotent e˜ ∈ C∞c (G˜(Fv),Q) is locally
Langlands compatible with an idempotent e ∈ C∞c (G(Fv),Q) (or simply that
e˜ and e are locally Langlands compatible) if the following holds: For any
irreducible smooth representation pi of G˜(Fv), such that ι∞(e˜) · pi 6= 0, there
exists an element pi ∈ Π(pi), such that ι∞(e) · pi 6= 0.
2. We say that e˜ is strongly locally Langlands compatible with e if: For any
smooth representation pi of G˜(Fv), such that ι∞(e˜) · pi 6= 0, every element pi
of Π(pi) has the property that ι∞(e) · pi 6= 0.
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3. We call two compact open subgroups K˜ ⊂ G˜(Fv) and K ⊂ G(Fv) (strongly)
locally Langlands compatible if the idempotents eK˜ and eK are.
Definition 3.3.16. Two idempotents e˜ ∈ C∞c (G˜(Apf ),Q) and e ∈ C∞c (G(Apf ),Q)
are called globally Langlands compatible if the following holds: For any discrete
automorphic representation pi of G˜(A), such that ι∞(e˜) ·pipf 6= 0 and any τ ∈ Π(pip),
there exists an element pi in the packet Π(pi), such that
• m(pi) > 0,
• ι∞(e) · pipf 6= 0 and
• pip = τ .
We call two tame levels K˜ ⊂ G˜(Apf ) and K ⊂ G(Apf ) globally Langlands compatible
if the idempotents eK˜ and eK are.
Proposition 3.3.17. Assume the notation is as in Lemma 3.3.1, so H˜ is a to-
tally disconnected group and H ⊂ H˜ is open and normal with quotient H˜/H finite
abelian. Let K˜ ⊂ H˜ be an open compact subgroup. Then there exists an open com-
pact subgroup K of H with the following property. For any irreducible admissible
representation pi of H˜ which has a K˜ fixed vector, any pii occurring in the restric-
tion of pi to H has a K fixed vector. In fact if {gi : i ∈ I} is a set of representatives
of H˜/H, we can take K to be
⋂
i g
−1
i (K˜ ∩H)gi.
Proof: As pi has a non-zero K˜ ∩H fixed vector, there exists pii in the restriction
which has a non-zero K˜∩H fixed vector. We may assume without loss of generality
that pii = pi1. Now for any pii occurring in the restriction there exists gj ∈ {gi : i ∈
I} such that pii ∼= gjpi1. Therefore pii has a fixed vector under g−1i (K˜ ∩H)gi.
Corollary 3.3.18. Let {gi : i ∈ I} be a set of representatives for G˜(Fv)/G(Fv)F ∗v
and K˜ ⊂ G˜(Fv) be a compact open subgroup. Define the compact open subgroup
K :=
⋂
i∈I
g−1i (K˜ ∩G(Fv))gi
of G(Fv). Then K˜ and K are strongly locally Langlands compatible.
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Proposition 3.3.19. 1. Given an idempotent e˜ ∈ C∞c (G˜(Fv),Q), there exists
an idempotent e ∈ C∞c (G˜(Fv),Q), which is strongly locally Langlands com-
patible with e˜.
2. If e˜ is a special idempotent associated with a supercuspidal Bernstein com-
ponent, then there exists a special idempotent e associated to a finite set of
Bernstein components, which is strongly locally Langlands compatible with e˜.
Proof: The first part follows from the previous corollary and the fact that there
exists K˜ ⊂ G˜(Fv) such that eK˜ ·e˜ = e˜. For the second part note that a supercuspidal
Bernstein component for G˜(Fv) in fact determines an L-packet Π. Indeed the L-
packet of pi is the same as the L-packet of pi ⊗ χ for χ any unramified character.
We let Σv be the set of the finitely many Bernstein components which occur in Π.
Then e := e(Σv) does the job.
Proposition 3.3.20. Assume the quaternion algebra B ramifies at a finite place.
Let K˜ =
∏
v K˜v be a compact open subgroup of G˜(A
p
f ). Then there exists a compact
open subgroup K ⊂ G(Apf ), which is globally Langlands compatible with K˜.
Proof: Let S be a finite set of places such that for v /∈ S, K˜v = GL2(OFv). Define
the compact open subgroup K :=
∏
vKv ⊂ G(Apf ), where Kv := SL2(OFv) for
all v /∈ S and for all finite places v ∈ S\{p}, Kv is the compact open defined in
Corollary 3.3.18. For an automorphic representation pi of G˜(A) with (pipf )K˜ 6= 0
and an element τ ∈ Π(pip) define the set
Y (pi, τ) := {pi ∈ Π(pi) | (pipf )K 6= 0, pip = τ}
= {pi ∈ Π(pi) | piv = pi0v ∀v /∈ S, pip = τ}.
(3.9)
In order to show that there exists pi ∈ Y (pi, τ) with m(pi) > 0, let pi ∈ Y (pi, τ)
be arbitrary. If m(pi) > 0 we are done, if not Proposition 3.3.14 implies that by
changing the local representation piv at a finite place v ∈ SB we can pass to a
representation pi′ which is automorphic and is obviously still in Y (pi, τ).
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3.4 p-adic Langlands functoriality
We use the notation of Section 3.2. In particular we assume that the base field F
is equal to Q.
3.4.1 Definition
The following definition of a p-adic Langlands transfer from D˜ to D is analogous
to the one given in [39] Section 3.4 for the p-adic endoscopic transfer on unitary
groups.
Definition 3.4.1. Let D˜ (resp. D) be an eigenvariety of idempotent type for G˜
(resp. for G). A morphism ζ : D˜ → D is called a p-adic Langlands functorial
transfer if the diagrams
D˜ ζ > D
W˜
ω˜
∨
µ
>W
ω
∨
H ⊂ λ > H˜
O(D)
∨ ζ∗
> O(D˜)
∨
commute.
Lemma 3.4.2. If ζ exists it is unique.
Proof: As D˜ and D are reduced, ζ is determined by the induced map on Qp-points.
However for x ∈ D˜(Qp), ψζ(x) = ψx ◦ λ and ω(ζ(x)) = µ(ω˜(x)). By Lemma 2.1.5
the pair (ψζ(x), ω(ζ(x))) determines the point ζ(x) ∈ D(Qp) uniquely.
Remark 3.4.3. The target eigenvariety D is by no means unique. There can be
p-adic transfers from D˜ to many different eigenvarieties.
3.4.2 Construction of the p-adic transfer – the general case
As before let e˜ =
∏
l e˜l ∈ C∞c (G˜(Apf ),Q) be an idempotent and S a set of bad
places. Let K˜ =
∏
l K˜l ⊂ G˜(Apf ) be a compact open such that e˜ · eK˜ = eK˜ · e˜ = e˜
and let K ⊂ G(Apf ) be a tame level which is globally Langlands compatible with
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K˜, e.g. the one constructed in Proposition 3.3.20. Then e˜ and e := eK are also
globally Langlands compatible. Let D˜ = Du0(e˜) be the eigenvariety of idempotent
type e˜ for G˜ and D := Du0(e) the eigenvariety of idempotent type e for G. We have
all the ingredients to prove the existence of a p-adic Langlands functorial transfer
from D˜ to D. In Section 3.2.3 we constructed two auxiliary eigenvarieties D′ and
D′′. They fit into the following commutative diagram
D˜ ζ
′
> D′ D′′ > D
W˜
ω˜
∨
id
> W˜
ω′
∨
id
> W˜
ω′′
∨
µ
>W
ω
∨
Recall from Proposition 3.2.18 that D′ is an eigenvariety for Z ′e˜. As before we
denote by Z ′ the Zariski-dense and accumulation set of points in D′(Qp) defined
by Z ′e˜. We construct a morphism ξ from D′ to D′′ by first establishing a map on
classical points and then interpolating it.
Proposition 3.4.4. There exists an injection ξ : Z ′ ↪→ D′′(Qp) such that
(ψξ(z), ω
′′(ξ(z))) = (ψz, ω′(z)) for all z ∈ Z ′.
Proof: Let z ∈ Z ′ be a point. By definition there exists a p-refined automorphic
representation (pi, χ˜) of G˜(A) of weight ω˜(z) such that e˜ · pipf 6= 0 and
ψ(pi,χ˜)|H = ψz.
By Proposition 3.3.20 there exists an automorphic representation pi of G(A), such
that (pipf )
K 6= 0. After possibly changing the representation pip within the local L-
packet we can guarantee that χ := χ˜|Σ+ occurs in piIp. Furthermore pi∞ has weight
µ(ω(z)). In particular
ψz = ψ(pi,χ)
and the pair (ψz, µ(ω(z))) corresponds to a point y ∈ D(Qp), necessarily unique
by Lemma 2.1.5. By construction ω(y) = µ(ω′(z)). We define ξ(z) ∈ D′′(Qp) to be
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the unique point corresponding to (y, ω′(z)).
Remark 3.4.5. We set up the definition of global Langlands compatibility to have
maximal flexibility at p and so that it can easily be adapted to other groups. For
our purpose we could have omitted the condition of choosing the member of the
L-packet at p arbitrarily in Definition 3.3.16 for the following reason. The local
L-packet attached to an unramified principal series representation τ of GL2(Qp)
has size at most two. It is of size two precisely when up to an unramified twist τ ∼=
Ind(η, 1) for a quadratic character η. Assume now that this is the case and denote
by τ1 and τ2 the two members of the L-packet attached to τ . The representation
τ has two distinct refinements χ1 = (η, 1) and χ2 = (1, η). But χ1((p
−1, p)) =
−1 = χ2((p−1, p)), i.e. the refinements agree when restricted to Σ+. Furthermore
dim τ I1 = dim τ
I
2 = 1 (see [28] Proposition 3.2.12), so each member of the L-packet
sees the same eigenvalues.
This implies the following: Assume we are given a p-refined automorphic repre-
sentation pi of G˜(A). Choose a member pi of the L-packet associated to pi such that
ι∞(e) · pipf 6= 0 and pip = τ1. If m(pi) = 0, by the above and the multiplicity formu-
las, we may change the representation pi at p from τ1 to τ2 to find an automorphic
representation of G(A) of the correct tame level and character at p.
Proposition 3.4.6. There exists a closed immersion ξ : D′ ↪→ D′′ such that the
diagrams
D′
ω′   @
@@
@@
@@
@
ξ // D′′
ω′′~~}}
}}
}}
}}
W˜
H
{{xx
xx
xx
xx
x
""F
FF
FF
FF
F
O(D′′)
ξ∗
// O(D′)
commute.
Proof: Using the inclusion Z ′ ↪→ D′′(Qp) from the previous proposition we simply
apply Proposition 2.1.12 to get the desired morphism ξ : D′ → D′′.
Putting all the morphisms together we have proved
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Theorem 3.4.7. There exists a p-adic Langlands transfer ζ : D˜ → D. It has the
additional property that it sends a classical point z ∈ Z to a classical point in D.
Corollary 3.4.8. Let e˜ and e be as above. Let Du(e˜) be an eigenvariety for G˜
where u = 1[˜Iz˜I] ⊗ 1H˜ur ∈ H˜S with z ∈ Σ˜++. There exists a p-adic Langlands
functorial transfer
Du(e˜)→ Du0(e).
Proof: Lemma 3.2.3 gives an isomorphism from Du(e˜) to Du0(e˜). Composing
the p-adic transfer ζ constructed above with this isomorphism then gives a p-adic
transfer from Du(e˜) to Du0(e).
3.4.3 A special p-adic transfer
Assume that K˜st :=
∏
l 6=pKl ⊂ G˜(Apf ) is a compact open subgroup such that for
some finite place q ∈ SB we have Kq ∼= O∗Bq where OBq is a maximal order in Bq.
Define Kst := K˜st ∩G(Apf ). Define e˜st := eK˜st and est := eKst .
Theorem 3.4.9. There exists a p-adic Langlands transfer ζst : D(e˜st)→ D(est).
Proof: We claim that any p-refined automorphic representation (pi, χ˜) of G˜(A)
such that e˜st·pipf 6= 0 gives rise to a global L-packet of G(A) which is stable. This can
be seen as follows. If τ := JL(pi) denotes the Jacquet–Langlands transfer of pi then
τq is isomorphic to an unramified twist of the Steinberg representation. However if
τ comes from a Gro¨ßencharacter, then τq is either a principal series representatin
or supercuspidal. Therefore pi cannot give rise to an endoscopic packet.
It is now easy to verify that K˜st and Kst are globally Langlands compatible.
Namely let pi be as above and Π(pi) the associated L-packet. Then Π(pi) contains
an element pi such that (pipf )
Kst 6= 0. As the multiplicity within a stable L-packet is
constant and positive pi is automorphic. As we can furthermore select pip so that pi
I
p
contains χ˜|Σ+ we see that K˜st and Kst are indeed globally Langlands compatible.
The rest of the proof is as in the general case.
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Chapter 4
p-adic functoriality for inner
forms of unitary groups in three
variables
In this chapter we prove p-adic functoriality in the setting of inner forms of unitary
groups. Again the proof consists of two steps, we first refine the classical transfer
and then use the interpolation techniques from Chapter 2 to interpolate the trans-
fer. We use the eigenvariety construction of Chenevier and follow the presentation
of the theory in [2].1
Let E/Q be an imaginary quadratic extension and denote by σ ∈ Gal(E/Q) the
non-trivial element. Let U∗n be the quasi-split unitary group in n variables attached
to E/Q, so for any Q-algebra R
U∗n(R) = {g ∈ GLn(E ⊗Q R) | gJσ(g)ᵀ = J},
1The more general theory of [29] applies here as well.
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where
J =

−1
1
· · ·
1
(−1)n

.
Inner forms of U∗n are constructed from pairs (D,α) where D is a central simple
algebra over E equipped with an involution α of the second kind, i.e. α is an
involutive anti-automorphism of D whose restriction to the center E of D is σ.
More precisely we can associate to any such pair the algebraic group G over Q
defined by
G(R) = {g ∈ (D ⊗Q R)∗ : gα(g) = 1}
for any Q-algebra R. If we want to keep track of the pair (D,α) we denote this
group by G(D,α).
Assume n is odd. Let G,G′ be two inner forms of U∗n and assume they are
definite. Then G∞ ∼= G′∞. Note that for all finite places l that are non-split in E
the local groups Gl and G
′
l are quasi-split and therefore isomorphic. This follows
from the structure theory of unitary groups and the assumption that n is odd.2
Assume throughout, that G comes from a division algebra D. Let S be the set of
places l where Gl  G′l and assume furthermore that G′l ∼= GLn /Ql for all places
l ∈ S.
4.1 Eigenvarieties for definite unitary groups
To set up notation we will briefly recall the existence theorem of eigenvarieties of
idempotent type as constructed in Section 7 of [2]. Let E/Q be as above and H
be a definite inner form of U∗n. Let p be a prime that splits in E and such that
Hp ∼= GLn /Qp. Fix such an isomorphism.
Let S1 be a finite set of places of Q containing the archimedean place such that
2See [14] for more details on unitary groups and the Hasse principle they satisfy.
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H is unramified outside S1. Fix a model H/ZS1 of H. Let µ =
∏
l µl be a product
Haar measure on H(Af ) such that µl(H(Zl)) = 1 for all l /∈ S1.
Let S0 be a subset of the primes l that split in E and such that Hl ∼= GLn /Ql.
Assume furthermore that p /∈ S0 and S0∩S1 = ∅. Fix a finite extension L/Qp. Let
I denote the Iwahori subgroup of GLn(Qp), i.e. the subgroup of matrices that are
upper triangular modulo p. Define
H := Ap ⊗Hur,
where Hur = Cc(H(ẐS0)\H(AS0)/H(ẐS0), L) and Ap is the commutative Atkin-
Lehner subring of C∞c (I\GLn(Qp)/I, L) as defined in [2] Section 6.4.1.3
Remark 4.1.1. The definition of Ap is analogous to the one of Atkin Lehner alge-
bras given in Section 3.1.2, note however that the monoid involved in the definition
now consists of diagonal matrices whose entries are descending powers of p. This
is due to different conventions and normalizations in the definition of the analogues
of the spaces C(X, k).
We remark furthermore that if l is a prime which is inert in E, the extension
Ev/Ql is unramified and as Hl × Spec(Ev) ∼= GLn, the group H is unramified at
l. In the definition of H we could have included the unramified Hecke algebras at
these primes and all constructions could be made using this enlarged Hecke algebra.
For u = diag(pn−1, ..., p, 1) ∈ GLn(Qp) let [IuI] ∈ Ap be the characteristic
function on the double coset IuI. The element [IuI] ⊗ 1Hur ∈ H will be denoted
by u0.
Let Z0 ⊂ Homring(H,Qp)× Zn be the set of pairs (ψ(pi,R), k) where (pi,R) runs
over the set of p-refined automorphic representations, ψ(pi,R) is the system of Hecke
eigenvalues attached to (pi,R) and k is the weight of pi. We refer to [2] Section 7.2.2
for the definition of a p-refined automorphic representation and details regarding
ψ(pi,R).
3In the reference Ap is defined as a subring of C∞c (I\GLn(Qp)/I,Z[ 1p ]). We use this algebra
tensored with L over Z[ 1p ].
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Weight space will be denoted by W . It is the separated rigid analytic space
over Qp
W := Homcont((Z∗p)n,Gm),
whose points over any affinoid Qp-algebra A parametrize the continuous characters
(Z∗p)n → A∗. Abusing notation we denote the base change of W to L again by W
and embed Zn into W(L) by
(k1, k2, ..., kn) 7→
(
(t1, ..., tn) 7→
∏
i=1,...,n
tkii
)
.
Fix an idempotent
e ∈ C∞c (H(Ap,S0f ),Q)⊗ 1Hur ⊂ C∞c (H(Apf ),Q)
such that ip(e) := ip ◦ e takes values in L. Let Ze ⊂ Z0 be the subset of pairs
(ψ(pi,R), k) such that e · pipf 6= 0.
Theorem 4.1.2. There exists an eigenvariety Du0(e) for Ze defined over L. It is
nested and equidimensional of dimension n.
Proof. This is Theorem 7.3.1 in [2]. The construction of the Banach-modules
of p-adic automorphic forms is reviewed in Section 7.3.3 and 7.3.4 of loc. cit..
4.2 Classical functoriality
From now on, until stated otherwise, we restrict ourselves to the case n = 3. Again
we denote by H a definite inner form of U∗3 , so H = G(D,α) for some pair (D,α)
and we define SH to be the set of all primes l that split in E and such that Dw is
ramified for w|l. We fix an inner automorphism ψH : HQ → (U∗3 )Q.
As at the beginning of the chapter we let G and G′ be two definite inner forms
of U∗3 . Our assumptions imply that SG′ ⊂ SG. We also fix inner automorphisms
ψG : GQ → (U∗3 )Q and ψG′ : G′Q → (U∗3 )Q.
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In this section we recall some background on L-packets and how to transfer
automorphic representations from G to G′. As this transfer is via the quasi-split
group U∗3 we first explain the transfer from an arbitrary definite inner form H to
U∗3 .
Transfer of functions and of local L-packets
Any comparison result of two trace formulas involves a transfer of functions that
respects certain sums over orbital integrals occurring in the trace formula.
The choice of an inner automorphism ψH induces an injective map from stable
conjugacy classes Ost(γ) of semisimple elements γ in H(Q) to stable semisimple
conjugacy classes ψH(Ost(γ)) = Ost(γ∗) in U∗3 (Q). We write γ ↔ γ∗ if Ost(γ) corre-
sponds to Ost(γ∗). ψH also induces a local transfer of stable semisimple conjugacy
classes. For details regarding these transfers see [35] p.20 and p.232-3.
Let γ ∈ H(Q) be a regular semisimple element. For fv ∈ C∞c (H(Qv),C) we
denote by
φ(γ, fv) :=
∫
Hγ(Qv)\H(Qv)
fv(h
−1γh) dhv
the orbital integral attached to γ and fv. Here Hγ(Qv) is the centralizer of γ in
H(Qv).
Let γ∗ ∈ U∗3 (Q) be a regular semisimple element. For f ∗v ∈ C∞c (U∗3 (Qv),C)
define the stable orbital integral as
φst(γ∗, f ∗v ) :=
∑
{γ′}
φ(γ′, f ∗v ),
where the sum runs over a set of representatives γ′ for the conjugacy classes within
Ost(γ∗) and
φ(γ′, f ∗v ) :=
∫
(U∗3 )γ′ (Qv)\U∗3 (Qv)
f ∗v (g
−1γ′g) dgv
is the usual orbital integral.
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Proposition 4.2.1. ([35] section 14.2)
Let v ∈ SH ∪ {∞}. There exists a map
C∞c (H(Qv),C) −→ C∞c (U∗3 (Qv),C)
fv 7→ f ∗v
such that
φst(γ∗, f ∗v ) =
{
φ(γ, fv) if γ ↔ γ∗
0 if γ∗ does not occur in H(Qv)
for all regular semisimple γ∗ ∈ U∗3,v(Qv).
Remark 4.2.2. For the group GL3 /Qv stable conjugacy and conjugacy coincide,
so in fact we have φst(γ∗, f ∗v ) = φ(γ
∗, f ∗v ) for all v ∈ SH in the above proposition.
We briefly recall from [35] the facts about local and global L-packets of H that
we need.
• At primes v that split in E, we choose an isomorphism Hv ∼= D∗w. Local
L-packets are defined to be singletons consisting of an irreducible admissible
smooth representation of H(Qv).
• At an archimedean place an L-packet consists of a single (necessarily finite-
dimensional) representation of H(R).
• The description of L-packets at primes v that do not split in E, i.e. of L-
packets for Hv, the quasi-split unitary group associated to Ew/Qv, is much
more complicated. They are of size either 1, 2, or 4. We refer to [35] Section
12.2 for a detailed description of the different L-packets.
We denote the set of local L-packets by Πv(H). Now choose local L-packets Πv for
all v such that Πv contains an unramified representation pi
0
v for almost all finite v.
Definition 4.2.3. A global L-packet Π = ⊗Πv is defined as the set of all repre-
sentations pi = ⊗piv such that piv ∈ Πv for all v and piv = pi0v for almost all v. A
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global L-packet Π is called automorphic if some member of Π is an automorphic
representation. We denote the set of global automorphic L-packets by Π(H).
For any unitary group in three variables H (not necessarily definite) the set
Π(H) is a disjoint union of three sets, namely the set of so called stable L-packets
Πs(H), the set of endoscopic L-packets Πe(H) and a set Πa(H). The stable L-
packets are the nicest, when it comes to multiplicity questions as we will see below.
Theorem 4.2.4 ([35] Theorem 14.6.3). Assume H = G(D,α) where D is a division
algebra. Then Πs(H) = Π(H).
Remark 4.2.5. This applies in particular to the group G that is the source of the
transfer we want to describe.
The transfer of packets from H to U∗3 is done locally except when they are
one-dimensional. More precisely for any place v there exists a map
ψH,v : Πv(H)→ Πv(U∗3 )
characterised by the character identity
tr(Π(fv)) = tr(ψH,v(Π)(f
∗
v )),
whenever f ∗v is the transfer of fv described in Proposition 4.2.1 above. We explain
the terms in the previous line as well as the maps ψH,v:
• For v non-archimedean and non-split in E the chosen automorphism ψH
allows us to identify isomorphism classes of representations of H(Qv) and of
U∗3 (Qv). The expression tr(Π(fv)) is defined Section 13.2 of [35] as a sum
tr(Π(fv)) =
∑
piv∈Π
〈1, piv〉χpiv(fv),
where 〈1, piv〉 ∈ {±1} and χpiv is the character of piv.
• At the archimedean place an L-packet Πv = {Fφ} consists of a single repre-
sentation and we define tr(Π(fv)) = trFφ and 〈1, Fφ〉 := 1.
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For discrete archimedean L-packets Π∗v of U
∗
3,v (they are of size three) we
define 〈1, pi∗v〉 := 1 for all pi∗v ∈ Π∗v.
The existence of ψH,v was proved by Shelstad. A description of the transfer
can be found in [35] Section 14.4., p.234-5.
• For split v the local L-packets have size one and tr(Π(fv)) := tr(pi(fv)) (de-
fined in [35] on page 202). So in this case define 〈1, piv〉 := 1 and similarly for
L-packets of U∗3 at split primes.
At the split places v /∈ SH we again use the chosen Q-isomorphism ψH to
identify equivalence classes of representations. So we take ψH,v to be this
identification.
For v ∈ SH the group Hv ∼= D∗w is a local division algebra while U∗3,v ∼= GL3
and we are transferring local packets of size one using the local Jacquet–
Langlands transfer, so ψH,v(piv) = JL(piv).
4.2.1 Global transfer
In Section 14.4 and 14.6 Rogawski constructs the transfer map ψH : Π(H) →
Π(U∗3 ). We would like to stress that for the transfer to work Rogawski has to
enlarge certain local L-packets to what he calls A-packets (see [35] p.199) and
by definition the representations in a global L-packet vary locally within a local
L-packet or an A-packet.
The following proposition characterizes the image of the stable packets. Let
Π2(U∗3,v) denote the L-packets that consist of representations that are square-
integrable modulo centre.
Proposition 4.2.6. The map ψH defines a bijection between Πs(H) and
ψH(Πs(H)) = {Π ∈ Πs(U∗3 ) : dim(Π) = 1 or Πv ∈ Π2(U∗3,v) for all v ∈ SH ∪ {∞}}.
Proof: This is Proposition 14.6.2 in [35].
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Lemma 4.2.7. Assume Π ∈ Πs(H) is a stable L-packet. Then
m(pi) = 1 for all pi ∈ Π.
Proof: By [35] Equation (14.6.2) and the proof of Proposition 14.6.2 we get the
following identity of distributions
∑
pi∈Π
m(pi) tr(pi(f)) = tr(ψH(Π)(f
∗)),
where f ∗ denotes the transfer of the function f (see [35] section 14.2). Using the
fact that the transfer ψH satisfies the character identity tr(Π(f)) = tr(ψH(Π)(f
∗))
(see section 14.4) we get
∑
pi∈Π
m(pi) tr(pi(f)) = tr(Π(f)) =
∑
pi∈Π
〈1, pi〉 tr(pi(f)).
But 〈1, pi〉 ∈ {±1} and m(pi) ≥ 0, so we deduce that
m(pi) = 1 for all pi ∈ Π.
Let G and G′ be as before and recall that S denoted the finite set of primes l
where Gl  G′l.
Theorem 4.2.8. Let pi = ⊗pil be an automorphic representation of G, which is
not one-dimensional. Then
pi′ ∼=
⊗
l∈S
JL(pil)⊗
⊗
l /∈S
pil
is an automorphic representation of G′ occurring with the same multiplicity as pi.
Proof: Our assumptions on G and G′ imply that SG′ ⊂ SG. By Theorem 4.2.4
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and Proposition 4.2.6
Im(ψG) = ψG(Πs(G)) ⊂ ψG′(Πs(G′)) ⊂ Im(ψG′).
Therefore pi′ is an element of a stable L-packet of G′. The previous lemma then
implies that pi′ is automorphic.
Theorem 4.2.9. Assume both G and G′ come from division algebras. Let pi′ = ⊗pi′l
be an automorphic representation of G′. Assume for all l ∈ S, pi′l is supercuspidal.
Then
pi ∼=
⊗
l∈S
JL−1(pi′l)⊗
⊗
l /∈S
pi′l
is an automorphic representation of G occurring with the same multiplicity as pi′.
Proof: The assumptions on G and G′ imply that all packets are stable. If Π′
denotes the L-packet of G′, which contains pi′, then Im(ψG′)(Π′) is stable. Looking
at the description of Im(ψG) given in Proposition 4.2.6, we see that Im(ψG′)(Π
′) ∈
Im(ψG). Therefore there exists a stable L-packet Π of G such that Im(ψG)(Π) =
Im(ψG′)(Π
′). By construction pi ∈ Π.
Following [35] as in section 14.6 we can also transfer one-dimensional represen-
tations: Let AE,1 denote the subgroup of norm one elements in A∗E, the ideles of
E, and E1 the norm one elements in E
∗. Let NG : G(A) → AE,1 be defined by
NG(x) =
∏
lNG,l(xl) where NG,l is the determinant for l /∈ SG and the reduced
norm Nrd for l ∈ SG. If pi is a one dimensional automorphic representation of
G, then pi = χ ◦ NG, where χ is a character of AE,1 trivial on E1 (cf. Appendix
A.4). The transfer of pi is the one-dimensional representation pi′ = χ ◦ NG′ of G′
associated to this character.
4.2.2 Some properties of the local Jacquet–Langlands transfer
Next we explore some properties of the local Jacquet–Langlands transfer that are
needed to establish p-adic functoriality. We make use of the Bernstein decompo-
sition, the notation is as in Section 2.2. Let F/Qp be a finite extension with ring
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of integers OF and uniformizer $, A/F a central simple algebra and A∗ the group
of units, so A∗ ∼= GLm(D) for D/F some division algebra. Let d ∈ N be such that
d2 = dimD. The reduced norm map will be denoted by Nrd : A∗ → F ∗. Fix a
Haar measure µ on A∗.
Let OD be a maximal order in D and $D a uniformizer in OD. The subgroups
Kn := {x ∈ GLm(OD) : x ≡ 1 (mod $nD)}
form a fundamental system of compact open neighbourhoods of the identity. Recall
from Section 2.2 that B(A∗) denotes the set of Bernstein components of A∗. For
s ∈ B(A∗) we defined Rs(A∗) as the category of isomorphism classes of smooth
representations of A∗ associated to s. We let IrrRs(A∗) be the class of objects,
which are irreducible representations.
For K a compact open subgroup of A∗ we write
eK := µ(K)
−11K ∈ C∞c (A∗,C),
for the idempotent attached to K.
Now let e ∈ C∞c (A∗,C) be an arbitrary idempotent. Then there exists a com-
pact open subgroup K ⊂ A∗ such that eK · e = e = e · eK , where “·” denotes
convolution. We fix such a compact open subgroup K of the form Kn.
If pi is in IrrRe(A∗), then e · pi 6= 0 and the set of K-fixed vectors is non-zero as
0 6= e · pi = e · eK · pi = e · piK .
It follows from [3] Corollaire 3.9, that there exists a finite set Je ⊂ B(A∗) such
that
IrrRe(A∗) ⊂
⋃
s∈Je
IrrRs(A∗).
Proposition 4.2.10. Let e ∈ C∞c (A∗,C) be an idempotent with the property that
we can find a set Je as above such that any s ∈ Je is associated to a supercuspidal
representation. Then there exists a compact open subgroup Ke of GLmd(F ) such
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that
JL(pi)Ke 6= 0
for all pi ∈ IrrRe(A∗).
Proof: Let pi ∈ IrrRe(A∗). There exists spi ∈ Je such that pi ∈ IrrRspi(A∗). For
s ∈ Je let ρs ∈ IrrRs(A∗) be a representative. Then pi is an unramified twist of ρspi ,
say pi ∼= ρspi⊗χ. Note that χ is trivial on K and therefore dim(piK) = dim(ρKspi) 6= 0.
So for a general pi ∈ IrrRe(A∗) we have
dim(piK) ∈ {dim(ρKs ) : s ∈ Je}.
The fact that χ is unramified implies that for any K ′ ⊂ GLmd(OF ) open compact
dim(JL(pi)K
′
) ∈ {dim(JL(ρspi)K
′
) : s ∈ Je},
as the Jacquet–Langlands transfer respects twists by a character. It is therefore
sufficient to find a compact open subgroup Ke ⊂ GLmd(OF ) such that JL(ρspi)Ke 6=
0 for all s ∈ Je. Such a Ke exists as JL(ρ) =
⋃
K JL(ρ)
K and Je is finite.
Remark 4.2.11. Assume that m = 1, so that A∗ = D∗. As D∗ has no proper Levi
subgroups defined over F all irreducible smooth representations are supercuspidal,
so we can apply Proposition 4.2.10 to any idempotent e ∈ C∞c (D∗,C).
Proposition 4.2.12. Assume that m = 1, so that A∗ = D∗. The local Jacquet–
Langlands transfer respects Bernstein components in the following sense: If pi and
pi′ are two irreducible smooth representations of D∗ which are in the same Bernstein
component, then so are JL(pi) and JL(pi′).
Proof: This follows from the fact that the Jacquet–Langlands transfer respects
twists by a character and the previous remark. Indeed the remark implies pi′ ∼= pi⊗χ
for an unramified character χ of F ∗. If JL(pi) is supercuspidal then so is JL(pi′) ∼=
JL(pi ⊗ χ) ∼= JL(pi)⊗ χ and they are in the same Bernstein component. If JL(pi)
is not supercuspidal then it is a generalized Steinberg representation. In particular
Chapter 4. p-adic functoriality for unitary groups 83
JL(pi) is the unique irreducible quotient of a parabolic induction Ind
GLn(F )
P (σ),
where the Levi-subgroup L ⊂ P is a product GLk(F )×GLk(F )× · · · ×GLk(F ) of
r factors such that rk = d and
σ ∼= σ1 ⊗ σ1| · |F ⊗ · · · ⊗ σ1| · |d−1F
for some irreducible supercuspidal representation σ1 of GLk(F ). Then JL(pi
′) is iso-
morphic to the unique irreducible quotient of Ind
GLn(F )
P (σ)⊗χ. But IndGLn(F )P (σ)⊗
χ ∼= IndGLn(F )P (σ⊗χ) and so we see that JL(pi) and JL(pi′) have the same inertial
support and therefore are in the same Bernstein component.
We conclude this section with the following lemma which will be needed to deal
with 1-dimensional automorphic representations.
Lemma 4.2.13. Assume that m = 1, so that A∗ = D∗. For any n ∈ N there exists
tn ∈ N such that the following holds: If pi = χ ◦ Nrd : D∗ → F ∗ is a character
of D∗ which is trivial on Kn, then pi′ := χ ◦ det : GLd(F ) → F ∗ is trivial on
K ′tn := {g ∈ GLd(OF ) : det(g) ∈ 1 +$tnOF}.
Proof: The units in the maximal order O∗D contain the units O∗L of an unramified
extension L/F of degree d, which implies that Nrd(O∗D) = O∗F . The index of Kn
in O∗D is finite, so the image Nrd(Kn) has finite index in O∗F and therefore contains
a subgroup of the form 1 + $tOF for some t ∈ N. We can take tn to be any such
t.
4.3 p-adic transfers
4.3.1 Definition
Let G and G′ be inner forms of U∗n as at the beginning of the chapter. We fix models
G/ZS1 and G′/ZS1 where we’ve chosen S1 such that both groups are unramified
outside S1. We also fix a prime p /∈ SG that splits in E. Let S0 be a subset of the
primes l that split in E and such that Gl ∼= GLn /Ql, so in particular SG ∩ S0 = ∅.
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Note that our assumptions on G′ imply that for l ∈ S0 we also have G′l ∼= GLn /Ql.
Assume furthermore that p /∈ S0 and that S0 ∩ S1 = ∅. Attached to S0 we have
the Hecke algebra H as above and we can form eigenvarieties of idempotent type.
Analogous to Definition 3.4.1 from Chapter 3 we say
Definition 4.3.1. Let D(e) (resp. D(e′)) be an eigenvariety of idempotent type
for G (resp. for G′). A morphism ζ : D(e) → D(e′) is called a p-adic Langlands
functorial transfer if the diagrams
D(e)
ω
""D
DD
DD
DD
D
ζ // D(e′)
ω′||yy
yy
yy
yy
W
H
zzuu
uu
uu
uu
u
$$H
HH
HH
HH
HH
O(D(e′))
ζ∗
// O(D(e))
commute.
The argument of Lemma 3.4.2 shows that if a p-adic transfer exists, it is unique.
4.3.2 The case of groups of rank three
Keeping the notation from above we now assume that n = 3. Let L/Qp be a finite
extension and suppose
e ∈ C∞c (G(Ap,S0f ),Q)⊗ 1Hur ⊂ C∞c (G(Apf ),Q)
is an idempotent such that ιp(e) takes values in L and such that
e =
∏
l /∈S0∪{p}
el ×
∏
l∈S0
eG(Zl) (4.1)
is a product of local idempotents el ∈ C∞c (G(Ql),Q).
For l ∈ S = SG\SG′ choose a compact open subgroup Kl ⊂ G′(Ql) such that
(pi′l)
Kl 6= 0 for all local components pi′l of automorphic representations pi′ of G′(A)
that are the transfer of an automorphic representation pi of G(A) satisfying e ·pipf 6=
0. The existence of such compact open subgroups is guaranteed by Proposition
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4.2.10 and Lemma 4.2.13. Define the idempotent
e′ :=
∏
l∈S
eKl ×
∏
l /∈S∪S0∪{p}
el ×
∏
l∈S0
eG′(Zl) ∈ C∞c (G′(Apf ),Q).
Note that for any p-refined automorphic representation (pi,R) of G(A)
ψ(pi,R) = ψ(pi′,R),
where pi′ is the transfer of pi from Theorem 4.2.8. We have established an inclusion
Ze ⊂ Ze′ . (4.2)
Theorem 4.3.2. Let G, G′, S0 ,e and e′ be as above. Let D(e) (resp. D(e′)) be
the eigenvariety for Ze (resp. Ze′). Then there exists a unique closed immersion
of eigenvarieties
ζ : D(e) ↪→ D(e′),
which is a p-adic Langlands functorial transfer. It is compatible with the inclusion
(4.2). The image of ζ is a union of irreducible components.
Proof: Everything except the last assertion follows from Lemma 2.1.12. The last
assertion follows from [15] Corollary 2.2.7, which states that for a rigid space X,
which is equidimensional of dimension m, the analytic subsets in X, which are
equidimensional of dimension m, are exactly the union of irreducible components.
We would like to discuss a class of examples in which the above result can
be strengthened to give a p-adic Langlands transfer, which is an isomorphism of
eigenvarieties.
For this assume both G and G′ come from division algebras. For l ∈ S, let e(Σl)
be the special idempotent associated to a finite set of Bernstein components Σl of
G(Ql). The existence of such an idempotent is guaranteed by Proposition 2.2.3.
Assume that for all s ∈ Σl and for (some and hence any) ρ in IrrRs(G(Ql)),
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JL(ρ) is supercuspidal. For any s ∈ Σl fix an irreducible representation ρs of G(Ql)
such that J (ρs) = s. Let Σ′l ⊂ B(G′(Ql)) be the finite set of Bernstein components
defined by {JL(ρs) | s ∈ Σl}. This is well-defined by Proposition 4.2.12. We denote
by e(Σ′l) the special idempotent associated to Σ
′
l. Let
e :=
∏
l∈S
e(Σl)×
∏
l /∈S∪S0∪{p}
el ×
∏
l∈S0
eG(Zl) ∈ C∞c (G(Apf ),Q)
be an idempotent, where the el for l /∈ S ∪ S0 ∪ {p} are arbitrary. Define e′ to be
the idempotent
e′ :=
∏
l∈S
e(Σ′l)×
∏
l /∈S∪S0∪{p}
el ×
∏
l∈S0
eG′(Zl) ∈ C∞c (G′(Apf ),Q).
Choose a finite extension L/Qp that contains the values of ιp(e) and ιp(e′) and
consider the eigenvarieties D(e) and D(e′) defined over L.
As before we have produced a map
Ze ↪→ Ze′ . (4.3)
Theorem 4.2.9 implies that this map is in fact a bijection. Keeping the notation of
the previous theorem we have
Theorem 4.3.3. There exists a p-adic Langlands transfer
ζ : D(e)→ D(e′).
It is an isomorphism.
4.3.3 A conjectural p-adic transfer
So far we have restricted ourselves to the case of groups of rank three. The reason
for this is that the classical transfer between inner forms is not known uncondition-
ally for higher rank groups. In this section we explain how to reduce the existence
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of a p-adic Langlands transfer in certain higher rank cases to a conjecture involving
only the classical transfer.
As before let E/Q be an imaginary quadratic extension. Assume q > 3 is a
prime number and denote by U∗q the quasi-split unitary group of rank q associated
to E/Q as at the beginning of this chapter. Let G and G′ be two inner forms of
U∗q . Let S be the set of primes l where Gl  G′l. Fix a prime p /∈ S which splits in
E. Note that as q is odd, the set S is contained in the set of primes which split in
E. We make the following further assumptions:
• Both G and G′ are definite.
• G comes from a division algebra D with an involution α of the second kind.
As before we denote by SG the set of places l that split in E and such that
D is ramified at all places above l.
• For l ∈ S, G′l is isomorphic to GLq /Ql.
Conjecture 4.3.4. Let G, G′ and S be as above. Let pi = ⊗lpil be an ∞-
dimensional automorphic representation of G(A). Then the representation pi′ of
G′(A) given by
pi′ =
⊗
l∈S
JL(pil)⊗
⊗
l /∈S
pil
is automorphic.
Let e =
∏
l 6=p el ∈ C∞c (G(Apf ),Q) be a product of local idempotents and choose
a set of primes S0 as before. Assume there exists l0 6= p such that l0 /∈ SG and el0 is
the special idempotent associated to a set of Bernstein components Σl0 all of whose
members are supercuspidal. This last assumption guarantees that all automorphic
representations that give rise to elements of Ze are ∞-dimensional.
Proposition 4.2.10 then implies that we can find a compact open subgroup
K ′ ⊂ G′(Apf ) such that for any automorphic representation pi of G(A) satisfying
ιp(e) · pipf 6= 0, the representation pi′ from Conjecture 4.3.4 satisfies (pi′pf )K
′ 6= 0. As
before this gives rise to an inclusion Ze ↪→ ZeK′ and therefore a p-adic transfer
between the corresponding eigenvarieties:
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Theorem 4.3.5. Assume Conjecture 4.3.4 is true. Then there exists a closed
immersion
ζ : D(e) ↪→ D(eK′)
which is a p-adic Langlands functorial transfer.
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Appendix A
Some definitions and facts
A.1 Definitions
For the convenience of the reader we list some definitions used in the construction
of eigenvarieties. They can all be found in [9]. We refer to p.7 of loc. cit. for the
conventions regarding limits over arbitrary index sets.
Definition A.1.1 ([9] Section 2). Let A be non-zero commutative Noetherian Ba-
nach E-algebra and M be a Banach A-module.
1. We say that M is ONable (short for orthonormalizable) if there exists a subset
{ei : i ∈ I} of M with |ei| = 1 for all i ∈ I such that the following two
properties are satisfied
• Every element m of M can be written uniquely as∑i∈I aiei with limi→∞ ai =
0, and
• if m = ∑i aiei, then |m| = maxi∈I |ai|.
2. We say that M is potentially ONable if there exists a norm on M equivalent
to the given norm, for which M becomes an ONable Banach A-module.
3. Let P be a Banach A-module. We say that P has property (Pr) if there is
a Banach A-module Q such that P ⊕ Q, equipped with its usual norm, is
potentially ONable.
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Definition A.1.2 ([9] Section 5). Let R be a reduced affinoid and let M and M ′
denote Banach modules satisfying property (Pr), let T be a commutative R-algebra
equipped with maps T→ EndR(M) and T→ EndR(M ′). Choose an element φ ∈ T
and assume it acts compactly on M and M ′.
1. We say that a continuous R-module and T-module homomorphism α : M ′ →
M is a primitive link if there is a compact R-linear and T-linear map c :
M →M ′ such that φ : M →M is α ◦ c and φ : M ′ →M ′ is c ◦ α.
2. We say that a continuous R-module and T-module homomorphism α : M ′ →
M is a link if one can find a sequence M ′ = M0,M1,M2, ...,Mn = M of
Banach R- modules satisfying property (Pr) with T-actions, and continuous
R-module and T-module maps αi : Mi →Mi+1 such that each αi is a primi-
tive link, and α is the compositum of the αi.
A.2 Jacquet–Langlands transfer
Let F/Ql be a finite extension and let D be a division algebra of dimension n2 over
F . Let G′ = GL1(D) and G = GLn(F ). Denote by E(G′) the set of isomorphism
classes of irreducible admissible representations of G′ and E2(G) the set of isomor-
phism classes of essentially square-integrable irreducible representations of G. The
following is a special case of The´ore`me principal in [16].
Theorem A.2.1. There exists a bijection, the local Jacquet–Langlands transfer,
JL : E(G′)→ E2(G), pi 7→ JL(pi)
characterized by the character relation
χJL(pi) = (−1)n−1χpi.
If µ : F ∗ → C∗ is a smooth character, then
JL(pi ⊗ (µ ◦ Nrd)) = JL(pi)⊗ (µ ◦ det).
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Let F be a number field and B be a non-split quaternion algebra. Let SB be
the set of places where B ramifies. Let G′/F be the algebraic group defined by the
units of B and set G = GL2 /F .
Theorem A.2.2 ([25] Theorem 14.4 and Theorem 16.1). There exists a unique
bijection
JL : {pi′ automorphic rep. of G′(A) of dim > 1}
→ {pi cusp. automorphic rep. of G(A), s.th. for all v ∈ SB, piv ∈ E2(G(Fv))},
such that for all v /∈ SB, piv ∼= pi′v.
A.3 Endoscopic Groups
Let G be a connected reductive group defined over a number field F and GF :=
Gal(F/F ) the absolute Galois group. Recall (e.g. from [24] Definition 5.1) that
endoscopic triples are defined as follows:
Definition A.3.1. An endoscopic triple for G is a datum of the form (H, s, ξ),
where
(a) s ∈ Ĝ is a semi-simple element,
(b) H is a quasi-split connected reductive group over F ,
(c) ξ : Ĥ → Ĝ is an injective group homomorphism identifying ξ(Ĥ) = ZĜ(s)0,
such that the following two properties are satisfied:
1. ξ is GF -equivariant up to Ĝ-conjugation, i.e. for all σ ∈ GF there exists
xσ ∈ Ĝ such that
σĜ ◦ ξ ◦ σ−1Ĥ = ad(xσ) ◦ ξ,
where σĜ and σĤ denote the respective L-actions of GF on the dual groups.
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2. The image of s in Z(Ĥ)/Z(Ĝ) is GF -invariant and its image in H
1(F,Z(Ĝ))
under the connecting homomorphism associated to the exact sequence of GF -
modules
1→ Z(Ĝ)→ Z(Ĥ)→ Z(Ĥ)/Z(Ĝ)→ 1
is everywhere locally trivial (i.e. belongs to the Tate-Shafarevich group
ker1(F,Z(Ĝ))).
Note that G has the same endoscopic triples as any of its inner forms.
We determine the endoscopic triples for the group SL2 defined over F and its
inner forms. We will use the Q-version of the dual groups. The dual group of
SL2 is PGL2(Q) and as SL2 is split the action of GF on PGL2(Q) is the trivial
action. Furthermore the centre Z(PGL2(Q)) = {1} is trivial, which simplifies the
second condition above. As the group H1(F, {1}) is the trivial group point 2 simply
becomes
2’. The image of s ∈ Z(Ĥ) is GF -invariant.
An easy calculation gives the following possibilities for the image ξ(Ĥ) up to Ĝ-
conjugacy:
Lemma A.3.2. Let s denote the image of
(
x 0
0 y
)
∈ GL2(Q) in PGL2(Q). Then
the group ZPGL2(Q)(s)
0 is given by
1. PGL2(Q), if x = y.
2. The diagonal torus T , i.e. the image of
{(
a 0
0 b
)
: a, b ∈ Q∗
}
⊂ GL2(Q) in
PGL2(Q), if x 6= y. It is isomorphic to Q∗.
Note that if x = −y in the above lemma the centralizer is not connected, but
is given by T ∪ Tw where w = (1 1).
We will see below that up to isomorphism the triple (SL2, 1, id) is the unique
endoscopic triple (H, s, ξ) such that Ĥ is isomorphic to PGL2(Q). The interesting
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case is therefore the second case. The image Hˆ is a torus of dimension 1 and in
particular the based root datum for Hˆ is given by (Z, 0,Z, 0). So the only freedom
we have is in defining the action ofGF . For that recall the following characterisation
of tori over a number field:
Proposition A.3.3. The functor {tori/F} → {GF − Lat} given by T 7→ X∗(T )
defines an anti-equivalence of categories.
Here GF -Lat denotes the category of finitely generated free abelian groups with
a continuous action of GF . Any action of GF on Z factors through a quotient of GF
of size one or two. When it is of size two this quotient corresponds to a quadratic
extension L/F over which the torus splits. For any 1 6= d ∈ F ∗/(F ∗)2 denote by
Td the torus defined by the lattice Z on which GF acts via
φ : Gal(F (
√
d)/F )→ Aut(Z) ∼= {±1}, φ(σ) = −1,
where σ denotes the non-trivial element in Gal(F (
√
d)/F ). If d = 1 in F ∗/(F ∗)2
let Td denote the torus defined by Z with the trivial action.
We see that for an endoscopic triple (H, s, ξ) such that s 6= 1, H is isomorphic
to one of the groups Td, for d ∈ F ∗/(F ∗)2 and it’s easy to see that they all give
rise to endoscopic subgroups. Namely let d ∈ F ∗/(F ∗)2. The action of GF on T̂d
is trivial if d = 1 and is given by σ(x) = x−1, where 1 6= σ ∈ Gal(F (√d)/F ) as
above. Consider the homomorphism
ξd : T̂d ∼= Q∗ → PGL2(Q), x 7→
(
x 0
0 1
)
.
Then ξd is injective. For d 6= 1 define s := (−1 1) ∈ PGL2(Q). For d = 1 choose
any element s ∈ ξ1(T̂ ). It is now easy to check that (T, s, ξd) defines an endoscopic
triple.
We’re only interested endoscopic triples up to isomorphism. We recall the
definition. For that denote by A(H/F ) the subgroup of pi0((Z(Hˆ)/Z(Gˆ))
GF ) of
elements that satisfy the second condition in Definition 1 (i.e. whose image in the
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H1 is locally trivial).
Definition A.3.4 ([24] Definition 5.2). An isomorphism between two endoscopic
triples (H, s, ξ) and (H ′, s′, ξ′) for G is an F -isomorphism α : H → H ′ such that
(i) ξ ◦ α̂ : Ĥ ′ → Ĝ and ξ′ are Ĝ conjugate.
(ii) The isomorphism A(H ′/F )→ A(H/F ) determined by (i) sends s′ to s.
We can now determine the endoscopic triples for SL2 up to isomorphism. If
Ĥ is isomorphic to PGL2(Q), the based root datum tells us that H is necessarily
a form of SL2. As SL2 has no outer forms and as the only inner form that is
quasi-split is SL2 itself, we see that H ∼= SL2. Furthermore s = 1 is determined
by the centralizer-condition. Condition 1 implies that ξ is also determined up to
conjugation which makes the triple (SL2, 1, id) unique up to conjugation.
The tori Td for d ∈ F ∗/(F ∗)2 are pairwise non-isomorphic. For d 6= 1 the
element s and the image of ξ are determined uniquely up to conjugation. For T1
we can choose s 6= 1 arbitrary, but then T̂ = Z(T̂ ) = Z(T̂ )GF is connected, and
therefore A(T/F ) = {1}. So condition (ii) of the definition is empty in this case.
Furthermore any two possible ξ have as image a maximal torus, and any two such
tori are conjugate. Therefore any two triples (T1, s, ξ) are isomorphic.
To sum up, we have shown:
Proposition A.3.5. The following is a complete list of representatives of isomor-
phism classes of endoscopic triples for SL2:
• (SL2, 1, id);
• (Td, (−1 1), ξd : T̂d → PGL2(Q), x 7→ diag(x, 1)) for d ∈ F ∗/(F ∗)2.
Finally recall that an endoscopic triple (H, s, ξ) is called elliptic if ξ(Z(Hˆ)GF ) ·
Z(Gˆ)/Z(Gˆ) is a finite group. We see that for the group SL2 this is the case for the
triples (SL2, 1, id) and (Td,−1, ξd), where 1 6= d ∈ F ∗/(F ∗)2.
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A.4 One-dimensional automorphic representations of uni-
tary groups
Let k be a field and G a reductive group defined over k. We denote by Gder the
derived subgroup of G. It is defined over k and from its universal property we see
that the quotient G(k)/Gder(k) is an abelian group. Therefore the commutator
subgroup [G(k), G(k)] is contained in Gder(k).1
Lemma A.4.1. Let G be a quasi-split unitary group over a p-adic field or the
compact unitary group U(n, 0) over the reals. Then
Gder(k) = [G(k), G(k)].
Proof: If G is a quasi-split unitary group over a p-adic field, then the claim of the
lemma is implied by Corollary 2.3.2(b) in Chapter 1 of [32].
Assume now that G ∼= U(n, 0) is a compact unitary group defined over R. Then
by definition [U(n, 0), U(n, 0)] ⊂ SU(n, 0). But SU(n, 0) is a compact semisimple
Liegroup. These are equal to their own commutator. For a proof of this last
assertion see [5] IX.33 Corollaire.
We also mention that if G is a non-split quaternion algebra over a p-adic field F ,
then we have [G(F ), G(F )] = ker(Nrd). For a proof of this we refer to Proposition
I.3.5 of [38].
Let E/Q be an imaginary quadratic extension and G = G(D,α) be a definite
unitary group as at the beginning of Chapter 4. Let AE,1 denote the subgroup of
norm one elements in A∗E, the ideles in of E, and E1 the norm one elements in
E∗. Let NG : G(A) → AE,1 be defined by NG(x) =
∏
lNG,l(xl) where NG,l is the
determinant for l /∈ SG and the reduced norm Nrd for l ∈ SG.
1The example of PGLn /Qp shows that in general the inclusion can be proper, as PGLdern =
PGLn, but PGLn(Qp)/[PGLn(Qp),PGLn(Qp)] ∼= Q∗p/Q∗p2 6= {1}. The problem here is roughly
that PGLn is not simply connected.
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Proposition A.4.2. If pi is a one dimensional automorphic representation of
G(A), then pi = χ ◦NG, where χ is a character of AE,1 trivial on E1.
Proof: Let pi : G(A)→ C∗ be a one dimensional automorphic representation. As
pi is unramified almost everywhere, ker(pi) contains G(Zl) for almost all l. We
show that ker(NG) ⊂ ker(pi) as follows. Let x ∈ ker(NG), then xl ∈ G(Zl) for
almost all l, so there exists a finite set S such that for all l /∈ S, the element
(1, , , 1, xl, 1, ..1) ∈ G(A) is in ker(pi). If l ∈ S then xl ∈ ker(NG,l) = [G(Ql), G(Ql)]
by the above lemma and the remark thereafter. Therefore x ∈ ker(pi).
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