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Abstract
This work addresses the classic machine learning problem of online prediction with expert ad-
vice. A new potential-based framework for the fixed horizon version of this problem has been
recently developed using verification arguments from optimal control theory. This paper extends
this framework to the random (geometric) stopping version. To obtain explicit bounds, we con-
struct potentials for the geometric version from potentials used for the fixed horizon version of the
problem. This construction leads to new explicit lower and upper bounds associated with specific
adversary and player strategies. While there are several known lower bounds in the fixed horizon
setting, our lower bounds appear to be the first such results in the geometric stopping setting with
an arbitrary number of experts. Our framework also leads in some cases to improved upper bounds.
For two and three experts, our bounds are optimal to leading order.
1. Introduction
The problem of prediction with expert advice (the expert problem) is a classic problem in online
machine learning. We will use the following representative definition of it.
Prediction with expert advice: At each period t ∈ [T ], (a) the player determines which
of the N experts to follow by selecting a discrete probability distribution pt ∈ ∆N ; (b)
the adversary determines the allocation of losses to the experts by selecting a probability
distribution at over the hypercube [−1, 1]N ; and (c) the expert losses qt ∈ [−1, 1]N and the
player’s choice of the expert It ∈ [N ] are sampled from at and pt, respectively, and revealed
to both parties.
In this setting, a = (at)t∈[T ] and p = (pt)t∈[T ] are referred to as, respectively, the adversary
and player strategies or simply the adversary and player. The player strategy may be known to the
adversary and vice versa. At time t, the player and adversary determine the probability distributions
pt and at, each having the information about the outcomes of the previous periods: {qτ , Iτ}τ<t.
However, since the current period loss qt is not revealed before the player choses pt and the player’s
choice It is not revealed before the adversary selects at, this implies that qt and It are independent
conditioned on the history.
In the finite horizon version of the expert problem, the number of periods T is fixed, the regret
is RT (p, a) = Ep,a
[∑
t∈[T ](qt)It −mini
∑
t∈[T ](qt)i
]
. The focus of this work is the geometric
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stopping version, where the final time T is not fixed but is rather random, chosen from the geometric
distribution G with mean 1δ , and the regret is R(p, a) = EGRT (p, a).
In the geometric setting, nonasymptotic minmax optimal strategies have not been determined
explicitly, except for N = 2 and 3 (Gravin et al., 2016). Strategies that are optimal asymptotically
(as δ approaches zero) were determined by methods based on partial differential equations (PDEs).
Drenska and Kohn (2020) showed that, for any N , the value function associated with a scaling limit
of the geometric problem is the unique solution of an associated nonlinear PDE. The last reference
also gave a closed-form solution of the geometric stopping PDE for N = 3. Bayraktar et al. (2019)
found a closed form solution of the geometric stopping PDE for N = 4, and using its inverse
Laplace transform, Bayraktar et al. (2020) solved the finite horizon PDE for N = 4.
Extending the ideas of Rakhlin et al. (2012) and Rokhlin (2017), in the fixed horizon setting
Kobzar et al. (2020) derived player and adversary strategies using sub- and supersolutions of specific
PDEs as potentials, and provided numerous examples (including lower as well as upper bounds).
This paper extends the PDE-based framework to the geometric stopping setting. In particular,
1. We provide easily-checked conditions for a function to be useful as a lower-bound or an upper
bound potential (Theorems 1 and 5).
2. Using a method based on the Laplace transform, we construct potentials for the geometric
problem from potentials used for the fixed horizon version (Theorems 3 and 6).
3. We obtain the first known lower bounds in the geometric stopping setting with an arbitrary
number of experts (Section 8.2). Our framework also leads in some cases to improved upper
bounds.
We use three classes of potentials to obtain explicit bounds. The first potential, discussed in
Section 5, is associated with the classical exponential weights player pe. The application of our
framework improves the best known upper bound for pe by
√
2 logN (uniformly in δ).
The second class of potentials, discussed in Section 6, is constructed by the Laplace transform
of the solution to the linear heat equation. The leading order behavior of the lower bound obtained
using this potential and a randomized adversary is Ω
(√
logN
δ
)
, which matches up to a prefactor
the leading order behavior of the upper bound attained using exponential weights (we also provide
explicit nonasymptotic guarantees). The upper bound obtained by this potential improves on the
previously known bounds for small N and δ.
The last class of potentials, discussed in Section 7, is based on closed-form solutions of a non-
linear PDE whose differential operator is the largest diagonal entry of the Hessian. The resulting
bounds are optimal to leading order for N = 2 and 3 and also improve on previously known upper
bounds for small N and δ.
2. Notation
For a multi-index I , ∂I refers to the partial derivative and dxI refers to the differential with respect
to the variable(s) in I , and dxˆI refers to the differential with respect to all except the variables in
I . D2u, D3u and D4u refer to the Hessian, 3rd derivative, and 4th derivative of u with respect
to x ∈ RN (which are 2nd order, 3rd order and 4th order tensors respectively); the associated
multilinear forms 〈D2u · q, q〉, D3u[q, q, q], D4u[q, q, q, q] are ∑i,j ∂iju qiqj , ∑i,j,k ∂ijku qiqjqk
and
∑
i,j,k,l ∂ijklu qiqjqkql.
2
NEW POTENTIAL-BASED BOUNDS FOR THE GEOMETRIC-STOPPING PREDICTION WITH EXPERT ADVICE
The vector rτ = qIτ ,τ1 − qτ denotes the player’s losses realized in round τ relative to those
of each expert (instantaneous regret) and the vector xt =
∑
τ<t rτ denotes the player’s cumulative
losses realized before the outcome of round t relative to those of each expert (cumulative regret or
simply the regret).
If u is a function, ∆u =
∑
i
∂2u
∂x2i
is its Laplacian; however, the standalone symbol ∆N refers
to the set of probability distributions on {1, ..., N}. [T ] denotes the set {1, ..., T} if T ≥ 1 or
{T, ...,−1} if T ≤ −1. 1 is a vector in RN with all components equal to 1, but 1S refers to the
indicator function of the set S.
A classical solution of a partial differential equation (PDE) on a specified region is a solution
such that all derivatives appearing in the statement of the PDE exist and are continuous on the
specified region.
Prediction with expert advice is a repeated two-person game. In the fixed horizon setting, it
is convenient to denote the time t by nonpositive numbers such that the starting time is T ≤ −1
and the final time is zero. The “spatial variables” and “spatial derivatives” of a function u(x, t) are
x ∈ RN and the derivatives of u with respect to x.
If u is a function of space and time, subscripts x or t denote partial derivatives (so ux and ut are
first derivatives and uxx, uxt and utt are second derivatives). In other settings, the subscript t is an
index; in particular, the expert losses and player’s choice at time t are qt and It. When no confusion
will result, we sometimes omit the index t, writing for example q rather than qt; in such a setting, qi
refers to the ith component of qt.
3. Lower Bounds
Our lower bounds are associated with specific adversary strategies. We shall only consider strategies
that are Markovian, in the sense that a strategy can depend only on the cumulative regret x. Such
an adversary a is associated with its value function va(x), which represents the expected final time
regret attained by this adversary when the prediction process starts at a cumulative regret x and the
player behaves optimally. This function is characterized by the following relationship:
va(x) = δmax
i
xi + (1− δ) min
p
Ea,pva(x+ r) (1)
As this relationship determines an optimal player, that strategy is also Markovian, i.e., depends only
on the cumulative regret x. The function va has an equivalent characterization:
va(x) = min
p
EG,p,a
[
max
i
(
xi +
∑
τ∈[T ]
ri,τ
)]
(2)
where T is sampled from the geometric distribution G.
In the context of lower bounds, we only consider those adversary strategies that assign the same
expectation to each component of q: Eaqi = Eaqj for all i 6= j (balanced adversaries). We associate
an adversary a with a potential uˆ as described below.1
1. We denote potentials for the geometric problem with the superscript ˆ (hat) to distinguish them from those for the
fixed horizon problem.
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Geometric horizon: A lower-bound potential uˆ is a function uˆ : RN → R, such that, for
every x ∈ RN , there exists a balanced adversary a on [−1, 1]N ensuring that uˆ is a classical
solution of  uˆ(x) ≤ maxi xi +
1− δ
2δ
Ea〈D2uˆ(x) · q, q〉 (3a)
uˆ(x+ c1) = uˆ(x) + c (3b)
An adversary associated with uˆ is a balanced strategy a such that (3a) is satisfied for all x.
The following result shows that a lower bound potential uˆ determines a lower bound on va.
This bounds the regret below since va(0) = minpR(a, p). The bound includes an “error” term that
comes from estimating the third-order terms in the Taylor expansion of uˆ (which is relevant because
to compare uˆ with va we must estimate minpEp,a[uˆ(x + r)] in terms of uˆ(x)). The proof, given in
Appendix A, uses the characterization (2) of va (as well as a characterization similar to (1) of a new
game whose value converges to va).
Theorem 1 (Geometric horizon lower bound) Let uˆ(x) be a lower bound potential and let va be
the value function of the associated adversary a. If uˆ(x) − maxi xi is bounded above uniformly,
then uˆ(x) − E ≤ va(x) where E is an error estimate of the Taylor approximation of uˆ. If D2uˆ
is Lipschitz continuous, then any constant E, satisfying 1−δ6δ ess supy∈[x,x−q]D
3uˆ(y)[q, q, q] ≤ E
uniformly for all q in the support of a and all x, may be used.
Similarly to Proposition 2 in Kobzar et al. (2020), if the adversary assigns the same probability
to q and −q for all q in its support (a symmetric strategy) and the potential is smooth enough, the
following alternative estimate of the error holds, as verified in Appendix B.
Proposition 2 (Geometric lower bound - symmetric adversary and smooth potential) If D3uˆ
exists and is Lipschitz continuous, then the conclusion of Theorem 1 holds for any constant E
satisfying −1−δ24δ ess infy∈[x,x−q] D4uˆ(y)[q, q, q, q] ≤ E uniformly for all q in the support of a and
all x.
Next, we show how a “stationary” fixed horizon potential can be used to determine a geometric
stopping potential uˆ. In this setting, we denote the time t by nonpositive numbers.
Fixed horizon: A lower-bound potential u is a function u : RN × R≤0 → R, such that,
for every x ∈ RN , there exists some balanced probability distribution a on [−1, 1]N that
depends on x only (i.e., it is stationary) ensuring that u is a classical solution of
ut +
1− δ
2δ
Ea〈D2u · q, q〉 ≥ 0 (4a)
u(x, 0) = max
i
xi (4b)
u(x+ c1, t) = u(x, t) + c (4c)
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Consider a potential uˆ given by
uˆ(x) = eδ
∫ −δ
−∞
etu(x, t)dt− C (5)
where C is a constant that such u(x,−δ)−maxi xi ≤ C for all x. Integrating by parts,
uˆ(x) = eδ
∫ −δ
−∞
∂te
tu(x, t)dt− C = u(x,−δ)− C − eδ
∫ −δ
−∞
etut(x, t)dt
≤ u(x,−δ)− C + eδ
∫ −δ
−∞
et
(
1− δ
2δ
Ea〈D2u · q, q〉
)
dt ≤ max
i
xi +
1− δ
2δ
Ea〈D2uˆ · q, q〉
where the last inequality holds because a is stationary. Also the linearity of u in the direction of
1 implies the same result with respect to uˆ. Therefore, uˆ associated with the adversary strategy a
satisfies (3).
If Ea〈D2u · q, q〉 is bounded above uniformly in x ∈ RN , t ≤ −δ, then uˆ(x) −maxi x is uni-
formly bounded above. Finally, if for any q in the support of a, ess supy∈[x,x−q]D3u(y, t)[q, q, q] ≤
C3(t), then
ess supy∈[x,x−q]D
3uˆ(y)[q, q, q] ≤ eδ
∫ −δ
−∞
etC3(t)dt
Thus, this calculation obtains a geometric lower bound potential associated with the same adversary
as the fixed horizon lower bound.
Theorem 3 (Fixed horizon to geometric lower bound) Let u be a fixed horizon lower bound po-
tential satisfying (4) and associated with a stationary adversary a and let va be the value function
of this adversary in the geometric stopping problem. If u(x,−δ)−maxi xi ≤ C uniformly for all x
and Ea〈D2u(x, t) · q, q〉 is bounded above uniformly for all x and t ≤ −δ, then uˆ(x)−E ≤ va(x)
where uˆ is given by (5) and E is an error estimate of the Taylor approximation of uˆ. If D2u(·, t) is
Lipschitz continuous and ess supy∈[x,x−q]D3u(y, t)[q, q, q] ≤ C3(t) uniformly in x and all q in the
support of a, then E = 1−δ6δ e
δ
∫ −δ
−∞ e
tC3(t)dt may be used.
Similarly to Proposition 2, if the fixed horizon potential is smooth enough and the associated
strategy is symmetric, we can obtain an alternative error estimate. Specifically, if D3u(·, t) exists
and is Lipschitz continuous, and for all t < 0, −ess infy∈[x,x−q]D4u(y, t)[q, q, q, q] ≤ C4(t), then
−ess infy∈[x,x−q]D4uˆ(y)[q, q, q, q] ≤ eδ
∫ −δ
−∞
etC4(t)dt
leading to the following proposition.
Proposition 4 (Fixed horizon to geometric l.b. - symmetric adversary and smooth potential) In
the context of Theorem 3, if D3u(·, t) exists and is Lipschitz continuous, and for all t < 0,
−ess infy∈[x,x−q]D4u(y, t)[q, q, q, q] ≤ C4(t) uniformly for all q in the support of a and all x, then
E = 1−δ24δ e
δ
∫ −δ
−∞ e
tC4(t)dt may be used.
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4. Upper Bounds
Our upper bounds are associated with well-chosen potentials for the player. We shall also only
consider potentials that are Markovian, i.e., that depend only on the cumulative regret x. The
associated player p is given by the gradient of such potential, and the value function vp(x) of p
represents the expected final time regret attained by this player when the prediction process starts
at a cumulative regret x and the adversary behaves optimally. This function is characterized by the
following relationship
vp(x) = δmax
i
xi + (1− δ) max
a
Ea,p vp(x+ r) (6)
The function vp also has an equivalent characterization:
vp(x) = max
a
EG,p,a max
i
[(
xi +
∑
τ∈[T ]
rτ,i
)]
(7)
To bound vp from above, we introduce an upper bound potential wˆ and the corresponding player p.
Geometric stopping: an upper bound potential wˆ is a function wˆ : RN → R, which is
nondecreasing as a function of each xi, and which, for all x ∈ RN , and c ∈ R, is a classical
solution of  wˆ(x) ≥ maxi xi +
1− δ
2δ
max
q∈[−1,1]N
〈D2wˆ(x) · q, q〉 (8a)
wˆ(x+ c1) = wˆ(x) + c (8b)
The associated player strategy p associated with wˆ is given by p = ∇wˆ(x).
Since wˆ is nondecreasing as a function of each xi and
∑
i ∂iwˆ(x) = 1 by linearity of wˆ(x) in the
direction of 1, p ∈ ∆N .
The following result shows that an upper bound potential wˆ determines an upper bound on vp.
This bounds the regret above since vp(0) = maxaR(a, p). This bound also includes an “error” term
that comes from estimating the third-order terms in the Taylor expansion of wˆ (which is relevant
because to compare wˆ with vp we must estimate maxa Ep,a[wˆ(x+ r)] in terms of wˆ(x)). The proof,
given in Appendix C, uses the characterization (7) of vp (as well as a characterization similar to (6)
of a new game whose value converges to vp).
Theorem 5 (Geometric horizon upper bound) Let wˆ(x) be an upper bound potential and let vp
be the value function of the associated player. If wˆ(x) − maxi xi is uniformly bounded below,
then vp(x) ≤ wˆ(x) + E where E is an error estimate of the Taylor approximation of wˆ. If D2wˆ
is Lipschitz continuous, then any constant E, satisfying −1−δ6δ ess infy∈[x,x−q]D3wˆ(y)[q, q, q] ≤ E
uniformly for all q ∈ [−1, 1]N and all x, may be used.
We can also construct a geometric stopping upper bound potential from a fixed horizon one.
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Fixed horizon: an upper-bound potential w is a function w : RN × R≤0 → R, which is
nondecreasing as a function of each xi, and which is, for all x ∈ RN , t < 0, and c ∈ R, a
classical solution of 
wt +
1− δ
2δ
max
q∈[−1,1]N
〈D2w · q, q〉 ≤ 0 (9a)
w(x, 0) ≥ max
i
xi (9b)
w(x+ c1, t) = w(x, t) + c (9c)
Consider a potential wˆ given by
wˆ(x) = eδ
∫ −δ
−∞
etw(x, t)dt+ C (10)
where C is a constant that such maxi xi − w(x,−δ) ≤ C for all x. Integrating by parts,
wˆ(x) = eδ
∫ −δ
−∞
∂te
tw(x, t)dt+ C = w(x,−δ) + C − eδ
∫ −δ
−∞
etwt(x, t)dt
≥ w(x,−δ) + C + eδ
∫ −δ
−∞
et
(
1− δ
2δ
max
q∈[−1,1]N
〈D2w · q, q〉
)
dt (11)
≥ max
i
xi +
1− δ
2δ
max
q∈[−1,1]N
〈D2wˆ · q, q〉 (12)
Also the linearity of w in the direction of 1 implies the same result with respect to wˆ. Also, if w is
nondecreasing with respect to each xi, then so is wˆ. Therefore, wˆ satisfies (8).
If 〈D2w · q, q〉 is bounded below uniformly in q ∈ [−1, 1]N , x ∈ RN and t ≤ −δ, then wˆ(x)−
maxi x is uniformly bounded below. Finally, if for any q, −ess infy∈[x,x−q]D3w(y, t)[q, q, q] ≤
C3(t), then
−ess infy∈[x,x−q]D3wˆ(y)[q, q, q] ≤ eδ
∫ −δ
−∞
etC3(t)dt
Thus, this calculation obtains a geometric upper bound potential from the fixed horizon one.
Theorem 6 (Fixed horizon to geometric upper bound) Letw be a fixed horizon upper bound po-
tential satisfying (8). If maxi xi−w(x,−δ) ≤ C uniformly for all x and maxq∈[−1,1]N 〈D2w·q, q〉 is
bounded below uniformly for all t ≤ −δ and all x, then vp(x) ≤ wˆ(x)+E where wˆ is given by (10),
vp(x) is the value function associated with the player p = ∇wˆ(x) and E is an error estimate of the
Taylor approximation of wˆ. IfD2u is Lipschitz continuous and−ess infy∈[x,x−q]D3u(y, t)[q, q, q] ≤
C3(t) uniformly for all q ∈ [−1, 1]N and all x, then E = 1−δ6δ eδ
∫ −δ
−∞ e
tC3(t)dt may be used.
The analysis becomes simpler if a fixed horizon upper bound potential has the form
w(x, t) = Φ(x) + kt (13)
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for a constant k. As shown in Appendix D, this allows us to use Taylor’s expansion of the resulting
geometric upper bound potential wˆ with the mean value form of the second-order remainder, which
eliminates the discretization error E. (Also, in such case, we do not need to ensure convergence of
the integral for the error term E, and therefore we can take the upper limit of integration to be 0
rather than δ.)
Proposition 7 (Fixed to geometric upper bound - certain potential) In the context of Theorem
6, if w has the form given by (13), then vp(x) ≤ wˆ(x) where wˆ(x) =
∫ 0
−∞ e
tw(x, t)dt + C and C
is a constant that such maxi xi − w(x, 0) ≤ C for all x.
In the next section, we will use this Proposition to derive an upper bound for the exponentially
weighted average player.
5. Exponential weights
The fixed horizon upper bound potential we given by we(x, t) = Φ(x) − 1−δ2δ ηt where Φ(x) =
1
η log(
∑N
k=1 e
ηxk) is associated with the exponential weights player pe. By a standard result, 〈D2Φ·
q, q〉 ≤ η for all q ∈ [−1, 1]N and all x.2 Also note that Φ(x + c1) = Φ(x) + c. Accordingly, we
satisfies (9). Let the corresponding geometric potential wˆe be given by
wˆe(x) =
∫ 0
−∞
etwe(x, t)dt = Φ(x) +
1− δ
2δ
η
Note that maxi xi − we(x, 0) ≤ 0. Also since Φ is convex, 0 ≤ 〈D2Φ · q, q〉. Therefore, by
Proposition 7, we obtain
Example 1 (Exponential weights) The exponential weights player pe attains the following upper
bound vpe(x) ≤ wˆe(x) where vpe is the value function for this player and wˆe(0) = logNη + 1−δ2δ η.
Taking η =
√
2δ logN
1−δ leads to the regret bound maxaR(a, p
e) ≤
√
2(1−δ) logN
δ .
6. Heat Potentials
In this section, we consider the function ϕ given by
ϕ(x, t) = α
∫
e−
‖y‖2
2σ2 max
k
(xk − yk)dy (14)
where α = (2piσ2)−
N
2 and σ2 = −2κt and t < 0. This function is the classical solution, on
RN × R<0, of the following linear heat equation{
ut + κ∆u = 0
u(x, 0) = maxi x
2. See, e.g., Appendix E in Kobzar et al. (2020)
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We also consider a function ϕˆ given by
ϕˆ(x) = eδ
∫ −δ
−∞
etϕ(x, t)dt
Since ddt(e
t
√−t− pi2 erf(
√−t) = et√−t, we obtain∫ −δ
−∞
et
√−tdt = e−δ
√
δ +
√
pi
2
(1− erf(
√
δ)) (15)
Therefore,
ϕˆ(0) =
√
2κEY maxYi
(
eδ
∫ −δ
−∞
et
√−tdt
)
=
√
2κEY maxYi
(√
δ + eδ
√
pi
2
erfc(
√
δ))
)
(16)
By Section 5 of Kobzar et al. (2020), the function ϕ defined by (14) with the diffusion factor
κs =
1− δ
δ
if N = 2,
1− δ
δ
(1
2
+
1
2N
)
if N is odd, or
1− δ
δ
(1
2
+
1
2N − 2
)
otherwise
satisfies (4) when the adversary uses the following strategy.
Heat adversary ah samples q from a uniform distribution on the set S:
S =
{
q ∈ {±1}N |
N∑
i=1
qi = ±1
}
forN odd and
{
q ∈ {±1}N |
N∑
i=1
qi = 0
}
forN even.
Note that the strategy ah is symmetric and stationary. Next, as confirmed in Appendix E,
|ϕ(x,−δ) − maxi xi| ≤ Cϕ for all x ∈ RN where Cϕ =
√
2κδEmaxi Yi, and Y is an N -
dimensional Gaussian random vector with mean zero and identity covariance matrix. Also by
Appendices I and F.1 in Kobzar et al. (2020), for ϕ with κ = κs,
max
q
〈D2ϕ · q, q〉 ≤ 2∆ϕ = −
∑
i
2α
σ2
∫
e−
‖y‖2
2σ2 yi1xi−yi>maxj 6=i xj−yjdy =
2
σ
EY max
i
|Yi|
=
2√−2κst
EY max
i
|Yi| ≤ 2√
2(1− δ)EY maxi |Yi|
for t ≤ −δ. In particular, maxq〈D2ϕ · q, q〉 is uniformly bounded above. Therefore, ϕ with the
diffusion factor κ = κs associated with the adversary ah is a fixed horizon lower bound potential
satisfying the conditions of Theorem 3. The resulting geometric lower bound potential is given by
uˆh = ϕˆ− Cϕ where ϕˆ has the same diffusion factor.
Let Euˆh denote the error term within the meaning of Theorem 3 for uˆ
h associated with the
adversary ah. By Appendix F.2 in Kobzar et al. (2020), |D3ϕ(y, t)[q, q, q]| ≤ K3|t| for all q where
K3 = O(κ
−1√N). Using a standard bound of the exponential integral, this error term can be
computed as follows:
1− δ
6δ
eδ
∫ −δ
−∞
et
K3
|t| dt ≤
1− δ
6δ
K3
(
1 + log
1
δ
)
= Euˆh (17)
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Taking κ = κs, Euˆh = O
(√
N
(
1 + log 1δ
))
.
Since ah is symmetric and ϕ is smooth, we can also use Proposition 4 to compute Euˆh . By
Appendix F.2 in Kobzar et al. (2020), |D4ϕ(y, t)[q, q, q, q]| ≤ K4
|t| 32
for an adversary supported on
{±1}N , such as ah, where K4 = O(κ− 32N
√
N). Therefore, since ddt
[
2
√
pierf(
√−t) + 2et√−t
]
=
et
(−t) 32
, we have
1− δ
24δ
eδK4
∫ −δ
−∞
et
|t| 32
dt =
1− δ
24δ
K4
(
2√
δ
− 2eδ√pierfc(
√
δ)
)
= Euˆh
where Euˆh = O
(
N
√
N
)
. Combining these estimates, Euˆh = O
(
N
√
N ∧√N (1 + log 1δ )).
For the upper bound, Section 5 in Kobzar et al. (2020) provides that when ϕ is defined using
κ = 1−δδ , it satisfies (9). As noted previously, |ϕ(x,−δ) − maxi xi| ≤ Cϕ for all x ∈ RN . Also
since max is convex, ϕ is convex as a function of x. This implies that 〈D2ϕ ·q, q〉 is bounded below
by zero. Therefore, ϕ with the above mentioned diffusion factor is a fixed horizon upper bound
potential satisfying the conditions of Theorem 6. The resulting geometric upper bound potential
wˆh = ϕˆ+ Cϕ with κ = 1−δδ , and the corresponding strategy is
The heat player ph selects ph = ∇wˆh(x) in each period.
LetEwˆh denote the error term within the meaning of Theorem 6 for wˆ
h. By a calculation similar
to (17), Ewˆh = O
(√
N
(
1 + log 1δ
))
. The following example summarizes these results.
Example 2 (Heat-based strategies) The value function vah of ah attains the lower bound uˆh(x)−
Euˆh ≤ vah(x) and the value function vph of ph attains the upper bound vph(x) ≤ wˆh(x) + Ewˆh
where the potentials uˆh and wˆh, and error terms Euˆh and Ewˆh are given above. By equation
(16), these bounds lead to the following regret bounds
√
2κsEY maxYi
(
eδ
√
pi
2 erfc(
√
δ)
)
−Euˆh ≤
minpR(a
h, p) and maxaR(a, ph) ≤
√
2(1−δ)
δ EY maxYi
(
eδ
√
pi
2 erfc(
√
δ) + 2
√
δ
)
+ Ewˆh .
For N = 2, EY maxYi = 1√pi , and therefore, limδ→0 uˆ
h(0) = limδ→0 wˆh(0) = 1√2δ . Since the
lower and upper bounds match to leading order, they are asymptotically optimal. This result also
matches the leading order of the exact minimax regret for two experts determined in Theorem 4.1
of Gravin et al. (2016) (as rescaled for our range of losses).
7. Max potentials
In this section, let ψ be given by the solution of{
ψt + κmaxi ∂
2
i ψ = 0
ψ(x, 0) = maxi x
(18)
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For all x ∈ RN , we will denote by {(i)}i∈[N ] the ranked coordinates of RN such that x(1) ≥ x(2) ≥
... ≥ x(N). By Claim 5 in Kobzar et al. (2020), the PDE (18) has an explicit classical solution on
RN × R<0 given by
ψ(x, t) =
1
N
∑
i
x(i) +
√−2κt
N−1∑
l=1
clf(zl)
where zl = 1√−2κt
((∑l
n=1 x(n)
)
− lx(l+1)
)
, f(z) =
√
2
pie
− z2
2 +zerf
(
z√
2
)
, erf(y) = 2√
pi
∫ y
0 e
−s2ds
and cl = 1l(l+1) . We consider a function ψˆ given by
ψˆ(x) = eδ
∫ −δ
−∞
etψ(x, t)dt
Since f(0) =
√
2
pi and
∑N−1
l=1 cl =
N−1
N , we obtain ψ(0, t) =
2(N−1)
N
√
−κtpi . Using (15),
ψˆ(0) =
2(N − 1)
N
√
κ
pi
(
eδ
∫ −δ
−∞
et
√−tdt
)
=
(N − 1)
N
√
κ
(
eδerfc(
√
δ) +
2√
pi
√
δ
)
(19)
As confirmed in Appendix F, ψ(x,−δ) −maxi xi ≤ Cψ for all x ∈ RN if Cψ = 2
√
κδ
pi
N−1
N .
Also the expressions for the derivatives of ψ in Appendix J of Kobzar et al. (2020) indicate that
maxi ∂iiψ(x, t) is uniformly bounded above for all x and t ≤ −δ.
Section 6 of Kobzar et al. (2020) confirms ψ with κ = 2(1−δ)δ satisfies (4) for the following
adversary am.
The max adversary am assigns probability 12 to each of q
m and −qm where the entry of qm
corresponding to the largest component of x is set to 1 and the remaining entries are set to
−1.
Therefore, ψ with the diffusion factor κ = 2(1−δ)δ associated with a
m is a fixed horizon lower
bound potential satisfying the conditions of Theorem 3. The resulting geometric lower bound po-
tential uˆm = ψˆ + Cψ. (We shall call this potential and wˆm, below the max potentials.)
Let Euˆm denote the error term within the meaning of Theorem 3 for uˆm. By Appendix M.1 in
Kobzar et al. (2020), ess supy∈[x,x∓qm] ± D3ψˆ(y)[qm, qm, qm] ≤ K
l.b.
3
|t| where K
l.b.
3 = O(κ
−1N).
By a calculation similar to (17), Euˆm = O
(
N
(
1 + log 1δ
))
.
To determine an upper bound, Section 6 of Kobzar et al. (2020) shows that ψ with the diffusion
factor
κm =
1− δ
δ
N2
2(N − 1) for N even, or
1− δ
δ
N + 1
2
for N odd (20)
satisfies (9). Also Appendix F below confirms that ψ(x,−δ) − maxi xi ≥ 0ˆ, and examination of
Appendix J in Kobzar et al. (2020) reveals that maxi ∂iiψ is uniformly bounded below for all x
and t ≤ −δ. Therefore, ψ with the diffusion factor κm is a fixed horizon upper bound potential
satisfying the conditions of Theorem 6. The resulting geometric upper bound potential is wˆm = ψˆ
with κ = κm , and the corresponding strategy is
11
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The max-based player pm selects pm = ∇wˆm(x).
Let Ewˆm denote the error term within the meaning of Theorem 6 for wˆm. By Appendix M.2
in Kobzar et al. (2020), |D3ψ(y)[q, q, q]| ≤ Ku.b.3|t| for all q ∈ [−1, 1]N where Ku.b.3 = O(κ−1N2).
By a calculation similar to (17), Ewˆm = O
(
N
(
1 + log 1δ
))
. The next example summarizes these
results.
Example 3 (Max-based strategies) The value function vam of am satisfies the lower bound uˆm(x)−
Euˆm ≤ vam(x), and the value function vpm of pm satisfies the upper bound vpm(x) ≤ wˆm(x)+Ewˆm
where the potentials uˆm and wˆm, and the error terms Euˆm and Ewˆm are as defined above. By equa-
tion (19), these bounds lead to the following regret bounds (N−1)N
√
2(1−δ)
δ
(
eδerfc(
√
δ)
)
−Euˆm ≤
minpR(a
m, p) and maxaR(a, pm) ≤ (N−1)N
√
κm
(
eδerfc(
√
δ) + 4√
pi
√
δ
)
+ Ewˆm .
For N = 2, limδ→0 uˆm(0) = limδ→0 wˆm(0) =
√
1−δ
2δ , and for N = 3, limδ→0 uˆ
m(0) =
limδ→0 wˆm(0) = 43
√
1−δ
2δ . Since the lower and upper bounds match to leading order, they are
asymptotically optimal. They also match the leading order of the exact minimax regret for two and
three experts determined in Theorems 4.1 and 4.2 of Gravin et al. (2016) (as rescaled for our range
of losses).
8. Related Work
8.1. PDE Characterizing Asymptotically Optimal Value
The max potential was known from Drenska and Kohn (2020) to solve the PDE associated with the
scaling limit of the optimal value function for N = 3 in the geometric case. The upper and lower
bounds we obtained match at the leading order for N = 2 and 3, and therefore solve that PDE.
For general N , while our framework does not rely on the PDE characterizing asymptotically
optimal value, it has the following relationship to that PDE. Let v be the minimax optimal value
of the game, and let vδ(x) =
√
δv
(
x√
δ
)
be a scaled version of this value function. The viscosity
solution of the PDE (3.8) in Drenska and Kohn (2020), which we denote by v∗, represents a scaling
limit of vδ: v∗(x) = limδ→0 vδ(x). This PDE, as adjusted to the losses in the present paper, is given
by3
v∗(x) = max
i
xi +
1
2
max
q∈[−1,1]N
〈D2v∗(x) · q, q〉 (21)
Since this PDE has not been solved explicitly for generalN , it does not provide numerical estimates
of the regret. (On the other hand, our framework provides explicit upper and lower bounds since
our potentials are explicit.)
Since v∗ represents a value function of a scaled game, we demonstrate its relationship to our
framework by introducing scaled versions of our potentials. The scaled lower bound potential is
3. Separately from the scaling by δ, discussed in the text accompanying this footnote, the losses in the original un-
scaled game in Drenska and Kohn (2020) are selected from {0, 1}N , rather than [−1, 1]N in the present paper. This
distinction, however, is not consequential.
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uˆδ(x) =
√
δuˆ
(
x√
δ
)
where uˆ is a solution of (3). Note that D2uˆδ(x) = 1√
δ
D2uˆ
(
x√
δ
)
. Thus, by
(3a),
uˆ
(
x√
δ
)
≤ max
i
xi√
δ
+
1− δ
2δ
Ea
〈
D2uˆ
(
x√
δ
)
· q, q
〉
which implies that
1√
δ
uˆδ (x) ≤ 1√
δ
max
i
xi +
1− δ
2δ
Ea
〈√
δD2uˆδ (x) · q, q
〉
Therefore, uˆδ satisfies
uˆδ (x) ≤ max
i
xi +
1− δ
2
Ea
〈
D2uˆδ (x) · q, q
〉
Since 12 maxq∈[−1,1]N 〈D2uˆδ · q, q〉 ≥ 1−δ2 Ea
〈
D2uˆδ (x) · q, q〉, uˆδ is a so-called subsolution of
the nonlinear PDE given by (21). Since these PDEs have comparison principles, uˆδ ≤ v∗.
We also define a scaled upper bound potential wˆδ by wˆδ(x) =
√
δwˆ
(
x√
δ
)
where wˆ is the
solution of (8). By an argument similar to the one above, wˆδ satisfies
wˆδ (x) ≥ max
i
xi +
1− δ
2
max
q∈[−1,1]N
〈
D2wˆδ (x) · q, q
〉
Since limδ→0 1−δ2 maxq∈[−1,1]N
〈
D2wˆδ (x) · q, q〉 = 12 maxq∈[−1,1]N 〈D2wˆδ (x) · q, q〉, in a
scaling limit, wˆδ is a supersolution of (21). By the comparison principles, v∗ ≤ limδ→0 wˆδ.
While the above discussion provides intuition on why our framework leads to bounds, it relies
on comparison principles for viscosity solutions, which are not elementary. A key advantage of the
present paper is that our analysis is entirely elementary (using little more than Taylor’s theorem).
Our framework also is nonasymptotic, providing bounds for any δ > 0, rather than addressing only
a scaling limit.
8.2. Relationship to Existing Bounds
While there are several known lower bounds for regret in the fixed horizon setting, our lower bounds
seem to be the first such results in the geometric stopping setting with an arbitrary number of experts.
A lower bound is, however, known when the player’s strategy is fixed to be exponential weights
(the strategy we have called pe); indeed, in this setting Gravin et al. (2017) show that the regret
(rescaled to our setting of losses in [−1, 1]) is asymptotically at most
√
logN
2δ as δ → 0. It is
interesting to compare that result with the lower bound we proved using the heat adversary ah.
Since limN→∞ maxi Yi√2 logN = 1 for an N -dimensional Gaussian random vector Y with mean zero and
identity covariance matrix.
lim
N→∞
1√
2 logN
lim
δ→0
√
δ[uˆh(0)− Eah ] =
√
pi
2
≈ .89 (22)
This shows that in the limit where δ → 0 first and then N → ∞, the lower bound for our heat
adversary ah is tighter than the lower bound of Gravin et al. (2017) (for which the limit analogous
13
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Figure 1: Plots of CN with N where CN = (uˆ(0) − E)
√
δ for a lower bound (l.b.) potential uˆ
and the associated adversary a (the resulting l.b. is CN/
√
δ ≤ minpR(a, p)) and CN = (wˆ(0) +
E)
√
δ for an upper bound (u.b.) potential wˆ and the corresponding player p (the resulting u.b. is
maxaR(a, p) ≤ CN/
√
δ). Each CN is determined for 1δ = 10
6 except where it is specified to be
asymptotic. Plot (a) compares the new heat-based l.b. with previously known bounds and plot (b)
shows the u.b. and l.b.’s for small N .
to (22) is 12 ). In the nonasymptotic settting, for sufficiently small δ, our lower bound also improves
on the one of Gravin et al. (2017), as shown in Figure 1(a).4 (Moreover, our guarantee is given with
respect to an arbitrary player strategy and not just pe.)
Our upper bound
√
2(1−δ)
δ logN for p
e also improves upon the corresponding upper bound√
2
δ logN determined in Gravin et al. (2017) (as rescaled for our [−1, 1]N losses). Furthermore,
when N and δ are small, as illustrated by Figure 1(b), the max-based player pm and the heat- based
player ph improve the upper bounds attained by pe (the heat adversary ah also remains tighter than
the corresponding lower bound in Gravin et al. (2017)).
9. Conclusion
In this work, we have extended the framework of Kobzar et al. (2020) for the expert problem from
the fixed horizon setting to the geometric stopping one. This framework uses potentials satisfying
certain PDE-style inequalities, and it gives lower as well as upper bounds.
Our lower bounds appear to be the first such results in the geometric setting for general N .
The leading order behavior of the lower bound based on the Laplace transform of the solution to
the linear heat equation (heat potential) is Ω
(√
logN
δ
)
, which matches up to a prefactor the leading
order upper bound obtained using exponential weights. Our lower bound is associated with a simple
4. Note that EY maxYi =
∫∞
−∞ t
d
dt
Φ(t)Ndt where Φ is the c.d.f. of the Gaussian random variableN(0, 1). Therefore,
for comparison purposes, we evaluate the expectation of the maximum of Gaussian using numerical integration
(integral function in MATLAB).
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randomized strategy for the adversary that is independent of the accumulated regret or any other
history.
Also our upper bounds based on the heat potential and a new max potential are tighter for small
N than those guaranteed by the exponentially weighted average forecaster.
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Appendix A. Proof of Theorem 1
We show that uˆ bounds va, modulo an “error” term, in two steps. First, we define a new problem,
which is the same as the geometric stopping problem except that it starts at a given time t ≤ −1,
and ends at time 0 (if it does not end sooner in accordance with the geometric stopping condition)
and show that the value of the new problem approaches va as t → −∞. Second, we show that uˆ
bounds below the value of the new problem for all t (modulo an “error” term as well).
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A.1. Convergence of the Value of the New Problem to the Original One
Similarly to (1), the value function g of the new problem is characterized by the following DP:
g(x, 0) = max
i
xi
g(x, t) = δmax
i
xi + (1− δ) min
p
Ea,p g(x+ r, t+ 1) if t ≤ −1
It has an equivalent definition given by g(x, t) = minp EG,p,a maxi
(
xi +
∑
τ∈[max(t,T )] ri,τ
)
. For
these purposes, the geometric random variable G is the same as the standard geometric distribution
except that it is multiplied by −1 so that its outcomes are negative numbers (consistently with our
time counting convention).
Since in each period the regret can decrease by at most 2, from the definition of va in (2), we
obtain g(x, t)− s(t) ≤ v(x) for any t ≤ 0 where
s(t) = EG
[
1T<t
∑
T<t
2
]
= 2
∞∑
τ=−t+1
(1− δ)τ−1δ(τ + t) = 2(1− δ)
−t
δ
Since limt→−∞ s(t) = 0, it suffices to bound g below.
A.2. Lower Bound on the Value of the New Problem
Let the error term of the new problem be given by E(t) = (1− δ)−tE(0) +∑τ∈[t](1− δ)|τ |K for
t ≤ −1 where K is any constant, satisfying 16ess supy∈[x,x−q]D3uˆ(y)[q, q, q] ≤ K uniformly for all
q in the support of a and all x. Note that limt→−∞E(t) = 1−δδ K = E.
To bound g below, we show that uˆ(x) − E(t) ≤ g(x, t) for all x ∈ RN and t ≤ 0. Since g is
characterized by a DP, we can use induction. The initial step uˆ(x)−E(0) ≤ maxi xi follows from
the uniform upper bound on uˆ(x)−maxi xi.
To prove the inductive step, as a preliminary result, we bound below the difference minp Ea,p [uˆ(x+
r)]− uˆ(x) in terms of K Since uˆ is C2 with Lipschitz continuous second-order derivatives, we use
Taylor’s theorem with the integral remainder:
min
p
Ea,p [uˆ(x+ r)]− uˆ(x) = min
p
Ea,p [uˆ(x− q)] + qI ]− uˆ(x)
= min
p
Ea,p
[
qI − 〈q,∇uˆ(x)〉+ 1
2
〈D2uˆ(x)q, q〉 −
∫ 1
0
D3uˆ(x− µq)[q, q, q] (1− µ)
2
2
dµ
]
(23)
≥ δ
1− δ (uˆ(x)−maxi xi)−K
As discussed in Section 1, q distributed according to a and I distributed according to p are inde-
pendent conditioned on history. Therefore, Ep,a[qI − 〈q,∇uˆ(x)〉] = 〈p −∇uˆ(x),Eaq〉 = 0 for all
p since a is balanced and
∑
i ∂iuˆ = 1 by linearity of uˆ along 1. We also used the condition on the
potential (3a). Rearranging (23), we obtain
(1− δ)(min
p
Ea,p [uˆ(x+ r)]− uˆ(x))− δ(uˆ(x)−max
i
xi) + (1− δ)K ≥ 0
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Using this inequality, the inductive hypothesis u(x + r) − E(t + 1) ≤ g(x + r, t + 1), and the
dynamic programming characterization of g, we obtain
uˆ(x)− E(t) ≤ uˆ(x)− δ(uˆ(x)−max
i
xi) + (1− δ) min
p
Ea,p[uˆ(x+ r)− uˆ(x)] + (1− δ)K − E(t)
≤ δmax
i
xi + (1− δ) min
p
Ea,p[uˆ(x+ r)] + (1− δ)K − E(t)
≤ δmax
i
xi + (1− δ) min
p
Ea,p[g(x+ r, t+ 1) + E(t+ 1)] + (1− δ)K − E(t)
= g(x, t)
Finally, observe that E(t) satisfies the recursion E(t) = (1 − δ)(E(t + 1) + K) used in the last
equality.
Appendix B. Proof of Proposition 2
If D3uˆ exists and is Lipschitz continuous, then (23) can be replaced by
min
p
Ea,p
[
qI −∇uˆ(x) · q + 1
2
〈D2uˆ(x) · q, q〉
− 1
6
D3uˆ(x)[q, q, q] +
∫ 1
0
D4uˆ(x− µq)[q, q, q, q] (1− µ)
3
6
dµ
]
Since the adversary a is symmetric, q has the same distribution as −q. Therefore, Eaqiqjqk = 0 for
any i, j, and k and consequently EaD3uˆ(x)[q, q, q] = 0. The remainder of the proof of Theorem 1 is
the same except that we defineK as any constant satisfying− 124ess infy∈[x,x−q]D4uˆ(y)[q, q, q, q] ≤
K uniformly for all q in the support of a and all x.
Appendix C. Proof of Theorem 5
Since p = ∇wˆ(x) and I and q are distributed independently, Ea,p[qI − ∇wˆ(x) · q] = Ea[〈p, q〉 −
∇wˆ(x) · q] = 0 for all a, which also eliminates the first-order derivative from the Taylor expansion.
Therefore,
max
a
Ea,p [wˆ(x+ r)]− wˆ(x)
= max
a
Ea
[1
2
〈D2wˆ(x)q, q〉 −
∫ 1
0
D3wˆ(x− µq)[q, q, q] (1− µ)
2
2
dµ
]
(24)
≤ δ
1− δ (wˆ(x)−maxi xi) +K
The rest of the proof of Theorem 5 is similar to the proof of Theorem 1.
Appendix D. Proof of Proposition 7
In this setting, the geometric upper bound potential wˆ is given by
wˆ(x) =
∫ 0
−∞
etw(x, t)dt+ C = Φ(x)− k + C
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which implies that 〈D2wˆ · q, q〉 = 〈D2w · q, q〉 = Φ(x). Note C is a constant that such maxi xi −
w(x, 0) ≤ C for all x.
This fact, the fact that w(x, 0) = Φ(x), and the properties of the fixed horizon upper bound
potential w, in particular (9a) and (9b), imply that for two arbitrary points x and y in RN
1− δ
2δ
〈D2wˆ(y)q, q〉 − wˆ(x) + max
i
xi =
(1− δ
2δ
〈D2w(y)q, q〉+ k
)
+
(
max
i
xi − Φ(x)
)
− C ≤ 0
or equivalently 12〈D2wˆ(y)q, q〉 ≤ δ1−δ (wˆ(x) −maxi xi). Therefore, in the proof of Theorem 5 in
Appendix C, we can use Taylor’s theorem with the mean value form of the second-order remainder.
Accordingly, (24) is replaced by
max
a
Ea,p [wˆ(x+ r)]− wˆ(x) = max
a
Ea
1
2
〈D2wˆ(y)q, q〉 ≤ δ
1− δ (wˆ(x)−maxi xi)
Note that the error term K has been eliminated from this expression.
Appendix E. Heat Potential: Final Time Bound
Since −maxi(x− y)i ≥ −maxi xi + mini yi, we have
ϕ(x, 0)− ϕ(x,−δ) = α
∫
e−
‖y‖2
2σ2 max
i
xi −max
i
(xi − yi)dy
≥ α
∫
e−
‖y‖2
2σ2 min
i
yidy = −σEmax
i
Yi
where σ =
√−2κδ. Similarly, since −maxi(x− y)i ≤ −maxi xi + max yi, we obtain ϕ(x, 0)−
ϕ(x,−δ) ≤ √−2κδEmaxi Yi.
Appendix F. Max Potential: Final Time Bound
We have for any x
ψ(x, 0)−ψ(x,−δ) = x(1)−
1
N
N∑
l=1
x(l)−
√
2κδ
N−1∑
l=1
clf(zl) =
√
2κδ
N−1∑
l=1
clzl−
√
2κδ
N−1∑
l=1
clf(zl)
Since −
√
2
pi ≤ z − f(z) ≤ 0 for z ≥ 0, we have −2
√
κδ
pi
N−1
N ≤ ψ(x, 0)− ψ(x,−δ) ≤ 0.
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