The trend of 5G mobile networks is increasing with the number of users and the transmission rate. Many operators are turning to small cell and indoor coverage of telecom network service. With the emerging Software Defined Networking and Network Function Virtualization technologies, Internet Service Provider is able to deploy their networks more flexibly and dynamically. In addition to the change of the wireless mobile network deployment model, it also drives the development trend of the Micro Operator ( O). Telecom operators can provide regional network services through public buildings, shopping malls, or industrial sites. In addition, localized network services are provided and bandwidth consumption is reduced. The distributed architecture of O tackles computing requirements for applications, data, and services from cloud data center to edge network devices or to the micro data center of O. The service model of O is capable of reducing network latency in response to the low-latency applications for future 5G edge computing environment. This paper addresses the design pattern of 5G micro operator and proposes a Decision Tree Based Flow Redirection (DTBFR) mechanism to redirect the traffic flows to neighbor service nodes. The DTBFR mechanism allows different Os to share network resources and speed up the development of edge computing in the future.
users. The O is originated from Oulu University in Finland that consists of three features [14] . (1) Mobile devices access local network specific service (2) spatially confined area with specific service (3) dependent on appropriate available network resources. Facilities like hospitals, schools, large conference, sports venues, shopping malls, hypermarkets, and factories can use local area network service to satisfy users' needs for all sorts of application services.
Restricted by resources and space, O has the character of regionalization service that allows it to provide, under circumstances where hardware infrastructures are scarce and the resources are limited, different regional services according to different domains, making it possible for users of mobile devices to gain access to services in the nearby regions. Apart from reducing the consumption of bandwidth resources by offering nearby network services, this kind of localization service can also transfer applications, data, and the computing of services from nodes in the data center on cloud to edge nodes in logical LAN to be processed and realize the developing environment for edge computing [15, 16] , reduce network latency, and satisfy 5G demands for amelioration of latency.
The purpose of this paper is to discuss the O design pattern in 5G SDN/NFV network and establishes an experimental environment to evaluate the decision tree based traffic flow redirection mechanism. To realize the customized experiment environment, the network functions virtualization is taken into consideration in our research. Our contributions are listed as follows:
(1) A O design pattern is constructed based on SDN and NFV that combines network slicing and tunneling technologies to build a network infrastructure for Os.
(2) A DTBFR mechanism for O is proposed and the decision tree theory is utilized to serve as the reference in the determining the SDN traffic flows direction. The rest of the paper is organized as follows: in Section 2, the background and related works are addressed. Section 3 describes the O design pattern and DTBFR mechanism. Section 4 presents the experiment results. The last section concludes this paper.
Background and Related Works
The development of 5G application services will be largely on the Internet of Things (IoT) and encourages the new communication market to move toward a more verticalsubdivision one [17, 18] . The result will be the formation of different emerging application service scenarios and more diverse demands for networks. However, as far as telecommunication is concerned, despite the fact that there is now a globally agreed requirement on IoT constructed by 5G on characters such as transmitting speed, capacity, coverage, and security, there is still room for the business model of 5G to improve itself. 5G mobile broadband network puts the accent on small cells/base stations, how to amplify indoor coverage, providing faster services for users, and reducing the latency in network transmission, all of which pose a great challenge for telecommunication operators [19] [20] [21] Figure 2 : Micro operator service model [24] .
MVNOs use MNOs' spectrum and network to provide customized mobile communication services, the mobile virtual private network for enterprises, or scores of other micro markets that operators still have not stretched their services to such as less lucrative or regional local emerging markets. A trend of regionalization has been observed among small cell/base stations and the regional services do not processes the characters of public area network, industrial application network, and a hybrid network. O is an emerging network business model that has started developing under this backdrop [22] . Reference [14] illustrates the relation between O and MNO and scrutinizes the use cases of O-MNO to set the foundation for the possible business model for O. Reference [23] proposes a mechanism in regard to O's shared spectrum access communication and shares the infrastructure of mono-network/physical network via virtual technology to fully utilize the valuable bandwidth resource.
As shown in Figure 2 , the service model of O can be divided into four quadrants:
(1) The first quadrant is closed, controlled, independent, and general service that often takes places in office. The users in this region can gain access to the services provided by the region. (2) The second quadrant is shared, transparent, and general service that often takes places in shopping malls and schools. Such regions are often packed with people and a great deal of data is required as well. A micro data center might be set in the region for users to quickly gain access to the services. (3) The third quadrant is shared, transparent, and special service that often takes place in scenarios like telematics network and customized services. Such services are likely to be used by end-users. The communication among end-users requires special network protocols. (4) The fourth quadrant is closed, controlled, independent, and special service that might take place in hospitals, automated factories, and smart grids. Hospitals provide irreplaceable medical services. Users will have to connect to such regions before gaining access to the services.
Due to the increasing demand of mobile device users accessing Internet services, operators need to dynamically adjust and combine to meet the requirements of different applications in order to improve network performance. The service architecture of 5G O must also be developed in conjunction with different technologies such as SDN and NFV [25, 26] . SDN abstracts the network architecture by decoupling the network control and forwarding functions enabling the network control to become directly programmable and the underlying infrastructure to be abstracted for applications and network services [27] . By separating the control plane from the data forwarding plane and virtualizing all of the connections, administrator can remove the hard-wired barriers of networks and quickly change structures to suit their needs. In addition to the SDN, NFV is a core structural change in the way telecommunication infrastructure gets deployed. The goal of NFV is to enable service providers to reduce costs and faster service delivery. The requirements and open standards that underpin NFV are being developed by the European Telecommunications Standards Institute (ETSI) [28] .
Since 5G technology is now undergoing rapid development, the conventional network infrastructure is not able to meet 5G's diverse demands and Os' development of service model in the future. Therefore, the international standards organization and equipment manufacturers now set out to promote the technology of network slicing which allows ISP to use SDN and NFV technologies to realize network virtual slicing, the division of several different service scenarios, and the provision of customized network service [29] [30] [31] . The 5G white paper proposed by Next Generation Mobile Networks (NGMN) that expounds 5G's network infrastructure in the future had included the concept of network slicing technology in order to support particular connection forms and use particular methods to deal with the communication services of control/user-plane [32] . To satisfy the requirements of 5G network's flexible configuration, NOKIA had come up with the programmable 5G network infrastructure where network slices of several independent virtual subnetworks are constructed in the same basic infrastructure to serve the purpose of the specific application [33] . Network slicing technology can divide network resources into multiple independent virtual networks. Not only can it satisfy the diverse demands of small cells/base stations and O but it can also work as the crucial technology for the development of 5G network communication. As for virtualization tools, in order to realize the function of network slicing, [34] proposes the concept of Network Virtualization Layer-FlowVisor that divides a physical network into several virtual networks that each possesses their own controllers and enables personal virtual network to be built in the same physical network equipment to achieve the goal of resource allocation. Reference [35] proposes a platform of network virtualization called OpenVirtex (OVX) that is capable of realizing network virtualization for multiple tenants. OVX can map a user's network topology to a physical topology according to the user's needs and accomplish the network-connecting process. The major difference between OVX and FlowVisor is that users of OVX do not have to worry about the basic physical topology and can define their won virtual network topology. OVX will assist its users to accomplish the mapping of virtual network topology to physical network topology. The conventional offline benchmark planning is no longer suitable to satisfy 5G Os' efficient utilization of resources and demands of sharing and the full utilization of computing resources to respond to the complicated situations of different demands to determine the direction of the traffic flow. Machine learning is on the list of the most potential candidates [36] . It provides a much stronger and complicated decision-making ability. Decision tree is one of the most popular machine learning algorithms used all along. Decision tree, on the other hand, is highly efficient supervised learning model that is ideal for the prediction of classification and regression data type such as ID3 and C4.5 [37, 38] . C4.5 is the refined version of feature selection in ID3 algorithm that can be used to process continual class label and the problem of missing data in training data. It can also correct the problem of overfitting of the decision tree by means of pruning. As for the application of route choosing and traffic flow identification in regard of mobile edge network, [39] uses the characters of SDN and combines them with decision tree algorithm to categorize traffic flow, allowing the controller to choose an access point from the local network that is suitable to be connected to a mobile device according to the level of congestion of the backhaul route. Reference [40] proposes a model called AMPS that combines SDN and machine learning. The model is capable of categorizing the differences of each traffic flow by means of learning packet identification and then chooses the best route of transmission for the traffic flow to achieve the automation of the optimal selection of routing path.
5G O Design Pattern and DTBFR Mechanism
The interaction between SDN and NFV enables the 5G network to build a system infrastructure in an abstract manner and further increase the flexibility of the network, allows the vertical system to be divided into multiple sliced constructor blocks, and builds a network that is connectable, programmed, and virtual. The operator can advance to use network slicing technology to virtualize networks and, as the aforesaid paragraphs, flexibly divide a physical network into multiple independent and segregated O networks according to different usage scenarios. As for the design of the infrastructure, this paper uses SDN and NFV technologies as the base and combines network slicing and tunneling technologies to build a network infrastructure for Os. The infrastructure allows users of different Os to be concatenated via tunneling technology and then realizes the rapid connection of network to effectively enhance the interconnectivity of networks.
The proposed O design pattern is shown in Figure 3 . gain access to the data on the nearby micro data center. The users can also, via tunnels, connect to the cloud data center on the Internet to access the network service of particular application. The proposed architecture pattern combines network slicing and tunneling to realize the communication model for Os and further integrates bandwidth controlling technology to be applied to the communication bandwidth application of the O's network. This will increase the utilization ratio of network resources and the efficiency of traffic flow and result in a better quality of experience (QoE) for the network users.
In response to the demand of O's network resource distribution that allows users to gain access of nearby network resources, the paper proposes a DTBFR mechanism for O and uses decision tree theory to serve as the reference in the determining the SDN traffic flows direction. Decision tree algorithms have been used for solving predictive analytics problems in the past few years. Decision tree is a supervised machine learning model with simple process intuition and high execution efficiency. Decision tree algorithm is mainly used to conduct systematic result and integration of dataset and to find the special class and label relation during the decision-making process. Compared with other ML models, execution speed is a major advantage. To quantify uncertain information and dataset, the paper uses entropy as a method to gauge uncertainty and level of chaos in (1) . Entropy is a measure of the impurity in a collection of training examples. The entropy increases with the increase in uncertainty or randomness and decreases with a decrease in uncertainty or randomness. The production of information comes with uncertainty and entropy can gauge it according to its probability of occurrence [41] . With higher probability, the chaos is more likely to occur and the uncertainty is low, while on the contrary, the uncertainty is high.
Decision trees algorithm uses feature selection to guide the decision of the most useful attributes. Different feature selection criteria result in different types of decision trees. ID3 uses entropy and information gain to construct a decision tree. Information gain is used to decide which feature to split on at each step in building the tree. Information gain measures the expected reduction in entropy by partitioning the examples according to an attribute. Calculations of ID3 information gain are shown in (2). The information gains criteria to measure the strength of the association between an attribute and class. Symbol S is the target class and Symbol A represents the class label. C4.5 is an extension of ID3 which is a similar tree generation algorithm. C4.5 uses gain ratio by splitting the training sets based on its test attributes. The gain ratio takes number and size of branches into account when choosing an attribute. It corrects the information gain by taking the intrinsic information of a split into account. The split information can be defined as shown in (3). The gain ration can be defined as shown in (4) . The flowchart of decision tree construction is shown in Figure 4 .
The dataset used by the decision tree consists of both class labels and decision result. Training data collects user application traffic primarily through SDN controller. The dataset includes user's network area, server's CPU/memory, and traffic oriented result. . Training data is a certain percentage of an overall dataset along with a testing set. The more complete training data makes classification easier. The duplicate values and divorced values must be removed first from the dataset. Duplicate values refer the same values for each class label in the dataset. Divorced values are calculated from the average value of the class label. When the value of the class label is greater than the average of ±5, the dataset will be removed from dataset.
After completing training on data collection, we can start to establish the node of the decision tree. Calculate the Gain(S, A), SplitInfo(S, A), and Gain ratio(S, A) from the class labels of the dataset. Pick the best Gain ratio (S, A) from the list and save it to BestFeature as the root of the decision tree. The remaining unselected class labels are added to Unselected labels. The execution of the recursion begins when the decision tree node is established. Pruning is a technique in machine learning that reduces the size of decision trees by pruning the tree based on the statistical confidence estimates. When the decision tree is created, load the training data and start traverse tree node from root to leaf. We adopted the pessimistic pruning strategy proposed used in C4.5 to avoid the need of pruning set and continuity correction to error rate at each node.
In this paper, the calculation of continuous class labels and discrete class labels is different. Discrete data is the type of data that has clear spaces between values while continuous data is data that falls on a continuous sequence. Table 1 shows the example of continuous class label. The second column shows the servers' CPU usage in O. The third column S represents the output of the decision. In this example we start with number 66 to calculate the gain ratio. The dataset greater than 66.0 and the dataset less than or equal to 66.0 use (1) to compute the entropy value as 0 and 0.96, respectively. Then, the results are calculated by (2) and (3). Dividing the Gain (S, 66.0) by the (3) yields the gain ratio value of 0.129. Table 2 shows the calculation results and the class label CPU 66.0 gets the maximum gain ratio value in this example. Based on the above calculation, the best value is chosen in each round to serve as the node of the tree until the decision tree is established. Based on the results of Table 2 , the decision tree is constructed as shown in Figure 5 . In order to correct the overlearning problem caused by the impure information in the decision tree, we adopted the pessimistic error pruning strategy to recursively estimate the error rate of the sample nodes covered by each internal node. Pessimistic error pruning is based on error estimates derived from the training data.
If the internal node's error rate is lower than the estimated value, it will be replaced by the largest number of leaf nodes in the subtree.
Assume that an internal node of the tree covers N samples with E errors; then the error rate of the leaf nodes is given by (5) . This penalty factor is 0.5. Pessimistic error pruning adds a constant to the training error of a subtree by assuming that each leaf automatically classifies a certain fraction of an instance incorrectly. This fraction is taken to be 1/2 divided by the total number of instances covered by the leaf and is called a continuity correction in statistics.
After pruning, the internal node becomes a leaf node and the false positive number also need to add a penalty factor. The error rate of subtree is given by (6) . Equations (7) and (8) show the false positive number and the standard deviation of Wireless Communications and Mobile Computing 7 the subtree. The false positive number of leaf node is shown in (9) .
As shown in (10) , if the number of misclassified subtrees minus the standard error of the error rate is still greater than the number of false positives corresponding to the leaf node; then the pruning will occur and the subtree will be removed from the tree. Until all nodes in all decision trees have been visited, the pruning process is completed. The pruning process is finished when all the nodes in all the decision trees are visited. Figure 6 shows the pruned decision tree.
The proposed DTBFR mechanism utilizes the SDN technology to collect the network traffic information. The calculation results of decision tree algorithm can provide instructions for SDN controller to guide user traffic flows to the services in the nearby 5G O micro data center. The DTBFR mechanism combined with 5G SDN/NFV programmable network architecture can improve service efficiency and save available bandwidth resources.
Experiment Results
The purpose of this experiment is to verify O's communication infrastructure pattern during operation. The experiment condition consists of multiple local area networks controlled by the O and central tunnel controllers. In our evaluation, we simulated a network with tree-like topology in mininet and measured the overhead caused by network view division [42] . Mininet is used to simulate O's network, and tunnels can be built among different O areas for quick exchange of information. The experiment comprises two hypervisors, one OpenVirtex, and multiple SDN controllers shown in Figure 7 . The topology is constructed by the mininet in VM in the hypervisor and the O areas are concatenated by tunneling technology. The OpenVirtex functions as the system management system. The IT staff can construct network slicing for the system via network interface and the back-end server of the network interface will analyse the operating information before interpreting it into OpenVirtex to produce commands for network slicing. The webpage uses socket and slice manager to transmit information. After the slice manager receives the information, it will continue to use OpenVirtex's API to build network slicing for the manager. Network slicing has a wide range of applications according to the cohorts of users, the types of application services, or different demands for resources. The paper uses regionalization service as the benchmark for network slicing and connects homogeneous regionalization service servers with tunneling technology to form a complete network slicing of regionalization service. A C4.5 decision tree model is built based on the mechanism proposed by Ross Quinlan to serve as the reference for determination of 5G O's traffic flow direction and allows the users' traffic flow to be directed to a closer O access service to reduce the network latency in packet transmission.
In order to verify O 0 and O 1's virtual communication service infrastructures, the experiment uses hypervisor to stimulate the scenario of adjacent O communication. The infrastructure of the experiment consists of one Xen hypervisor and two Ubuntu 16.04 virtual machines. Mininet is used to virtualize S1 for VM1, add GRE interface, and set the remote IP as 10.10.10.126, which is the IP of VM2. VM2 has the same setting with the only difference that its remote IP is set as 10.10.10.116, which is the IP of VM1. Both VM1 and VM2's control plane are set as OpenVirtex and OVX will simultaneously finish logical network slicing when the slicing is built. As shown in Figure 8 , the TCP bandwidth test is conducted by Iperf in mono-hypervisor. Iperf is a network benchmarking tool which is used to measure the throughput of the network carrying UDP and TCP data [43] . The average bandwidth of GRE tunnels is 1.65 Gbps and the average bandwidth of VxLAN tunnels is 1.63 Gbps. The results of the experiment are shown in Figure 9 . As shown in Figure 10 , logical network slicing infrastructure is built by the two hypervisors. Hypervisor 1 and Hypervisor 2 are separated physically. The results of the experiment are shown in Figure 11 . In this case, the average bandwidth of GRE tunnels is 915 Mbps and the average bandwidth of VxLAN tunnels is 908 Mbps.
Judging from the results, we can see that even though tunnels between the two VMs in mono-hypervisor are successfully built, the packets are unable to actually leave hypervisor's network card but exchange memory instead. This is because both VMs are located in the same hypervisor. In the two hypervisors scenario, tunnels are successfully built as well and the packets actually reach each other's hypervisor network cards to carry out the exchange. This is attributed to that fact that a bridge of communication has been built by the tunnels and the packets are repackaged. It is therefore determined that the two hypervisors scenario requires less bandwidth than mono-hypervisor.
As for the scenario of nonadjacent O communication, we replace the experiment infrastructure with two-tier mininet to simulate the whole environment and construct a virtual experiment infrastructure in different domains. As shown in Figure 12 , in the first tier, we use the mininet to construct topology in different domains and connect domain 1 and domain 2 via the OpenVSwitch (OVS) of the mininet. Domain 1 and Domain 2 can also construct their own topology via the mininet. The topology of the mininet in the first tier uses OpenVirtex to conduct the network slicing for tenants. The slices are composed of tunnel and nontunnel, and the slices are subject to the management of different controllers. For example, the tunnel slice is subject to tunnel controller and so forth. The tunnel network slicing uses the exclusive network slices built by the tunneling technology. The experiment uses two mainstream tunneling technologies, GRE and VxLAN, to conduct the comparison. The experiment result is shown in Figure 13 . The experiment sets the bandwidth of the link in the topology at 100Mbytes and the major purpose of the experiment is to test the transmission efficiency of the two tunneling technologies. GRE tunnel package belongs to the third tier routing; VxLAN uses UDP to pack the packet. The average bandwidth of GRE is around 73.7 Mbytes and the average bandwidth of VxLAN is around 34.8 Mbytes. The results clearly suggest that VxLAN's packet transmission efficiency is not even half of that of GRE's. The cause behind this is because of the different ways of packet transmission. UDP is by itself an unreliable way of transmission and the packet is even more likely to be lost with the OpenVirtex serving as the intermediary tier. This might explain the poor performance in bandwidth.
To evaluate the efficiency and the performance, the DTBFR mechanism proposed in this paper is compared with the Minimize Loading First (MLF) mechanism. The MLF is a greedy algorithm that can be used to find the server with the lowest load and direct the traffic to the server via SDN controller.
In order to make users of O gain access to the nearby micro data center or link to the Internet data center for access to particular application of network services via tunnels, three indicators are available to determine the quality of the decision-making of traffic flow redirection. O num represents the number of accessed services in O. Near O num represents the number of times when the traffic flow has to access services in nearby O because the servers in O are all busy. Datacenter num represents the number of times recorded when the traffic flow has to access remote data center because nearby Os are all busy. The results of the experiment are shown in Figure 14 . The value of O num of the proposed DTBFR mechanism is apparently higher than that of MLF mechanism. This means that DTBFR mechanism is able to prioritize the user's traffic flow according to the servers in O's area. If the server is busy, DTBFR mechanism will consider accessing services in nearby O and, because the number of HTTP requests varies, (11) is used to calculate the redirection ratio. 
Under the same experiment conditions, the decisionmaking of traffic flow direction of DTBFR mechanism is as follows: 68.1% of the traffic flow will be directed to the O in the current area to access services; 28.7% of the traffic flow will be directed to the nearby O to access services; only 3.2% of the traffic will go to the data center to access services. MLF algorithm is a directing method based on server load which directs 29.8% of the traffic flow to the O in the current area to access services, 32.7% of the traffic flow to the nearby O to access services, and 37.5% of the traffic flow to the Internet data center to access services. The O's accessed services indicator in the area shows that DTBFR mechanism takes up 68.1% while MLF algorithm takes up only 29.8%. The experiment verifies that DTBFR mechanism's performance on traffic redirection is relatively good.
In summary, the design pattern of 5G micro operator combines network slicing and tunneling technologies to realize the communication model for O, although network slicing holds much promise for 5G, but not without its share of hurdles. The traditional network architecture will need to be redesigned to enable network slicing. Interoperability should be tested in order to ensure network slicing works as expected in the 5G network. In terms of tunneling, the inefficient packet overhead may have a negative effect on the performance of the network. For the purpose of micro operator to providing regional services, the DTBFR mechanism allows different Os to share network resources and improves data processing by directing the users' traffic flow to a closer O for reducing the network transmission latency, building the foundations of ultrareliable and lowlatency communications (URLLC) in 5G. Conclusively, the O design pattern provided in this paper helps to reduce the computing burden of the traditional cloud network architecture, improves the load capacity of the cloud network and the servers, and is also able to be used as development basis for integration and innovation application of the Cloudy-Edge Computing achieved by 5G.
Conclusions
This paper uses SDN and NFV technologies as the base and combines network slicing and tunneling technologies to come up with a network infrastructure pattern for Os. The pattern allows users of different Os to be concatenated via tunneling technology and then realizes the rapid connection of network to effectively enhance the interconnectivity of networks. In order to meet the demand of regional service of micro operator, this paper proposes DTBFR mechanism, which uses decision tree theory as the basis of SDN-based traffic decision-making. Under the same experiment conditions, the decision-making of traffic flow direction of DTBFR mechanism is as follows: 68.1% of the traffic flow will be directed to the O in the current area to access services; 28.7% of the traffic flow will be directed to the nearby O to access services; only 3.2% of the traffic will go to the Internet cloud data center to access services. The features deployed by the regional service of the micro operator can effectively reduce the burden of the data center on the Internet and accelerate the development of the edge computing service in the future 5G network.
Future work is needed to create an edge computing service model for the wide-spread adoption of the O design pattern, especially the integration of the edge computing technologies into the 5G O deployment path by improving management efficiency, and provides service on-demand application for micro operator customers. The resource estimation, tasking scheduling, and lightweight virtual network function configuration techniques are the primary research directions.
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