Here we characterize the linear operators that preserve rank of matrices over additively idem- and holds on max-plus algebra and some other tropical semirings.
Introduction
There has been a great deal of interest in recent years in the study of linear operators that preserve the rank (there are different notions of rank) of matrices over distributive lattices [3, 8, 10] , Boolean algebra [2, 9, 13] , max algebra [1, 11, 12] , tropical semirings, semirings [4, 6, 14] etc. Major attraction in this direction has been shown to the matrices over either on the two element Boolean algebra B 2 = {0, 1} or on the max algebra R max = (R + ∪ {0}, max, ·). Interestingly, all of B 2 , R max , max-plus algebra over R ∪ {−∞}, tropical semirings (Z, max, +), (N ∪ {0}, max, ·), etc are multiplicatively cancellative semirings with an idempotent additive reduct.
In [2] , Beasley and Pullman studied the factor rank preserving linear operators on the linear spaces of m × n matrices over the two element Boolean algebra B 2 . They obtained many results analogous and near analogous to some results on linear operators on field-valued matrices. Bapat,
Pati and Song further generalized these results to the linear operators on the semimodules over max algebra R max consisting of the nonnegative real numbers equipped with two binary operations maximization and multiplication. Since the class of all additively idempotent and multiplicatively cancellative semirings contains B 2 and R max as well as many other interesting semirings including the max-plus algebra R max and tropical semiring (Z, max, +), etc., so it is worth to study the extent up to which the results obtained in [2] and [1] can be carried over an additively idempotent and multiplicatively cancellative semiring.
Here we show that a linear operator T on the semimodule of all m × n matrices over such a semiring is a rank preserver if and only if it preserves the rank of all rank-1 and rank-2 matrices.
Preliminaries and basic results
A semiring (S, +, ·) is an algebra with two binary operations ′ + ′ and ′ · ′ such that (i) (S, +) is a commutative monoid with zero element 0;
(ii) (S, ·) is a commutative monoid with unit element 1;
(iii) the following distributive laws hold:
x(y + z) = xy + xz and (x + y)z = xz + yz.
(iv) the zero 0 is absorbing, thai is a · 0 = 0 · a = 0 for all a ∈ S.
A nonzero element a ∈ S is called a zero divisor if ab = 0 for some nonzero b ∈ S. An element u of S is a unit if there exists an element v ∈ S such that uv = 1. The element v is called the inverse of u in S. We will denote the set of all units by U(S). An element a of S is multiplicatively cancellable if ba = ca only when b = c. Clearly every unit of S is multiplicatively cancellable and no multiplicatively cancellable element of S is a zero divisor. If every nonzero element of S is multiplicatively cancellable then we say that the semiring S is multiplicatively cancellable.
For more on semirings, we refer to [5] .
Definition 2.1. A semiring S is said to be additively unit irreducible if a + b ∈ U(S) implies that either a ∈ U(S) or b ∈ U(S).
Throughout this article, unless otherwise stated, S always mean an additively unit irreducible semiring which is multiplicatively cancellable and additively idempotent, that is a + a = a for all a ∈ S. Each of the semirings B 2 , R max , R max , (Z, max, +) are of this type.
Following observation is due to Mora, Wasanawichit, Kemprasit [7] . Thus every semiring S, we are considering here, is zerosumfree. This result is a direct consequence of additive idempotency. As a consequence of multiplicatively cancellativeness, it follows that there is no zero divisor in S. On S a partial order ′ ≤ ′ , is defined by: for a, b ∈ S,
Denote the set of all m × n matrices with entries from S by M m×n (S) and ∆ = {(i, j) :
The (i, j)th entry of an m × n matrix A over S is denoted by A ij or A(i, j) for every and
A nonempty subset V of M m×n (S) is said to be a semimodule if V is closed under addition and scalar multiplication. If V and W are semimodules over S with V ⊆ W , then V is called a subsemimodule of W . The semimodule of all 1 × n matrices over S is of special interest, which we denote by S n .
Let G be a subset of M m×n (S). Then span(G) is defined by
If there is a finite subset G such that V = span(G), then V is called finitely generated. Denote by E ij the m × n matrix over S such that the (i, j) th entry is 1 and all other entries are 0. Then E = {E ij : (i, j) ∈ ∆} is a basis of the semimodule M m×n (S), which we call the standard basis of the semimodule M m×n (S).
Theorem 2.4. Let V be a semimodule over a semiring S. Let B 1 , B 2 be two bases of V . Then for x ∈ B 1 , there exists a unique y x ∈ B 2 such that y x = αx for some unit α ∈ S and for y ∈ B 2 there exists a unique x y ∈ B 1 such that x y = βy for some unit β ∈ S. In particular
Proof. Let x ∈ B 1 , then there exist c 1 , c 2 , · · · , c n ∈ S and vectors y 1 , y 2 , · · · , y n ∈ B 2 such that
Since each y i is a linear combination of a finite numbers of elements of B 1 , there exist
From (1) and (2) we have,
Since B 1 is a basis of V and x ∈ B 1 , it follows that x = x j 0 for some j 0 . Thus 
Thus for x ∈ B 1 , there exists a y x ∈ B 2 i.e. y i 0 and a unit α = a j 0 i 0 such that y x = αx. If for y 1 , y 2 ∈ B 2 , there are α 1 , α 2 ∈ S such that y 1 = α 1 x and y 2 = α 2 x, then there exists a unit γ ∈ S such that y 1 = γy 2 , which is a contradiction. Similarly it can be shown that for each y ∈ B 2 there exists a unique x y ∈ B 1 such that x y = βy, for some unit β ∈ S.
The above discussion shows that the function f : B 1 −→ B 2 defined by f (x) = y x is a bijection.
Thus the proof is complete.
From the above result it follows that every basis of a finitely generated semimodule over a semiring contains the same number of vectors. This number which is finite is called the dimension of V and is denoted by dim(V ).
Corollary 2.5. Every basis
, where a i ∈ U(S).
If V, W are semimodules over a semiring S, a mapping T : V → W is called a linear transformation if T has the following properties: for every α, β ∈ S and x, y ∈ V ,
Then it follows that
. Let V and W are two semimodules over S.
and is called surjective if T (V ) = W . It is called invertible if it is injective and surjective. If B is a basis of V , then the image of V in W , T (V ) is generated by the image T (B). Thus we have:
Lemma 2.6. Let V be a finitely generated semimodule and T be a linear operator on V . Then,
If a linear transformation T : V → W is such that dim(T (U))=dim(U) for every subsemimodule U of V , then T is said to preserve dimension.
Lemma 2.7. Let V and W be finitely generated semimodules. If T : V → W is injective, then T
preserves dimension and T maps every basis of V onto a basis of T (V ).
Proof.
is a basis of T (V ) and the result follows.
Hence we will deal with finitely generated semimodules over S only.
Lemma 2.8. If T : V → W is a surjective linear transformation, then T is invertible if and only if
T preserves dimension.
Proof. If T is invertible, then T is injective and so preserves dimension, by Lemma 2.7.
Conversely, assume that T (x) = T (y). Let U be the subsemimodule generated by x, y. Since T (x) generates T (U), so dim(T (U)) = 1 and hence dim(U) = 1. Then x = αA and y = βA for some α, β ∈ S. Now βT (x) = αT (y) implies that α = β, by the multiplicative cancellative property of S.
Thus T is injective and hence is invertible. 
Rank-1 preserving linear operators
If A is an m × n matrix with entries from S, then the rank of A, denoted by r(A), is the least positive integer k for which there exist m × k and k × n matrices B and C over S such that A = BC. The rank of the zero matrix is 0.
It is easy to check that r(A) is the least positive integer k such that A can be expressed as a sum of k matrices of rank-1.
A linear operator T on M m×n (S) is called (i) a (U, V ) operator if there exist invertible matrices U of order m and V of order n, such that T (A) = UAV for all A ∈ M m×n (S) or m=n and T (A) = UA t V for all A ∈ M m×n (S).
(ii) rank preserver if r(T (A)) = r(A) for all A ∈ M m×n (S).
(iii) rank-1 preserver if r(A) = 1 implies r(T (A)) = 1 for all A ∈ M m×n (S).
Note that every (U, V ) operator is a rank preserver.
We call a subsemimodule of M m×n (S) whose nonzero members have rank 1 as a rank-1 subsemimodule. 
T (X) = T (B)}. Note that B ∈ W B and dim(T (W B )) = 1. Then we have two cases:
Case 2: There exists B ∈ M 1 such that dim(W B ) > 1. Then there are X, Y ∈ {X ∈ M 1 :
T reduces the rank of some rank-2 matrix to 1. Proof. Let E be the standard basis of M m×n (S). To prove that T is invertible it is sufficient to show that T permutes E with some unit scalar multiplication, by Corollary 2.9. Lemma 3.1 shows that T is injective on the set of all rank-1 matrices. Let E ij ∈ E and C be a rank-1 matrix such that
which implies that
T (E lk ) = αE ij . If C has more than one nonzero entry, say C rs = 0 for (l, k) = (r, s), then similarly we get that T (E rs ) = βE ij . Thus T (αE rs ) = αβE ij = T (βE ij ). But αE rs = βE lk leads to the contradiction that T is injective on the set of all rank-1 matrices.
Thus C is of the form αE lk . Now we show that α ∈ U(S). Since T (C) = E ij and C = αE lk , it follows that αT (E lk ) = E ij . Thus there exists γ ∈ S such that αγ = 1, which shows that α ∈ U(S).
Recall that C is the pre-image of E ij . Since T is injective, E ij can not have more than one pre-image.
Since E is a finite set, we conclude that T permutes E with some unit scalar multiplication. Hence T is invertible. Part (b) follows trivially.
Suppose T is an invertible linear operator on M m×n (S). We know, by Corollary 2.9, that
T (E ij ) = α ij E pq , for some α ij ∈ U(S). We call p and q as first and second coordinates of T (E ij ) respectively and this p,q depend on i and j. For this invertible linear operator T , define the m × n array τ whose (i, j)th entry is τ (i, j) = α ij (p, q) for all (i, j) ∈ ∆, where α ij are units of S. The array τ is called the representation of T .
The following result can be proved similarly to the Lemma 3.7 [1] and so we omit the proof.. 
where α ij ∈ U(S).
Lemma 3.4. If T satisfies the conclusions of Lemma 3.3, then we have the following results.
(i) For all i, l ∈ {1, 2, · · · , m} and j, k ∈ {1, 2, · · · , n},
Thus there exist two diagonal matrices C and D such that α ij = C ii D jj for all i, l ∈ {1, 2, · · · , m} and j, k ∈ {1, 2, · · · , n}.
(ii) For any m × n matrix A, there exist invertible matrices U, V such that
Proof. (i) Since E ij + E ik + E lj + E lk is a rank one matrix, T (E ij + E ik + E lj + E lk ) is also a rank one matrix. By Lemma 3.3, we have
Since T preserves the rank of all rank one matrices, the rank of the matrix in the right hand side of the above equation is one. Hence
Take two diagonal matrices C of order m × m and D of order n × n defined by C ii = α i1 α −1
11 and D jj = α 1j for all i ∈ {1, 2, 3, · · · , m} and j ∈ {1, 2, · · · , n}. Then both C and D are invertible and
(ii)Let π be any permutation of {1, 2, · · · , k}. Let E m,n ij denote m×n matrix whose (i, j)th entry is
If conclusion (i) of Lemma 3.3 holds, then we define U = P m (ρ −1 ) and V = P n (σ). If A is any m × n matrix, we have
Similarly, if conclusion (ii) of Lemma 3.3 holds, then there exist U = P t n (ρ −1 ) and V = P t n (σ) such that
Thus T is a (U, V ) operator. 
(i) T is invertible and preserves the rank of all rank-1 matrices. (ii) T preserves the rank of all rank-1 and rank-2 matrices and preserves the dimension of all rank-1
subsemimodules.
(iii) T is a (U, V ) operator.
Proof. Lemma 3.3 and Lemma 3.4 show that (i) implies (iii). Corollary 3.2 shows that (ii) implies (i). To show that (iii) implies (ii), note that (U, V ) operators are always invertible, in fact T
Such operators are preservers of all rank. The rest is implied by Lemma 2.7.
Rank preservers of matrices over semirings
In this section we characterize the linear operators those preserve the rank of matrices of any order over semirings.
We say that a linear operator T on M m×n (S) is a rank preserver if T preserves the rank of all matrices.
Lemma 4.1. Let A, B ∈ M m×n (S) be two distinct matrices such that r(A) = r(B) = 1, where
(i) If the number of nonzero entries in A is more than that of B, then there exists C ∈ M m×n (S)
such that r(A + C) = 1 and r(B + C) = 2. Case 1: A + B has at least two nonzero rows and and two nonzero columns.
Define C by: 
Since B+C is same as B+A except (i 0 , j 0 )th entry, A+B looks like
which shows that A+B has exactly one column that contradicts that A+B has at least two nonzero column. Now B+C can be expressed as
If y j 0 = 0, then proceeding in similar way, we can see that A + B has exactly one nonzero row, which contradicts that A + B has at least two nonzero row.
Case 2: A + B has exactly one nonzero row, say i 0 th row. Then the i 0 th row of A and B are nonzero respectively, and all other rows are zero. Let i 1 th row of A be zero.
Define C by:
is of rank-1, but Thus from a i 0 x j 0 = A i 0 j 0 + B i 0 j 0 = A i 0 j 0 + b i 0 y j 0 and a i x j 0 = b i y j 0 , we get
Sub-Case 2: If B i 0 j 0 A i 0 j 0 , define C by:
Then proceeding as above we get r(A + C) = 2 and r(B + C) = 1. 
is a matrix of rank-1, but Then proceeding as above we get r(A + C) = 2 and r(B + C) = 1.
Case 3: A + B has exactly one nonzero column. This is similar to Case 2. Proof. If T preserves the rank of all rank-1 and rank-2 matrices, then T is invertible by Lemma 4.2.
Thus T is a rank preserver by Theorem 3.5 and Theorem 4.3.
The converse is trivial.
