ABSTRACT Large-scale data sets of the Internet measurements are commonly used by researchers and operators for investigating Internet performance or for tackling network issues. Looking at sequences of traceroutes in such data sets, it is common to observe paths that change over time. We are interested in verifying if there are periodic phenomena affecting such path changes and, if yes, in determining if they depend on artifacts of the used data set or on topology changes of the network. For this purpose, we devise a novel algorithm for detecting periodicities in sequences of traceroutes. Then, we exploit the algorithm for analyzing the traceroutes produced by the RIPE Atlas, a popular public measurement platform. We study and report the features of the found periodicities and some of their causes. We found that: 1) a surprisingly large percentage of the traceroutes exhibit a periodic behavior; 2) a large number of periodicities depend on the RIPE Atlas platform itself; and 3) a smaller amount is related to the MPLS and load balancing.
I. INTRODUCTION
The availability of public data sets of large-scale Internet topology measurements (e.g. RIPE Atlas [1] , CAIDA Ark [2] , and M-Lab [3] ) has been fundamental for improving our understanding of the Internet routing evolution. However, even if many papers have been written where such data sets are the leading actors, the dynamics of the topology measurements that they contain have not yet been fully understood.
RIPE Atlas is a globally distributed Internet measurement platform that produces more than 6, 000 measurements per second [1] . Among the open platforms able to perform Internet measurements, it is the one with the greatest number of vantage points [4] . RIPE Atlas produces several data sets and, among them, the most used one is the Anchoring Measurements (2.3 million requests/day), where several devices called probes perform measurements towards other devices called anchors, every 15 minutes. This data set is commonly used for both research (see, e.g., [4] - [10] , and many more) and operational purposes (see, e.g., DNSMON [11] a service monitoring the worldwide core Domain Name System infrastructure, including root and Top-Level Domains).
Among the commands performed by RIPE Atlas (and by most of the Internet measurement platforms) there is traceroute [12] , that is widely used for detecting the Internet
The associate editor coordinating the review of this manuscript and approving it for publication was Tawfik Al-Hadhrami. route between two hosts. A route produced by the traceroute command is a path composed by a sequence of IP addresses. If we look at paths originated by the traceroutes performed over time between a given RIPE Atlas probe-anchor pair with a visualization tool (e.g., [13] ), it is common to observe paths that alternate several times. Sometimes it seems that they alternate with a specific timing. We are interested in verifying if there are periodic phenomena affecting such path changes and in determining if this behaviors correspond to actual topology changes of the network or to artifacts of the data set. Once a periodic behavior (a periodicity) is identified, we are interested in determining its characteristics and causes. This may provide a better understanding of the data set reliability and quality. Also, it may provide more insights on data artifacts and on what is causing them, with a major impact on network topology research and on day-to-day operations. Additionally, the methodologies devised can be applied to other data sets, including private ones.
We provide the following four main contributions: 1) We contribute with a novel algorithm to the general problem of detecting and characterizing periodicities in time-series with co-domains without a metric and with background noise. The algorithm returns very few false positives even in the presence of noise. 2) We analyze the set of traceroutes of an entire week of Anchoring Measurements. As far as we know we are the first to observe that a very high percentage of such traceroute sequences (36%) exhibit one or more periodicities. 3) We provide a report about the temporal and structural properties of the found periodicities. Among others, we investigate on inter-Autonomous System periodicities (0.15%). 4) We investigate if the found periodicities correspond to actual periodic changes of the topology or are artifacts introduced by the traffic generated while actively measuring the network. First, we discover that 32% of the periodicities are artifacts caused by ICMP rate limiting. Second, we find that 25% depend on the presence of load-balancers. Third, we verify that almost all periodicities (99.23%) stay unchanged even if a preprocessing for the resolution of IP aliases is performed. Finally, we observe that 8% of the periodicities are generated inside MPLS tunnels. The paper is organized as follows: Sec. II contains basic definitions. Sec. III is the related work. In Sec. IV we present our algorithm, which is validated on a test data set in Sec. V. In Sec. VI we execute our algorithm on the RIPE Atlas traceroute data set and we report the properties of the found periodicities. In Sec. VII we investigate on the causes of them. Conclusions are in Sec. VIII.
II. PERIODICITY
A few definitions are useful to clarify what we mean with periodicity.
All the functions we consider are discrete time functions. A periodic function is a function that repeats its values in regular intervals. More precisely, function f (t) shows a periodic behavior with period P in a periodic interval [t 1 , t 2 ] (with 0 < P < t 2 − t 1 ) if f (t + P) = f (t) for each t ∈ [t 1 , t 2 − P] and the co-domain of f (t) in [t 1 , t 2 ] has at least two values. The values of f (t) in [t 1 , t 1 + P) are the periodic pattern of the periodicity. The ratio between t 2 − t 1 and P is the number of repetitions of the periodicity. A function can be periodic in one or more intervals with different periods, different periodic patterns and different numbers of repetitions. See Fig. 1 , where the y-values correspond to the distinct paths resulting from a sequence of traceroutes performed by a RIPE Atlas probe.
III. RELATED WORK
Periodicity has been deeply investigated in the case when the co-domain of f (t) has a metric (e.g. the set of the real numbers). Examples include the study of Wolfer's sunspot numbers [14] , of dance music periodicity patterns [15] , and of local motion [16] . However, all the techniques adopted in such papers work because the co-domain of f has a metric. In the case of traceroutes, f (t) is a time-series of paths with no total order between them. Hence, its co-domain has no metric.
A. PERIODICITY IN INTERNET
Papers dealing with periodicity detection have been presented in the research community, e.g. to detect HTTP botnets [17] , to study ping roundtrip-time [18] , and traffic periodicity [19] , [20] . In [21] the authors describe unexpected trends and anomalies in the inter-domain routes exchange. They show that instabilities exhibit strong temporal properties and apply existing techniques for the analysis of time-series of Border Gateway Protocol (BGP) updates. The magnitude of routing information exhibits the same significant as network usage and congestion.
B. WITHOUT A METRIC
All the above cases assume that the co-domain of the studied function f (t) has a metric. To find contributions where the co-domain of f (t) does not have a metric we have to explore other research fields. A technique for DNA periodicity, useful to study functions with at most 4 values, is presented in [22] . A periodicity detection algorithm for different types of data (e.g. automotive) is in [23] . It finds periods combining information from the time-frequency domain and from the autocorrelation space. It contains a step that requires a manual inspection which doesn't scale in our case. Periodicity detection in time series databases is also studied in [24] . The convolution is used in order to shift and compare the time series for all possible values of the period. However, the algorithm does not allow to automatically characterize the periodicity in terms of involved pattern and periodic interval. In [25] the authors define a periodicity detection algorithm for financial data. The algorithm is unsuitable if the analyzed data contains insertion noise, i.e. noise obtained by inserting spurious values in a sequence. This makes it not appropriate for our domain.
C. PATH DIVERSITY
The presence of a periodicity in the traceroutes performed between a certain probe-anchor pair implies that between such a pair more than one routing path is available. Indeed, the availability of multiple paths between a pair of hosts is common in the Internet. This is needed in order to achieve redundancy and/or load balancing.
In the literature with the term path diversity it is denoted the number of alternative routing paths available between two hosts. Path diversity has been studied in several works. In [26] an analysis of the routing stability of 40, 000 measurements VOLUME 7, 2019 between 37 US hosts is reported. Results show that in 1995, Internet paths between hosts are in general stable and do not show much path diversity. In [27] the authors produce a study of the topology and path diversity inside an ISP by obtaining the real (and confidential) topology and comparing it to the one calculated with traceroutes. They identify some inaccuracies in the discovered topology, among which the most recurring was IP aliasing. In [28] the authors produce a study of the topology in the wide Internet by using measurements from 16 sources, mostly in the US. Results indicate that there is more path diversity in the core than in the edge of the Internet. In [29] a study about the effectiveness of path diversity in multi-homing and overlay networks is presented. Traceroute data from 50 sources and BGP data from 30 monitors are combined. In [30] load balancers are studied and identified as one of the causes of path diversity. The study in [31] presents numbers about the usage of MPLS, which is commonly exploited for traffic engineering, and about the impact it has on path diversity. The measurements in this case are issued from 100 sources, mostly US based. The authors evaluate the incidence of the various MPLS techniques and confirm that its overall usage increased in the last 5 years.
The previous works provide great insights about possible artifacts of topology measurements, but their conclusions are produced based on small (and sometimes, private) data sets. Additionally, they are mostly based on measurements conducted from few sources, usually in the US, or for a single ISP. This leads to a sampling bias which has been deeply explored also in [32] .
More importantly, none of the previous works investigate about the periodicity (intended as a repetition of paths between the same source-destination pair, with a specific period) of some path changes. To the best of our knowledge, an identification and characterization of periodic path changes in Internet has never been done before.
In our experiments we use a considerably larger data set, produced by RIPE Atlas, with more than 9, 000 sources distributed worldwide. Such data set is freely accessible and widely used. Our goal is not only to shed light on periodic topology behaviors, but also to provide better knowledge about such an important data set by analyzing periodic phenomena contained into it and its possible artifacts.
IV. DETECTING PERIODICITIES
We now describe our Algorithm M for detecting periodicities. The implementation is available at [33] . The input of M is a time-series f (t) of paths resulting from a sequence of traceroutes between a given source-destination pair; f (t) is the path measured at time t. The output of M is a set of periodicities observed in f (t), each consisting of: a period, a periodic pattern, and a periodic interval.
Algorithm M is composed of the following 4 steps:
The dot operator is a path-matching operator that outputs 1 if f (n) = f (n + l) and 0 otherwise. We consider the asterisks as any other symbol in the path. The variable l is called lag. The result of the autocorrelation performed on the time-series of Fig. 1 is in Fig. 2 , where each unit of lag corresponds to a time unit of 15 minutes. 2) Peak-Detection. We look for local maxima (peaks) in the R ff (l) function computed in the Autocorrelation step. Peaks are clues of a periodicity since they correspond to a large number of evenly spaced identical paths. If no peak is found we conclude that f (t) has no periodicities. Otherwise, we determine a set of peaks, each identified by a value of lag. If several peaks are found, it is possible that several periodicities are present. On the other hand, different peaks may represent the same periodicity detected with overlapping periods. The arrows in Fig. 2 indicate twenty peaks. 3) Peak-Clustering. First, we group into clusters the peaks that are geometrically near each other. Intuitively, we have that peaks with similar value of R ff and that are equally spaced, with respect to the lag, are likely to correspond to the same periodicity. As an example, in Fig. 2 the peaks with a red arrow are grouped into the same cluster. Another cluster contains the peaks with a green arrow. Second, we analyze each cluster as follows: 1) We order its peaks according to their lags. 2) We compute the lag-distance between consecutive peaks. 3) We check if such distances are about the same or if they can become the same by discarding one or more peaks (outliers). In Fig. 2 , the peaks of the cluster identified by a red arrow are equidistant (distantiated by 240 minutes).
The same for the peaks with a green arrow. Equally spaced clusters may correspond to periodicities where their inter-peak distances may be their period. We call such clusters potential periodicities. The clusters of Fig. 2 are both potential periodicities. 4) Periodicity Characterization. For each potential periodicity φ we verify if φ can be considered a true periodicity. To do that f (t) is split into sub-sequences of length corresponding to the potential period. Then, consecutive subsequences are matched one against the other and are considered compatible with φ if they have a Hamming distance less or equal than a tolerance parameter t H (further discussed in Sec. V). If no compatible pairs of subsequences are found we conclude that φ is not a periodicity. Otherwise, we output φ with the following features. The maximal subsequences of compatible intervals are joined into the periodic interval, the period of φ is the length of the subsequence, and its periodic pattern is the one with the highest number of repetitions among the joined intervals. In Fig. 2 the cluster with green peaks does not pass this step and it is discarded. The cluster with red peaks passes this step, so it corresponds to a periodicity.
V. VALIDATING THE ALGORITHM
In order to validate the effectiveness of Algorithm M we tested it against a generated data set of known characteristics, composed of 5, 000 time-series of 10, 000 paths each. This simulates about 3 months of traceroutes performed every 15 minutes. This data set has been used only for checking the detection accuracy of the algorithm based on a synthetic ground truth with added noise. The rest of the paper will work on a large data set of real traceroute measurements as described in the next section.
A. GENERATING THE TIME-SERIES
Each time-series is generated as follows. We first generate a periodicity starting at time t = 0. It has a random period in the range [30, 450] minutes and a random periodicity pattern obtained by randomly selecting, for each instant of the period, a path in a group G of predefined distinct paths.
To decide the cardinality of G, we collected about 68 millions of RIPE Atlas traceroutes. We observed that roughly 90% of the source-destination pairs output less than 30 paths. Hence, we set |G| = 30, to work with a representative set of elements. The periodic interval is obtained by randomizing the number of repetitions. Let t 1 be the time when the first periodicity ends. We generate a non-periodic time interval from t 1 to t 2 . The duration of [t 1 , t 2 ] is randomized in such a way that it has the same probability distribution of the previous random periodic interval. The paths in the non-periodic interval are each randomly selected in G. We then randomize a new periodic interval starting from t 2 and keep on executing the same algorithm, alternating periodic and non-periodic intervals, until the end of the time-series is reached. In order to have an even distribution of the lengths of the periodic patterns in the time-series, when the generation of the time-series is finished we perform a further randomization step, re-shuffling the positions of periodic and non-periodic patterns. Fig. 3 shows the number of generated periodicities per time-series.
B. LOOKING FOR PERIODICITIES
We used Algorithm M to look for periodicities in the generated time-series, setting the tolerance parameter t H to 0. We have that 85.11% of the 19, 678 generated periodicities were found, with only 0.9% of false positives (periodicities mistakenly found), and 14.89% of false negatives. This conservative approach is justified by the goal of this analysis, which is the discovery of a phenomenon. A possible underestimation due to false negatives does not affect our conclusions.
Among the correctly detected periodicities, the algorithm was able to give a correct characterization for 99, 2% of them. Fig.4a (blue curve, 0% noise) shows how false negatives are distributed with respect to the duration of the period while Fig.4b (blue curve, 0% noise) shows how false negatives are distributed with respect to the number of repetitions of the periodicities. As expected, periodicities with long periodic intervals, composed by many repetitions, are easier to detect. The figures also confirms that M is quite conservative in looking for periodicities.
C. INSERTING NOISE AND VALUE OF T H
Finally, we repeated the experiments inserting increasing percentages of noise in the time-series. An element of noise to be inserted at time t r is, with the same probability: 1) the insertion of a random path at t r , or 2) the removal of the path that is found at t r , or 3) the substitution of the path at t r with a new random path. We inserted elements of noise VOLUME 7, 2019 one-by-one, selecting at each iteration a random time t r in one of the periodic intervals. The percentage of noise is the number of inserted elements of noise with respect to the number of paths belonging to periodic sequences. In performing the experiments with noise we exploited the tolerance parameter t H . Namely, we tested the algorithm with t H ranging from 0% to 50% of the pattern length. We then selected a setting in order to have less than 1% false positives and to overcome the presence of noise. If the pattern contains 2 paths, we set t H = 0, if contains less than 5 paths, we set t H = 1, otherwise we set t H to 10% of the pattern length. In this way, the false positive remain under 200 (< 1% of the periodicities) even in presence of 10% noise. Fig.4a and in Fig.4b show how the distribution of the false negatives changes in presence of a certain percentage of noise (red 5% and green 10%) with respect to the period duration and to the number of repetitions of the periodicities, respectively.
VI. PERIODICITIES IN RIPE ATLAS
We now focus on the Anchoring Measurements, produced by RIPE Atlas. The traceroutes are performed by 9, 738 devices called probes towards 258 target devices called anchors, every 15 minutes. Each probe performs traceroutes against a subset of the anchors for a total of 101, 715 active probe-anchor pairs. We consider a week, from May 1st to May 7th 2017. During the week, for each probe-anchor pair, 672 traceroutes were performed.
We applied Algorithm M to the data set. We recall that the traceroute command sends 3 requests for each round. We repeated the experiments 3 times, once for each answer. We obtained equivalent results. Hence, we present only the results that consider the answer to the 1st request.
A. FOUND PERIODICITIES
We found a surprisingly high number of periodicities, for a total amount of 186, 403. Furthermore, 36% of probe-anchor pairs experience at least one periodicity. Fig.5a shows that ∼122, 000 periodicities have a periodic pattern that is composed of exactly two paths and, at the other extreme, that 180 periodicities have a pattern of 16 paths. Fig.5b shows that ∼148, 000 periodicities have a periodic interval where the period is repeated at most 10 times. Fig.5c shows that most of the periodicities (∼165, 000) have a periodic pattern with at most 10 paths. Fig.5d shows that the relationship between number of periodicities and the duration of the periodic interval is quite scattered. About 131, 000 periodicities last less than two hours. In the graphs in Fig.5 the red dots illustrate the results obtained with tolerance t H set as in Sec. V, while the blue dots show the results obtained where t H = 0. The results are quite similar; the tolerance is essentially assembling periodicities with small periodic intervals into periodicities with larger periodic intervals.
B. PATTERN DIVERSITY
In order to capture to what extent the paths of the discovered periodicities differ, we did what follows. For each periodicity with periodic pattern p 1 , . . . , p n (where p i is a path of the pattern) we computed the distance between all the pairs p i , p j . Among the possible measures of distance between paths we used the Levenshtein distance because it preserves the triangular inequality, hence it makes meaningful to compare distances of different pairs. Then, we computed the maximum of such distances. Fig. 6 shows the distribution of the maximum Levenshtein distances of the periodicities. Most periodicities (132, 984) have paths that differ in one IP address (distance 1), while 34, 984 periodicities have paths that differ in two IP addresses (distance 2).
C. INTER-AS PERIODICITIES
In order to understand if a periodicity involves one or more Autonomous Systems (ASes) we did what follows. Consider a periodic pattern p 1 , . . . , p n of a periodicity φ. Let p (p ) be the maximal common prefix (suffix) of the paths of p 1 , . . . , p n . Let the kernel of φ be the set of consecutive pairs of addresses in p 1 , . . . , p n where at least one of the two addresses does not belong to p or to p . The kernel of φ is the part of the paths of the pattern that changes during the periodicity.
We applied the algorithm in [34] to our data set and labeled each address with its AS. We call a periodicity inter-AS if its kernel contains a pair of addresses of distinct ASes. Even if BGP introduces a great amount of inter-AS path diversity [35] , we found that only 307 periodicities (0.15%) are inter-AS.
VII. CAUSES OF THE PERIODICITIES
In this section we investigate the causes of the periodicities we have found in RIPE Atlas Anchoring Measurements and if they depend on a periodic evolution of the network topology or are artifacts of the performed traceroutes. Traceroute is an active measurement, this means it injects packets into the network that it is trying to measure. Therefore it can alter the same network status it is going to measure (e.g. due to queuing, congestion control, rate limiting).
A. ICMP RATE LIMITS
Of the 186, 403 found periodicities, 32% present an alternation of two paths: a path where all IP addresses are present and a path where exactly one IP address is substituted by an asterisk. We call them asterisk periodicities. A possible explanation is that sometimes a reply to a probe packet is not received because of routers that rate limit ICMP traffic [36] . However, it is hard to imagine a router that applies such limit periodically with a specific interval.
Another explanation is that RIPE Atlas generates periodic bursts of ICMP traffic causing periodic discards. To investigate this behavior, we determine the rate of ICMP packets injected into the network by each of the 9, 738 probes. In particular we discovered that 224 probes were repeatedly involved in asterisk periodicities, producing 68% of the total asterisk periodicities. Fig. 7 shows the results for probe 6030 (all the other probes have analogous behaviors). The amount of ICMP packets injected into the network is not uniformly distributed over time; it variates from 0 to 800 pps with a marked presence of equidistant peaks. For each probe we also performed an analysis of the incoming ICMP traffic which is omitted since it is a negligible fraction compared to the outgoing traffic (less than 8%).
Traversed routers are subject to additional background ICMP traffic, not observable from RIPE Atlas. Although our analysis is performed on a lower bound of the total ICMP traffic, the number of ICMP packets in correspondence of the peaks is higher than the thresholds activating rate limiting in most routers [37] , [38] . For the 224 probes we found a sharp periodicity with a period of either 300, 600, or 900 seconds (like in Fig. 7 ). We confirmed it by computing the autocorrelation of the signals (Fig. 8) . This was somehow unexpected, since different measurements are supposed to have different start times and it goes in the direction of [39] that observed, looking at different features, that RIPE Atlas measurements influence each other. Since all those ICMP packets do not necessarily traverse the same router, we analyzed the distribution of the positions where the asterisks appear in the traceroute paths. We distinguish between periodicities arising from traceroutes performed by the 224 probes and those performed by other probes. In the first case, we found that the asterisk is within the first three hops from the source in 51% of the periodicities. In the second case, the asterisk appears within the first three hops from the destination in about 60% of the periodicities. If we consider the IP addresses that alternate with the asterisk in the periodicities, we have that just 10 of them cover 40% of the periodicities and that they are in total less than 300. This shows that most of the asterisk periodicities are triggered close to the source or to the destination, and they involve a restricted number of distinct routers.
We then verified that the traceroutes involved in the asterisk periodicities temporally correspond to bursts able to solicit ICMP rate limiting. For the 224 probes, we found that 81% of the traceroutes were performed during a burst of ICMP packets sent by the source. An example of the overlap between periodicities and bursts is provided in Fig. 7 , where the green lines correspond to traceroutes involved in asterisk periodicities. More specifically, the first and the fourth line are traceroutes of the same periodicity. The same holds for the second and the fifth.
The experiment, while showing that the traceroutes involved in asterisk periodicities are issued during ICMP peaks that can solicit ICMP rate limiting, does not fully explain such periodicities. We may expect that inside a pattern, the traceroute with an asterisk is issued during a burst, while the one without any asterisk corresponds to an instant with low ICMP traffic. However, in most of the cases this is not true since both of them correspond to bursts. To explain this we have to do a statistic argument: during an ICMP rate limited phase, each packet may be discarded with a certain probability. It is possible that asterisk periodicities are the result of the randomness component in the ICMP packet dropping during bursts. Even if the studies in [37] , [38] discuss the distribution of this probability, we cannot reproduce it since we do not know the total amount of ICMP packets traversing a router and its vendor. Hence, we performed a different experiment. We generated sequences of 672 traceroutes inserting an asterisk with a certain probability. We found that, for a value of the probability of ∼10%, the generated periodicities are quite similar to the asterisk periodicities spotted in the measurements. To compare the two distributions, we considered both the number of periods and the percentage of periodic paths. In both cases we obtained very similar figures.
We concluded that the asterisk periodicities (32% of the periodicites) are an artifact produced by ICMP rate limiting of routers, and they do not represent a change in the network topology. In the following analysis we excluded all the asterisk periodicities.
Additionally, we discovered that measurements in RIPE Atlas tend to synchronize even if they have different start times and spread factors. Even if the reasons are unknown (probably related to how the platform architecture is implemented), this improves the public knowledge of the RIPE Atlas data set which is heavily used in research.
B. LOAD BALANCERS
In the RIPE Atlas data set, Paris traceroute [40] is used instead of the traditional traceroute.
While Paris traceroute can be used to avoid the effects of load balancing on the traceroute output, it can also be used to try to enumerate, at least partially, the possible paths for a source-destination pair. This is done in RIPE Atlas with the paris parameter, which, by default, is set to 16. This means that RIPE Atlas, for each source-destination pair, cyclically emits probe packets with 16 variations of the header, each of them identified by a so called paris id. Obviously, the periodic rotation of the header, in combination with load balancers, may justify many periodic rotations of paths in RIPE Atlas. Anyway, we have to exclude from this case the periodicities that exist when the same header corresponds to different paths, which is a hint that the per-flow load balancing is not the cause of the periodicity. Namely, let p 1 , . . . , p n be the periodic pattern of a periodicity and let Id(p i ) be the paris id associated with the traceroute whose output is p i . For each pair p i , p j of the periodic pattern we check if Id(p i ) = Id(p j ) implies that p i = p j . If this holds for all the pairs we argue that we are looking at a periodicity that exists only because of the header variation. In the RIPE Atlas data set, 25% of the periodicities have this characteristic. Also, 72.3% of the corresponding patterns have less than 6 different paths.
C. IP ALIASES
Converting a traceroute topology into a router topology requires identifying which addresses belong to the same router. This process, called IP alias resolution, can be performed in various ways, described in [41] , [42] . We used the Internet Topology Data Kit [43] produced by CAIDA (snapshot ITDK-2017-08, the closest available to our measurements time frame), to verify how many of the detected periodicities change after resolving all IP aliases.
Of the periodicities, 10.27% were including in the path an IP address available in the ITDK dataset. However, after de-aliasing, only 0.27% of the periodicities disappear. This means they were generated by routers reporting different IP addresses periodically. Instead, 0.5% have a smaller set of alternating paths (their periodic pattern changes), while remaining periodic. The remaining 9.49% of the periodicities involve IP Aliasing either outside the periodic path (8.07%) or inside but not influential in the periodicity's path diversity or period (1.42%).
D. MPLS TUNNELS
Multi-Protocol Label Switching (MPLS) is a mechanism that enables operators to specify virtual paths through IP networks. The study in [31] , about path diversity in MPLS, may suggest that some of the periodic behavior we identified could be due to traffic engineering performed through MPLS.
There are two main router configurations that reveal hints about the presence of MPLS in a traceroute: 1) the configuration of RFC4950, an ICMP extension that allows a router to embed a MPLS label stack in an ICMP time-exceeded message; 2) the so-called ttl-propagate, an option that should force the ingress routers of a tunnel to adopt the TTL of the IP packet as initial value of the TTL in the MPLS header, rather than an arbitrary value, such as 255.
We used the techniques in [44] to detect tunnels, where three types of tunnels are defined: 1) explicit, implementing both RFC4950 and ttl-propagate; 2) implicit, implementing ttl-propagate; and 3) opaque, implementing RFC4950. To check if periodicities involve an explicit or opaque tunnels, we look for the label stacks in the ICMP packets. For implicit tunnels instead, we look at the q-ttl signature (a value of TTL > 1 quoted in the ICMP reply packet). We refer to the same definition of kernel of Sec. VI-C (the part of the paths of the pattern that changes during the periodicity).
Of the periodicities, ∼8% are involving a tunnel in their kernel. In particular: 1) in 0.54% of the cases the kernel is completely contained in the tunnel; 2) in 7.34% of the cases the kernel starts inside the MPLS tunnel and ends outside of it; and 3) in 0.12% of the cases the kernel starts outside the MPLS tunnel and ends inside of it. Both the first two cases are compatible with traffic engineering or load balancing with MPLS. All the detected tunnels are explicit or opaque, implicit with q-ttl signature appear only in 0.07%. We cannot detect the so called u-turn signature of implicit tunnels (when the ICMP reply is first sent to the egress router of the tunnel). Detecting this signature requires Ping measurements in parallel to the collected traceroutes. This data is not available in the RIPE Atlas data set. Anyway, the impact of this signature is usually negligible, since implicit tunnels are in general between two and three times less numerous than the explicit ones [44] .
VIII. CONCLUSIONS
We devised a methodology for inferring periodic behaviors in Internet topology measurements. We adopted our methodology for increasing the public knowledge of the RIPE Atlas data set, which is widely used.
We analyzed ∼68 million traceroutes produced by RIPE Atlas over a week. We found that 36% of the source-destination pairs exhibit periodicities (path changes at regular time intervals), for a total of 186, 403 periodicities, some of them with a periodic pattern of even 100 paths. Usually, the periodicities are inside an AS, only 0.15% are inter-AS.
We collaterally discovered that measurements in RIPE Atlas tend to synchronize even if they have different start times and spread factors. This is a precious information by itself due to the pervasive usage of this data set in research. The synchronization provokes burst of ICMP traffic soliciting periodic rate limiting which generates 32% of the periodicities. Furthermore, we discovered that the rate-limiting router is in 51% of the cases no more than 3 hops from the source. Load balancers are the cause of 25% of the remaining periodicities, which in 72% of the cases have less than 6 forwarding paths. IP aliasing affects only 0.27% of the periodicities. Finally, almost 8% of the periodicities are generated inside an MPLS tunnels.
Reproducibility: 1) A prototype of the tool is available at [45] .
2) The data set of traceroutes used in this paper is available at [1] . 3) The Internet Topology Data Kit used for IP Alias resolution is available at [43] . 4) The code of the algorithm is open and available on GitHub [33] . 5) Some interesting periodic events discovered in the Internet are available at [45] , including visual analyses.
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