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Mediation analysis provides a useful framework for studying the biological pathways by
which genetic variants affect phenotypes of interest. Recent technological advances in collect-
ing genotype and omics data have led to increased utilization of mediation analysis in genetic
research. In this dissertation, we address some of the challenges in using mediation analysis in
genetic studies.
A major goal of mediation analysis is to determine whether a genetic variant affects the
phenotype directly or it does so indirectly, by way of a mediator. The existing statistical tests
to determine the existence of an indirect effect are overly conservative or have inflated type I
error. In the second chapter of the dissertation, we propose two methods based on the principle of
intersection-union tests that offer improvements in power while controlling the type I error. We
demonstrate the advantages of the proposed methods through extensive simulation studies. In
addition, we provide an application to a major proteomic study.
Although there is a high level of interest in measuring multiple types of omics features on
a large number of subjects, variables beyond genotypes may only be measured for a subset of
subjects due to cost and other constraints. In the third chapter of the dissertation, we develop
new methods to address interactive effects and multiple mediators in the analysis of multi-omics
data with missing values. We derive the joint likelihood for various mediation models allowing
for arbitrary patterns of missing values of omics variables. We perform maximum likelihood
estimation through computationally efficient and stable algorithms. We compare the performance
of the proposed methods with complete-case analysis through simulation studies and provide an
application to a major Type II diabetes study.
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In the fourth chapter of the dissertation, we consider the impact of more complex scenarios,
such as multiple mediations, interactions between variants and mediators, and the incorporation
of missing data, on the detection of indirect effects. We develop new statistical tests for these
more complex scenarios and compare the performance of these various methods. We also con-
sider confidence interval approaches with necessary modifications, and compare the performance
to hypothesis testing methods. We show the advantages of the various approaches through simula-
tion studies and provide applications to a major cardiovascular health study.
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CHAPTER 1: LITERATURE REVIEW
1.1 Introduction
Genetic studies have benefited from advancements in the technologies used to measure var-
ious omics variables (e.g., DNA sequences, methylation profiles, chromatin accessibility, RNA
and protein expression levels). Genetic variation may affect the levels or expressions of other
omics features, which may, in turn, be highly influential on different characteristics. When a
genetic variant affects a characteristic through a mediating variable, there is an indirect effect.
Researchers use genetic variants and other omics data in multiomic studies to explore the affects
of various omics variables on measured characteristics.
Mediation analysis provides a statistical framework for analyzing various biological path-
ways within multiomic studies. However, standard statistical methods cannot be used to test the
null hypothesis of no indirect effect as the assumed null distribution depends on whether one or
two elements of the indirect effect are zero. The existing methods to detect the existence of an
indirect effect can have low the power, particularly when effect sizes of various omics variables
are small. As small effect sizes are common in many multiomic studies, the utility of mediation
analysis is often limited. As such, any increase in statistical power when conducting hypothesis
tests regarding indirect effects is desirable.
As omics features become more accessible to researchers, the complexity of considered
mediation scenarios is increasing. One increase in complexity is due to missing measurements,
which may be due to the high cost of collecting omics information or low quality samples. A
popular method researchers use to address missing data is to omit observations for which any
information is absent. This procedure, called complete-case analysis, can limit statistical power
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and bias findings. The use of multiple omics features is becoming more prevalent, and the in-
clusion of multiple variables with potentially missing information increases the proportion of
observations omitted under the complete-case approach. To avoid losses in power and inaccurate
results, alternate analysis methods that do not require the omission of incomplete observations are
needed.
When testing for indirect effects through multiple mediating variables, in the presence of
missing data, or when including interactive effects, current methods are limited. Many of the
current methods are either only implemented for single mediator scenarios or are extensions
of the single mediator methods. In many circumstances, the single mediator methods have low
power, and extensions to multiple mediators can exacerbate these limitations. Additionally, the
assumptions and requirements of the single mediator methods, such as requiring the estimates
that comprise the indirect effect to be independent, may be violated. For example, methods used
to find parameter estimates in the presence of missing data often yield correlated estimates, where
those estimates would be independent if the data were fully observed. The development of ap-
propriate and more statistically powerful methods can increase the utility of mediation analysis,
particularly for scenarios with multiple mediators, interactions between effects, and missing
mediator data.
In this dissertation, we review the relevant literature on mediation analysis in Chapter 1.
Chapter 2 describes methods for testing indirect effects in mediation analysis with a single media-
tor, including two newly developed test procedures that use carefully designed rejection criteria
to increase statistical power. In Chapter 3, we propose a maximum likelihood approach to handle
missing data in the presence of interactive effects for cases with a single mediator, two unordered
mediators, or two ordered mediators. Finally, in Chapter 4, we extend existing indirect effect test-
ing methods and develop new methods for multiple mediator scenarios with potential interactions
and missing data.
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Figure 1.1: Mediation diagram where G represents the independent variable, S is the mediating
variable, and Y is the response. Dashed lines indicate the potential mediation effect pathway.
1.2 Mediation Analysis and Testing for an Indirect Effect
Mediation analysis was primarily developed by Baron and Kenny (1986) in the field of psy-
chology as a method to determine if an independent variable G (often a treatment or exposure)
affects a measured outcome Y by way of an additional variable S as seen in Figure 1.1. When G
affects Y through S, there is said to be a mediating or indirect effect (Alwin and Hauser, 1975).
Under the assumptions that there be no measurement error and that the response does not have
a causal effect on the mediating variable S, Baron and Kenny proposed fitting three models to
determine whether the independent variable acts directly on the response or indirectly through
the mediator. The first proposed model is used to find the effect of the independent variable on
the mediator. The second model then determines the effect of the mediator on the outcome while
controlling for the independent variable. The third model finds the effect of the independent vari-
able on the outcome without accounting for the mediator. Baron and Kenny suggest multiple
requirements that must be met to conclude the existence of a mediation effect: the effect of the
independent variable on the response is significant, the effect of the independent variable on the
mediator is significant, the effect of the mediator on the outcome is significant, and the effect of
the independent variable on the outcome becomes non-significant when the mediator is included
in the analysis.
The original paper by Baron and Kenny (1986) has proceeded an incredible amount of re-
search. The original paper has been cited nearly 100,000 times in 25 years. While the early
adopters of mediation analysis were primarily in psychology and advertising (Batra and Stay-
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man, 1990; Folkman and Lazarus, 1988; Lind et al., 1990; Mahler and Kulik, 1990), many fields
have utilized mediation analysis, including health sciences such as environmental science and
genetics (Barfield et al., 2017; Bellavia et al., 2019; Cardenas et al., 2019; Huang et al., 2014;
Hutton et al., 2018; Lutz and Hokanson, 2015; Raulerson et al., 2019; Richiardi et al., 2013).
While the application is flexible, we consider a genetics scenario where G is often a genetic vari-
ant, such as a single nucleotide polymorphisms (SNP), Y is a phenotype of interest, and S is an
omics measurement such as protein expression or metabolite level.
With increasing utilization of and research into mediation analysis, questions concerning
the requirements suggested by Baron and Kenny (1986) have been raised. The condition that the
effect of the independent variable on the response becomes non-significant when the mediator
is included is considered unnecessary (Hayes, 2009; Zhao et al., 2010). Additionally, Imai et al.
(2010) discuss that additional assumptions of no unmeasured confounding are necessary and
show the third model proposed by Baron and Kenny is redundant.
The general approach of mediation analysis has evolved as well. Rather than fitting the var-
ious models and determining if all effects are significant, a more common process is to first es-
timate the indirect effect and then conduct significance tests on the estimated indirect effect to
determine if it is nonzero.
Vanderweele and Vansteelandt (2009) define the indirect effect in terms of counterfactuals,
namely that the indirect effect is equal to
E[Y (g, S(g))− Y (g, S(g∗))|C], (1.1)
where C denotes any covariates, S(g) denotes the value of the mediator when the independent
variable is equal to g, and Y (g, S(g)) is the value of the outcome when the independent variable
is equal to g and the mediator takes the value S(g). Using this notation, the indirect effect is
considered as the difference in the expectation of the response with G held constant, but S taking
different values as though G were equal to two levels, g and g∗.
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Figure 1.2: Mediation scenario for a single mediator with the effect of G on S denoted as αG, the
effect of S on Y denoted by γ, and the direct effect of G on Y denoted by βG
Consider a single mediator scenario where both the mediator and response are continuous.
As suggested by Imai et al. (2010), we utilize two models:
Si = α
TXi + εi (1.2)
and
Yi = β
TZi + γSi + εi, (1.3)
for i = 1, . . . , n, whereXi and Zi are vectors comprised of a 1 for the intercept, Gi, and any
covariates; α and β are vectors of regression parameters with αG and βG denoting the compo-
nents associated with G; γ denotes an additional regression parameter; and error terms εi and εi
are independent zero-mean normal random variables with variances τ 2 and σ2, respectively. The
indirect effect, denoted by δ, is equal to αGγ(g − g∗). Typically g = 1 and g∗ = 0 are used for
interpretation, leaving the indirect effect as the product of the effect of G on S (αG) and the effect
of S on Y (γ), as seen in Figure 1.2 (Alwin and Hauser, 1975; MacKinnon et al., 2007a).
When trying to determine if the indirect effect is equal to zero, the null hypothesis H0 :
δ = 0 is tested. Testing this hypothesis seems simple but can be quite difficult (Biesanz et al.,
2010; Huang and Pan, 2016; Vanderweele and Vansteelandt, 2009; Zhong et al., 2019). The null
hypothesis is true when either αG = 0 or γ = 0. Different testing methods perform well under
various values of αG and γ, but may be overly conservative or anti-conservative for other values.
As the true values of αG and γ are unknown, choosing an appropriate approach can be difficult.
Sobel (1982) proposes perhaps the most well-known method to test H0 : δ = 0. This method
relies on normal distributions and utilizes the delta method to derive the asymptotic distribution
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of the product of the maximum likelihood estimators of αG and γ, denoted by α̂G and γ̂, respec-
tively. Sobel’s method proposes comparing the product of α̂G and γ̂ to a normal distribution with
a variance equal to α2GVar(γ̂)) + γ
2Var(α̂G) + 2Cov(α̂G, γ̂). As Sobel’s method relies on asymp-
totic distributions, it may be conservative as the product of α̂G and γ̂ are not normally distributed
for smaller sample sizes (Aroian, 1947; Cui et al., 2016; Meeker and Escobar, 1994; Oliveira and
Seijas-Macias, 2012). Additionally, when both αG = 0 and γ = 0, the distributional variance is
equal to zero.
MacKinnon et al. (2002) propose an alternate method based on the distribution of the product
of standard normal variables. This method compares a standardized estimate of the indirect effect,
calculated as (α̂Gγ̂)/
√
Var(α̂G)Var(γ̂), to a distribution generated by the product of two standard
normal random variables. The percentile of the standardized indirect effect within the generated
distribution is used as the p-value for the test. This method is more powerful than Sobel’s method
but is anti-conservative for the scenario where either αG 6= 0 or γ 6= 0. Due to this shortcoming,
it is unsuitable for use in general testing of the desired null hypothesis.
Another popular alternative for testing the null hypothesis H0 : δ = 0 is joint significance
tests (Cohen and Cohen, 1983; MacKinnon et al., 2002). Procedures within this grouping conduct
hypothesis tests on the individual effects used in the product, namely H0 : αG = 0 and H0 : γ =
0. When both of the individual hypotheses are rejected, then it is concluded that δ 6= 0. These
methods are typically more powerful than Sobel’s method and have lower type I error rates than
the product of normal random variables (MacKinnon et al., 2002).
The joint significance testing procedure can be considered within the intersection-union test
principle, as described by Berger (1997). Intersection-union tests consider a hypothesis that is
constructed as the union of multiple individual hypotheses, such that H0 = ∪i{H0i}. It is simple
to see that the joint significance test null hypothesis H0 : αG = 0 ∪ γ = 0 fits into this framework.
Berger (1997) additionally proposes a more powerful intersection-union test for the means
of two normal distributions, but not in a mediation setting. This new method, called the S-test,
considers the null hypothesis H0 : min{|µ1, µ2|} using the union of three rejection regions. The
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S-test finds the cumulative probability of two test statistics, T1 and T2, which are used in the tests
for H0 : µ1 = 0 and H0 : µ2 = 0. These cumulative probabilities are then compared to a union of
three rejection regions.
The S-test is guaranteed to be more powerful than joint significance tests by the construc-
tion of these three distinct regions. The first region, referred to as S1, represents where both test
statistics would be significant at level α. As such, this region denotes the same rejection criteria
as joint significance tests. Thus, the inclusion of any additional region guarantees that the S-test
will be more powerful.
Unfortunately, the S-test has some critical shortcomings. Firstly, the S-test can reject the null
hypothesis at a specific value of α but fail to reject at a larger value of α. Additionally, the S-test
may reject H0 when the estimated indirect effect is exactly equal to zero.
Due to the potential low power of current indirect effect hypothesis tests, methods with
greater statistical power would be beneficial. The S-test by Berger (1997) provides an approach
that can increase power, but has inherent flaws that make it unsuitable for general use. However,
the potential improvement in power should not be ignored.
1.3 Missing Mediators, Interactions, and Multiple Mediators
Research utilizing multiomics data is becoming more prevalent, but faces a major challenge
in missing data. Different omics variables may be missing for various reasons, including high
cost and technical limitations (Lin et al., 2020). A common approach to handling missing data is
complete-case analysis, where observations with any missing information are omitted. However,
this approach can lead to biased estimates and incorrect conclusions (Helsel, 2006; Horton and
Kleinman, 2007).
In mediation analysis, regression methods when some mediator values are missing create an
interesting problem as the mediator is the response in one model and a predictor in another. Vari-
ous approaches have been proposed for missing variant data in more general settings (Browning
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and Browning, 2007; Lin et al., 2008), but less effort has been made for joint-modeling scenarios
such as those used in mediation analysis (Lin et al., 2020).
Single mediator scenarios can be greatly affected by missing data, the extension to multiple
mediator scenarios is even more complex (VanderWeele and Vansteelandt, 2013). Using one
mediator may introduce missing data, and including two or more mediators in an analysis is
likely to increase the proportion of observations with missing information. Additionally, the
mediator information for a single subject may be absent for one or both mediators. As complete-
case analysis would omit certain observations in the single mediator scenario, utilizing multiple
mediators would likely result in a larger number of observations being dropped.
Lin et al. (2020) propose a general framework that utilizes an expectation-maximization
(EM) algorithm as part of the method to efficiently calculate unbiased estimates in the presence
of missing mediator data (Little and Rubin, 2002). The proposed method is explicitly derived for
single mediator scenarios, but only the framework for multiple mediator scenarios is discussed.
Additionally, there is no discussion concerning potential interactions between the mediator and
genetic variant in single or multiple mediator models or mediator-mediator interactions in multi-
ple mediator scenarios.
1.3.1 Interactions and multiple mediators
Consider the inclusion of interactions terms when working with either one or multiple media-
tors in a genetic setting. In the single mediator scenario, if there exists an interaction between the
mediator and genetic variant, equation ((1.3)) must be updated to
Yi = β
TZi + γSi + ψSiGi + εi, (1.4)
where Z, β, γ, and εi are as defined in section 1.2, and ψ denotes the interactive effect of the
mediator and genetic variant on the response. Setting G = 1 and G = 0 as the levels for g and g∗
in equation (1.1), the indirect effect is δ = αG(γ + ψ).
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Next, consider the scenario with multiple mediators that act on the response in an unordered
manner. To facilitate more concise notation, consider only two mediators, where the models are
Si = α





TSiGi + S1iS2i(h1 + h2Gi) + ε. (1.6)
Here, α becomes a matrix with each column being associated with a single mediator Sj , γ and ψ
denote vectors of parameters with the jth component being associated with mediator j, and ε is
bivariate normal with mean zero and a covariance matrix with diagonal elements τ 21 and τ
2
2 and
covariance ρτ1τ2; all other variables are as defined previously. In this scenario, the indirect effect
may be defined in several ways (Daniel et al., 2015). When the goal is to determine the indirect
effect through mediator j only, then the indirect effect can be found if there is no interaction
between the mediators. When this requirements is met, the indirect effect of mediator j is δj =
αjG(γj + ψj), where αjG denotes the component of the jth column of α associated with G.
VanderWeele and Vansteelandt (2013) discuss an overall indirect effect in the unordered
mediator setting. When there is no interaction between mediators (i.e., h1 = 0 and h2 = 0),
the overall indirect effect is equal to the sum of individual δ values. In cases where there is an
interaction between mediators, the overall indirect effect is found by summing the individual path
δ values and an additional term. Part of this additional term is found by fitting a linear regression
model relating the product of the two mediators to G alone. The effect of G on the product of the
mediators is then multiplied by (h1 + h2). Unfortunately, due to compatibility issues, this scenario
often requires no covariates be included in any model, and alternate approaches for determining
the indirect effect may be of more use (VanderWeele and Vansteelandt, 2013).
Consider next where multiple mediators act in an ordered manner, with one mediator affect-
ing the second, and so on until the last mediator affects the response. Again, for more concise
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notation, consider two mediators. The models for mediation analysis are then
S1i = α
T
1X1i + ε1i, (1.7)
S2i = α
T
2X2i + S1i(γ1 + ψ1Gi) + ε2i, (1.8)
Yi = β
TZi + S2i(γ2 + ψ2Gi) + S1i(γ̃1 + ψ̃1Gi) + S1iS2i(h1 + h2G) + εi. (1.9)
Here, for j = 1, 2, αj andXji denote the vectors of parameters and covariates, respectively, for
the model with the jth mediator as the response, and εji and εi are independent zero-mean normal
random variables with variances τ 2j and σ
2, respectively. Additionally, γ1 is the effect of S1 on
S2 with ψ1 denoting the effect of the interaction of S1 and G, γ2 is the effect of S2 on Y with ψ2
denoting the effect of the interaction of S2 and G, γ̃1 and ψ̃1 are the effect and interaction terms
for S1 on Y , and h1 and h2 denote the interaction terms for S1 and S2 on Y , without and with G,
respectively.
The indirect effect in an ordered mediator scenario can be expressed in a wide variety of
ways depending on the desired interpretation (Daniel et al., 2015). Taylor et al. (2008) propose
that in the absence of any interaction term the indirect effect through both mediators is most
naturally expressed as δ = α1Gγ1γ2. This can be extended simply to include interactions between
the genetic variant and mediators such that δ = α1G(γ1 + ψ1)(γ2 + ψ2). When either h1 or h2 is
non-zero, δ = α1G(γ1 + ψ1)(γ2 + ψ2 +E[S1|G,X1]{h1 + h2}) and depends on the value of the of
the covariates for each subject. In such scenarios where the indirect effect depends on covariate
values, Li et al. (2006) suggest the average of each indirect effect as calculated using the observed
covariate values.
1.3.2 Confidence intervals
In addition to estimating the indirect effect, calculating confidence intervals is of great value.
Confidence intervals provide some measure of the uncertainty of the estimate of the indirect ef-
fect and facilitate better conclusions. Many methods exist for finding the confidence intervals
10
for the indirect effect (Biesanz et al., 2010; Kisbu-Sakarya et al., 2014; MacKinnon et al., 2007b,
2004; Preacher and Hayes, 2008; Preacher and Selig, 2012; Sobel, 1982; Tofighi and MacKin-
non, 2011, 2016; Williams and MacKinnon, 2008). The more common approaches include a
normal approximation of the product of path effects (Sobel, 1982), bootstrap approximations
with optional bias correction (MacKinnon et al., 2004), and Monte Carlo simulation approaches
(Preacher and Selig, 2012; Tofighi and MacKinnon, 2016). Each method has different advantages
and disadvantages with regards to accuracy and computational intensity.
Sobel (1982), along with the proposed method for testing the null hypothesis H0 : δ = 0,
discusses a method to construct a confidence interval using an asymptotic normal distribution.
The delta method is utilized to determine the distribution with a mean equal to the estimated
value of the indirect effect. The variance is more complex. For the single mediator scenario, the
variance of the indirect effect when comparing G = 1 to G = 0 is equal to
α2G{Var(γ̂)+Var(ψ̂)}+ (γ + ψ)2Var(α̂G)+
2
[




For a single path within an unordered mediator scenario where there is no mediator-mediator
interaction, the variance is equal to 1.10 when the formula values are substituted with their coun-
terpart values along the desired path. When there is an interaction between two mediators, the
formula becomes quite complex, and other methods for calculating the indirect effect and confi-
dence intervals are recommended (VanderWeele and Vansteelandt, 2013). For ordered mediators,
the formula for the variance is calculated again using the delta method. Due to the formula’s
length, the derivation is left to the reader and can often be found implemented in software.
The method of using an asymptotic normal distribution is computationally efficient but of-
ten overly conservative. This method struggles from the same limitations as the test derived by
Sobel (1982) due to the distribution of the product of terms not being normally distributed for
small sample sizes (Aroian, 1947; Cui et al., 2016; Meeker and Escobar, 1994; Oliveira and
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Seijas-Macias, 2012). Further, when multiple path effects are equal to zero, the variance is over-
estimated.
Alternatively, bootstrap approaches have become a popular choice for constructing con-
fidence intervals (Biesanz et al., 2010; MacKinnon et al., 2004; Preacher and Hayes, 2008;
Williams and MacKinnon, 2008). Bootstrap confidence intervals are found by first taking a sam-
ple with replacement of the same size from the original data. The estimate of the indirect effect
is then calculated from the sampled data, yielding a single value we denote as δ∗. This process is
repeated many times, and all calculated δ∗ values are sorted. For a (1− α)% confidence interval,
the α/2 and 1− α/2 quantiles are the lower and upper bounds, respectively. Modifications to the
bounds can be chosen to adjust for bias.
Bootstrap confidence intervals tend to be more accurate than the normal approximation but
have high computational costs. Intervals calculated using bootstrap methods are more sensitive to
detect small path effects, and can be found for any formulation of the indirect effect (MacKinnon
et al., 2004). However, for calculations where each iteration requires noticeable computation
time, or when a large number of confidence intervals must be calculated, the bootstrap procedure
may not be a feasible option.
A third alternative is Monte Carlo confidence intervals (Biesanz et al., 2010; MacKinnon
et al., 2004; Preacher and Selig, 2012; Tofighi and MacKinnon, 2011, 2016). This method relies
on the distribution of maximum likelihood estimators. Once the estimates of all the path effects
and their associated variances are found, a large number of instances of the path effects are gen-
erated from appropriate normal distributions. The generated path effects are then used to find
instances of δ∗. Similar to the bootstrap confidence interval, the α/2 and (1− α/2) quantiles are
the lower and upper bounds, respectively.
The Monte Carlo confidence interval approach is more accurate than the normal approxi-
mation (MacKinnon et al., 2004), and is much less computationally intensive than the bootstrap
approach. Indeed, MacKinnon et al. (2004) compare the performance of the bootstrap and Monte
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Carlo methods and find that they are similar. With the high cost of the bootstrap approach, Monte
Carlo confidence intervals can be advantageous (Preacher and Selig, 2012).
1.3.3 The impact of missing data
The presence of missing data further increases the complexity of these mediation analysis
scenarios. Multiple sources of potentially missing information increase the likelihood of an ob-
servation not having fully observed data. When analyzing data with missing values, one must
consider why the data are missing. Often, the underlying pattern of the missing data is referred
to as the missing mechanism. Rubin (1976) describes three mechanisms behind missing obser-
vations. The first is termed missing completely at random (MCAR). For MCAR scenarios, the
probability of a value being missing is independent of any influence and happens by chance. The
next scenario is missing at random (MAR), in which the probability that a value is missing de-
pends on additional variables, but these additional influences are all observed. The final scenario
for missing data is not missing at random (NMAR). In this missing scenario, the likelihood that
values are missing depends on the missing value itself, and special considerations and care must
be taken in this complex scenario.
Determining how to perform an analysis in the presence of missing data is the topic of much
discussion (Cohen and Cohen, 1983; Horton and Kleinman, 2007; Little and Rubin, 2002; Lin
et al., 2020; Rubin, 1976). In regression settings, complete-case analysis when the data are miss-
ing under the MCAR mechanism will yield unbiased results. However, it will be less efficient
as the sample size is reduced. Under the MAR and NMAR missing mechanisms, complete-case
analysis can yield incorrect and biased results.
An additional issue that must be addressed when working with missing data is possible corre-
lation between estimates. In the case of fully observed data, the effects and estimates from each
model used in mediation analysis are assumed to be independent (Imai et al., 2010). However, in
the presence of missing data, using approaches such as those proposed by Lin et al. (2020) can
lead to correlation between estimates, requiring an adjustment in the calculation of confidence in-
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tervals. The bootstrap approach calculates the indirect effect for each iteration, and therefore it is
assumed that no additional adjustment is necessary. The formulas for the normal approximation
presented here allow for adjustments to account for possible covariance. Most methods presented
in the literature assume all covariances between estimates are zero and are thus inappropriate for
missing data scenarios.
As many observations, especially in genetic studies, are likely to have been collected at a
high cost, discarding observations with missing values causes substantial waste. Additionally,
with the potential for bias introduced by omitting observations (Helsel, 2006; Horton and Klein-
man, 2007; VanderWeele and Vansteelandt, 2010), alternate analysis techniques such as those de-
veloped by Lin et al. (2020) are desirable. Further exploration and development of these methods
to efficiently handle more complex scenarios, such as the inclusion of interactions, are necessary
to further research across many fields.
1.4 Hypothesis Tests of the Indirect Effects in More Complex Scenarios
As the utilization of mediation analysis increases, the need for more powerful hypothesis
tests across various mediator scenarios will also increase (MacKinnon et al., 2007a; VanderWeele,
2016). Of particular note, multiple mediators and missing data scenarios require new methods or
extensions of the tests utilized for single mediators. Rather than the two terms used in a single
mediator setting, ordered mediator scenarios require three terms. The inclusion of interaction
terms further increases the complexity of hypothesis tests. Additionally, missing data create
the potential for correlated effect estimates, contrary to assumptions used in mediation analysis
with complete data (Imai et al., 2010). These complexities require additional extensions and
modifications to the Sobel method (Sobel, 1982), joint significance tests (Cohen and Cohen,
1983; MacKinnon et al., 2002), and bootstrap and Monte Carlo approaches (MacKinnon et al.,
2004; Preacher and Selig, 2012; Tofighi and MacKinnon, 2016).
Sobel’s test utilizes the delta method and therefore provides straightforward formulas given
the indirect effect formula is known (Sobel, 1982). Accounting for the inclusion of interactions
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or correlation between the estimates often requires specific calculation using the delta method.
The extension to multiple mediators is similarly derived. However, as the Sobel method relies
on asymptotic distributions, these extensions face similar issues to those of the single mediator
scenario (Aroian, 1947; Cui et al., 2016; Loeys et al., 2014; Meeker and Escobar, 1994; Oliveira
and Seijas-Macias, 2012). In fact, these limitations may be escalated for multiple mediators
(Preacher and Hayes, 2008; Thoemmes et al., 2010).
Joint significance tests provide an alternative that is generally more powerful than the Sobel
method. The methods of this group test each term used in the product of the indirect effect. For
the null hypothesis H0 : δ = 0, any single element of the product not significantly different from
zero will lead to the null hypothesis not being rejected. This approach, however, may cause the
test to be too conservative (Thoemmes et al., 2010). In particular, for a level α test where all path
effects are equal to zero, the type I error will be equal to α2 when the indirect effect is the product
of two terms, and α3 for three terms. While a lower type I error rate is not a cause for concern, it
often is associated with lower power.
Joint significant tests require that each term in the product be independent. In the presence
of missing data, this assumption may be violated (Lin et al., 2020). As such, adjustments must
be made to the terms and their associated standard errors to achieve valid results. Possible adjust-
ments, such as those suggested by Huang (2018), present potential solutions, but are not widely
utilized. These methods suggest that that the variables can be transformed such that the terms
become independent, then tests are performed on the transformed variables.
The impact of interactions on joint significance tests has also received little attention. Given
the known distributions of maximum likelihood estimators, the significance of each term com-
prising the product can be calculated. However, little has been done to utilize these methods or
study of the impact the interaction terms on power. Combined with the potential for missing data
and extensions to multiple mediators, clarifying such measures’ performance could be greatly
beneficial.
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Some additional methods used to determine if δ = 0 include using confidence intervals (Li
et al., 2006; MacKinnon et al., 2004; Preacher and Selig, 2012; Tofighi and MacKinnon, 2016).
Bootstrap confidence interval approaches provide methods for determining if the indirect effect is
nonzero. Monte Carlo simulation could provide an additional method provided adjustments are
made. One strategy utilizing confidence intervals is to compare the upper and lower bounds of
any interval and determine if zero is included. If zero is not in the interval, then the indirect effect
is concluded to be nonzero. If a p-value is desired, then the smallest level α for which zero is not
included in the interval is used.
While the bootstrap and Monte Carlo methods have great potential advantages, they may be
overly conservative or computationally intensive. These methods may be less burdened by the
effects of missing data or correlated estimates if adjusted to account for these features. However,
these methods may also be limited by computational requirements as the bootstrap approach is
highly computationally intensive, requiring large numbers of repetitions for each test.
For mediation analysis in high-dimensional scenarios, recent advances have been made.
Dai et al. (2020) propose a testing procedure for cases where the family-wise error rate may be
inflated. Huang (2018) and Zhong et al. (2019) propose methods aimed at genetic research in a
mediation setting, where there are either many genetic variants or many mediator variables to
be tested. These new approaches consider high dimensional sets of genetic variants or mediator
variables and either make adjustments for multiple testing or find an overall test result for the
set of variables tested. While these approaches fit naturally with the types of tests conducted by
geneticists (Raulerson et al., 2019), they may struggle under cases where large proportions of the
tested effects are equal to zero (Huang, 2018). As such, methods that provide increased power in
the presence of effects that are small or equal to zero would be beneficial.
With the increased research of more complex mediation scenarios, advancements in hypothe-
sis testing procedures are critical. The performance of different methods in a variety of scenarios
needs to be analyzed so that researchers may choose better analysis options for their studies, lead-
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ing to more accurate conclusions. While limitations exist in certain methods, extensions and new
methods to improve performance and efficiency would be of great benefit.
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CHAPTER 2: INCREASING POWER IN MEDIATION TESTS
2.1 Introduction
Causal mediation analysis seeks to determine the pathways by which an independent variable
affects a response variable: either directly or through some additional variable. If the independent
variable affects the response through a secondary variable, called a mediator, there is said to
be an indirect effect (Alwin and Hauser, 1975). Mediation analysis has been used extensively,
especially in social sciences (MacKinnon et al., 2007a) and public health sciences (Bellavia et al.,
2019; Richiardi et al., 2013), and has become increasingly popular in genetics (Barfield et al.,
2017; Cardenas et al., 2019; Huang et al., 2014; Hutton et al., 2018; Raulerson et al., 2019).
Detecting an indirect effect is seemingly simple but actually very difficult Biesanz et al.
(2010); Huang and Pan (2016); Vanderweele and Vansteelandt (2009); Zhong et al. (2019). Let
β and γ denote, respectively, the effect of the independent variable on the mediator and the effect
of the mediator on the response variable, and let β̂ and γ̂ denote the corresponding maximum
likelihood estimators, which are independent under a no unmeasured confounding assumption
Imai et al. (2010). In the product of coefficients method Alwin and Hauser (1975); MacKinnon
et al. (2007a), the null hypothesis of no indirect effect means βγ = 0, which is true if one of the
two parameters is zero or both are zero. If β = γ = 0, the asymptotic distribution of β̂γ̂ is the
product of two zero-mean normal random variables, rather than the normal distribution. If either
β or γ is non-zero, but not both, the asymptotic distribution of β̂γ̂ a zero-mean normal Kisbu-
Sakarya et al. (2014); Wang (2018). In practice, one does not know which distribution is correct
because both scenarios constitute the null hypothesis. The well-known test of Sobel Sobel (1982)
uses the normal distribution for β̂γ̂ and is overly conservative if β = γ = 0, whereas the test
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based on the product-normal distribution MacKinnon et al. (2002, 2004) is too liberal if β or γ is
non-zero.
In this chapter, we develop new methods to detect indirect effects based on the principle
of intersection-union tests (Berger, 1997). The proposed tests have correct type I error whether
one or both parameters are zero and have good power when both parameters are nonzero. We
demonstrate the advantages of the proposed methods through extensive simulation studies and
provide an application to the Sub-Populations and Intermediate Outcome Measures in COPD
Study (SPIROMICS) (Couper et al., 2014).
2.2 Methods
We are testing the null hypothesis H0 : {β = 0} ∪ {γ = 0} against the alternative hy-
pothesis HA : {β 6= 0} ∩ {γ 6= 0}. Thus, this problem can be cast within the framework of
intersection-union tests (MacKinnon et al., 2002). Berger (1997) proposed the so-called S-test
for this problem with normally distributed data, although not in the context of mediation anal-
ysis. Let Tβ and Tγ be the test statistics for testing the null hypotheses that β = 0 and γ = 0,
respectively. Assume the statistics Tβ and Tγ are independent with distribution functions Fβ(·)
and Fγ(·), respectively. Write Uβ = Fβ(Tβ) and Uγ = Fγ(Tγ). We reject H0 : {β = 0} ∪ {γ = 0}
if (Uβ, Uγ) falls into the rejection region S shown in Figure 2.1a, which consists of three distinct
regions, S1, S2, and S3. In S1, Uβ and Uγ are less than α/2 or greater than 1 − α/2; in S2, the
difference between Uβ (or similarly 1 − Uβ) and Uγ is less than α/4; and in S3, Uβ and Uγ are
greater than α/2 or less than 1 − α/2 and the difference between a specified U value and 0.5 is
small (or similarly, large) compared to the remaining U value. The S-test has level α because
Pr{(Uβ, Uγ) ∈ S} = α when either Uβ or Uγ has the standard uniform distribution.
As shown in Figure 2.1a, S1 is comprised of the four squares in the corners. In each square,
Uβ and Uγ are either less than α/2 or greater than (1− α/2). Thus, (Uβ, Uγ) ∈ S1 if Tβ and Tγ are
both significant at the α level, i.e., the maximum of the two p-values is less than α. We refer to
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the test based on S1 alone (Cohen and Cohen, 1983; MacKinnon et al., 2002) as maxP. Due to the
additional rejection regions S2 and S3, the S-test is guaranteed to be more powerful than maxP.
Unfortunately, the S-test has some undesirable properties which make it inappropriate for
testing H0. First, it can reject H0 at a certain value of α but fail to do so at a larger value of α.
An example of this non-compatibility is given in Figure 2.1b: S2 for α = 0.05 will reject H0 for
some values of (Uβ, Uγ) that would not cause H0 to be rejected for α = 0.10 near the point where
S1 and S2 meet; the location of S3 depends on the value of α, with a smaller value of α causing
S3 to be closer to the edge of the graphed region, enclosing values of (Uβ, Uγ) not included by
any larger value of α. Second, the S-test may reject H0 when the indirect effect is estimated at
zero. Indeed, if β̂ and γ̂ = 0, then Uβ = Uγ = 0.5, which is the center of S2.
We propose two methods to address the shortcomings of the S-test. In the first method, we
alter the rejection region and use p-values to determine significance; we will refer to this method
as the PS-test. Specifically, we remove S3 since it is a major contributor to non-compatibility
and is not a very meaningful rejection region. In addition, we remove the portion of S2 near
(0.5, 0.5), where the two diagonal bands cross, so as to avoid rejecting H0 when the indirect
effect is estimated at zero. Finally, we define the p-value as the smallest value of α at which H0 is
rejected. This step enlarges the rejection region between S1 and S2, as shown in Figure 2.1c. The
added rejection region, denoted as Sm, takes the form of eight right triangles with base α/4 and
height α/6.
The addition of Sm increases the type I error. If β = γ = 0, then both Uβ and Uγ have the
standard uniform distribution. The total area of Sm is α2/6. Removing S3, which is comprised
of four triangles each with base α/2 and height α/4, reduces the type I error by α2/4, and the
removal of the central section eliminates an additional α2/8. Thus, the final rejection probability
is α{1 − (5α/24)}, such that the type I error rate is guaranteed not to be inflated. If only one of
the two parameters is equal to zero, the change in the type I error is more complex. However, we






























(d) Rejection region for the ASQ−test
Figure 2.1: Rejection regions of the original S-test, the p-value approach S-test (PS-test), and
the ascending squares test (ASQ-test) using cumulative probabilities Uβ and Uγ: (a) the rejection
region of the S-test as the union of S1, S2, and S3; (b) non-compatibility of the S-test shown by
the middle shade of gray, where the S-test rejects for α = 0.05 only; (c) rejection region for
the PS-test where portions of the original S-test are removed and the region Sm (denoted by the
darker shade) is added; (d) rejection region for the ASQ-test where the squares are constructed
using the dimensions of S1 from the original S-test with multiple squares aligning on diagonal
corners and extending towards the center of the region.
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The second method we propose here also changes the rejection region of the original S-test
and utilizes p-value thresholds. However, the rejection region is different from that of the PS-test
in order to avoid potential inflation of the type I error. As shown in Figure 2.1d, the rejection
region consists of multiple squares of the size of S1, the squares ascend (or descend) from each
corner towards the center, and each square meets at diagonal corners. We refer to this method as
the ascending squares (ASQ) test.
To preserve compatibility, the significance level thresholds must be chosen such that each
level divides evenly into all larger levels. Without this restriction, the rejection region for a
smaller significance level will fail to lie within that of larger levels. To prevent inflation of the
type I error, each level must divide evenly into 1.0. This restriction ensures that the centermost
squares will not have inappropriate overlapping.
Given the predetermined significance levels, the ASQ-test begins at the largest significance
level and continues down to the next largest, determining at each level whether (Uβ, Uγ) lies
within the rejection region. If (Uβ, Uγ) is within the rejection region at a specific significance
level, we conclude that the true p-value for the test is less than this significance level. By proceed-
ing through the predetermined significance levels, the smallest significance value for which the
null hypothesis H0 is rejected is determined, and that value is considered the p-value threshold;
the true p-value is less than this value.
We may limit the degree that the bands for the PS-test or the squares for the ASQ-test are al-
lowed to extend toward the center. This will alleviate the requirement that each α divides evenly
into 1.0 for the ASQ-test and also reduces the potential inflation of the type I error by the PS-test.
To avoid rejecting H0 when β̂ = γ̂ = 0, the ASQ-test must omit the center-most squares. The
decision on how far the bands or squares are allowed to extend is based on a trade-off between
power and type I error.
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2.3 Simulation Studies
We conducted extensive simulation studies to evaluate the performance of the proposed and
existing methods. We let independent variable G be Bernoulli(0.5), mediator M = βG + εM ,
and response variable Y = 0.2G+ γM + εY , where εM and εY are independent standard normal
random variables. We varied β and γ from 0 to 0.4 and set the sample size n to 100, 500 or 1,000.
For each combination of simulation parameters, we used 20,000 replicates to estimate the type
I error or power of each test at α = 0.05. For the proposed methods, the band or squares were
limited to 50% of the possible extension.
The results for the type I error are shown in Table 2.1. The S-test maintains type I error
around the nominal level. The type I error of the PS-test, ASQ-test, and maxP is lower than that
of the S-test and approaches the nominal level as β or γ increases. The Sobel test is very conser-
vative when β or γ is zero or very small and when n is small. By contrast, the product-normal
test is anti-conservative when β or γ is not 0.
The results for power are given in Table 2.2. (The results for the product-normal test are
omitted due to its highly inflated type I error.) The Sobel test is the least powerful, especially for
small n and small effect sizes. The PS-test and ASQ-test are nearly as powerful as the S-test. In
addition, they are considerably more powerful than maxP when effect sizes are small.
Figure 2.2 shows the changes in the power and type I error when the length of the bands for
the PS-test varies. For small n, a larger rejection region greatly increases the power (Figure 2.1a)
but also increases the type I error (Figures 2.1c and 2.1d). At small α, only a small increase
in the rejection region is necessary to achieve a large increase in power (Figure 2.1b) without
markedly increasing the type I error. While different analyses may necessitate different limits, the
simulation results suggested limiting the bands of the PS-test to 50% of the possible extension. A
similar conclusion was reached on the squares of the ASQ-test.
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Table 2.1: Empirical Type I Error Rates at the Nominal Significance Level of 0.05
β γ n Sobel maxP
product
normal S-test PS-test ASQ-test
0 0 100 <0.001 0.003 0.054 0.053 0.026 0.025
500 <0.001 0.003 0.048 0.049 0.025 0.024
1000 <0.001 0.003 0.051 0.049 0.024 0.024
0.1 100 0.001 0.008 0.110 0.049 0.033 0.032
500 0.005 0.028 0.303 0.050 0.047 0.047
1000 0.012 0.041 0.459 0.047 0.047 0.046
0.2 100 0.004 0.023 0.261 0.047 0.042 0.042
500 0.029 0.051 0.613 0.051 0.051 0.051
1000 0.038 0.048 0.723 0.048 0.048 0.048
0.3 100 0.013 0.042 0.435 0.051 0.051 0.050
500 0.041 0.052 0.740 0.052 0.052 0.052
1000 0.044 0.049 0.814 0.049 0.049 0.049
0.4 100 0.023 0.048 0.564 0.050 0.050 0.050
500 0.045 0.051 0.801 0.051 0.051 0.051
1000 0.045 0.048 0.861 0.048 0.048 0.048
0.1 0 100 <0.001 0.004 0.070 0.049 0.026 0.026
500 0.001 0.009 0.126 0.050 0.035 0.035
1000 0.002 0.017 0.191 0.049 0.042 0.041
0.2 0 100 0.001 0.009 0.116 0.053 0.035 0.035
500 0.006 0.031 0.307 0.048 0.046 0.047
1000 0.013 0.042 0.457 0.048 0.048 0.047
0.3 0 100 0.002 0.016 0.187 0.048 0.039 0.038
500 0.016 0.046 0.488 0.048 0.048 0.049
1000 0.030 0.050 0.626 0.050 0.050 0.050
0.4 0 100 0.005 0.025 0.268 0.049 0.045 0.044
500 0.028 0.051 0.615 0.051 0.052 0.052
1000 0.039 0.049 0.724 0.049 0.049 0.049
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Table 2.2: Empirical Power and Relative Efficiency at the Nominal Significance Level of 0.05
Power Relative efficiency
β γ n Sobel maxP S-test PS-test ASQ-test Sobel S-test PS-test ASQ-test
0.05 0.03 100 <0.001 0.003 0.052 0.028 0.026 0.04 20.02 10.65 9.85
500 0.001 0.010 0.054 0.037 0.035 0.07 5.70 3.87 3.73
1000 0.002 0.019 0.064 0.052 0.050 0.10 3.27 2.67 2.59
0.1 0.1 100 0.001 0.011 0.053 0.039 0.038 0.10 4.69 3.44 3.38
500 0.033 0.122 0.148 0.149 0.148 0.27 1.21 1.21 1.21
1000 0.152 0.307 0.317 0.320 0.317 0.49 1.03 1.04 1.03
0.2 100 0.007 0.037 0.065 0.061 0.061 0.18 1.73 1.64 1.64
500 0.132 0.198 0.198 0.198 0.198 0.67 1.00 1.00 1.00
1000 0.311 0.351 0.351 0.351 0.351 0.89 1.00 1.00 1.00
0.3 100 0.023 0.066 0.075 0.075 0.074 0.35 1.14 1.14 1.13
500 0.175 0.202 0.202 0.202 0.202 0.87 1.00 1.00 1.00
1000 0.327 0.342 0.342 0.342 0.342 0.96 1.00 1.00 1.00
0.4 100 0.041 0.076 0.078 0.078 0.078 0.54 1.02 1.02 1.02
500 0.190 0.202 0.202 0.202 0.202 0.94 1.00 1.00 1.00
1000 0.337 0.345 0.345 0.345 0.345 0.98 1.00 1.00 1.00
0.4 0.1 100 0.020 0.083 0.112 0.111 0.109 0.24 1.36 1.35 1.32
500 0.485 0.595 0.595 0.596 0.596 0.82 1.00 1.00 1.00
1000 0.860 0.883 0.883 0.883 0.883 0.97 1.00 1.00 1.00
0.2 100 0.093 0.242 0.269 0.274 0.270 0.38 1.11 1.13 1.11
500 0.971 0.987 0.987 0.987 0.987 0.98 1.00 1.00 1.00
1000 1.000 1.000 1.000 1.000 1.000 1.00 1.00 1.00 1.00
0.3 100 0.225 0.414 0.425 0.428 0.426 0.54 1.03 1.03 1.03
500 0.992 0.994 0.994 0.994 0.994 1.00 1.00 1.00 1.00
1000 1.000 1.000 1.000 1.000 1.000 1.00 1.00 1.00 1.00
0.4 100 0.348 0.485 0.487 0.488 0.488 0.72 1.00 1.01 1.00
500 0.993 0.994 0.994 0.994 0.994 1.00 1.00 1.00 1.00
1000 1.000 1.000 1.000 1.000 1.000 1.00 1.00 1.00 1.00
Note: Relative efficiency is the power relative to maxP
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Figure 2.2: Power and type I error for the PS-test across different lengths of the center band
under 4 scenarios.
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2.4 Application to SPIROMICS
SPIROMICS is a multi-center study designed to guide future development of therapies for
COPD patients (Couper et al., 2014). Between November 2011 and January 2015, the study
enrolled over 2,900 patients with varying disease severity. Participants underwent a baseline visit
that included a variety of measurements, and many different biospecimens were collected and
stored. A major goal of the study was to identify biomarkers as intermediate outcomes in order to
reliably predict clinical benefits.
A biomarker panel for 114 blood proteins was assayed through multiple Myriad-RBM mul-
tiplex technologies. The biomarkers were selected because of known or potential links to COPD
pathophysiology (O’Neal et al., 2014; Sun et al., 2016). We removed 24 biomarkers with fewer
than 500 measurements and excluded the patients without measurements. We replaced any mea-
surement below the detection limit by half of the detection limit and set any measurement above
the detection limit to the upper limit. Finally, we applied the inverse-normal transformation to
each of the remaining 90 biomarkers.
Genotype data for 2,714 participants were obtained from Illumina OmniExpress plus Exome
GeneChip, with a total of 673,688 single nucleotide polymorphisms (SNPs). After removing any
SNP with greater than 10% missing values or minor allele frequency less than 1%, we were left
with 615,535 autosomal SNPs.
We focused on the phenotype emphysema, which is quantified by the percentage of lung
voxels greater than or equal to 950 Hounsfield Units on full inspiratory CT scans. We considered
the 1,589 patients with available phenotype, biomarker, and emphysema data. We performed
principal component analysis on common SNPs and included the top five principal components
as covariates in the models to account for population stratification. We also included age, gender,
body mass index, smoking pack years, and current smoking status as covariates.
We conducted mediation analysis for each combination of SNPs and biomarkers, with the
biomarker as the mediator. We tested for indirect effects with the Sobel test, maxP, S-test, PS-test,
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and ASQ-test. Figure 2.3 provides the quantile-quantile (QQ) plots for four biomarkers. The
results for the S-test and ASQ-test are highly similar to those of the PS-test and thus are omitted.
All four QQ-plots for the PS-test are well behaved. The QQ-plots for the Sobel test are highly
deflated for three out of the four biomarkers, and one of the QQ-plots for maxP is also highly
deflated.
Using an earlier version of the SPRIROMICS data, Sun et al. (2016) found evidence of in-
direct effect for biomarker C3; however, Figure 2.3 shows no such evidence. Unlike Sun et al.
(2016), the PS-test, maxP, and Sobel test found an indirect effect through AGER; this finding is
consistent with the report of Zhang et al. (2018). In addition, the PS-test and maxP found a po-
tential indirect effect in CRP, which is consistent with Aref and Refaat (2014), whereas the Sobel
test did not. The PS-test found a potential indirect effect for SFTPD, whereas the Sobel test and
maxP did not.
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Figure 2.3: Quantile-quantile plots of the -log10 p-values for testing the indirect effects in the
SPIROMICS study: the results for the PS-test, maxP, and Sobel test are shown in blue, green, and
red, respectively. For AGER and CRP, the results of the PS-test and maxP are indistinguishable.
For SFTPD, the results of the Sobel test and maxP are indistinguishable.
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2.5 Discussion
Existing methods for detecting indirect effects in mediation analysis are either overly conser-
vative or anti-conservative. We have presented powerful tests that preserve the type I error. Such
tests are much needed in the field of genetics, where the effects tend to be small and controlling
the type I error is paramount. By making use of the cumulative probabilities from any distribu-
tion, our methods extend the S-test to allow test statistics that are not normally distributed. Berger
(1997). In addition, we address the inherent limitations of the S-test.
In many genetics studies, such as SPIROMICS, mediators may not be measured on all study
participants because of cost or other constraints. It is possible to construct an appropriate likeli-
hood to accommodate missing values on a mediator (Lin et al., 2020). The resulting maximum
likelihood estimators of β and γ are generally no longer independent. We address this situation in
Chapter 4.
We have focused on the case of a single mediator. In some applications, investigators are
interested in multiple mediators (VanderWeele and Vansteelandt, 2013), which may jointly affect
the response variable or may affect one another. This topic is addressed in Chapter 4.
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CHAPTER 3: MEDIATION ANALYSIS OF MULTIPLE MEDIATORS WITH INCOMPLETE
OMICS DATA
3.1 Introduction
Technologies for obtaining biological measurements such as omics data have rapidly ad-
vanced in recent years; the resulting increased availability of biological data provides new and
exciting opportunities to explore the relationships among different omics variables, as well as
the direct and indirect effects of genetic variants on various traits (Huang et al., 2014; Hutton
et al., 2018; Lutz and Hokanson, 2015; Pieters, 2017; Raulerson et al., 2019; Wu et al., 2018; Zhu
et al., 2016). The increased availability of omics data has piqued interest in more complex omics
models involving multiple mediators (Shan et al., 2019; VanderWeele and Vansteelandt, 2013).
Limitations associated with collecting omics measurements, such as high costs and low
sample quality, may make it unfeasible to collect data for all features in all subjects within a
study, leading to missing values in study datasets. While the issues of missing data are discussed
in the literature (Lin et al., 2008, 2020; Little and Rubin, 2002; Rubin, 1976), mediation analysis
with potential missing values among multiple mediator measurements is complex and could
benefit from additional methodological development.
The prevailing analysis strategy for dealing with missing mediator data is the removal of sub-
jects with unknown values (Preacher and Hayes, 2004; Raulerson et al., 2019), but this strategy
can produce inefficient and potentially biased estimators (Helsel, 2006; Horton and Kleinman,
2007). To address this problem, we extend the general framework proposed by Lin et al. (2020),
which is focused on a single mediator with no interaction. Our methods address scenarios with
interactions between genotypes and mediators where omics information along various media-
tion pathways may be missing. We relate other quantitative omics and phenotype variables to
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genetic variants by linear regression models and determine the joint likelihood for mediation
scenarios with one or two mediators and possible interactions involving genotypes and mediators.
We conduct maximum likelihood estimation through expectation-maximization (EM) algorithms
and construct confidence intervals. Through extensive simulation studies, we demonstrate that
the proposed estimators are unbiased under various missing patterns and more efficient than the
practice of removing subjects with missing data. Finally, we apply our methods to data from the
Metabolic Syndrome in Men (METSIM) study (Laakso et al., 2017) and discuss our findings.
3.2 Methods
Let Y denote a quantitative phenotype of interest, and let G denote the genotype of a single
nucleotide polymorphism (SNP). We consider other quantitative omics variable measurements
(which may be missing), denoted by S in the case of a single mediator scenario and Sj, j = 1, 2,
for two mediators. Investigators are often interested in studying the direct and indirect effects
of G on Y . Indirect effects are defined as G acting on Y through the mediator or mediators of
interest (see Figure 3.1).




WW + ε, (3.1)
whereW is a vector that includes the unit component and any additional variables (e.g., ethnicity,




T andX = (G,W T )T . Equation (3.1) can then be expressed as
S = αTX + ε. (3.2)
The phenotype Y is related to S by the linear regression model
Y = βGG+ β
T
WW + βSS + βSGSG+ ε, (3.3)
32
(a) Single Mediator (b) Two Unordered Mediators (c) Two Ordered Mediators
Figure 3.1: Statistical models relating genotypes to other quantitative omics variables, and re-
lating genotypes and other quantitative omics variables to phenotypes under various mediation
structures: (a) Single omics mediator scenario; (b) Two unordered omics mediators scenario; (c)
Two ordered omics mediators scenario
where βG, βW , βS , and βSG are regression parameters; and ε is zero-mean normal with variance
σ2. Let β = (βG,βTW , βS, βSG)
T and Z = (G,W T , S, SG)T . Equation (3.3) can then be ex-
pressed as
Y = βTZ + ε. (3.4)
For two unordered mediators, as seen in Figure 3.1b, we relate the two mediators to G
through the multivariate linear regression model
S = αGG+α
T
WW + ε, (3.5)
where S = (S1, S2)T ; vector αG = (α1G, α2G)T and matrix αW = (α1W ,α2W ) are regression
parameters; and ε is bivariate normal with mean zero and covariance matrix





Define α to be a matrix such that the jth column (denoted as αj) equals (αjG,αTjW )
T . We can
then express equation (3.5) as
S = αTX + ε. (3.6)
We then relate Y to the two unordered mediators by the linear regression model






SGS)G+ βS1S2S1S2 + βS1S2GS1S2G+ ε, (3.7)
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where βS = (βS1 , βS2)
T , βSG = (βS1G, βS2G)
T , βS1S2 , and βS1S2G are regression parameters;




SG, βS1S2 , βS1S2G)
T and
Z = (G,W T ,ST ,STG,S1S2, S1S2G)
T , equation (3.7) can be expressed using equation (3.4).
For two ordered mediators, as seen in Figure 3.1c, S1 is related to G by
S1 = αGG+α
T
WW + ε1, (3.8)
where αG and αTW are as in the single-mediator scenario and ε1 is zero-mean normal with vari-
ance τ 21 . WithX1 = (G,W
T )T , equation (3.8) can be expressed as
S1 = α
TX1 + ε1. (3.9)
We then relate S2 to S1 using the linear regression model
S2 = γGG+ γ
T
WW + γS1S1 + γS1GS1G+ ε2, (3.10)
where γG, γW , γS1 , and γS1G are regression parameters; and ε2 is zero-mean normal with vari-
ance τ 22 . With γ = (γG,γ
T
W , γS1 , γS1G)
T andX2 = (G,W T , S1, S1G)T , equation (3.10) can be
expressed as
S2 = γ
TX2 + ε2. (3.11)




where all β terms are regression parameters, and ε is as in the previous mediation scenarios. In
the equations for the three mediation scenarios,W can be different. With β = (βG,βTW , βS1 , βS1G,
βS2 , βS2G, βS1S2 , βS1S2G)
T and Z = (G,W T , S1, S1G,S2, S2G,S1S2, S1S2G)T , equation (3.12)
can be expressed as equation (3.4).
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We are primarily interested in estimating the parameters of the indirect or direct effects for
all mediator scenarios. The parameters for the indirect effects include the terms relating the geno-
type to the mediators (αG, α1G, and α2G), the first mediator to the second mediator in ordered
mediator scenarios (γS1 and γS1G), and the mediators to the phenotype (βS for single mediator
scenarios; βS1 and βS1G in the two unordered mediator scenario; and βS2 , βS2G, βS1S2 , and βS1S2G
for either two-mediator scenario). The direct effect of the genotype on the phenotype is βG in all
scenarios.
When mediator information is fully observed, the parameters of the direct and indirect effects
can be estimated using standard linear regression methods. However, if any value S (or Sj) is
absent, these regression methods must omit subjects with an unobserved value. This approach,
referred to as complete-case analysis, yields unbiased estimators when the data are missing com-
pletely at random (MCAR). However, if data are missing at random (MAR), omitting subjects
may result in biased estimators, reduced power, and inflated type I error rates (Little and Rubin,
2002).
One MAR scenario occurs when mediator values are more likely to be missing as the phe-
notype measurement increases (or, similarly, as it decreases). This pattern of missing data may
occur with phenotypes where subjects are less willing to submit a sample, or when an increase
in the phenotype makes it difficult to collect a sample of high enough quality to obtain an omics
measurement (Cancello et al., 2005; Glastonbury et al., 2019). For this MAR scenario, complete-
case analysis may underestimate the magnitude of non-zero effects, causing the estimator of the
indirect effect to be biased towards zero. A second MAR scenario of interest occurs when me-
diator values are more likely to be missing for subjects with phenotypes closer to the median
value. This pattern of missing data may arise in studies utilizing trait-dependent sampling where
additional omics data are only collected on subjects with more extreme phenotypes. As Lin et al.
(2013) have shown, complete-case analysis in this scenario can lead to overestimated effects for
non-zero mediator-to-response effects.
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As complete-case analysis is prone to producing biased estimators in MAR scenarios, alter-
nate methods are needed. Lin et al. (2020) propose a likelihood-based approach for missing data,
utilizing an EM algorithm. However, this approach does not address possible SNP-mediator or
mediator-mediator interactions, and only single-mediator scenarios are explicitly derived. We
develop new methods for single-mediator scenarios, allowing interactions between G and S, and
for two-mediator scenarios with various interaction effects.
We outline the EM-algorithm for the two ordered mediator scenario. Let ηS1 = (α
T , τ 21 )
T ,
ηS2 = (γ
T , τ 22 )




T . The density function of S1 is
f(S1|X1;ηS1) = (2πτ 21 )−1/2 exp{(S1 −αTX1)2/2τ 21 },
the density function of S2 is
f(S2|X2;ηS2) = (2πτ 22 )−1/2 exp{(S2 − γTX2)2/2τ 22 },
the density function of Y is
f(Y |Z;ηY ) = (2πσ2)−1/2 exp{(Y − βTZ)2/2σ2},
and the joint density of S1, S2, and Y is
f(S1, S2, Y |X1,X2,Z,θ) = f(S1|X1;ηS1)f(S2|X2;ηS2)f(Y |Z;ηY ).
Let S1i, S2i,X1i,X2i, Yi, and Zi denote the values of S1, S2,X1,X2, Y , and Z for the ith sub-
ject where i = 1, . . . , n. Further, let Rji indicate, by the value 1 versus 0, whether Sji is observed








f(S1, S2, Y |X1,X2,Z,θ)(dS2i)1−R2i(dS1i)1−R1i . (3.13)
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In the E-step, we calculate the conditional expectation using the current estimate of the parame-
ters, θ̂. For either R1i + R2i = 1 or R1i + R2i = 0 and (βS1S2 = βS1S2G = 0), the conditional
expectation of the missing Sji has a closed form, which is derived in Appendix B.3. In the M-
step, we set the conditional expectation of the complete-data score function given the observed
data to zero and update θ̂. We iterate until convergence and then utilize the Louis-formula (Lit-
tle and Rubin, 2002) to estimate the covariance matrix of θ̂. The process for the single and un-
ordered mediator scenarios is similar; the full derivations for all three scenarios can be found in
Appendices B.1, B.2, and B.3.
Our methods yield estimators of θ for the various scenarios, which can in turn be used to
estimate the direct and indirect effects. For the one-mediator scenario, the indirect effect, de-
noted by δ, is equal to αG(βS + βSG). For two unordered mediators with no mediator-mediator
interaction (i.e., βS1S2 = βS1S2G = 0), the indirect effect through mediator j (where j = 1, 2)
is δj = αjG(βSj + βSjG), and the overall indirect effect is the sum of the individual path indi-
rect effects. For two ordered mediators with no mediator-mediator interaction, there are mul-
tiple definitions of the indirect effect that may be of interest (Daniel et al., 2015); we consider
δ = αG(γS1 + γS1G)(βS2 + βS2G), as suggested by Taylor et al. (2008). For either two-mediator
scenario where there is a mediator-mediator interaction, the indirect effect is often best calcu-
lated using alternative approaches which require accurate and efficient estimates of the individual
parameter values (VanderWeele and Vansteelandt, 2013), such as those provided by our methods.
Using the estimates provided by our methods, we apply confidence intervals to the indirect
effects of the three scenarios when there is no mediator-mediator interaction. A normal approxi-
mation of δ that uses the delta method is a common choice (Sobel, 1982). However, as the asymp-
totic distribution for δ may not be accurate, MacKinnon et al. (2004) propose bootstrap sampling
as an alternative. Because bootstrap procedures are computationally expensive, we also consider
Monte Carlo (MC) simulation (Preacher and Selig, 2012; Tofighi and MacKinnon, 2016), which
utilizes the distribution of maximum-likelihood estimators to simulate a large number of esti-
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mates of the parameters that comprise the indirect effect. Those separate estimates are then used
to create estimates of δ, of which appropriate quantiles are found for the confidence limits.
3.3 Simulation Studies
To compare the performance of our methods and complete-case analysis, we conducted
extensive simulation studies. For all mediator scenarios, Z is generated with five components:
Z1 = 0, 1, and 2 with probabilities p2, 2p(1−p), and (1−p)2, respectively; Z2 = 1; Z3 is standard
normal; Z4 is Bernoulli with a probability of success equal to 0.5; and Z5 is standard uniform.
In this set-up, Z1 represents G as a SNP genotype under the Hardy-Weinberg equilibrium with a
minor allele frequency p; Z2 represents an intercept term, Z3 represents the first principal com-
ponent for ancestry; Z4 represents sex; and Z5 represents the normalized age. The value of Z3 is
used to simulate population stratification by letting p = e0.5Z3/(1 + e0.5Z3). Finally, we setX
to Z in the one-mediator and two unordered mediator scenarios, andX1 andX2 to Z in the two
ordered mediator scenario. We generate quantitative omics variables and quantitative traits from
equations (3.2-3.11) with intercept and error variance terms set to 1 and the direct effect set to
0.2. Missing values are then generated under one MCAR scenario and two MAR scenarios. In
the MCAR scenario, mediator values are equally likely to be missing. In the first MAR scenario,
mediator values are more likely to be missing when Y is larger. In the second MAR scenario, Y
values closer to the median increase the probability that a mediator will be missing. Results are
based on 10,000 replicates.
In scenarios where there is no mediator-mediator interaction, we apply the normal approxi-
mation of δ, bootstrap, and MC confidence interval methods. In all scenarios, the bootstrap and
MC approaches perform similarly, and both outperform the normal approximation. As MC con-
fidence intervals are less computationally expensive, they are our recommended method, and we
therefore present only coverage probabilities from MC intervals.
For the single-mediator scenario, we set αG = 0.15, βS = 0.25, βSG = 0.1, and all other
regression parameters to 0.5. We test sample sizes of n = 200 and 500, varying the missing
38
Table 3.1: Summary statistics for simulation studies estimating the indirect effect in one-mediator
scenarios.
Proposed Complete Case
Missing Pattern N Missing Bias SE CPMC Bias SE CPMC
MCAR 200 0.2 0.002 0.043 94.8 0.002 0.044 94.9
0.5 -0.008 0.055 95.0 ¡0.001 0.057 95.0
500 0.2 0.002 0.026 95.0 0.003 0.027 94.9
0.5 0.002 0.033 95.2 0.007 0.034 95.1
MAR 1 200 0.2 ¡0.001 0.044 95.1 -0.322 0.038 91.1
0.5 -0.028 0.057 95.0 -0.560 0.044 86.4
500 0.2 -0.004 0.027 95.2 -0.331 0.023 87.3
0.5 -0.016 0.034 94.9 -0.555 0.026 78.7
MAR 2 200 0.2 -0.001 0.043 95.3 0.235 0.049 95.0
0.5 0.006 0.054 94.8 0.722 0.077 93.6
500 0.2 ¡0.001 0.026 95.0 0.236 0.030 93.7
0.5 0.004 0.032 95.0 0.716 0.046 88.6
NOTE: Bias is the relative bias of the parameter estimate, calculated as bias divided by the true
parameter value; SE is the standard error of the parameter estimator; CPMC is the coverage
probability of the 95% Monte Carlo confidence intervals.
percentage from 0 to 50%, and the results for estimating δ are shown in Table 3.1. The proposed
method is unbiased for all three missing scenarios. The complete-case analysis estimator of δ is
unbiased in the MCAR scenario; however, the standard error of the estimator is larger than that
of the proposed method. Complete-case analysis yields severely biased estimators for both MAR
scenarios. The MC confidence interval has appropriate coverage for the proposed method, but
undercoverage for complete-case analysis.
For the two unordered mediator scenario, α1G and α2G equal 0.15, βS1 and βS2 equal 0.25,
βS1G and βS2G equal 0.1, and βS1S2 and βS1S2G equal 0.05. All other regression parameters are
set to 0.5, except for the effect of Z4 and Z5 on S2, which are set to -0.5 to simulate differences
in the effect of the other omics variables. We further vary the correlation term ρ from 0 to 0.5. A
sample size of n = 500 is used, and missing values of S1 and S2 are generated independently
with missing percentages of 25% and 50%.
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Table 3.2 shows the results for each set of parameters used to estimate the indirect effect
for two unordered mediators. Increases in correlation have very little effect and the MCAR sim-
ulation results are similar to those of the single-mediator scenario, so only MAR results with
ρ = 0.5 are shown. The proposed method parameter estimators are unbiased and have accurate
variance estimators. Complete-case analysis yields biased estimators in both MAR scenarios: it
underestimates in the first MAR scenario, and it has varying bias in the second MAR scenario,
overestimating the main effects αjG and βSj for j = 1, 2 and either under- or over-estimating the
interaction terms. For both MAR scenarios, the proposed method yields estimators that are more
efficient than those of complete-case analysis.
For the two ordered mediator scenario, αG = 0.15; γS1 and βS2 equal 0.25; γS1G, βS2G, βS1 ,
and βS1G all equal 0.1; and βS1S2 and βS1S2G equal 0.05. All other regression parameters are set
to 0.5. A sample size of n = 500 is used, and missing values of S1 and S2 are generated under the
same scenarios as in the unordered mediation simulation studies.
Table 3.3 contains the simulation results for the interaction parameters of the two ordered
mediator scenario. The proposed method yields unbiased estimators of all parameters, with accu-
rate variance estimators. Complete-case analysis underestimates the parameters in the first MAR
scenario and generally overestimates the parameters for the second MAR scenario. The proposed
method estimators are more efficient than those of the complete-case analysis, most noticeably in
the MCAR scenario.
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Table 3.2: Summary statistics for simulation studies estimating the parameters in two unordered
mediator scenarios.
Proportion Missing Proposed Complete Case
Missing Pattern S1 S2 Parameter Bias SE SEE Bias SE SEE
MAR 1 0.25 0.25 α1G -0.002 0.074 0.073 -0.784 0.081 0.081
βS1 0.004 0.106 0.105 -0.135 0.102 0.100
βS1G -0.008 0.080 0.080 -0.202 0.079 0.079
α2G ¡0.001 0.071 0.073 -0.857 0.080 0.081
βS2 -0.004 0.141 0.141 -0.096 0.143 0.139
βS2G 0.038 0.110 0.110 -0.075 0.114 0.110
βS1S2 -0.013 0.063 0.063 -0.423 0.074 0.072
βS1S2G -0.024 0.052 0.052 -0.331 0.065 0.063
0.50 α1G -0.001 0.074 0.073 -0.940 0.095 0.096
βS1 0.013 0.114 0.112 -0.188 0.117 0.115
βS1G -0.002 0.085 0.085 -0.237 0.093 0.092
α2G -0.007 0.086 0.086 -1.040 0.095 0.095
βS2 -0.011 0.155 0.155 -0.157 0.161 0.157
βS2G 0.035 0.119 0.119 -0.135 0.127 0.125
βS1S2 -0.033 0.068 0.068 -0.406 0.089 0.087
βS1S2G -0.023 0.056 0.056 -0.352 0.078 0.077
MAR 2 0.25 0.25 α1G 0.001 0.073 0.073 0.410 0.080 0.081
βS1 0.002 0.100 0.099 0.265 0.117 0.116
βS1G -0.016 0.076 0.075 -0.071 0.087 0.087
α2G ¡0.001 0.072 0.072 0.433 0.080 0.081
βS2 -0.003 0.135 0.136 0.188 0.151 0.155
βS2G 0.006 0.105 0.105 0.320 0.116 0.120
βS1S2 0.004 0.060 0.060 0.311 0.064 0.066
βS1S2G 0.005 0.048 0.048 -0.420 0.052 0.053
0.50 α1G 0.002 0.073 0.073 0.786 0.100 0.100
βS1 0.007 0.105 0.103 0.486 0.151 0.149
βS1G -0.023 0.078 0.078 -0.125 0.109 0.110
α2G -0.002 0.084 0.084 0.823 0.100 0.101
βS2 -0.009 0.149 0.149 0.347 0.196 0.195
βS2G 0.004 0.113 0.113 0.585 0.149 0.148
βS1S2 -0.001 0.064 0.064 0.535 0.082 0.080
βS1S2G 0.013 0.051 0.051 -0.803 0.065 0.063
NOTE: Bias is the relative bias of the parameter estimate, calculated as bias divided by the true
parameter value; SE is the standard error of the parameter estimator; SEE is the empirical mean
of the standard error estimator.
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Table 3.3: Summary statistics for simulation studies estimating the parameters in two ordered
mediator scenarios.
Proportion Missing Proposed Complete Case
Missing Pattern S1 S2 Parameter Bias SE SEE Bias SE SEE
MCAR 0.25 0.25 γS1G -0.001 0.066 0.066 -0.006 0.073 0.073
βS2G 0.010 0.099 0.098 0.011 0.120 0.118
βS1S2 -0.004 0.058 0.057 0.003 0.069 0.069
βS1S2G 0.002 0.045 0.045 -0.007 0.054 0.054
0.50 γS1G 0.003 0.079 0.079 -0.001 0.091 0.091
βS2G 0.005 0.109 0.107 0.011 0.152 0.149
βS1S2 -0.010 0.062 0.062 -0.007 0.089 0.087
βS1S2G 0.011 0.049 0.048 -0.002 0.071 0.069
MAR 1 0.25 0.25 γS1G 0.006 0.066 0.067 -0.478 0.074 0.074
βS2G 0.025 0.100 0.099 -0.118 0.104 0.101
βS1S2 -0.027 0.058 0.057 -0.373 0.066 0.065
βS1S2G -0.013 0.047 0.046 -0.249 0.059 0.057
0.50 γS1G 0.011 0.080 0.079 -0.560 0.089 0.089
βS2G 0.011 0.109 0.107 -0.151 0.119 0.116
βS1S2 -0.052 0.063 0.062 -0.367 0.080 0.078
βS1S2G -0.011 0.050 0.050 -0.278 0.073 0.071
MAR 2 0.25 0.25 γS1G -0.008 0.061 0.062 0.051 0.062 0.063
βS2G -0.002 0.095 0.094 0.481 0.103 0.103
βS1S2 -0.009 0.056 0.055 0.839 0.059 0.059
βS1S2G 0.015 0.043 0.042 -0.857 0.046 0.046
0.50 γS1G -0.011 0.070 0.071 0.066 0.072 0.074
βS2G -0.005 0.104 0.102 0.848 0.130 0.125
βS1S2 -0.019 0.060 0.059 1.439 0.074 0.071
βS1S2G 0.026 0.045 0.045 -1.545 0.057 0.054
NOTE: Bias is the relative bias of the parameter estimate, calculated as bias divided by the true
parameter value; SE is the standard error of the parameter estimator; SEE is the empirical mean
of the standard error estimator.
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3.4 METSIM
The Metabolic Syndrome in Men (METSIM) study is a population-based study of over
10,000 men between the ages of 45 and 75 living in or near Kuopio, Finland (Laakso et al., 2017).
The study focuses on clinical traits related to and including diabetes, obesity, dyslipidemia, and
hypertension. As of the time of writing, over 19 million variants have been genotyped.
Adipose biopsy samples were collected from 549 participants and RNA sequencing expres-
sion levels determined. Adipose tissue is comprised of adipocytes, pre-adipocytes, endothelial
cells, and various immune cells (Esteve Ràfols, 2014; Tchoukalova et al., 2004). Needle biopsies
used to collect adipose tissue can include whole blood and/or muscle. The resulting heterogeneity
between samples can confound the analysis of bulk tissue transcriptomics (Jaffe and Irizarry,
2014; Lappalainen and Greally, 2017; Titus et al., 2017). We estimate tissue composition using
the unmix function in DESeq2 (Love et al., 2014). Using Genotype-Tissue Expression (GTEx)
v7 median TPM values per tissue as reference (Gamazon et al., 2018; Lonsdale et al., 2013), we
estimate the percent composition of whole blood, Epstein Barr virus transformed lymphocytes,
skeletal muscle, and subcutaneous adipose. Only expressions from the 433 samples with ¿ 50%
adipose tissue are kept. All other gene expressions are treated as missing. Models are adjusted for
age, technical factors such as batch, percentage of adipose, and BMI when BMI is not the trait of
interest.
We consider the relationship between genotypes and traits as potentially mediated by adipose
expression level for one, two unordered, and two ordered mediator scenarios. We consider possi-
ble interaction effects between genotypes and expression levels for all scenarios, but assume there
is no interaction between mediators. For all analyses, SNPs with minor allele frequency < 0.05
or an imputation R2 < 0.5 are excluded (McCarthy et al., 2016). Standard errors of the estimate
are found using the delta method, as proposed by Sobel (1982).
We analyze the data under the three mediation scenarios. For single-mediator scenarios, we
























































































































Figure 3.2: Estimated indirect effects and standard errors by the proposed method and complete-
case analysis in single, two unordered, and two ordered mediator scenarios.
tions, we require that the effect of G on S and the effect of S on G be significant at an α = 10−4
level before our method is applied. We analyze 12,188 gene-mediator-trait combinations. We fur-
ther consider scenarios where multiple mediators were analyzed for the same SNP-trait pair and
analyze each pairwise combination of those mediators within the SNP-trait pair in an unordered
mediation scenario, resulting in 15,303 analyses. Finally, we consider an ordered mediator sce-
nario using the gene KLF14, which has been found to have both cis and trans effects in adipose
(Small et al., 2018). In the ordered mediation scenario, we use KLF14 variant rs4731702, the
adipose expression level of KLF14 as the first mediator, any one of a subset of 6,754 additional
adipose expression levels having a previously observed association with KLF14 as the second
mediator (Raulerson et al., 2019), and the same phenotypes as the other mediation scenarios, for
a total of 128,326 analyses.
44
The results for the analyses of all traits are found in Figure 3.2. In Figures 3.2a, b, and c, it
can be seen that there are differences in the estimates of the indirect effects through complete-
case analysis and the proposed method, but there does not appear to be an overall trend. In
Figures 3.2d, e, and f, standard errors from the two methods are compared. In these figures,
complete-case analysis appears to be less efficient than the proposed method.
The increased efficiency is more profound in analyses where fasting proinsulin level is the
trait. In Figures 3.3d, e, and f, nearly all of the standard errors as estimated by the proposed
method as less than the estimates from complete-case analysis. The estimated standard error
from complete-case analysis is larger for all single mediator analyses, with 80.4% being larger by
10% or more. For two unordered mediators, complete-case analysis estimates the standard error
as larger for 99.2% of the estimated indirect effects, with the complete-case analysis estimated
standard error being 37.2% larger than the proposed method in one analysis. Finally, 99.6% of
ordered mediator analyses saw larger estimated standard errors through complete-case analysis,
















































































































Figure 3.3: Estimated indirect effects and standard errors by the proposed method and complete-
case analysis in single, two unordered, and two ordered mediator scenarios where fasting
proinsulin is the trait of interest.
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3.5 Discussion
The growing availability of omics data has provided unparalleled opportunities to study
the biological processes of various traits. However, high costs and sample quality may make it
unfeasible to obtain omics information for all subjects in a study. While many researchers choose
to remove subjects with missing mediator information, this approach can omit many subjects
and lead to biased and less efficient estimators, especially in mediation settings with multiple
mediators. We have presented a new approach that can handle missing data among one or two-
mediator scenarios in the presence of interaction terms and have analyzed data from a large study
researching traits related to cardiovascular disease and type II diabetes.
Our analysis of the METSIM data is somewhat limited by the large number of possible SNP-
expression-trait combinations. Computational limitations made it impossible to analyzed all
combinations for the single and unordered mediation scenarios. As such, the results for these two
mediation scenarios omit combinations where the observed signal did not meet the set thresh-
old. Many of these omitted scenarios may yield interesting results if analyzed by the proposed
methods.
Our efforts here focus primarily on estimation, and we have omitted discussion of signifi-
cance tests. Existing hypothesis testing methods for mediation analysis often require independent
estimates of the effects along the mediation path. Missing data approaches can introduce poten-
tial correlation, which must be accounted for in order to reach correct conclusions. Additionally,
ordered mediation scenarios consider null distributions that are more complex than those of more
common mediation scenarios. Statistical methods to address these concerns are discussed in
Chapter 4.
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CHAPTER 4: MEDIATION TESTS FOR MULTIPLE MEDIATORS AND INTERACTION
EFFECTS
4.1 Introduction
Causal mediation analysis seeks to determine if an independent variable affects a response
variable directly or indirectly, through additional secondary variables, called mediators (Alwin
and Hauser, 1975). Mediation analysis is now used in a variety of complex scenarios, including
multiple mediator scenarios and scenarios with missing data (Lin et al., 2020; VanderWeele
and Vansteelandt, 2013). Furthermore, when indirect effects involve multiple mediators, the
mediators may act in ordered or unordered pathways (Taylor et al., 2008).
Detecting an indirect effect can be complex (Biesanz et al., 2010; Huang and Pan, 2016; Van-
derweele and Vansteelandt, 2009; Zhong et al., 2019). Using the product of coefficients method,
the indirect effect is the product of effects of the path from the independent variable to the po-
tential mediators, and then to the response (Alwin and Hauser, 1975; MacKinnon et al., 2007b).
When the product of the pathway effects is equal to zero, the null hypothesis of no indirect effect
is true. This occurs for any scenario where at least one effect along the path is equal to zero. The
asymptotic distribution of the estimate of the indirect effect is dependent upon the number of
effects that are truly zero (Kisbu-Sakarya et al., 2014; Wang, 2018), which is unknown.
Various methods for testing the null hypothesis that the indirect effect is equal to zero have
been proposed for the single mediator scenario. The Sobel test utilizes the delta method to derive
an approximate normal distribution of the product (Sobel, 1982). A joint significance test, called
maxP, conducts tests of significance on the independent pathways comprising the indirect effect
and uses the maximum p-value of the two tests as the p-value for the overall hypothesis test
(Cohen and Cohen, 1983; MacKinnon et al., 2002). The two methods developed in Chapter 2,
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the PS-test and ASQ-test, use the cumulative probabilities of independent test statistics from the
path effects and incorporate rejection regions that increase their power above that of maxP. An
alternative method to hypothesis tests is to fit a confidence interval and determine if the interval
includes zero (Li et al., 2006; MacKinnon et al., 2004).
In this chapter, we extend various single-mediator methods used to determine if indirect ef-
fects are non-zero to scenarios with interaction effects and multiple mediators. We also propose
a transformation approach for cases where correlations between path effects (which can occur
with certain methods for mediation analysis in scenarios with missing data) violate independence
assumptions of the maxP, PS-test, and ASQ-test. We confirm that the proposed methods have cor-
rect type I error rates and compare their power to that of confidence interval approaches through
extensive simulation. Finally, we apply our methods to data from the CARDIA study (Friedman
et al., 1988).
4.2 Methods
Let Y denote an outcome of interest and let G denote the independent variable. Let S denote
either the mediating variable of interest in the single mediator setting (see Figure 4.1a), or S1
and S2 denote the two mediating variables of interest in unordered or ordered mediator settings
(Figures 4.1b and 4.1c).




WW + ε, (4.1)
whereW is a vector that includes the unit component and any additional variables (e.g., ethnicity,
age, sex), αG and αW are regression parameters, and ε is zero-mean normal with variance τ 2.
With α = (αG,αTW )
T andX = (G,W T )T , Equation (4.1) can then be expressed as
S = αTX + ε. (4.2)
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The outcome Y is related to S by the linear regression model
Y = βGG+ β
T
WW + βSS + βSGSG+ ε, (4.3)
where all β terms are regression parameters and ε is zero-mean normal with variance σ2. With
β = (βG,β
T
W , βS, βSG)
T and Z = (G,W T , S, SG)T , equation (4.3) can then be expressed as
Y = βTZ + ε. (4.4)
For an unordered mediator scenario, we consider S = (S1, S2)T and relate G to S by the
multivariate linear regression model
S = αGG+α
T
WW + ε, (4.5)
where vector αG = (α1G, α2G)T and matrix αW = (α1W ,α2W ) are regression parameters, and
ε is bivariate normal with mean zero and covariance matrix




. Define α to be a
matrix with columns α1 and α2, where αj for j = 1, 2 is equal to (αjG,αTjW )
T . Equation (4.5)
can then be expressed as
S = αTX + ε. (4.6)
The outcome Y is then related to the two unordered mediators by the linear regression model







where βS = (βS1 , βS2)
T and βSG = (βS1G, βS2G)
T are regression parameters, and ε is zero-





T and Z = (G,W T ,ST ,STG)T ,
equation (4.7) can be expressed as equation (4.4).
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WW + ε1, (4.8)
where αG and αTW are as in the single-mediator scenario, and ε1 is zero-mean normal with vari-
ance τ 21 . WithX1 = (G,W
T )T , we can express equation (4.8) as
S1 = α
TX1 + ε1. (4.9)
We then relate the second mediator, S2, to S1 using the linear regression model
S2 = γGG+ γ
T
WW + γS1S1 + γS1GS1G+ ε2, (4.10)
where γG, γW , γS1 , and γS1G are regression parameters and ε2 is zero-mean normal with variance
τ 22 . Let γ = (γG,γ
T
W , γS1 , γS1G)
T andX2 = (G,W T , S1, S1G)T . Equation (4.10) can then be
expressed as
S2 = γ
TX2 + ε2. (4.11)
The outcome Y is then related to S2 by the linear regression model
Y = βGG+ β
T
WW + βS1S1 + βS1GS1G+ βS2S2 + βS2GS2G+ ε, (4.12)
where the β terms are regression parameters and ε is as in the previous mediation scenarios. For
all scenarios,W may contain different variables in the various equations. With β = (βG,βTW , βS1 ,
βS1G, βS2 , βS2G)
T and Z = (G,W T , S1, S1G,S2, S2G)T , equation (4.12) can be expressed as
equation (4.4).
In the various mediator scenarios, the indirect effect is denoted as δ, and is the product of
the various path effects. For the single mediator scenario, δ = αG(βS + βSG). For the unordered
mediator scenario, the indirect effect through mediator j is denoted as δj , and δj = αjG(βSj+βSjG)
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(a) Single Mediator (b) Two Unordered Mediators (c) Two Ordered Mediators
Figure 4.1: Statistical models relating independent variables to quantitative mediators and re-
lating independent and mediator variables to responses under various mediation structures: (a)
Single mediator variable scenario; (b) Two unordered mediator variables scenario; (c) Two or-
dered mediator variables scenario
for j = 1, 2. In the ordered mediator scenario, δ = αG(γS1 + γS1G)(βS2 + βS2G) (Taylor et al.,
2008). Testing the null hypothesis H0 : δ = 0 (or δj = 0) is complex, because when a single term
of the product is equal to zero, the indirect effect is also equal to zero. Thus, the null distribution
includes all possibilities where one or more pathway terms are equal to zero.
Utilizing the delta method, the Sobel test is able to incorporate interaction terms, as well
as multiple mediators. However, the Sobel test often has overly conservative type I error in the
single mediator case. This problem is more pronounced for ordered mediator scenarios, in which
additional pathway terms may be equal to zero, causing the asymptotic distribution derived by
the delta method to be incorrect. Normal approximations of δ, while simple and commonly used,
often have suboptimal performance.
We further extend joint significance-based methods, such as the PS-test, the ASQ-test, and
maxP. Where interaction effects are present, the tests of significance or cumulative probabilities
must account for both the main and interaction effect (i.e., βS and βSG). Once the various signif-
icance tests have been performed or the cumulative probabilities found, the respective rejection
criterias can be considered.
For multiple mediator scenarios, the extensions of the joint significance-based methods are
different for unordered or ordered mediator scenarios. For unordered mediators, the indirect
effect through a single mediator is found as in the single mediator scenario. For an ordered medi-
ator scenario, three p-values or cumulative probabilities must be considered.
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The extension for maxP simply uses the maximum of the p-values from the independent tests.
For the ASQ-test, the rejection region must be extended in order to maintain the correct type I
error rate. This requires that three dimensions be considered simultaneously. The ASQ-test is
extended by using cubes with sides measuring α/2 that align at diagonal verticies. The cubes
ascend (or descend) from each of the eight corners of a three-dimensional space defined by the
three cumulative probabilities. Each probability can take values from zero to one, as in the single
mediator scenario; only certain significance levels can be tested, and the test yields a p-value
threshold.
As in the ASQ-test, the PS-test uses a rejection region within the space defined by the cumu-
lative probabilities. However, the rejection region of the PS-test is comprised of cubes with sides
of length α/2, located in the eight corners, and central bands extending from the corner cube to-
wards the center of the space. The bands incorporate instances where the cumulative probabilities
(or one minus any number of the cumulative probabilities) are all within α/4. The smallest value
of α is found such that the test rejects the null hypothesis, and that value is the p-value for the
test.
The corner cubes of the ASQ-test and PS-test represent where the null hypothesis would be
rejected by maxP. The additional regions of the ASQ-test and PS-test ensure that they will be at
least as powerful as maxP. These additional regions cause the null hypothesis to be rejected for
cases where the cumulative probabilities of the path effects are very similar, but where the signal
is not strong enough to be found by maxP, such as when the sample size is small.
The ASQ-test, PS-test, and maxP all require that the terms of the product for δ be indepen-
dent. Under the assumption of no unmeasured confounding (Imai et al., 2010), the error terms
from the various linear regression models above are independent. This assumption is often ac-
companied by the assumption that the regression parameters from the different models are in-
dependent as well, but this may not be true, particularly when data is missing and alternative
estimation approaches are used (Lin et al., 2020; Little and Rubin, 2002). This produces non-zero
covariances, and joint significance-based tests are therefore inappropriate.
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To address this limitation, we propose a transformation approach. Let θ̂ be a vector contain-
ing the terms used to find the indirect effect; θ̂ may contain separate terms for the interaction
terms, or may contain a combination of terms (i.e., in the single mediator scenario, θ̂ may have
separate elements for βS and βSG, or may have a single element for βS and βSG). Then, let Σ
denote the covariance matrix of θ̂, and let C denote the lower triangular Cholesky decomposition
of Σ. We then find
θ̂∗ = C−1θ̂. (4.13)
The values of θ̂∗ are independent with unit variance and can be used in the maxP, PS-test, and
ASQ-test.
In addition to joint significance methods such as maxP, ASQ-test, and PS-test, significance
in mediation analysis can also be determined using confidence intervals, with the indirect ef-
fect declared to be non-zero if the null value of δ does not lie within the confidence limits (Li
et al., 2006; MacKinnon et al., 2004). While the Sobel test has an associated confidence interval,
the test’s limitations make it less effective than methods like Monte Carlo (MC) and bootstrap
confidence intervals. MC confidence intervals utilize the known distributions of the estimators
to generate many estimates of the path effects, which are then used to generate estimates of δ̂,
and the confidence limits are the appropriate quantiles (Preacher and Selig, 2012; Tofighi and
MacKinnon, 2016). By generating the path estimates, no assumption about the distribution of δ is
necessary. MC confidence intervals outperform other normal approximations, but the estimates of
the effects must be generated from multivariate distributions to ensure covariances are correctly
incorporated. In contrast, bootstrap confidence intervals find many estimates of δ and require no
distributional assumptions (MacKinnon et al., 2004), but they are computationally expensive.
Confidence intervals are not designed for hypothesis testing and do not fully address the com-
plexity of the null distribution of the indirect effect. While confidence intervals give additional
information, their use over hypothesis tests in determining if an indirect effect is non-zero may be




To compare the performance of the various methods described here, we conducted exten-
sive simulation studies. For all mediator scenarios, Z is generated with five components: Z1 =
0, 1, and 2 with probabilities p2, 2p(1 − p), and (1 − p)2, respectively; Z2 = 1; Z3 is standard
normal; Z4 is Bernoulli with a probability of success equal to 0.5; and Z5 is standard uniform.
This setup represents a genetic scenario, with Z1 representing G as a SNP genotype under the
Hardy-Weinberg equilibrium with a minor allele frequency p, Z2 representing the intercept term,
Z3 representing a principal component for ancestry, Z4 representing sex, and Z5 representing the
normalized age. We use Z3 to simulate population stratification, letting p = e0.5Z3/(1 + e0.5Z3).
Finally, we setX ,X1, andX2 to Z in the various mediation scenarios. We generate mediators
and outcomes from equations (4.2-4.11) with intercept and error variance terms set to 1. Miss-
ing values are generated under a missing completely at random scenario. Values of the sample
size, path effects, missing percentages, and correlation (in the unordered mediation scenario) are
varied. Additional simulations with Z1 representing a continuous independent variable yielded
similar results and are omitted. Results are based on 20,000 replicates.
For the single-mediator scenario, we consider the power and type I error rates shown in
Figure 4.2. All tested methods have approximately correct type I error rates, with the PS-test,
ASQ-test, and maxP having less conservative error rates. The PS-test and ASQ-test have the
highest power for all scenarios and are nearly indistinguishable. The PS-test, ASQ-test, and maxP
are all more powerful than the confidence interval approaches, though the difference decreases
as αG or βS + βSG increase. While the power of all methods decreases as missingness increases
(Figure 4.2f), the PS-test and ASQ-test retain more power than the other tested methods. The
Sobel test is the most conservative method.
For two unordered mediators, we present the results for only one of the two mediation paths,
as the type I error and power are nearly identical (Figure 4.3). All shown scenarios have the





































































































(f) N = 500, αG = 0.15, βS = 0.1, βSG = 0.03
Sobel Bootstrap Monte Carlo           maxP PS−test ASQ−test
Figure 4.2: Power and type I error simulation results for one mediator under 6 scenarios.
have correct type I error, and the PS-test and ASQ-test are the most powerful. For unordered
mediators, the difference in power between the PS-test, ASQ-test, maxP, bootstrap confidence
intervals, and MC confidence intervals decreases as the sample size increases (Figure 4.3d). The
power of the methods can be limited by a single parameter value (Figure 4.3f). Again, the Sobel
test is the most conservative, and it requires larger path effects to reach the same power as the
other methods.
For two ordered mediators, all results have the missingness of the two mediators set to 25%
(Figure 4.4). There is very little difference between the PS-test, ASQ-test, and maxP, and all



















(a) α1G = 0.15, βS1 = 0, βS1G = 0,



















(b) N = 500, α1G = 0, βS1 = 0.2, βS1G = 0.05,



















(c) N = 500, βS1 = 0.2, βS1G = 0.05,















(d) α1G = 0.1, βS1 = 0.1, βS1G = 0.03, α2G = 0.1,















(e) N = 500, βS1 = 0.1, βS1G = 0.03,














(f) N = 500, α1G = 0.15, α2G = 0.15, βS1 = βS2,
βS1G = βS2G, ρ = 0.25
Sobel Bootstrap Monte Carlo           maxP PS−test ASQ−test
Figure 4.3: Power and type I error simulation results for two unordered mediators under 6
scenarios with 25% missingness for each mediator.
Additionally, we see a similar increase in power in the plots for both γS1 + γS1G and βS2 + βS2G
(Figures 4.4c and d).
For all mediation scenarios, all tested methods have correct type I error; the PS-test and
ASQ-test have the highest power, and the power of confidence intervals is generally lower than
all the hypothesis testing methods except for the Sobel test, which is overly conservative for all


























































(d) N = 500, αG = 0.1, γS1 = 0.1, γS1G = 0.03
Sobel Bootstrap Monte Carlo           maxP PS−test ASQ−test
Figure 4.4: Power and type I error simulation results for two ordered mediators under 4 scenarios
with 25% missingness for each mediator.
4.4 CARDIA
The Coronary Artery Risk Development in Young Adults (CARDIA) study is a prospective
cohort study originally designed to examine cardiovascular disease risk factors in black and white
young adults. The study began in the 1980s and enrolled 5,115 black and white men and women
aged 18 to 30 from communities in Birmingham, Alabama; Chicago, Illinois; Minneapolis, Min-
nesota; and Oakland, California. Over 35 years later, CARDIA continues to provide insights into
various measurements of health and cardiovascular disease (Friedman et al., 1988).
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Follow-up examinations have been completed at various time points, including 20, 25, and
30 years after enrollment. Various health-related measurements are collected at the examinations
including physical activity (Sternfeld et al., 1999); lipid measurements, such as high and low
density lipoprotein (HDL and LDL), triglycerides, and fasting glucose; and body mass index
(BMI). Other variables in the study include age, sex, race, community of enrollment, smoking
status, caloric and alcohol intake, education level, and an a priori diet score (Friedman et al.,
1988). Subjects with diabetes, on medication, or missing covariate or response measurements
are excluded from our analyses. As the ASQ-test does not return an exact p-value and performs
similarly to the PS-test, we exclude it from the presented results.
We consider the potential indirect effect of physical activity on fasting glucose through BMI,
HDL, LDL, the ratio (triglycerides/HDL), and the ratio (triglycerides/LDL). It is thought that
physical activity affects future measurements of the mediators, which may influence future mea-
surements of fasting glucose. We consider the effect of physical activity at year 20 on possible
mediators at year 25, controlling for additional variables at year 20. We further consider the
effect of the mediator at year 25 on fasting glucose at year 30, controlling for the same set of
additional variables at year 25. In each model, we control for age, sex, race, community of en-
rollment, smoking status, caloric and alcohol intake, education level, and diet. As early data
collection and study drop-off may be associated with racial and educational groups, we conduct
the analysis for all subjects and within additional divisions (white, black, high school graduate,
non-high school graduate, and a cross between these racial and educational levels). We consider
each mediator in a single mediator scenario, and each possible unordered and ordered pair in the
corresponding mediation scenario. We find that the PS-test and maxP often yield similar results,
with the PS-test never being more conservative than maxP (as seen in Section 4.3), and therefore
only results with differences between maxP and the PS-test are shared.
One example in the single mediator scenario is when HDL is used as the mediator for the
non-high school graduate group. In this analysis, the PS-test yields smaller p-values than all other
methods. With a sample size of 83 and an estimated indirect effect of 0.0014, the p-value of the
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maxP is 0.2567 and the p-value of the PS-test is 0.0422. The 95% bootstrap confidence interval is
(-0.0017, 0.0083), and the 95% MC confidence interval is (-0.0018, 0.0061).
For the multiple mediators scenarios, we present only the unordered mediation results shown
in Table 4.1; this is because scenarios where the PS-test yields smaller p-values than maxP are
rare in ordered mediation scenarios (see Figure 4.4). We see that the maxP and PS-test are often
similar, but in some scenarios, the PS-test yields smaller p-values than maxP, most noticeably in
the white subgroup with HDL-related mediators. In the unordered scenario with BMI and the
ratio of triglyceride over LDL, the PS-test finds a p-value of 0.0431 for the mediation through
BMI, where maxP finds a p-value of 0.0861. Similarly, in the scenario with HDL and the ratio of
triglyceride over LDL, the ratio of triglyceride over LDL has a p-value of 0.0059 with the PS-test
and a p-value of 0.2654 with maxP. As discussed above and seen in the simulation results shown
in Figure 4.2, the power of the PS-test over other methods is improved in smaller sample sizes,
such as these subgroup analyses.
Additionally, we see scenarios in Table 4.1 where hypothesis tests provide stronger evidence
than confidence intervals for determining if an indirect effect is non-zero. For the white subgroup
with mediators of either BMI and the ratio of triglyceride over HDL or HDL and the ratio of
triglyceride over LDL, the 95% confidence intervals include zero for the triglyceride ratio, but
maxP and the PS-test return p-values less than 0.05. Confidence intervals may miss findings that
could be found with the hypothesis testing methods.
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Table 4.1: CARDIA unordered mediation analysis results.
Hypothesis Tests Confidence Intervals
Analysis Group Mediator δ Sobel MaxP PS-test Bootstrap MC
White (n=1142) BMI -0.0011 9.8e-04 5.2e-06 5.2e-06 (-0.0018, -0.0005) (-0.0018, -0.0005)
HDL -0.0003 9.1e-02 4.9e-04 1.2e-04 (-0.0008, 0.0000) (-0.0008, 0.0000)
White (n=1142) BMI -0.0012 5.4e-04 5.0e-06 5.0e-06 (-0.0019, -0.0006) (-0.0020, -0.0006)
Triglyceride/HDL -0.0001 6.6e-01 3.8e-03 1.2e-03 (-0.0005, 0.0003) (-0.0004, 0.0002)
White (n=1142) HDL -0.0006 1.4e-02 4.2e-04 4.2e-04 (-0.0012, -0.0002) (-0.0011, -0.0002)
Triglyceride/LDL -0.0001 6.2e-01 1.5e-02 6.6e-03 (-0.0004, 0.0002) (-0.0004, 0.0002)
Not HS Graduate (n=83) BMI 0.0022 2.5e-01 8.6e-02 4.3e-02 (-0.0014, 0.0077) (-0.0009, 0.0074)
Triglyceride/LDL 0.0009 4.8e-01 9.3e-01 9.3e-01 (-0.0021, 0.0047) (-0.0015, 0.0048)
Not HS Graduate (n=83) HDL 0.0018 3.7e-01 2.6e-01 2.6e-01 (-0.0018, 0.0091) (-0.0017, 0.0073)
Triglyceride/LDL 0.0012 4.3e-01 2.7e-01 5.9e-03 (-0.0018, 0.0052) (-0.0016, 0.0055)
White HS Graduate (n=1117) BMI -0.0011 1.2e-03 3.8e-06 3.8e-06 (-0.0017, -0.0005) (-0.0018, -0.0005)
HDL -0.0004 7.5e-02 4.3e-04 3.9e-05 (-0.0008, 0.0000) (-0.0008, 0.0000)
4.5 Discussion
Detecting an indirect effect in mediation analysis is a complex problem requiring careful
approaches. Various methods currently used have different benefits and shortcomings. We have
considered methods for testing indirect effects in scenarios involving multiple mediators and
possible interactions, and have proposed a method for handling correlations between estimates,
such as those introduced by missing data approaches. We have demonstrated the increased power
of our methods over other hypothesis testing methods and confidence intervals, and have applied
the proposed and existing methods to a potential mediation scenario in the CARDIA study.
We have compared the performance of hypothesis testing methods to that of confidence
interval methods in determining the significance of an indirect effect. While we have shown
that confidence intervals are less powerful for some mediation settings, they provide additional
information not yielded by significance tests alone, and they should not be discounted or ignored
in mediation analysis; however, hypothesis testing procedures are preferable when the main
objective is to determine if an indirect effect is non-zero.
With the increased use of mediation analysis in large genetic studies, there has been in-
creased research into improved methods for analyzing high-dimensional data (Dai et al., 2020;
Huang, 2018). The PS-test and ASQ-test can be easily applied to some of these methods, such
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as those developed by Zhong et al. (2019), by converting the calculated p-values into cumulative
probabilities and then utilizing the PS-test or ASQ-test. We are currently researching more direct
applications of the methods proposed here to high-dimensional genetic data.
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CHAPTER 5: CONCLUSIONS AND FUTURE RESEARCH
In this dissertation, we focused on methods and best practices for various mediation analysis
scenarios. Specifically, we considered methods designed to increase the power of hypothesis tests
for determining if indirect effects are non-zero and for finding unbiased parameters in the pres-
ence of missing data. Each chapter has highlighted issues with the commonly applied approaches
utilized in the testing or estimation of various parameters, and has demonstrated the advantages
of the newly developed methods. Through careful illustration, we have demonstrated in Chapters
2 and 4 the improvement in power that can be gained through the PS-test and ASQ-test when
testing the hypothesis that the indirect effect is equal to zero. In Chapter 3, we proposed an new
method for mediation analysis with multiple mediators and interaction effects in the presence
of missing data. In Chapters 3 and 4, we discuss various confidence interval approaches used
for indirect effects, and discuss both the performance and limitations. In particular, we find that
MC confidence intervals provide accurate and computationally efficient results. In Chapter 4,
we compare the performance of hypothesis testing methods to the method of using confidence
intervals to determine significance and find that hypothesis tests are advantageous, especially in
the prescense of small samples or effect sizes.
The methods in Chapter 2 were applied to data from the Sub-Populations and Intermediate
Outcome Measures in COPD Study to investigate questions regarding the potential indirect ef-
fects of different genetic variants on COPD related measurements through various biomarkers. In
Chapter 3, we applied the derived methods to data from the Metabolic Syndrome in Men Finnish
cohort to investigate the estimated indirect effects of genetic variants on various phenotypes asso-
ciated with type II diabetes through potentially missing adipose tissue gene expression. Finally,
in Chapter 4, we tested for possible indirect effects of physical activity on fasting glucose levels
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through BMI and HDL in ordered and unordered settings. We hope that researchers will find the
works in these chapters useful and practical for the testing and estimation of indirect effects in
mediation analysis, especially with applications to genetics data, and we briefly consider various
potential avenues for future work toward this end below.
In Chapters 2 and 4, we discuss the limitations and potential low power of hypothesis test-
ing methods for indirect effects. While the proposed PS-test and ASQ-test are uniformly more
powerful than the maxP approach (Cohen and Cohen, 1983; MacKinnon et al., 2002), which in
turn outperforms the commonly used Sobel test (Sobel, 1982), other approaches may be possi-
ble which would provide an additional increase in power. The indirect effect is the product of
multiple pathway effects, which often means observing significant results requires strong signals
or large sample sizes. Experimentation in different testing approaches or other rejection region
approaches may yield improved results and be worth pursuing.
In Chapter 3, we present our method for estimating the parameters used in one or two me-
diator scenarios with interaction effects, where both the mediator and outcome are continuous.
Additionally, we provide explicit derivations in Appendix B. With the increased utilization of
mediation techniques, additional mediation scenarios involving binary, longitudinal, and survival
data are of increased interest. Further work to apply the methods employed for missing data to
these types of study data would provide efficient and unbiased estimators for researchers in a
variety of studies. The derivation of closed forms, if possible, for these newly developed methods
would provide researchers with computationally efficient algorithms, saving time and yielding
results more quickly. Lin et al. (2020) provide basic structures for various mediation structures
which can be used in the derivation of methods for these additional scenarios of interest.
Another area of future work is introduced in Chapter 4 with the discussion of high-density
data. As described in the discussion, the PS-test and ASQ-test can be applied to methods such
as those derived by Zhong et al. (2019). Additionally, our proposed methods provide increased
power, which increase the probability of finding significant results with multiple corrections.
Future work may focus on developing methods that utilize the increased power of these proposed
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methods within the testing framework for high-density data, such as those often seen in genetic
settings.
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APPENDIX A: TECHNICAL DETAILS FOR CHAPTER 2
Potential Inflation of the Type I Error for the PS-Test
Due to the symmetric nature of the rejection region, the potential inflation of the Type I error
for the PS-test is the same when γ = 0 and β 6= 0 versus when β = 0 and γ 6= 0. Thus, we
assume that γ = 0 and β 6= 0, in which case Uγ is standard uniform. The probability that (Uβ, Uγ)
lies within the rejection region depends on the value of α (just like the original S-test) and on the
value of Uβ (unlike the original S-test). Let g(uβ) denote the probability that H0 is rejected for
the chosen α when Uβ = uβ, and let fUβ(uβ) denote the density function of Uβ. The probability
of making a type I error at the significance level α equals
∫ 1
0
g(x)fUβ(x)dx. We can determine
the noncentrality parameter of Tβ that causes the largest type I error for any value of α and then
determine the maximum inflation of the type I error over all possible values of α.
We use numerical integration to calculate the type I error. We consider both small-sample
and asymptotic scenarios, using a noncentral t-distribution with five degrees of freedom and
a normal distribution with mean equal to the noncentrality parameter and unit variance. In the
small-sample scenario, the maximum possible type I error rate occurs when α ≈ 0.002 and is
approximately 1.0001 times α. In the asymptotic case, the maximum type I error occurs when
α ≈ 0.028 and is approximately 1.0084 times α. In each case, the increase in the type I error for
the PS-test is less than 1% of α, and more common choices of α have even lower inflation of the
type I error.
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WW + ε, (B.1)
S = αTX + ε, (B.2)
Y = βGG+ β
T
WW + βSS + βSGSG+ ε, (B.3)
and
Y = βTZ + ε. (B.4)
Let Si,Xi,Wi, Yi, and Zi denote the values of S,X ,W , Y , and Z for the ith subject where
i = 1, . . . , n, and let Ri indicate, by the values 0 or 1, whether S is missing or observed for the




the vectors of parameters associated with the models in equations (B.2) and (B.4). Further, let
f(Y |Z;ηY ) and f(S|X;ηS) denote the densities of Y and S, respectively, with joint likelihood
f(Y, S|Z,X, θ) = f(Y |Z;ηY )f(S|X;ηS).
















We conduct an EM algorithm by setting the conditional expectation of the complete-data
score function given the observed data to zero: we then update θ in the M-step, and calculate the
conditional expectation in the E-step. In the E-step, we consider the posterior density of Si when
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2 + (βS + βSGGi)(Yi − βTWWi)/σ2
}
.
We initialize the following values: β = 0, α = 0, σ2 as the sample variance of Yi’s, and
τ 2 as the sample variance of observed Si’s. We then calculate the expected values of the missing
mediator values using the first and second moments of the posterior distribution.








































where missing values Si and S2i are replaced with E[Si] and E[S
2
i ], respectively. We iterate be-
tween the E and M-steps until convergence, and denote the final estimate of θ as θ̂. We then use
the Louis-formula to estimate the covariance matrix.
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.
Then for Si missing, compute
µ1i = bi, µ2i = b
2
i + ai, µ3i = 3aibi + b
3
















(Yi − β̂TWWi)Wi/σ̂2 −(β̂S + β̂SGGi)Wi/σ̂2 0
0 (Yi − β̂TWWi)/σ̂2 −(β̂S + β̂SGGi)/σ̂2
0 (Yi − β̂TWWi)Gi/σ̂2 −(β̂S + β̂SGGi)Gi/σ̂2
−1/(2σ̂2) + (Yi − β̂TWWi)2/(2σ̂4) −(β̂S + β̂SGGi)(Yi − β̂TWWi)/σ̂4 (β̂S + β̂SGGi)2/(2σ̂4)
−(α̂TXi)Xi/τ̂2 Xi/τ̂2 0


























and the covariance matrix of θ̂ is estimated by Ω−1.
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WW + ε, (B.7)
S = αTX + ε, (B.8)






SGS)G+ βS1S2S1S2 + βS1S2GS1S2G+ ε, (B.9)
and
Y = βTZ + ε. (B.10)
Let Si,Xi,Wi, Yi, and Zi denote the values of S,X ,W , Y , and Z for the ith subject where
i = 1, . . . , n, and let Rji indicate, by the values 1 vs 0, whether Sji is missing or observed for
the ith subject. Additionally, let ηY = (βT, σ2)T, ηS = (αT, τ 22 , τ
2
1 , ρ)




indicate the vectors of parameters associated with the models in equations (B.8) and (B.10).
Further, let f(Y |Z;ηY ) and f(S|X;ηS) denote the densities of Y and S, respectively, with
joint likelihood f(Y,S|Z,X, θ) = f(Y |Z;ηY )f(S|X;ηS). The complete-data likelihood












As in the single mediator scenario, we set the conditional expectation of the complete-data
score function given the observed data to zero: we then update θ in the M-step, and calculate the
conditional expectation in the E-step. In the E-step, the posterior density of Si depends on the
values R1i, R2i, βS1S2 , and βS1S2G. When Rji = 0 and Rki = 1 for j = 1, 2; k = 1, 2; j 6= k, the






















When R1i = 0, R2i = 0, βS1S2 = 0, and βS1S2G = 0, the posterior density of Si, given the








τ 2j {(βSk + βSkGGi)2τ 2k (1− ρ2) + σ2}
2(βSj + βSjGGi)(βSk + βSkGGi)τjτkρ+ (βSj + βSjGGi)2τ 2j + (βSk + βSkGGi)






































We initialize the following values: β = 0; α = 0; σ2 as the sample variance of Yi’s; τ 21
as the sample variance of observed S1i’s; τ 22 as the sample variance of observed S2i’s; and ρ as
the correlation between residuals from linear regression using only complete cases. We then
calculate the expected values of the missing mediator values using the first and second moments
of the posterior distribution, except when R1i = 0, R2i = 0, and either βS1S2 6= 0 or βS1S2G 6= 0.
In these cases, the expected values must be calculated using integration.
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with missing values Sji and S2ji being replaced with E[Sji] and E[S
2
ji], respectively. We iterate
between the E and M-steps until convergence and denote the final estimate of θ as θ̂. Then, the
Louis-formula is used to estimate the covariance matrix.
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When Rji = 0 and Rki = 1 (and ordering βS = (βSj , βSk)
T and βSG = (βSjG, βSkG)
T ), the score
vector can be decomposed into






















































































































































When Rji = 0 and Rki = 0, the score vector can be decomposed into
























































































































































































































































τ̂1τ̂2(1−ρ̂2)2 0 0 0

.
For Rji = 0 and Rki = 1,




















V TSji . (B.14)
where Ê[Sji] = bji, Ê[S2ji] = b
2
ji + aji, Ê[S
3












Rji = 0 and Rki = 0,
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and the covariance matrix of θ̂ is estimated by Ω−1.
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B.3 Two Ordered Mediators
For two ordered mediators, let S1i, S2i,X1i,X2i,Wi, Yi, and Zi denote the values of S1,
S2,X1,X2,W , Y , and Z for the ith subject where i = 1, . . . , n. Let Rji indicate, by the
values 1 vs 0, whether Sji is missing or observed for the ith subject. Let ηY = (βT, σ2)T,
ηS2 = (γ
T, τ 22 )
T, ηS1 = (α
T, τ 21 )




T indicate the vectors of parame-
ters associated with
S1 = α
TX1 + ε1, (B.18)
S2 = γ
TX2 + ε2, (B.19)
and
Y = βTZ + ε. (B.20)
Finally, let f(Y |Z;ηY ), f(S2|X2;ηS2), and f(S1|X1;ηS1) denote the densities of Y , S2, and S1,
respectively, with joint likelihood
f(Y, S2, S1|Z,X2,X1, θ) = f(Y |Z;ηY )f(S2|X2;ηS2)f(S1|X1;ηS1). The complete-data
likelihood is the same as equation (B.5) in Appendix B.1, and the observed-data likelihood is the
same as in equation (B.11) in Appendix B.2, using the appropriate joint likelihood in each.
We conduct an EM algorithm using the same steps as in Appendix B.2, with some minor
changes. For Rji = 0 and Rki = 1, the posterior density of Sji given the observed data is propor-
















{Yi − βTWWi − (βS2 + βS2GGi)S2i}{βS1 + βS1GGi + S2i(βS1S2 + βS1S2GGi)}
σ2
+




















{Yi − βTWWi − (βS1 + βS1GGi)S1i}{βS2 + βS2GGi + S1i(βS1S2 + βS1S2GGi)}
σ2
+




For R1i = 0, R2i = 0, βS1S2 = 0, and βS1S2G = 0, the posterior density of S1i and S2i given the


























































































c1ic2i{(γS1 + γS1GGi)σ2 − (βS2 + βS2GGi)(βS1 + βS1GGi)τ 22 }
.
We initialize the following values: β = 0, γ = 0, α = 0, σ2 as the sample variance of Yi’s,
τ 21 as the sample variance of observed S1i’s, and τ
2
2 as the sample variance of observed S2i’s. In




























































As with the one mediator and two unordered mediator scenarios, we iterate between the E
and M-steps until convergence and denote the final estimate of θ as θ̂. We use the Louis-formula
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0 0 0 0 0 0

.
We then estimate Ω using equations (B.13), (B.14), (B.15), (B.16), (B.17), and the the de-
rived expectations from Appendix B.2. The estimate the covariance matrix of θ̂ is Ω−1.
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