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Abstract 
 
In this series of seven papers, predominantly by means of elementary analysis, we 
establish a number of identities related to the Riemann zeta function, including the 
following:
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where ( , ) ( , )s x s x
s
ς ς∂′ = ∂  and ( )G x  and 3( )xΓ  are the Barnes double and triple gamma  
functions.  
Whilst this paper is mainly expository, some of the formulae reported in it are believed to 
be new, and the paper may also be of interest specifically due to the fact that most of the 
various identities have been derived by elementary methods. 
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4. SOME ASPECTS OF THE GENERALISED HARMONIC NUMBERS 
 
 
ELEMENTARY PROOFS OF THE FLAJOLET AND SEDGEWICK IDENTITIES 
 
 
In this part we derive alternative proofs of the Flajolet and Sedgewick identities (3.16a), 
(3.16b) and (3.16c) contained in Volume I. 
 
First of all, we consider the following integral (using L’Hôpital’s rule we note that the 
integrand remains finite as 0x → ) 
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Alternatively, using the substitution xu −=1  in (4.1.1), we get 
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(having used the geometric series in the second part). 
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Equating (4.1.3) and (4.1.5), we obtain 
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and if we let 1=t , we have  
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This therefore proves the Flajolet and Sedgewick identity (3.16a): see also the collection 
of formulae at (4.4.155a) et seq. 
 
We previously used the identity (4.1.7) in (3.5), where it was mentioned that the formula 
was due to Euler. An alternative proof of (4.1.7) was given by Buschman [37] in 1958 
using the digamma function )(xψ
)(
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and then substituting nx =  and .1=a  Formula (4.1.7b) is contained in Higher 
Transcendental Functions by Erdélyi et al. [58b] and is convergent for Re( )x a+  > 0. 
The digamma function is employed later in (4.3.32). Reference should also be made to 
Appendix E of Volume VI for more details of the digamma function. 
 
We now divide (4.1.6) by t  and integrate over the interval [0, x ] to obtain 
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Using (4.1.12) we can write 
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From the formula (3.17) given by Adamchik we have 
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and hence we have an alternative derivation of Flajolet and Sedgewick’s formula (3.16b). 
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As a matter of interest, I also found formula (4.1.14) reported by M.E. Levenson in a 
1938 volume of The American Mathematical Monthly [98] in a problem concerning the 
evaluation of 
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where γ  is Euler’s constant defined by 
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Some 20 years later Levenson [99] published another article in The American 
Mathematical Monthly entitled “A recursion formula for 1
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provides us with identities for ( ) (1)nΓ . A different proof of (4.1.15a) is given in Appendix 
E of Volume VI. 
 
We can repeat the exercise again by dividing (4.1.10) by x  and integrating over the 
interval [0, t ]. This results in  
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Letting 1=t , (4.1.17) becomes 
 
(4.1.18)                      3
1
1
)1(
kk
n kn
k
+
=
−⎟⎟⎠
⎞
⎜⎜⎝
⎛∑ ∑∑ ∑
== =
=
l
m
n
k
k
l mlk 11 1
1 1 1 ∑∑
==
=
k
l
l
n
k l
H
k 11
1  
 
Quite obviously the method may be extended to produce identities for s
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where s  is an integer. 
 
The formula (4.1.18) is not new: the following generalised identity is referred to as 
Dilcher’s formula in the Mathworld website [134] and also see the papers by Dilcher 
[54], Hernández [79] and Prodinger [109]. 
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Reference should also be made to (E.60) in Volume VI for the following identity given 
by Olds [94aa] in 1936 
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Dividing (4.1.9) by x , and integrating as before, we obtain 
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and, using (4.1.13) to substitute for the sum in parentheses, we get 
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The formula (4.1.21) was obtained by substituting the equivalent of (4.1.14) in (4.1.20). 
Formula (4.1.21) is the same as Adamchik’s result (3.20c) and hence we have an 
alternative proof of the Flajolet and Sedgewick equation (3.16c) for )3(nS (which is rather 
good news because the author has still not familiarised himself with Mellin transforms, 
Rice/Nörlund integrals and Bell polynomials!). 
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We therefore have the following useful identities: 
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We also note that Spieß [123bi] has derived the following identities   
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Note that the coefficients in the final identity are the same as (4.3.26). 
                                                                                                                                                                            
 
Some additional identities involving the harmonic numbers are considered below. 
 
Let us revisit equation (4.1.6) 
 
                            1
1
( 1)
kn
k
k
n t
k k
+
=
⎛ ⎞ −⎜ ⎟⎝ ⎠∑  ∑=
−−=
n
k
k
k
t
1
)1(1    
 
and if we let 1t t→ − , we have  
 
                            1
1 1 1
(1 ) 1( 1)
k kn n n
k
k k k
n t t
k k k k
+
= = =
⎛ ⎞ −− = −⎜ ⎟⎝ ⎠∑ ∑ ∑  
 
With 1t =  we have as before 
 
                            
kk
n kn
k
1
1
)1( +
=
−⎟⎟⎠
⎞
⎜⎜⎝
⎛∑ )1(
1
1
nn
n
k
HH
k
===∑
=
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Four other very different proofs of (4.1.25) are contained in [17a] (and (4.1.24) corrects 
the minor misprint contained in the solution provided by O.P. Lossers). 
 
In one of the solutions to (4.1.25) in [17a], A.N.’t Woord employs the relation 
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Applying this identity to (3.16a) we have 
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⎛ ⎞ −⎜ ⎟⎝ ⎠∑   
 
(as was obtained previously in (4.1.12)). Repeating the process we may easily derive the 
identity in (4.1.18) 
 
                                           
1 1 1
1 1 1  
n k l
k l mk l m= = =
=∑ ∑ ∑ 3 1
1
)1(
kk
n kn
k
+
=
−⎟⎟⎠
⎞
⎜⎜⎝
⎛∑  
 
Using (4.1.23b) and (4.1.26) we see that 
                                                                                                                                        
(4.1.27)                              
(2) (1)
1
2
1 1
( 1)
n n
kk k
k k
nH H
kk k
+
= =
⎛ ⎞= −⎜ ⎟⎝ ⎠∑ ∑  
 
We now refer back to (4.1.25)  
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                                         1
1
1( 1)
n
k
k
n
k k
+
=
⎛ ⎞ −⎜ ⎟⎝ ⎠∑
(1)
1
k
j
j
H
j=
∑ (3)nH=  
 
and note that 
 
                                        
(1) 1
1
1 1 0
(1 ) log
k k
j j
j j
H
x x dx
j
−
= =
= − −∑ ∑∫    
 
                                                    
1
0
1 (1 ) log
kx x dx
x
− −= −∫  
 
We then have 
 
                         
1
1 (3)
1 0
1 1 (1 )( 1) log
kn
k
n
k
n x x dx H
k k x
+
=
⎛ ⎞ − −− − =⎜ ⎟⎝ ⎠∑ ∫  
 
                        
1
1 (3)
10
1 (1 ) 1( 1) log
kn
k
n
k
n x x dx H
k k x
+
=
⎛ ⎞ − −− =⎜ ⎟⎝ ⎠∑∫  
 
and, using (4.1.6), this may be written as 
 
                       
1
(1) (3)
10
1 ( ) logkn
n n
k
x xH dx H
k x=
⎡ ⎤− − =⎢ ⎥⎣ ⎦∑∫  
 
We then have 
 
                       
1
(3)
10
logkn
n
k
x x dx H
k x=
=∑∫  
 
                       
1
1 (3)
10 0
logxn k
n
k
xy dy dx H
x
−
=
=∑∫ ∫   
 
                       
1
(3)
0 0
1 log
1
x n
n
y xdx dy H
y x
− =−∫ ∫  
 
and summation gives us 
 
                       
1 (3)
10 0
( ) ( ) log
1
x
s n
s
n
s Li y Hxdx dy
y x n
ς ∞
=
− =− ∑∫ ∫  
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We note that the Wolfram Integrator is able to evaluate 
0
( ) ( )
1
x
ss Li y dy
y
ς −
−∫  for 2,3s =  
and for 3s =  we have 
 
                      [ ]23 2 3
0
(3) ( ) 1 ( ) log(1 )[ ( ) (3)]
1 2
x Li y dy Li x x Li x
y
ς ς− = + − −−∫    
 
This then gives us 
 
(4.1.28)         [ ]1 (3)22 3 3
10
1 log( ) log(1 )[ ( ) (3)]
2
n
n
HxLi x x Li x dx
x n
ς ∞
=
⎛ ⎞+ − − =⎜ ⎟⎝ ⎠ ∑∫  
 
 
 
SOME IDENTITIES DERIVED FROM THE HASSE/SONDOW EQUATIONS 
 
 
In this Part we derive identities for 
0
( 1)
( )
kn
s
k
n
k k x=
⎛ ⎞ −⎜ ⎟ +⎝ ⎠∑ , noting that similar terms appear in 
the Hasse/Sondow formula given in (3.11) 
                                  
                                       s
kn
kn
na kk
n
s
)1(
)1(
2
1)(
00
1 +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛= ∑∑
=
∞
=
+ς  
 
We know from [75, p.188] that  
 
(4.2.1)               )(
))...(1(
!)1(
0
xg
xnxx
n
xkk
n kn
k
=++=+
−⎟⎟⎠
⎞
⎜⎜⎝
⎛∑
=
 
 
(4.2.2)                                    
1
1 n xx
n
−
− +⎛ ⎞= ⎜ ⎟⎝ ⎠           { }, 0, 1,...,x n∉ − −    
 
(An alternative proof of (4.2.1) is contained in (4.4.1). I subsequently discovered that yet 
another proof, using partial fractions, is contained in Further Mathematics [108, p.43]: I 
must have read, and since forgotten, that proof when I was 17!). The connection between 
( )g x  and the gamma function ( )xΓ  is referred to in more detail in Appendix E of 
Volume VI. 
 
In passing, we note that an application of (4.1.26) to (4.2.1) results in 
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1 1
! 1 ( 1)
(1 )...( ) ( )
kn n
k k
nk
kkx x k x kx k k x= =
⎛ ⎞ ⎛ ⎞ −− =⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠∑ ∑  
 
and, upon multiplying across by x , we see that 
                          
(1) (1)
1 1 1
! ( 1) ( 1) ! 1
(1 )...( ) (1 )...( )
k kn n n
n n
k k k
n nk nH H
k kk x k x k k x x x n x x= = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞− −− = − = − − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + + + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑    
 
We therefore obtain 
 
(4.2.2a)            
1
! 1 !
(1 )...( ) (1 )...( )
n
k
k n
k x k x x x x n x=
⎛ ⎞ = −⎜ ⎟+ + + +⎝ ⎠∑  
 
which may be contrasted with Sondow’s result (4.4.92) in Volume III 
 
                        dx
nxxxn
n
n
 
))...(1()1(
! 
1 1
∫ ∑∞ ∞
= +++=γ   
 
Equation (4.2.2a) is a particular case of the identity employed by Apéry [131a] in the 
proof of the irrationality of (3)ς  
 
                              1 2 1
1 1 2
... 1
( )( )...( )
n
k
k k
a a a
x a x a x a x
−
=
=+ + +∑  
   
Now, returning to the main story, with 1=x  in (4.2.1) we have 
 
(4.2.3)                              
)1(
1
1
)1()1(
0 +=+
−⎟⎟⎠
⎞
⎜⎜⎝
⎛= ∑
= nkk
n
g
kn
k
 
 
and it is also seen for example that  
 
                                        
0
( 1) 1(2)
2 ( 1)( 2)
kn
k
n
g
k k n n=
⎛ ⎞ −= =⎜ ⎟ + + +⎝ ⎠∑   
 
                                        
0
( 1) 2!(3)
3 ( 1)( 2)( 3)
kn
k
n
g
k k n n n=
⎛ ⎞ −= =⎜ ⎟ + + + +⎝ ⎠∑  
 
                                        
0
( 1) 3!(4)
4 ( 1)( 2)( 3)( 4)
kn
k
n
g
k k n n n n=
⎛ ⎞ −= =⎜ ⎟ + + + + +⎝ ⎠∑  
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Using (4.2.3), and letting 1=s  in the Hasse/Sondow identity (3.11), results in the simple 
expression 
 
(4.2.4)                           2log
2
1
1
1
2
1)1(
10
1 ==+= ∑∑
∞
=
∞
=
+
n
n
n
na nn
ς  
 
and, using the definition of )(saς  in (1.1), this therefore implies that 
 
(4.2.5)                             ( )1
1
lim 1 2 ( ) log 2.s
s
sς−→ ⎡ ⎤− =⎣ ⎦  
 
An alternative proof of (4.2.5) is contained in [122]. This limit is usefully employed in 
Volume II(b).         
 
We have from (4.2.1) 
 
 (4.2.6)                             ∑
=
+−=
n
k
xknxg
0
)log(!log)(log   
         
Hence, by taking the logarithmic derivative of (4.2.6) we have 
 
(4.2.7)                             −=′
)(
)(
xg
xg )(1...
1
11 xh
xnxx
−=⎭⎬
⎫
⎩⎨
⎧
++++  
 
From (4.2.7) we have 
 
(4.2.8)                                   ∑
=
++−=
n
k
p
pp
xk
pxh
0
1
)(
)(
1!)1()(    
   
and specifically 
 
(4.2.9)                                    )1( 1
)( !)1()1( ++−= pnpp Hph  
 
We therefore have from (4.2.7) 
 
(4.2.10)                                    1)1()1(
)1(
+−=−=′ nHhg
g  
 
and accordingly 
 
(4.2.11)                                    
1
)1( 1+−=′
+
n
Hg n  
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The derivative of the left-hand side of (4.2.1) is elementary and, by differentiating it p  
times, we obtain 
 
(4.2.12a)                              =)()( xg p 1
0 )(
)1(!)1( +
= +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛− ∑ pkn
k
p
xkk
n
p  
 
(4.2.13b)                              =)1()( pg 1
0 )1(
)1(!)1( +
= +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛− ∑ pkn
k
p
kk
n
p  
 
Therefore we have 
 
(4.2.14)                               
!
)1()1(
)1(
)1( )(
1
0 p
g
kk
n pp
p
kn
k
−=+
−⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
=
∑  
 
In particular 
 
(4.2.15a)                              2
0 )(
)1()(
kxk
n
xg
kn
k +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛−=′ ∑
=
 
and  
(4.2.15b)                               2
0 )1(
)1()1(
kk
n
g
kn
k +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛−=′ ∑
=
  
 
Equating (4.2.12a) and (4.2.15b) gives us the identity 
 
(4.2.16)                                2
0 )1(
)1(
kk
n kn
k +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛∑
=
1 (1)
1
nH g
n
+ ′= = −+  
 
Substituting the above in the Hasse/Sondow identity (3.11) 
 
(4.2.17)                    s
kn
kn
na kk
n
s
)1(
)1(
2
1)(
00
1 +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛= ∑∑
=
∞
=
+ς  
 
                                          
)!1(
)1()1(
2
1 )1(1
0
1 −
−=
−−∞
=
+∑ s g
ss
n
n  
 
and this gives us for 2=s   
 
(4.2.18a)                  ∑∞
=
+=
0
12
1)2(
n
naς 1
1
+
+
n
Hn  
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 (4.2.18b)                          
1 2
n
n
n
H
n
∞
=
=∑    
 
Therefore we have 
 
                                    
12
2π
1 2
n
n
n
H
n
∞
=
=∑                 
 
This is in agreement with (3.31) where we showed that 
 
(4.2.19)                        n
n
n x
n
HxLix ∑∞
=
=+−
1
2
2 )()1(log
2
1  
 
Letting 1/ 2x =  we have 
 
(4.2.20)                       2 2
1
1 log 2 (1/ 2)
2 2
n
n
n
HLi
n
∞
=
+ =∑  
 
and therefore, using Euler’s identity (3.43a) for 2 (1/ 2)Li , we again deduce 
 
(4.2.21)                       
12
2π ∑∞
=
=
1 2n n
n
n
H  
 
which may be compared with the formula for 2log  in (3.7) 
 
                               
1
2 log 2
2
n
n
n
H∞
=
=∑  
 
The result (4.2.21) is well-known: see for example [46]. 
 
Using (3.16a) and (4.2.18b) we have 
 
(4.2.21a)                  
1
0 1
1 ( 1)(2)
2
kn
a n
n k
n
kn k
ς
+∞
= =
⎛ ⎞ −= ⎜ ⎟⎝ ⎠∑ ∑  
 
Employing the second Hasse identity (3.12),  
 
(4.2.22)              1
00 )1(
)1(
1
1
1
1)( −
=
∞
= +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−= ∑∑ s
kn
kn kk
n
ns
sς  
 
 19
                                   
)!2(
)1()1(
1
1
1
1 )2(2
0 −
−
+−=
−−∞
=
∑ s gns
ss
n
 
 
we obtain for 2=s  
 
(4.2.23)                      ∑∑ ∞
=
∞
=
=++= 1 20
1
1
1
1
1)2(
nn nnn
ς  
 
and this at least proves that my arithmetic was correct!! 
 
Let us now consider (4.2.8) again: we have 
 
(4.2.24)                    )(
)(
)( xh
xg
xg −=′  
 
and differentiating (4.2.24) gives 
 
(4.2.25)            ( ) h
g
ggg ′−=′−′′ 2
2
 
 
The left-hand side of (4.2.25) may be written as 
 
(4.2.26)                              
2
⎭⎬
⎫
⎩⎨
⎧ ′−′′=
g
g
g
g  
 
                                          2h
g
g −′′=  
 
Therefore we have 
 
(4.2.27)                       hh
g
g ′−=′′ 2  
 
and hence 
 
(4.2.28)                    { }(1) 2 (2)1 11(1) ( )1 n ng H Hn + +′′ = ++  
 
Accordingly we have 
 
(4.2.29)                    { }(1) 2 (2)1 11(1) ( )1 n ng H Hn + +′′ = ++ 30 )1( )1(2 kk
n kn
k +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛= ∑
=
 
 20
  
 
Using the Hasse/Sondow identity (3.11) we obtain 
 
(4.2.30a)                  ∑∞
=
+=
0
12
1
2
1)3(
n
naς { }(1) 2 (2)1 11 ( )1 n nH Hn + +++  
 
which is equivalent to 
 
(4.2.30b)                  
1
1 1(3)
2 2a nn n
ς ∞
=
= ∑ { }(1) 2 (2)( )n nH H+  
 
An independent proof of this is set out below. From (4.2.30b) we have 
 
(4.2.31)                         ∑∞
=
=
1 2
1
2
1
n
nS n
Hn
2)1( )(
n
Hn
n
n
)2(
1 2
1
2
1∑∞
=
+  
 
                                              ED
4
1
4
1 +=    
 
(4.2.32)                                 +⎭⎬
⎫
⎩⎨
⎧= )3(
4
7
4
1 ς )3(
4
3)3(
4
5
4
1 ςς =⎭⎬
⎫
⎩⎨
⎧   
 
where we have employed the formulae for D  and E  given in (3.22) and (3.49) 
respectively. We may also derive (4.2.30b) by combining (3.106b) and (3.106b) from 
Volume I. 
 
The second Hasse identity (3.12) gives us 
 
(4.2.33)                         ∑∑ ∞
=
∞
=
+ =+= 1 20 2
1
2
1
)1(2
1)3(
n
n
n
n
n
H
n
Hς  
 
The above formula is not new: Shen [120] derived the following result in 1995 (see also 
formula (3.105e) and [126, p.253] and formula (3.105b) in this paper) 
 
(4.2.34)                        )3(ς ∑∞
=
−=
1
2
1
n
n
n
H    
 
and using the substitution 
n
HH nn
1
1 −=−  it is clear that (4.2.33) and (4.2.34) are 
equivalent (defining 00 =H ). This result was also obtained by Briggs et al [35] in 1955 
and previously by several others, including Euler and Ramanujan [21, Part I, p.252]. 
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Using (3.16a) to substitute for nH , equation (4.2.33) may be written as 
 
(4.2.34a)                       
1
2
1 1
1 1 ( 1)(3)
2
kn
n k
n
kn k
ς
+∞
= =
⎛ ⎞ −= ⎜ ⎟⎝ ⎠∑ ∑  
 
Similarly, using (3.16b) we may write (4.2.30b) as 
 
(4.2.34b)                      
1
2
0 1
1 ( 1)(3)
2
kn
a n
n k
n
kn k
ς
+∞
= =
⎛ ⎞ −= ⎜ ⎟⎝ ⎠∑ ∑  
 
Continuing in the same manner as before we obtain from (4.2.27) 
 
(4.2.35)                       hhh
g
gggg ′′−′=′′′−′′′ 22  
 
The left hand side of (4.2.35) may be expressed as 
 
                                            
g
g
g
g
g
g ′′′−′′′=  
 
                                            ))(( 2 hhh
g
g −′+−′′′=  
Therefore 
                                      hhhh
g
g ′′−′+−=′′′ 33  
and 
 
(4.2.36a)                   ( )3(1) (1)1 1(1) 3(1) n ng H Hg + +′′′ = − − )2( 1+nH )3( 12 +− nH  
 
(4.2.36b)     ( ){ }3(1) (1) (2) (3)1 1 1 14
0
( 1) 1(1) 3! 3 2
(1 ) 1
kn
n n n n
k
n
g H H H H
k k n + + + +=
⎛ ⎞ −′′′ = − = − + +⎜ ⎟ + +⎝ ⎠∑   
 
The Hasse/Sondow identity (3.11) then gives us 
 
(4.2.37)         
1
1
2
1
!3
1)4(
0
1 += ∑
∞
=
+ nn n
aς ( ){ }3(1) (1) (2) (3)3 2n n n nH H H H+ +  
 
which may be written as 
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1
1(4)
2a nn n
ς ∞
=
=∑ ( )3(1) (1) (2) (3)1 1 16 2 3n n n nH H H H⎧ ⎫+ +⎨ ⎬⎩ ⎭  
 
We immediately note that the terms contained in parentheses are identical to those 
contained in the Flajolet and Sedgewick formula (3.16c) for )3(nS  which was obtained 
using Bell polynomials (and also note the connection between (4.2.30) and )2(nS ). As 
explained in more detail in (4.4.177) in Volume IV, this similarity is not a mere 
coincidence. 
 
Using (3.16c) the equation (4.2.37) becomes 
 
(4.2.38)              
1
3
1 1
1 ( 1)(4)
2
kn
a n
n k
n
kn k
ς
+∞
= =
⎛ ⎞ −= ⎜ ⎟⎝ ⎠∑ ∑  
 
The second Hasse identity (3.12) gives us for 4=s  
 
(4.2.39)             { }(1) 2 (2)1 12
0
1 1(4) ( )
6 ( 1) n nn
H H
n
ς ∞ + +
=
= ++∑  
 
(4.2.40)                     { }(1) 2 (2)2
1
1 1 ( )
6 n nn
H H
n
∞
=
= +∑  
 
By using (3.16b) equation (4.2.40) can be written as 
 
(4.2.41)              
1
2 2
1 1
1 1 ( 1)(4)
3
kn
n k
n
kn k
ς
+∞
= =
⎛ ⎞ −= ⎜ ⎟⎝ ⎠∑ ∑  
 
In their 1995 paper, “On an Intriguing Integral and Some Series Related to )4(ς ”   [27], 
D. Borwein and J. M. Borwein relate that Enrico Au-Yeung (an undergraduate student in 
the Faculty of Mathematics in Waterloo), on the basis of numerical approximation, 
conjectured that: 
(4.2.42)                             
( )2(1) 4
2
1
17 17 (4)
360 4
n
n
H
n
π ς∞
=
= =∑   
 
The Borweins then provide us with a most enjoyable tour through “diverse topics in 
classical analysis” and they end up with an analytical proof of (4.2.42). They also pointed 
out that a similar result had been obtained some four years earlier by P.J. De Doelder [55] 
but they had not previously realised that this work was of relevance because of the rather 
arcane title of his paper, “On some series containing )()( yx ψψ −  and ( )2)()( yx ψψ − for 
certain values of x  and y ”. (With respect, the title does indeed lack some transparency! 
Its relevance does however become more apparent after reading (4.3.32) et seq). 
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I then recalled that I had seen a reference to the infinite series (4.2.42) in a 1988 article by 
Castellanos, entitled “The Ubiquitousπ ”. This paper [42, p.86] stated that “A series 
where the terms are the squares of the arithmetic means of the partial sums of the 
harmonic series was discovered by H.F. Sandham” and unfortunately it then incorrectly 
referenced the source to J.L.F. Bertrand’s book, “Traité de Calcul Différentiel et de 
Calcul Intégral” (1864) . I thumbed through quite a lot of this useful treatise (on the 
internet [22]) before finally realising that it was not particularly germane to my quest. 
Eventually I discovered  the real Sandham and found out that he received his PhD from 
Trinity College Dublin in 1958  and that the Castellanos reference should have been to a 
problem proposed and solved by Sandham in 1949 [118]. 
 
Sandham was latterly at the Institute for Advanced Studies in Dublin as was Erwin 
Schrödinger of quantum mechanics fame. In 1946, Sandham [117] presented a 
remarkably concise proof of the integral identity 
 
(4.2.42a)                                   ∫∞ − =
0 2
 
2 πdxe x  
 
Whilst this is not immediately relevant to the present work, the proof is so elegant that I 
decided to include it in Appendix B to this paper (in the hope that it would become 
standard fare in undergraduate classes in the not too distant future). As it turns out, some 
time after I drafted the previous sentence, I subsequently found the need to employ 
(4.2.42a) several times in this series of papers. 
 
It may be noted that another elegant proof of (4.2.42) was recently given by Freitas [69a] 
using a simple logarithmic double integral. Another different proof is contained at 
(4.4.156e). 
 
Let us now return to the main story. 
 
Using (4.2.40) and (4.2.42) enables us to show that  
 
(4.2.43)                       )4(
4
7
360
7 4
1
2
)2(
ςπ ==∑∞
=n
n
n
H  
 
Equation (4.2.43) is not new: see for example the 1997 paper by Flajolet and Salvy, 
“Euler Sums and Contour Integral Representations” [69, p.23] (this paper is considered 
further below). 
 
Combining (4.2.42) and (4.2.43) we obtain 
 
(4.2.44)                       
( )2(1)
2
1
n
n
H
n
∞
=
+∑ )4(615
4
1
2
)2(
ςπ ==∑∞
=n
n
n
H   
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and using Adamchik’s formula (3.17) we have 
 
(4.2.45)                       )4(31
1
)1(
1
2 ς=∑∑
=
∞
=
n
k
k
n k
H
n
  
 
Changing the order of summation of (4.2.45) using (3.23) we have 
 
(4.2.46)                      =∑∑ ∞
=
∞
= nkn
n
kn
H
2
1
)1( 1 ( ) )4(3)2( )2( 1
1
)1(
ςς =− −
∞
=
∑ n
n
n H
n
H   
 
It will be noted that is not possible to dispense with the brackets in the above series 
because ∑∞
=1
)1(
n
n
n
H  is clearly divergent due to the fact that its n th term exceeds ./1 n  
 
Continuing as before we see that 
 
(4.2.47)                        2
0
1 1(5)
4! ( 1)n n
ς ∞
=
= +∑ ( ){ }3(1) (1) (2) (3)1 1 1 13 2n n n nH H H H+ + + ++ +  
 
or alternatively
 
 
(4.2.47a)                      2
1
1 1(5)
4! n n
ς ∞
=
= ∑ ( ){ }3(1) (1) (2) (3)3 2n n n nH H H H+ +  
 
The derivation of an expression for (5)aς  is shown in (4.3.29). 
 
By using (3.16c) equation (4.2.47a) can be written as 
 
(4.2.48)                        
1
2 3
1 1
1 1 ( 1)(5)
4
kn
n k
n
kn k
ς
+∞
= =
⎛ ⎞ −= ⎜ ⎟⎝ ⎠∑ ∑  
 
As indicated by their name, Euler was the first person to consider Euler Sums represented 
by 
(4.2.49)                        ∑∞
=
=
1
)(
,
n
q
p
n
qp n
HS  
 
Euler commenced this investigation in 1742 during his correspondence with Goldbach 
(1690-1764) [21, p.253]. 
 
In 1995 Borwein et al. [28] proved that for an odd weight qpm += , the linear sums are 
reducible to zeta values. The following formula was also obtained by Flajolet and Salvy 
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[69] using impressive contour integration techniques (see also the papers by Boyadzhiev 
[31] and [32]). 
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p
m
m
n
H ppp
n
q
p
n ςςς −−+
⎭⎬
⎫
⎩⎨
⎧
⎟⎟⎠
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⎛ −−−⎟⎟⎠
⎞
⎜⎜⎝
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2
1
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( 1)  (2 ) ( 2 )
1
p
p
k
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q
ς ς
⎢ ⎥⎢ ⎥⎣ ⎦
=
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2
1
2 1
( 1)  (2 ) ( 2 )
1
q
p
k
m k
k m k
p
ς ς
⎢ ⎥⎢ ⎥⎣ ⎦
=
− −⎛ ⎞+ − −⎜ ⎟−⎝ ⎠∑  
 
where )1(ς  should be interpreted as equal to nil wherever it occurs in the summation. 
Therefore, using (4.2.47a) we should be able to derive an identity for 
(1) (2)
2
1
n n
n
H H
n
∞
=
∑  and 
indeed similar formulae with higher weights (noting however that Flajolet and Salvy 
consider that no finite formula in terms of zeta values is likely to exist for the cubic sums 
( )
3
3(1)
1 ,
1
n
qq
n
H
S
n
∞
=
=∑  of odd weight exceeding 10 [69, p.17] ). See also (4.4.168a). 
 
I undoubtedly require a wet towel in order to fully understand the machinations of the 
Flajolet and Salvy paper: however, every time I don one, the fabric dries out before I 
complete the task! Fully cognisant of my status as an amateur mathematician, I leave it to 
others more experienced than I to explore these aspects further. A good working 
definition of the expression “amateur mathematician” is contained in [6b]. 
 
Some of the identities which were proved above are collected below for ease of 
reference. 
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na kk
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H
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∞
=
=∑  
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On the basis of this limited data one may conjecture that 
 
(4.2.51)           
1
2
1 1
1 1 ( 1)( 2)
1
kn
s
n k
n
s
ks n k
ς
+∞
= =
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(4.2.52)                       
1
1
1 1
1 ( 1)( )
2
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a n s
n k
n
s
kn k
ς
+∞
−
= =
⎛ ⎞ −= ⎜ ⎟⎝ ⎠∑ ∑                   , 1s ≥   
 
These conjectures are proved (and in fact generalised) in equations (4.4.58) and (4.4.45) 
respectively: the generalised identities are 
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                              2
1 1
1 ( 1)k kn
s
n k
n x
kn k
∞
= =
⎛ ⎞ −⎜ ⎟⎝ ⎠∑ ∑ 2( 1) ( )ss Li x+= − + 1log ( )sx Li x++  
 
                              
1 1
1
2
kn
n s
n k
n x
kn k
∞
= =
⎛ ⎞⎜ ⎟⎝ ⎠∑ ∑ 1( )sLi x+=  
 
Equation (4.2.52) may be compared with (3.65) which is shown below 
 
                 
1
1
1 1
1 ( 1)( )
2
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a n s
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n
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k k
ς
+∞
+
= =
⎛ ⎞ −= ⎜ ⎟⎝ ⎠∑ ∑         
                                                                                                                                         
 
From (4.2.1) we have 
 
                        
0
1 ( 1) 1
! (1 )...( )
kn
k
n
kn k x x x n x=
⎛ ⎞ − =⎜ ⎟ + + +⎝ ⎠∑  
 
and hence 
 
                 
0
( 1)
! (1 )...( )
n x k n xn
k
ny y
kn k x x x n x
+ +
=
⎛ ⎞ − =⎜ ⎟ + + +⎝ ⎠∑  
 
The summation gives us 
 
                 
0 0 0
( 1)
! (1 )...( )
n x k n xn
n k n
ny y
kn k x x x n x
+ +∞ ∞
= = =
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I noted in Nielsen’s book [104a, p.9] that 
 
                 1
0 0(1 )...( )
yn x
y t x
n
y e e t dt
x x n x
+∞ − −
=
=+ +∑ ∫    
 
and we therefore obtain 
 
                1
0 0 0 00
( 1) ( 1)
! !
y n x k n kn n
y t x x
n k n k
n ny ye e t dt y
k kn k x n k x
+∞ ∞− −
= = = =
⎛ ⎞ ⎛ ⎞− −= =⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑∫  
 
I’m not sure if this will lead us anywhere but it does look interesting. The function 
1
0
( , )
y
t xx y e t dtγ − −= ∫  is known as the incomplete gamma function [126, p.11] and this 
rather loose connection leads us nicely into the next part.                                                                              
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A CONNECTION WITH THE GAMMA, BETA AND PSI FUNCTIONS 
 
 
As is well-known, the preceding analysis can also be carried out in a concise manner by 
using the gamma function (whose birth was evidenced in a letter from Euler to Goldbach 
dated 13 October 1729 [126, p.1]). The gamma function is defined by 
 
(4.3.1)              ∫∞ −−=Γ
0
1 )( dtetx tx     , )Re(x > 0 
 
and, using integration by parts, it is easily shown that 
 
(4.3.2)              )()1( xxx Γ=+Γ  
 
Since (1) 1Γ = , it is easily shown that ( 1) !n nΓ + = . 
 
A summary of some of the properties of the gamma function is contained in Appendix E 
of Volume VI for ease of reference. 
 
We have from (4.3.2) 
 
(4.3.3)            =Γ )(x =+Γ
x
x )1( ...
)1(
)2( =+
+Γ
xx
x ( 1)
( 1)...( )
x n
x x x n
Γ + += + +            , x > 0 
 
Using (4.3.3) we may therefore write (4.2.1) as follows 
 
(4.3.4)            )(xg
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)(!
++Γ
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and upon differentiating we obtain 
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!
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2 ++Γ
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(4.3.6)                      { }( ) ( ) ( 1)
!
g x x x n
n
ψ ψ= − + +  
 
 29
where the digamma function )(xψ  is the logarithmic derivative of ).(xΓ  
 
(4.3.7)             
)(
)()(log)(
x
xx
dx
dx Γ
Γ′=Γ=ψ  
 
Therefore we have 
 
(4.3.8)            )(xg′ { }( ) ( ) ( 1)g x x x nψ ψ= − + +  
 
Differentiating (4.3.8) we have 
 
(4.3.9)            )(xg ′′ { }2( ) ( ) ( 1)g x x x nψ ψ= − + + { }( ) ( ) ( 1)g x x x nψ ψ′ ′+ − + +  
 
By taking the logarithm of (4.3.2) we get 
 
(4.3.10)          )(loglog)1(log xxx Γ+=+Γ  
 
and upon differentiating (4.3.10) we obtain 
 
(4.3.11)          +=+Γ
+Γ′
xx
x 1
)1(
)1(
)(
)(
x
x
Γ
Γ′  
 
Equation (4.3.11) may therefore be written as 
 
(4.3.12)           )(1)1( x
x
x ψψ +=+  
 
(4.3.13)           )1(
1
1)2( +++=+ xxx ψψ   
 
                                      )(
1
11 x
xx
ψ+++=  
 
and (4.3.13) is easily generalised to  
 
(4.3.14)           )(1...
1
11)1( x
nxxx
nx ψψ +++++=++  
 
For completeness we mention that γψ −=)1(  where γ  is Euler’s constant defined in 
(4.1.15b) (see also Appendix E of Volume VI and [78, p.58]). We may also note from 
that 
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(4.3.14a)          
0 0
1 1 1lim ( ) lim ( 1) ...
1x x
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x x x n
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⎡ ⎤⎛ ⎞ ⎛ ⎞+ = + + − +⎜ ⎟ ⎜ ⎟⎢ ⎥+ +⎝ ⎠ ⎝ ⎠⎣ ⎦  
 
                                                 ( 1) nn Hψ γ= + − = −  
 
Letting 1=x  we obtain 
          
(4.3.15)            )1()2( 1 ψψ +=+ +nHn  
 
(4.3.16)            ( 1) (1)n nn H Hψ ψ γ+ = + = −  
 
And substituting (4.3.15) in (4.3.8) and (4.3.9) respectively we obtain 
 
(4.3.17)            
1
)1( 1+−=′
+
n
Hg n  
 
(4.3.18)            { }(1) 2 (2)1 11(1) ( )1 n ng H Hn + +′′ = ++  
 
and these accord with the formulae previously found in (4.2.16) and (4.2.29). 
 
We note from (4.3.14) that 
 
(4.3.19)           ⎭⎬
⎫
⎩⎨
⎧
++++−=−++ +++ 111
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)1(
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(4.3.20)           )1( 1
)()( !)1()1()2( ++−=−+ pnppp Hpn ψψ  
 
For convenience, let us define )(xΔ  { }( 1) ( )x n xψ ψ= − + + −  so that (4.3.8), (4.3.9) and 
(4.3.19) read respectively 
 
(4.3.21)                             )()()( xxgxg Δ=′  
 
(4.3.22)                             )()()()()( 2 xxgxxgxg Δ′+Δ=′′  
 
(4.3.23)                            )1( 1
)( !)1()1( ++−=Δ pnpp Hp     
 
By differentiating (4.3.22) we obtain 
 
(4.3.24)               )()()()()()()()()(2)( 2)3( xxgxxgxxgxxxgxg Δ′′−Δ ′′−Δ′+Δ′Δ=  
 
Therefore 
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)( 3)3( xxxx
xg
xg Δ′′−Δ−Δ′Δ=  
 
and we obtain for x  = 1 
 
(4.3.26)                  ( ){ } 23 )1()1( )3( 13)1( 1)2( 1)1( 1)3( ++++ ++−=+ nnnn HHHHgn    
 
which is of course identical to the formula (4.2.36a) obtained by the previous method. 
 
Similarly, by differentiating (4.3.25) we obtain the following expression for )1()4(g  
                   
          ( ) )()()(3)(3)()(3
)(
)()()( )3(22
2
)1()3()4(
xxxxxx
xg
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and we then have 
 
(4.3.27)             ( ) )()()()(6)(3)()(2
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xg
xg Δ+Δ−Δ′Δ−Δ′+Δ ′′Δ=  
 
Substituting 1=x  we have 
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and hence we have 
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The result (4.3.28) was also obtained by Vermaseren [133, p.20] in 1999 who commented 
that the factors of (4.3.28) are related to the cycle structure of the permutation group (and, 
from my limited knowledge of combinatorics, I assume that this implies a reference to 
the Stirling numbers). See also the recent paper by Blümhein [24] where he used shuffle 
products to obtain these relations for use in Quantum Field Theory. The formula can of 
course also be derived using the general Flajolet and Sedgewick expression in (3.14). 
 
It is clear that this method can be readily extended to determine )1()( pg (albeit the algebra 
becomes rather tedious). As a matter of interest, we have the following relationship: 
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According to Ginsburg’s note [70aa] this relationship hints at a connection with the 
Stirling numbers of the second kind because we have 
 
  (4.3.31)                 0   
xeϕ −=  
 
                                1 0( ) (1 )
xd x e x
dx
ϕ ϕ −= = −  
 
                                22 1( ) (1 3 ) 
xd x e x x
dx
ϕ ϕ −= = − +  
 
                                2 33 2( ) (1 7 6 + )
xd x e x x x
dx
ϕ ϕ −= = − +   
 
and the coefficients are indeed the Stirling numbers of the second kind ( , )S n k .    
 
 
                                                                                                                                    
 
 
AN APPLICATION OF THE DIGAMMA FUNCTION TO THE DERIVATION OF 
EULER SUMS 
 
 
We now recall (4.1.7b)  
                                                                                                                                        
(4.3.32)                            
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which converges for Re ( )x a+ > 0 . According to Raina and Ladda [109a], this 
summation formula is due to Nörlund (see [105], [105(i)] and also Ruben’s note [111a]). 
 
We know from [126, p.22] that (a proof is also given in Appendix E of Volume VI) 
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and hence 
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Differentiating (4.3.32) with respect to x  we get 
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where  
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and ( , )s k j  are the Stirling numbers of the first kind which are briefly referred to in 
(3.105) in Volume 1.    
 
We know from (3.105a) that 1(0) ( ,1) ( 1) ( 1)!kks s k k
+′ = = − −  and we therefore get for 
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This result was also reported by Ruben [111a] in 1976.  
 
Combining (4.3.35) and (4.2.1) we get 
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which we shall also see in (4.3.70). 
 
We also see that 
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which is equivalent to (4.3.68). More generally we have 
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With 1a = , in accordance with (4.3.33a) this becomes 
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and more generally we see that 
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A further differentiation of (4.3.34) with respect to x  results in 
 
(4.3.38)               
1
1
( )( 1)( )
( 1)...( 1)
k
k
k
s xx a
k a a a k
ψ
+∞
=
′′−′′ + = + + −∑  
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and with 1a =  this becomes 
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Hence we have shown by a new method that 
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Differentiating (4.3.35) we obtain 
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From (4.3.34a) it is apparent that (3) (0) 3! ( ,3)ks s k=  where (3.104) gives us 
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and hence we get by differentiating (4.3.38) and letting 0x =  
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Therefore we obtain using (4.3.33a) 
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We may write   
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From (4.3.35) we have 
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and, using (4.3.55), differentiation gives us  
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Letting 1a =  we get the familiar result 
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A further differentiation results in 
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and with 1a =  we get    
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z j
ψ ψ
=
+ − = + −∑  we see that [126, p.22] 
 
(4.3.45d)          ( ) ( ) 1
1
1( ) ( ) ( 1) !
( 1)
k
n n n
n
j
z k z n
z j
ψ ψ +
=
+ − = − + −∑  
 
and therefore 
 
 (4.3.45e)          ( ) ( ) ( 1)1
1
1(1 ) (1) ( 1) ! ( 1) !
k
n n n n n
kn
j
k n n H
j
ψ ψ ++
=
+ − = − = −∑  
 
Hence we obtain from (4.3.45c) with 1n =  
 
                       
2(1)(2)
(3)
2 2
1 1
(1) kk
k k
HH
k k
ψ ∞ ∞
= =
⎡ ⎤⎣ ⎦= +∑ ∑  
 
and therefore we have another proof of (4.2.40) 
 
(4.3.45f)           
2(1)(2)
2 2
1 1
6 (4) kk
k k
HH
k k
ς ∞ ∞
= =
⎡ ⎤⎣ ⎦= +∑ ∑  
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Let us now employ a slightly different approach by differentiating (4.3.39) with respect 
to a  
                    
(1)
1
1
( 1)!1( ) 2
( 1)...( 1)
k
k
k Ha
k a a a k
ψ ∞ −
=
−′′ = − + + −∑  
 
to obtain 
 
(4.3.46)       [ ](1)1(3)
1
( 1)! ( ) ( )1( ) 2
( 1)...( 1)
k
k
k H a k a
a
k a a a k
ψ ψψ ∞ −
=
− + −= + + −∑  
 
We get with 1a =  
 
                    
2(1)(1) (1) (1)
(3) 1
2 2 3
1 1 1
(1) 2 2 2kk k k
k k k
HH H H
k k k
ψ ∞ ∞ ∞−
= = =
⎡ ⎤⎣ ⎦= = −∑ ∑ ∑  
 
Since (3) (1) 3! (4)ψ ς=  we get 
 
(4.3.46a)       
2(1) (1)
2 3
1 1
3 (4) k k
k k
H H
k k
ς ∞ ∞
= =
⎡ ⎤⎣ ⎦= −∑ ∑    
 
Hence we have three simultaneous equations (4.3.44a), (4.3.45f) and (4.3.46a) 
 
                             
2(1) (1) (2)
2 3 2
1 1 1
0 2k k k
k k k
H H H
k k k
∞ ∞ ∞
= = =
⎡ ⎤⎣ ⎦= − −∑ ∑ ∑  
 
                      
2(1)(2)
2 2
1 1
6 (4) kk
k k
HH
k k
ς ∞ ∞
= =
⎡ ⎤⎣ ⎦= +∑ ∑  
 
                      
2(1) (1)
2 3
1 1
3 (4) k k
k k
H H
k k
ς ∞ ∞
= =
⎡ ⎤⎣ ⎦= −∑ ∑   
 
from which we can determine the various Euler sums (which we have previously 
obtained by alternative means). We then obtain in a more unified manner 
 
(4.3.46b)              
( )2(1) (1) (2)
2 3 2
1 1 1
17 5 7(4)      (4)      (4)
4 4 4
k k k
k k k
H H H
k k k
ς ς ς∞ ∞ ∞
= = =
= = =∑ ∑ ∑    
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It is clear that this method may be easily extended by using further expressions for the 
Stirling numbers of the first kind. In fact we have 
 
(4.3.47)                    
( )1
( )
1
( )( 1)( )
( 1)...( 1)
pk
p k
k
s xx a
k a a a k
ψ
+∞
=
−+ = + + −∑  
 
                                       
( )1
( )
1
(0)( 1)( )
( 1)...( 1)
pk
p k
k
sa
k a a a k
ψ
+∞
=
−= + + −∑  
 
Since  
 
(4.3.47a)                         ( ) (0) ! ( , )pks p s k p=  
 
 we have 
 
(4.3.48)                          
1
( )
1
( 1) ! ( , )( )
( 1)...( 1)
k
p
k
p s k pa
k a a a k
ψ
+∞
=
−= + + −∑  
 
and with 1a =  we obtain 
 
(4.3.49)                        
1
( )
1
( 1)(1) ! ( , )
. !
k
p
k
p s k p
k k
ψ
+∞
=
−= ∑   
 
Reference to (4.3.33a) then shows that 
 
(4.3.50)                 
1
( 1)( 1) ( 1) ( , )
. !
k
p
k
p s k p
k k
ς ∞
=
−+ = − ∑  
 
This result was previously obtained in 1995 by Shen [120] by employing a different 
method. Another proof was given in [30a]. In [120] Shen also referred to Morley’s 
identity [135, p.301] which is valid for Re ( )a < 2/3  
(4.3.51)                  
3
31
31
( 1)...( 1) 21 cos( / 2)
1! 1
2
k
a
a a a k a
k a
π∞
=
⎛ ⎞Γ −⎜ ⎟+ + −⎡ ⎤ ⎝ ⎠+ =⎢ ⎥ ⎛ ⎞⎣ ⎦ Γ −⎜ ⎟⎝ ⎠
∑  
and used it to show that 
 
                                    
(1)
3
2
1 (4)
( 1) 4
k
k
H
k
ς∞
=
=+∑    
 
We have 
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                                    ( )( ) ( 1)...( 1)
( )k
a kS a a a a k
a
Γ += + + − = Γ   
 
                                    [ ]( ) ( ) ( ) ( )k kS a s a a k aψ ψ′ = + −  
 
and hence we get by differentiation of (4.3.51) 
 
(4.3.52)                    [ ]3
1
( )3 ( ) ( )
!
k
k
S a a k a
k
ψ ψ∞
=
⎡ ⎤ + − =⎢ ⎥⎣ ⎦∑   
 
 
               
3 2
6
1 3 3 1 11 1 1 1 1
3 2 2 2 2 2cos( / 2)
12 1
2
a a a a a
a
a
π
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′−Γ − Γ − +Γ − Γ − Γ −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎛ ⎞Γ −⎜ ⎟⎝ ⎠
 
 
              
3
31
2sin( / 2)
12 1
2
a
a
a
π π
⎛ ⎞Γ −⎜ ⎟⎝ ⎠− ⎛ ⎞Γ −⎜ ⎟⎝ ⎠
 
 
We have Legendre’s duplication formula for the gamma function [8a, p.22] 
 
                          2 1 1 1 3(2 ) 2 ( )     , 0, , 1, ,...
2 2 2
zz z z zπ − ⎛ ⎞Γ = Γ Γ + ≠ − − −⎜ ⎟⎝ ⎠  
 
and therefore we have [126, p.4] 
 
                         2 1 2
( 1/ 2) (2 ) (2 )!(1/ 2)
(1/ 2) (1/ 2)2 ( ) 2 !k k k
k k kS
k k
π
−
Γ + Γ= = =Γ Γ Γ   
 
Using [126, p.20] 
 
(4.3.53)             [ ] 1
0
1( 1/ 2) (1/ 2) 2
2 1
k
j
k
j
ψ ψ −
=
+ − = +∑   
 
we get 
                       
3 1
2 2
1 0
(2 )! 16
2 ( !) 2 1
k
k
k j
k
k j
∞ −
= =
⎡ ⎤ =⎢ ⎥ +⎣ ⎦∑ ∑  
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3 4 3
1 1 3 1
3 2 3 2 24 4 4 4
3 3 34 4 4
4 4 4
π
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′Γ Γ Γ Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠− + −⎛ ⎞ ⎛ ⎞ ⎛ ⎞Γ Γ Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 
 
                      
4 3
1
3 2 1 1 3 3 1 2 4
3 34 4 4 4 4 4
4 4
π
⎛ ⎞Γ⎜ ⎟⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎝ ⎠′ ′= Γ Γ −Γ Γ −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎛ ⎞ ⎛ ⎞⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦Γ Γ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
 
Differentiating Euler’s reflection identity we obtain 
 
                      
2
2
cos( ) (1 ) ( ) (1 )
sin
xx x x x
x
π π
π′ ′Γ Γ − −Γ Γ − = −  
 
and with 1/ 4x =  we obtain 
 
                     21 3 3 1 2
4 4 4 4
π⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′Γ Γ −Γ Γ =⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠  
 
Therefore we obtain 
 
(4.3.54)        
3 1
2 2 4
1 0
(2 )! 1 6 2 (1/ 4)
2 ( !) 2 1 24 (3/ 4)
k
k
k j
k
k j
π π∞ −
= =
⎡ ⎤ − Γ=⎢ ⎥ + Γ⎣ ⎦∑ ∑  
 
Similar identities are given by Srivastava and Choi [126, p.251ff]. 
                                                                                                                                          
 
Let us now differentiate (4.3.32) with respect to a  this time. This gives us 
                                                                                                                                    
                        [ ] 1
1
( 1)( ) ( ) ( ) ( 1)...( 1)
k
k
x a a A a x x x k
a k
ψ ψ
+∞
=
∂ − ′+ − = − − +∂ ∑  
 
where 1 ( )( )
( 1)...( 1) ( )
aA a
a a a k a k
Γ= =+ + − Γ +   and 
1(1)
!
A
k
= .  
 
We have 
  
(4.3.55)              [ ]( ) ( ) ( ) ( )A a A a a k aψ ψ′ = − + −    
 
and therefore 
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(4.3.56)            [ ] [ ]
1
( 1)( ) ( ) ( ) ( ) ( ) ( 1)...( 1)
k
k
x a a A a a k a x x x k
a k
ψ ψ ψ ψ∞
=
∂ −+ − = + − − − +∂ ∑  
 
We now differentiate (4.3.56) with respect to x  and obtain 
 
(4.3.56a)          [ ] [ ]
1
( 1)( ) ( ) ( ) ( ) ( )
k
k
x a A a a k a s x
x a k
ψ ψ ψ∞
=
∂ ∂ − ′+ = + −∂ ∂ ∑  
 
Therefore we have 
 
(4.3.56b)          [ ] [ ]
10
( 1)! ( )( ) ( ) ( )
( )kx
k ax a a k a
x a k a k
ψ ψ ψ∞
==
∂ ∂ − Γ+ = − + −∂ ∂ Γ +∑  
 
and this is equivalent to (4.3.45). 
 
Another differentiation of (4.4.45b) gives us 
 
(4.3.57)
[ ] [ ][ ]
[ ]
(4)
1 3
( ) ( ) 3 ( ) ( ) ( ) ( )
1( ) ( 1)! ( )
( ) ( )
k
a k a a k a a k a
a k A a
k
a k a
ψ ψ ψ ψ ψ ψ
ψ
ψ ψ
∞
=
⎧ ⎫′′ ′′ ′ ′+ − − + − + −⎪ ⎪⎪ ⎪= − − ⎨ ⎬⎪ ⎪+ + −⎪ ⎪⎩ ⎭
∑     
 
and 1a =  gives us  
 
(4.3.57a)                  { }3(4) (3) (1) (2) (1)2
1
1(1) 2 3k k k k
k
H H H H
k
ψ ∞
=
⎡ ⎤= − + + ⎣ ⎦∑  
 
We therefore have 
 
(4.3.57b)                 
3(1)(3) (1) (2)
2 2 2
1 1 1
24 (5) 2 3 kk k k
k k k
HH H H
k k k
ς ∞ ∞ ∞
= = =
⎡ ⎤⎣ ⎦= + +∑ ∑ ∑  
 
which is the same as (4.2.27a), which was derived by reference to the Hasse identity 
(3.12). 
   
We now differentiate (4.3.46) to get 
 
(4.3.58)                   [ ] [ ]2(1)1(4)
1
( 1)! ( ) ( ) ( ) ( )1( ) 2
( 1)...( 1)
k
k
k H a k a a k a
a
k a a a k
ψ ψ ψ ψψ ∞ −
=
′ ′− + − − + −= + + −∑  
 
and therefore we have 
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(4.3.58a)                 
( )2(1) (2) (1)1(4)
2
1
(1) 4! (5) 2
k k k
k
H H H
k
ψ ς ∞ −
=
⎡ ⎤+ ⎣ ⎦= − = − ∑  
 
We have 
 
    
( ) ( ) ( )2 2 2(1) (2) (1) (1) (2) (1) (2) (1)1
2 2 3
1 1 1
k k k k k k k k
k k k
H H H H H H H H
k k k
∞ ∞ ∞−
= = =
⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ + +⎣ ⎦ ⎣ ⎦ ⎣ ⎦= −∑ ∑ ∑      
 
                                            
3 2(1) (1)(1) (2) (2)
2 2 3 3
1 1 1 1
k kk k k
k k k k
H HH H H
k k k k
∞ ∞ ∞ ∞
= = = =
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= + − −∑ ∑ ∑ ∑       
      
Therefore we get 
(4.3.58b)                 
3 2(1) (1)(1) (2) (2)
2 2 3 3
1 1 1 1
12 (5) k kk k k
k k k k
H HH H H
k k k k
ς ∞ ∞ ∞ ∞
= = = =
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= + − −∑ ∑ ∑ ∑   
 
The next procedure is to differentiate (4.3.42) 
 
                            
( ){ }2(1) (2)1 1
(3)
1
( 1)!1( ) 3
( 1)...( 1)
k k
k
k H H
a
k a a a k
ψ ∞ − −
=
− −
= + + −∑  
 
and we get 
(4.3.59)             
( ){ }[ ]2(1) (2)1 1
(4)
1
( 1)! ( ) ( )1( ) 3
( 1)...( 1)
k k
k
k H H a k a
a
k a a a k
ψ ψ
ψ ∞ − −
=
− − + −
= − + + −∑  
 
Hence we have 
                          
( ){ }2(1) (2) (1)1 1
(4)
2
1
(1) 3
k k k
k
H H H
k
ψ ∞ − −
=
−
= − ∑  
 
and, using (4.3.43a) we have 
 
                                     
( ) (1)2(1) (2) (1)2
2
1
12 2
3
k
k k k
k
HH H H
k k
k
∞
=
⎧ ⎫− − +⎨ ⎬⎩ ⎭= − ∑  
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3 2(1) (1) (1) (2) (1)
2 3 2 4
1 1 1 1
3 6 3 6k k k k k
k k k k
H H H H H
k k k k
∞ ∞ ∞ ∞
= = = =
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= − + + −∑ ∑ ∑ ∑  
 
Hence we obtain 
 
(4.3.59a)               
3 2(1) (1) (1) (2) (1)
2 3 2 4
1 1 1 1
8 (5) 2 2k k k k k
k k k k
H H H H H
k k k k
ς ∞ ∞ ∞ ∞
= = = =
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= − − +∑ ∑ ∑ ∑    
  
Similarly, we have from (3.105i) 
 
                                ( ){ }3(1) (1) (2) (3)1 1 1 1( 1)!( , 4) ( 1) 3 26k k k k kks k H H H H− − − −−= − − +     
 
and hence we get from (4.3.47a) 
 
(4.3.60)                     
( ){ }3 (2) (3)1 1 1 1(4)
1
( 1)! 3 21( ) 4
( 1)...( 1)
k k k k
k
k H H H H
a
k a a a k
ψ ∞ − − − −
=
− − +
= − + + −∑   
 
and 
(4.3.60a)                    
( ){ }3(1) (1) (2) (3)1 1 1 1
(4)
2
1
3 2
(1) 4 4! (5)
k k k k
k
H H H H
k
ψ ς∞ − − − −
=
− +
= − = −∑   
 
We see that 
                              ( ) ( )
2(1)3 (1)3 3(1) (1) (1)
1 2 3
1 13 3k kk k k
H HH H H
k k k k−
⎡ ⎤⎛ ⎞ ⎣ ⎦= − = − + −⎜ ⎟⎝ ⎠   
 
                           
(2) (1)
(1) (2) (1) (2) (1) (2)
1 1 2 2 3
1 1 1k k
k k k k k k
H HH H H H H H
k k k k k− −
⎛ ⎞⎛ ⎞= − − = − − +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
 
and therefore we have 
 
                     
( ){ }3(1) (1) (2) (3)1 1 1 1
2
1
3 2k k k k
k
H H H H
k
∞ − − − −
=
− +
=∑  
 
                     
( ) ( )3 2(1) (1) (1) (1) (2) (3)
2 3 4 2 2
1 1 1 1 1
3 6 3 2 6 (5)k k k k k k
k k k k k
H H H H H H
k k k k k
ς∞ ∞ ∞ ∞ ∞
= = = = =
− + − + −∑ ∑ ∑ ∑ ∑                
 
Accordingly we see that 
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(4.3.60b) 
      
( ) ( )3 2(1) (1) (1) (1) (2) (2) (3)
2 3 4 2 3 2
1 1 1 1 1 1
3 6 3 3 2 12 (5)k k k k k k k
k k k k k k
H H H H H H H
k k k k k k
ς∞ ∞ ∞ ∞ ∞ ∞
= = = = = =
− + − + + =∑ ∑ ∑ ∑ ∑ ∑    
  
Therefore, we have four simultaneous equations (4.3.57b), (4.3.58b), (4.3.59a) and 
(4.3.60b) involving six unknowns 
 
2 3(1) (1)(1) (1) (2) (2) (3)
4 2 3 2 3 2
1 1 1 1 1 1
,  ,  ,  ,   and  k kk k k k k
k k k k k k
H HH H H H H
k k k k k k
∞ ∞ ∞ ∞ ∞ ∞
= = = = = =
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∑ ∑ ∑ ∑ ∑ ∑  
 
            
3(1)(1) (2) (3)
2 2 2
1 1 1
24 (5) 3 2kk k k
k k k
HH H H
k k k
ς ∞ ∞ ∞
= = =
⎡ ⎤⎣ ⎦= + +∑ ∑ ∑  
 
              
2 3(1) (1)(1) (2) (2)
2 3 2 3
1 1 1 1
12 (5) k kk k k
k k k k
H HH H H
k k k k
ς ∞ ∞ ∞ ∞
= = = =
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= − + −∑ ∑ ∑ ∑   
 
              
2 3(1) (1)(1) (1) (2)
4 2 3 2
1 1 1 1
8 (5) 2 2 k kk k k
k k k k
H HH H H
k k k k
ς ∞ ∞ ∞ ∞
= = = =
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= − − +∑ ∑ ∑ ∑  
 
    
( ) ( )2 3(1) (1)(1) (1) (2) (2) (3)
4 2 3 2 3 2
1 1 1 1 1 1
12 (5) 6 3 3 3 2k kk k k k k
k k k k k k
H HH H H H H
k k k k k k
ς ∞ ∞ ∞ ∞ ∞ ∞
= = = = = =
= − − + + +∑ ∑ ∑ ∑ ∑ ∑          
 
However, we already know from Flajolet and Salvy [69] and Borwein et al. [28] that (see 
also (3.110m)) 
 
                                 
(1)
4
1
3 (5) (2) (3)k
k
H
k
ς ς ς∞
=
= −∑  
 
                                 
(2)
3
1
9 (5) 3 (2) (3)
2
k
k
H
k
ς ς ς∞
=
= − +∑  
 
                                 
(3)
2
1
11 (5) 2 (2) (3)
2
k
k
H
k
ς ς ς∞
=
= −∑   
 
and therefore we may solve for the other three unknowns. The solutions are: 
 
 45
(4.3.60c)                  
(1) (2)
2
1
(5) (2) (3)k k
k
H H
k
ς ς ς∞
=
= +∑  
 
(4.3.60d)                  
3(1)
2
1
10 (5) (2) (3)k
k
H
k
ς ς ς∞
=
⎡ ⎤⎣ ⎦ = +∑  
 
 (4.3.60e)                 
2(1)
3
1
7 (5) (2) (3)
2
k
k
H
k
ς ς ς∞
=
⎡ ⎤⎣ ⎦ = −∑  
 
some of which we also saw in Volume I. 
 
Equations (4.3.60c), (4.3.60d) and (4.3.60e) were also derived by Panholzer and 
Prodinger in [105a]. Equation (4.3.60c) was also derived by Choi and Srivastava [45aci] 
in 2005. Flajolet and Salvy [69] reported that 
 
(4.3.60f)                    
3(1)
2
1
15 (5) (2) (3)
( 1) 2
k
k
H
k
ς ς ς∞
=
⎡ ⎤⎣ ⎦ = ++∑   
                                                                                                                                            
 
We will now consider various identities for (5) ( )aψ  in a more systematic manner. First of 
all we have  
(4.3.61i)                                    
4
(5)
4
0
( ) ( , )
x
a F a x
a x
ψ
=
∂ ∂= ∂ ∂  
 
where ( , ) ( ) ( )F a x x a aψ ψ= + −  and this is followed by four other  related identities   
 
(4.3.61ii)                                   
2 3
(5)
2 3
0
( ) ( , )
x
a F a x
a x
ψ
=
∂ ∂= ∂ ∂  
 
 
(4.3.61iii)                                  
3 2
(5)
3 2
0
( ) ( , )
x
a F a x
a x
ψ
=
∂ ∂= ∂ ∂  
 
 
(4.3.61iv)                                  
4
(5)
4
0
( ) ( , )
x
a F a x
a x
ψ
=
∂ ∂= ∂ ∂  
 
(4.3.61v)                                          
5
(5)
5
0
( ) ( , )
x
a F a x
x
ψ
=
∂= ∂  
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More generally, it is easily seen that there will be n  corresponding identities for ( ) ( )n aψ . 
 
We have 
                              1 ( )( )
( 1)...( 1) ( )
aA a
a a a k a k
Γ= =+ + − Γ +   and 
1(1)
!
A
k
= .  
 
and therefore successive derivatives are                              
 
[ ](1) ( ) ( ) ( ) ( ) ( ) ( )A a A a a k a A a B aψ ψ= − + − = −  
 
(2) (1) 2( ) ( ) ( ) ( )A a A a B a B a⎡ ⎤= − +⎣ ⎦     
                        
(3) (2) (1) 3( ) ( ) ( ) 3 ( ) ( ) ( )A a A a B a B a B a B a⎡ ⎤= − + −⎣ ⎦   
                         
2(4) (3) (2) (1) 2 (1) 4( ) ( ) ( ) 4 ( ) ( ) 3 ( ) 6 ( ) ( ) ( )A a A a B a B a B a B a B a B a B a⎡ ⎤⎡ ⎤= − + + − +⎣ ⎦⎢ ⎥⎣ ⎦     
 
(4) (3) (1) (2)
(5)
22 (2) (1) 3 (1) 5
( ) 5 ( ) ( ) 10 ( ) ( )
( ) ( )
10 ( ) ( ) 15 ( ) ( ) 10 ( ) ( ) ( )
B a B a B a B a B a
A a A a
B a B a B a B a B a B a B a
⎡ ⎤⎡ ⎤− + + ⎣ ⎦⎢ ⎥= ⎢ ⎥⎡ ⎤− − + −⎣ ⎦⎣ ⎦
    
 
We have from (4.3.45), (4.3.42), (4.3.39) and (4.3.35) respectively 
 
(4.3.62i)            
( ){ }3 (2) (3)4 1 1 1 1(4)
4
10
( 1)! 3 21( ) ( ) 6
( 1)...( 1)
k k k k
kx
k H H H H
x a a
x k a a a k
ψ ψ ∞ − − − −
==
− − +∂ + = = −∂ + + −∑  
 
(4.3.62ii)           
( ){ }2(1) (2)3 1 1
(3)
3
10
( 1)!1( ) ( ) 3
( 1)...( 1)
k k
kx
k H H
x a a
x k a a a k
ψ ψ ∞ − −
==
− −∂ + = =∂ + + −∑  
 
(4.3.62iii)         
(1)2
(2) 1
2
10
( 1)!1( ) ( ) 2
( 1)...( 1)
k
kx
k Hx a a
x k a a a k
ψ ψ ∞ −
==
−∂ + = = −∂ + + −∑  
 
(4.3.62iv)         (1)
10
1 ( 1)!( ) ( )
( 1)...( 1)kx
kx a a
x k a a a k
ψ ψ ∞
==
∂ −+ = =∂ + + −∑   
 
For example we get 
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(4.3.63i)
( ){ }[ ]3 (2) (3)4 1 1 1 1(5)
4
10
( 1)! 3 2 ( ) ( )1( ) ( ) 6
( 1)...( 1)
k k k k
kx
k H H H H a k a
a x a
a x k a a a k
ψ ψψ ψ ∞ − − − −
==
− − + + −∂ ∂= + = −∂ ∂ + + −∑  
 
(4.3.63ii)  
( ){ } [ ] [ ]{ }
2 3
(5)
2 3
0
2(1) (2)
1 1 2
1
( ) ( )
( 1)!1           3 ( ) ( ) ( ) ( )
( 1)...( 1)
x
k k
k
a x a
a x
k H H
a k a a k a
k a a a k
ψ ψ
ψ ψ ψ ψ
=
∞ − −
=
∂ ∂= +∂ ∂
− −
′ ′= − + − + + −+ + −∑
 
 
The corresponding expressions for the other identities are too lengthy to write out 
explicitly but they may of course be easily derived by simple algebra. 
 
We have with 1a =  
 
(4.3.64) (1) (1)1(1)
! k
A H
k
= −   
 
                ( )2(2) (2) (1)1(1) ! k kA H Hk ⎡ ⎤= + ⎣ ⎦   
 
                ( )3(3) (3) (1) (2) (1)1(1) 2 3! k k k kA H H H Hk ⎡ ⎤= − + − ⎣ ⎦  
 
 
                ( )2 2 4(4) (4) (1) (3) (2) (1) (2) (1)1(1) 6 8 3 6! k k k k k k kA H H H H H H Hk ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + + + +⎣ ⎦ ⎣ ⎦ ⎣ ⎦  
 
 
                
2(5) (1) (4) (2) (3) (1) (3)
(5)
2 3 5(1) (2) (1) (2) (1)
24 30 20 20
1(1)
!
15 10
k k k k k k k
k k k k k
H H H H H H H
A
k
H H H H H
⎛ ⎞⎡ ⎤− − − − ⎣ ⎦⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎡ ⎤ ⎡ ⎤ ⎡ ⎤− − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎝ ⎠
 
 
We then obtain 
 
(4.3.65i)                ( ){ }3(5) (2) (3)1 1 1 12
1
1(1) 6 3 2k k k k k
k
H H H H H
k
ψ ∞ − − − −
=
= − +∑  
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( ) ( ) ( ) ( )4 3 2 2(1) (1) (1) (1) (2) (1) (3) (1)
2 3 4 2 2 5
1 1 1 1 1 1
6 18 36 18 12 36k k k k k k k k
k k k k k k
H H H H H H H H
k k k k k k
∞ ∞ ∞ ∞ ∞ ∞
= = = = = =
= − + − + −∑ ∑ ∑ ∑ ∑ ∑
 
 
 
           ( ){ } ( ){ }2 2(5) (1) (2) (1) (2)1 12
1
1(1) 3 k k k k
k
H H H H
k
ψ ∞ − −
=
= − +∑
 
 
 
                      
( ) ( ){ }(1)2 2(1) (2) (1) (2)2
2
1
12 2
3
k
k k k k
k
HH H H H
k k
k
∞
=
⎧ ⎫− − + +⎨ ⎬⎩ ⎭= ∑   
 
  (4.3.65ii)      
( ) ( ) ( ) ( )
( ) ( )
4 3 2 2(1) (1) (1) (2) (1)
2 3 2 4
1 1 1 1
2 2(1) (2) (2)(1) (2) (2)
2 3 2 4
1 1 1 1
3 6 3 6
3 6 3 6
k k k k k
k k k k
k k kk k k
k k k k
H H H H H
k k k k
H H HH H H
k k k k
∞ ∞ ∞ ∞
= = = =
∞ ∞ ∞ ∞
= = = =
= − − +
+ − − +
∑ ∑ ∑ ∑
∑ ∑ ∑ ∑
 
 
         ( )3(5) (3) (1) (2) (1) (1)12
1
1(1) 2 2 3k k k k k
k
H H H H H
k
ψ ∞ −
=
⎡ ⎤= − − + − ⎣ ⎦∑   
 
(4.3.65iii)    
( ) ( )2 4(1) (2) (1)(1) (3)
2 2 2
1 1 1
4 6 2k k kk k
k k k
H H HH H
k k k
∞ ∞ ∞
= = =
= − +∑ ∑ ∑  
 
                    
( )3(1)(3) (1) (2)
3 3 3
1 1 1
4 6 2 kk k k
k k k
HH H H
k k k
∞ ∞ ∞
= = =
+ − +∑ ∑ ∑  
    
(4.3.65iv)     ( )2 2 4(5) (4) (1) (3) (2) (1) (2) (1)2
1
1(1) 6 8 3 6k k k k k k k
k
H H H H H H H
k
ψ ∞
=
⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + + + +⎣ ⎦ ⎣ ⎦ ⎣ ⎦∑                      
  
Using Adamchik’s formula (3.105vi) we may obtain ( ,5)s n  and hence another linear 
equation from (4.3.61v). It should also be noted that Coffey [45b], using the contour 
integral approach of Flajolet and Salvy [69], has previously computed that 
         
4 3 2(1) (1) (1) (1) (2) (2)
2
2 3 4 5 2
1 1 1 1 1
20 (3) 5 20 30 20 30k k k k k k
k k k k k
H H H H H H
k k k k k
ς ∞ ∞ ∞ ∞ ∞
= = = = =
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦− = − + − −∑ ∑ ∑ ∑ ∑  
 
 49
                          
2(2)(1) (2) (1) (3) (2) (3) (4)
3 2 4 2 3 2
1 1 1 1 1 1
40 20 15 10 10 5kk k k k k k k
k k k k k k
HH H H H H H H
k k k k k k
∞ ∞ ∞ ∞ ∞ ∞
= = = = = =
⎡ ⎤⎣ ⎦+ + − + − −∑ ∑ ∑ ∑ ∑ ∑
 
 
 
 
2(1) (1) (2) (1)
2 3 2 2
1 1 1 1
30 (2) 40 (2) 20 (2) 20 (3)k k k k
k k k k
H H H H
k k k k
ς ς ς ς∞ ∞ ∞ ∞
= = = =
⎡ ⎤⎣ ⎦− + + −∑ ∑ ∑ ∑  
 
Some of the other unknowns may also be obtained from [69, p.25] and also from Zheng’s 
recent paper [142b].   
 
 
 
GAUSS HYPERGEOMETRIC SUMMATION 
 
 
Instead of using Nörlund’s identity (4.3.32) we may employ the well-known Gauss 
hypergeometric summation formula [8a, p.64] (a reference to Gauss is appropriate 
because Gauss died on 23 February 1855, exactly 98 years before the birth of the author 
of this paper!) 
 
(4.3.66)              
0
( ) ( ) ( ) ( )
!( ) ( ) ( )
n n
n n
a b c c a b
n c c a c b
∞
=
Γ Γ − −= Γ − Γ −∑         Re ( )c a b− − > 0 
 
The familiar hypergeometric series is 
 
                         2 1
0
( ) ( )( , ; ; )
( ) !
n
n n
n n
a b zF a b c z
c n
∞
=
=∑  
 
By definition ( ) ( 1)...( 1) ( 1) ( )nn na a a a n a= + + − = − −  for 1n ≥  and 0( ) 1a =  ; therefore 
letting a x→−  and b y→−  we get 
 
(4.3.66a)            
0
( ) ( ) ( ) ( )
!( ) ( ) ( )
n n
n n
s x s y c c x y
n c c x c y
∞
=
Γ Γ + += Γ + Γ +∑         Re ( )c x y+ + > 0 
 
where ( )ns x  is defined by (4.3.34a). For convenience we designate 
                
                         ( ) ( )( , ; )
( ) ( )
c c x yS x y c
c x c y
Γ Γ + += Γ + Γ +  
 
With differentiation we obtain 
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                        [ ]( , ; ) ( , ; ) ( ) ( )S x y c S x y c c x y c x
x
ψ ψ∂ = + + − +∂  
 
                       
[ ][ ]( )
( , ; )
( , ; ) ( ) ( ) ( ) ( ) ( )
S x y c
y x
S x y c c x y c x y c y c x y c xψ ψ ψ ψ ψ
∂ ∂ =∂ ∂
′ + + + + + − + + + − +
 
 
and therefore we have 
 
                      
(0,0; )
( , ; ) ( )
c
S x y c c
y x
ψ∂ ∂ ′=∂ ∂  
 
We have seen before at (4.3.35) that 1(0) ( ,1) ( 1) ( 1)!nns s n n
+′ = = − −  and hence we obtain 
for 0x y= =  and 1c =  
                                      2
1
1 (1) (2)
n n
ψ ς∞
=
′= =∑  
We have 
            
[ ] [ ]2 22 ( , ; ) ( , ; ) ( ) ( ) ( , ; ) ( ) ( )S x y c S x y c c x y c x S x y c c x y c xx ψ ψ ψ ψ
∂ ′ ′= + + − + + + + − +∂  
 
[ ][ ]
[ ]
[ ] [ ]
2
2
2
( , ; )
( ) ( ) ( ) ( ) ( )
( , ; ) 2 ( ) ( ) ( )
( ) ( ) ( ) ( )
S x y c
y x
c x y c x y c x c x y c y
S x y c c x y c x c x y
c x y c x c x y c y
ψ ψ ψ ψ ψ
ψ ψ ψ
ψ ψ ψ ψ
∂ ∂ =∂ ∂
⎧ ⎫′′ ′ ′+ + + + + − + + + − +⎪ ⎪⎪ ⎪⎪ ⎪′+ + + − + + +⎨ ⎬⎪ ⎪⎪ ⎪⎪ ⎪+ + + − + + + − +⎩ ⎭
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 and hence 
2
2
(0,0; )
( , ; ) ( )
c
S x y c c
y x
ψ∂ ∂ ′′=∂ ∂ . This then gives us (4.3.40) when 1c = .A 
further differentiation results in  
[ ][ ]
[ ]
[ ] [ ]
[ ] [ ]
[ ]
2 2
2 2
2
2
( , ; )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
( , ; ) 2 ( ) ( ) ( ) 2 ( )
( ) ( ) ( ) ( )
2 ( ) ( ) ( ) (
S x y c
y x
c x y c x y c x c x y c y
c x y c x y c y
S x y c c x y c x y c x c x y
c x y c x c x y c y
c x y c x c x y
ψ ψ ψ ψ ψ
ψ ψ ψ
ψ ψ ψ ψ
ψ ψ ψ ψ
ψ ψ ψ ψ
∂ ∂ =∂ ∂
′′′ ′ ′ ′ ′+ + + + + − + + + − +
′′+ + + + + − +
′′ ′+ + + + + − + + + +
′ ′+ + + − + + + − +
+ + + − + + + −[ ]) ( )c y c x yψ
⎧ ⎫⎪ ⎪⎪ ⎪⎪ ⎪⎪ ⎪⎪ ⎪⎪ ⎪⎪ ⎪⎨ ⎬⎪ ⎪⎪ ⎪⎪ ⎪⎪ ⎪⎪ ⎪⎪ ⎪′+ + +⎪ ⎪⎩ ⎭
 
 
[ ]
[ ][ ]
[ ][ ]
[ ] [ ]
2
2 2
( ) ( ) ( )
( ) ( ) ( ) ( )
( , ; )
2 ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
c x y c x y c y
c x y c x c x y c y
S x y c
c x y c x c x y c y c x y
c x y c x c x y c y
ψ ψ ψ
ψ ψ ψ ψ
ψ ψ ψ ψ ψ
ψ ψ ψ ψ
′′⎧ ⎫+ + + + − +⎪ ⎪⎪ ⎪⎪ ⎪′ ′+ + + − + + + − +⎪ ⎪⎪ ⎪+ ⎨ ⎬⎪ ⎪′+ + + − + + + − + + +⎪ ⎪⎪ ⎪⎪ ⎪⎪ ⎪+ + + − + + + − +⎩ ⎭
 
 
With 0x y= =  we get 
 
              [ ]2 2 22 2
(0,0, )
( , ; ) ( ) 2 ( )
c
S x y c c c
y x
ψ ψ∂ ∂ ′′′ ′= +∂ ∂  
 
and with 1c =  we obtain 
 
              
2 2
2
2 2
(0,0,1)
( , ; ) 6 (4) 2 (2)S x y c
y x
ς ς∂ ∂ = +∂ ∂   
 
Since (1)1(0) 2 ( , 2) 2( 1) ( 1)!
n
n ns s n n H −′′ = = − −  we deduce that 
 52
 
            
2(1)
1 2
2
1
4 6 (4) 2 (2)n
n
H
n
ς ς∞ −
=
⎡ ⎤⎣ ⎦ = +∑  
 
We see that 
2 2(1) (1) (1)
1
2 2 3
1 1 1
2 (4)n n n
n n n
H H H
n n n
ς∞ ∞ ∞−
= = =
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦= − +∑ ∑ ∑  and hence we deduce 
 
             
2(1)
2
1
17 (4)
4
n
n
H
n
ς∞
=
⎡ ⎤⎣ ⎦ =∑  
 
which we previously obtained in (4.3.46b). 
 
It is easily seen from (4.3.41) that 
2 3
2 3 ( , ; )S x y cy x
∂ ∂
∂ ∂  will result in the following series 
( ){ }2(1) (1) (2)1 1 1
2
1
n n n
n
H H H
n
∞ − − −
=
−∑  containing the product of the terms (1)12( 1) ( 1)!n nn H −− −  and  
 
( ){ }21 (1) (2)1 1( 1)!( 1) 2n n nn H H+ − −−− − . The procedure may then be extended by taking higher 
order derivatives. It remains to be checked whether the equations thus obtained are 
linearly independent from the results previously obtained using Nörlund’s identity. 
 
Note that we may also differentiate with respect to c  to obtain for example 
 
      
[ ][ ]
[ ][ ]
[ ][ ]( )
( )
( , ; )
( ) ( ) ( ) ( ) ( )
( , ; )
( ) ( ) ( ) ( )
( , ; ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
S x y c
c y x
c x y c x y c y c x y c x
S x y c
c x y c y c x y c x
S x y c c x y c x y c y c x y c x
c x y c c x c y
ψ ψ ψ ψ ψ
ψ ψ ψ ψ
ψ ψ ψ ψ ψ
ψ ψ ψ ψ
∂ ∂ ∂ =∂ ∂ ∂
′′ ′ ′⎛ ⎞+ + + + + − + + + − +⎜ ⎟⎜ ⎟⎜ ⎟′ ′+ + + − + + + − +⎝ ⎠
′+ + + + + + − + + + − + ×
+ + + − + − +
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Let ( ) log ( ) log (1 )f x n x x= Γ + − Γ + . Then we have 
 
                   ( ) ( 1) ( 1) 1 ( )1(0) ( ) (1) ( 1) ( 1)!
k k k k k
nf n k Hψ ψ− − + −= − = − −  
 
and we therefore have the Maclaurin expansion  
 
(4.3.66b)    
1
( )
1
1
( 1)( ) log ( ) log (1 ) log ( )
k
k k
n
k
f x n x x n H x
k
+∞
−
=
−= Γ + − Γ + = Γ +∑  
 
(it may be worthwhile integrating this).This may be written as 
 
(4.3.66c)      
1
( )
1
1
( ) ( 1)exp
(1 ) ( )
k
k k
n
k
n x H x
x n k
+∞
−
=
⎡ ⎤Γ + −= ⎢ ⎥Γ + Γ ⎣ ⎦∑    
 
and expansion of the exponential function leads to 
 
 
 
(4.3.66d)  
                  ( ) ( )2 3(1) (1) (2) 2 (1) (1) (2) (3) 3 41 1 1 1 1 1 1( ) 1 11 3 2 ( )(1 ) ( ) 2 6n n n n n n nn x H x H H x H H H H x O xx n − − − − − − −Γ + ⎡ ⎤ ⎡ ⎤= + + − + − + +⎣ ⎦ ⎣ ⎦Γ + Γ  
 
and 
 
(4.3.66e) 
 ( ) ( )2 3(1) (1) (2) 2 (1) (1) (2) (3) 3 41 1 1 1 1 1 1(1 ) ( ) 1 11 3 2 ( )( ) 2 6n n n n n n nx n H x H H x H H H H x O xn x − − − − − − −Γ + Γ ⎡ ⎤ ⎡ ⎤= − + + − + + +⎣ ⎦ ⎣ ⎦Γ +  
 
The terms involving the generalised harmonic numbers are ubiquitous! I came across 
(4.3.66c) in a 1999 paper entitled “Analytic two-loop results for self energy- and vertex-
type diagrams with one non-zero mass” by Fleisher et al [69aa]. 
 
Letting 2n =  in (4.3.66b) results in the familiar Maclaurin expansion for log(1 )x+ . 
 
It is easily seen that 
 
                   ( ) ( 1)...( 1) ( )n x x x x n xΓ + = + + − Γ   
 
and therefore we have 
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                   log ( ) log (1 ) log[( 1)...( 1)]n x x x x nΓ + − Γ + = + + −   
 
We see that 
 
                  
1 1 1 1
1 1 1 1
log( ) log 1 log log 1 log ( )
n n n n
k k k k
x xx k k n
k k
− − − −
= = = =
⎛ ⎞ ⎛ ⎞+ = + + = + + Γ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑   
 
and hence we have 
 
     
1
1
log ( ) log (1 ) log ( ) log 1
n
k
xn x x n
k
−
=
⎛ ⎞Γ + − Γ + − Γ = +⎜ ⎟⎝ ⎠∑  
 
Using (4.3.80a) this becomes 
 
                                                              
1 1 11 1 1
1
1 1 1 0
( 1) ( 1)j xj m mn m n
m
k j k
x t dt
j k k k t
+ − −− − −
−
= = =
− −⎛ ⎞= +⎜ ⎟ +⎝ ⎠∑∑ ∑ ∫  
 
                                                             
1 1 11 1 1
1
1 1 1 0
1 ( 1) ( 1)j xj m mn m n
j m
k j k
x t dt
k j k k t
+ − −− − −
−
= = =
− −= + +∑ ∑ ∑ ∫  
 
                                                              
1 1 11 1
( )
1 1
1 1 0
( 1) ( 1) xj m mm nj j
n m
j k
tH x dt
j k k t
+ − −− −
− −
= =
− −= + +∑ ∑ ∫  
 
As m →∞  we again see that 
 
                   
1
( )
1
1
( 1)log ( ) log (1 ) log ( )
j
j j
n
j
n x x n H x
j
+∞
−
=
−Γ + − Γ + − Γ =∑   
 
We also have a form equivalent to (4.3.66c) 
 
                 
1 1 11 1
( )
1 1
1 1 0
( ) ( 1) ( 1)exp exp
(1 ) ( )
xj m mm n
j j
n m
j k
n x tH x dt
x n j k k t
+ − −− −
− −
= =
⎡ ⎤⎡ ⎤Γ + − −= ⎢ ⎥⎢ ⎥Γ + Γ +⎣ ⎦ ⎣ ⎦∑ ∑ ∫  
 
We have 
 
                 (1 ) ( ) ( ) ( ) ( , )
( ) ( )
x n x x n xB x n
n x n x
Γ + Γ Γ Γ= =Γ + Γ +  
 
and from (E.35) in Volume VI we have 
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1
0
(1 )(1 )log ( , ) log
(1 ) log
x nx n v vB x n dv
xn v v
+ − −⎛ ⎞= +⎜ ⎟ −⎝ ⎠ ∫         ,x n  > 0 
 
Therefore we have 
 
(4.3.66f)               
11
( )
1
1 0
( 1) (1 )(1 )log 1
(1 ) log
k x n
k k
n
k
x v vH x dv
k n v v
+∞
−
=
− − −⎛ ⎞− = + +⎜ ⎟ −⎝ ⎠∑ ∫   
 
An alternative proof is shown below. 
 
We see that log
1
log1 1
!
k k
x x v
k
x vv e
k
∞
=
− = − = −∑  and therefore we have 
 
                          
1 1 1
10 0
(1 )(1 ) (1 ) log
(1 ) log ! 1
x n k n k
k
v v x v vdv dv
v v k v
−∞
=
− − −= −− −∑∫ ∫  
 
                                                         
11
1
1 1 0
log
!
k n
j k
k j
x v v dv
k
∞ − −
= =
= −∑ ∑∫        
 
We have 
1
0
1
1
j av v dv
j a
= + +∫  and therefore differentiation with respect to a  results in   
 
                         
1 1
1
0
( 1) ( 1)!log
( 1)
k
j a k
k
kv v v dv
j a
−
− − −= + +∫ .  
 
Hence we have 
 
                         
1 1
1
0
( 1) ( 1)!log
( 1)
k
j k
k
kv v dv
j
−
− − −= +∫   
 
                    
11
1 1 ( )
0 0
log ( 1) ( 1)!
n
j k k k
n
j
v v dv k H
− − −
=
= − −∑∫  
 
and thus 
 
(4.3.66fi)         
1 1
( )
10
(1 )(1 ) ( 1)
(1 ) log
x n k
k k
n
k
v v dv H x
v v k
+∞
=
− − −= −− ∑∫    
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1
( )
1
1
( 1) 1k k k
n k
k
H x
k n
+∞
−
=
− ⎛ ⎞= − +⎜ ⎟⎝ ⎠∑   
 
                                                       
1 1
( )
1
1 1
( 1) ( 1)k k kk k
n k
k k
xH x
k k n
+ +∞ ∞
−
= =
− −= − −∑ ∑     
 
                                                       
1
( )
1
1
( 1) log 1
k
k k
n
k
xH x
k n
+∞
−
=
− ⎛ ⎞= − − +⎜ ⎟⎝ ⎠∑     
                          
Differentiating (4.3.66fi) results in 
 
                        
1
1 ( ) 1
10
(1 ) ( 1)
1
x n
k k k
n
k
v v dv H x
v
∞ + −
=
− = −− ∑∫  
 
and as 0x →  we rediscover (4.1.4) 
 
                       
1
(1)
0
(1 )
1
n
n
v dv H
v
− =−∫  
 
Successive differentiations give us 
 
                        
1
1 ( ) 1
10
(1 ) log ( 1) ( 1)( 2)...( )
1
x n p
k k k p
n
k p
v v v dv H k k k p x
v
∞ + − −
= +
− = − − − −− ∑∫  
 
and hence we see that 
 
(4.3.66fii)       
1
( 1)
0
(1 ) log ( 1) !
1
n p
p p
n
v v dv p H
v
+− = −−∫  
 
As n →∞  we see that 
 
                       
1
0
log ( 1) ! ( 1)
1
p
pv dv p p
v
ς= − +−∫  
 
See also (E.35c) in Volume VI. 
 
Completing the summation of (4.3.66fii) gives us for x < 1 
 
                          
1( 1)
1 1 0
1 (1 ) log( 1) !
1
p n p
p n nn
n n
H v vp x x dv
n n v
+∞ ∞
= =
−− = −∑ ∑ ∫  
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1 1
1
1 0 0
(1 ) log
1
n n p
n
n
v x vu du dv
v
∞ −
=
−= −∑∫ ∫   
 
We therefore obtain 
 
(4.3.66fiii)        
1( 1)
1 0
[log(1 ) log(1 )]log( 1) !
(1 )
p p
p nn
n
H xv x vp x dv
n v
+∞
=
− − −− = −∑ ∫                               
                     
With 1p =  we have 
 
                        
1(2)
1 0
[log(1 ) log(1 )]log
(1 )
nn
n
H xv x vx dv
n v
∞
=
− − −= − −∑ ∫  
      
We note from (3.106f) that 
 
                       
(2)
3
1
2
1
nn
n
H xx Li
n x
∞
=
⎛ ⎞= − −⎜ ⎟−⎝ ⎠∑                           
 
Integrating (4.3.66fiii) will give us an expression for 
( 1)
2
1
p
nn
n
H x
n
+∞
=
∑ .    
 
                    
1( 1)
2
1 0 0
[log(1 ) log(1 )]log( 1) !
1
up p
p nn
n
H dx xv x vp u dv
n x v
+∞
=
− − −− = −∑ ∫ ∫     
 
We then have 
 
                     [ ]1 1 2 2
0 0 0
( ) ( ) log[log(1 ) log(1 )]log
1 1
pu p Li u Li uv vdx xv x v dv dv
x v v
−− − − =− −∫ ∫ ∫   
 
and therefore we obtain 
 
(4.3.66fiv)     [ ]1( 1) 2 22
1 0
( ) ( ) log
( 1) !
1
pp
p nn
n
Li u Li uv vHp u dv
n v
+∞
=
−− = −∑ ∫     
 
With 1u =  we have    
 
                          [ ]1( 1) 22
1 0
(2) ( ) log
( 1) !
1
pp
p n
n
Li v vHp dv
n v
ς+∞
=
−− = −∑ ∫     
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and with 1u = −  we have since ( )1( 1) 2 1 ( )ssLi sς−− = −     
 
               
1( 1) 2
2
1 0
1 (2) ( ) log
2( 1) ! ( 1)
1
p
p
p n n
n
Li v v
Hp dv
n v
ς+∞
=
⎡ ⎤+ −⎢ ⎥⎣ ⎦− − = − −∑ ∫     
 
 
This is easily extended by further integration to 
 
(4.3.66fv)     [ ]1( 1)
1 0
( ) ( ) log
( 1) !
1
pp
r rp nn
r
n
Li u Li uv vHp u dv
n v
+∞
=
−− = −∑ ∫     
 
and with 0p =  we have   
 
(4.3.66fvi)                   [ ]1(1)
1 0
( ) ( )
1
r rnn
r
n
Li u Li uvH u dv
n v
∞
=
−= −∑ ∫     
                  
In particular, we see that    
 
(4.3.66fvii)                      [ ]1(1) 22
1 0
(2) ( )
1
n
n
Li vH dv
n v
ς∞
=
−= −∑ ∫     
 
and therefore we have using (4.2.33) 
 
(4.3.66fviii)                        [ ]1 2
0
(2) ( )
2 (3)
1
Li v
dv
v
ςς −= −∫     
                                                                                                                                           
                                                                                                                                  
From (4.3.66d) and using the formulae (3.105i) for the Stirling numbers of the first kind 
we see that  
 
                          1 2 3 4( )( 1) ( ,1) ( , 2) ( ,3) ( , 4) ( )
(1 )
n n x s n s n x s n x s n x O x
x
+ Γ +− = − + − +Γ +  
 
and this may be written as 
 
(4.3.66g)             
0
( ) ( )( ) ( 1) ( , )
( ) (1 )
n k k
n
k
n x x n xx s n k x
x x
∞ +
=
Γ + Γ += = = −Γ Γ + ∑    
 
which is simply the generating function for the Stirling numbers of the first kind          
[26, p.56] 
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0 1
( ) ( 1)...( 1) ( 1) ( , ) ( 1) ( , )n k k n k kn
k k
x x x x n s n k x s n k x
∞ ∞+ +
= =
= + + − = − = −∑ ∑  
 
since ( , ) 0s n k =  for 1k n≥ + . Using (4.3.66g) is probably the simplest way of evaluating 
the Stirling numbers (by successive differentiation); for example 
 
(4.3.66h)             [ ] 1
1
( ) ( ) 1 (1 ) ( 1) ( , )
(1 )
n k k
k
n x x n x x x ks n k x
x
ψ ψ ∞ + −
=
Γ + + + − + = −Γ + ∑   
 
and with 0x =  we obtain 1( ,1) ( 1) ( 1)!ns n n+= − − . 
 
A further differentiation results in 
           
[ ][ ]
[ ] [ ]( ) 2
2
( )  ( ) (1 ) ( ) 1 (1 )
(1 )
( ) ( ) (1 ) ( ) (1 ) ( 1) ( 1) ( , )
(1 )
n k k
k
n x n x x x n x x x
x
n x x n x x n x x k k s n k x
x
ψ ψ ψ ψ
ψ ψ ψ ψ ∞ + −
=
Γ + + − + + + − +Γ +
Γ + ′ ′+ + − + + + − + = − −Γ + ∑
   
 
and with 0x =  we easily obtain (1)1( , 2) ( 1)n ns n H −= − . 
 
The above equation may be written as 
 
              2 (1) 2
2
( ) ( ) 2 ( ) ( ) ( ) ( ) ( 1) ( 1) ( , )n k k
k
x L x x L x x x L x x k k s n k x
∞ + −
=
Δ + Δ + Δ = − −∑  
where for convenience 
 
                  ( )( )
(1 )
n xL x
x
Γ += Γ +   
 
                  ( ) ( ) (1 )x n x xψ ψΔ = + − +     
 
and            ( ) ( ) ( )L x L x x′ = Δ . 
 
The next derivative is then easily determined using this notation and we note the 
connection with (4.3.31). 
 
It is easily seen that 
 
             2 (1)( ) 2 ( ) ( ) ( ) 2 ( ) ( ) ( ) ( )x L x L x x L x x L x x x L x x′′ ′+ = Δ + Δ + Δ  
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and this format is eminently suitable for Leibniz’s rule for differentiation. It may also be 
noted that 
                 ( )( ) ( ) 2 ( )x xde xe L x x L x L xdx− ′′ ′= +  
 
Hence we have 
 
                   ( ) 2
2
( ) ( 1) ( 1) ( , )x n k k x
k
d xe L x k k s n k x e
dx
∞ + −
=
= − −∑  
 
Upon integration we obtain 
 
                     2
2 0
( ) ( 1) ( 1) ( , )
t
t n k k x
k
te L t k k s n k x e dx
∞ + −
=
= − −∑ ∫   
 
We have from G&R [74, p.104]                            
 
                         
1
( 1) ( 1)...( 1)
p
p x x p j p j
j
x e dx e x p p p j x −
=
⎛ ⎞= + − − − +⎜ ⎟⎝ ⎠∑∫     
 
and we may then obtain a formula for ( )( )
(1 )
n xL x
x
Γ += Γ +  in the form of an infinite series 
involving ( , )s n k  (cf (4.3.66c)).                                                                                    
 
From (4.4.1) we will see that 
 
(4.3.67)              
1
1 1
0
1 1 (1 )
( 1)...( 1) ( 1)!
a kt t dt
a a a k k
− −= −+ + − − ∫     
 
and substituting this in (4.3.35) we get 
 
(4.3.67a)            
1
1 1
1 0
1( ) (1 )a k
k
a t t dt
k
ψ ∞ − −
=
′ = −∑ ∫  
 
                                    
1 1 1
1 1
1 10 0
1 (1 )(1 )
1
a k
a k
k k
t tt t dt dt
k t k
−∞ ∞− −
= =
−= − = −∑ ∑∫ ∫  
 
Hence we have the well-known result [126, p.16] 
 
(4.3.68)           
1 1
0
( ) log
1
ata tdt
t
ψ
−
′ = − −∫   
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alternative proofs of which are shown in (4.4.99k) and Appendix E of Volume VI.  
 
Integration of (4.3.67a) gives us 
 
                    
1
1 1
11 1 0
1( ) (1 )
u u
a k
k
a da t t dtda
k
ψ ∞ − −
=
′ = −∑∫ ∫ ∫  
 
and since 
 
(4.3.68a)                        
1
1
1
1
log
u u
a tt da
t
−
− −=∫  
 
 we obtain (assuming that the interchange of summation and integration is valid) 
 
(4.3.68b)              
1 11 1
1
1 0 0
1 1 1( ) (1) (1 )
log 1
u u
k
k
t tu t dt dt
k t t
ψ ψ
− −∞ −
=
− −− = − = −∑ ∫ ∫  
 
where in the last part we have used 
1
(1 )log
k
k
tt
k
∞
=
−= −∑  (which is valid in the particular 
range of integration). 
 
We shall see in (4.4.94a) that 
 
(4.3.68c)                      
1
00
(1 ) ( 1) log(1 )
log
n n
j
j
ny dy j
jy =
⎛ ⎞− = − +⎜ ⎟⎝ ⎠∑∫  
 
(4.3.68d)                      
1 1
1
00
(1 ) 1 ( 1) ( ) log( )
log ( 1)!
u n n
j r
r
j
ny y dy u j u j
jy r
−
−
=
⎛ ⎞− = − + +⎜ ⎟− ⎝ ⎠∑∫    
 
and we therefore get 
 
(4.3.69)              
1
1 0
11 ( )( ) (1) ( 1) log
(1 )
k
j
k j
k u ju
jk j
ψ ψ ∞ −
= =
−⎛ ⎞ +− = −⎜ ⎟ +⎝ ⎠∑ ∑        
 
With reference to (4.4.1) we also see that 
 
                          
1
0
11 1 ( 1)
( 1)...( 1) ( 1)!
jk
j
k
ja a a k k j a
−
=
−⎛ ⎞ −= ⎜ ⎟+ + − − +⎝ ⎠∑  
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and hence by reference to (4.3.35) we have the expression for a > 0 (which I suspect is in 
fact valid a∀ ≠ -0Z ) 
(4.3.70)             
1
1 0 0 0
11 ( 1) 1 ( 1)( )
1
j jk k
k j k j
k k
a
j jk j a k j a
ψ ∞ − ∞
= = = =
−⎛ ⎞ ⎛ ⎞− −′ = =⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
Since (1) (2)ψ ς′ =  we obtain 
 
                            
0 0
1 ( 1)(2)
1 1
jk
k j
k
jk j
ς ∞
= =
⎛ ⎞ −= ⎜ ⎟+ +⎝ ⎠∑ ∑  
 
Differentiation of (4.3.70) results in the identity 
 
(4.3.70a)          ( 1) 1
0 0
1 ( 1)( ) ( 1) ( )!
1 ( )
jk
p p
p
k j
k
a p
jk j a
ψ ∞+ +
= =
⎛ ⎞ −= − ⎜ ⎟+ +⎝ ⎠∑ ∑      
 
and with 1a =  we obtain  
 
                         ( 1) 1
0 0
1 ( 1)(1) ( 1) ( )!
1 ( 1)
jk
p p
p
k j
k
p
jk j
ψ ∞+ +
= =
⎛ ⎞ −= − ⎜ ⎟+ +⎝ ⎠∑ ∑  
 
Therefore, using (4.3.33a) we have 
 
(4.3.71)         1
0 0
1 1 ( 1)( 2)
1 ( 1)
jk
p
k j
k
p
jp k j
ς ∞ +
= =
⎛ ⎞ −+ = ⎜ ⎟+ +⎝ ⎠∑ ∑   
 
which is a subset of the Hasse identity (3.12) for p +∈Z . 
 
We also note from (4.3.67) that for a > 0 
 
                       
1
1
0 0 0
1 (1 )
( 1)...( ) !
k
a
k k
tt dt
a a a k k
∞ ∞ −
= =
−=+ +∑ ∑∫     
 
and accordingly we have 
 
(4.3.71a)        
1
1 1
0 0
1 ( ) ( ,1)
( 1)...( )
a t
k
t e dt e a e a
a a a k
∞ − −
=
= = Γ − Γ+ +∑ ∫  
 
where ( , )a xΓ  is the incomplete gamma function defined by 
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                                   1( , ) a t
x
a x t e dt
∞
− −Γ = ∫  
If a  is an integer then we have 
 
                                  
1
0
( , ) ( 1)!
!
kn
x
k
xn x n e
k
−−
=
Γ = − ∑    
 
and hence 1( ,1) ( 1)!a a e−Γ = − . 
 
Further series may be obtained using (4.4.1). The result when 1a =  is very familiar and 
we have 
 
                    
0
1 1
( 1)!k
e
k
∞
=
= −+∑  
 
 with 1/ 2a =  we get 
 
(4.3.71b)     
1
0
2 1 ,1
1.3.5..(2 1) 2
k
k
e e
k
π
+∞
=
⎛ ⎞= − Γ⎜ ⎟+ ⎝ ⎠∑      
 
Differentiating (4.3.71a) gives us 
 
                   2
0 0
1 ( 1) ( ) ( ,1)
! ( )
jk
k j
k
e a e a
jk j a
∞
= =
⎛ ⎞ − ′ ′= − Γ + Γ⎜ ⎟ +⎝ ⎠∑ ∑   
 
where we have used (4.4.1). With 1a =  we get 
 
                  2
0 0
1 ( 1) (1,1)
! ( 1)
jk
k j
k
e e
jk j
γ∞
= =
⎛ ⎞ − ′= + Γ⎜ ⎟ +⎝ ⎠∑ ∑    
 
and from (4.2.16) we recall that 12
0
( 1)
( 1) 1
jk
k
j
k H
j j k
+
=
⎛ ⎞ − =⎜ ⎟ + +⎝ ⎠∑  which gives us 
 
(4.3.71c)    1
0 1
(1,1)
( 1)! !
k k
k k
H H e e
k k
γ∞ ∞+
= =
′= + Γ+∑ ∑   
 
The Mathworld website for harmonic numbers reports Gosper’s formula 
 
                  
0 1
( 1) [log (0, ) ]
! . !
k
k x k xk
k k
H x e x e x x
k k k
γ∞ ∞
= =
−= − = +Γ +∑ ∑  
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and a derivation is given below. 
 
Using the known integral expression for the harmonic numbers nH  (see for example 
Volume I) 
 
                       
1
1
0
(1 ) logkkH k u u du
−= − −∫   
 
we obtain 
 
                       
1
1
0
0 0
(1 ) log
! !
k
k kk
k k
k u u du
H x x
k k
−
∞ ∞
= =
−
= −
∫∑ ∑     
 
                                      
1
00
(1 ) log
!(1 )
k k
k
k x u u du
k u
∞
=
= − −−∑∫     
 
                                       
1 (1 )
0
(1 ) log
(1 )
u xx u e u du
u
−−= − −∫  
 
                                        
1
0
logx uxxe e u du−= − ∫    
 
We note that                          
 
        
0 0 0 0
(1) log log( ) log logu ux ux uxe u du x e ux du x e udu x x e duγ
∞ ∞ ∞ ∞
− − − −′Γ = − = = = +∫ ∫ ∫ ∫                       
 
               
0
log loguxx e udu x
∞
−= +∫  
 
and we therefore have 
 
                  
0
log loguxx e udu x γ
∞
− = − −∫  
 
It is seen that 
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1
0 0 1
log log logux ux uxe udu e udu e udu
∞ ∞
− − −= +∫ ∫ ∫  
 
and integration by parts gives us 
 
                    
11
1 1log [ ( ) log ] ( )ux uxe udu Ei ux e u Ei x
x x
∞∞
− −= − − = − −∫                     
 
Noting that (0, ) ( )x Ei xΓ = − −  for x  > 0 completes the proof. 
 
The formula 
0 1
( 1)
! . !
k
k x kk
k k
H x e x
k k k
∞ ∞
= =
−= −∑ ∑  is also contained in Ramanujan’s Notebooks  
 
(see Berndt [21], Part I, p.46). 
 
Havil shows a proof of 
1
( 1) log (0, )
. !
k
k
k
x x x
k k
γ∞
=
−− = +Γ +∑  in [78, p.108]. 
 
 For 1x =  we get 
                                   
0 1
( 1) [ (0,1) ]
! . !
k
k
k k
H e e
k k k
γ∞ ∞
= =
−= − = Γ +∑ ∑  
                                                                                                                                         
We have from (4.3.39) 
 
                             
(1)
1
1
( 1)!1( ) 2
( 1)...( 1)
k
k
k Ha
k a a a k
ψ ∞ −
=
−′′ = − + + −∑  
 
and hence using (4.3.67) we see that 
 
                             
1(1)
1 11
1 0
( ) 2 (1 )a kk
k
Ha t t dt
k
ψ ∞ − −−
=
′′ = − −∑ ∫  
 
Using (4.1.6) we then have 
 
                             
1 11
1 1
1 0 0
1 1 (1 )( ) 2 (1 )
k
a k
k
xa dx t t dt
k x
ψ
−∞ − −
=
− −′′ = − −∑ ∫ ∫  
 
                                       [ ] 11 1 11 1
10 0
(1 ) (1 )(1 )
2
ka k a
k
t t t x t
dxdt
kx
−− − −∞
=
− − − −= − ∑∫ ∫  
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Completing the summation we obtain 
 
(4.3.71d)                [ ]11 1 1
0 0
log 1 (1 )(1 )log( ) 2
(1 ) (1 )(1 )
aa t x tt ta dxdt
x t x x t
ψ
−−⎡ ⎤− − −′′ = −⎢ ⎥− − −⎣ ⎦∫ ∫  
 
Since (1) 2 (3)ψ ς′′ = −  we have 
 
(4.3.71e)                  [ ]1 1
0 0
log 1 (1 )(1 ) log(3) 2
(1 )(1 ) (1 )
x t t dxdt
x x t x t
ς ⎡ ⎤− − −= −⎢ ⎥− − −⎣ ⎦∫ ∫  
 
With the benefit of the Wolfram Integrator we have where 1A t= −     
 
                                           [ ]1
0
log 1 (1 ) log
(1 )
A x t dx
x x A xA
⎡ ⎤− − − =⎢ ⎥−⎣ ⎦∫    
 
                
[ ] [ ]
[ ]
1
2
2 0
log (1 ) log 1 (1 ) log log(1 )1 1
1 (1 ) log log
AxA x A x x A Li
A
A
Li A x t x
⎡ ⎤⎛ ⎞− − − + − − −⎜ ⎟⎢ ⎥−⎝ ⎠⎢ ⎥⎢ ⎥− − − −⎣ ⎦
                                     
                    
It will be noted that the terms involving log x  cancel out and thus 
    
[ ] [ ] [ ]1 2 2
0
log 1 (1 ) log 1 (2) log log 1 1
(1 ) 1
A x t Adx Li A A Li A
x x A xA A A
ς⎡ ⎤− − ⎛ ⎞⎛ ⎞− = − − + + − − −⎢ ⎥ ⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠⎣ ⎦∫  
 
                                                2 2
1 1 (2) log(1 ) log ( )
1
tLi t t Li t
t t
ς⎛ ⎞−⎛ ⎞= − − + + − −⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠  
We then get   
 
(4.3.71f)              
1
2 2
0
1 1(3) 2 (2) log(1 ) log ( )
1
tLi t t Li t dt
t t
ς ς⎛ ⎞−⎛ ⎞= − − + + − −⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠∫       
 
The Wolfram Integrator reports a fairly complex output for the above integral which may 
be worthy of further analysis.   
 
We have 
                         
1
1
2 3 0
0
log(1 ) log log(1 ) (1 ) (1 ) (3)
1
t t dt x Li x Li x
t
ς− = − − − − = −−∫                                                      
 
and we recall (4.3.66fviii)   
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            [ ]1 2
0
(2) ( )
2 (3)
1
Li t
dt
t
ςς −= −∫     
 
This then gives us 
 
         
1
2
0
13 (3) 2
1
t dtLi
t t
ς −⎛ ⎞= − −⎜ ⎟ −⎝ ⎠∫   
 
More generally, upon differentiation of (4.4.71d), we obtain 
 
(4.3.71g)          [ ]1 11 1 1 1( 2)
0 0
log 1 (1 )(1 )log( ) 2
(1 ) (1 )(1 )
a pa p
p t x tt ta dxdt
x t x x t
ψ
− +− +
+ ⎡ ⎤− − −= −⎢ ⎥− − −⎣ ⎦∫ ∫  
 
 
 LOGARITHMIC SERIES FOR THE DIGAMMA AND GAMMA FUNCTIONS 
 
 
We have from (4.3.69)  
 
(4.3.72a)                      
0 0
1 ( )( ) (1) ( 1) log
1 (1 )
k
j
k j
k u ju
jk j
ψ ψ ∞
= =
⎛ ⎞ +− = −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
Also refer to (4.4.24g). Letting 1u n= +  we see that  
 
(4.3.73)        (1)
0 0
1 ( 1 )( 1) (1) ( 1) log
1 (1 )
k
j
n
k j
k n jH n
jk j
ψ ψ ∞
= =
⎛ ⎞ + += + − = −⎜ ⎟+ +⎝ ⎠∑ ∑   
 
We will see in (4.4.92a) that      
                              
(4.3.73a)                        
0 0
1(1) ( 1) log(1 )
1
k
j
k j
k
j
jk
ψ γ ∞
= =
⎛ ⎞= − = − +⎜ ⎟+ ⎝ ⎠∑ ∑  
  
and we therefore obtain an infinite series for the digamma function for u −∉ 0Z (see 
(4.4.99aix) of Volume III for a different derivation). 
 
(4.3.74)                         
0 0
1( ) ( 1) log( )
1
k
j
k j
k
u u j
jk
ψ ∞
= =
⎛ ⎞= − +⎜ ⎟+ ⎝ ⎠∑ ∑    
 
 68
This result was also recently obtained in a different way by Guillera and Sondow [75aa]. 
It is interesting to note that (4.3.73) always produces a rational number whilst the closely 
related formula (4.3.73a) is believed to be irrational, and is probably transcendental. 
 
With 1/ 2u =  we obtain 
 
               
0 0 0 0
1 1(1/ 2) ( 1) log(1 2 ) log 2 ( 1)
1 1
k k
j j
k j k j
k k
j
j jk k
ψ ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞= − + − −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑    
 
                           
0 0
1 ( 1) log(1 2 ) log 2
1
k
j
k j
k
j
jk
∞
= =
⎛ ⎞= − + −⎜ ⎟+ ⎝ ⎠∑ ∑    
 
Since [126, p.20] (1/ 2) 2 log 2ψ γ= − − , we obtain 
 
(4.3.74a)               
0 0
1 ( 1) log(1 2 ) log 2
1
k
j
k j
k
j
jk
γ∞
= =
⎛ ⎞ − + = − −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
By an alternative method we will show in (4.4.24i) that 
 
(4.3.74b)               (1)
0 0
1 ( 1) log( 1 )
1
k
j
n
k j
k
n j H
jk
γ∞
= =
⎛ ⎞ − + + = −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
and therefore we see that 
 
                              
0 0
1 ( 1) log(2 ) 1
1
k
j
k j
k
j
jk
γ∞
= =
⎛ ⎞ − + = −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
This may also be obtained by noting that 
 
                             
1
1
0
0
( 1) log ( 1) 0u du uψ + = Γ + =∫    
 
Another derivation of (4.3.74) is shown below. From the Hasse identity we see that 
 
                       
0 0
1 ( 1)(2, )
1
jk
k j
k
u
jk u j
ς ∞
= =
⎛ ⎞ −= ⎜ ⎟+ +⎝ ⎠∑ ∑  
 
and we know that (2, ) ( )u uς ψ ′= . Hence, upon integration, we have shown in a fairly 
elementary manner that 
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0 0
1( ) ( 1) log( )
1
k
j
k j
k
u u j c
jk
ψ ∞
= =
⎛ ⎞= − + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
It remains for us to determine the integration constant. We have 
 
                       
( 1)
0 0
( 1) log( ) log ( )
j kkk
jj
j j
k
u j u j
j
⎛ ⎞− ⎜ ⎟⎝ ⎠
= =
⎡ ⎤⎛ ⎞ ⎢ ⎥− + = +⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦
∑ ∏    
 
and as u →∞  we see that 
                        
                       0
( 1)
,0
0
( 1) log( ) log log
k
j
j
k
k jj
k
j
k
u j u u
j
δ=
⎛ ⎞ −⎜ ⎟⎝ ⎠
=
⎡ ⎤∑⎛ ⎞ ⎢ ⎥− + ≈ =⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦
∑  
 
Therefore we have 
 
                       
0 0
1 ( 1) log( ) log
1
k
j
k j
k
u j u
jk
∞
= =
⎛ ⎞ − + →⎜ ⎟+ ⎝ ⎠∑ ∑  as u →∞  
 
We know that (see, for example, (E.66a) in Volume VI) and (4.3.121aa) of this paper 
 
                      lim[ ( ) log ] 0
u
u uψ→∞ − =  
 
and hence we may deduce that 0.c =  
 
Since 2
0
1( )
( )k
u
u k
ψ ∞
=
′ = +∑  > 0, we note that 0 0
1 ( 1) log( )
1
k
j
k j
k
u j
jk
∞
= =
⎛ ⎞ − +⎜ ⎟+ ⎝ ⎠∑ ∑  is a strictly 
monotonic increasing function of u . 
 
We may note from (4.3.74b) that 
 
(4.3.74c)        
(1)
1 0 0 1
1 1 ( 1) log( 1 ) ( )
1
k
j n
s s
n k j n
k Hn j s
jn k n
γς∞ ∞ ∞
= = = =
⎛ ⎞ − + + = −⎜ ⎟+ ⎝ ⎠∑ ∑ ∑ ∑  
 
and with 2s =  we get 
 
(4.3.74d)        2
1 0 0
1 1 ( 1) log( 1 ) 2 (3) (2)
1
k
j
n k j
k
n j
jn k
ς γς∞ ∞
= = =
⎛ ⎞ − + + = −⎜ ⎟+ ⎝ ⎠∑ ∑ ∑  
 
This is equivalent to the well-known result 
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(1)
2 2
1 1
( 1) 2 (3) (2)n
n n
Hn
n n
γψ ς γς∞ ∞
= =
−+ = = −∑ ∑  
 
With Legendre’s duplication formula [126, p.7] 
 
                  2 1 1(2 ) 2 ( )
2
aa a aπ − ⎛ ⎞Γ = Γ Γ +⎜ ⎟⎝ ⎠  
we see that 
 
                  1 1log log (2 ) (2 1) log 2 log ( ) log
2 2
a a a aπ ⎛ ⎞+ Γ = − + Γ + Γ +⎜ ⎟⎝ ⎠  
 
and differentiation results in 
 
                   12 (2 ) 2 log 2 ( )
2
a a aψ ψ ψ ⎛ ⎞= + + +⎜ ⎟⎝ ⎠  
 
Then using (4.3.74)   
 
                      
0 0
1( ) ( 1) log( )
1
k
j
k j
k
a a j
jk
ψ ∞
= =
⎛ ⎞= − +⎜ ⎟+ ⎝ ⎠∑ ∑    
 
we have 
 
0 0 0 0
0 0
1 12 ( 1) log(2 ) 2 log 2 ( 1) log( )
1 1
1 (2 1 2 )                                                    ( 1) log
1 2
k k
j j
k j k j
k
j
k j
k k
a j a j
j jk k
k a j
jk
∞ ∞
= = = =
∞
= =
⎛ ⎞ ⎛ ⎞− + = + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠
⎛ ⎞ + ++ −⎜ ⎟+ ⎝ ⎠
∑ ∑ ∑ ∑
∑ ∑
 
 
or equivalently 
 
0 0 0 0
1 12 ( 1) log(2 ) log 2 ( 1) log( )
1 1
k k
j j
k j k j
k k
a j a j
j jk k
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− + = + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
                                                        
0 0
1 ( 1) log(2 1 2 )
1
k
j
k j
k
a j
jk
∞
= =
⎛ ⎞+ − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
This may be written as 
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2
0 0
1 (2 )( 1) log log 2
1 ( )(2 1 2 )
k
j
k j
k a j
jk a j a j
∞
= =
⎛ ⎞ +− =⎜ ⎟+ + + +⎝ ⎠∑ ∑  
 
or as 
 
               
2
0 0
1 (2 )( 1) log 0
1 2( )(2 1 2 )
k
j
k j
k a j
jk a j a j
∞
= =
⎛ ⎞ +− =⎜ ⎟+ + + +⎝ ⎠∑ ∑  
 
As an aside, I noted from [16a] that 
 
               
2(1 ) 1log log 1
( 2)j k
j
j j k
∞
=
+ ⎛ ⎞= +⎜ ⎟+ ⎝ ⎠∑  
 
and wondered if there was a connection via the Euler series acceleration technique. 
 
Differentiation results in 
 
0 0 0 0 0 0
1 ( 1) 1 ( 1) 1 ( 1)4
1 ( 2 ) 1 ( ) 1 ( (2 1) / 2)
j j jk k k
k j k j k j
k k k
j j jk j a k j a k j a
∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞− − −= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + + + + + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
and more generally we have 
 
1 1 1
0 0 0 0 0 0
1 ( 1) 1 ( 1) 1 ( 1)2
1 ( 2 ) 1 ( ) 1 ( (2 1) / 2)
j j jk k k
s
s s s
k j k j k j
k k k
j j jk j a k j a k j a
∞ ∞ ∞
− − −
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞− − −= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + + + + + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑
 
and, using the Hasse formula, this is equivalent to 
 
(4.3.74di)      12 ( , 2 ) ( , ) ,
2
s s a s a s aς ς ς ⎛ ⎞= + +⎜ ⎟⎝ ⎠  
 
With / 2a a→  this becomes 
 
                     12 ( , ) , ,
2 2
s a as a s sς ς ς +⎛ ⎞ ⎛ ⎞= +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   
 
It easily follows from the definition of ( , )s aς  that [126, p.89] 
 
                       ( )1, , 2 ,
2 2
s
a
a as s s aς ς ς+⎛ ⎞ ⎛ ⎞− =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   
 
and upon addition of the above two formula we obtain 
 
 72
                     ( ) ( )2 , 2 , ,
2
s
a
as s a s aς ς ς⎛ ⎞ = +⎡ ⎤⎜ ⎟ ⎣ ⎦⎝ ⎠  
 
With 1a =  we get 
 
                     ( ) ( ) ( ) ( )112 , 2 2 (1 2 )
2
s s s
as s s s sς ς ς ς ς−⎛ ⎞ ⎡ ⎤= + = + −⎡ ⎤⎜ ⎟ ⎣ ⎦ ⎣ ⎦⎝ ⎠  
 
and this gives us the well-known formula 
 
(4.3.74dii)      ( )1, 2 1
2
ss sς ς⎛ ⎞ ⎡ ⎤= −⎜ ⎟ ⎣ ⎦⎝ ⎠  
 
We also have from Nörlund’s book [105, p.100]   
 
              ( ) ( ) ( )1 1( 1) ! 1,
2 2 2
p p p
a p
a ap p aς ψ ψ⎡ + ⎤⎛ ⎞ ⎛ ⎞− + = −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦   
                                                                                                                                         
Since 1(1 ) (1 ) cotu u u
u
ψ ψ π π+ − − = −  we have 
 
(4.3.74e)        
0 0
1 1 (1 )cot ( 1) log
1 (1 )
k
j
k j
k u ju
ju k u j
π π ∞
= =
⎛ ⎞ + +− = −⎜ ⎟+ − +⎝ ⎠∑ ∑  
 
and since (1 ) ( ) cotu u uψ ψ π π− − =  we also  have 
 
(4.3.74ei)         
0 0
1 (1 )cot ( 1) log
1 ( )
k
j
k j
k j uu
jk j u
π π ∞
= =
⎛ ⎞ + −= −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
(4.3.74eii)       
0 0
1cot ( ) ( 1) log(1 )
1
k
j
k j
k
u u j u
jk
π π ψ ∞
= =
⎛ ⎞+ = − + −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
 
From (4.3.74ei) we may obtain a series for (3)ς  via the integral (1.13) 
1
2
2
0
cotu u duπ∫  
(see also (4.3.168a). 
                                                                                                                                        
 
We now integrate the identity (4.3.74) to obtain     
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0 0 1
1log ( ) ( 1) log( )
1
xk
j
k j
k
x u j du
jk
∞
= =
⎛ ⎞Γ = − +⎜ ⎟+ ⎝ ⎠∑ ∑ ∫    
 
(4.3.74f)     [ ]
0 0
1 ( 1) ( ) log( ) (1 ) log(1 ) ( 1)
1
k
j
k j
k
x j x j j j x
jk
∞
= =
⎛ ⎞= − + + − + + − −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                   
0 0 0 0
1 ( ) 1( 1) log ( ) ( 1) ( 1)
1 (1 ) 1
k k
j j
k j k j
k kx jj x x x
j jk j k
ψ γ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞+= − + + − − −⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑       
 
and since 0,
0
( 1)
k
j
k
j
k
j
δ
=
⎛ ⎞ − =⎜ ⎟⎝ ⎠∑   we end up with                       
 
(4.3.75)      
0 0
1 ( )log ( ) ( 1) log ( ) ( 1)
1 (1 )
k
j
k j
k x jx j x x x
jk j
ψ γ∞
= =
⎛ ⎞ +Γ = − + + − −⎜ ⎟+ +⎝ ⎠∑ ∑     
     
It is curious that the right-hand side of (4.3.75) appears to remain finite as 0x →  
whereas the left-hand side →∞  (note however that we did start with (4.3.74) which is 
not valid at 0x = ). 
 
Differentiating (4.3.75) gives us 
 
                
0 0
1( ) ( 1) ( ) ( ) 1
1
k
j
k j
k jx x x x
jk x j
ψ ψ ψ∞
= =
⎛ ⎞ ′= − + + −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
and we note that 
 
               1j x
x j x j
= −+ +   
 
which gives us 
 
              
0 0 0 0 0 0
1 1 1( 1) ( 1) ( 1)
1 1 1
k k k
j j j
k j k j k j
k k kj x
j j jk x j k k x j
∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞− = − − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + + + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
We then have 
 
                                 ( ) 1 (2, ) ( ) ( ) 1x x x x x xψ ς ψ ψ′= − + + −   
 
                                          1 ( ) ( ) ( ) 1 ( )x x x x x xψ ψ ψ ψ′ ′= − + + − =    
 
which is where we started from.                                                        
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Since log (2) 0Γ =  we see from (4.3.75) that   
 
                                  
0 0
1 (2 )( 1) log 2 (2) 1 0
1 (1 )
k
j
k j
k jj
jk j
ψ γ∞
= =
⎛ ⎞ +− + + − =⎜ ⎟+ +⎝ ⎠∑ ∑      
 
and hence we get    
                    
(4.3.76)          
0 0
1 (2 )1 ( 1) log
1 (1 )
k
j
k j
k jj
jk j
γ ∞
= =
⎛ ⎞ +− = −⎜ ⎟+ +⎝ ⎠∑ ∑    
  
Similarly we have 
 
(4.3.76a)    
0 0
1 ( 1 )log( !) ( 1) log ( 1) ( 1) 2
1 (1 )
k
j
k j
k n jn j n n n
jk j
ψ γ∞
= =
⎛ ⎞ − += − + − − + − +⎜ ⎟+ +⎝ ⎠∑ ∑  
 
Letting 1/ 2x =  in (4.3.75) we obtain 
 
(4.3.76b)       [ ]
0 0
1 1 (1 2 )log 1 log 2 ( 1) log
2 1 2(1 )
k
j
k j
k jj
jk j
π γ ∞
= =
⎛ ⎞ +− − + = −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
and this may be simplified to 
 
(4.3.76c)       1
0 0
2 1 (1 2 )log ( 1) log
1 (1 )
k
j
k j
k jj
je k jγ
π ∞
+
= =
⎛ ⎞ += −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
Using (4.3.73a) we may write (4.3.75) as  
 
(4.3.76d)      
0 0
1log ( ) ( 1) log( ) ( ) ( 1)
1
k
j
k j
k
x j x j x x x
jk
ψ γ∞
= =
⎛ ⎞Γ = − + + + − −⎜ ⎟+ ⎝ ⎠∑ ∑    
 
                                   
0 0
1 ( 1) log(1 )
1
k
j
k j
k
j j
jk
∞
= =
⎛ ⎞− − +⎜ ⎟+ ⎝ ⎠∑ ∑    
    
A more concise expression for log ( )xΓ  is given in (4.3.119).                       
 
Integration of (4.3.75) results in 
          
2
0 01 1 1
1 ( ) 1log ( ) ( 1) log ( ) ( 1)( 1) ( 1)
1 (1 ) 2
u u uk
j
k j
k x jx dx j dx x x dx u u
jk j
ψ γ∞
= =
⎛ ⎞ +Γ = − + + − + − −⎜ ⎟+ +⎝ ⎠∑ ∑∫ ∫ ∫  
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With integration by parts we have 
 
          
1 1
( ) log ( ) log ( )
u u
x x dx u u x dxψ = Γ − Γ∫ ∫  
 
We also have 
 
         
1
( )log ( ) log( ) (1 ) log(1 ) ( 1) ( 1) log(1 )
(1 )
u x j dx u j u j j j u u j
j
+ = + + − + + − − − − ++∫  
                                     
                                 ( ) ( ) ( )log log ( 1) ( ) log ( 1)
(1 ) (1 ) (1 )
u j u j u jj u u u j u
j j j
+ + += + − − = + − −+ + +    
 
Differentiating the binomial identity we see that 
 
                               1,
0
( 1)
k
j
k
j
k
j k
j
δ
=
⎛ ⎞ − = −⎜ ⎟⎝ ⎠∑  
 
and therefore we get 
 
(4.3.76e)                
0 0
1 1( 1)
1 2
k
j
k j
k
j
jk
∞
= =
⎛ ⎞ − = −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
and we accordingly obtain 
 
     
2
0 0 0 01
2
1 ( ) 1 ( )2 log ( ) ( 1) log ( 1) log
1 (1 ) 1 (1 )
3 1                        log ( ) ( 1) ( 1) ( 1)
2 2
u k k
j j
k j k j
k ku j u jx dx j u j
j jk j k j
u u u u uγ
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞+ +Γ = − + −⎜ ⎟ ⎜ ⎟+ + + +⎝ ⎠ ⎝ ⎠
+ Γ + − + − − −
∑ ∑ ∑ ∑∫
 
 
and substituting (4.3.75) we get (at least for u  > 0) 
 
(4.3.77) 
    
2 2
0 01
1 ( ) 12 log ( ) ( 1) log 2 log ( ) ( ) ( 1)( 2)
1 (1 ) 2
u k
j
k j
k u jx dx j u u u u u u
jk j
ψ γ∞
= =
⎛ ⎞ +Γ = − + Γ − − + − +⎜ ⎟+ +⎝ ⎠∑ ∑∫  
 
Differentiating this gives us 
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2
2
0 0
1 12log ( ) ( 1) 2 ( ) 2 log ( ) 2 ( ) ( ) (2 1)
1 2
k
j
k j
k ju u u u u u u u u
jk u j
ψ ψ ψ∞
= =
⎛ ⎞ ′Γ = − + + Γ − + + +⎜ ⎟+ +⎝ ⎠∑ ∑  
 
and, after several cancellations, this simplifies to 
 
                   
2 2
0 0
1 1( 1) (2 1) 0
1 2
k
j
k j
k j u u
jk u j
∞
= =
⎛ ⎞ −− + + =⎜ ⎟+ +⎝ ⎠∑ ∑  
 
or equivalently 
 
                   
0 0
1 1( 1) ( ) (2 1) 0
1 2
k
j
k j
k
u j u
jk
∞
= =
⎛ ⎞ − − + + =⎜ ⎟+ ⎝ ⎠∑ ∑   
 
whose validity is obvious. 
 
Initially I thought that (4.3.77) was not valid for 0u =  because of the singularity arising 
from the term ( )log
(1 )
u j
j
+
+  when 0j = ; however, it is clear that the multiplicative factor 
of 2j  cures the problem. We therefore have (4.3.77) for 0u ≥  and with 0u =  we obtain     
 
             
1
2
0 00
12 log ( ) ( 1) log 1
1 1
k
j
k j
k jx dx j
jk j
γ∞
= =
⎛ ⎞− Γ = − − −⎜ ⎟+ +⎝ ⎠∑ ∑∫  
 
Since 
1
0
1log ( ) log(2 )
2
x dx πΓ =∫  we see that  
 
(4.3.77a)                         2
0 0
1 ( 1) log 1 log(2 )
1 1
k
j
k j
k jj
jk j
γ π∞
= =
⎛ ⎞ − = + −⎜ ⎟+ +⎝ ⎠∑ ∑   
 
     
A proof of the following well-known identity is given in (C.43a) in Appendix C of 
Volume VI 
                            
1 1log ( ) log log(2 )
2
t
t
x dx t t t π
+
Γ = − +∫  
 
and, since 
2
1
1log ( ) 1 log(2 )
2
x dx πΓ =− +∫ , by letting 2u =  in (4.3.77) we obtain   
 
(4.3.78)                2
0 0
1 (2 )( 1) log log(2 ) 3
1 (1 )
k
j
k j
k jj
jk j
π γ∞
= =
⎛ ⎞ +− = −⎜ ⎟+ +⎝ ⎠∑ ∑  
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Integration by parts gives us 
 
                            
1 1
log ( ) log ( ) ( )
u u
x dx u u x x dxψΓ = Γ −∫ ∫       
 
and from (4.3.77) we therefore obtain  
 
(4.3.79) 2 2
0 01
1 ( ) 12 ( ) ( 1) log ( ) ( 1)( 2)
1 (1 ) 2
u k
j
k j
k u jx x dx j u u u u
jk j
ψ ψ γ∞
= =
⎛ ⎞ += − − + + − − +⎜ ⎟+ +⎝ ⎠∑ ∑∫      
 
 
AN ALTERNATIVE PROOF OF ALEXEIEWSKY’S THEOREM 
 
 
We now consider moments of the digamma function (this part was inspired by 
Snowden’s paper [120aa] which was written while he was an undergraduate at 
Princeton). 
 
 Let ( )n xφ  be defined by 
 
(4.3.79a)              1
0
( ) (1 )
x
n
n x t t dtφ ψ−= +∫   
 
It may be seen that 
 
                            1( ) log (1 )x xφ = Γ +  
 
and since (1 ) ( ) 1/t t tψ ψ+ = +  we have for 2n ≥  
 
                           
1
1
0
( ) ( )
1
xn
n
n
xx t t dt
n
φ ψ
−
−= +− ∫      
 
Using the series for the digamma function (E.14) 
 
 (4.3.79b)            
1
1 1(1 )
k
t
k k t
ψ γ ∞
=
⎛ ⎞+ = − + −⎜ ⎟+⎝ ⎠∑   
 
we get 
                            1
10
1 1( )
xn
n
n
k
xx t dt
n k k t
φ γ ∞−
=
⎛ ⎞= − + −⎜ ⎟+⎝ ⎠∑∫  
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1
1 0
xn n n
k
x x t dt
n nk k t
γ
−∞
=
⎛ ⎞= − + −⎜ ⎟+⎝ ⎠∑ ∫   
 
We easily see that 
 
                     
1 1 2
2 2 2
0 0 0
x x xn n n
n n nt t ktdt t t dt t dt
k t k t k t
− − −
− − −⎛ ⎞ ⎛ ⎞= + − = −⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠∫ ∫ ∫      
 
                                   
1 2
01
xn nx tk dt
n k t
− −
= −− +∫    
 
and, applying this reduction formula 1n −  times, we obtain 
 
(4.3.80)          
1
1 1
0
( , ) ( 1) log 1
x n
n n
n
t xdt P x k k
k t k
−
− − ⎛ ⎞= + − +⎜ ⎟+ ⎝ ⎠∫  
 
where the homogenous polynomial ( , )nP x k  is defined by 
 
                      
11
1
1
( , ) ( 1)
j n jn
j
n
j
k xP x k
n j
− −− +
=
= − −∑    
 
We may also represent ( , )nP x k  as 
 
                     
11
1
1
( , ) ( 1) ( 1)
n m mn
n m
n
m
k xP x k
m
− −−+
=
= − −∑    
 
                                  
1
1 1
1
( 1)( 1)
mmn
n n
m
xk
m k
−+ −
=
− ⎛ ⎞= − ⎜ ⎟⎝ ⎠∑   
 
                                  
1
1 1
1
( 1)( 1)
n mn mn
n n
m
k x xk
n k m k
−
+ −
=
−⎛ ⎞ ⎛ ⎞= + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑   
 
                                  1 1
1
( 1)( 1)
mn mn
n n
m
x xk
nk m k
+ −
=
− ⎛ ⎞= + − ⎜ ⎟⎝ ⎠∑   
 
 
As noted in Adamchik’s paper [6a], equation (4.3.80) is in fact just the Taylor series 
expansion of log 1 x
k
⎛ ⎞+⎜ ⎟⎝ ⎠  with the Lagrange form [17a, p.243] of the remainder  
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(4.3.80a)           
1 1 11
1
1 0
( 1) ( 1)log 1
j xj n nn
n
j
x x t dt
k j k k k t
+ − −−
−
=
− −⎛ ⎞ ⎛ ⎞+ = +⎜ ⎟ ⎜ ⎟ +⎝ ⎠ ⎝ ⎠∑ ∫  
 
This identity may also be obtained more directly by integrating the geometric sum over 
the interval [0, / ]x k  
                                   
11
1 1 1
1
1 ( 1) ( 1)
1 1
nn
j j n
j
yy
y y
−− − − −
=
= − + −+ +∑  
 
We therefore obtain Snowden’s result 
 
(4.3.81)        1
1
( ) ( , ) ( 1) log 1
n n
n n
n n
k
x x xx P x k k
n nk k
φ γ ∞ −
=
⎛ ⎞⎛ ⎞= − + − + − +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑  
 
and see that 
                  [ ]
1( 1)
1
exp ( ) exp 1 exp ( , )
n nkn n
n n
k
x x xx P x k
n k nk
φ γ
−−∞
=
⎧ ⎫⎡ ⎤ ⎛ ⎞⎪ ⎪⎛ ⎞= − + −⎨ ⎬⎜ ⎟⎜ ⎟⎢ ⎥ ⎝ ⎠⎣ ⎦ ⎝ ⎠⎪ ⎪⎩ ⎭
∏     
 
With 2n =  we have 
 
                  [ ] 2 22
1
exp ( ) exp 1 exp
2 2
k
k
x x xx x
k k
φ γ ∞
=
⎧ ⎫⎡ ⎤ ⎛ ⎞⎪ ⎪⎛ ⎞= − + −⎨ ⎬⎜ ⎟⎜ ⎟⎢ ⎥ ⎝ ⎠⎣ ⎦ ⎝ ⎠⎪ ⎪⎩ ⎭∏  
 
and this is immediately reminiscent of the Barnes double gamma function 
2 ( ) 1/ ( )x G xΓ =  defined, inter alia, by [126, p.25] 
(4.3.81a)       
2
2 22
1
1(1 ) (2 ) exp ( ) 1 exp
2 2
k
x
k
x xG x x x x x
k k
π γ ∞
=
⎧ ⎫⎛ ⎞⎪ ⎪⎡ ⎤ ⎛ ⎞+ = − + + + −⎨ ⎬⎜ ⎟⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ ⎝ ⎠⎪ ⎪⎩ ⎭∏  
 
from which we immediately see that (1) 1G = . 
Hence we have 
 
                     [ ]2 2 1(1 ) (2 ) exp ( ) exp ( 1)2
x
G x x x xπ φ ⎡ ⎤+ = − +⎢ ⎥⎣ ⎦    
or alternatively    
 
(4.3.82)        2
1( ) log (1 ) log(2 ) ( 1)
2 2
xx G x x xφ π= + − + +  
 
This then gives us 
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(4.3.83)        2
0
1( ) (1 ) log (1 ) log(2 ) ( 1)
2 2
x xx t t dt G x x xφ ψ π= + = + − + +∫  
 
It is easily seen that 
 
            
1 1 1
1 0 0 0
( ) (1 ) (1 ) (1 ) (1 )
u u u u
x x dx t t dt t dt t t dtψ ψ ψ ψ
− − −
= + + = + + +∫ ∫ ∫ ∫   
 
Therefore we get 
 
(4.3.83a)                  
1
1 0
( ) log ( ) (1 )
u u
t t dt u t t dtψ ψ
−
= Γ + +∫ ∫  
 
and we then have from (4.3.83) 
 
 (4.3.83b)                
1
0
( 1) 1(1 ) log ( ) log(2 ) ( 1)
2 2
u ut t dt G u u uψ π
− −+ = − + −∫   
  
This formula is contained in Adamchik’s paper “On the Barnes function” [5a]. ( )G x  is 
often referred to as the Barnes -G function. The Right Rev. Ernest William Barnes D.D. 
(1874-1953) was formerly Bishop of Birmingham and died at the age of 79 in the year of 
my birth. He wrote his last mathematical paper in 1910 at the relatively young age of 36, 
presumably due to his increasing involvement in more ethereal matters. 
 
We therefore deduce from (4.3.79) that  
 
(4.3.83c)   2 log ( ) 2log ( ) ( 1) log(2 ) ( 1)u G u u u uπΓ + − − + − =  
 
                2 2
0 0
1 ( ) 1( 1) log ( ) ( 1)( 2)
1 (1 ) 2
k
j
k j
k u jj u u u u
jk j
ψ γ∞
= =
⎛ ⎞ +− − + + − − +⎜ ⎟+ +⎝ ⎠∑ ∑                       
 
and since [126, p.25] (1 ) ( ) ( )G u u G u+ = Γ  we may write this as  
  
(4.3.84)      
2
0 0
2
1 ( )2 log (1 ) ( 1) log(2 ) ( 1) log
1 (1 )
1                       ( ) ( 1)(3 2)
2
k
j
k j
k u jG u u j
jk j
u u u u
π
ψ γ
∞
= =
⎛ ⎞ ++ = − − −⎜ ⎟+ +⎝ ⎠
+ + − − +
∑ ∑
 
or as 
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(4.3.84a)    
2
0 0
2
1 ( )( 1) log ( 1) log(2 ) 2log (1 )
1 (1 )
1                                                      ( ) ( 1)(3 2)
2
k
j
k j
k u jj u G u
jk j
u u u u
π
ψ γ
∞
= =
⎛ ⎞ +− = − − +⎜ ⎟+ +⎝ ⎠
+ + − − +
∑ ∑
     
 
This formula is used later in (4.3.126) to derive the Gosper/Vardi functional equation for 
log (1 )G u+ . 
 
Letting 0u =  gives us another derivation of (4.3.77a). With 2u =  we have   
 
             2
0 0
1 (2 )2 log (3) log(2 ) ( 1) log 4 (2) 4
1 (1 )
k
j
k j
k jG j
jk j
π ψ γ∞
= =
⎛ ⎞ += − − + + −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
Using (1 ) ( ) ( )G u u G u+ = Γ  we see that (3) 1G =  and, since (2) 1ψ γ= − , we obtain 
another derivation of (4.3.78).  
 
We note that 
 
               
1
1 0 0 0
1log ( ) log ( ) log ( ) log ( ) log(2 )
2
u u u
x dx x dx x dx x dx πΓ = Γ − Γ = Γ −∫ ∫ ∫ ∫  
 
and combining (4.3.77) and (4.3.84) we see that 
 
(4.3.85)  
0
(1 )log ( ) log(2 ) log ( ) (1 ) log ( )
2 2
u u u ux dx G u u uπ−Γ = + − − − Γ∫  
 
                                   (1 ) log(2 ) log ( 1) log ( )
2 2
u u u G u u uπ−= + − + + Γ             
 
and this is Alexeiewsky’s theorem [45]. In fact, this result may be obtained more directly 
from (4.3.83) by using integration by parts since 
 
               
0 0
(1 ) log (1 ) log (1 )
x x
t t dt x x t dtψ + = Γ + − Γ +∫ ∫  
 
Another derivation is contained in (4.3.126e). 
 
We may also note that 
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(4.3.85a) 
1
(1 ) 1log ( ) log(2 ) log ( ) (1 ) log ( ) log(2 )
2 2 2
u u u ux dx G u u uπ π−Γ = + − − − Γ −∫  
 
(4.3.85b) 
1
(1 ) 1log (1 ) log(2 ) log ( 1) log ( ) log(2 )
2 2 2
u u u ux dx G u u uπ π−Γ + = + − + + Γ −∫  
 
                                            log 1u u u+ − +    
 
           
1
1 1log (1 ) ( 1)( 2) ( 1) log(2 ) log ( 1) log (1 )
2 2
u
x dx u u u G u u uπΓ + = − − + + − − + + Γ +∫  
 
Upon differentiating (4.3.84) we obtain 
 
            
2
2
0 0
(1 ) 1 12 log(2 ) ( 1) ( ) 2 ( ) 3
(1 ) 1 2
k
j
k j
kG u j u u u u u
jG u k u j
π ψ ψ∞
= =
′ ⎛ ⎞+ ′= − − + + − +⎜ ⎟+ + +⎝ ⎠∑ ∑  
 
2
0 0 0 0 0 0
1 1 1 ( 1)log(2 ) ( 1) ( 1)
1 1 1
jk k k
j j
k j k j k j
k k k
j u u
j j jk k k u j
π ∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ −= − − + − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑   
 
     2 1( ) 2 ( ) 3
2
u u u u uψ ψ′+ + − +  
 
2 21 1log(2 ) (2, ) ( ) 2 ( ) 3
2 2
u u u u u u u uπ ς ψ ψ′= + + − + + − +  
 
2 2log(2 ) 1 ( ) ( ) 2 ( ) 2u u u u u u uπ ψ ψ ψ′ ′= + − + + −  
 
Hence we have 
 
(4.3.85c)              (1 )2 1 log(2 ) 2 ( ) 2
(1 )
G u u u u
G u
π ψ′ + = + + −+                                
 
and integrating this gives us another derivation of Alexeiewsky’s theorem (4.3.85) 
 
             2
0
2 log ( 1) [1 log(2 )] 2 log ( ) 2 log ( )
x
G x x x x u du xπ+ = + + Γ − Γ −∫   
                                                                                                                                    
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Lemma: 
 
(4.3.85d)  
             
21 1 1 1 1 1 1(2 ) ( ) log 2 log log 2 log log 2
2 2 2 2 2 2 4
I x I x I x I x x⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + + − + − Γ + + Γ +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦  
 
where       
1
( ) log ( )
x
I x t dt= Γ∫  
 
Proof: 
 
The following proof is taken from a 1997 paper by Billingham and King [23aa] (and this 
corrects a minor misprint in their proof). 
 
It is clear from the definition that ( ) log ( )I x x′ = Γ  and ( ) ( )I x xψ′′ = . Now the digamma 
function satisfies the duplication formula ([1] and [126, p.15]) 
 
                   
1
0
1( ) log
m
k
kmx m x
m m
ψ ψ−
=
⎛ ⎞= + +⎜ ⎟⎝ ⎠∑   ,  m∈N  
 
and with 2m =  we get 
 
                   1 1 1(2 ) ( ) log 2
2 2 2
x x xψ ψ ψ ⎛ ⎞= + + +⎜ ⎟⎝ ⎠   
 
Hence we have 
 
                 1 1 1(2 ) ( ) log 2
2 2 2
I x I x I x⎛ ⎞′′ ′′ ′′= + + +⎜ ⎟⎝ ⎠   
 
Integration of the above results in 
 
              1 1 1 1(2 ) ( ) log 2
2 2 2 2
I x I x I x x c⎛ ⎞′ ′ ′= + + + +⎜ ⎟⎝ ⎠  
 
and the integration constant may be determined by putting 1/ 2x =  in the above equation. 
This gives us 
 
              1 1 1 1log (1) log (1/ 2) log (1) log 2
2 2 2 2
cΓ = Γ + Γ + +  
 
A further integration results in 
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              21 1 1 1 1(2 ) ( ) log 2
4 2 2 2 2
I x I x I x x cx b⎛ ⎞= + + + + +⎜ ⎟⎝ ⎠   
 
and b  is also determined by letting 1/ 2x = . Since by definition (1) 0I = we then obtain a 
proof of the lemma. 
                                                                                                                                               
 
From Alexeiewsky’s theorem (4.3.85) 
 
            
0
(1 )log ( ) log(2 ) log ( ) (1 ) log ( )
2 2
x x x xt dt G x x xπ−Γ = + − − − Γ∫  
 
and noting that 
                            
1
1 0 0
( ) log ( ) log ( ) log ( )
x x
I x t dt t dt t dt= Γ = Γ − Γ∫ ∫ ∫  
 
                                    
0
1log ( ) log(2 )
2
x
t dt π= Γ −∫  
 
we see that 
 
           
1
(1 ) 1( ) log ( ) ( 1) log(2 ) log ( ) (1 ) log ( )
2 2
x x xI x t dt x G x x xπ−= Γ = + − − − − Γ∫  
 
Using the above lemma we obtain the functional equation 
 
2
(1 2 ) 1 1 1(2 1) log(2 ) log (2 ) (1 2 ) log (2 )
2 4 2 2
(1 ) 1 ( 1) log(2 ) log ( ) (1 ) log ( )
2 2
(1 2 )(1 2 ) 1 1 1 1  (2 1) log(2 ) log (1 2 ) log
8 4 2 2 2
1  log 2 log log 2
2
x x x G x x x
x x x G x x x
x x x G x x x
x x
π
π
π
− + − − − − Γ
−= + − − − − Γ
+ − ⎛ ⎞ ⎛ ⎞+ + − − + − − Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎡ ⎤⎛ ⎞+ − Γ +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
1 1 1 1log log 2
2 2 2 4
I ⎛ ⎞ ⎛ ⎞− + Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
 
Letting 1/ 2x = , since (1) 1G = , we simply recover (4.3.85) evaluated at 1/ 2x = . 
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1
2
1
1 1 3(1/ 2) log ( ) log 2 log log (1/ 2)
8 4 4
I t dt Gπ= Γ = − − −∫  
 
The above equation may be simplified to 
 
(4.3.85e) 
                     1 1log log ( ) log (2 )
2 2
G x G x G x⎛ ⎞+ + − =⎜ ⎟⎝ ⎠  
 
                      
21 1 (1 2 )(1 2 )( 1) log(2 )
2 2 8
1 1(1 2 ) log log (2 ) (1 ) log ( )
2 2
x xx x
x x x x x
π + −− + +
⎡ ⎤⎛ ⎞− − Γ + − Γ − − Γ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 
 
                      2 1 1 1 1 1log 2 log log 2 log log 2
2 2 2 2 4
x x I⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ − Γ + − + Γ +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦                     
 
and using Legendre’s duplication formula [126, p.7] 
 
(4.3.85f)               1 1log log (2 ) (2 1) log 2 log ( ) log
2 2
x x x xπ ⎛ ⎞+ Γ = − + Γ + Γ +⎜ ⎟⎝ ⎠  
 
we may eliminate the terms involving the gamma function and obtain the Barnes 
multiplication formula. 
 
In 1899 Barnes developed a multiplication formula for ( )G nx (see [126, p.30]) and a 
particular case is set out below [126, p.29] 
 
(4.3.85g)              2 2 1( ) ( ) ( ) (2 )
2
G x G x x J x G x⎛ ⎞+ Γ =⎜ ⎟⎝ ⎠  
 
where for convenience 
 
              21 11 1log ( ) 3log 2 3 log 2 log
4 12 2
J x A x x x π⎛ ⎞ ⎛ ⎞= − + − + − + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
                                                                                                                                    
 
Noting that [126, p.14] 
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(4.3.86)             ( ) ( ) cot 1/x x x xψ ψ π π= − − −      
 
we have 
                        
0 0 0
( ) ( ) cot
u u u
x x dx x x dx x x dx uψ ψ π π− − = − −∫ ∫ ∫   
 
With integration by parts we see that 
 
                        
0 0
( ) log ( ) log ( )
u u
x x dx u u x dxψ = Γ − Γ∫ ∫     
 
                        
0 0 0
( ) ( ) log ( ) log ( )
u u u
x x dx x x dx u u x dxψ ψ
− −
− = = − Γ − − Γ∫ ∫ ∫  
 
and therefore 
 
               
0 0 0 0
( ) ( ) log ( ) log ( ) log ( ) log ( )
u u u u
x x dx x x dx u u u u x dx x dxψ ψ
−
− − = Γ + Γ − + Γ + Γ∫ ∫ ∫ ∫  
 
Then, using Alexeiewsky’s theorem, we obtain the well-known formula originally due to 
Kinkelin in 1860 [126, p.30] (an electronic version of Kinkelin’s paper may be obtained 
from the website referred to in [52]) 
 
(4.3.87)             
0
(1 )log log 2 cot
(1 )
uG u u x x dx
G u
π π π+ = −− ∫       
 
which we will prove in a completely different manner in (6.69b) in Volume V. It is seen 
that substituting 1/ 2u =  in (4.3.87) results in another proof of (3.2) in Volume I. 
 
With regard to (4.3.87), in 1992 Freund and Zabrodin [69aa] reported the more general 
formula for 2n ≥  
 
(4.3.87i)              [ ] 1( 1) 1
0
( ) ( ) exp cot
n
u
n
n nu u x x dxπ π
+− −⎡ ⎤Γ Γ − = −⎢ ⎥⎣ ⎦∫  
 
where we have followed the Vignéras notation [126, p.39] 
 
                            [ ] 1( 1)( ) ( ) nn nx G x −−Γ =   
 
and                      1 1( ) ( ) ( )x G x xΓ = = Γ               2 2( ) 1/ ( )x G xΓ =  
                                                                                                                                       
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From (4.3.81) we see that              
 
                   1
1
( ) log (1 ) log 1
k
x xx x x
k k
φ γ ∞
=
⎡ ⎤⎛ ⎞= Γ + = − + − +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑   
 
                   2
1( ) log (1 ) log(2 ) ( 1)
2 2
xx G x x xφ π= + − + +  
 
                            
2
2
1
log 1
2 2k
x xx x k
k k
γ ∞
=
⎡ ⎤⎛ ⎞= − + − + +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑      
 
Differentiation results in 
 
                   
1
1 1(1 )
k
x
k k x
ψ γ ∞
=
⎡ ⎤+ = − + −⎢ ⎥+⎣ ⎦∑  
 
which gets us back to where we started from in (4.3.79b). We also see that 
 
                      2
1
1( ) 1
1 /k
xx x
k x k
φ γ ∞
=
⎡ ⎤′ = − + − +⎢ ⎥+⎣ ⎦∑    
 
                                
1k
x xx
k k x
γ ∞
=
⎡ ⎤= − + −⎢ ⎥+⎣ ⎦∑  
 
                                (1 )x xψ= +     
 
Hence we see that 
 
                            (1 ) 1 [log(2 ) 1] (1 )
(1 ) 2
G x x x x
G x
π ψ′ + − − + = ++    
 
We then have upon multiplication by (1 )G x+  and subsequent integration 
                            
          
0 0 0
1(1 ) [log(2 ) 1] (1 ) (1 ) (1 ) (1 )
2
u u u
G x G x dx xG x dx x x G x dxπ ψ+ − − + + + = + +∫ ∫ ∫  
 
More generally we have 
 
                    
1 11
1 1 1 1
1 1
( 1)( ) ( 1)
n n nn
n j j n j
n
k j
x kx x k x
k k x
φ γ
− −∞ −− + − − −
= =
⎛ ⎞−′ = − + − − +⎜ ⎟+⎝ ⎠∑ ∑   
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                                                                                                                                                                            
 
We now refer back to Snowden’s formulation in (4.3.79a) 
 
                    [ ]
1( 1)
1
exp ( ) exp 1 exp ( , )
n nkn n
n n
k
x x xx P x k
n k nk
φ γ
−−∞
=
⎧ ⎫⎡ ⎤ ⎛ ⎞⎪ ⎪⎛ ⎞= − + −⎨ ⎬⎜ ⎟⎜ ⎟⎢ ⎥ ⎝ ⎠⎣ ⎦ ⎝ ⎠⎪ ⎪⎩ ⎭
∏  
 
where for 3n =  we have 
 
                    [ ]
2
3
3 2
3
1
1 1 1exp ( ) exp 1 exp
3 3 2
k
k
x xx x x kx
k k
φ γ
−∞
=
⎧ ⎫⎛ ⎞⎪ ⎪⎡ ⎤ ⎛ ⎞= − + − +⎨ ⎬⎜ ⎟⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ ⎝ ⎠⎪ ⎪⎩ ⎭
∏  
 
and taking the square root gives us 
 
                 [ ]
21
323 2
3
1
1 1 1 1 1exp ( ) exp 1 exp
2 6 6 4 2
k
k
x xx x x kx
k k
φ γ
−∞
=
⎧ ⎫⎛ ⎞⎪ ⎪⎡ ⎤ ⎛ ⎞= − + − +⎨ ⎬⎜ ⎟⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ ⎝ ⎠⎪ ⎪⎩ ⎭
∏    
 
Referring to (4.3.81a) we see that    
 
       
1
222 24
2
1
1 1(1 ) (2 ) exp ( ) 1 exp
4 4 2
k
x
k
x xx x x x x
k k
π γ
−∞−
=
⎧ ⎫⎛ ⎞⎪ ⎪⎡ ⎤ ⎛ ⎞Γ + = + + + − +⎨ ⎬⎜ ⎟⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ ⎝ ⎠⎪ ⎪⎩ ⎭
∏  
and hence we have 
 
           
[ ]3 2
2 2 34
1exp ( ) (1 )
2
1 1(2 ) exp ( )
4 6
x
x x
x x x x
φ
π γ γ−
Γ + =
⎡ ⎤+ + − ×⎢ ⎥⎣ ⎦
 
 
                    
1 ( 1) 2 32 2
1
1 1 1 11 exp exp
4 2 6 4 2
k k
k
x x xx x kx
k k k
− +∞
=
⎧ ⎫⎛ ⎞ ⎛ ⎞⎪ ⎪⎛ ⎞+ − + − +⎨ ⎬⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎪ ⎪⎩ ⎭
∏          
 
 
2 2 3 34 1 1 1(2 ) exp ( ) (2) . ( )
4 6 6
x
x x x x x F xπ γ γ ς− ⎡ ⎤= + + − −⎢ ⎥⎣ ⎦  
 
where 
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1 ( 1) 3 32 2
2
1
1 1 1 1 1( ) 1 exp ( 1) 1
2 4 6 6
k k
k
x x xF x k x x
k k k k
− +∞
=
⎧ ⎫⎛ ⎞⎪ ⎪⎛ ⎞ ⎛ ⎞= + + − + + +⎨ ⎬⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠⎪ ⎪⎩ ⎭
∏  
                   
                   
1 ( 1)
2 2 3
1
1 1 1 11 exp 1
2 4 6
k k
k
x kx x x
k k k
− +∞
=
⎧ ⎫⎡ ⎤⎪ ⎪⎛ ⎞ ⎛ ⎞⎛ ⎞= + + − +⎨ ⎬⎜ ⎟ ⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎝ ⎠⎣ ⎦⎪ ⎪⎩ ⎭
∏  
 
From [45ac] and also [126, p.42] we find that 
 
          2 33 1 2 3(1 ) exp( ) ( )x c x c x c x F xΓ + = + +  
 
where 
 
          1
3 1 log(2 ) log
8 4
c Aπ= − −  ,          2 1 1log(2 )4 2c γ π
⎡ ⎤= + +⎢ ⎥⎣ ⎦  
 
          3
1 3(2)
6 2
c γ ς⎡ ⎤= − + +⎢ ⎥⎣ ⎦  
 
and hence we see that 
 
             3 (1 )xΓ + =  
     
[ ] 2 2 3 3 2 34 3 2 1 2 31 1 1 1(2 ) exp ( ) (1 ) exp ( ) (2)2 4 6 6
x
x x x x x x x c x c x c xπ φ γ γ ς⎡ ⎤Γ + − + + + + + + +⎢ ⎥⎣ ⎦  
 
[ ] 2 34 3 2 1 2 31 1 1 1 1 1(2 ) exp ( ) (1 ) exp (2)2 4 4 4 6 6
x
x x c x c x c xπ φ γ γ ς⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞= Γ + − + − − + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦  
 
Therefore we have 
 
          [ ]3 3 21 1log (1 ) log(2 ) ( ) log (1 )4 2 2
xx x xπ φΓ + = + + Γ +  
 
                           2 31 2 3
1 1 1 1 1 (2)
4 4 4 6 6
c x c x c xγ γ ς⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ − + − − + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦   
 
which implies that 
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         3 3 2( ) 2 log (1 ) log(2 ) log (1 )2
xx x xφ π= Γ + − − Γ +  
 
                           2 31 2 3
1 1 1 1 12 (2)
4 4 4 6 6
c x c x c xγ γ ς⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞− − + − − + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦   
 
We then have 
 
          23 3 2
0
( ) (1 ) 2log (1 ) log(2 ) log (1 )
2
x xx t t dt x xφ ψ π= + = Γ + − − Γ +∫   
 
                                             2 31 2 3
1 1 1 1 12 (2)
4 4 4 6 6
c x c x c xγ γ ς⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞− − + − − + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦   
 
which may be written as 
 
(4.3.87a) 
           23 3 2
0
( ) (1 ) 2log (1 ) log (1 )
x
x t t dt x xφ ψ= + = Γ + − Γ +∫   
 
                                             2 31 1 1 1log log(2 )
4 2 4 2
A x x xπ⎛ ⎞ ⎛ ⎞+ − + + − + +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   
 
It is therefore clear that Snowden’s insight has resulted in a very compact and elegant 
analysis. Similarly, working with [ ]4exp ( )xφ  will give us an expression involving 
4log (1 )xΓ + . 
 
With integration by parts we have 
 
                       2 2
0 0
(1 ) log (1 ) 2 log (1 )
x x
t t dt x x t t dtψ + = Γ + − Γ +∫ ∫  
 
and we therefore obtain 
 
(4.3.87ai)     
0
2 log (1 )
x
t t dtΓ + =∫  
          
2 3 2
3
1 1 1 12log log(2 ) log (1 ) log (1 ) 2log (1 )
4 2 4 2
A x x x x x G x xπ⎛ ⎞ ⎛ ⎞− + − − + Γ + − + − Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠                                  
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which concurs with the more general integral 
0
log ( )
x
t a t dtΓ +∫  given in [126, p.209]. This 
general case can be determined in the same manner as above by starting with 
 
                              
1
1 1( )
1k
a t
k k a t
ψ γ ∞
=
⎛ ⎞+ = − + −⎜ ⎟+ − +⎝ ⎠∑  
 
instead of (4.3.79b). 
 
We see from (4.3.85b) that 
 
   2
0
1 1log (1 ) [log(2 ) 1] log (1 ) log (1 )
2 2
x
t dt x x x x G xπΓ + = − − + Γ + − +∫  
 
and integration by parts gives us 
 
  2
0
1 1log (1 ) [log(2 ) 1] log (1 ) log (1 )
2 2
x
t t dt x x x x x G xπ⎡ ⎤Γ + = − − + Γ + − +⎢ ⎥⎣ ⎦∫    
 
                           2
0
1 1[log(2 ) 1] log (1 ) log (1 )
2 2
x
u u u u G u duπ⎡ ⎤− − − + Γ + − +⎢ ⎥⎣ ⎦∫               
 
Therefore we have 
 
 2
0
1 12 log (1 ) [log(2 ) 1] log (1 ) log (1 )
2 2
x
t t dt x x x x x G xπ⎡ ⎤Γ + = − − + Γ + − +⎢ ⎥⎣ ⎦∫    
 
                               2
0
1 1[log(2 ) 1] log (1 )
2 2
x
u u G u duπ⎡ ⎤− − − − +⎢ ⎥⎣ ⎦∫               
 
                            21 1[log(2 ) 1] log (1 ) log (1 )
2 2
x x x x x G xπ⎡ ⎤= − − + Γ + − +⎢ ⎥⎣ ⎦      
     
                              2 3
0
1 1[log(2 ) 1] log (1 )
4 6
x
x x G t dtπ− − + + +∫  
 
We then see that 
 
(4.3.87b) 
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2 3 2
0 0
1 12 log (1 ) [log(2 ) 1] log (1 ) log (1 ) log (1 )
4 3
x x
t t dt x x x x x G x G t dtπΓ + = − − + Γ + − + + +∫ ∫
 
and hence we may determine the integral 
0
log (1 )
x
G t dt+∫  using (4.3.87a). It is easily seen 
that  
(4.3.87c)     
0
log (1 )
x
G t dt+ =∫  
 
          2 3 3
1 1 12log log(2 ) ( 1) log (1 ) 2 log (1 )
4 4 6
A x x x x G x xπ⎛ ⎞− + − + − + − Γ +⎜ ⎟⎝ ⎠                                        
 
in accordance with [126, p.207]. Using integration by parts will then enable us to 
evaluate 
0
log (1 )
x
t G t dt+∫ . 
 
We also note that in [5a] Adamchik shows the following relationship  
 
     23
0
1log (1 ) (1 ) ( ) (6 9 5) (1 ) (0) 2 ( 1)
12
u
G u t t t dt u u u u u uψ ς ς′ ′+ = − + − + − − − −∫               
 
We have the well-known Maclaurin expansion [126, p.160] for u < 1 (see also (E.34d) 
in Volume VI) 
(4.3.87d)                           1
1
(1 ) ( 1) ( )k k
k
u k uψ ς∞ −
=
+ = −∑       
 
where for convenience we have designated (1)ς γ= . Hence reference to (4.3.79a) gives 
us     
                       12
10
( )( ) (1 ) ( 1)
1
x
k k
k
kx t t dt x
k
ςφ ψ ∞ +
=
= + = − +∑∫    
                      
and from (4.3.82) we see that [126, p.210] for x < 1(a derivation is contained in (E.12aii) 
in Volume VI) 
 
(4.3.87e)        2 1
2
1 1 1 ( )log (1 ) log(2 ) ( 1) ( 1)
2 2 2 1
k k
k
kG x x x x x x
k
ςπ γ ∞ +
=
+ = − − + + − +∑  
 
which may be compared with (4.4.117i) in Volume III 
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(4.3.87f)         
2
( )log (1 ) ( 1)k k
k
kx x x
k
ςγ ∞
=
Γ + = − + −∑  
 
(which may be obtained by integrating (4.3.87d)).  
 
Using (4.3.87a) we obtain 
           
2 2 3
3 2
0
1 1 1 1(1 ) 2log (1 ) log (1 ) log log(2 )
4 2 4 2
x
t t dt x x A x x xψ π⎛ ⎞ ⎛ ⎞+ = Γ + − Γ + + − + + − + +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∫   
 
                     3
1
( )( 1)
3
k k
k
k x
k
ς∞ +
=
= − +∑  
 
Combining (4.3.32) and (4.3.34a) we get  
 
                     
1
1 0
( 1) 1( ) ( ) ( , )
( 1)...( 1)
k k
j
k j
x a a s k j x
k a a a k
ψ ψ
+∞
= =
−+ − = + + −∑ ∑   
 
and integration results in 
 
               
1 1
1 0
( 1) 1 ( , )log ( ) log ( ) ( )
( 1)...( 1) 1
k jk
k j
s k j xx a a x a
k a a a k j
ψ
+ +∞
= =
−Γ + − Γ − = + + − +∑ ∑   
 
With 1a =  this becomes 
 
(4.3.87g)           
1 1
1 0
( 1) ( , )log ( 1)
. ! 1
k jk
k j
s k j xx x
k k j
γ
+ +∞
= =
−Γ + + = +∑ ∑   
 
and comparing coefficients of px  in (4.3.87f) we obtain another derivation of  (4.3.50) 
 
                         
1
( 1)( 1) ( 1) ( , )
. !
k
p
k
p s k p
k k
ς ∞
=
−+ = − ∑  
 
Integrating (4.3.87g) we obtain 
 
                       
1 2
2
1 00
1 ( 1) ( , )log ( 1)
2 . ! ( 1)( 2)
u k jk
k j
s k j ux dx u
k k j j
γ
+ +∞
= =
−Γ + + = + +∑ ∑∫  
 
and thus using (4.3.85) we get 
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1 2
2 2
1 0
1 1 1 ( 1) ( , )[log(2 ) 1] log ( 1) log ( 1)
2 2 2 . ! ( 1)( 2)
k jk
k j
s k j uu u u u G u u
k k j j
π γ
+ +∞
= =
−− − + Γ + − + + = + +∑ ∑  
 
Then using (4.3.87e) and (4.3.87f) we see after a little simplification that 
 
(4.3.87h)       
1 2
1
2 1 0
( ) ( 1) ( , )( 1)
( 1) . ! ( 1)( 2)
k jk
k k
k k j
k s k j uu
k k k k j j
ς + +∞ ∞+
= = =
−− =+ + +∑ ∑ ∑                                    
 
and unfortunately the interesting terms involving log(2 )π  and γ  cancel out.  
                                                                                                                                      
 
We see from (4.3.79a) that 
 
                   
1
1
0
(1 ) (1 )
x
n
n x t t dtφ ψ
+
−+ = +∫   
 
                                 
1 1
1 1
0 1
(1 ) (1 )
x
n nt t dt t t dtψ ψ
+
− −= + + +∫ ∫    
 
                                 
1
1 1
0 0
(1 ) ( 1) (2 )
x
n nt t dt t t dtψ ψ− −= + + + +∫ ∫   
 
                                 
1
1
0
( 1)(1) ( 1) (1 )
1
xn
n
n
x t t dt
n
φ ψ
−
−+= + + + +− ∫   
 
and we end up with Snowden’s difference equation for 2n ≥  
 
(4.3.87i)      
1 1
1
0
1( 1)(1 ) (1) ( )
1
n n
n n k
k
nxx x
kn
φ φ φ
− −
+
=
−⎛ ⎞++ = + + ⎜ ⎟− ⎝ ⎠∑   
 
 
A DIFFERENT VIEW OF THE CRIME SCENE 
 
 
Looking ahead to (4.4.11d) we see that for 1n ≥   
 
                         
1
1
00
(1 ) ( 1)
k kn
x n k
k
n w yt wyt dt
k k x
−
=
⎛ ⎞− = −⎜ ⎟ +⎝ ⎠∑∫  
 
Differentiating with respect to w  gives us 
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(4.3.88)      
1 1
1
00
(1 ) ( 1)
k kn
x n k
k
n k w yny t wyt dt
k k x
−
−
=
⎛ ⎞− − = −⎜ ⎟ +⎝ ⎠∑∫  
 
Letting 1w y= =  we get 
 
(4.3.89)        
1
1
00
(1 ) ( 1)
n
x n k
k
n kn t t dt
k k x
−
=
⎛ ⎞− − = −⎜ ⎟ +⎝ ⎠∑∫  
 
                                               
0
( 1) 1
n
k
k
n x
k k x=
⎛ ⎞ ⎡ ⎤= − −⎜ ⎟ ⎢ ⎥+⎣ ⎦⎝ ⎠∑  
 
We have 0,
0
( 1)
n
k
n
k
n
k
δ
=
⎛ ⎞ − =⎜ ⎟⎝ ⎠∑  and for 1n ≥  we have 
                                             
0 0
( 1)( 1)
kn n
k
k k
n nx x
k kk x k x= =
⎛ ⎞ ⎛ ⎞ −= − − = −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑                                                         
 
and, making reference to (4.4.1), this becomes 
 
(4.3.89a)     
1
1
0,
0 0
( 1) (1 )
n
k x n
n
k
n k x t t dt
k k x
δ −
=
⎛ ⎞ − = − −⎜ ⎟ +⎝ ⎠∑ ∫     
 
                                                 ( , 1)xB x n= − +  for 1n ≥  
 
This is equivalent to the Beta function identity [8a, p.47] 
 
(4.3.90)         ( 1, ) ( , 1)xB x n B x n
n
+ = +   
 
an alternative proof of which is shown below 
 
                     ( ) ( 1)( , 1)
( 1)
p qB p q
p q
Γ Γ ++ = Γ + +  
 
                                      ( ) ( )
([ 1] )
q p q
p p q
Γ Γ= Γ +   
 
                                      ( 1, )q B p q
p
= +   
 
Therefore we have 
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(4.3.91)              0,
0 0
( 1)( 1)
kn n
k
n
k k
n nk x
k kk x k x
δ
= =
⎛ ⎞ ⎛ ⎞ −− = −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑   
 
Having regard to (4.4.8) we also see that 
 
(4.3.92)              
0
( 1) ( ) ( 1) ( 1)( 1)
( 1 ) ( 1 )
n
k
k
n k n x n x n
k k x x n x n=
⎛ ⎞ Γ + Γ Γ + Γ +− = =⎜ ⎟ + Γ + + Γ + +⎝ ⎠∑      
 
Differentiating (4.3.88) with respect to y  gives us 
 
              
1 1 2 1 1
1 1 2
00 0
(1 ) ( 1) (1 ) ( 1)
k kn
x n x n k
k
n k w yn t wyt dt n wy t wyt dt
k k x
− −
− + −
=
⎛ ⎞− − + − − = −⎜ ⎟ +⎝ ⎠∑∫ ∫  
 
Letting 1w y= =  then results in the combinatorial identity 
 
(4.3.93)  
1 1 2
1 1 2
00 0
(1 ) ( 1) (1 ) ( 1)
n
x n x n k
k
n kn t t dt n t t dt
k k x
− + −
=
⎛ ⎞− − + − − = −⎜ ⎟ +⎝ ⎠∑∫ ∫  
 
or equivalently for 2n ≥  
 
(4.3.94)           
2
0
( 1) ( 1, ) ( 2, 1) ( 1)
n
k
k
n kn n B x n nB x n
k k x=
⎛ ⎞− + − + − = −⎜ ⎟ +⎝ ⎠∑     
 
We see that 
                                     
2 2k xk x
k x k x
= − ++ +   
 
and we therefore have 
 
                  
2
2
0 0 0 0
( 1)( 1) ( 1) ( 1)
kn n n n
k k k
k k k k
n n n nk k x x
k k k kk x k x= = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ −− = − − − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
Using the binomial theorem we see, as in (3.11aa), that 
 
                  1,
0
( 1)
n
k
n
k
n
k n
k
δ
=
⎛ ⎞ − = −⎜ ⎟⎝ ⎠∑      
 
and hence we get   
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(4.3.95)     
2
2
1, 0,
0 0
( 1)( 1)
kn n
k
n n
k k
n nk n x x
k kk x k x
δ δ
= =
⎛ ⎞ ⎛ ⎞ −− = − − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑    
 
                                             
1
2 1
1, 0,
0
(1 )x nn nn x x t t dtδ δ −= − − + −∫  
 
Integrating (4.3.89a) gives us 
 
                 
1
1
0,
0 1 0
( 1) log ( 1) (1 )
1
un
k x n
n
k
n k uk u xdx t t dt
k k
δ −
=
⎛ ⎞ +− = − − −⎜ ⎟ +⎝ ⎠∑ ∫ ∫  
 
We have 
                 
1 1 1
1
2 2
1 1
( log 1) ( 1) ( 1)
log log log
uu x u u
x t x t ut txt dx
t t t
− − −
− − − −= = −∫  
 
and hence we get 
 
(4.3.95a)  
1 1 1
0, 2
0 0
( 1) ( 1)( 1) log ( 1) (1 )
1 log log
u un
k n
n
k
n k u t utk u t dt
k k t t
δ
− −
=
⎡ ⎤⎛ ⎞ + − −− = − + − −⎜ ⎟ ⎢ ⎥+⎝ ⎠ ⎣ ⎦∑ ∫  
 
Having regard to (4.3.74) we obtain 
 
            
1 1 1
2
0 0 0 0
1 1 ( 1) ( 1)( 1) log 1 (1 )
1 1 1 log log
u un
k n
n k n
n k u t utk u t dt
kn k n t t
− −∞ ∞
= = =
⎡ ⎤⎛ ⎞ + − −− = − + − −⎜ ⎟ ⎢ ⎥+ + +⎝ ⎠ ⎣ ⎦∑ ∑ ∑ ∫  
 
                                                             
1 1 1 1
2
0 0 0
( 1) ( 1)1 (1 )
log log
u u
n n
n
t utu y dy t dt
t t
− −∞
=
⎡ ⎤− −= − + − −⎢ ⎥⎣ ⎦∑∫ ∫                            
 
We see that 
 
               
1 1
0 0 0
log(1 )
1 (1 ) 1
n n
n
dy ty t dy
t y t
∞
=
− = = −− − −∑∫ ∫  
 
and thus we get 
 
               
1 1 11 1 1
1
2
0 0 0 0
( 1) ( 1) ( 1)(1 ) ( 1)
log log log 1
u u u
n n u
n
t ut t dty dy t dt ut
t t t t
− − −∞ −
=
⎡ ⎤ ⎡ ⎤− − −− − = − − −⎢ ⎥ ⎢ ⎥ −⎣ ⎦ ⎣ ⎦∑∫ ∫ ∫  
 
Accordingly we deduce that 
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(4.3.96)  
1 1
1
0 0 0
1 ( 1)( 1) log 1 ( 1)
1 1 log 1
un
k u
n k
n k u t dtk u ut
kn k t t
−∞ −
= =
⎡ ⎤⎛ ⎞ + −− = − − − −⎜ ⎟ ⎢ ⎥+ + −⎝ ⎠ ⎣ ⎦∑ ∑ ∫  
 
and reference to (4.3.75) gives us  
 
                           
0 0
1 ( )log ( ) ( ) 1 ( 1) log
1 (1 )
k
j
k j
k u ju u u u j
jk j
ψ γ ∞
= =
⎛ ⎞ +Γ − − − + = −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
and hence we get 
 
(4.3.97)              
1 1
1
0
( 1)log ( ) ( ) ( 1)
log 1
u
ut dtu u u ut
t t
ψ γ
−
−⎡ ⎤−Γ − − = − − −⎢ ⎥ −⎣ ⎦∫  
 
We note from (E.57) in Volume VI that      
  
               
1 1 1
0
log ( ) log ( ) ( )
1 (1 ) log
u au a t tu a u a dt
t t t
γ
− −⎡ ⎤− −Γ − Γ + − = −⎢ ⎥− −⎣ ⎦∫     
 
and with 1a =  
 
(4.3.97a)                 
1 1
0
1 1log ( ) ( 1)
1 (1 ) log
uu tu u dt
t t t
γ
−⎡ ⎤− −Γ + − = −⎢ ⎥− −⎣ ⎦∫     
 
Subtracting (4.3.97) from (4.3.97a) gives us back (4.3.68b) 
 
                                               
1 1
0
1( )
1
utu dt
t
ψ γ
−−+ = −∫  
 
Differentiating (4.3.97) results in another proof of (4.3.68). 
 
(4.3.98)                                     
1 1
0
log( )
1
ut tu dt
t
ψ
−
′ = − −∫   
 
The Wolfram website for the gamma function gives the following integral which is 
attributed to Radović 
 
                                               
1
0
( 1) 1log ( )
( 1) log
ut u tu dt
t t
− − −Γ = −∫  
 
However, it appears that the correct representation is 
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(4.3.98a)                            
1 1
0
( 1) 1log ( )
( 1) log
ut u tu dt
t t
− − − −Γ = −∫    
 
and differentiation gives us 
 
(4.3.98b)                                 
1 1
0
log ( 1)( )
( 1) log
ut t tu dt
t t
ψ
− − −= −∫         
 
(4.3.98c)                               
1
0
log ( 1)(1)
( 1) log
t t dt
t t
ψ γ − −= − = −∫  
 
Inserting (4.3.98a), (4.3.98b) and (4.3.98c) in (4.3.97) we get  
 
            
1 11 1
1 1
0 0
( 1) ( 1)( 1) ( 1)
log 1 log 1
u u
u ut dt t dtt ut ut
t t t t
− −
− −⎡ ⎤ ⎡ ⎤− −− − = − − −⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦∫ ∫   
 
and this is easily verified by integration by parts. 
 
We recall (4.3.74) 
 
                
0 0
1( ) ( 1) log( )
1
k
j
k j
k
u u j
jk
ψ ∞
= =
⎛ ⎞= − +⎜ ⎟+ ⎝ ⎠∑ ∑    
 
and the well-known integral 
 
                           
1 1
0
1log
log
xtx dt
t
− −= ∫   
 
Letting x u j= +  we obtain 
 
                
1 1
0 0 0
1 1( ) ( 1)
1 log
j uk
j
k j
k t tu dt
jk t
ψ
−∞
= =
⎛ ⎞ −= −⎜ ⎟+ ⎝ ⎠∑ ∑ ∫  
 
and we have 
 
                           
1 11 1
0 00 0
1 1( 1) ( 1)
log log
j u j uk k
j j
j j
k kt t t tdt dt
j jt t
− −
= =
⎛ ⎞ ⎛ ⎞− −− = −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑ ∑∫ ∫  
 
We see that 
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                           ( ) ( )1 1 ,0
0
( 1) 1 1
k
kj j u u
k
j
k
t t t t
j
δ− −
=
⎛ ⎞ − − = − −⎜ ⎟⎝ ⎠∑  
 
and hence we get 
 
                ( )11 ,0
00
11( )
1 log
ku
k
k
t t
u dt
k t
δψ
−∞
=
⎛ ⎞− −⎜ ⎟= ⎜ ⎟+ ⎝ ⎠
∑∫  
 
which concurs with (4.3.98b). 
 
Integrating (4.3.97) gives us 
 
(4.3.98d)           
1 1 1 1
2
0 0
( )2 log ( ) log ( ) 2
log log log 1
x x xt t x xt dtu du x x x x
t t t t
γ
− − −⎡ ⎤−Γ − Γ − = − − − +⎢ ⎥ −⎣ ⎦∫ ∫  
 
and with 1x =  we get 
 
(4.3.98e)             
1 1 1
2
0 0
(1 ) 1 1log ( )
log log 2 1
t dtu du
t t t
γ
−⎡ ⎤−Γ − = − − +⎢ ⎥ −⎣ ⎦∫ ∫  
 
We may also consider the following summation with (4.3.95a) 
            
1 1 1
0, 2
0 0 0 0 0
( 1) ( 1)( 1) log ( 1) (1 )
1 log log
u un
n k n n n
n
n k n n
n k u t utv k v u v t dt
k k t t
δ
− −∞ ∞ ∞
= = = =
⎡ ⎤⎛ ⎞ + − −− = − + − −⎜ ⎟ ⎢ ⎥+⎝ ⎠ ⎣ ⎦∑ ∑ ∑ ∑ ∫   
 
which gives us via the geometric series 
                                                         
(4.3.99)          
1 1 1
2
0 0 0
( 1) ( 1)( 1) log 1
1 log log 1 (1 )
u un
n k
n k
n k u t ut dtv k u
k k t t v t
− −∞
= =
⎡ ⎤⎛ ⎞ + − −− = − + −⎜ ⎟ ⎢ ⎥+ − −⎝ ⎠ ⎣ ⎦∑ ∑ ∫  
 
and with 1/ 2v =  we get (see also (4.4.112z) in Volume III) 
 
(4.3.100)       
1 1 1
1 2
0 0 0
1 ( 1) ( 1)( 1) log 1
2 1 log log 1
u un
k
n
n k
n k u t u t dtk u
k k t t t
− −∞
+
= =
⎡ ⎤⎛ ⎞ + − −− = − + −⎜ ⎟ ⎢ ⎥+ +⎝ ⎠ ⎣ ⎦∑ ∑ ∫  
 
Differentiating (4.3.100) results in  
 
(4.3.101)       
1 1
1
0 0 0
1 ( 1) 1
2 1
un
k
n
n k
n k tu dt
k k u t
−∞
+
= =
⎛ ⎞ − = −⎜ ⎟ + +⎝ ⎠∑ ∑ ∫  
 
 101
and thus 
                     
1 1
1 1
0 0 0 0 0
1 1 ( 1)( 1) 1
2 2 1
k un n
k
n n
n k n k
n n tu u dt
k k k u t
−∞ ∞
+ +
= = = =
⎛ ⎞ ⎛ ⎞ −− − = −⎜ ⎟ ⎜ ⎟ + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∫   
 
Hence we have 
 (4.3.101a)                      
1 1
1
0 0 0
1 ( 1)
2 1
k un
n
n k
n t dt
k k u t
−∞
+
= =
⎛ ⎞ − =⎜ ⎟ + +⎝ ⎠∑ ∑ ∫    
 
which we shall also see in (4.4.117l). Further differentiations will result in 
 
(4.3.102)            
1 1
1 1
0 0 0
1 ( 1) log( 1) !
2 ( ) 1
k u pn
p
n p
n k
n t tp dt
k k u t
−∞
+ +
= =
⎛ ⎞ −− =⎜ ⎟ + +⎝ ⎠∑ ∑ ∫  
 
which we will also see in (4.4.13c). Using the Hasse/Sondow formula (3.11), we see that 
 
 (4.3.102a)    
1
1 1
0 0 0
1 ( 1) ( 1) log( 1)
2 ( 1) ! 1
k p pn
a n p
n k
n tp dt
k k p t
ς ∞ + +
= =
⎛ ⎞ − −+ = =⎜ ⎟ + +⎝ ⎠∑ ∑ ∫                      
                                                                                                                                          
 
Integrating (4.3.95) gives us 
 
                  
1
2 2 2 1
1, 0,
0 1 0
1( 1) log ( 1) ( 1) (1 )
1 2
un
k x n
n n
k
n k uk n u u x dx t t dt
k k
δ δ −
=
⎛ ⎞ +− = − − − − + −⎜ ⎟ +⎝ ⎠∑ ∫ ∫  
 
We have using integration by parts 
 
                   
2 1 1 1 2 1 1 1
2 1
2 3 2 3
1 1
2 2 ( 1) 2( 1) 2( 1)
log log log log log log
uu x x x u u u
x x t xt t u t ut tx t dx
t t t t t t
− − − − − −
− − − −= − + = − +∫  
 
and hence we get 
 
                  2
0
( 1) log
1
n
k
k
n k uk
k k=
⎛ ⎞ +− =⎜ ⎟ +⎝ ⎠∑   
 
                  
1 2 1 1 1
2
1, 0, 2 3
0
1 ( 1) 2( 1) 2( 1)( 1) ( 1) (1 )
2 log log log
u u u
n
n n
u t ut tn u u t dt
t t t
δ δ
− − −⎡ ⎤− − −− − − − + − + −⎢ ⎥⎣ ⎦∫  
 
As before we obtain on summation 
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        2 21, 0,
0 0 0
1 1 1( 1) log ( 1) ( 1)
1 1 1 2
n
k
n n
n k n
n k uk n u u
kn k n
δ δ∞ ∞
= = =
⎛ ⎞ + ⎡ ⎤− = − − + −⎜ ⎟ ⎢ ⎥+ + + ⎣ ⎦⎝ ⎠∑ ∑ ∑  
 
                                                              
1 1 1
2 1
2
0
2( 1) 2( 1)( 1)
log log 1
u u
u ut t dtu t
t t t
− −
−⎡ ⎤− −− − − +⎢ ⎥ −⎣ ⎦∫   
 
Since  
   
     2 21, 0,
0
1 1 1 1 1( 1) ( 1) ( 1) ( 1) ( 1)( 2)
1 2 2 2 2n nn
n u u u u u u
n
δ δ∞
=
⎡ ⎤− − + − = − − − − = − − +⎢ ⎥+ ⎣ ⎦∑  
 
we then determine that  
 
(4.3.103)               2
0 0
1 ( 1) log
1 1
n
k
n k
n k uk
kn k
∞
= =
⎛ ⎞ +− =⎜ ⎟+ +⎝ ⎠∑ ∑  
 
                           
1 1 1
2 1
2
0
1 2( 1) 2( 1)( 1)( 2) ( 1)
2 log log 1
u u
u ut t dtu u u t
t t t
− −
−⎡ ⎤− −− − + − − − +⎢ ⎥ −⎣ ⎦∫  
                                                            
(and we may also compare this with (4.3.84)). 
 
A differentiation of (4.3.103) gives us 
 
(4.3.104)               
12 1
2
0 0 0
1 1 log( 1)
1 2 1
un
k
n k
n k t tdtu u
kn k u t
−∞
= =
⎛ ⎞ − = − − −⎜ ⎟+ + −⎝ ⎠∑ ∑ ∫  
 
and letting 1u =  produces 
 
(4.3.104a)            
12
0 0 0
1 3 log 3( 1) (2)
1 1 2 1 2
n
k
n k
n k tdt
kn k t
ς∞
= =
⎛ ⎞ − = − − = −⎜ ⎟+ + −⎝ ⎠∑ ∑ ∫  
 
We see that 
                            
            
2
0 0 0 0 0 0
1 1 1 ( 1)( 1) ( 1) ( 1)
1 1 1 1 1
kn n n
k k
n k n k n k
n n nk k
k k kn k n n k
∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ −− = − − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + + + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
and, employing the Hasse formula (3.12), we see that this concurs with (4.3.104a). 
 
Substituting (4.3.103) in (4.3.77) gives us 
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(4.3.105)  
 
     
1 1 1
2 1 2
2
1 0
2( 1) 2( 1)2 log ( ) ( 1) 2 log ( ) ( )
log log 1
u u u
u ut t dtx dx u t u u u u
t t t
ψ γ
− −
−⎡ ⎤− −Γ = − − − + + Γ − −⎢ ⎥ −⎣ ⎦∫ ∫  
 
Differentiating the above gives us (4.3.68).                                                     
 
Combining (4.3.84) and (4.3.103) we see that 
 
(4.3.105a)  
2( 1) log(2 ) 2 log (1 ) ( ) ( 1)u G u u u u uπ ψ γ− − + + + − − =  
 
 
                                    
1 1 1
2 1
2
0
2( 1) 2( 1)( 1)
log log 1
u u
u ut t dtu t
t t t
− −
−⎡ ⎤− −− − − +⎢ ⎥ −⎣ ⎦∫   
 
One could also integrate the above to obtain another integral expression for 
0
log (1 )
x
G u du+∫ . 
 
It is easy to see that (4.3.105a) works with 1u = . When 2u =  we have  
 
                      
1
2
0
2(2 1) 2( 1)log(2 ) 3 2 (4 1)
log log 1
t t dtt
t t t
π γ ⎡ ⎤− −− + = − − − +⎢ ⎥ −⎣ ⎦∫   
 
With reference to (4.3.68b) and (4.3.97)  
 
                         
1 1
0
1( )
1
utu dt
t
ψ γ
− −+ = − −∫  
              
                          
1 1
1
0
( 1)log ( ) ( ) ( 1)
log 1
u
ut dtu u u ut
t t
ψ γ
−
−⎡ ⎤−Γ − − = − − −⎢ ⎥ −⎣ ⎦∫  
 
we may write them as 
 
                      
1 2 1
2
0
[ 1][ ( ) ]
1
uu tu u dt
t
ψ γ
− −+ = − −∫   
 
                      
1 1
2 1
0
( 1)2 log ( ) 2 ( ) 2 2 2 ( 1)
log 1
u
uu t dtu u u u u u ut
t t
ψ γ
−
−⎡ ⎤−− Γ + + = − −⎢ ⎥ −⎣ ⎦∫  
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Referring to the right-hand side of (4.3.105a), simple algebra gives us 
 
         
1 1 1
2 1
2
0
2( 1) 2( 1)( 1)
log log 1
u u
u ut t dtu t
t t t
− −
−⎡ ⎤− −− − − + =⎢ ⎥ −⎣ ⎦∫   
 
         
1 1 1
2 1 2
2
0
( 1) 1 2( 1)[ 1] 1 2 2
log log log 1
u u
u u t u t dtu t u
t t t t
− −
−⎡ ⎤− − −− − + − − − +⎢ ⎥ −⎣ ⎦∫  
 
          
1 1 1
2 1 2 1 1
2
0
( 1) 1 2( 1)[ 1] 1 2 ( 1) 2 2 ( 1) 2
log log log 1
u u
u u uu t u t dtu t u u ut u ut
t t t t
− −
− − −⎡ ⎤− − −= − − + − − − − + − − +⎢ ⎥ −⎣ ⎦∫  
 
2 2[ ( ) ] 2 log ( ) 2 ( ) 2u u u u u u uψ γ ψ γ= + − Γ + +  
 
    
1 1
2 1
2
0
1 2( 1)1 2 ( 1) 2
log log 1
u
u u t dtu u ut
t t t
−
−⎡ ⎤− −− − − − − +⎢ ⎥ −⎣ ⎦∫  
 
Therefore we have from the left-hand side of (4.3.105a) 
 
2( 1) log(2 ) 2 log (1 ) ( ) ( 1)u G u u u u uπ ψ γ− − + + + − − =  
 
1 1
2 2 2 1
2
0
1 2( 1)[ ( ) ] 2 log ( ) 2 ( ) 2 1 2 ( 1) 2
log log 1
u
u u t dtu u u u u u u u u ut
t t t
ψ γ ψ γ
−
−⎡ ⎤− −+ − Γ + + − − − − − +⎢ ⎥ −⎣ ⎦∫  
 
and hence 
 
2 2 1( 1) log(2 ) 2 log (1 ) 2 log ( ) 2 ( ) ( 2 1) ( 1)
2
u G u u u u u u u u uπ ψ γ− − + + Γ − − + − − − =  
 
           
1 1
2 1
2
0
1 2( 1)1 2 ( 1) 2
log log 1
u
u u t dtu u ut
t t t
−
−⎡ ⎤− −− − − − − +⎢ ⎥ −⎣ ⎦∫  
 
We see that 
 
           
1 1
2 1
2
0
1 2( 1)1 2 ( 1) 2
log log 1
u
u u t dtu u ut
t t t
−
−⎡ ⎤− −− − − − − + =⎢ ⎥ −⎣ ⎦∫  
 
           
1 1
2 2 1 2
2
0
1 2( 1)1 2 ( 1) 2 2 2
log log 1
u
u u t dtu u t u u
t t t
−
−⎡ ⎤− −− − − − + − − +⎢ ⎥ −⎣ ⎦∫  
 
 105
        
1 1
2 2
2
0
1 2( 1)2 [ ( ) ] ( 1) 2
log log 1
uu t dtu u u
t t t
ψ γ
−⎡ ⎤− −= − + − − − − +⎢ ⎥ −⎣ ⎦∫  
 
Finally, we obtain 
 
 2( 1) log(2 ) 2 log (1 ) 2 log ( ) ( 1) ( 1)u G u u u u u uπ γ− − + + Γ + − − − =  
 
         
1 1
2
2
0
1 2( 1)( 1) 2
log log 1
uu t dtu
t t t
−⎡ ⎤− −= − − − − +⎢ ⎥ −⎣ ⎦∫  
 
Write the above equation as 
 
          
1 1
2
2
0
1 2( 1)( ) 2 log (1 ) ( 1) 2
log log 1
uu t dtF u G u u
t t t
−⎡ ⎤− −− + = − − − − +⎢ ⎥ −⎣ ⎦∫   
 
and differentiate to obtain 
 
              
1 1
0
1( ) 2 log (1 ) 2 ( 1)
log 1
ud t dtF u G u u
du t t
−⎡ ⎤−′ − + = − − − +⎢ ⎥ −⎣ ⎦∫    
 
            
12 1
2
0
1( ) 2 log (1 ) 2
1
ud tF u G u dt
du t
−−′′ − + = −∫  
 
                                                     2[ ( ) ]uψ γ= +  
 
We see that 
 
             
2
(2)
2( ) 2 log (1 ) 2[ ( ) ]
dF u G u u
du
ψ γ− + = +  
 
and integration over the interval [1, ]x  results in 
 
   2( 1) log(2 ) 2 log (1 ) 2 log ( ) ( 1) ( 1)u G u u u u u uπ γ− − + + Γ + − − −   
 
                        2 1 2
1
2 log ( ) ( 1) ( 1)
u
x dx u c u cγ= Γ + − + − +∫  
 
The integration constants are easily found by letting 0,1u =  and we get 
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                        2
1
2 log ( ) ( 1)
u
x dx uγ= Γ + −∫  
 
This in fact comprises another proof of Alexeiewsky’s theorem (4.3.85). 
 
1
1 ( 1) log(2 ) log ( ) log ( ) log ( ) ( 1) log ( )
2
u
u G u u u u u u x dxπ− − − Γ + Γ − − = Γ∫  
 
In their paper, “Massive-Scalar Effective Actions on Anti-de Sitter Spacetime”, Kamela 
and Burgess [82aa] prove that 
 
(4.3.105b)    
10
1 ( 1)log ( 1) ( 1)
(1 ) (1 )
t xt mn
n
n t n t n m
m
xe eG x dt
mt e e
∞ − −
− − −
=
⎡ ⎤⎛ ⎞− −+ = − +⎢ ⎥⎜ ⎟− − ⎝ ⎠⎣ ⎦∑∫  
 
which, on a change of variables, becomes 
 
(4.3.105c)    
1
10
1 1 ( 1)log ( 1) ( 1)
log (1 ) (1 )
x mn
n
n n n m
m
xuG x du
mu u u −=
⎡ ⎤⎛ ⎞− −+ = − +⎢ ⎥⎜ ⎟− − ⎝ ⎠⎣ ⎦∑∫            
                                                                                                                                          
                                                                                                                                  □                                          
                                                                                                                                         
We now recall the Hasse formula (3.12a) from Volume I 
    
(4.3.106a)         1
0 0
1 1 ( 1)( , )
1 1 ( )
kn
s
n k
n
s u
ks n u k
ς ∞ −
= =
⎛ ⎞ −= ⎜ ⎟− + +⎝ ⎠∑ ∑  
 
where ( , )s uς  is the Hurwitz zeta function. The above formula is valid for all s  except 
1s = . Note that ( , )s uς  is not defined at u∈ -0Z  if s  > 1.  
   
Differentiation of the Hasse formula (4.3.106a) with respect to s  results in  
 
(4.3.107) 
 
( , ) ( , )s u s u
s
ς ς∂ ′=∂  
                  2 1 1
0 0 0 0
1 1 ( 1) 1 1 log( )( 1)
( 1) 1 ( ) 1 1 ( )
kn n
k
s s
n k n k
n n u k
k ks n u k s n u k
∞ ∞
− −
= = = =
⎛ ⎞ ⎛ ⎞− += − − −⎜ ⎟ ⎜ ⎟− + + − + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑    
 
                  1
0 0
( , ) 1 1 log( )( 1)
1 1 1 ( )
n
k
s
n k
ns u u k
ks s n u k
ς ∞
−
= =
⎛ ⎞ += − − −⎜ ⎟− − + +⎝ ⎠∑ ∑    
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This may be written as 
 
(4.3.107a)             1
0 0
1 log( )( 1) ( , ) ( , ) ( 1)
1 ( )
n
k
s
n k
n u ks s u s u
kn u k
ς ς ∞ −
= =
⎛ ⎞ +′− + = − −⎜ ⎟+ +⎝ ⎠∑ ∑   
 
Evaluations at 0s =  and 1s = −  produce 
 
(4.3.108)                          
0 0
1(0, ) (0, ) ( 1) ( ) log( )
1
n
k
n k
n
u u u k u k
kn
ς ς ∞
= =
⎛ ⎞′ = + − + +⎜ ⎟+ ⎝ ⎠∑ ∑    
 
(4.3.109)                2
0 0
1 1 1( 1, ) ( 1, ) ( 1) ( ) log( )
2 2 1
n
k
n k
n
u u u k u k
kn
ς ς ∞
= =
⎛ ⎞′ − = − + − + +⎜ ⎟+ ⎝ ⎠∑ ∑      
 
and when 0u =  these become  
 
(4.3.109a)                 
0 0 0
1lim[ (0, ) (0, )] ( 1) log
1
n
k
u n k
n
u u k k
kn
ς ς ∞→ = =
⎛ ⎞′ − = −⎜ ⎟+ ⎝ ⎠∑ ∑    (?)  
 
(4.3.109b)               2
0 0
1 1 1( 1,0) ( 1,0) ( 1) log
2 2 1
n
k
n k
n
k k
kn
ς ς ∞
= =
⎛ ⎞′ − = − + −⎜ ⎟+ ⎝ ⎠∑ ∑    
 
With regard to (4.3.109b), see also (4.3.137). Note that the validity of (4.3.109a) must be 
highly questionable because we shall see in (4.3.116) that (0, )uς ′ →∞  as  0u → . 
 
We have a well known relationship between the Hurwitz zeta function and the Bernoulli 
polynomials ( )nB u (for example, see Apostol’s book [14, pp. 264-266] and Appendix E 
of Volume VI). This corrects the misprint in [59].   
 
 (4.3.110)                 1( )( , )
1
mB um u
m
ς +− = − +    for om∈N  
 
                                               1
0 0
1 1 ( 1) ( )
1 1
n
k m
n k
n
u k
km n
∞ +
= =
⎛ ⎞= − − +⎜ ⎟+ + ⎝ ⎠∑ ∑  
 
where we have employed the Hasse representation. We also see that 
 
                               11
0 0
1 1( ,0) ( 1)
1 1 1
n
k mm
n k
nBm k
km m n
ς ∞ ++
= =
⎛ ⎞− = − = − −⎜ ⎟+ + + ⎝ ⎠∑ ∑  
 
and thus 
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0 0
1 ( 1)
1
n
k m
m
n k
n
B k
kn
∞
= =
⎛ ⎞= −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
We see that 2 1( )( 2 , )
2 1
mB um u
m
ς +− = − +   and hence ( 2 ,0) ( 2 ,1) 0m mς ς− = − = .                                         
 
We have the particular cases using (A.15) 
 
 (4.3.110a)                     1(0, )
2
u uς = −          21 1( 1, )
2 6
u u uς ⎛ ⎞− = − − +⎜ ⎟⎝ ⎠  
 
It is easily seen from (4.3.110) that 
 
(4.3.110b)                       ( , ) ( ) (1 , )m
d m u B u m m u
du
ς ς− = − = −   
 
From (4.3.108) we have 
 
 (4.3.111)                      
0 0
1(0, ) (0, ) ( 1) ( ) log( )
1
n
k
n k
n
u u k u k u
kn
ς ς ∞
= =
⎛ ⎞′ − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
and letting 1u =  we get 
 
        
0 0 0 0
1 1(0,1) (0,1) ( 1) log( 1) ( 1) log( 1)
1 1
n n
k k
n k n k
n n
k k k
k kn n
ς ς ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞′ − = − + + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
Referring to (4.3.73a) this becomes 
 
(4.3.112)              
0 0
1(0,1) (0,1) ( 1) log( 1)
1
n
k
n k
n
k k
kn
ς ς γ ∞
= =
⎛ ⎞′ − = − + − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
or equivalently since ( ,1) ( )s sς ς=  
 
(4.3.112)              
0 0
1 1 1(0) (0) ( 1) log( 1) log(2 )
1 2 2
n
k
n k
n
k k
kn
ς ς γ π∞
= =
⎛ ⎞′ − = − + − + = − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
where we have used (F.6) in Volume VI. 
 
We may also note from [75aa] that the Bernoulli and Euler polynomials are given by 
 
(4.3.112a)                           
0 0
1( ) ( 1) ( )
1
n
k p
p
n k
n
B u u k
kn
∞
= =
⎛ ⎞= − +⎜ ⎟+ ⎝ ⎠∑ ∑   
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(4.3.112b)                          
0 0
1( ) ( 1) ( )
2
n
k p
p n
n k
n
E u u k
k
∞
= =
⎛ ⎞= − +⎜ ⎟⎝ ⎠∑ ∑  
 
Since (0) (1)p pB B= we have 
 
(4.3.112c)               
0 0 0 0
1 1( 1) ( 1) (1 )
1 1
n n
k p k p
p
n k n k
n n
B k k
k kn n
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞= − = − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑                                                   
 
With the definition 
 
(4.3.112d)              
0 0
( , , ) ( 1) ( )
n
n k p
n k
n
C p u v v u k
k
∞
= =
⎛ ⎞= − +⎜ ⎟⎝ ⎠∑ ∑     
 
we see that ( ) ( , ,1/ 2)pE u C p u=  and 
1
0
( ) ( , , )pB u C p u v dv= ∫  . We also have     
 
                     
1
1
1
0 0
( , , ) ( 1) ( ) log ( )
m n
n k p m
m
n k
n
C p u v v u k u k
kp
+ ∞ +
+
= =
⎛ ⎞∂ = − + +⎜ ⎟∂ ⎝ ⎠∑ ∑      
 
               
1 1
1
1
0 00
1( , , ) ( 1) ( ) log ( )
1
m n
k p m
m
n k
n
C p u v dv u k u k
kp n
+ ∞ +
+
= =
⎛ ⎞∂ = − + +⎜ ⎟∂ + ⎝ ⎠∑ ∑∫    
 
Then letting 0p =  we have the Stieltjes constants (see Volume II(b) for more details of 
the Stieltjes constants) 
 
(4.3.112e) 
     
1 1
1
1
0 00 0
1 1 1( ) ( , , ) ( 1) log ( )
1 1 1
m n
k m
m m
n kp
n
u C p u v dv u k
km p m n
γ
+ ∞ +
+
= ==
⎛ ⎞∂= − = − − +⎜ ⎟+ ∂ + + ⎝ ⎠∑ ∑∫    
 
It therefore appears that the function ( , , )C p u v  merits further detailed analysis.   
                                                                                                                                        
 
In a curious paper published in 2000 Musès [103ab] strongly argued that the discrete 
Bernoulli numbers should be extended to a Bernoulli function (real or complex) which he 
denoted by ( )sβ . Musès contended that the Bernoulli function could be represented by   
 
(4.3.112f)        ( ) 2 ! ( )(2 ) cos cos[ (1 )]
2
s ss s s sπβ ς π π− ⎛ ⎞= −⎜ ⎟⎝ ⎠       
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and therefore if s  is an even integer we have      
 
           ( )22 (2 ) 2(2 )! (2 )(2 ) cos cos[ (1 2 )]nnB n n n n nβ ς π π π−= = −      
 
which is equivalent to Euler’s formula (1.7)   
                                                                                                         
                        1 22 (2 ) 2( 1) (2 )! (2 )(2 )
n n
nB n n nβ ς π+ −= = −      
 
With 2 1s n= +  Muses reports that 
 
(4.3.112g)       2 12 1
[2 1](2 1) 2(2 1)! (2 1)(2 ) cos
2
n
n
nB n n n πβ ς π − −+ +⎛ ⎞= + = + + ⎜ ⎟⎝ ⎠    
 
whereupon we immediately see that 2 1 0nB + =  for all 1n ≥ . Furthermore, if (4.3.112g) is 
valid as 0n →  we have 
 
                       1 0
1 [2 1](1) lim (2 1)cos
2n
nB n πβ ςπ →
+⎛ ⎞= = + ⎜ ⎟⎝ ⎠  
 
and from Riemann’s functional equation (F.4c) we may determine that 
 
                      
1
lim ( )cos
2 2s
ss π πς→
⎛ ⎞ = −⎜ ⎟⎝ ⎠      
 
Hence we may determine that 1
1
2
B = −  as in (A.8). 
 
We may write (4.3.112g) in the indeterminate form 
 
(4.3.112h)       
2 1
2 1(2 )(2 1)
[2 1]2(2 1)!cos
2
n
nBn
nn
πς π
+
++ = +⎛ ⎞+ ⎜ ⎟⎝ ⎠
   
 
Similarly, we may write (4.3.112f) as 
 
(4.3.112i)              (2 ) ( )( )
2 !cos cos[ (1 )]
2
s ss
ss s
π βς π π
= ⎛ ⎞ −⎜ ⎟⎝ ⎠
    
 
and hence we have   
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2 1
2 1
( 1) (2 ) ( )(2 1) lim
2(2 1)! cos
2
n n
s n
sn
sn
π βς π
+
→ +
−+ = + ⎛ ⎞⎜ ⎟⎝ ⎠
    
 
Using L’Hôpital’s rule we have 
 
                      
2 1 2
2 1 2 1
( 1) (2 ) ( ) 2( 1) (2 )(2 1) lim lim ( )
2(2 1)! (2 1)!sin
2 2
n n n n
s n s n
sn s
sn n
π β πς βπ π
+
→ + → +
′− − ′+ = =+ +⎛ ⎞⎜ ⎟⎝ ⎠
  
 
Having regard to (4.3.112a) let us consider 
 
(4.3.112j)      
0 0
1( ) (1) ( 1) (1 )
1
m
k s
s
m k
m
s B k
km
β ∞
= =
⎛ ⎞= = − +⎜ ⎟+ ⎝ ⎠∑ ∑       
 
whereupon we have 
 
                    
0 0
1( ) ( 1) (1 ) log(1 )
1
m
k s
m k
m
s k k
km
β ∞
= =
⎛ ⎞′ = − + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
We therefore have     
 
             
2
0 0
( 1) 2(2 ) 1(2 1) ( 1) (1 ) log(1 )
(2 1)! 1
n n m
k s
m k
m
n k k
kn m
πς ∞
= =
⎛ ⎞−+ = − + +⎜ ⎟+ + ⎝ ⎠∑ ∑       
 
From (4.3.107a) we see that 
 
            1
0 0
1 log( )( 1) ( , ) ( , ) ( 1)
1 ( )
m
k
s
m k
m u ks s u s u
km u k
ς ς ∞ −
= =
⎛ ⎞ +′− + = − −⎜ ⎟+ +⎝ ⎠∑ ∑   
 
and therefore we get with 2s n= −  and 1u =  
 
            2 1
0 0
1(2 1) ( 2 ) ( 1) (1 ) log(1 )
1
m
k n
m k
m
n n k k
km
ς ∞ +
= =
⎛ ⎞′+ − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑    
 
since ( 2 ) 0nς − = . This then results in 
 
(4.3.112k)                    
2( 1) 2(2 )(2 1) ( 2 )
(2 )!
n n
n n
n
πς ς− ′+ = −   
 
and this is also derived in (F.8a) in Volume VI. 
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Musès also contended that for negative integers 
 
                  2 2 (2 1)nB n nς− = +  
and 
 
                  1 2 (1 2 ) (2 )nB n nς− = −  
 
These results may also be formally determined by using my definition of the Bernoulli 
function 
                 
0 0
1( ) (1) ( 1) (1 )
1
m
k s
s
m k
m
s B k
km
β ∞
= =
⎛ ⎞= = − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
in conjunction with the Hasse identity (3.12) 
 
               1
0 0
1 1 ( 1)( )
1 1 ( 1)
km
s
m k
m
s
ks m k
ς ∞ −
= =
⎛ ⎞ −= ⎜ ⎟− + +⎝ ⎠∑ ∑  
 
We may write (4.3.112f) as             
 
                       ( ) 2 ( 1) ( )(2 ) cos cos[ (1 )]
2
s ss s s sπβ ς π π− ⎛ ⎞= Γ + −⎜ ⎟⎝ ⎠  
 
and we then have 
 
          log ( ) log 2 log ( 1) log ( ) log(2 ) log cos log cos[ (1 )]
2
ss s s s sπβ ς π π⎛ ⎞= + Γ + + − + + −⎜ ⎟⎝ ⎠  
 
Logarithmic differentiation gives us 
 
            ( ) ( )( 1) log(2 ) tan tan[ (1 )]
( ) ( ) 2 2
s s ss s
s s
β ς π πψ π π πβ ς
′ ′ ⎛ ⎞= + + − − + −⎜ ⎟⎝ ⎠  
 
and we therefore have 
 
( )( ) ( 1) log(2 ) tan tan[ (1 )] 2 ( 1) ( )(2 ) cos cos[ (1 )]
( ) 2 2 2
ss s ss s s s s s
s
ς π π πβ ψ π π π ς π πς
−′⎡ ⎤⎛ ⎞ ⎛ ⎞′ = + + − − + − Γ + −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
                 
 
Letting 1s s→ −  in(4.3.112f) gives us 
 
               1(1 ) 2 (2 ) (1 )(2 ) sin cos( )
2
s ss s s sπβ ς π π− ⎛ ⎞− = Γ − − ⎜ ⎟⎝ ⎠  
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and using the Riemann functional equation (F.1) we get 
 
         1(1 ) 2 (2 )2(2 ) ( ) cos ( )(2 ) sin cos( )
2 2
s ss ss s s s sπ πβ π ς π π− −⎛ ⎞ ⎛ ⎞− = Γ − Γ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   
 
                      1 (2 ) ( ) ( )2cos sin cos( )
2 2
s ss s s sπ πς ππ
⎛ ⎞ ⎛ ⎞= Γ − Γ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠    
 
                      1 (2 ) ( ) ( )sin( ) cos( )s s s s sς π ππ= Γ − Γ     
 
                     1 (2 ) ( ) ( )sin(2 )
2
s s s sς ππ= Γ − Γ     
 
Since  (2 ) (1 1 ) (1 ) (1 )s s s sΓ − = Γ + − = − Γ −  we have 
 
           1(1 ) (1 ) ( ) (1 ) ( )sin(2 )
2
s s s s s sβ ς ππ− = − Γ Γ −  
 
                        1 sin(2 )(1 ) ( )
2 sin( )
ss s
s
πς π= −  
 
and therefore 
 
(4.3.112l)                 (1 ) (1 ) ( ) cos( )s s s sβ ς π− = −   
 
With 1s = −  we get in agreement with (A.8) 
 
                                1(2) 2 ( 1)
6
β ς= − − =  
 
With 1/ 2s =  we get 
 
                                (1/ 2) 0β =  
 
which suggests that 
 
                               
0 0
1 ( 1) 1 0
1
m
k
m k
m
k
km
∞
= =
⎛ ⎞ − + =⎜ ⎟+ ⎝ ⎠∑ ∑  
 
However, it is clear that (4.3.112j) and (4.3.112l) are not consistent for all values of s . 
 
 114
It should also be noted that the paper by Musès also claims an elementary proof of the 
Riemann Hypothesis. 
 
 
AN EASY PROOF OF LERCH’S IDENTITY 
 
 
Let us define a function ( )H u  by 
 
(4.3.113)               1( ) (0, ) log(2 )
2
H u uς π′= +  
 
and, using (4.3.111), this becomes 
 
(4.3.113a)            
0 0
1 1 1( ) log(2 ) ( 1) ( ) log( )
2 2 1
n
k
n k
n
H u u k u k u
kn
π ∞
= =
⎛ ⎞= − + + − + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
Differentiation immediately gives us 
 
                            
0 0 0 0
1 1( ) 1 ( 1) ( 1) log( )
1 1
n n
k k
n k n k
n n
H u k u
k kn n
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞′ = − + − + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑   
 
                                      
0 0
1 ( 1) log( )
1
n
k
n k
n
k u
kn
∞
= =
⎛ ⎞= − +⎜ ⎟+ ⎝ ⎠∑ ∑     
 
Using (4.3.74) we then obtain   
 
                           ( ) ( )H u uψ′ =   
 
and integration over the interval [1, ]x  gives us 
 
                           ( ) (1) log ( )H x H x− = Γ     
 
Then, using (4.3.113) and (F.6), we see that (1) 0H =   
 
My original derivation was rather more convoluted and the Gaussian scaffolding is left in 
place below! Differentiating the Hasse formula (3.12) we obtain   
  
(4.3.114) 
            1 2 1
0 0 0 0
1 1 ( 1) log( 1) 1 1 ( 1)( )
1 1 ( 1) ( 1) 1 ( 1)
k kn n
s s
n k n k
n nks
k ks n k s n k
ς ∞ ∞− −
= = = =
⎛ ⎞ ⎛ ⎞− + −′ = − −⎜ ⎟ ⎜ ⎟− + + − + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑   
 
and with 0s =  we have using (F.6)  
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0 0 0 0
1 1 1(0) log(2 ) ( 1) ( 1) log( 1) ( 1) ( 1)
2 1 1
n n
k k
n k n k
n n
k k k
k kn n
ς π ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞′ = − = − + + − − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
                                 
0 0 0 0 0 0
1 1 1( 1) ( 1) log( 1) ( 1) ( 1)
1 1 1
n n n
k k k
n k n k n k
n n n
k k k
k k kn n n
∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞= − + + − − − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
                              0 0
1 1( 1) ( 1) log( 1)
1 2
n
k
n k
n
k k
kn
∞
= =
⎛ ⎞= − + + −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
after using (4.3.76e). Hence we see that  
 
(4.3.115)                   
0 0
1 1 1( 1) ( 1) log( 1) log(2 )
1 2 2
n
k
n k
n
k k
kn
π∞
= =
⎛ ⎞ − + + = −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
Then, using (4.3.74) we get  
 
(4.3.115a)                 
0 0
1 1 1( 1) log( 1) log(2 )
1 2 2
n
k
n k
n
k k
kn
γ π∞
= =
⎛ ⎞ − + = + −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
From (4.3.113a) we see that 
             
(4.3.115b)               
0 0
1 1 1(1) log(2 ) ( 1) ( 1) log( 1)
2 2 1
n
k
n k
n
H k k
kn
π ∞
= =
⎛ ⎞= − + + − + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
and we accordingly obtain (1) 0H = . Therefore we obtain a simple derivation of Lerch’s 
identity 
 
(4.3.116)                1log ( ) (0, ) (0) (0, ) log(2 )
2
u u uς ς ς π′ ′ ′Γ = − = +   
 
Lerch established the above relationship between the gamma function and the Hurwitz 
zeta function in 1894 (see, for example, Berndt’s paper [20]). We also have 
 
                              [ ]
0 0
( 1) 1lim (0, ) log lim log log(2 )
22u u
uu uς ππ→ →
Γ +⎡ ⎤′ + = = −⎢ ⎥⎣ ⎦  
 
When 1u =  in (4.3.116) we see that 
 
(4.3.116a)              1(0,1) (0) log(2 )
2
ς ς π′ ′= = −  
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and with 2u =   
 
(4.3.116b)             1(0,2) (0) log(2 )
2
ς ς π′ ′= = −  
  
There is in fact a much more direct proof of Lerch’s identity. Using (4.3.74) 
 
                              
0 0
1( ) ( 1) log( )
1
k
j
k j
k
u u j
jk
ψ ∞
= =
⎛ ⎞= − +⎜ ⎟+ ⎝ ⎠∑ ∑       
 
we see from (4.3.111) that  
 
                    
0 0 0 0
1 1(0, ) 1 ( 1) ( 1) log( )
1 1
n n
k k
n k n k
n nd u u k
k kdu n n
ς ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞′ = − + − + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
                                      
0 0
1 ( 1) log( )
1
n
k
n k
n
u k
kn
∞
= =
⎛ ⎞= − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
Therefore we see that 
 
                                (0, ) ( )d u u
du
ς ψ′ =  
 
Integration results in 
 
                                (0, ) (0,1) log ( )u uς ς′ ′− = Γ  
                         
Since ( ,1) ( )s sς ς=  we have ( ,1) ( )s sς ς′ ′=  and hence the integration constant is found to 
be 
(4.3.117)                 1(0,1) (0) log(2 )
2
ς ς π′ ′= = −    
 
Indeed, having regard to (4.3.74a) (and this is probably the most useful format) 
 
                      [ ]
0 0
1log ( ) ( 1) ( ) log( ) (1 ) log(1 ) 1
1
k
j
k j
k
u u j u j j j u
jk
∞
= =
⎛ ⎞Γ = − + + − + + + −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
we see immediately from (4.3.108) and (4.3.109) that 
 
                      log ( ) (0, ) (0,1)u uς ς′ ′Γ = −   
   
This may also be readily seen from (4.3.119). 
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We see from Lerch’s identity that 
 
                
0
log ( ) ( ) (0, ) lim ( , )
s
d du u u s u
du du u s
ψ ς ς→
∂ ∂′Γ = = = ∂ ∂    
 
                                   
0 0
lim ( , ) lim ( 1, )
s s
s u s s u
s u s
ς ς→ →
∂ ∂ ∂= = − +∂ ∂ ∂    
 
                                   
0
lim[ ( 1, ) ( 1, )]
s
s s u s uς ς→ ′= − + + +   
 
Therefore we obtain    
 
                          
0
( ) lim[ ( 1, ) ( 1, )]
s
u s s u s uψ ς ς→ ′= − + + +    
 
or equivalently 
 
(4.3.117a)         
1
( ) lim[( 1) ( , ) ( , )]
s
u s s u s uψ ς ς→ ′= − − +       
 
We shall also see this limit in (4.3.202). It is readily seen that 
 
                           
2
20
( ) lim ( ' )
u
u s u
u s
ψ ς→
∂ ∂′ = ∂ ∂     
 
                                    
0
lim ( 1) ( 2, )
u
s s s u
s
ς→
∂= + +∂     
 
                                    
0
lim[ ( 1) ( 2, ) (2 1) ( 2, )]
u
s s s u s s uς ς→= + + + + +    
 
and hence we get 
 
                          ( ) (2, )u uψ ς′ =                   
 
From (4.3.116) we see that 
 
                 
0
1lim[log ( ) (0, ) log(2 )] 0
2u
u uς π→ ′Γ − − =   
 
and using L’Hôpital’s rule we have 
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0
1log ( ) (0, ) log(2 )
2lim ( ) (0, ) 0
u
u u du u
u du
ς π
ψ ς→
⎡ ⎤′Γ − −⎢ ⎥ ′= − =⎢ ⎥⎢ ⎥⎣ ⎦
  
 
We may deduce from (4.3.115) and (4.3.74) that (see also (4.3.112)) 
 
(4.3.118)                         
0 0
1 1 1( 1) log(1 ) log(2 )
1 2 2
n
k
n k
n
k k
kn
γ π∞
= =
⎛ ⎞ − + = + −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
Hence we may write (4.3.76d) as 
 
(4.3.119)        
0 0
1 1 1log ( ) ( 1) log( ) ( ) log(2 )
1 2 2
n
k
n k
n
u k u k u u u
kn
ψ π∞
= =
⎛ ⎞Γ = − + + + − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                                     
0 0
1 1 1( 1) ( ) log( ) log(2 )
1 2 2
n
k
n k
n
u k u k u
kn
π∞
= =
⎛ ⎞= − + + + − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
and, with reference to (4.3.108) and (4.3.110a), it is easily seen that the above equation is 
equivalent to Lerch’s identity. 
 
It is easily seen from the above that 
 
                       
2
2
0 0
1 ( 1)log ( ) (2, )
1
kn
n k
nd u u
kdu n u k
ς∞
= =
⎛ ⎞ −Γ = =⎜ ⎟+ +⎝ ⎠∑ ∑  
 
and therefore we have 
2
2 log ( ) 0
d u
du
Γ ≥  (see [126, p.40]). 
 
                         STIRLING’S APPROXIMATION FOR log ( )uΓ  
 
Many different derivations exist for Stirling’s approximation for the gamma function and, 
what I believe is a new one, is presented below. 
 
With reference to (4.3.119) we see that                   
 
                        
( 1) ( )
0 0
( 1) ( ) log( ) log ( )
k nnn u k
kk
k k
n
u k u k u k
k
⎛ ⎞− +⎜ ⎟⎝ ⎠
= =
⎡ ⎤⎛ ⎞ ⎢ ⎥− + + = +⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦
∑ ∏    
 
and as u →∞  we see that 
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                        0
( 1) ( )
0
( 1) ( ) log( ) log
n
j
k
n
n u k
kk
k
n
u k u k u
k
=
⎛ ⎞ − +⎜ ⎟⎝ ⎠
=
⎡ ⎤∑⎛ ⎞ ⎢ ⎥− + + ≈⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦
∑  
 
Using (4.3.76e) we have 
 
                        ,0 ,1
0
( 1) ( )
n
k
n n
k
n
u k u n
k
δ δ
=
⎛ ⎞ − + = −⎜ ⎟⎝ ⎠∑  
 
and therefore we have as u →∞  
 
                        ,0 ,1
0 0 0
1 1( 1) ( ) log( ) log
1 1
n
k
n n
n k n
n
u k u k u n u
kn n
δ δ∞ ∞
= = =
⎛ ⎞ ⎡ ⎤− + + → −⎜ ⎟ ⎣ ⎦+ +⎝ ⎠∑ ∑ ∑   
 
                                                                                      1 log
2
u u⎡ ⎤= −⎢ ⎥⎣ ⎦  
 
Hence as u →∞  we obtain the following approximation 
 
(4.3.119i)                 1 1 1log ( ) log log(2 )
2 2 2
u u u u π⎡ ⎤Γ ≈ − − + +⎢ ⎥⎣ ⎦         
 
which, except for the curious additional factor of 1/2, is equivalent to Stirling’s 
asymptotic approximation [126, p.8]                            
 
(4.3.119ii)                1log ( 1) log log(2 )
2
u u u u uπΓ + ≈ − +  
 
The superfluous “1/2” in (4.3.119i) niggled me for some time and many months later I 
noted the following asymptotic formula quoted in [6c] as u →∞  
 
(4.3.119iii)              2
1log( ) log ku k u O
u u
⎛ ⎞+ = + + ⎜ ⎟⎝ ⎠  
 
We then have as u →∞  
                     
2
0 0 0 0
1 1( 1) ( ) log( ) ( 1) log log
1 1
n n
k k
n k n k
n n ku k u k u u k k u
k kn n u
∞ ∞
= = = =
⎡ ⎤⎛ ⎞ ⎛ ⎞− + + → − + + +⎜ ⎟ ⎜ ⎟ ⎢ ⎥+ +⎝ ⎠ ⎝ ⎠ ⎣ ⎦∑ ∑ ∑ ∑  
 
and the right-hand side is equal to 
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2
0 0 0 0 0 0
1 1 1 1log ( 1) (1 log ) ( 1) ( 1)
1 1 1
n n n
k k k
n k n k n k
n n n
u u u k k
k k kn n u n
∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞− + + − + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑   
 
            1 1 1 1 1log (1 log ) log
2 6 2 2 6
u u u u u
u u
⎡ ⎤= − + + = − − +⎢ ⎥⎣ ⎦    
 
We then obtain 
 
                  1 1 1log ( ) log log(2 )
2 2 6
u u u u
u
π⎡ ⎤Γ ≈ − − + +⎢ ⎥⎣ ⎦  
 
and the mysterious “1/2” has fortunately disappeared. By including another term in the 
expansion (4.3.119iii) we may derive the more familiar form  
 
                  1 1 1log ( ) log log(2 )
2 2 12
u u u u
u
π⎡ ⎤Γ ≈ − − + +⎢ ⎥⎣ ⎦  
 
The asymptotic formula for log( )u k+  referred to above in (4.3.119iii) is in fact simply 
the Maclaurin expansion which is valid for / 1k u ≤  
 
(4.3.119iv)        
1
log( ) log log 1 ( 1)
j
j
j
j
k ku k u
u ju
∞
=
⎛ ⎞+ − = + = − −⎜ ⎟⎝ ⎠ ∑    
 
and using (4.3.80a) this may also be represented by 
 
                                                     
1 0
( 1)( 1)
kj N NN
j
j N
j
k t dt
ju u u t=
−= − − + +∑ ∫   
 
With the substitution t ky=  this becomes 
 
                                                    
11
1 0
( 1)( 1)
j N N NN
j
j N
j
k k y dy
ju u u ky
+
=
−= − − + +∑ ∫   
 
and we have the bounds 
 
                                 
1 1 1
0 0 0
1N N Ny y ydy dy dy
u ky u ky ky kN
≤ ≤ =+ +∫ ∫ ∫  
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1 1 1
0 0 0
1
( 1)
N N Ny y ydy dy dy
u ky u ky u u N
≤ ≤ =+ + +∫ ∫ ∫   
 
 
We then obtain (it should be noted that there are major issues of convergence associated 
with the following presentation; rigour may be provided through an appropriate limiting 
procedure) 
 
0 0 0 0 1
1 1( 1) ( ) log( ) ( 1) ( ) log ( 1)
1 1
jn n
k k j
j
n k n k j
n n ku k u k u k u
k kn n ju
∞ ∞ ∞
= = = = =
⎡ ⎤⎛ ⎞ ⎛ ⎞− + + = − + − −⎢ ⎥⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠ ⎣ ⎦∑ ∑ ∑ ∑ ∑  
                                       
1
1
0 0 1 0 0 1
1 1( ) log ( 1) ( 1) ( 1) ( 1)
1 1
j jn n
k j k j
j j
n k j n k j
n nk kB u u u
k kn ju n ju
+∞ ∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞= − − − − − −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
          
 
1
0 0 1 0 0 1
1 1 1log ( 1) ( 1) ( 1) ( 1)
2 1 1
j jn n
k j k j
j j
n k j n k j
n nk ku u u
k kn ju n ju
+∞ ∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞⎡ ⎤= − − − − − − −⎜ ⎟ ⎜ ⎟⎢ ⎥ + +⎣ ⎦ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
We have 
 
           
1
1
0 0 1 1 0 0
1 ( 1) 1( 1) ( 1) ( 1)
1 1
j jn n
k j k j
j j
n k j j n k
n nk k
k kn ju ju n
+∞ ∞ ∞ ∞ +
= = = = = =
⎛ ⎞ ⎛ ⎞−− − = −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
and we note from (A.23aa) in Volume VI that                         
 
                         
0 0
1 ( 1)
1
n
k j
j
n k
n
B k
kn
∞
= =
⎛ ⎞= −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
We then have 
 
            11
1 0 0 1
( 1)( 1) 1 ( 1)
1
jj n
jk j
j j
j n k j
Bn
k
kju n ju
∞ ∞ ∞ ++
= = = =
−⎛ ⎞− − =⎜ ⎟+ ⎝ ⎠∑ ∑ ∑ ∑   
 
and 
 
          1
1 0 0 1
( 1)( 1) 1 ( 1)
1
jj n
jk j
j j
j n k j
Bn
u k
kju n ju
∞ ∞ ∞
−
= = = =
−⎛ ⎞− − =⎜ ⎟+ ⎝ ⎠∑ ∑ ∑ ∑  
 
We have using even and odd Bernoulli numbers 
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           1 2 1 2 2 2 22 2 1 2 1
1 1 0 0
( 1)
2 (2 1) (2 1)
j
j m m m
j m m m
j m m m
B B B B
ju mu m u m u
∞ ∞ ∞ ∞+ + + +
+ +
= = = =
− = − = −+ +∑ ∑ ∑ ∑  
 
                               2 2 1
1 (2 1)
l
l
l
B
l u
∞
−
=
= − −∑            
 
and similarly we have 
 
          2 2 1 21 2 1 2 2 1
1 1 0 1
( 1) 1
2 (2 1) 2 2
j
j m m m
j m m m
j m m m
B B B B
ju mu m u mu
∞ ∞ ∞ ∞
+
− − −
= = = =
− = − = ++∑ ∑ ∑ ∑  
 
We then get 
 
          1 2 21 2 1 2 1
1 1 1 1
( 1) ( 1) 1
(2 1) 2 2
j j
j j m m
j j m m
j j m m
B B B B
ju ju m u mu
∞ ∞ ∞ ∞+
− − −
= = = =
− −+ = − + +−∑ ∑ ∑ ∑  
 
                                                 2 2 1
1
1
2 (2 1) 2
m
m
m
B
m m u
∞
−
=
= − +−∑  
 
This gives us 
 
2
2 1
0 0 1
1 1 1( 1) ( ) log( ) log
1 2 2 (2 1) 2
n
k m
m
n k m
n Bu k u k u u
kn m m u
∞ ∞
−
= = =
⎛ ⎞ ⎡ ⎤− + + = − + −⎜ ⎟ ⎢ ⎥+ −⎣ ⎦⎝ ⎠∑ ∑ ∑  
  
and hence we obtain using (4.3.119)    
 
(4.3.119v)          2 2 1
1
1 1log ( ) log(2 ) log
2 2 2 (2 1)
m
m
m
Bu u u u
m m u
π ∞ −
=
⎡ ⎤Γ ≈ + − − +⎢ ⎥ −⎣ ⎦ ∑  
 
which is also reported in [126, p.8], as corrected. Since from (1.7) 
 
                                      
2 1 2
1 22(2 ) ( 1)
(2 )!
m m
m mBm
m
πς
−
+= −         
 
we have              
 
            1 2 2 2 1
1
1 1 (2 )! (2 )log ( ) log(2 ) log ( 1)
2 2 2 (2 1)
m
m m m
m
m mu u u u
m m u
ςπ π
∞ +
−
=
⎡ ⎤Γ ≈ + − − + −⎢ ⎥ −⎣ ⎦ ∑                     
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In a similar way, it is easily shown using (4.3.74) that an asymptotic expansion for ( )uψ  
is ( ) logu uψ ≈ . We have [126, p.22] (as corrected) 
 
(4.3.119vi)                  
1
( 1)
( ) log
j
j
j
j
B
u u
ju
ψ ∞
=
−≈ −∑  
 
                                            22
1
1 1log
2 2
j
j
j
B
u
u ju
∞
=
= − − ∑  
 
It is also possible to obtain an asymptotic expansion for log ( 1)G u +  in the same manner 
as above – see (4.3.128d). 
 
Since ( )sς  is monotonic decreasing for s > 1, we see from (4.3.114) that 
 
            1
0 0
1 ( 1)
1 ( 1)
kn
s
n k
n
kn k
∞
−
= =
⎛ ⎞ −⎜ ⎟+ +⎝ ⎠∑ ∑  > 10 0
1 ( 1) log( 1)( 1)
1 ( 1)
kn
s
n k
n ks
kn k
∞
−
= =
⎛ ⎞ − +− − ⎜ ⎟+ +⎝ ⎠∑ ∑  
 
 
Using (4.3.119) in the form       
                               
0 0
1 1 1log ( 1) ( 1) ( 1 ) log( 1 ) log(2 )
1 2 2
n
k
n k
n
u u k u k u
kn
π∞
= =
⎛ ⎞Γ + = − + + + + − − +⎜ ⎟+ ⎝ ⎠∑ ∑  
will enable us to evaluate the integrals  
0
log ( 1)sin 2
x
u p u duπΓ +∫  and 
0
log ( 1)cos 2
x
u p u duπΓ +∫  as series involving the cosine and sine integrals (see (6.111) in 
Volume V). 
 
It may also be noted that Dasbach [50a] has recently shown that for ( ) 4u k+ ≥  
 
                   
1 0
21 ( 1)log( )
( )
jn
j
n j
n j
u k
j jn u k
∞
= =
⎛ ⎞⎛ ⎞ −+ = ⎜ ⎟⎜ ⎟ +⎝ ⎠⎝ ⎠∑ ∑     
 
and, using suitable combinatorial identities, it may be possible to derive some interesting 
series from (4.3.119) etc.  
 
With u u→−  in (4.3.119) we have  
 
(4.3.119a)   
0 0
1 1 1log ( ) ( 1) log( ) ( ) log(2 )
1 2 2
n
k
n k
n
u k k u u u u
kn
ψ π∞
= =
⎛ ⎞Γ − = − − − − + + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 124
 
Euler’s reflection formula (C.28) gives us 
 
                    ( ) (1 )
sin
u u
u
π
πΓ Γ − =   
 
                    (1 ) ( )u u uΓ + = Γ   ⇒  (1 ) ( )u u uΓ − = − Γ −  
 
and hence we have for  0 < u  < 1 
 
(4.3.119b)   ( ) ( )
sin
u u
u u
π
πΓ Γ − = −    and    log ( ) ( ) log sinu u u u
π
πΓ Γ − =  
 
Adding the two equations (4.3.119) and (4.3.119a) together results in (provided 2 2k u≠ ) 
 
(4.3.119c) [ ]2 2
0 0
1log ( 1) log( ) ( ) ( ) 2 log(2 )
sin 1
n
k
n k
n
k k u u u u
ku u n
π ψ ψ ππ
∞
= =
⎛ ⎞= − − + − − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
and differentiation gives us 
 
(4.3.120)           
[ ] [ ]2 2
0 0
1 1 2cot ( 1) ( ) ( ) ( ) ( )
1 ( )
n
k
n k
n kuu u u u u u
ku n k u
π π ψ ψ ψ ψ∞
= =
⎛ ⎞ ′ ′− − = − − + + − + − −⎜ ⎟+ −⎝ ⎠∑ ∑  
 
We have already seen in (4.3.86) that [ ]1 cot ( ) ( )u u u
u
π π ψ ψ− − = − −  and we have by 
partial fractions 
 
      2 2
0 0 0 0 0 0
1 2 1 ( 1) 1 ( 1)( 1)
1 ( ) 1 1
k kn n n
k
n k n k n k
n n nku k k
k k kn k u n k u n k u
∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞− −− = −⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ − + + + −⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
                                                      
0 0 0 0
1 ( 1) 1 ( 1)
1 1
k kn n
n k n k
n nu u
k kn k u n k u
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− −= − +⎜ ⎟ ⎜ ⎟+ + + −⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑   
 
since 1k u
k u k u
= −+ +  
 
Referring back to (4.3.74) we see that 
 
(4.3.121)                            
0 0
1 ( 1)( )
1
kn
n k
n
u
kn k u
ψ ∞
= =
⎛ ⎞ −′ ± = ⎜ ⎟+ ±⎝ ⎠∑ ∑  
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and hence it is evident that both sides of (4.3.120) are indeed equal. It is a simple exercise 
to reverse the order of this proof. 
 
Multiplying (4.3.119c) by u , using (4.3.86) and then integrating results in a series 
involving 2 2 2 2
0 0
1 ( 1) ( ) log( )
1
n
k
n k
n
k k u k u
kn
∞
= =
⎛ ⎞ − − −⎜ ⎟+ ⎝ ⎠∑ ∑  which I suspect relates to the 
Barnes double gamma function.       
                                                                                                                                            
 
With reference to (4.3.119) we see that  
 
   
0 0
1log log ( 1) log ( ) ( 1) log( 1)
1
n
k
n k
n
u u u k u k
kn
∞
= =
⎛ ⎞= Γ + − Γ = − + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
                   
0 0
1 ( 1) log( ) ( 1) ( 1) 1 ( )
1
n
k
n k
n
k u k u u u u
kn
ψ ψ∞
= =
⎛ ⎞− − + + + + − −⎜ ⎟+ ⎝ ⎠∑ ∑      
 
                                                 
0 0
1 ( 1) log( 1)
1
n
k
n k
n
k u k
kn
∞
= =
⎛ ⎞= − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                                                  
0 0
1 1( 1) log( ) ( )
1
n
k
n k
n
k u k u
kn u
ψ∞
= =
⎛ ⎞− − + + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
This gives us   
 
                      
0 0
1 1 ( 1)log ( ) ( 1) log
1 ( )
n
k
n k
n u ku u k
ku n u k
ψ ∞
= =
⎛ ⎞ + +− − = −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
and letting 1u =  we obtain another derivation of (4.3.76). We note that the right-hand 
side vanishes as u →∞  and hence we have the well-known result (E.66a) 
 
  (4.3.121aa)                  lim[log ( )] 0
u
u uψ→∞ − =  
 
We now consider 
 
      ( 1)log log( 1) log( )
( )
u kk k u k k u k
u k
+ + = + + − ++  
 
         ( 1) log( 1) ( 1) log( 1) ( ) log( ) log( )u k u k u u k u k u k u u k= + + + + − + + + − + + + +    
 
         ( 1) log( 1) ( ) log( ) ( 1) log( 1) log( )u k u k u k u k u u k u u k= + + + + − + + − + + + + +        
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and thus we see from (4.3.107a) that 
 
     
00 0
1 ( 1)( 1) log lim[( 1) ( , 1) ( , 1)]
1 ( )
n
k
sn k
n u kk s s u s u
kn u k
ς ς∞ →= =
⎛ ⎞ + + ′− = − − + + +⎜ ⎟+ +⎝ ⎠∑ ∑    
 
                                          
0
lim[( 1) ( , ) ( , )] ( 1) ( 1) ( )
s
s s u s u u u u uς ς ψ ψ→ ′+ − + − + + +      
 
 
                           (0, 1) (0, 1) (0, ) (0, ) ( 1) ( 1) ( )u u u u u u u uς ς ς ς ψ ψ′ ′= + − + − + − + + +  
 
Hence we deduce that  
 
   1log ( ) (0, 1) (0, 1) (0, ) (0, ) ( 1) ( 1) ( )u u u u u u u u u u
u
ψ ς ς ς ς ψ ψ′ ′− − = + − + − + − + + +   
    
which results in 
 
   1log ( 1)[ ( 1) ( )] (0, 1) (0, ) (0, 1) (0, )u u u u u u u u
u
ψ ψ ς ς ς ς′ ′+ + + − − = + − − + +      
 
                                                          (0, 1) (0, ) 1u uς ς′ ′= + − +     
 
Since  1( 1) ( )u u
u
ψ ψ+ − =  we obtain for u > 0   
 
(4.3.121a)            log (0, 1) (0, )u u uς ς′ ′= + −       
 
With 1u =  we see that    
 
(4.3.121b)            1(0,2) (0,1) (0) log(2 )
2
ς ς ς π′ ′ ′= = = −  
 
and we also have   
 
(4.3.121c)            log( ) (0, 1) (0, )u a u a u aς ς′ ′+ = + + − +     
 
In fact, by subtracting the following two equations, we note that (4.3.121a) is merely a 
disguised form of Lerch’s identity (4.3.116) 
 
               1log ( ) (0, ) log(2 )
2
u uς π′Γ = +      
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               1log ( 1) log log ( ) (0, 1) log(2 )
2
u u u uς π′Γ + = + Γ = + +       
 
From (4.3.121a) we see that 
 
               
0
1lim[log (0, )] (0,1) (0) log(2 )
2u
u uς ς ς π→ ′ ′ ′+ = = = −      
 
and this implies that (0, )uς ′ →∞  as 0u → (as may also be seen from Lerch’s identity).   
                        
                                                                                                                                  
 
We now let 1/ 2u =  in (4.3.119) to obtain  
 
     
0 0
1 1 1 1 1 1log ( 1) log log(2 )
2 1 2 2 2 2
n
k
n k
n
k k
kn
ψ π∞
= =
⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞Γ = − + + +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟+⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠∑ ∑  
 
and this may be written as 
 
         ( )
0 0 0 0
1 1 1log ( 1) log 2 1 log 2 ( 1)
2 1 1
n n
k k
n k n k
n n
k k k
k kn n
π ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞= − + − −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
                          1 1log 2 log(2 )
2 2
γ π− − +    
 
This then simplifies to 
 
(4.3.121d)       ( )
0 0
1 1( 1) log 2 1
1 2
n
k
n k
n
k k
kn
γ∞
= =
⎛ ⎞ − + =⎜ ⎟+ ⎝ ⎠∑ ∑  
 
and we may note from (4.3.118) that  
 
                       
0 0
1 1 1( 1) log( 1) log(2 )
1 2 2
n
k
n k
n
k k
kn
γ π∞
= =
⎛ ⎞ − + = + −⎜ ⎟+ ⎝ ⎠∑ ∑     
 
Subtraction results in 
 
(4.3.121e)      
0 0
1 2 1 1( 1) log [log(2 ) 1]
1 1 2
n
k
n k
n kk
kn k
π γ∞
= =
⎛ ⎞ +− = − −⎜ ⎟+ +⎝ ⎠∑ ∑     
 
A further proof of (4.3.121d) is given below. We see from the Hasse representation that 
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1
1
0 0
2 1 ( 1)( ,1/ 2)
1 1 (2 1)
s kn
s
n k
n
s
ks n k
ς
− ∞
−
= =
⎛ ⎞ −= ⎜ ⎟− + +⎝ ⎠∑ ∑  
 
Differentiation results in 
                
1 1
1 2 1
0 0 0 0
2 1 ( 1) log(2 1) 2 [( 1) log 2 1] 1 ( 1)( ,1/ 2)
1 1 (2 1) ( 1) 1 (2 1)
s k s kn n
s s
n k n k
n nk ss
k ks n k s n k
ς
− −∞ ∞
− −
= = = =
⎛ ⎞ ⎛ ⎞− + − − −′ = − +⎜ ⎟ ⎜ ⎟− + + − + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑
             
and, with 0s = , we obtain 
 
0 0 0 0
1 1 1 1(0,1/ 2) ( 1) (2 1) log(2 1) [1 log 2] ( 1) (2 1)
2 1 2 1
n n
k k
n k n k
n n
k k k
k kn n
ς ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞′ = − + + − + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
Using (4.3.76e) this simplifies to 
 
0 0
1 1(0,1/ 2) ( 1) (2 1) log(2 1)
2 1
n
k
n k
n
k k
kn
ς ∞
= =
⎛ ⎞′ = − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                
0 0 0 0
1 1 1( 1) log(2 1) ( 1) log(2 1)
1 2 1
n n
k k
n k n k
n n
k k k
k kn n
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞= − + + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
Reference to (4.3.74) with 1/ 2u =  gives us 
 
                  
0 0 0 0
1 1 1( 1) log(2 1) log 2 ( 1)
2 1 1
n n
k k
n k n k
n n
k
k kn n
ψ ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞⎛ ⎞ = − + − −⎜ ⎟ ⎜ ⎟⎜ ⎟ + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑    
 
and we therefore have 
 
(4.3.122)                 
0 0
1 ( 1) log(2 1) log 2
1
n
k
n k
n
k
kn
γ∞
= =
⎛ ⎞ − + = − −⎜ ⎟+ ⎝ ⎠∑ ∑  
       
Hence we obtain 
 
             
0 0
1 1 1(0,1/ 2) ( 1) log(2 1) log 2
1 2 2
n
k
n k
n
k k
kn
ς γ∞
= =
⎛ ⎞′ = − + − −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
We already know from the Lerch identity (4.3.116) that 
 
                       1log (1/ 2) (0,1/ 2) log(2 )
2
ς π′Γ = +  
 
and hence we have 
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(4.3.122a)         1(0,1/ 2) log 2
2
ς ′ = −  
 
which may also be seen by differentiating (4.3.74dii). 
 
This then gives us in accordance with (4.3.121d) 
 
                                
0 0
1 1( 1) log(2 1)
1 2
n
k
n k
n
k k
kn
γ∞
= =
⎛ ⎞ − + =⎜ ⎟+ ⎝ ⎠∑ ∑        
                                                                                                                                         
 
We have by definition for s  > 1  
 
                 
0
1( , )
( )sn
s u
n u
ς ∞
=
= +∑  
 
and thus  
 
(4.3.123) 
0 0
1 1 1( ,1/ 2) 2 2 (2 1) ( )
(2 1) (2 )
s s s
s s s
n n
s s
n n n
ς ς∞ ∞
= =
⎛ ⎞= = − = −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
and we deduce that for s  > 1 
 
(4.3.124)                ( )11
0 0
1 ( 1) ( 1) 2 2 ( )
1 (2 1)
kn
s
s
n k
n
s s
kn k
ς∞ −−
= =
⎛ ⎞ − = − −⎜ ⎟+ +⎝ ⎠∑ ∑    
 
Differentiation of (4.3.124) results in 
    
( ) ( ) ( )1 1 11
0 0
( 1) log 2 11 2 2 ( ) ( 1) 2 2 ( ) ( 1)2 ( ) log 2
1 (2 1)
kn
s s s
s
n k
n k
s s s s s
kn k
ς ς ς∞ − − −−
= =
− +⎛ ⎞ ′− = − + − − + −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
and, with 0s = , we obtain with the use of (3.11a) 
 
(4.3.124a)               ( )
0 0
1 ( 1) (2 1) log 2 1 2 (0) log 2 log 2
1
n
k
n k
n
k k
kn
ς∞
= =
⎛ ⎞ − + + = = −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
Reference to (4.3.74) with 1/ 2u =  gives us 
 
                 
0 0 0 0
1 1 1( 1) log(2 1) log 2 ( 1)
2 1 1
n n
k k
n k n k
n n
k
k kn n
ψ ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞⎛ ⎞ = − + − −⎜ ⎟ ⎜ ⎟⎜ ⎟ + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑    
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and we therefore have 
 
(4.3.125)                
0 0
1 ( 1) log(2 1) log 2
1
n
k
n k
n
k
kn
γ∞
= =
⎛ ⎞ − + = − −⎜ ⎟+ ⎝ ⎠∑ ∑  
               
This concurs with the above analysis.    
                                                                                                                                     
 
THE GOSPER/VARDI FUNCTIONAL EQUATION 
 
 
We now consider the function 
 
                 2 2 2( )log log( ) log(1 )
(1 )
u jj j u j j j
j
+ = + − ++    
 
Since [( ) ]p pj j u u= + − we have 
     
                 2 2 2( ) 2 ( )j j u u j u u= + − + +   
 
                 2 2( 1) 2( 1) 1j j j= + − + +        
 
and see that 
 
      2 2 2 2( )log [( ) 2 ( ) ]log( ) [( 1) 2( 1) 1]log(1 )
(1 )
u jj j u u j u u u j j j j
j
+ = + − + + + − + − + + ++  
 
Therefore we get upon making the summation 
 
       2
0 0
1 ( )( 1) log
1 (1 )
k
j
k j
k u jj
jk j
∞
= =
⎛ ⎞ +−⎜ ⎟+ +⎝ ⎠∑ ∑  
  
                                  2 2
0 0
1 ( 1) [( ) log( ) (1 ) log(1 )]
1
k
j
k j
k
u j u j j j
jk
∞
= =
⎛ ⎞= − + + − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                                 
0 0
12 ( 1) [ ( ) log( ) (1 ) log(1 )]
1
k
j
k j
k
u u j u j j j
jk
∞
= =
⎛ ⎞− − + + − + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
                                  2
0 0
1 ( 1) [ log( ) log(1 )]
1
k
j
k j
k
u u j j
jk
∞
= =
⎛ ⎞+ − + − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
Referring to (4.3.108) and (4.3.109) 
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0 0
1(0, ) (0, ) ( 1) ( ) log( )
1
n
j
n j
n
u u u j u j
jn
ς ς ∞
= =
⎛ ⎞′ − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑     
 
                 2
0 0
12 ( 1, ) ( 1, ) ( 1) ( ) log( )
1
n
j
n j
n
u u u j u j
jn
ς ς ∞
= =
⎛ ⎞′ − − − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑      
 
we see that 
 
                   2
0 0
1 ( )( 1) log
1 (1 )
k
j
k j
k u jj
jk j
∞
= =
⎛ ⎞ +−⎜ ⎟+ +⎝ ⎠∑ ∑  
 
                                                
2
2 ( 1, ) ( 1, ) 2 ( 1,1) ( 1,1)
2 (0, ) 2 (0, ) 2 (0,1) 2 (0,1)
( )
u u
u u u u
u u
ς ς ς ς
ς ς ς ς
ψ γ
′ ′= − − − − − + −
′ ′− + + −
+ +
 
 
 
                                               
2
2
2
1 1 12 ( 1, ) 2 ( 1)
2 6 12
2 (0, ) 2 2 (0) 1
( )
u u u
u u u u
u u
ς ς
ς ς
ψ γ
⎛ ⎞′ ′= − + − + − − −⎜ ⎟⎝ ⎠
′ ′− + − + +
+ +
 
 
Then using Lerch’s identity  
 
                         1(0, ) log ( ) log(2 )
2
u uς π′ = Γ −        1(0,1) log(2 )
2
ς π′ = −  
this becomes 
 
( )( )2 12 ( 1, ) 2 ( 1) 2 log ( ) ( 1) log(2 ) ( ) 1 3 2
2
u u u u u u u uς ς π ψ γ′ ′= − − − − Γ + − + + − − +  
 
Since from (4.3.84)  
 
2 2
0 0
1 ( )( 1) log ( 1) log(2 ) 2 log (1 ) ( )
1 (1 )
k
j
k j
k u jj u G u u u
jk j
π ψ∞
= =
⎛ ⎞ +− = − − + +⎜ ⎟+ +⎝ ⎠∑ ∑  
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                                                        ( )( )1 1 3 2
2
u uγ+ − − +  
 
we have therefore shown that 
 
(4.3.126)                 log ( 1) log ( ) ( 1) ( 1, )G u u u uς ς′ ′+ − Γ = − − −  
   
This functional equation was derived by Vardi in 1988 and also by Gosper in 1997 (see 
[6a]).  
 
Letting 1u u→ +  in (4.3.126) we get 
 
                               log (1 1 ) (1 ) log (1 ) ( 1) ( 1,1 )G u u u uς ς′ ′+ + − + Γ + = − − − +  
 
and we have 
 
                               log (1 1 ) log (1 ) log (1 )G u G u u+ + = + + Γ +  
 
We then see that 
 
(4.3.126i)               log (1 ) log (1 ) ( 1) ( 1,1 )G u u u uς ς′ ′+ − Γ + = − − − +   
 
and upon subtraction we see that  
 
                               ( 1,1 ) ( 1, ) logu u u uς ς′ ′− + − − =   
 
Differentiating this, by reference to (4.3.126di), we obtain 
 
                               (0,1 ) (0,1 ) (0, ) (0, ) 1 logu u u u uς ς ς ς′ ′+ − + − + = +  
 
which, using (4.3.110a), concurs with (4.3.121a)   
       
                               log (0, 1) (0, )u u uς ς′ ′= + −       
     
Letting 1u u→ −  in (4.3.126) we get with 1u − > 0 
 
                               log ( ) ( 1) log ( 1) ( 1) ( 1, 1)G u u u uς ς′ ′− − Γ − = − − − −   
 
and subtraction results in 
 
                               ( )( 1) log ( 1, 1) ( 1, )
( 1)
uu u u
u
ς ςΓ ′ ′− = − − − −Γ −    
 
With 2u =  we see that ( 1,2) ( 1,1) ( 1)ς ς ς′ ′ ′− = − = −  and 
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1
( )lim( 1) log ( 1,1) ( 1,0)
( 1)u
uu
u
ς ς→
Γ ′ ′− = − − −Γ −  
 
and hence we see that ( 1,1) ( 1,0)ς ς′ ′− = − . 
 
It will be noted from (4.3.84) that we need log( )u j+  to exist and hence we require 
u j+ > 0 ; it therefore appeared to me that (4.3.126) might be valid for negative values of 
u  provided u j+ > 0 , and in particular 1u + > 0. Hence 1/ 2u = −  initially seemed a 
reasonable candidate. 
 
(4.3.126a)                1 1 1 1log log ( 1) 1,
2 2 2 2
G ς ς⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′+ Γ − = − − − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ (?) 
 
However, we know from [126, p.4] that 1 1
2 2
π⎛ ⎞Γ − = −⎜ ⎟⎝ ⎠  and hence we end up with the 
logarithm of a negative number. 
 
As another example we have 
 
(4.3.126b)                1log (3/ 2) log ( 1) ( 1,1/ 2)
4
G π ς ς′ ′− = − − −  
 
where (3 / 2) (1/ 2) (1/ 2)G G= Γ  may be evaluated in terms of the Glaisher-Kinkelin 
constant. Using (4.3.170d) 
 
                                ( ) ( )2 log 21 1 1 11, 1 log 2 1
2 4 2 24 2
Bς ς ς⎛ ⎞′ ′ ′− = − − − = − − −⎜ ⎟⎝ ⎠  
 
we easily determine that [126, p.26] 
 
(4.3.126bi)                  ( )1 3 1log (1/ 2) log 1 log 2
4 2 24
G π ς ′= − + − +  
 
We have 
                                    ( )1log 1
12
A ς ′= − −  
 
where A  is the Glaisher-Kinkelin constant and from [126, p.25] the numerical value is 
reported as approximately 
  
                                   1.282427130...A =  
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The identity (4.3.126) also implies that 
 
(4.3.126c)         
1
lim ( 1, ) ( 1,1) ( 1)
u
uς ς ς→ ′ ′ ′− = − = − and  0lim ( 1, ) ( 1,0) ( 1)u uς ς ς→ ′ ′ ′− = − = −  
 
This is considered further in (4.3.132). 
 
In this regard, it may be noted Apostol [14b] has shown that for 1−  < s  < 0 
 
(4.3.126d)                       
0
lim ( , ) ( )
u
s u sς ς→ + =    
 
Differentiating (4.3.126) we obtain 
   
                     ( 1) ( ) log ( ) ( 1, )
( 1)
G u du u u u
G u du
ψ ς′ + ′− − Γ = − −+      
 
We have 
                     ( , ) ( , ) [ ( 1, )]s u s u s s u
u s s u s
ς ς ς∂ ∂ ∂ ∂ ∂= = − +∂ ∂ ∂ ∂ ∂  
 
                                          ( 1, ) ( 1, )s u s s u
s
ς ς∂= − + − +∂    
 
and therefore we get 
 
 (4.3.126di)       ( 1, ) (0, ) (0, )d u u u
du
ς ς ς′ ′− − = − +  
 
Using Lerch’s identity, we then see that 
 
                  ( 1) 1( ) log ( ) log ( ) log(2 ) (0, )
( 1) 2
G u u u u u u
G u
ψ π ς′ + − − Γ = − Γ + ++   
 
and integrating this we obtain 
 
(4.3.126e)                
0
1 1log ( 1) ( ) log(2 ) (1 )
2 2
x
G x u u x x xψ π+ − = + −∫   
                                                                                                                                          
which is equivalent to Alexeiewsky’s theorem (4.3.85) 
                                                                                                                                    
 
We now revisit (4.3.74) 
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0 0
1( ) ( 1) log( )
1
n
j
n k
n
u u k
kn
ψ ∞
= =
⎛ ⎞= − +⎜ ⎟+ ⎝ ⎠∑ ∑    
 
where multiplication by u  and integration gives us 
 
                       
0 00 0
1( ) ( 1) log( )
1
t tn
j
n k
n
u u du u u k du
kn
ψ ∞
= =
⎛ ⎞= − +⎜ ⎟+ ⎝ ⎠∑ ∑∫ ∫    
 
With integration by parts we have 
 
                       
0
0 0
( ) log ( ) log ( )
t t
tu u du u u u duψ = Γ − Γ∫ ∫  
 
By L’Hôpital’s rule we see that 
 
                       [ ] 20 0 0log ( ) ( )lim log ( ) lim lim1/ 1/u u u
u uu u
u u
ψ
→ → →
ΓΓ = = −  
 
From (E.14) we have 
 
                      
1
1 1 1( )
k
u
u k u k
ψ γ ∞
=
⎛ ⎞= − − + −⎜ ⎟+⎝ ⎠∑  
 
and hence we see that 2
0
lim ( ) 0
u
u uψ→ ⎡ ⎤ =⎣ ⎦  and this therefore implies that  
[ ]
0
lim log ( ) 0
u
u u→ Γ = . This may also be seen more directly by considering the form 
 
                       log ( 1) log log ( )u u u u u uΓ + = + Γ     
 
Accordingly we have 
 
                       
0 0
( ) log ( ) log ( )
t t
u u du t t u duψ = Γ − Γ∫ ∫   
 
An easy integration by parts gives us 
 
                       2 2
00
1log( ) (2 ) 2( ) log( )
4
tt
u u k du k u k u u k⎡ ⎤+ = − − − +⎣ ⎦∫   
 
and a little algebra gives us 
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                                                 2
0
1 (2 ) 2[( ) 2 ( )]log( )
4
t
k u k u u k u u k⎡ ⎤= − − + − + +⎣ ⎦   
 
Hence we have from (4.3.108) and (4.3.109) 
 
                       
0
( ) ( ) (0)
t
u u du F t Fψ = −∫     
 
where 
               ( )1( ) 1 2[2 ( 1, ) ( 1, )] 4 [ (0, ) (0, )]
4
F t t t t t t tς ς ς ς′ ′= − − − − − − + −  
 
 
              ( )1(0) 1 2[2 ( 1,0) ( 1,0)]
4
F ς ς′= − − − − −   
 
Using (4.3.126c) we get 
 
              ( )1(0) 1 2[2 ( 1) ( 1,0)]
4
F ς ς′= − − − − −  
 
        ( )1( ) (0) 4[ ( 1) ( 1, )] 2[ ( 1, ) ( 1,0)] 4 [ (0, ) (0, )]
4
F t F t t t t t tς ς ς ς ς ς′ ′ ′− = − + − − − + − − − + −  
 
and hence 
 
                ( )
0
1( ) 4[ ( 1) ( 1, )] ( 1, )] 4 [ (0, ) (0, )]
4
t
u u du t t t t t tψ ς ς ς ς ς′ ′ ′= − + − − − − − + −∫  
 
Then using (4.3.110a), (4.3.116) and (4.3.126) we get another derivation of 
Alexeiewsky’s theorem (4.3.85). 
 
                
0
1 1( ) log ( 1) log(2 ) ( 1)
2 2
t
u u du G u u uψ π= + − − −∫     
                                                                                                                                         
 
We now refer back to (4.3.75) and (4.3.84) as shown below 
 
      
0 0
1 ( )log ( ) ( 1) log ( ) 1
1 (1 )
n
k
n k
n u ku k u u u
kn k
ψ γ∞
= =
⎛ ⎞ +Γ = − + + + −⎜ ⎟+ +⎝ ⎠∑ ∑   
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2
0 0
2
1 ( )2 log (1 ) ( 1) log(2 ) ( 1) log
1 (1 )
1                       ( ) ( 1)(3 2)
2
k
j
k j
k u jG u u j
jk j
u u u u
π
ψ γ
∞
= =
⎛ ⎞ ++ = − − −⎜ ⎟+ +⎝ ⎠
+ + − − +
∑ ∑
             
 
Letting 0u =  in (4.3.84) we deduce that 
 
                   2
0 0
1 ( 1) log 1 log(2 )
1 1
n
k
n k
n kk
kn k
γ π∞
= =
⎛ ⎞ ⎡ ⎤− = + −⎜ ⎟ ⎢ ⎥+ +⎣ ⎦⎝ ⎠∑ ∑  
 
which we also saw in (4.3.77a). 
                                                                                                                                         
 
A slightly different proof of (4.3.126) is shown below. Hasse’s formula gives us 
 
        1 2 1
0 0 0 0
1 1 ( 1) log( 1) 1 1 ( 1)( )
1 1 ( 1) ( 1) 1 ( 1)
k kn n
s s
n k n k
n nks
k ks n k s n k
ς ∞ ∞− −
= = = =
⎛ ⎞ ⎛ ⎞− + −′ = − −⎜ ⎟ ⎜ ⎟− + + − + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑   
 
             2 2
0 0 0 0
1 1 1 1( 1) ( 1) ( 1) log( 1) ( 1) ( 1)
2 1 4 1
n n
k k
n k n k
n n
k k k
k kn n
ς ∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞′ − = − + + − − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
We will see in (F.21) of Volume VI that (see also Guillera and Sondow’s paper [75aa]) 
 
                             2 2
0 0
1 1( 1) ( 1)
1 6
n
k
n k
n
k B
kn
∞
= =
⎛ ⎞ − + = =⎜ ⎟+ ⎝ ⎠∑ ∑    
 
which can also be seen from 
 
                             2
0 0
1 ( 1) ( 1) 2 ( 1,1)
1
n
k
n k
n
k
kn
ς∞
= =
⎛ ⎞ − + = − −⎜ ⎟+ ⎝ ⎠∑ ∑                  
 
We have 
 
                             2
0 0
1 ( 1) ( 1) log( 1)
1
n
k
n k
n
k k
kn
∞
= =
⎛ ⎞ − + + =⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                             2
0 0 0 0
1 1( 1) log( 1) 2 ( 1) log( 1)
1 1
n n
k k
n k n k
n n
k k k k
k kn n
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− + + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
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0 0
1 ( 1) log( 1)
1
n
k
n k
n
k
kn
∞
= =
⎛ ⎞+ − +⎜ ⎟+ ⎝ ⎠∑ ∑  
   
Using (4.3.115a) this then gives us 
 
             2
0 0
1 1 1 12 ( 1) ( 1) log( 1) 2 log(2 )
1 12 2 2
n
k
n k
n
k k
kn
ς γ π γ∞
= =
⎛ ⎞ ⎡ ⎤′ − = − + − + + − −⎜ ⎟ ⎢ ⎥+ ⎣ ⎦⎝ ⎠∑ ∑   
 
and therefore we get 
 
                            2
0 0
1 11( 1) log( 1) 2 ( 1) log(2 )
1 12
n
k
n k
n
k k
kn
ς γ π∞
= =
⎛ ⎞ ′− + = − − − +⎜ ⎟+ ⎝ ⎠∑ ∑    
    
Hence using (4.3.84) we obtain 
 
2 2
0 0
12 log (1 ) ( 1) log(2 ) ( 1) log( ) ( )
1
n
k
n k
n
G u u k u k u u
kn
π ψ∞
= =
⎛ ⎞+ = − − − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                         1 11( 1)(3 2) 2 ( 1) log(2 )
2 12
u u ς π′− − + + − − +   
 
2
0 0 0 0
1 1( 1) ( ) log( ) 2 ( 1) log( )
1 1
n n
k k
n k n k
n n
u k u k u k u k
k kn n
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞= − − + + + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
                         2 1 112 ( ) ( 1) log(2 ) ( 1)(3 2) 2 ( 1) log(2 )
2 12
u u u u uψ π ς π′+ + − − − + + − − +   
 
where we have used (4.3.74) for 2 ( )u uψ . We now employ (4.3.119) for 
 
      2 2
0 0
12 ( 1) log( ) 2 log ( ) 2 ( ) 2 log(2 )
1
n
k
n k
n
u k u k u u u u u u u
kn
ψ π∞
= =
⎛ ⎞ − + = Γ − − + −⎜ ⎟+ ⎝ ⎠∑ ∑  
                           
and obtain 
 
2 log (1 )G u+ =  
 
2 2 2
0 0
2
1 ( 1) ( ) log( ) 2 log ( ) 2 ( ) 2 log(2 )
1
1 112 ( ) ( 1) log(2 ) ( 1)(3 2) 2 ( 1) log(2 )
2 12
n
k
n k
n
u k u k u u u u u u u
kn
u u u u u
ψ π
ψ π ς π
∞
= =
⎛ ⎞− − + + + Γ − − + −⎜ ⎟+ ⎝ ⎠
′+ + − − − + + − − +
∑ ∑
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2 2
0 0
1 ( 1) ( ) log( ) 2 log ( ) 2
1
1 11 ( 1)(3 2) 2 ( 1)
2 12
n
k
n k
n
u k u k u u u u
kn
u u ς
∞
= =
⎛ ⎞= − − + + + Γ − +⎜ ⎟+ ⎝ ⎠
′− − + + − −
∑ ∑
 
 
Finally, from (4.3.109) we have 
 
         2
0 0
1 ( 1) ( ) log( ) 2 ( 1, ) ( 1, )
1
n
k
n k
n
u k u k u u
kn
ς ς∞
= =
⎛ ⎞ ′− + + = − − −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
                                                                       21 1 12 ( 1, )
2 2 12
u u uς ′= − + − +   
 
and we therefore obtain (4.3.126)      
 
                        log ( 1) log ( ) ( 1) ( 1, )G u u u uς ς′ ′+ − Γ = − − −  
 
We recall (4.3.109) 
 
                 2
0 0
1 1 1( 1, ) ( 1, ) ( 1) ( ) log( )
2 2 1
n
k
n k
n
u u u k k u
kn
ς ς ∞
= =
⎛ ⎞′ − = − + − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
  
and differentiation results in 
 
                 ( 1, )d u
du
ς ′ − =  
 
                  
0 0 0 0
1 1 1 1 1( 1) ( ) ( 1) ( ) log( )
4 2 2 1 1
n n
k k
n k n k
n n
u u k u k k u
k kn n
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− + − + + − + +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
               
0 0 0 0
1 1 1 1 1( 1) ( ) ( 1) ( ) log( )
4 2 2 1 1
n n
k k
n k n k
n n
u u k u k k u
k kn n
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞= − + − + + − + +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑          
 
Using (4.3.119) we have 
 
              
0 0
1 1 1( 1) ( ) log( ) log ( ) log(2 )
1 2 2
n
k
n k
n
u k u k u u
kn
π∞
= =
⎛ ⎞ − + + = Γ − + −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
and we obtain 
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              1 1( 1, ) log ( ) log(2 )
2 2
d u u u
du
ς π′ − = Γ − + −   
 
From (4.3.126di) we have 
 
              ( 1, ) (0, ) (0, )d u u u
du
ς ς ς′ ′− = −  
 
and hence we obtain Lerch’s identity (4.3.116) 
 
              1(0, ) log ( ) log(2 )
2
u uς π′ = Γ −   
 
A further differentiation results in 
 
             
2
2 ( 1, )
d u
du
ς ′ − =  
 
         
0 0 0 0 0 0
1 1 1 1 1( 1) ( 1) ( 1) log( )
2 2 1 1 1
n n n
k k k
n k n k n k
n n n
k u
k k kn n n
∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞− + − + − + − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
                     
0 0
11 ( 1) log( )
1
n
k
n k
n
k u
kn
∞
= =
⎛ ⎞= + − +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
and hence we get 
 
 (4.3.126f)            
2
2 ( 1, ) 1 ( )
d u u
du
ς ψ′ − = +          
 
 Differentiating (4.3.84) we get  
 
           2 log (1 )d G u
du
+ =   
 
       
2
2
0 0
1 1( 1) ( 1) log(2 ) ( ) ( 1)(3 2)
1 2
k
j
k j
k j d u u u u u
jk u j du
π ψ γ∞
= =
⎛ ⎞ ⎡ ⎤− − + − + + − − +⎜ ⎟ ⎢ ⎥+ + ⎣ ⎦⎝ ⎠∑ ∑     
 
Since  
2 2j uj u
u j u j
= − ++ +   we have  
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2
0 0 0 0 0 0
1 1 1( 1) ( 1) ( 1)
1 1 1
k k k
j j j
k j k j k j
k k kj j u
j j jk u j k k
∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞− = − − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ + + +⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑   
 
                                                  2
0 0
1 1( 1)
1
k
j
k j
k
u
jk u j
∞
= =
⎛ ⎞+ −⎜ ⎟+ +⎝ ⎠∑ ∑     
 
                                                    21 ( )
2
u u uψ ′= − − +    
 
We then obtain 
 
           2 log (1 )d G u
du
+ =   
 
       2 21 1( ) ( 1) log(2 ) ( ) ( 1)(3 2)
2 2
du u u u u u u u
du
ψ π ψ γ⎡ ⎤′+ − + − + + − − +⎢ ⎥⎣ ⎦    
 
and upon integrating this simpler expression we obtain  
             
           2 log (1 )G u+ =   
       
2 2 2
0
1 1 1( ) ( 1) log(2 ) ( ) ( 1)(3 2) [log(2 ) 1 ]
2 2 2
u
u u x x dx u u u u uψ π ψ γ π γ′− − + + − + + − − + + − −∫
 
2 2 2
0
2 ( ) log(2 ) ( )
u
u u x x dx u u uψ π ψ′= − − + + +∫  
 
By integration by parts we have 
 
                    2 2
0 0
( ) ( ) 2 ( )
u u
x x dx u u x x dxψ ψ ψ′ = −∫ ∫  
 
                                       2
0
( ) 2 log ( ) 2 log ( )
u
u u u u x dxψ= − Γ + Γ∫  
 
and we have now obtained a further derivation of Alexeiewsky’s theorem. 
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A LOGARITHMIC SERIES FOR log A  
 
We recall from (4.3.109) that 
 
(4.3.127)                 2
0 0
1 1 1( 1, ) ( 1, ) ( 1) ( ) log( )
2 2 1
n
k
n k
n
u u u k u k
kn
ς ς ∞
= =
⎛ ⎞′ − = − + − + +⎜ ⎟+ ⎝ ⎠∑ ∑    
      
and, combining this with (4.3.126), we get  
 
(4.3.127a) 
    2
0 0
1 1 1log ( 1) log ( ) ( 1) ( 1, ) ( 1) ( ) log( )
2 2 1
n
k
n k
n
G u u u u u k u k
kn
ς ς ∞
= =
⎛ ⎞′+ − Γ = − − − − − + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
We have 
                         22
1 1 1 1( 1, ) ( )
2 2 2 12
u B u u uς − = − = − + −   
 
and therefore 
                         1( 1,1)
12
ς − = −  
 
We accordingly see from (3.11b) in Volume I that 
 
                        1( 1,0) ( 1)
12
ς ς− = − = −                          
 
With 1u =  in (4.3.127) we get 
 
                       2
0 0
1 1 1( 1,1) ( 1,1) ( 1) (1 ) log(1 )
2 2 1
n
k
n k
n
k k
kn
ς ς ∞
= =
⎛ ⎞′ − = − + − + +⎜ ⎟+ ⎝ ⎠∑ ∑      
 
                                    2
0 0
1 1 1 ( 1) (1 ) log(1 )
24 2 1
n
k
n k
n
k k
kn
∞
= =
⎛ ⎞= − + − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
From (4.3.126) we note that   
        
                             log (2) log (1) ( 1) ( 1,1)G ς ς′ ′− Γ = − − −  
 
and hence, since (2) 1G = , we have as expected 
 
                              ( 1,1) ( 1)ς ς′ ′− = −  
 
Accordingly we see that 
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 (4.3.128)             2
0 0
1 1 1( 1) ( 1) (1 ) log(1 )
24 2 1
n
k
n k
n
k k
kn
ς ∞
= =
⎛ ⎞′ − = − + − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
Guillera and Sondow [75aa] have recently derived an equivalent expression 
 
(4.3.128a)             2
0 0
1 1 1 1log ( 1) ( 1) (1 ) log(1 )
12 8 2 1
n
k
n k
n
A k k
kn
ς ∞
= =
⎛ ⎞′= − − = − − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
where A  is the Glaisher-Kinkelin constant. 
 
With 2u =  in (4.3.126) we see that since (3) 1G =  
 
                             log (3) 2log (2) ( 1) ( 1,2) 0G ς ς′ ′− Γ = − − − =   
 
and hence we obtain  
 
(4.3.128b)            ( 1) ( 1,2)ς ς′ ′− = −    
 
Hence we get from (4.3.127) 
 
(4.3.128c)              2
0 0
1 ( 1) (2 ) log(2 ) 2 ( 1,2) ( 1,2)
1
n
k
n k
n
k k
kn
ς ς∞
= =
⎛ ⎞ ′− + + = − − −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                                                        132 ( 1) ( 1,2) 2 ( 1)
12
ς ς ς′ ′= − − − = − −  
                                                                                                                                       
Differentiating (4.3.127a) gives us 
 
        
0 0
( 1) 1 1 1( ) log ( ) ( 1) ( ) log( )
( 1) 2 4 1
n
k
n k
nG u u u u u u k u k
kG u n
ψ ∞
= =
′ ⎛ ⎞+ − − Γ = − − − + +⎜ ⎟+ + ⎝ ⎠∑ ∑  
 
                                                       
0 0
1 1 ( 1) ( )
2 1
n
k
n k
n
u k
kn
∞
= =
⎛ ⎞− − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
and reference to (4.3.108) gives us 
 
                                                  1 1 1 1[ (0, ) (0, )]
2 4 2 4
u u u uς ς′= − − − − +  
 
                                                  [ (0, ) (0, )]u uς ς′= − −  
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Then using Lerch’s identity (4.3.116) we have     
 
                                                  1 1log ( ) log(2 )
2 2
u uπ= − Γ − + −                    
 
Hence we see that 
 
                    ( 1) 1 1( ) log(2 )
( 1) 2 2
G u u u u
G u
ψ π′ + − = − + −+   
 
and integrating this gives us yet another derivation of Alexeiewsky’s theorem (4.3.85). 
 
 
ASYMPTOTIC FORMULA FOR log ( 1)G u +  
 
As mentioned in (4.3.127a) we have              
 
2
0 0
1 1 1log ( 1) log ( ) ( 1) ( 1, ) ( 1) ( ) log( )
2 2 1
n
k
n k
n
G u u u u u k u k
kn
ς ς ∞
= =
⎛ ⎞′+ − Γ = − − − − − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
We have 
 
          
2( 1) ( )
2
0 0
( 1) ( ) log( ) log ( )
k nnn u k
kk
k k
n
u k u k u j
k
⎛ ⎞− +⎜ ⎟⎝ ⎠
= =
⎡ ⎤⎛ ⎞ ⎢ ⎥− + + = +⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦
∑ ∏    
 
and as u →∞  we see that 
 
          
2
0
( 1) ( )
2
0
( 1) ( ) log( ) log
n
j
k
n
n u k
kk
k
n
u k u k u
k
=
⎛ ⎞ − +⎜ ⎟⎝ ⎠
=
⎡ ⎤∑⎛ ⎞ ⎢ ⎥− + + ≈⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦
∑  
 
Using (3.11bi) in Volume I we have 
 
           2 ,0 ,1 2,1
0
( 1) (1 ) 3 ( 1)
n
k
n n
k
n
k n n n
k
δ δ δ
=
⎛ ⎞ − + = − + −⎜ ⎟⎝ ⎠∑  
 
and therefore we see that 
 
          2 ,0 ,1 2,1
0 0 0
( 1) 3 ( 1) 2 ( 1) ( 1)
n n n
k k k
n n
k k k
n n n
k n n n k
k k k
δ δ δ
= = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞− = − + − − − − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑  
 
                                   ,1 2,1( 1)nn n nδ δ= − + −    
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          2 2 2
0 0 0 0
( 1) ( ) ( 1) 2 ( 1) ( 1)
n n n n
k k k k
k k k k
n n n n
u k u u k k
k k k k= = = =
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞− + = − + − + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑    
 
                                           2 ,0 ,1 ,1 2,12 ( 1)n n nu un n n nδ δ δ δ= − − + −      
 
                                           2 ,0 ,1 2,1(2 ) ( 1)n nu un n n nδ δ δ= − + + −  
 
and therefore we have as u →∞  
                        
2
,0 ,1 2,1
0 0 0
1 1( 1) ( ) log( ) (2 ) ( 1) log
1 1
n
k
n n
n k n
n
u k u k u un n n n u
kn n
δ δ δ∞ ∞
= = =
⎛ ⎞ ⎡ ⎤− + + → − + + −⎜ ⎟ ⎣ ⎦+ +⎝ ⎠∑ ∑ ∑   
 
                                                            2 1 log
6
u u u⎡ ⎤= − +⎢ ⎥⎣ ⎦  
 
Therefore we obtain 
 
            21 1 1log ( 1) log ( ) ( 1) ( 1, ) log
2 2 6
G u u u u u u uς ς ⎡ ⎤′+ − Γ ≈ − − − − − +⎢ ⎥⎣ ⎦  
 
and hence employing Stirling’s approximation for log ( )uΓ  we get 
           
2 2 21 1 1 1 1 1log ( 1) ( 1) log log log(2 )
4 6 2 6 2 2
G u u u u u u u u u u uς π⎡ ⎤ ⎡ ⎤ ⎡ ⎤′+ ≈ − + − + − − + + − − +⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 
or  
 
(4.3.128d)     2 21 3 1 1 1 1log ( 1) log(2 ) ( 1) log
2 4 2 6 4 24
G u u u u u uπ ς ⎡ ⎤′+ ≈ + − − + − − +⎢ ⎥⎣ ⎦   
 
It should however be noted that this is similar to, but does not quite agree with, the result 
reported by Choi and Srivastava [45ac]. 
 
(4.3.128e)     2 21 3 1 1log ( 1) log(2 ) ( 1) log
2 4 2 6
G u u u u uπ ς ⎡ ⎤′+ ≈ + − − + −⎢ ⎥⎣ ⎦    
 
and hence the analysis here needs to be refined (and/or corrected). Note that Adamchik’s 
result [6a] is also slightly different. 
 
This time round we employ the method shown in (4.3.119iv); we have for /k u  < 1 
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1
log( ) log log 1 ( 1)
j
j
j
j
k ku k u
u ju
∞
=
⎛ ⎞+ − = + = − −⎜ ⎟⎝ ⎠ ∑    
 
and we then obtain (it should be noted that there are major issues of convergence 
associated with the following presentation; rigour may be provided through an 
appropriate limiting procedure) 
 
2 2
0 0 0 0 1
1 1( 1) ( ) log( ) ( 1) ( ) log ( 1)
1 1
jn n
k k j
j
n k n k j
n n ku k u k u k u
k kn n ju
∞ ∞ ∞
= = = = =
⎡ ⎤⎛ ⎞ ⎛ ⎞− + + = − + − −⎢ ⎥⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠ ⎣ ⎦∑ ∑ ∑ ∑ ∑
 
We have from (A.23) 
 
2
0 0 1
1 ( 1) ( ) log ( 1)
1
jn
k j
j
n k j
n ku k u
kn ju
∞ ∞
= = =
⎡ ⎤⎛ ⎞ − + − − =⎢ ⎥⎜ ⎟+ ⎝ ⎠ ⎣ ⎦∑ ∑ ∑  
 
                                    22
0 0 1
1( ) log ( 1) ( ) ( 1)
1
jn
k j
j
n k j
n kB u u u k
kn ju
∞ ∞
= = =
⎛ ⎞− − + −⎜ ⎟+ ⎝ ⎠∑ ∑ ∑  
 
Rearrangement of the series results in 
 
2 2
0 0 1 1 0 0
1 1 1( 1) ( ) ( 1) ( 1) ( 1) ( )
1 1
jn n
k j j k j
j j
n k j j n k
n nku k u k k
k kn ju ju n
∞ ∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞− + − = − − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
and we see that 
 
2 2
1 0 0 1 0 0
1 1 1 1( 1) ( 1) ( ) ( 1) ( 1)
1 1
n n
j k j j k j
j j
j n k j n k
n n
u k k u k
k kju n ju n
∞ ∞ ∞ ∞
= = = = = =
⎛ ⎞ ⎛ ⎞− − + = − −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
                                 
1 2
1 0 0 1 0 0
1 1 1 12 ( 1) ( 1) ( 1) ( 1)
1 1
n n
j k j j k j
j j
j n k j n k
n n
u k k
k kju n ju n
∞ ∞ ∞ ∞+ +
= = = = = =
⎛ ⎞ ⎛ ⎞+ − − + − −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑  
 
Another reference to (A.23aa) then results in 
 
1 22 2
1 0 0 1 1 1
( 1) ( 1) ( 1)1 1( 1) ( 1) ( ) 2
1
j j jn
j j jj k j
j j j j
j n k j j j
B B Bn
u k k u u
kju n ju ju ju
∞ ∞ ∞ ∞ ∞+ +
= = = = = =
− − −⎛ ⎞− − + = + +⎜ ⎟+ ⎝ ⎠∑ ∑ ∑ ∑ ∑ ∑
 
We saw previously that 
 
            2 22 2 2
1 1 2
( 1) 1 1 1
2 2 2 2 12
j
j m m
j m m
j m m
B B B
ju mu u mu u u
∞ ∞ ∞
= = =
− = + = + +∑ ∑ ∑   
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and  
 
            1 2 22 1 2 1
1 1 2
( 1) 1
(2 1) 6 (2 1)
j
j m m
j m m
j m m
B B B
ju m u u m u
∞ ∞ ∞+
− −
= = =
− = − = − −− −∑ ∑ ∑  
 
We also see that 
 
            2 2 2 2 3 2 22 2 1 2
1 1 0 1
( 1)
2 (2 1) 2
j
j m m m
j m m m
j m m m
B B B B
ju mu m u mu
∞ ∞ ∞ ∞+ + + +
+
= = = =
− = − =+∑ ∑ ∑ ∑  
 
                                 2 2 2
2 (2 2)
m
m
m
B
m u
∞
−
=
= −∑   
 
We then get 
 
          1 22
1 1 1
( 1) ( 1) ( 1)
2
j j j
j j j
j j j
j j j
B B B
u u
ju ju ju
∞ ∞ ∞+ +
= = =
− − −+ +∑ ∑ ∑   
 
          2 2 22 2 2 2 2 2
2 2 2
1 1 1 2
2 2 12 3 (2 1) (2 2)
m m m
m m m
m m m
B B Bu
mu m u m u
∞ ∞ ∞
− − −
= = =
= + + − − +− −∑ ∑ ∑    
 
Then using (4.3.127a) 
          
2
0 0
1 1 1log ( 1) log ( ) ( 1) ( 1, ) ( 1) ( ) log( )
2 2 1
n
k
n k
n
G u u u u u k u k
kn
ς ς ∞
= =
⎛ ⎞′+ − Γ = − − − − − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
we obtain using (4.3.119v)  
 
2 2
2 2
1
1 1log ( 1) log(2 ) log
2 2 2 (2 1)
m
m
m
BG u u u u u u
m m u
π ∞ −
=
⎡ ⎤+ = + − − +⎢ ⎥ −⎣ ⎦ ∑  
 
                       2
1 1( 1) ( 1, ) ( ) log
2 2
u B u uς ς′+ − − − −    
 
                      2 2 22 2 2 2 2 2
2 2 2
1 1 1 1
2 2 4 8 (2 1) 2 (2 2)
m m m
m m m
m m m
B B Bu
mu m u m u
∞ ∞ ∞
− − −
= = =
+ + − − +− −∑ ∑ ∑       
 
    
which may be written as 
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2 2 21 1 1 1 1 1log ( 1) log(2 ) log log
2 2 2 2 12 4
G u u u u u u u u u uπ ⎡ ⎤ ⎡ ⎤+ = + − − − + − +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  
 
                       21 1 1( 1)
8 4 6
u uς ⎡ ⎤′− + − + − +⎢ ⎥⎣ ⎦    
 
                      2 2 2 22 2 2 2 2 2 2 2
2 2 1 2
2
2 (2 1) (2 2) 2 (2 1)
m m m m
m m m m
m m m m
B B B B
mu m u m u m m u
∞ ∞ ∞ ∞
− − − −
= = = =
− + − −− − −∑ ∑ ∑ ∑       
 
and simplified to 
 
2 21 1 1 3 1log ( 1) log(2 ) log log ( 1)
2 2 12 4 4
G u u u u u uπ ς ′+ = + − − + + −                           
 
                      2 2 2 22 2 2 2 2 2 2 2
2 2 1 2
2
2 (2 1) (2 2) 2 (2 1)
m m m m
m m m m
m m m m
B B B B
mu m u m u m m u
∞ ∞ ∞ ∞
− − − −
= = = =
− + − −− − −∑ ∑ ∑ ∑     
 
We see that    
 
2 2 2 2
2 2 2 2 2 2 2 2
2 2 1 2
2
2 (2 1) (2 2) 2 (2 1)
m m m m
m m m m
m m m m
B B B B
mu m u m u m m u
∞ ∞ ∞ ∞
− − − −
= = = =
− + − −− − −∑ ∑ ∑ ∑  
 
2
2 2
2
1 2 1 1
2 2 1 2 2 2 (2 1)
m
m
m
B
u m m m m m
∞
−
=
⎡ ⎤= − + − −⎢ ⎥− − −⎣ ⎦∑  
 
2
2 2
2 (2 1)(2 2)
m
m
m
B
m m u
∞
−
=
= − − −∑  
 
 
Hence, except for the additional factor of 1/12−   , this agrees with the asymptotic 
formula discovered by Adamchik [6a] using Hermite’s integral for the Hurwitz zeta 
function.   
 
2 2 2
2 2 2
1
1 3 1 1log ( 1) log log (0) ( 1)
2 2 12 4 ( 1)
n
k
k n
k
BG u u u u u O
k k u u
ς ς + +
=
⎛ ⎞ ⎛ ⎞′ ′+ = − − − + − − +⎜ ⎟ ⎜ ⎟+⎝ ⎠ ⎝ ⎠∑                                    
 
Corrections welcome! 
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GOSPER’S INTEGRAL  
 
 
We know from (4.3.119) that 
 
                  
0 0
1 1 1log ( ) ( 1) ( ) log( ) log(2 )
1 2 2
n
k
n k
n
u u k u k u
kn
π∞
= =
⎛ ⎞Γ = − + + + − +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
and hence we have 
 
                
1
log ( )
x
u duΓ =∫  
                    
2
0 0 1
1 1 1 1( 1) ( ) log( ) ( 1) ( 1) ( 1) log(2 )
1 2 2 2
xn
k
n k
n
u k u k du x x x
kn
π∞
= =
⎡ ⎤⎛ ⎞ − + + + − − − + −⎢ ⎥⎜ ⎟+ ⎝ ⎠ ⎣ ⎦∑ ∑ ∫  
 
The following integral is elementary 
           
2 2
1
1 1 1 1( ) log( ) ( ) log( ) (1 ) log(1 ) ( 2 ) (1 2 )
2 2 4 4
x
u k u k du x k x k k k x x k k+ + = + + − + + − + + +∫   
 
and, referring to (4.3.109), we see that 
 
1
1 1log ( ) ( 1, ) ( 1, ) ( 1,1) ( 1,1) ( )
2 2
x
u du x x R xς ς ς ς′ ′Γ = − − − − − + − +∫  
 
where 
       
2
0 0
1 1 1 1 1 1( ) ( 1) ( 1) ( 1) ( 1) log(2 ) ( 2 ) (1 2 )
1 2 2 2 4 4
n
k
n k
n
R x x x x x x k k
kn
π∞
= =
⎛ ⎞ ⎡ ⎤= − − − − + − − + + +⎜ ⎟ ⎢ ⎥+ ⎣ ⎦⎝ ⎠∑ ∑
  
 
                 21 1 1 1 1( 1) ( 1) ( 1) log(2 ) ( 2 ) (1 2 )
2 2 2 4 4
x x x x x k kπ= − − − + − − + + +  
 
With a little more algebra we find the well-known formula  
 
(4.3.129)         
1
1 1log ( ) (1 ) ( 1) log(2 ) ( 1, ) ( 1)
2 2
x
u du x x x xπ ς ς′ ′Γ = − + − + − − −∫    
 
and we also have  
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(4.3.129a)       
0
1 1log ( ) (1 ) log(2 ) ( 1, ) ( 1)
2 2
x
u du x x x xπ ς ς′ ′Γ = − + + − − −∫    
 
The above integral was found by Gosper in 1997 (see Adamchik’s paper [4]). An entirely 
different proof, using sine and cosine integrals, appears in (6.117g) in Volume V.  The 
connection between Alexeiewsky’s theorem (4.3.85), (4.3.126) and (4.3.129) is obvious. 
We immediately see that 
 
                       
1
0
1log ( ) log(2 )
2
u du πΓ =∫     
 
and letting 0x =  in (4.3.129a) we have 
 
(4.3.129b)       ( 1,0) ( 1)ς ς′ ′− = − . 
 
The integral (4.3.129a) may also be indirectly verified by differentiation using  
 
                        ( 1, ) (0, ) (0, )d x x x
dx
ς ς ς′ ′− = −    
 
and then follow up with  Lerch’s identity. 
 
From (4.3.129) we have 
 
                      
1
1
1 1log ( ) ( 1) log(2 ) ( 1, 1) ( 1)
2 2
n
u du n n n nπ ς ς
+
′ ′Γ = − + + + − + − −∫   
 
and since  
 
                      
1
0
1 1log ( ) ( ) log( ) ( 1) log(2 )
2 2
n u n
ku
u du u k u k nu n n n π
+ −
=
Γ = + + − − − +∑∫  
 
we see that 
 
                      
1 1
01
1 1log ( ) (1 ) log(1 ) ( 1) log(2 )
2 2
n n
k
u du k k n n n n π
+ −
=
Γ = + + − − + +∑∫    
 
and hence we obtain the known result 
 
(4.3.129c)                              
1
log ( 1, 1) ( 1)
n
k
k k nς ς
=
′ ′= − + − −∑                                                                            
 151
 
When 1n =  we see that 
 
(4.3.129d)                             ( 1, 2) ( 1)ς ς′ ′− = − . 
 
This is only to be expected because ( , 2) ( ) 1s sς ς= − . 
 
Integrating (4.3.87f) we see that 
 
              2 1
20
1 ( )log ( ) log ( 1)
2 ( 1)
x
k k
k
ku du x x x x x
k k
ςγ ∞ +
=
Γ = − + − + − +∑∫     
 
and equating this with (4.3.129a) gives us  
 
(4.3.129e)   
                         
2 1
2
1 1 1 ( )(1 ) log(2 ) ( 1, ) ( 1) log ( 1)
2 2 2 ( 1)
k k
k
kx x x x x x x x x
k k
ςπ ς ς γ ∞ +
=
′ ′− + + − − − = − + − + − +∑  
 
With 1x = we have [126, p.222] 
 
              
2
1 1 ( )log(2 ) 1 ( 1)
2 2 ( 1)
k
k
k
k k
ςπ γ ∞
=
= − + − +∑  
 
Differentiating (4.3.129e) results in 
 
              
2
1 1 ( )log(2 ) (0, ) (0, ) log ( 1)
2 2
k k
k
kx x x x x x
k
ςπ ς ς γ ∞
=
′− + + − = − − + −∑  
 
and, using (4.3.87f), we end up with Lerch’s identity. 
 
From (4.3.87e) and (4.3.87f) we see that 
      
2 1
2
1 1 1 ( )log (1 ) log ( ) log log(2 ) ( 1) ( 1)
2 2 2 ( 1)
k k
k
kG x x x x x x x x x x
k k
ςπ γ ∞ +
=
+ − Γ = + + − + − − +∑   
 
and looking ahead to (4.3.150a) 
 
        3
0 0
1 1 1log ( 1) log ( ) ( 1) ( ) ( 2, ) ( 2)
12 2 2
x x
G u du u u du x B x xς ς ς′ ′ ′+ − Γ = − + − − + −∫ ∫  
 
we see that 
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         3
1 1 1( 1) ( ) ( 2, ) ( 2)
12 2 2
x B x xς ς ς′ ′ ′− + − − + − =     
 
        2 2 2 3 3 2 2
2
1 1 1 1 1 1 ( )log log(2 ) ( 1)
2 4 4 6 6 4 ( 1)( 2)
k k
k
kx x x x x x x x
k k k
ςπ γ ∞ +
=
− + + − − − − + +∑    
                                   
 
THE VANISHING INTEGRAL 
 
 
From (4.3.107a) we see that 
 
                  1
0 0
1 log( )( 1) ( , ) ( , ) ( 1)
1 ( )
m
k
s
m k
m u ks s u s u
km u k
ς ς ∞ −
= =
⎛ ⎞ +′− + = − −⎜ ⎟+ +⎝ ⎠∑ ∑  
 
and hence with 1s n= −  we get { }\ 0n∀ ∈Z  
 
                 
0 0
1(1 , ) (1 , ) ( 1) ( ) log( )
1
m
k n
m k
m
n n u n u u k u k
km
ς ς ∞
= =
⎛ ⎞′ − − − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
    
We now wish to integrate the above equation. 
 
In (4.3.110) we mentioned that 
 
                       ( )(1 , ) nB un u
n
ς − = −   , 1n ≥  
 
and from Appendix A of Volume VI we see that  
 
                    1 1 1 1
1
( ) (1) ( )( )
1 1
x
n n n n
n
B x B B x BB u du
n n
+ + + +− −= =+ +∫  
 
since (A.4) shows that 1 1 1(1) (0)n n nB B B+ + += =  . 
 
Integration by parts gives us 
 
            
1( ) 1( ) log( ) log( ) ( )
1 1
n
n nu ku k u k du u k u k du
n n
+++ + = + − ++ +∫ ∫      
 
                                                
1 1
2
( ) ( )log( )
1 ( 1)
n nu k u ku k
n n
+ ++ += + −+ +    
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and hence we have 
           
1 1 1 1
2 2
1
( ) ( ) (1 ) (1 )( ) log( ) log( ) log(1 )
1 ( 1) 1 ( 1)
x n n n n
n x k x k k ku k u k du x k k
n n n n
+ + + ++ + + ++ + = + − − + ++ + + +∫     
 
Therefore we obtain 
 
1
0 0 0 01
1 1 1( 1) ( ) log( ) ( 1) ( ) log( )
1 1 1
xm m
k n k n
m k m k
m m
u k u k du x k x k
k km n m
∞ ∞ +
= = = =
⎛ ⎞ ⎛ ⎞− + + = − + +⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑∫       
 
1 1
2
0 0 0 0
1 1 1 1( 1) ( ) ( 1) (1 ) log(1 )
( 1) 1 1 1
m m
k n k n
m k m k
m m
x k k k
k kn m n m
∞ ∞+ +
= = = =
⎛ ⎞ ⎛ ⎞− − + − − + +⎜ ⎟ ⎜ ⎟+ + + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑                             
 
1
2
0 0
1 1 ( 1) (1 )
( 1) 1
m
k n
m k
m
k
kn m
∞ +
= =
⎛ ⎞+ − +⎜ ⎟+ + ⎝ ⎠∑ ∑  
 
               1 1[( 1) ( , ) ( , )] [( 1) ( ,1) ( ,1)]
1 1
n n x n x n n n
n n
ς ς ς ς′ ′= − − − − + − + − − − + −+ +  
 
                 2 2
1 1( 1) ( , ) ( 1) ( ,1)
( 1) ( 1)
n n x n n
n n
ς ς− − − − + − − −+ +  
 
              1 1( , ) ( , ) ( ,1) ( ,1)
1 1
n x n x n n
n n
ς ς ς ς′ ′= − − − − − + −+ +  
 
                1 1( , ) ( ,1)
1 1
n x n
n n
ς ς+ − − −+ +  
 
             ( , ) ( )n u nς ς′ ′= − − −  
 
Therefore we have for 1n ≥   
 
(4.3.130)            1 1
1
( )(1 , ) ( , ) ( )
( 1)
x
n nB B xn n u du n x n
n n
ς ς ς+ +−′ ′ ′− = + − − −+∫  
                     
A similar result was obtained by Adamchik [4] in 1998 by reference to polygamma 
functions of negative order. Adamchik reported the following integral over the range 
[0, ]x  
(4.3.131)             1 1
0
( )(1 , ) ( , ) ( )
( 1)
x
n nB B xn n u du n x n
n n
ς ς ς+ +−′ ′ ′− = + − − −+∫   
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(an alternative and more direct proof is given in (4.3.144)). 
 
Letting 0x →  in (4.3.131) then implies that 
 
(4.3.132)               
0
lim[ ( , ) ( )] 0
x
n x nς ς→ ′ ′− − − =      
 
and we recall that in (4.3.126b) we previously showed that 
 
                             
0
lim ( 1, ) ( 1)
x
xς ς→ ′ ′− = −   
  
By letting s p→−  in (4.3.107a) we obtain 
 
(4.3.132a)  1
0 0
1( 1) ( , ) ( , ) ( 1) ( ) log( )
1
n
k p
n k
n
p p x p x x k x k
kn
ς ς ∞ +
= =
⎛ ⎞′− + − + − = − − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
   
and letting 0x →  we get  
                     
(4.3.132b)  1
0 0
1( 1) ( ,0) ( ,0) ( 1) log
1
n
k p
n k
n
p p p k k
kn
ς ς ∞ +
= =
⎛ ⎞′− + − + − = − −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
Using (4.3.110) this becomes 
 
                       1 1
0 0
1( 1) ( ,0) ( 1) log
1 1
n
p k p
n k
B n
p p k k
kp n
ς ∞+ +
= =
⎛ ⎞′− + − − = − −⎜ ⎟+ + ⎝ ⎠∑ ∑   
 
We now use the Hasse formula (3.12) for the Riemann zeta function 
 
                                                 1
00 )1(
)1(
1
1
1
1)( −
=
∞
= +
−⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−= ∑∑ s
kn
kn kk
n
ns
sς     
 
and, in a similar manner, using (3.11c) we ascertain that 
 
(4.3.132c)          1 1
0 0
1( 1) ( ) ( 1) (1 ) log(1 )
1 1
n
p k p
n k
B n
p p k k
kp n
ς ∞+ +
= =
⎛ ⎞′− + − − = − − + +⎜ ⎟+ + ⎝ ⎠∑ ∑  
  
Equation (4.3.132c) may also be obtained directly from (4.3.132a) by letting 1x = . This 
coincides with (4.3.127) when 1p = . We have 
 
                    22
0 0
12 ( 1) ( 1) (1 ) log(1 )
2 1
n
k
n k
nB k k
kn
ς ∞
= =
⎛ ⎞′ − + = − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
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                                         2
0 0
1 ( 1) (1 2 ) log(1 )
1
n
k
n k
n
k k k
kn
∞
= =
⎛ ⎞= − + + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
                                         2
0 0
1 1 12 log(2 ) ( 1) log(1 )
2 2 1
n
k
n k
n
k k
kn
γ γ π ∞
= =
⎛ ⎞⎡ ⎤= − + + − + − +⎜ ⎟⎢ ⎥ +⎣ ⎦ ⎝ ⎠∑ ∑  
 
and therefore we get (4.3.128) 
 
(4.3.132d)             2
0 0
1 11( 1) log(1 ) 2 ( 1) log(2 )
1 12
n
k
n k
n
k k
kn
ς π γ∞
= =
⎛ ⎞ ′− + = − + − −⎜ ⎟+ ⎝ ⎠∑ ∑   
 
We now refer to (4.3.84) 
 
            
2
0 0
2
1 ( )2 log (1 ) ( 1) log(2 ) ( 1) log
1 (1 )
1                       ( ) ( 1)(3 2)
2
n
k
n k
n u kG u u k
kn k
u u u u
π
ψ γ
∞
= =
⎛ ⎞ ++ = − − −⎜ ⎟+ +⎝ ⎠
+ + − − +
∑ ∑
 
 
and then note that we may write this as 
 
            
2
0 0
2
12 log (1 ) log(2 ) ( 1) log( )
1
11 1                       +2 ( 1) ( ) ( 1)(3 2)
12 2
n
k
n k
n
G u u k u k
kn
u u u u
π
ς ψ
∞
= =
⎛ ⎞+ = − − +⎜ ⎟+ ⎝ ⎠
′ − − + − − +
∑ ∑
 
 
Alternatively, we have 
 
           
2 2
0 0
2
12 log (1 ) log(2 ) ( 1) ( ) log( )
1
11 1                       +2 ( 1) 2 ( ) ( 1)(3 2)
12 2
n
k
n k
n
G u u u k u k
kn
u u u u
π
ς ψ
∞
= =
⎛ ⎞+ = − − + +⎜ ⎟+ ⎝ ⎠
′ − − + − − +
∑ ∑
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2
0 0 0 0
2
1 1log(2 ) ( 1) ( ) log( ) 2 ( 1) log( )
1 1
11 1  2 ( 1) 2 ( ) ( 1)(3 2)
12 2
n n
k k
n k n k
n n
u u k u k k u k
k kn n
u u u u
π
ς ψ
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞= − − + + + − +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠
′+ − − + − − +
∑ ∑ ∑ ∑
 
 
Using (4.3.119) we then have 
 
2 2
0 0
2 2
1log(2 ) ( 1) ( ) log( ) 2 log ( ) 2 log(2 )
1
11 1  2 ( 1) 2 ( ) 2 ( ) ( 1)(3 2)
12 2
n
k
n k
n
u u k u k u u u u u
kn
u u u u u u
π π
ς ψ ψ
∞
= =
⎛ ⎞= − − + + + Γ + − −⎜ ⎟+ ⎝ ⎠
′+ − − + − − − +
∑ ∑
              
 
Therefore we obtain  
 
(4.3.132e) 
2 2
0 0
12 log (1 ) ( 1) ( ) log( ) 2 log ( ) 2
1
11 1                       2 ( 1) ( 1)(3 2)
12 2
n
k
n k
n
G u u k u k u u u u
kn
u uς
∞
= =
⎛ ⎞+ = − − + + + Γ + −⎜ ⎟+ ⎝ ⎠
′+ − − − − +
∑ ∑
 
 
Differentiating (4.3.132e) results in  
 
0 0 0 0
(1 ) 1 12 ( 1) ( ) 2 ( 1) ( ) log( )
(1 ) 1 1
1                       2 ( ) 2 log ( ) 4 1 3
2
n n
k k
n k n k
n nG u u k u k u k
k kG u n n
u u u u uψ
∞ ∞
= = = =
′ ⎛ ⎞ ⎛ ⎞+ = − − + − − + +⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠
+ + Γ + − − +
∑ ∑ ∑ ∑
 
 
Using (4.3.119) this becomes 
 
0 0
(1 ) 1 12 ( 1) ( ) log(2 ) 2 ( )
(1 ) 1 2
n
k
n k
nG u u k u u u
kG u n
π ψ∞
= =
′ ⎛ ⎞+ = − − + + + − +⎜ ⎟+ + ⎝ ⎠∑ ∑  
 
                 1 1log(2 ) 2 ( )
2 2
u u u uπ ψ= − + + + − +        
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and integrating this results in 
 
2
0
1 1 1log (1 ) log(2 ) ( )
2 2 2
x
G x x x x u u duπ ψ+ = + − + ∫  
 
Now making reference to (4.3.109) we see that 
 
2 11 12log (1 ) 2 ( 1, ) ( 1, ) 2 log ( ) 2  2 ( 1) ( 1)(3 2)
12 2
G u u u u u u u u uς ς ς′ ′+ = − − + − + Γ + − + − − − − +
 
and this easily simplifies to Gosper’s formula 
 
                     log (1 ) log ( ) ( 1) ( 1, )G u u u uς ς′ ′+ − Γ = − − −  
  
Therefore, assuming that (4.3.132) 
0
lim[ ( , ) ( )] 0
x
p x pς ς→ ′ ′− − − =  is correct, we have the 
non-trivial result  
 
(4.3.133)              1 1
0 0 0 0
1 1( 1) log ( 1) (1 ) log(1 )
1 1
n n
k p k p
n k n k
n n
k k k k
k kn n
∞ ∞+ +
= = = =
⎛ ⎞ ⎛ ⎞− = − + +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑   
 
It is indeed correct for 1p =  and we therefore have 
 
(4.3.133a)            2 2
0 0 0 0
1 1( 1) log ( 1) (1 ) log(1 )
1 1
n n
k k
n k n k
n n
k k k k
k kn n
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− = − + +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
This then gives us 
 
                            2
0 0 0 0
1 1( 1) log ( 1) (1 2 ) log(1 )
1 1 1
n n
k k
n k n k
n nkk k k
k kn k n
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− = − + +⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑   
 
 
                                                                              1 12 log(2 )
2 2
γ γ π⎡ ⎤= − + + −⎢ ⎥⎣ ⎦  
 
and this concurs with (4.3.77a).  
  
Letting 0u =  in (4.3.132e) gives us 
 
                         2
0 0
1 1( 1) log 2 ( 1)
1 12
n
k
n k
n
k k
kn
ς∞
= =
⎛ ⎞ ′− = − +⎜ ⎟+ ⎝ ⎠∑ ∑    
 
in agreement with (4.3.133a) in conjunction with (4.3.109). See also (4.3.137). 
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By letting 2p m=  in (4.3.132c) we obtain 
 
          2 1
0 0
1(2 1) ( 2 ) ( 1) (1 ) log(1 )
1
n
k m
n k
n
m m k k
kn
ς ∞ +
= =
⎛ ⎞′+ − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
Therefore, using (F.8a) 
  
                             2
(2 )!( 2 ) ( 1) (2 1)
2(2 )
m
m
mm mς ςπ′ − = − +  
 
we obtain  
 
(4.3.133b)     
2
2 1
0 0
2(2 ) 1(2 1) ( 1) ( 1) ( 1) log( 1)
(2 1)! 1
m n
m k m
n k
n
m k k
km n
πς ∞ +
= =
⎛ ⎞+ = − − + +⎜ ⎟+ + ⎝ ⎠∑ ∑    
 
and in particular 
 
(4.3.133c)     2 3
0 0
4 1(3) ( 1) (1 ) log(1 )
3 1
n
k
n k
n
k k
kn
ς π ∞
= =
⎛ ⎞= − − + +⎜ ⎟+ ⎝ ⎠∑ ∑    
From this we may derive an expression for 3
0 0
1 ( 1) log(1 )
1
n
k
n k
n
k k
kn
∞
= =
⎛ ⎞ − +⎜ ⎟+ ⎝ ⎠∑ ∑ in terms of 
(3)ς etc. 
 
A different proof of (4.3.133b) is contained in Volume II(b) where we made reference to 
the Stieltjes constants. 
 
We see from (4.3.110) that    
                  
(4.3.134)               
1 1
1
0 0
( )( , ) 0
1
nB un u du du
n
ς +− = − =+∫ ∫    for on∈N  
 
In fact, as noted by Espinosa and Moll [59] and Coffey [45c] for Re( )s < 1 we have 
 
(4.3.134a)             
1
0
( , ) 0s u duς =∫  
                              
A proof of this appears in Broughan’s paper “Vanishing of the integral of the Hurwitz 
zeta function” [36a]. Hence, using the Hasse representation for ( , )s uς , we have for 
Re( )s < 1  
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(4.3.135)              2 2
0 0 0 0
1 1( 1) (1 ) ( 1)
1 1
n n
k s k s
n k n k
n n
k k
k kn n
∞ ∞− −
= = = =
⎛ ⎞ ⎛ ⎞− + = −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
In fact, we note that (4.3.135) is simply an expression of the identity ( 1,1) ( 1)s sς ς− = −  
and is therefore prima facie valid for all s  except 2s = . Inspection shows that both of 
the summations diverge when 2s = . 
 
Equation (4.3.134a) may also be derived by integrating Hurwitz’s formula (4.4.228i) for 
the Fourier expansion of ( , )p tς  
 
                    1 1
1 1
cos 2 sin 2( , ) 2 (1 ) sin cos
2 (2 ) 2 (2 )p pn n
p n t p n tp t p
n n
π π π πς π π
∞ ∞
− −
= =
⎡ ⎤⎛ ⎞ ⎛ ⎞= Γ − +⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦∑ ∑              
 
We also have 
 
(4.3.135a)             
2
1
1( , )
1
s u du
s
ς = −∫  
 
and thus we get 
 
(4.3.135b)   2 2
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∞ ∞− −
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Differentiating (4.3.135) we obtain 
 
(4.3.136)     2 2
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and, letting 1s p= −  where 1p ≠ − , we may write this as   
 
(4.3.136a)   1 1
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1 1( 1) (1 ) log(1 ) ( 1) log
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k p k p
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⎛ ⎞ ⎛ ⎞− + + = −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑     
                    
which is of course simply (4.3.133). See also (4.3.137a) below. Further differentiations of 
(4.3.136) with respect to s  result in 
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(4.3.136c)   1 1
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1 1( 1) (1 ) log (1 ) ( 1) log
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Since we have already shown in (4.3.128) that 
 
                 2
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1 1 1( 1) ( 1) (1 ) log(1 )
24 2 1
n
k
n k
n
k k
kn
ς ∞
= =
⎛ ⎞′ − = − + − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
we deduce  
 
(4.3.137)      2
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1 12 ( 1) ( 1) log
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n
k
n k
n
k k
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ς ∞
= =
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We note that (4.3.137) is equivalent to (4.3.109b) as shown below  
 
                    2
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1 1 1( 1,0) ( 1,0) ( 1) log
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ς ς ∞
= =
⎛ ⎞′ − = − + −⎜ ⎟+ ⎝ ⎠∑ ∑  
              
With 1p =  in (4.3.136c) we recover (4.3.106) 
                                         
    2 2
0 0 0 0
1 1( 1) log 1 log(2 ) ( 1) log(1 )
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n n
k k
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By combining (4.3.136) with (4.3.77a) we obtain another derivation of (4.3.112). 
 
Espinosa and Moll [59] also report that for s∈ -0R  
 
(4.3.138)                   
1
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(2 1)( , ) 2 ( 1)
1
s
s u du s
s
ς ς
− −= −−∫    
 
Hence, using the Hasse representation for ( , )s uς , we have for s∈ -0R  
 
2
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or equivalently 
 
(4.3.139)  
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 161
With 0s =  we get using 1( 1)
12
ς − = −  
 
               ( )2 2
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and this is readily verified by expanding the term ( )22 1k + in the expansion. We also see 
that with 1s = −  
 
               ( )3 3
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and more generally with 2 1s m= − +  
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Differentiating (4.3.139) results in 
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and 0s =  gives us  
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∑ ∑ ∑ ∑
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1 13 ( 1) log 2
12 8
ς ′= − + +    
 
Using (4.3.110) this may be written as 
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           1 13 ( 1) log 2
6 8
ς ′= − + +  
 
and using (4.3.109) we obtain 
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2
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24 8 1 24
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∞
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Hence we have 
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2 48 24 8 1
n
k
n k
n
k k
kn
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⎛ ⎞⎛ ⎞′ − − − = − + +⎜ ⎟⎜ ⎟ +⎝ ⎠ ⎝ ⎠∑ ∑  
 
and thus 
 
2
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= =
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           1 13 ( 1) log 2
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This gives us 
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⎛ ⎞⎛ ⎞′ ′− = − − − − + −⎜ ⎟⎜ ⎟ +⎝ ⎠ ⎝ ⎠∑ ∑  
 
We have from (4.3.109b) since ( 1) ( 1,0)ς ς′ ′− = −  
 
                              2
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and hence we see that 
 
(4.3.140)           ( )1 1 11, log 2 1
2 24 2
ς ς⎛ ⎞′ ′− = − − −⎜ ⎟⎝ ⎠      
 
this is in accordance with [103] where Adamchik showed that 
 
(4.3.141)           ( )2 12 2 1log 21 (2 1)2 1, 2 12 4 2
k
k
k k
Bk k
k
ς ς
−
−
−⎛ ⎞′ ′− + = − − − +⎜ ⎟⎝ ⎠      
 
and in particular    
 
            ( ) ( )2 log 21 1 1 11, 1 log 2 1
2 4 2 24 2
Bς ς ς⎛ ⎞′ ′ ′− = − − − = − − −⎜ ⎟⎝ ⎠  
                                                                                                                                        
 
A more direct method of obtaining Adamchik’s result (4.3.130) is set out below. We have 
 
(4.3.142)       ( , ) ( , ) [ ( 1, )]s u s u s s u
u s s u s
ς ς ς∂ ∂ ∂ ∂ ∂= = − +∂ ∂ ∂ ∂ ∂  
 
                                          ( 1, ) ( 1, )s u s s u
s
ς ς∂= − + − +∂    
 
and upon integrating we see that 
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( 1, ) ( , ) ( 1, )
x x x
s s u du s u du s u du
u s
ς ς ς∂ ∂′− + = + +∂ ∂∫ ∫ ∫  
 
We therefore get 
 
(4.3.143)              
0 0
( 1, ) ( , ) ( ,0) ( 1, )
x x
s s u du s x s s u duς ς ς ς′ ′ ′− + = − + +∫ ∫      
 
and with s n= −  we have   
 
(4.3.144)                 
0 0
(1 , ) ( , ) ( ,0) (1 , )
x x
n n u du n x n n u duς ς ς ς′ ′ ′− = − − − + −∫ ∫      
 
Then using  ( )(1 , ) nB un u
n
ς − = −  for 1n ≥  we obtain (4.3.131) again 
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                               1 1
0
( )(1 , ) ( , ) ( ,0)
( 1)
x
n nB B xn n u du n x n
n n
ς ς ς+ +−′ ′ ′− = + − − −+∫  
 
and from this we immediately see that 
 
(4.3.145)                    
1
0
(1 , ) 0n u duς ′ − =∫   
 
Similarly we see that 
 
                               
2
2 ( , ) 2 ( 1, ) ( 1, )s u s u s s uu s
ς ς ς∂ ∂ ′ ′′= − + − +∂ ∂  
 
and upon integrating this we see that 
 
                
2
2
0 0 0
( 1, ) ( , ) 2 ( 1, )
x x x
s s u du s u du s u du
u s
ς ς ς∂ ∂′′ ′− + = + +∂ ∂∫ ∫ ∫  
 
and hence 
 
(4.3.146)  
                             
0 0
2 2( 1, ) ( , ) ( ,0) [ ( , ) ( ,0)] ( 1, )
x x
s s u du s x s s x s s u du
s s
ς ς ς ς ς ς′′ ′′ ′′ ′ ′− + = − − − − +∫ ∫                    
 
With s n= −  we have   
 
(4.3.147)  
       
[ ]1 1
2
0
2 ( )2(1 , ) (1 , ) (1 ,0) [ (1 , ) (1 ,0)]
( 1)
x
n nB B xn n u du n x n n x n
n n n
ς ς ς ς ς + +−′′ ′′ ′′ ′ ′− = − − − + − − − + +∫  
 
We easily see that 
 
(4.3.148)                           
1
0
(1 , ) 0n u duς ′′ − =∫      
 
Equivalent results for ( )
0
(1 , )
x
p n u duς −∫  may be easily obtained and it is fairly obvious 
that we have 
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(4.3.149)                           
1
( )
0
(1 , ) 0p n u duς − =∫                                         
                                                                                                                                                           
 
We also note from Adamchik’s integral (4.3.131) that 
 
                                         
1
0
(1 , ) 0n u duς ′ − =∫  
 
and using (4.3.107a) we see that 
 
             
0 0
1(1 , ) (1 , ) ( 1) ( ) log( )
1
n
k n
n k
n
n n u n u u k u k
kn
ς ς ∞
= =
⎛ ⎞′− − + − = − − + +⎜ ⎟+ ⎝ ⎠∑ ∑   
 
Therefore, referring to (4.3.110) we have ( )(1 , ) nB un u
n
ς − = −  and hence  
 
          
1 1
0 00 0
1 1( ) ( 1) ( ) log( )
1
n
k n
n
n k
n
B u du u k u k du
kn n
∞
= =
⎛ ⎞= − + +⎜ ⎟+ ⎝ ⎠∑ ∑∫ ∫   
 
Therefore we see that 
 
           
1
0 0 0
1 ( 1) ( ) log( ) 0
1
n
k n
n k
n
u k u k du
kn
∞
= =
⎛ ⎞ − + + =⎜ ⎟+ ⎝ ⎠∑ ∑ ∫    
 
and since 
 
        
1 1 1 1 1
2 2
0
(1 ) (1 )( ) log( ) log(1 ) log
1 ( 1) 1 ( 1)
n n n n
n k k k ku k u k du k k
n n n n
+ + + ++ ++ + = + − − ++ + + +∫      
 
we may accordingly show that 
 
(4.3.150)           ( ,0) ( )n nς ς′ ′− = − . 
                                                                                                                                        
 
We recall from (4.3.126) that 
 
                        log ( 1) log ( ) ( 1) ( 1, )G u u u uς ς′ ′+ − Γ = − − −  
 
and, upon integration using Adamchik’s integral (4.3.131),we obtain 
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 (4.3.150a)    3
0 0
1 1 1log ( 1) log ( ) ( 1) ( ) ( 2, ) ( 2)
12 2 2
x x
G u du u u du x B x xς ς ς′ ′ ′+ − Γ = − + − − + −∫ ∫  
 
since 3 3
0
( )2 ( 1, ) ( 2, ) ( 2)
6
x B B xu du xς ς ς−′ ′ ′− = + − − −∫ . With 1x =  we obtain 
 
                     
1 1
0 0
log ( 1) log ( ) ( 1)G u du u u du ς ′+ − Γ = −∫ ∫  
 
We see from [126, p.217] 
 
(4.3.151)      
1
0
1 1log ( 1) log(2 ) 2 log
4 12
G u du Aπ+ = + −∫   
 
and hence we obtain 
 
                    
1
0
1 1log ( ) log(2 ) 2 log ( 1)
4 12
u u du Aπ ς ′Γ = + − − −∫  
 
From (6.126) in Volume V we see that 
 
                    
1
0
1 1log (1 ) log(2 ) log
4 4
u u du AπΓ + = − −∫  
 
and therefore we have 
 
                    
1
0
1log ( ) log(2 ) log
4
u u du AπΓ = −∫  
 
We then obtain the well-known result 
 
(4.3.152)      1log ( 1) [ ( 1,0) ( 1)]
12
A ς ς ς′ ′= − − = − − + −  
  
Using (4.3.152) we may write 
 
                    1log ( 1) (0, ) log(2 ) ( 1) ( 1, )
2
G u u u u uς π ς ς′ ′ ′+ = + + − − −    
 
and this may be written as a Lerch-type identity  
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(4.3.152a)   0 1log ( 1) [ (0, ) log ] [ ( 1, ) log ] ( 1, )G u u u A u A uς ς ς′ ′+ = + − − + − −    
 
where we have from [45]  
 
                    1log ( )
1
n n
n
B HA n
n
ς+ ′= − −+  
 
which results in 
          
                    0
1log log(2 )
2
A π=  
  
and we have used the notation 1A A= . 
 
More generally, using (4.3.87ai) and (4.3.87c), we see that 
 
              
0 0
log (1 ) log (1 )
x x
G t dt t t dt+ − Γ + =∫ ∫                                                    
      
          2 3 3
1 1 12log log(2 ) ( 1) log (1 ) 2 log (1 )
4 4 6
A x x x x G x xπ⎛ ⎞− + − + − + − Γ +⎜ ⎟⎝ ⎠    
 
         
2 3 2
3
1 1 1 1 1 1 12log log(2 ) log (1 )
2 4 2 2 4 4 2
1 log (1 ) log (1 )
2
A x x x x x
G x x
π⎛ ⎞ ⎛ ⎞− − − − + − Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
+ + + Γ +
 
 
2 3 2
3
1 1 1 1 1log log (1 ) log (1 ) log (1 )
8 8 12 2 2
A x x x x x x G x x⎛ ⎞ ⎛ ⎞= − + + − Γ + + − + − Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠                                     
 
and we therefore get 
 
             
0 0
log (1 ) log ( )
x x
G t dt t t dt+ − Γ =∫ ∫    
         
2 3 2 2
3
1 1 1 1 1 1log log log (1 ) log (1 ) log (1 )
8 8 12 2 2 2
A x x x x x x x x G x x⎛ ⎞ ⎛ ⎞− − + + − Γ + + − + − Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
Hence we have using (4.3.126) 
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(4.3.152b)               3
1 1( 1) ( ) [ ( 2, ) ( 2)]
12 2
x B x xς ς ς′ ′ ′− + − − − − =  
           
2 3 2 2
3
1 1 1 1 1 1log log log (1 ) log (1 ) log (1 )
8 8 12 2 2 2
A x x x x x x x x G x x⎛ ⎞ ⎛ ⎞− − + + − Γ + + − + − Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
With 1x =  this reduces to the familiar result 1( 1) log
12
Aς ′ − = − . 
 
This formula would then enable us to determine, for example, 3log (3 / 2)Γ  and, using 
(4.3.130) we may also evaluate 3
0
log (1 )
u
x dxΓ +∫  (see for example [126, p.207]). 
 
With 1/ 2x =  we get (noting that the term involving 3log
2
G ⎛ ⎞⎜ ⎟⎝ ⎠  conveniently cancels) 
 
(4.3.152c)               3
1 1 1 1 1( 1) [ 2, ( 2)]
2 12 2 2 2
Bς ς ς⎛ ⎞ ⎛ ⎞′ ′ ′− + − − − − =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
                               3
1 1 1 1 1 3 3log log 2 log log
2 8 48 8 8 2 2
A⎛ ⎞ ⎛ ⎞ ⎛ ⎞− − − − Γ − Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠  
 
and skipping ahead to (4.3.168d) we see that 2
1 3 (3)2,
2 16
ςς π
⎛ ⎞′ − =⎜ ⎟⎝ ⎠  and from (F.8b) we have 
2
(3)( 2)
4
ςς π′ − = − . This then provides us with                            
 
(4.3.152d)             3 2
3 7 (3) 1log log
2 32 16
ς ππ
⎛ ⎞Γ = −⎜ ⎟⎝ ⎠  
 
We have [126, p.39] 
 
(4.3.152e)             1( 1) ( ) ( )n n nG x G x G x−+ =           [ ] 1( 1)( ) ( ) nn nx G x −−Γ =   
 
and it is easily seen that 
 
                             1log ( 1) log ( ) log ( )n n nG x G x G x−+ = +  
 
                             1log ( ) ( 1) log ( )nn nx G x
−Γ = −  
 
and from this we obtain 
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(4.3.152f)            
1
( )( 1)
( )
n
n
n
xx
x−
ΓΓ + = Γ    
 
Therefore we get  
 
                            33
2
(1/ 2)(3 / 2)
(1/ 2)
ΓΓ = Γ  
 
As shown by Choi, Cho and Srivastava [45ac] we have 
 
(4.3.152g)           
11 1 1
824 4 2
2
1 2
2
e Aπ −−⎛ ⎞Γ =⎜ ⎟⎝ ⎠   
 
(4.3.152h)           
3 11 1
16 824 2
3 2
1 7 (3)2 exp
2 32
e A ςπ π
−−⎛ ⎞Γ =⎜ ⎟⎝ ⎠   
 
and thus we have   
 
                           
1
16
3 2
7 (3)(3 / 2) exp
32
ςπ π
−Γ =  
 
in accordance with (4.3.152d) above. 
 
Choi, Cho and Srivastava [45ac] show that 
 
(4.3.152i) 23 2
1 1 (3) 1 1log (1 ) log log ( ) log (1 )
24 2 8 12 2
x A A x x x xςπ
⎛ ⎞Γ + = − + + + − + − Γ +⎜ ⎟⎝ ⎠            
           
                                     1 1 1( 1,1 ) ( 1,1 ) ( 2,1 )
2 2 2
x x x x xς ς ς⎛ ⎞ ⎛ ⎞′ ′ ′+ − − + + − − + + − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠       
 
and using (4.3.126i) it is easily seen that both expressions are equivalent. 
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ANOTHER TRIP TO THE LAND OF G  
 
 
Let us now integrate (4.3.84a) over the interval [1, ]x  to obtain 
                 
2 2
0 0 0 0
2 2
0 0 0 0
1 1( 1) ( ) log( ) ( 1) (1 ) log(1 )
1 1
1 1( 1) ( 1) ( 1) ( 1) log(1 )
1 1
k k
j j
k j k j
k k
j j
k j k j
k k
j x j x j j j j
j jk k
k k
x j x j j
j jk k
∞ ∞
= = = =
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− + + − − + +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞− − − − − − + =⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠
∑ ∑ ∑ ∑
∑ ∑ ∑ ∑
 
 
             
2 2
1 1
3 2
1 1 log(2 ) 2 log (1 ) log ( ) 2 log ( )
2 2
1 1 3( 1)
2 4 4
x x
x x G u du x x u u du
x x x x
π
γ
⎛ ⎞− + − + + Γ − Γ⎜ ⎟⎝ ⎠
+ − − + + −
∫ ∫
                  
 
Having regard to the first term of the above equation, we have by simple algebra 
 
        2 3
0 0 0 0
1 1( 1) ( ) log( ) ( 1) ( ) log( )
1 1
k k
j j
k j k j
k k
j x j x j x j x j
j jk k
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− + + = − + +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
         2 2
0 0 0 0
1 12 ( 1) ( ) log( ) ( 1) ( ) log( )
1 1
k k
j j
k j k j
k k
x x j x j x x j x j
j jk k
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− − + + + − + +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑    
              
Referring to (4.3.108) and (4.3.109) we see that 
 
                       
0 0
1(0, ) (0, ) ( 1) ( ) log( )
1
k
j
k j
k
x x x j x j
jk
ς ς ∞
= =
⎛ ⎞′ − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑     
 
                 2
0 0
12 ( 1, ) ( 1, ) ( 1) ( ) log( )
1
k
j
k j
k
x x x j x j
jk
ς ς ∞
= =
⎛ ⎞′ − − − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑      
 
and we also have 
 
                3
0 0
13 ( 2, ) ( 2, ) ( 1) ( ) log( )
1
k
j
k j
k
x x x j x j
jk
ς ς ∞
= =
⎛ ⎞′ − − − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
Hence we get 
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2
0 0
1 ( 1) ( ) log( ) 3 ( 2, ) ( 2, ) 2 [2 ( 1, ) ( 1, )]
1
k
j
k j
k
j x j x j x x x x x
jk
ς ς ς ς∞
= =
⎛ ⎞ ′ ′− + + = − − − − − − −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                                                                   2[ (0, ) (0, )]x x xς ς′+ −  
 
and letting 1x =  in the above equation results in 
 
2
0 0
1 ( 1) (1 ) log(1 ) 3 ( 2) ( 2) 2[2 ( 1) ( 1)]
1
k
j
k j
k
j j j
jk
ς ς ς ς∞
= =
⎛ ⎞ ′ ′− + + = − − − − − − −⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                                                                  [ (0) (0)]ς ς′+ −    
  
                                                              2
3 (3) 1 1 14 ( 1) log(2 )
4 6 2 2
ς ς ππ ′= − − − − − +  
 
                                                              2
3 (3) 1 14 ( 1) log(2 )
4 2 3
ς ς ππ ′= − − − − +  
 
 
We also see that 
 
2 2
0 0 0 0
1 1( 1) log(1 ) ( 1) ( 1) log(1 )
1 1
k k
j j
k j k j
k k
j j j j
j jk k
∞ ∞
= = = =
⎛ ⎞ ⎛ ⎞− + = − + +⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠∑ ∑ ∑ ∑  
 
                                                   
0 0
12 ( 1) ( 1) log(1 )
1
k
j
k j
k
j j
jk
∞
= =
⎛ ⎞− − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
                                                     
0 0
1 ( 1) log(1 )
1
k
j
k j
k
j
jk
∞
= =
⎛ ⎞+ − +⎜ ⎟+ ⎝ ⎠∑ ∑    
 
                                                   2 ( 1) ( 1) 2[ (0) (0)]ς ς ς ς γ′ ′= − − − − − −  
 
Hence we get (as previously seen in (4.3.132d)) 
 
              2
0 0
1 11( 1) log(1 ) 2 ( 1) log(2 )
1 12
k
j
k j
k
j j
jk
ς π γ∞
= =
⎛ ⎞ ′− + = − + − −⎜ ⎟+ ⎝ ⎠∑ ∑               
 
From (F.20) in Volume VI and (4.3.110) we see that 
 
                                 
0 0
1 ( 1) (0)
1
k
j m
m m
k j
k
j B B
jk
∞
= =
⎛ ⎞ − = =⎜ ⎟+ ⎝ ⎠∑ ∑  
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and hence 
 
                                 2 2
0 0
1 1( 1)
1 6
k
j
k j
k
j B
jk
∞
= =
⎛ ⎞ − = =⎜ ⎟+ ⎝ ⎠∑ ∑   
 
Accordingly we obtain 
 
23 ( 2, ) ( 2, ) 2 [2 ( 1, ) ( 1, )] [ (0, ) (0, )]x x x x x x x xς ς ς ς ς ς′ ′ ′− − − − − − − + −  
 
2
3 (3) 1 1 1 114 ( 1) log(2 ) ( 1) ( 1) 2 ( 1) log(2 )
4 2 3 6 12
x xς ς π ς π γπ
⎡ ⎤′ ′+ + − + − − − − − − + − −⎢ ⎥⎣ ⎦  
 
 
2 2
1 1
3 2
1 1 = log(2 ) 2 log (1 ) log ( ) 2 log ( )
2 2
1 1 3  ( 1)
2 4 4
x x
x x G u du x x u u du
x x x x
π
γ
⎛ ⎞− + − + + Γ − Γ⎜ ⎟⎝ ⎠
+ − − + + −
∫ ∫
 
 
From (4.3.87ai) we see that            
 
     
0
2 log (1 )
x
u u duΓ + =∫  
          
2 3 2
3
1 1 1 12log log(2 ) log (1 ) log (1 ) 2log (1 )
4 2 4 2
A x x x x x G x xπ⎛ ⎞ ⎛ ⎞− + − − + Γ + − + − Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠                                  
 
and therefore we have 
 
     
1
0
1 12 log (1 ) log(2 ) 2 log
2 2
u u du AπΓ + = − −∫  
 
Since 
1
1 0 0
2 log (1 ) 2 log (1 ) 2 log (1 )
x x
u u du u u du u u duΓ + = Γ + − Γ +∫ ∫ ∫  we have 
 
     
1
2 log (1 )
x
u u duΓ + =∫  
 
2 3 2
3
1 1 1 12log log(2 ) log (1 ) log (1 ) 2log (1 )
4 2 4 2
A x x x x x G x xπ⎛ ⎞ ⎛ ⎞− + − − + Γ + − + − Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
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1 1log(2 ) 2 log
2 2
Aπ− + +  
 
It is seen that 
 
       
1 1 1
2 log ( ) 2 log ( 1) 2 log
x x x
u u du u u du u u duΓ = Γ + −∫ ∫ ∫  
 
                                2 2
1
12 log ( 1) log
2
x
u u du x x x= Γ + − +∫   
 
2 3 2
3
1 1 1 12log log(2 ) log (1 ) log (1 ) 2 log (1 )
4 2 4 2
A x x x x x G x xπ⎛ ⎞ ⎛ ⎞= − + − − + Γ + − + − Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
2 21 1 1log(2 ) 2 log log
2 2 2
A x x xπ− + + − −  
 
We then obtain 
                                                        
23 ( 2, ) ( 2, ) 2 [2 ( 1, ) ( 1, )] [ (0, ) (0, )]x x x x x x x xς ς ς ς ς ς′ ′ ′− − − − − − − + −  
 
2
3 (3) 1 1 1 114 ( 1) log(2 ) ( 1) ( 1) 2 ( 1) log(2 )
4 2 3 6 12
x xς ς π ς π γπ
⎡ ⎤′ ′+ + − + − − − − − − + − −⎢ ⎥⎣ ⎦  
 
 
2 2
1
3 2
1 1 =  log(2 ) 2 log (1 ) log ( )
2 2
1 3  ( 1)
2 2
x
x x G u du x x
x x x x
π
γ
⎛ ⎞− + − + + Γ⎜ ⎟⎝ ⎠
+ − − + + −
∫
 
    
2 3 2
3
1 1 1 12log log(2 ) log (1 ) log (1 ) 2 log (1 )
4 2 4 2
A x x x x x G x xπ⎛ ⎞ ⎛ ⎞− − − − + − Γ + + + + Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
2 21 1 1log(2 ) 2 log log
2 2 2
A x x xπ+ − − + −  
 
This then gives us 
 
                
1
2 log (1 )
x
G u du+ =∫  
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23 ( 2, ) ( 2, ) 2 [2 ( 1, ) ( 1, )] [ (0, ) (0, )]x x x x x x x xς ς ς ς ς ς′ ′ ′− − + − + − − − − −  
 
2
3 (3) 1 1 1 114 ( 1) log(2 ) ( 1) ( 1) 2 ( 1) log(2 )
4 2 3 6 12
x xς ς π ς π γπ
⎡ ⎤′ ′− − − − + + − + − − + − −⎢ ⎥⎣ ⎦  
 
 2 2 3 21 1 1 3 log(2 ) log ( ) ( 1)
2 2 2 2
x x x x x x x xπ γ⎛ ⎞+ − + + Γ + − − + + −⎜ ⎟⎝ ⎠  
    
2 3 2
3
1 1 1 12log log(2 ) log (1 ) log (1 ) 2 log (1 )
4 2 4 2
A x x x x x G x xπ⎛ ⎞ ⎛ ⎞− − − − + − Γ + + + + Γ +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
2 21 1 1log(2 ) 2 log log
2 2 2
A x x xπ+ − − + −   
 
Using (4.3.152i) 
 
 23 2
1 1 (3) 1 1log (1 ) log log ( ) log (1 )
24 2 8 12 2
x A A x x x xςπ
⎛ ⎞Γ + = − + + + − + − Γ +⎜ ⎟⎝ ⎠            
           
                                     1 1 1( 1,1 ) ( 1,1 ) ( 2,1 )
2 2 2
x x x x xς ς ς⎛ ⎞ ⎛ ⎞′ ′ ′+ − − + + − − + + − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠       
 
and (4.3.180a), we may show that this is equivalent to the result obtained by Choi, Cho 
and Srivastava [45ac] in 2004 
 
            22 2
0 0
(3) 1 1log (1 ) log (1 ) ( 1) log(2 )
4 12 4
x x
G u du u du x xς ς ππ
⎡ ⎤′− + = Γ + = − + − −⎢ ⎥⎣ ⎦∫ ∫    
 
                                          31 ( 1,1 ) ( 2,1 )
6
x x x xς ς′ ′+ − − + + − +  
 
EVALUATION OF 
0
cot
x
nu u duπ π∫  
 
In this section we shall show how the above integrals are closely related to the derivatives 
of the Hurwitz zeta function. 
 
Using Euler’s reflection formula for the gamma function for 0 < u  < 1 
 
                         ( ) (1 )
sin
u u
u
π
πΓ Γ − =  
 175
we have 
 
                         log ( ) log (1 ) log logsinu u uπ πΓ + Γ − = −  
 
and differentiation results in the well-known formula 
 
                         (1 ) ( ) cotu u uψ ψ π π− − =  
 
Using the logarithmic expansion for the digamma function (4.3.74), we have upon 
multiplication by u  
 
(4.3.154)           
0 0
1 1( 1) log cot
1
k
j
k j
k j uu u u
jk j u
π π∞
= =
⎛ ⎞ + −− =⎜ ⎟+ +⎝ ⎠∑ ∑   
 
and integration then gives us 
 
(4.3.155)            
0 0 0 0
1 1( 1) log cot
1
x xk
j
k j
k j uu du u u du
jk j u
π π∞
= =
⎛ ⎞ + −− =⎜ ⎟+ +⎝ ⎠∑ ∑ ∫ ∫   
 
Integration by parts gives us   
          
        2 2 2 2
0
0
12 log [ ( 1) ]log( 1 ) ( ) log( ) (2 1)
x
xj uu du u j j u x j u j j u
j u
+ − = − + + − − − + − ++∫      
 
and we have      
                         
        1 1
0
2 cot ( ) (0)
x
u u du F x Fπ π = −∫  
 
where 
 
1( )F x =  
 
( )2 2 2 2
0 0
1 ( 1) [ ( 1) ]log( 1 ) ( ) log( ) (2 1)
1
k
j
k j
k
x j j x x j x j j x
jk
∞
= =
⎛ ⎞ − − + + − − − + − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
Since [( ) ]p pj j b b= + − we have 
     
                2 2 2( ) 2 ( )j j b b j b b= + − + +   
 
                2 2 2( 1) ( 1 ) 2 ( 1 )j j b b j b b+ = + − + + − +  
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1( )F x  may be written as 
 
   { }2
0 0
1 ( 1) ( 1 ) 2 ( 1 ) log( 1 )
1
k
j
k j
k
j x x j x j x
jk
∞
= =
⎛ ⎞− − + − + + − + −⎜ ⎟+ ⎝ ⎠∑ ∑     
 
   { }2
0 0
1 ( 1) ( ) 2 ( ) log( )
1
k
j
k j
k
j x x j x j x
jk
∞
= =
⎛ ⎞+ − + − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
   
0 0
1 ( 1) (2 1)
1
k
j
k j
k
j x
jk
∞
= =
⎛ ⎞− − +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
Referring to (4.3.108) and (4.3.109) we see that 
 
                       
0 0
1(0, ) (0, ) ( 1) ( ) log( )
1
n
j
n j
n
x x j x j x
jn
ς ς ∞
= =
⎛ ⎞′ − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑     
 
                 2
0 0
12 ( 1, ) ( 1, ) ( 1) ( ) log( )
1
n
j
n j
n
x x j x j x
jn
ς ς ∞
= =
⎛ ⎞′ − − − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑      
 
We also have equivalent results when 1x x→ − . We also see from (4.3.76e) that 
 
                                                    
0 0
1 ( 1) (2 1) 0
1
k
j
k j
k
j
jk
∞
= =
⎛ ⎞ − + =⎜ ⎟+ ⎝ ⎠∑ ∑  
 
Hence we obtain 
  
    1( ) 2 ( 1,1 ) ( 1,1 ) 2 (0,1 ) 2 (0,1 )F x x x x x x xς ς ς ς′ ′= − − − + − − − − + −   
 
                2 ( 1, ) ( 1, ) 2 (0, ) 2 (0, )x x x x x xς ς ς ς′ ′+ − − − − +  
 
and with 0x =  we have   
 
    1(0) 2 ( 1,1) ( 1,1) 2 ( 1,0) ( 1,0) 0F ς ς ς ς′ ′= − − + − + − − − =                           
 
where we have used (i) (4.3.112) ( ,0) ( )n nς ς′ ′− = − , (ii) Lerch’s identity (4.3.116) to see 
that 
0
lim (0, ) 0
x
x xς
→
′ =  and (iii) (4.3.110) to see that 1( 1,1) ( 1,0)
12
ς ς− = − = − .                    
                          
We have therefore shown that  
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(4.3.156)  1
0
cot ( 1, ) ( 1,1 ) [ (0, ) (0,1 )]
x
I u u du x x x x xπ π ς ς ς ς′ ′ ′ ′= = − − − − − + −∫  
 
                                           1 [ (0, ) (0,1 )] [ ( 1, ) ( 1,1 )]
2
x x x x xς ς ς ς+ + − − − − − −       
 
We note from Lerch’s identity (4.3.116) that for 0 < x  < 1 
 
(4.3.156a)  ( ) ( ) ( ) ( )0, 0,1 log[ 1 ] log(2 ) log(2sin )x x x x xς ς π π′ ′+ − = Γ Γ − − = −   
 
We see from (4.3.110) that 
 
               1( )( , )
1
mB um u
m
ς +− = − +    for om∈N  
 
and from (A.14) we have 
 
                11 1(1 ) ( 1) ( )
m
m mB x B x
+
+ +− = −              
 
and we therefore see that 
 
(4.3.157)   ( ) ( ), ( 1) ,1 0mm x m xς ς− + − − − =    
 
Specifically we have 
 
(4.3.157a)                ( ) ( )0, 0,1 0x xς ς+ − =  and  ( ) ( )1, 1,1 0x xς ς− − − − =  
 
and 
(4.3.157b)                12 , 0
2
mς ⎛ ⎞− =⎜ ⎟⎝ ⎠   
 
We therefore obtain for 0 x≤ < 1 
 
(4.3.158)               1
0
cot ( 1, ) ( 1,1 ) log(2sin )
x
I u u du x x x xπ π ς ς π′ ′= = − − − − +∫  
 
This integral is most easily verified by differentiating both sides where we get for 
derivative of the right-hand side 
 
                     1 ( ) ( 1, ) ( 1,1 ) log(2sin ) cot
d dI x x x x x x
dx dx
ς ς π π π′ ′ ′= − − − − + +  
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We have already seen from (4.3.142) that 
 
               ( 1, ) (0, ) (0, )d x x x
dx
ς ς ς′ ′− = −  and  ( 1,1 ) (0,1 ) (0,1 )d x x x
dx
ς ς ς′ ′− − = − − + −  
 
and hence 
 
                  1 ( ) (0, ) (0, ) (0,1 ) (0,1 ) log(2sin ) cotI x x x x x x x xς ς ς ς π π π′ ′ ′= − + − − − + +  
 
Then, using (4.3.156a) and (4.3.157a) we see that 
 
                 1 ( ) cotI x x xπ π′ =  
 
and this is obviously the derivative of the left-hand side of (4.3.158). Then, using an 
“easy” integral (say, 1/ 2x = or 0x = , we may complete the verification. 
 
We now refer to equation (6.5a) in Volume V: this enables us to write for 0 x≤ < 1 
 
               
10 0
cot 2 sin2
x x
n
u u du u uduπ π π π∞
=
= ∑∫ ∫  
 
                                      2 2
1
sin 2 cos 22
4 2n
nx x nx
n n
π ππ π π
∞
=
⎡ ⎤= −⎢ ⎥⎣ ⎦∑  
 
Therefore we obtain 
 
              2 2
1
sin 2 cos 2( 1, ) ( 1,1 ) log(2sin ) 2
4 2n
nx x nxx x x x
n n
π πς ς π π π π
∞
=
⎡ ⎤′ ′− − − − + = −⎢ ⎥⎣ ⎦∑   
 
and, using (7.8) we see that 
 
              2
1
1 sin 2( 1, ) ( 1,1 )
2 n
nxx x
n
πς ς π
∞
=
′ ′− − − − = ∑    
 
Referring to (6.48) in Volume V we see that 
 
                 2
0
cot 2 (2 ) n
n
u u n uπ π ς∞
=
= − ∑            , ( u <1) 
 
(where (0) 1/ 2ς = − ) and substituting this in (4.3.158) we obtain 
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(4.3.158i)                   2 1
0
(2 )2 ( 1, ) ( 1,1 ) log(2sin )
2 1
n
n
n x x x x x
n
ς ς ς π∞ +
=
′ ′− = − − − − ++∑  
 
and comparing this with (6.55) in Volume V  
 
(4.3.158ii)                     2 1
0
(2 ) (1 )2 log(2 ) log
2 1 (1 )
n
n
n G xx x
n G x
ς π∞ +
=
+= − ++ −∑    , ( x <1) 
 
we see that (as is also shown in (4.3.162) below) 
 
                (1 )( 1, ) ( 1,1 ) log(2sin ) log(2 ) log
(1 )
G xx x x x x
G x
ς ς π π +′ ′− − − − + = − −  
 
which is equivalent to Kinkelin’s formula (4.3.87). 
 
Integration of (4.3.158) by parts gives us 
 
                        
0 0
cot log sin log sin
x x
u u du x x u duπ π π π= −∫ ∫  
 
and we then obtain 
 
(4.3.158a)        
0
log[2sin ] [ ( 1, ) ( 1,1 )]
x
u du x xπ ς ς′ ′= − − − − −∫   
 
and this may be written as 
 
(4.3.158b)       
0
log[2sin ] [ ( 1, ) ( 1,1 )]
x
t dt x x
π
π ς ς′ ′= − − − − −∫    
 
or as 
 
(4.3.158c)       
0
log(2sin ) 1, 1,1
p
q p pt dt
q q
π
π ς ς⎡ ⎤⎛ ⎞ ⎛ ⎞′ ′= − − − − −⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦∫    
 
 
With 1/ 2x =  in (4.3.158) we immediately obtain 
 
                       
1
2
0
1cot log 2
2
u u duπ π =∫    
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We see that  
 
                        
1
2 2
0 0
1cot cotu u du x x dx
π
π π π=∫ ∫  
 
and integration by parts results in 
 
                                               
2
0
1 1logsin log 2
2
x dx
π
π= − =∫                                        
 
where we have used Euler’s integral (3.2) from Volume I. We see that this is in 
agreement with (4.3.156).  
 
A more interesting result is obtained by letting 1/ 4x =  in (4.3.156) when we get 
 
(4.3.159)         
1
4
0
1 3 1cot 1, 1, log 2
4 4 4
u u duπ π ς ς⎛ ⎞ ⎛ ⎞′ ′= − − − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∫    
    
We also have  
 
                       
1
4 4
0 0
1cot logsinu u du x dx
π
π π π= −∫ ∫  
 
and from Bradley’s catalogue [33] of formulae for Catalan’s constant G  we note that  
 
(4.3.160)        
4
0
1logsin log 2
4 2
x dx G
π π= − −∫  
 
where 2
0
( 1) 0.915965...
(2 1)
n
n
G
n
∞
=
−= =+∑ . It may be noted that (4.3.160) is derived in an 
alternative manner in (6.107d) in Volume V. Therefore we get 
 
(4.3.160a)      
1
4
0
1cot log 2
4 2
Gu u duπ π π= +∫  
 
Comparing the two results we see that  
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(4.3.160b)                       1 31, 1,
4 4 2
Gς ς π
⎛ ⎞ ⎛ ⎞′ ′− − − =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
The above result was derived by Adamchik [2a] in 1997 using Lerch’s transformation 
formula. Adamchik [2a] also showed that 
 
(4.3.161a)                       ( )1 11, 1
4 4 8
Gς ςπ
⎛ ⎞′ ′− = − −⎜ ⎟⎝ ⎠  
 
(4.3.161b)                      ( )3 11, 1
4 4 8
Gς ςπ
⎛ ⎞′ ′− = − − −⎜ ⎟⎝ ⎠  
 
In the same paper, using Rademacher’s formula [14, p.261] for the Hurwitz zeta function, 
Adamchik [2a] also showed that 
 
(4.3.161c)      1 3 11, 1, 4 log 2 3log 4log
4 4 4
ς ς π γ π⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′− = + + − Γ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦  
 
As seen above, we have  
 
                1
0
cot ( 1, ) ( 1,1 ) log(2sin )
x
I u u du x x x xπ π ς ς π′ ′= = − − − − +∫  
 
and we recall Kinkelin’s formula (4.3.87) of 1860  
 
                      
0
(1 )cot log(2 ) log
(1 )
x G xu u du x
G x
π π π += − −∫  
 
which gives us 
 
(4.3.162)        (1 ) sinlog ( 1, ) ( 1,1 ) log
(1 )
G x xx x x
G x
πς ς π
− ′ ′= − − − − ++     
 
We also recall (4.3.131) 
 
(4.3.163)    1 1
0
( )(1 , ) ( , ) ( )
( 1)
u
n nB B un n x dx n u n
n n
ς ς ς+ +−′ ′ ′− = + − − −+∫   
 
which gives us for 2n =  
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                   3
0
12 ( 1, ) ( ) ( 2, ) ( 2)
6
u
x dx B u uς ς ς′ ′ ′− = − + − − −∫   
 
Letting 1x x→ −  we get 
 
                
1
3
1
12 ( 1,1 ) ( ) ( 2, ) ( 2)
6
u
x dx B u uς ς ς
−
′ ′ ′− − − = − + − − −∫  
 
and using (4.3.131) we see that 
 
                     
1 1
0 0
( 1, ) ( 1,1 ) 0x dx x dxς ς′ ′− = − − =∫ ∫   
 
Hence we obtain 
 
                
1
3
0
12 ( 1,1 ) ( ) ( 2, ) ( 2)
6
u
x dx B u uς ς ς
−
′ ′ ′− − − = − + − − −∫  
 
which is equivalent to  
 
                 3
0
12 ( 1,1 ) (1 ) ( 2,1 ) ( 2)
6
u
x dx B u uς ς ς′ ′ ′− − − = − − + − − − −∫  
 
and using (A.14) from Volume VI this becomes 
 
(4.3.163a) 3
0
12 ( 1,1 ) ( ) ( 2,1 ) ( 2)
6
u
x dx B u uς ς ς′ ′ ′− − − = + − − − −∫                
 
Hence we see that 
 
(4.3.163b)     
0
1[ ( 1, ) ( 1,1 )] [ ( 2, ) ( 2,1 )] ( 2)
2
u
x x dx u uς ς ς ς ς′ ′ ′ ′ ′− − − − = − + − − − −∫   
 
We therefore obtain  
 
(4.3.164)      
0 0 0
1cot [ ( 2, ) ( 2,1 )] ( 2) log(2sin )
2
y yx
dx u u du y y x x dxπ π ς ς ς π′ ′ ′= − + − − − − +∫ ∫ ∫       
 
Integration by parts gives us 
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0 0
cot log sin log sin
x x
u u du x x u duπ π π π= −∫ ∫   
 
We note from (7.8) in Volume V that for (0,1)u∈  
 
            
1
cos 2logsin log 2
n
n uu
n
ππ ∞
=
= − −∑       
 
and hence, as in Tolstov’s book [130, p.148], we have for [0,1]x∈  
 
          2
10
1 sin 2log sin log 2
2
x
n
n xu du x
n
ππ π
∞
=
= − − ∑∫   
 
Therefore we have 
 
      2 2 3 2
10 0 0
1 1 cos 2 (3)cot log sin log 2
2 (2 ) (2 )
y yx
n
n ydx u u du x x dx y
n
π ςπ π π π π
∞
=
= + − +∑∫ ∫ ∫  
 
and comparing this with (4.3.164) gives us Adamchik’s result [2a] (see (4.3.167) below) 
 
(4.3.165)        2 3 2
1
1 1 cos 2 (3)[ ( 2, ) ( 2,1 )] ( 2)
2 (2 ) (2 )n
n yy y
n
π ςς ς ςπ π
∞
=
′ ′ ′− + − − = − + + −∑  
 
Using the functional equation for the Riemann zeta function we showed in (F.8b) in 
Volume VI that 
                                       2
(3)( 2)
4
ςς π′ − = −  
and hence we get 
 
(4.3.166)             2 3
1
2 cos 2( 2, ) ( 2,1 )
(2 ) n
n yy y
n
πς ς π
∞
=
′ ′− + − − = − ∑     
 
Note that this identity is also valid at the end points 0,1y = . A different proof is obtained 
in (4.4.229l) in Volume IV. Letting 1/ 2y =  gives us   
 
                            2
1 3 (3)2,
2 16
ςς π
⎛ ⎞′ − =⎜ ⎟⎝ ⎠                                                                                                                     
                                                                                                                                     
We now integrate (4.3.166) using (4.3.163), and noting that 
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(4.3.166a)  1 1
0
(1 )(1 ,1 ) ( ,1 ) ( )
( 1)
u
n nB B un n y dy n u n
n n
ς ς ς+ +− −′ ′ ′− − − = + − − − −+∫  
 
we easily obtain 
 
                       
0
1[ ( 2, ) ( 2,1 )] [ ( 3, ) ( 3,1 )]
3
x
y y dy x xς ς ς ς′ ′ ′ ′− + − − = − − − −∫    
 
Hence we see that  
 
                  3 4
1
3! sin 2( 3, ) ( 3,1 )
(2 ) n
n yx x
n
πς ς π
∞
=
′ ′− − − − = ∑    
 
Continuing in this vein, we thereby derive Adamchik’s result [2a] 
 
(4.3.167)       ( ) ( ) 2 12(2 )!2 , 2 ,1 ( 1) Cl (2 )(2 )n nn
nn x n x xς ς ππ +′ ′− + − − = −     
 
                     ( ) ( ) 2 22 1(2 1)!2 1, 2 1,1 Cl (2 )(2 ) nn
nn x n x xς ς ππ ++
+′ ′− − − − − − =    
 
where Cl ( )n x  is the Clausen function defined by 
 
                
 Re ( ),   is odd
Cl ( )
Im ( ),   is even
ix
n
n ix
n
Li e n
x
Li e n
−
−
⎧= ⎨−⎩
 
 
It may also be noted that Ramanujan [21, Part I, p.261] showed that 
 
          ( 1) / 2 1
00
1 ( 1)cot cos ! ( 1) ( 1) Cl ( )
2 2 2 ( 1 )
x n
n j j n j
j
j
u n nu du n n x x
n j
π ς + − +
=
Γ +⎛ ⎞ ⎛ ⎞= + − −⎜ ⎟ ⎜ ⎟ Γ + −⎝ ⎠ ⎝ ⎠ ∑∫  
 
and also see the paper by Srivastava et al [125aa, Eq (5.12)]. Ramanujan’s formula was 
recently employed by Muzaffar [103ac]. With x π=  we have 
 
          
2
( 1) / 2
1
00
( 1)2 cot cos ! ( 1) ( 1) Cl ( )
2 ( 1 )
n
n n j j n j
j
j
n nx x dx n n
n j
π π ς π π+ − +
=
Γ +⎛ ⎞= + − −⎜ ⎟ Γ + −⎝ ⎠ ∑∫    
 
In passing, we mention that G&R [74, p.428] contains the integral 
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2
10
1 (2 )cot 2
2 4 ( 2 )
n
n
k
k
kx x dx
n n k
π π ς∞
=
⎡ ⎤⎛ ⎞= −⎜ ⎟ ⎢ ⎥+⎝ ⎠ ⎣ ⎦∑∫      
 
and we therefore have 
                                           
( 1) / 2
1
0 1
( 1) 1 (2 )cos ! ( 1) ( 1) Cl ( ) 2
2 ( 1 ) 4 ( 2 )
n
j j n j n
j k
j k
n n kn n
n j n n k
π ςς π π π ∞+ − +
= =
⎡ ⎤Γ +⎛ ⎞ + − − = −⎜ ⎟ ⎢ ⎥Γ + − +⎝ ⎠ ⎣ ⎦∑ ∑  
 
With 2n =  this becomes  
 
                  
2
( 1) / 2 2
1
0 1
( 1) 1 (2 )2 (3) ( 1) Cl ( )
( 1 ) 2 4 (1 )
j j n j
j k
j k
n k
n j k
ςς π π π ∞+ − +
= =
⎡ ⎤Γ +− − − = −⎢ ⎥Γ + − +⎣ ⎦∑ ∑  
 
                             2 21 2 3
1
1 (2 )2 (3) Cl ( ) 2 Cl ( ) 2Cl ( )
2 4 (1 )kk
k
k
ςς π π π π π π ∞
=
⎡ ⎤− − − − = −⎢ ⎥+⎣ ⎦∑  
 
                                                   2 23
1
1 (2 )2 (3) log2 2Cl ( )
2 4 (1 )kk
k
k
ςς π π π ∞
=
⎡ ⎤− + − = −⎢ ⎥+⎣ ⎦∑  
 
and we end up with 
 
                       2 2
1
1 (2 )log2 (3)
2 4 (1 )kk
k
k
ςπ ς π ∞
=
⎡ ⎤− = −⎢ ⎥+⎣ ⎦∑  
 
However, this does not agree with (6.79). 
 
The above analysis may be easily extended as follows. Upon multiplication of (4.3.154) 
by u  we see that 
 
            2 2
0 0
1 1( 1) log cot
1
k
j
k j
k j uu u u
jk j u
π π∞
= =
⎛ ⎞ + −− =⎜ ⎟+ +⎝ ⎠∑ ∑   
 
and integration then gives us 
 
                2 2
0 0 0 0
1 1( 1) log cot
1
x xk
j
k j
k j uu du u u du
jk j u
π π∞
= =
⎛ ⎞ + −− =⎜ ⎟+ +⎝ ⎠∑ ∑ ∫ ∫   
 
Integration by parts results in            
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2 3 3 3 3 2
00
1 13 log [ ( 1) ]log( 1 ) ( ) log( ) (2 1)( 2 )
2
xx j uu du u j j u u j u j j u u
j u
+ − = − + + − − + + − + ++∫
 
and we have                                  
                                2 2 2
0
3 cot ( ) (0)
x
u u du F x Fπ π = −∫  
 
where 2 ( )F x is defined below.   
  
As before, since [( ) ]p pj j b b= + − we have 
     
                3 3 2 2 3( ) 3 ( ) 3 ( )j j b b j b b j b b= + − + + + −   
 
                3 3 2 2 3( 1) ( 1 ) 3 ( 1 ) 3 ( 1 )j j b b j b b j b b+ = + − + + − + + − +  
 
Hence we have 
 
2 ( )F x =  
 
3 3 3 3 2
0 0
1 1( 1) [ ( 1) ]log( 1 ) ( ) log( ) (2 1)( 2 )
1 2
k
j
k j
k
x j j x x j x j j x x
jk
∞
= =
⎛ ⎞ ⎛ ⎞− − + + − − + + − + +⎜ ⎟ ⎜ ⎟+ ⎝ ⎠⎝ ⎠∑ ∑
 
and this may be written as 
 
   { }3 2 2
0 0
1 ( 1) ( 1 ) 3 ( 1 ) 3 ( 1 ) log( 1 )
1
k
j
k j
k
j x x j x x j x j x
jk
∞
= =
⎛ ⎞− − + − + + − + + − + −⎜ ⎟+ ⎝ ⎠∑ ∑     
 
   { }3 2 2
0 0
1 ( 1) ( ) 3 ( ) 3 ( ) log( )
1
k
j
k j
k
j x x j x x j x j x
jk
∞
= =
⎛ ⎞− − + − + + + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
2
0 0
1 1 ( 1) (2 1)( 2 )
2 1
k
j
k j
k
j x x
jk
∞
= =
⎛ ⎞− − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
As with (4.3.108) and (4.3.109), we also have 
 
                3
0 0
13 ( 2, ) ( 2, ) ( 1) ( ) log( )
1
n
j
n j
n
x x j x j x
jn
ς ς ∞
= =
⎛ ⎞′ − − − = − + +⎜ ⎟+ ⎝ ⎠∑ ∑  
 
We also have an equivalent result when 1x x→ − .  
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Hence we obtain 
  
2 ( )F x =   
 
2 23 ( 2,1 ) ( 2,1 ) 6 ( 1,1 ) 3 ( 1,1 ) 3 (0,1 ) 3 (0,1 )x x x x x x x x x xς ς ς ς ς ς′ ′ ′− − − + − − − − − + − − − − + −  
  
2 23 ( 2, ) ( 2, ) 6 ( 1, ) 3 ( 1, ) 3 (0, ) 3 (0, )x x x x x x x x x xς ς ς ς ς ς′ ′ ′− − + − + − − − − − +   
 
and with 0x =  we have   
 
    2 (0) 3 ( 2,1) ( 2,1) 3 ( 2,0) ( 2,0)F ς ς ς ς′ ′= − − + − − − + −    
 
             6 ( 2,1) 6 ( 2)ς ς′ ′= − − = − −             
 
where we have again used (i) (4.3.112) ( ,0) ( )n nς ς′ ′− = − , (ii) Lerch’s identity (4.3.116) 
to see that 2
0
lim (0, ) 0
x
x xς→ ′ =  and (iii) (4.3.110) to see that ( 2,0) 0ς − = .                      
Using (F.8b) 2
(3)( 2)
4
ςς π′ − = −  we therefore have  2
3 (3)(0)
2
F ςπ= .                     
 
Hence we get  
(4.3.168)            2
0
cot
x
u u duπ π =∫             
    
           2[ ( 2, ) ( 2,1 )] 2 [ ( 1, ) ( 1,1 )] [ (0, ) (0,1 )]x x x x x x x xς ς ς ς ς ς′ ′ ′ ′ ′ ′− − + − − + − − − − − + −    
 
          2 2
1 (3)[ ( 2, ) ( 2,1 )] [ ( 1, ) ( 1,1 )] [ (0, ) (0,1 )]
3 2
x x x x x x x x ςς ς ς ς ς ς π+ − + − − − − − − − + − − −  
 
The above integral may also be easily verified by differentiation. 
 
As seen above, this may be simplified to 
 
(4.3.168a)          2
0
cot
x
u u duπ π =∫               
    
           2 2
(3)[ ( 2, ) ( 2,1 )] 2 [ ( 1, ) ( 1,1 )] log(2sin )
2
x x x x x x x ςς ς ς ς π π′ ′ ′ ′− − + − − + − − − − + −            
 
This may also be expressed as 
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(4.3.168b)       2 2 2
0
(3)( 2 )cot [ ( 2, ) ( 2,1 )] log(2sin )
2
x
u xu u du x x x x ςπ π ς ς π π′ ′− = − − + − − − −∫  
                     
With 1/ 2x =  in (4.3.168) we see that the terms involving 11,
2
ς ⎛ ⎞′ −⎜ ⎟⎝ ⎠   conveniently 
cancel and we obtain 
 
(4.3.168c)        
1
2
2
2
0
1 1 (3)cot 2 2, log 2
2 4 2
u u du ςπ π ς π
⎛ ⎞′= − − + −⎜ ⎟⎝ ⎠∫      
 
We also have for 1/ 2x =  
 
                        
1
2 2
2 2
2
0 0
1cot cotu u du x x dx
π
π π π=∫ ∫  
 
and integration by parts results in 
 
                                                  
2
2
0
2 logsinx x dx
π
π= − ∫  
 
                                                  2
1 7 (3)log 2
4 8
ς
π= −  
 
where we have used Euler’s integral (1.11) and (1.12) from Volume I. We therefore see 
that 
(4.3.168d)               2
1 3 (3)2,
2 16
ςς π
⎛ ⎞′ − =⎜ ⎟⎝ ⎠    
 
Adamchik [4] also showed in 1998 that for positive integers n  and  0 < x < 1 
 
(4.3.170)         ( ) ( ) 21 2 1( ) !, ( 1) ,1 ( )1 (2 )
in
n ixn
nn
B x nn x n x i e Li e
n
π
πς ς π π
−+
+′ ′− + − − − = ++           
 
and for 1/ 2x =  we have 
 
(4.3.170a)         1 2 1
(1/ 2)1 1 !, ( 1) , ( 1)
2 2 1 (2 )
in
n n
nn
B nn n i e Li
n
π
ς ς π π
−+
+
⎛ ⎞ ⎛ ⎞′ ′− + − − = + −⎜ ⎟ ⎜ ⎟ +⎝ ⎠ ⎝ ⎠  
 
and with 2n m=  we get 
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(4.3.170b)      1 22 12 2
1 (2 )! (2 )!2 2 , ( 1) ( 1) ( 1) (1 2 ) (2 1)
2 (2 ) (2 )
m m m
mm m
m mm Li mς ςπ π
+ −
+
⎛ ⎞′ − = − − = − − +⎜ ⎟⎝ ⎠  
 
We therefore see that 2
1 3 (3)2,
2 16
ςς π
⎛ ⎞′ − =⎜ ⎟⎝ ⎠  in agreement with (4.3.168d).             
 
Earlier in 1998 Miller and Adamchik [103] proved that  
 
(4.3.170c)             ( )2 12 2 2 1(2 1) 2 1log 212 1, 2 2 2
k
k
k k
kBk
k
ςς
−
−
′− − +⎛ ⎞′ − + = − −⎜ ⎟⎝ ⎠  
 
and with 1k =  we get  
 
(4.3.170d)             ( ) ( )2 log 21 1 1 11, 1 log 2 1
2 4 2 24 2
Bς ς ς⎛ ⎞′ ′ ′− = − − − = − − −⎜ ⎟⎝ ⎠  
 
We note that (4.3.170d) may also be easily found by differentiating the identity (4.3.123)  
 
 (4.3.170e)            ( )1, (2 1)
2
ss sς ς⎛ ⎞ = −⎜ ⎟⎝ ⎠      
 
With 1/ 4x =  in (4.3.168) we have 
 
(4.3.171)                   
1
4
2
2
0
1 3 1 1 3 1 (3)cot 2, 2, 1, 1, log 2
4 4 2 4 4 32 2
x x dx ςπ π ς ς ς ς π
⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′ ′ ′= − − + − + − + − + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦∫  
 
                         2
1 3 1 (3)2, 2, log 2
4 4 4 32 2
G ςς ς π π
⎡ ⎤⎛ ⎞ ⎛ ⎞′ ′= − − + − + + −⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦              
 
We note from (6.69o) in Volume V (and see also [45]) that 
                   
                    
24
2
0
71cot (3) log 2
128 4 32
Gx x dx
π π πς= − + +∫  
 
and hence by an elementary change of variables we get 
 
                    
1
4
2
2
0
71 1cot (3) log 2
128 4 32
Gx x dxπ π ςπ π= − + +∫   
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We therefore deduce that  
 
(4.3.172)                  2
1 3 3 (3)2, 2,
4 4 64
ςς ς π
⎛ ⎞ ⎛ ⎞′ ′− + − =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
which was also originally derived by Adamchik [2a]. We also note from (4.3.168d) that 
 
(4.3.173)                  1 3 12, 2, 2,
4 4 2
ς ς ς⎛ ⎞ ⎛ ⎞ ⎛ ⎞′ ′ ′− + − = −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠  
 
and this is a direct consequence of (i) Adamchik’s result [2a] 
 
(4.3.174)        ( ) ( ) 2 12(2 )!2 , 2 ,1 ( 1) Cl (2 )(2 )n nn
nn x n x xς ς ππ +′ ′− + − − = −     
 
                      ( ) ( ) 2 22 1(2 1)!2 1, 2 1,1 Cl (2 )(2 ) nn
nn x n x xς ς ππ ++
+′ ′− − − − − − =  
 
and (ii) the formula [45, equation (5.11)] (where I have corrected a misprint) 
 
(4.3.175)               
2
2 1 4 1
1 2Cl ( / 2) (2 1)
2
n
n n nπ ς+ +−= +    
 
This then gives us for 1/ 4x =  
 
(4.3.176) 
 
         
2
2 12 4 1 2
1 3 (2 )! 1 2 (2 )!2 , 2 , ( 1) Cl ( / 2) ( 1) (2 1)
4 4 (2 ) 2 (2 )
n
n n
nn n n
n nn n nς ς π ςπ π+ +
−⎛ ⎞ ⎛ ⎞′ ′− + − = − = − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   
 
and, having regard to equation (2.13) in [45], we also have in terms of the generalised 
Glaisher-Kinkelin constants 2nA   
 
(4.3.177)         
2
24 2
1 3 2 12 , 2 , log
4 4 2
n
nnn n Aς ς +−⎛ ⎞ ⎛ ⎞′ ′− + − =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠    
 
We also have 
 
(4.3.178)         2
1 3 11, 1, Cl ( / 2)
4 4 2 2
Gς ς ππ π
⎛ ⎞ ⎛ ⎞′ ′− − − = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠    
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It is clear that the above analysis may be extended to 
0
cot
x
nu u duπ π∫  and the following 
could also be tackled 
 
(4.3.179)          
0 0 0 0
1 1( 1) ( ) log ( ) cot
1
x xk
j
n n
k j
k j uB u du B u u du
jk j u
π π∞
= =
⎛ ⎞ + −− =⎜ ⎟+ +⎝ ⎠∑ ∑ ∫ ∫  
 
Substituting (6.48) in (4.3.168a) we get  
 
2 2
0
(2 )
1
n
n
n x
n
ς∞ +
=
− =+∑  
 
           2 2
(3)[ ( 2, ) ( 2,1 )] 2 [ ( 1, ) ( 1,1 )] log(2sin )
2
x x x x x x x ςς ς ς ς π π′ ′ ′ ′− − + − − + − − − − + −  
 
and with 1/ 2x =  we get 
 
                         2 2
0
(2 ) 2 (3)8 ( 2,1/ 2) log 2
( 1)2 nn
n
n
ς ςς π
∞
=
′= − − ++∑            
 
Comparing this with (6.79) in Volume V       
    
                         2
0
(2 )
( 1)2 nn
n
n
ς∞
= +∑ 2
7 (3) log 2
2
ςπ= −  
 
we see that 2
3 (3)( 2,1/ 2)
16
ςς π′ − =  in accordance with (4.3.168d). 
 
Integrating (4.3.158i) in conjunction with (4.3.168b) results in 
 
        2 2
0 0
(2 ) 1 [ ( 2, ) ( 2,1 )] ( 2) log(2sin )
(2 1)( 1) 2
t
n
n
n t t t x x dx
n n
ς ς ς ς π∞ +
=
′ ′ ′− = − + − − − − ++ +∑ ∫  
 
and with 1/ 2t =  we get 
 
          
1/ 2
2 2
0 0
(2 ) 12, ( 2) log(2sin )
(2 1)( 1)2 2nn
n x x dx
n n
ς ς ς π∞ +
=
⎛ ⎞′ ′− = − − − +⎜ ⎟+ + ⎝ ⎠∑ ∫  
 
Using (4.3.168d) 2
1 3 (3)2,
2 16
ςς π
⎛ ⎞′ − =⎜ ⎟⎝ ⎠  and (F.8b) 2
(3)( 2)
4
ςς π′ − = −  this becomes 
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1/ 2
2 2 2
0 0
(2 ) 7 (3) log(2sin )
(2 1)( 1)2 16nn
n x x dx
n n
ς ς ππ
∞
+
=
− = ++ +∑ ∫   
 
and from Euler’s integral (1.11) we have 
 
             
1/ 2
2
0
1 7 (3) 1log(2sin ) log 2 log 2
8 16 8
x x dx ςπ π= + −∫  
 
We then deduce that 
 
           2 2 2
0
(2 ) 7 (3)
(2 1)( 1)2 8nn
n
n n
ς ς
π
∞
+
=
− =+ +∑     
 
and this is a well-known formula (which is also derived in (6.71) in Volume V).  
  
                                                                                                                                                        
                     
Adamchik [6c] has shown that for Re ( )x > 0 
 
(4.3.180)           ( ) ( ) , 1
0
, ( 1) ! ( ) log ( )
n
n
k n k
k
n x n k Q x xς ς +
=
′ ′− − − = − Γ∑  
 
where the polynomials , ( )k nQ x  are defined by  
 
                          , ( ) (1 )
n
n j
k n
j k
n j
Q x x
j k
−
=
⎛ ⎞ ⎧ ⎫= − ⎨ ⎬⎜ ⎟⎝ ⎠⎩ ⎭∑  
 
and 
j
k
⎧ ⎫⎨ ⎬⎩ ⎭  are the Stirling subset numbers defined by 
 
                           
1 1
1
j n n
k
k k k
− −⎧ ⎫ ⎧ ⎫ ⎧ ⎫= +⎨ ⎬ ⎨ ⎬ ⎨ ⎬−⎩ ⎭ ⎩ ⎭ ⎩ ⎭ ,  
1,   0
0 0,   0
n n
n
=⎧ ⎫ ⎧=⎨ ⎬ ⎨ ≠⎩ ⎭ ⎩  
 
Particular cases are 
 
(4.3.180a)           ( ) ( )1, 1 log ( ) log ( 1)x x x G xς ς′ ′− − − = Γ − +  
 
(4.3.180b)          ( ) ( ) 232, 2 2 log ( ) (3 2 ) log ( ) (1 ) log ( )x x x G x x xς ς′ ′− − − = Γ + − − − Γ   
 
Letting 1x x→ −  we see that 
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           ( ) ( )1,1 1 (1 ) log (1 ) log (1 ) log (1 )x x x x G xς ς′ ′− − − − = − Γ − − Γ − − −    
 
                                             log (1 ) log (1 )x x G x= − Γ − − −  
 
          ( ) ( ) 232,1 2 2log (1 ) (1 2 ) log (1 ) log (1 )x x x G x x xς ς′ ′− − − − = Γ − + + − − Γ −  
 
Hence we have 
 
           ( ) ( ) (1 )1, 1,1 log[ ( ) (1 )] log
(1 )
G xx x x x x
G x
ς ς −′ ′− − − − = Γ Γ − + +  
 
which we have already seen above in (4.3.162). 
 
We note from [45ac] that Choi, Cho and Srivastava have shown that 
 
                     2
1log (1 ) log log (1 ) ( 1,1 )
12
x A x x xς ′Γ + = − + − Γ + + − +  
 
and, since 2 (1 ) 1/ (1 )x G xΓ + = + , we have 
 
                     1log (1 ) log log (1 ) ( 1,1 )
12
G x A x x xς ′+ = − + Γ + − − +  
 
                                        ( 1) log (1 ) ( 1,1 )x x xς ς′ ′= − + Γ + − − +  
 
 
AN OBSERVATION BY GLASSER 
 
Part of the following is based on an observation made by Glasser [70ab] in 1966. Let us 
consider the integral 
 
                      
1
0
( ) ( )I f x x dxψ= ∫  
 
where ( ) (1 )f x f x= − −  and ( )f x  is selected so that the integral converges. We then 
have 
                      
1 1
0 0
(1 ) (1 ) ( ) (1 )I f t t dt f t t dtψ ψ= − − = − −∫ ∫  
 
and hence we see that 
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1
0
2 ( )[ ( ) (1 )]I f x x x dxψ ψ= − −∫  
 
Therefore, since ( ) (1 ) cotx x xψ ψ π π− − = − , we have 
 
(4.3.181)              
11 1 2
0 0 0
( ) ( ) ( ) cot ( ) cot
2
f x x dx f x x dx f x x dxπψ π π π= − = −∫ ∫ ∫  
 
Some functions which satisfy the condition ( ) (1 )f x f x= − −  are listed below: 
 
           2 1( )nB x+ , 2 ( ) cos(2 1)nB x m xπ+ , 2 1( )sin 2nB x m xπ+  and ( )(1 ) cos(2 1)h x x m xπ− +  
 
since ( ) ( 1) (1 )nn nB x B x= − −  where n  and m  are positive integers. Glasser [70ab] used 
the function ( ) (1 )cosf x x x xπ= −  to show that 
 
(4.3.182)    
1
2
0
1 7( ) (1 )cos 2 (3)
2
x x x x dxψ π ςπ
⎡ ⎤− = −⎢ ⎥⎣ ⎦∫  
 
Similarly, if ( ) (1 )g x g x= − , we obtain 
 
                   
1 1
0 0
( )[ ( ) (1 )] ( ) cot 0g x x x dx g x x dxψ ψ π− − = =∫ ∫  
Choi and Srivastava have evaluated a number of integrals of the form  
0
( )
z
nx x a dxψ +∫  in 
[45ab] and, in the particular case, 1a z= =  we have  
     
(4.3.183)     
1
0
1( 1) 1 log(2 )
2
x x dxψ π+ = −∫  
                                 
 
                    
1
2
0
1 1( 1) log(2 ) 2 log
2 2
x x dx Aψ π+ = − +∫     
 
                    
1 1
3
3
0 0
1 7( 1) log(2 ) 3log 2 log ( 1)
3 12
x x dx A x dxψ π+ = − + − Γ +∫ ∫        
 
Since   
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1 1
0 0
1( ) ( 1)n nx x dx x x dx
n
ψ ψ= − + +∫ ∫   
 
we immediately see that 
 
(4.3.183a)    
1
0
1( ) log(2 )
2
x x dxψ π= −∫  
                    
 
                    
1
2
0
1( ) log(2 ) 2 log
2
x x dx Aψ π= − +∫     
 
                    
1 1
3
3
0 0
7( ) log(2 ) 3log 2 log ( 1)
12
x x dx A x dxψ π= − + − Γ +∫ ∫  
 
We have from Appendix A in Volume VI  
 
                        3 23
3 1( )
2 2
B x x x x= − +  
 
and determine that 
 
(4.3.183b)        
1 1
3 3
0 0
1( ) ( ) log(2 ) 2 log ( 1)
12
B x x dx x dxψ π= − − Γ +∫ ∫  
 
We will see the following identity for suitably differentiable functions ( )p x  in (6.5a) in 
Volume V  
                      
0
1 ( ) cot( / 2) ( )sin
2
b b
na a
p x x dx p x nx dxα α∞
=
=∑∫ ∫  
 
The above equation is valid provided (i) sin( / 2) 0  [ , ]x x a bα ≠ ∀ ∈  or, alternatively, (ii) 
if sin( / 2) 0aα =  then ( ) 0p a =  also. Therefore, provided (0) (1) 0p p= = , we have  
 
                      
1 1
00 0
1 ( ) cot ( )sin 2
2 n
p x x dx p x n x dxπ π∞
=
=∑∫ ∫      
 
We now let 3( ) ( )p x B x=  and deduce that 
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1 1
3 3
00 0
1 ( ) cot ( )sin 2
2 n
B x x dx B x n x dxπ π∞
=
=∑∫ ∫  
 
Using integration by parts it is easily found that 
 
                         
11 1
3 3 2
0 00
cos 2 3( )sin 2 ( ) ( )cos 2
2 2
n xB x n x dx B x B x n x dx
n n
ππ ππ π= − +∫ ∫   
 
                                                      
1
2
0
3 ( ) cos 2
2
B x n x dx
n
ππ= ∫  
 
                        
11 1
2 2 1
0 00
sin 2 2( )cos 2 ( ) ( )sin 2
2 2
n xB x n x dx B x B x n x dx
n n
ππ ππ π= −∫ ∫   
 
                                                       
1
1
0
2 ( )sin 2
2
B x n x dx
n
ππ= − ∫  
 
                        
11 1
1 1 0
0 00
cos 2 1( )sin 2 ( ) ( )cos 2
2 2
n xB x n x dx B x B x n x dx
n n
ππ ππ π= +∫ ∫   
 
                                                      1
2nπ= −  
and hence we get 
 
                        
1
3 3 3
0
3( )sin 2
4
B x n x dx
n
π π=∫  
 
which then gives us  
 
                   
1
3 3
1 0
3 (3)( )sin 2
4n
B x n x dx ςπ π
∞
=
=∑∫  
 
Therefore we see that 
 
                        
1
3 3
0
3 (3)( )cot
2
B x x dx ςπ π=∫  
 
Reference to (4.3.181) then results in 
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1
3 2
0
3 (3)( ) ( )
4
B x x dx ςψ π= −∫   
 
and comparing this with (4.3.183b) we see that 
 
(4.3.184)         
1
3 2
0
1 3 (3)log ( 1) log(2 )
24 8
x dx ςπ πΓ + = − +∫      
 
This integral was also given by Choi and Srivastava [45ab].     
 
 
 
   
                                                 
 
REFERENCES 
 
[1]   M. Abramowitz and I.A. Stegun (Eds.), Handbook of Mathematical Functions 
        with Formulas, Graphs and Mathematical Tables. Dover, New York, 1970. 
         http://www.math.sfu.ca/~cbm/aands/ 
 
[2]   V.S.Adamchik, On Stirling Numbers and Euler Sums. 
        J.Comput.Appl.Math.79, 119-130, 1997.         
        http://www-2.cs.cmu.edu/~adamchik/articles/stirling.htm 
 
[2a] V.S.Adamchik, A Class of Logarithmic Integrals. Proceedings of the 1997 
        International Symposium on Symbolic and Algebraic Computation.  
        ACM, Academic Press, 1-8, 2001. 
        http://www-2.cs.cmu.edu/~adamchik/articles/logs.htm 
 
[3]   V.S.Adamchik and H.M. Srivastava, Some Series of the Zeta and Related 
        Functions. Analysis 18, 131-144, 1998.  
        http://www-2.cs.cmu.edu/~adamchik/articles/sums.htm 
 
[4]   V.S. Adamchik, Polygamma Functions of Negative Order. J. Comp. and Applied 
        Math.100, 191-199, 1998. Polygamma Functions of Negative Order 
 
[5]    V.S. Adamchik, Some definite Integrals Associated with the Riemann Zeta 
         Function. Journal for Analysis and its Applications (ZAA), 19, 831-846, 2000. 
         http://www-2.cs.cmu.edu/~adamchik/articles/zaa.htm 
 
[5a] V.S. Adamchik, On the Barnes Function. Proceedings of the 2001 International 
        Symposium on Symbolic and Algebraic Computation. (July 22-25, 2001, 
        London, Canada), Academic Press, 15-20, 2001                                     
        http://www-2.cs.cmu.edu/~adamchik/articles/issac01/issac01.pdf 
 198
 
[5b] V.S. Adamchik, Symbolic and numeric computations of the Barnes function. 
        Computer Physics Communications, 157 (2004) 181-190.    
         
[6]   V.S.Adamchik, Certain Series Associated with Catalan’s Constant. Journal for 
        Analysis and its Applications (ZAA), 21, 3(2002), 817-826. 
        http://www-2.cs.cmu.edu/~adamchik/articles/csum.html 
 
[6a] V.S.Adamchik, Contributions to the Theory of the Barnes Function. Computer  
        Physics Communications, 2003. 
        http://www-2.cs.cmu.edu/~adamchik/articles/barnes1.pdf   
 
[6b] V.S.Adamchik, Symbolic and numeric computations of the Barnes function. 
        Computer Physics Comms., 157 (2004) 181-190. 
        Symbolic and numeric computations of the Barnes function   
   
[6c] V.S.Adamchik, The multiple gamma function and its application to computation 
        of series. The Ramanujan Journal, 9, 271-288, 2005. 
 
[6x] O.R. Ainsworth and L.W. Howell, The generalized Euler-Mascheroni constants. 
        NASA Centre for AeroSpace Information (CASI) 
        NASA-TP-2264 ;NAS 1.60.2264, 1984. View PDF File 
 
[6y] O.R. Ainsworth and L.W. Howell, An integral representation of the generalized  
        Euler-Mascheroni constants. 
        NASA Centre for AeroSpace Information (CASI) 
        NASA-TP-2456 ;NAS 1.60.2456, 1985.View PDF File  
 
[6ai] S. Akiyama and Y. Tanigawa, Multiple zeta values at non-positive integers. 
         The Ramanujan Journal, Vol.5, No.4, 327-351, 2001. 
     
[6aii] U. Alfred, The Amateur Mathematician.Math.Mag, 34, 311-315, 1961.  
 
[6aiii] J.-P. Allouche, J. Shallit and J. Sondow, Summation of Series Defined by 
        Counting Blocks of Digits. math.NT/0512399 [abs, ps, pdf, other] 2005. 
         J. Number Theory 123 (2007) 133-143 
       
[7]   J.M. Amigó, Relations among sums of reciprocal powers. 
        Israel Journal of Math.124, 177-184, 2001.               
           
[7a]   J.M. Amigó, Relations among sums of reciprocal powers II. 
          http://www.crm.es/Publications/01/483.pdf 
 
[8]   P. Amore, Convergence acceleration of series through a variational approach. 
        Math-ph/0408036 [abs, ps, pdf, other] 
 
 199
[8a] G.E. Andrews, R. Askey and R. Roy, Special Functions. 
        Cambridge University Press, Cambridge, 1999.         
 
[9]   J. Anglesio, A fairly general family of integrals.  
        Amer.Math.Monthly, 104, 665-666, 1997. 
        
[10] F. Apéry, Roger Apéry, 1916-1999: A Radical mathematician. 
        The Mathematical Intelligencer, 18, No.2, 54-61, 1996.         
        Roger Apéry, 1916-1999 : A Radical Mathematician 
 
[11] R. Apéry, Irrationalité de ς(2) et ς(3) in Journées Arithmétiques de 
        Luminy (Colloq. Internat. CRNS, Centre Univ. Luminy, 1978). 
        Astérisque, 61, Soc. Math. France, Paris11-13, 1979.         
   
[12] T.M. Apostol, Another Elementary Proof of Euler’s Formula for )2( nς . 
        Amer.Math.Monthly, 80,425-431, 1973. 
 
[13] T.M. Apostol, Mathematical Analysis, Second Ed., Addison-Wesley Publishing 
        Company, Menlo Park (California), London and Don Mills (Ontario), 1974. 
 
[14] T.M. Apostol, Introduction to Analytic Number Theory. 
        Springer-Verlag, New York, Heidelberg and Berlin, 1976.  
 
[14aa] T.M. Apostol, Formulas for Higher Derivatives of the Riemann Zeta Function. 
            Math. of Comp., 169, 223-232, 1985. 
        
[14a] T.M. Apostol, An Elementary View of Euler’s Summation Formula. 
          Amer.Math.Monthly, 106, 409-418, 1999. 
 
[14b] T.M. Apostol, Remark on the Hurwitz zeta function. 
           Proc.Amer.Math.Soc., 5, 690-693, 1951.   
      
[15] R. Ayoub, Euler and the Zeta Function. 
        Amer.Math.Monthly, 81, 1067-1086, 1974. 
        
[16] D.H. Bailey, J.M. Borwein and R.Girgensohn, Experimental Evaluation of Euler 
        Sums. 
       Experimental Evaluation of Euler Sums - Bailey, Borwein, Girgensohn (1994) 
 
[16a] D.H. Bailey, J.M. Borwein, V. Kapoor and E. Weisstein, Ten problems in  
          experimental mathematics. Amer.Math.Monthly, 481-509, 2006. 
 
[17] D.H. Bailey, P.B. Borwein and S.Plouffe, On the rapid computation of various  
        polylogarithmic constants. Mathematics of Computation, 66(218), 903-913,  
        1997. 
         On the Rapid Computation of Various Polylogarithmic Constants 
 200
        
[17aa] E.W. Barnes, The theory of the G-function. Quart. J. Math.31, 264-314, 1899. 
 
[17a] R.G. Bartle, The Elements of Real Analysis.2nd Ed.John Wiley & Sons Inc,  
          New York, 1976. 
 
[18] E.T. Bell, Men of Mathematics. Simon & Schuster, New York, 1937. 
 
[19] B.C. Berndt, Elementary Evaluation of )2( nς . Math.Mag.48, 148-153, 1975. 
 
[20] B.C. Berndt, The Gamma Function and the Hurwitz Zeta Function. 
        Amer.Math. Monthly, 92,126-130, 1985. 
            
[21] B.C. Berndt, Ramanujan’s Notebooks. Parts I-III, Springer-Verlag, 1985-1991. 
 
[22] J.L.F. Bertrand, Traité de Calcul Différentiel et de Calcul Intégral (1864). 
        http://math-sahel.ujf-grenoble.fr/LiNuM/TM/Gallica/S099558.html 
        http://math-sahel.ujf-grenoble.fr/LiNuM/TM/Gallica/S099559.html 
 
[23] F. Beukers, A note on the irrationality of )2(ς and ς(3).  
        Bull. London Math.Soc.11, 268-272, 1979. 
 
[23aa] L. Berggren, J. Borwein and P. Borwein, Pi: A Source Book. 
          Springer-Verlag, New York, 1997. 
 
[23a] M.G. Beumer, Some special integrals. Amer.Math.Monthly, 68, 645-647, 1961. 
 
[23aa] J. Billingham and A.C. King, Uniform asymptotic expansions for the Barnes  
           double gamma function. Proc. R. Soc. Lond. A (1997) 454, 1817-1829.     
      
[24] J. Blümlein, Algebraic Relations between Harmonic Sums and Associated  
        Quantities. Comput.Phys.Commun. 159, 19-54, 2004. 
        Hep-ph/0311046 Abstract and Postscript and PDF]  
 
[24aa] J. Blümlein, Analytic Continuation of Mellin Transforms up to two-loop  
            Order. Comput.Phys.Commun. 133 (2000) 76-104. 
            hep-ph/0003100 [abs, ps, pdf, other] 
 
[24a] H.P. Boas and E. Friedman, A simplification in certain contour integrals. 
          Amer.Math.Monthly, 84, 467-468, 1977. 
 
[24a] J. Bohman and C.-E. Fröberg, The Stieltjes Function-Definition and Properties. 
          Math. of Computation, 51, 281-289, 1988. 
 
[24b] E. Bombieri and J.C. Lagarias, Complements to Li’s criterion for the Riemann  
           hypothesis. J. Number Theory 77, 274-287 (1999). 
 201
 
[25] G. Boros and V.H. Moll, Irresistible Integrals: Symbolics, Analysis and 
        Experiments in the Evaluation of Integrals. Cambridge University Press, 2004. 
 
[25a] G. Boros, O. Espinosa and V.H. Moll, On some families of integrals solvable in 
          terms of polygamma and negapolygamma functions.2002. 
          math.CA/0305131 [abs, ps, pdf, other] 
 
[26] J.M. Borwein and P. Borwein, Pi and the AGM.Wiley-Interscience, New York, 
        1987. 
 
[27] D. Borwein and J.M. Borwein, On an Intriguing Integral and Some Series 
        Related to (4)ς . Proc. Amer. Math. Soc. 123, 1191-1198, 1995. 
        http://www.math.uwo.ca/~dborwein/cv/zeta4.pdf 
 
[28] D. Borwein, J.M. Borwein and R. Girgensohn, Explicit Evaluations of Euler  
        Sums. Proc. Edinburgh Math. Soc. (2) 38, 277-294, 1995. 
        Explicit evaluation of Euler sums - Borwein, Borwein, Girgensohn (1994) 
 
[28a] J.M. Borwein and R. Girgensohn, Evaluation of triple Euler sums. 
          Electron. J. Combin., 3:1-27, 1996. 
          Evaluation Of Triple Euler Sums - Jonathan Borwein (1995) 
 
[29] J.M. Borwein, D.M. Bradley and R.E. Crandall, Computational Strategies for the 
        Riemann Zeta Function. J. Comput. Appl. Math. 123, 247-296, 2000. 
        http://eprints.cecm.sfu.ca/archive/00000211/ 
     
[30] J.M. Borwein, D.M. Bradley, D.J. Broadhurst and P. Lisonĕk, Special Values of 
        Multiple Polylogarithms. 
        http://arxiv.org/abs/math/9910045 
 
[30a] J.M. Borwein and D.M. Bradley, Thirty-two Goldbach Variations. 
         math.NT/0502034 [abs, ps, pdf, other] (to appear in International Journal of  
         Number Theory), 2005.   
 
[30b] J.M. Borwein, I.J. Zucker and J. Boersma. Evaluation of character Euler sums. 
          http://eprints.cecm.sfu.ca/archive/00000255/ 2004. 
 
[30c] M.T. Boudjelkha, A proof that extends Hurwitz formula into the critical strip. 
          Applied Mathematics Letters, 14 (2001) 309-403. 
[31] K.N. Boyadzhiev, Consecutive evaluation of Euler sums, Internat. J. Math.       AA  
Internat. J. Math. Sci., 29:9 (2002), 555-561  
[32] K.N. Boyadzhiev Evaluation of Euler-Zagier sums, Internat. J. Math. Math. 
        Sci., 27:7 (2001) 407-412 
 202
 
[32a] P. Bracken; C. Wenchang and D.C.L. Veliana, Summing Inverted Binomial  
         Coefficients. Math.Mag., 77, 398-399, 2004. 
 
[33] D.M. Bradley, Representations of Catalan's constant, (an unpublished catalogue 
        of  formulae for the alternating sum of the reciprocals of the odd positive  
        squares), 1998. 
        http://germain.umemat.maine.edu/faculty/bradley/papers/pub.html  
 
[33] D.M. Bradley, A class of series acceleration formulae for Catalan’s constant. 
        The Ramanujan Journal, Vol. 3, Issue 2, 159-173, 1999.   
          http://germain.umemat.maine.edu/faculty/bradley/papers/rj.pdf 
 
[33b] M. Brede, Eine reihenentwicklung der vervollständigten und ergänzten  
          Riemannschen zetafunktion und verwandtes  
          http://www.mathematik.uni-kassel.de/~koepf/Diplome/brede.pdf 
 
[34] D. Bressoud, A Radical Approach to Real Analysis. 
        The Mathematical Association of America, 1994.         
     
[35] W.E. Briggs, S. Chowla, A.J. Kempner and W.E. Mientka, On some infinite 
        series. Scripta Math, 21, 28-30, 1955. 
 
[35a] W.E. Briggs and S. Chowla, The power series coefficients of ( )sς . 
          Amer. Math. Monthly, 62, 323-325, 1955.  
 
[35b] W.E. Briggs, Some constants associated with the Riemann zeta-function. 
         (1955-1956), Michigan Math. J. 3, 117-121. 
 
[36] D.J. Broadhurst, Polylogarithmic ladders, hypergeometric series and the ten  
        millionth digits of (3)ς and (5)ς .1998. 
        math.CA/9803067 [abs, ps, pdf, other] 
 
[36a] K.A. Broughan, Vanishing of the integral of the Hurwitz zeta function. 
         Bull. Austral. Math. Soc. 65 (2002) 121-127. 
         Vanishing of the integral of the Hurwitz zeta function 
 
[36b] T.J.I’a Bromwich, Introduction to the theory of infinite series.2nd edition 
          Macmillan & Co Ltd, 1965. 
 
[37] R.G. Buschman. Math. Mag.Vol.32, p107-108, 1958. 
 
[38] P.L. Butzer, C. Markett and M. Schmidt, Stirling numbers, central factorial  
       numbers and representations of the Riemann zeta function. 
       Resultate Math.19, 257-274, 1991.        
 
 203
[38a] B. Candelpergher, M.A. Coppo and E. Delabaere, La Sommation de 
          Ramanujan. L’Enseignement Mathématique, 43, 93-132, 1997.  
          [PS] La sommation de Ramanujan 
 
[39] L. Carlitz, Eulerian Numbers and Polynomials. Math.Mag.32, 247-260, 1959. 
 
[40] A.G. Caris, Amer.Math.Monthly, 21,336-340, 1914. 
 
[41] H.S. Carslaw, Introduction to the theory of Fourier Series and Integrals.  
        Third Ed. Dover Publications Inc, 1930. 
 
[42] D. Castellanos, The Ubiquitous π . Math.Mag.61, 67-98, 1988. 
 
[43] P. Cerone, M.A. Chaudhry, G. Korvin and A. Qadir, New Inequalities involving 
       the Zeta Function. Journal of Inequalities in Pure and Applied 
       Mathematics. Vol.5, No.2, Article 43, 2004. 
       http://jipam.vu.edu.au/images/130_03_JIPAM/130_03.pdf 
 
[43a] Chao-Ping Chen and Feng Qi, The best bounds of the harmonic sequence. 
          math.CA/0306233 [abs, ps, pdf, other],2003. 
 
[43b] Hwang Chien-Lih, Relations between Euler’s constant, Riemann’s zeta function  
          and Bernoulli numbers. Math. Gaz., 89, 57-59, 2005. 
 
[43c] H. Chen, A power series and its applications. 
          Int. J. of Math. Educ. in Science and Technology, 37:3,362-368 (2005). 
 
[43d] H. Chen and P. Khalili, On a class of logarithmic integrals. 
          Int. J. of Math. Educ. in Science and Technology, 37:1,119-125 (2006). 
 
[43d] Y.J. Cho, M. Jung, J. Choi and H.M. Srivastava, Closed-form evaluations of 
         definite integrals and associated infinite series involving the Riemann zeta  
          function.Int. J. Comput. Math., 83,Nos. 5-6,461-472, 2006. 
 
[44] Boo Rim Choe, An Elementary Proof of 6
1 2
1
2
π=∑∞
=n n
.  
       Amer.Math.Monthly, 94,662-663, 1987. 
 
[45] J. Choi, H.M. Srivastava and V.S. Adamchik, Multiple Gamma and Related 
        Functions. The Ramanujan Journal, 2003. 
 
[45aa] J. Choi and H.M. Srivastava, Certain classes of series involving the Zeta  
           function. J.Math.Anal.Appl., 231, 91-117,1999. 
 
[45ab] J. Choi and H.M. Srivastava, Certain classes of series associated with the Zeta  
           function and multiple gamma functions.  
 204
           J. Comput. Appl. Math., 118, 87-109, 2000. 
 
[45ac] J. Choi, Y.J. Cho and H.M. Srivastava, Series involving the Zeta function and  
           multiple Gamma functions. Appl.Math.Comput.159 (2004)509-537. 
 
[45aci] J. Choi and H.M. Srivastava, Explicit evaluation of Euler and related sums. 
             The Ramanujan Journal, 10, 51-70, 2005. 
 
[45ad] B.K. Choudhury, The Riemann zeta function and its derivatives. 
          Proc. Roy. Soc. Lond. A (1995) 450, 477-499. 
 
[45ae] V.O. Choulakian; K.F. Anderson, Series of sine integrals.  
           Amer.Math.Monthly, 105, 474-475, 1998. 
 
[45b] M.W. Coffey, On some log-cosine integrals related to (3), (4) and (6)ς ς ς . 
           J. Comput. Appl. Math., 159, 205-215, 2003. 
 
[45c] M.W. Coffey, New results on the Stieltjes constants: Asymptotic and exact 
          evaluation. J. Math. Anal. Appl., 317 (2006)603-612. 
          math-ph/0506061 [abs, ps, pdf, other] 
 
[45d] M.W. Coffey, On one-dimensional digamma and polygamma series related to  
          the evaluation of Feynman diagrams.  
          J. Comput.Appl. Math, 183, 84-100, 2005. 
          math-ph/0505051 [abs, ps, pdf, other] 
           
[45e] M.W. Coffey, New summation relations for the Stieltjes constants  
          Proc. R. Soc. A ,462, 2563-2573, 2006. 
 
[45f] M.W. Coffey, Toward verification of the Riemann Hypothesis: Application of  
         the Li criterion. math-ph/0505052 [abs, ps, pdf, other],2005. Math. Phys.  
         Analysis and Geometry, 8, 211-255, 2005.  
 
[45g] M.W. Coffey, Polygamma theory, the Li/Keiper constants and validity of the 
         Riemann Hypothesis. math-ph/0507042 [abs, ps, pdf, other],2005.  
 
[45h] M.W. Coffey, A set of identities for alternating binomial sums arising in 
          computing applications. math-ph/0608049 [abs, ps, pdf, other],2006.  
 
[45i] M.W. Coffey, The Stieltjes constants, their relation to the jη coefficients, and  
         representation of the Hurwitz zeta function. 
        arXiv:math-ph/0612086 [ps, pdf, other], 2007. 
 
[45j] M.W. Coffey, Series of zeta values, the Stieltjes constants, and a sum ( )S nγ . 
         arXiv:0706.0345 [ps, pdf, other], 2007. 
 205
 
[46] S.W. Coffman, B. Shawer, H. Kappus, B.C. Berndt, An Infinite Series with 
       Harmonic Numbers. Math. Mag., 60, 118-119, 1987. 
 
[46a] G. Cognola, E. Elizalde and K. Kirsten, Casimir Energies for Spherically  
         Symmetric Cavities. J.Phys. A34 (2001) 7311-7327 
         hep-th/9906228 [abs, ps, pdf, other] 
 
[46aa] C.B. Collins, The role of Bell polynomials in integration. 
            J. Comput. Appl. Math. 131 (2001) 195-211. 
 
[46b] M.A. Coppo, Nouvelles expressions des constantes de Stieltjes. 
         Expositiones Mathematicae 17, No. 4, 349-358 (1999). 
 
[47] F. Lee Cook, A Simple Explicit Formula for the Bernoulli Numbers.  
        The Two-Year College Mathematics Journal 13, 273-274, 1982. 
     
[48] R. E. Crandall and J. P. Buhler, On the evaluation of Euler sums. 
        Experimental Math., 3 (1994), no. 4, 275–285 
        Full text (Postscript) 
 
[48a] D. Cvijović and J. Klinowski, Closed-form summation of some trigonometric  
          series. Math. Comput., 64, 205-210, 1995. 
 
[49] D. Cvijović and J. Klinowski, New rapidly convergent series representations for 
       )12( +nς . Proc. Amer. Math. Soc.125, 1263-1271, 1997. 
       http://www.ams.org/proc/1997-125-05/S0002-9939-97-03795-7/home.html 
 
[49a] D. Cvijović, The Haruki-Rassias and related integral representations of the  
         Bernoulli and Euler polynomials. J. Math. Anal. Appl. (to appear) 2007. 
 
[49b] D. Cvijović, New integral representations of the polylogarithm function. 
          Proc. R. Soc. A (2007), 463, 897-905. 
 
[50] D. Cvijović and J. Klinowski, Integral Representations of the Riemann Zeta 
        Function for Odd-Integer Arguments. J.Comput.Appl.Math.142, 435-439, 2002. 
 
[50a] O.T. Dasbach, Torus Knot complements: A natural series for the natural  
         logarithm. math.GT/0611027 [abs, ps, pdf, other].    
 
[51] M. Dalai, Recurrence Relations for the Lerch Φ Function and Applications. 
        math.NT/0411087 [abs, ps, pdf, other] 2004. 
 
[51a] A. Das and G.V. Dunne, Large-order Perturbation Theory and de Sitter/Anti de 
         Sitter Effective Actions, Phys.Rev. D74 (2006) 044029  
         hep-th/0607168 [abs, ps, pdf, other] 
 206
 
[51b] A.I. Davydychev and M. Yu. Kalmykov, New results for the epsilon-  
         expansion of certain one-, two- and three-loop Feynman diagrams 
         Nucl.Phys. B605 (2001) 266-318 
         arXiv:hep-th/0012189 [ps, pdf, other]     
     
[52] R. Dedekind, Üeber ein Eulerische Integral. J. Reine Ang. Math., Vol.45, 1853. 
http://www.digizeitschriften.de/no_cache/home/open-access/nach-zeitschriftentiteln/ 
[53] J. B. Dence, Development of Euler Numbers. Missouri Journal of Mathematical                                       
A     Sciences, 9, 1-8, 1997.      A Development of Euler Numbers 
[53a] A. Devoto and D.W. Duke, Table of integrals and formulae for Feynman  
          diagram calculations. Florida State University, FSU-HEP-831003, 1983. 
          http://www.csit.fsu.edu/~dduke/integrals.htm           
[54] K. Dilcher, Some q-Series Identities Related to Divisor Functions. Discrete Agg       
A     Discrete Math. 145, 83-93, 1995. 
[54a] K. Dilcher, Generalized Euler constants for arithmetical progressions.         Accc 
AAAAMath. of Comp.,Vol.59,No.199,259-282,1992. 
[55] P.J. de Doelder, On some series containing ( ) ( )x yψ ψ−  and ( )2)()( yx ψψ − for  
        certain values of x  and y . J. Comput. Appl. Math. 37, 125-141, 1991.  
 
[55a] D. Bierens de Haan, Exposé de la Théorie, Propriétés, des formules de 
          transformation, et des méthodes d’évaluation des intégrales définies, C.G. Van  
          der Post, Amsterdam, 1862. Available on the internet at the University of  
          Michigan Historical Mathematics Collection.  
          http://www.hti.umich.edu/u/umhistmath/ 
 
[55b] B. Doyon, J. Lepowsky and A. Milas, Twisted vertex operators and Bernoulli  
          polynomials. math.QA/0311151 [abs, ps, pdf, other], 2005. 
          
[56] W. Dunham, Euler, The Master of Us All. Mathematical Association of  
        America, Washington, DC, 1999. 
 
[56a] J. Duoandikoetxea, A sequence of polynomials related to the evaluation of the 
          Riemann zeta function. Math. Mag, 80, No. 1, 38-45, 2007. 
 
[57] H.M. Edwards, Riemann’s Zeta Function. Academic Press, New York and  
        London, 1974. 
     
[58] H.M. Edwards, Fermat’s Last Theorem: A Genetic Introduction to Algebraic 
        Number Theory. Springer-Verlag, 1977. 
 
 207
[58a] C.J. Efthimiou, Finding exact values for infinite series.  
          Math. Mag. 72, 45-51, 1999. arXiv:math-ph/9804010 [ps, pdf, other] 
 
[58aa] C.J. Efthimiou, Trigonometric Series via Laplace Transforms.  
           arXiv:0707.3590 [ps, pdf, other] 2007.  
 
[58b] A. Erdélyi, W. Magnus, F. Oberhettinger and F.G. Tricomi. 
          Higher Transcendental Functions, Volume I, McGraw-Hill Book Company,  
          Inc, 1953. 
 
[58c] E. Elizalde, Derivative of the generalised Riemann zeta function ( , )z qς  at 
         1z = − . J. Phys. A Math. Gen. (1985) 1637-1640   
 
[58ci] E. Elizalde and A. Romeo, An integral involving the generalized zeta function. 
           Internat. J. Maths. & Maths. Sci. Vol.13, No.3, (1990) 453-460.   
           http://www.hindawi.com/GetArticle.aspx?doi=10.1155/S0161171290000679&e=CTA 
  
[58d] A. Erdélyi et al, Tables of Integral Transforms. McGraw-Hill Book Company, 
          New York, 1964. 
 
[59] O. Espinosa and V.H. Moll, On some integrals involving the Hurwitz zeta  
        function: Part I. The Ramanujan Journal, 6,150-188, 2002.    
        http://arxiv.org/abs/math.CA/0012078 
 
[60] O. Espinosa and V. H. Moll. On some integrals involving the Hurwitz zeta 
        function: Part 2. The Ramanujan Journal, 6,449-468, 2002. ps     pdf 
 
[61] L. Euler, Demonstratio insignis theorematis numerici circa unicias potestatum 
        binomialium .Nova Acta Acad. Sci. Petropol.15 (1799/1802), 33-43; reprinted in 
        Opera Omnia, Ser. I,Vol. 16(2), B.G. Teubner,Leipzig,1935, pp.104-116. 
 
[62] L. Euler, Institutiones Calculi Differentialis, Petrograd, 1755, pp. 487-491. 
  
[63] The Euler Archive. Website http://www.eulerarchive.org/  
[64] Russell Euler, Evaluating a Family of Integrals. Missouri Journal of        
AAAMathematical   Sciences 9, 1-4, 1997. Evaluating a Family of Integrals             
 [65] J.A. Ewell, A New Series Representation for (3)ς .  Math.Monthly, 97, 219-220, 
AAAMath.Monthly, 97, 219-220, 1990. 
[65a] O.Furdui, College Math. Journal, 38, No.1, 61, 2007 
[66] E. Fischer, Intermediate Real Analysis. Springer-Verlag, New York, 1983. 
 208
[67] P. Flajolet, X. Gourdon and P. Dumas, Mellin Transforms and Asymptotics:         
AAAHarmonic sums. Theoretical Computer Science, vol. 144 (1-2), pp. 3-58, 1995.  
 [68] P. Flajolet and R. Sedgewick, Mellin Transforms and Asymptotics: Finite 
Differences and Rice’s Integrals.Theor.Comput.Sci.144, 101-124, 1995.                Mellin 
Transforms and Asymptotics : Finite Differences and Rice's Integrals    (117kb),     
[69] P. Flajolet and B. Salvy, Euler Sums and Contour Integral Representations (115kb),    
(INRIA, RR2917), June 1996. The final version appears in Journal of Experimental   
Mathematics, volume 7(1), 1998, pp. 15-35, where it is available electronically, by 
courtesy of the publisher.  
[69aa] J.Fleisher, A.V. Kotikov and O.L. Veretin, Analytic two-loop results for self 
energy- and vertex-type diagrams with one non-zero mass. hep-ph/9808242         [abs, 
ps, pdf, other] Nucl.Phys. B547 (1999) 343-374. 
[69a] P. Freitas, Integrals of polylogarithmic functions, recurrence relations and   
associated Euler sums. Math.CA/0406401 [abs, ps, pdf, other] 2004.  
[69aa] P.G.O. Freund and A.V. Zabrodin, A Hierarchical Array of Integrable Models. 
          J.Math.Phys. 34 (1993) 5832-5842. hep-th/9208033 [abs, ps, pdf, other]           
[69b] R. Gastmans and W. Troost, On the evaluation of polylogarithmic integrals. Simon 
Stevin, 55, 205-219, 1981. 
[69c] C. Georghiou and A.N. Philippou, Harmonic sums and the Zeta function.               
Fibonacci Quart., 21, 29-36, 1983.            
[70] Badih Ghusayni Some Representations of zeta(3).Missouri Journal of 
        Mathematical Sciences 10, 169-175, 1998.  
 
[70] Badih Ghusayni. Euler-type formula using Maple. 
        Palma Research Journal, 7, 175-180, 2001. 
        http://www.ndu.edu.lb/academics/palma/20010701/vol7is1a17.doc 
     
[70aa] J. Ginsburg, Note on Stirling’s Numbers. Amer.Math.Monthly, 35, 77-80,  
           1928. 
 
[70ab] M.L. Glasser, Evaluation of some integrals involving the ψ - function. 
           Math. of Comp., Vol.20, No.94, 332-333, 1966. 
 
 [70a] M.A. Glicksman, Euler’s Constant. Amer.Math.Monthly, 50, 575, 1943. 
  
[71] R.W. Gosper, ∫ Γ6
4
)(log
m
n
dzz . In Special Functions, q-series and related topics. 
 209
        Amer.Math.Soc.Vol. 14. 
 
[71a] T.H. Gronwall, The gamma function in integral calculus. 
          Annals of Math., 20, 35-124, 1918. 
 
[72] H.W. Gould, Some Relations involving the Finite Harmonic Series. 
         Math.Mag., 34,317-321, 1961. 
 
[73] H.W. Gould, Combinatorial Identities.Rev.Ed.University of West  
        Virginia, U.S.A., 1972. 
 
[73a] H.W. Gould, Explicit formulas of Bernoulli Numbers. 
         Amer.Math.Monthly, 79, 44-51, 1972. 
 
[73b] H.W. Gould, Stirling Number Representation Problems. 
          Proc. Amer. Math. Soc., 11, 447-451, 1960. 
          
[74] I.S. Gradshteyn and I.M. Ryzhik, Tables of Integrals, Series and Products.  
        Sixth Ed., Academic Press, 2000. 
        Errata for Sixth Edition http://www.mathtable.com/errata/gr6_errata.pdf  
 
[75] R.L. Graham, D.E. Knuth and O. Patashnik, Concrete Mathematics. Second Ed. 
        Addison-Wesley Publishing Company, Reading, Massachusetts, 1994. 
 
[75a] R. Greenberg, D.C.B. Marsh and A.E. Danese, A Zeta-function Summation. 
         Amer.Math.Monthly, 74, 80-81, 1967. 
 
[75aa] J. Guillera and J. Sondow, Double integrals and infinite products for some 
           classical constants via analytic continuations of Lerch's transcendent.2005. 
           math.NT/0506319 [abs, ps, pdf, other] 
 
[76] G.H. Hardy et al., Collected Papers of Srinivasa Ramanujan.Cambridge 
        University Press, Cambridge, 1927; reprinted by Chelsea, 1962; reprinted by  
        American Mathematical Society, 2000. 
        http://www.imsc.res.in/~rao/ramanujan/CamUnivCpapers/collectedright1.htm 
 
[76aa] G.H. Hardy, Divergent Series. Chelsea Publishing Company, New York, 1991. 
 
[76a] F. Haring; G.T.Nelson; G.Bach. ( )( ),  nnς ψ  and an Infinite Series. 
          Amer.Math.Monthly, 81, 180-181, 1974. 
 
[76b] M. Hashimoto, S. Kanemitsu, T. Tanigawa, M. Yoshimoto and W.-P.Zhang, On  
          some slowly convergent series involving the Hurwitz zeta function.2002.   
          http://www.imsc.res.in/~icsf2002/papers/tanigawa.pdf 
 
[76c] F.E. Harris, Spherical Bessel expansions of sine, cosine and exponential  
 210
          integrals. Appl. Numerical Math, 34 (2000) 95-98. 
 
[77] H. Hasse, Ein Summierungsverfahren für Die Riemannsche ς - Reithe. 
        Math.Z.32, 458-464, 1930. 
           http://dz-srv1.sub.uni-goettingen.de/sub/digbib/loader?ht=VIEW&did=D23956&p=462 
 
[78] J. Havil, Gamma: Exploring Euler’s Constant. Princeton University Press, 
        Princeton, NJ, 2003. 
 
[79] Hernández, V. Solution IV of Problem 10490: A Reciprocal Summation 
        Identity. Amer. Math. Monthly 106, 589-590, 1999. 
 
[79a] M.Hirschhorn, A new formula for Pi. Austral.Math.Soc.Gazette, 25, 82-83, 
         1998. 
  
[80] M.E. Hoffman, Quasi-symmetric functions and mod p multiple harmonic sums,  
        http://arxiv.org/PS_cache/math/pdf/0401/0401319.pdf ,2004. 
 
[80a] K. Ireland and M. Rosen, A Classical Introduction to Modern Number Theory. 
          Second edition, Springer-Verlag New York Inc, 1990. 
 
[81] A. Ivić, The Riemann Zeta- Function: Theory and Applications. Dover  
        Publications Inc, 2003.     
 
[82] W.P. Johnson, The Curious History of Faà di Bruno’s Formula. 
        Amer.Math.Monthly 109,217-234, 2002. 
 
[82aa] M. Kamela and C.P. Burgess, Massive-Scalar Effective Actions on Anti-de 
           Sitter Spacetime. 
          Can.J.Phys. 77 (1999) 85-99. hep-th/9808107 [abs, ps, pdf, other] 
 
[82a] M. Kaneko, The Akiyama-Tanigawa algorithm for Bernoulli numbers. 
          Journal of Integer Sequences, Vol. 3, Article 00.2.9, 2000. 
          http://www.cs.uwaterloo.ca/journals/JIS/VOL3/KANEKO/AT-kaneko.pdf 
 
[82b] S. Kanemitsu, M. Katsurada and M. Yoshimoto, On the Hurwitz-Lerch zeta  
          function.    Aequationes Math. 59 (2000) 1-19. 
 
[83] R. Kanigel, The Man Who Knew Infinity: A Life of the Genius 
        Ramanujan.Charles Scribners’ Sons, New York, 1991.   
  
[83a] J.B. Keiper, power series expansions of Riemann’s ξ  function. 
          Math. Comp.58, 765-773 (1992). 
 
[84] G. Kimble, Euler’s Other Proof. Math. Mag., 60,282, 1977. 
 
 211
[84a] K. Kimoto and M. Wakayama, Apéry-like numbers arising from special values 
         of spectral zeta functions for non-commutative harmonic oscillators. 2006. 
         math.NT/0603700 [abs, ps, pdf, other] 
 
[85] A.N. Kirillov, Dilogarithm Identities. Progress of Theor. Phys. Suppl. 118, 
        61-142, 1995. http://arxiv.org/abs/hep-th/9408113    
   
[86] P. Kirschenhofer, A Note on Alternating Sums. The Electronic Journal of  
       Combinatorics 3 (2), #R7, 1996. R7: Peter Kirschenhofer 
 
[86a] M.S. Klamkin; H.F. Sandham; M.R. Spiegel. 
         Amer. Math. Monthly, 62, 588-590, 1955. 
   
[87] M. Kline, Mathematical Thought from Ancient to Modern Times.Vol.2, Oxford 
        University Press, 1972. 
[88] P. Knopf, The Operator 
n
dx
dx ⎟⎠
⎞⎜⎝
⎛ and its Application to Series.        
       Math.Mag.76, 364-371, 2003. 
      
[89] K.Knopp, Theory of Functions. Dover, New York, 1996. 
 
[90] K. Knopp, Theory and Application of Infinite Series. Second English Ed.Dover 
        Publications Inc, New York, 1990. 
 
[90a] D.E. Knuth, Euler’s constant to 1271 places. Math. of Computation, 16, 275- 
          281, 1962. 
 
[90b]D.E. Knuth, The Art of Computer Programming, Vol. 1, Addison Wesley, 1977. 
 
[91] M. Koecher: Lettters, Math.Intell.2, 62-64,1980. 
 
[91a] K.S. Kölbig, Nielsen’s generalised polylogarithms.  
         SIAM J. Math.Anal.Vol.17, No.5, 1232-1258, 1986.  
 
[91aa] K.S. Kölbig, Some infinite integrals with powers of logarithms and the  
           complete Bell polynomials. J. Comput.Appl. Math, 69 (1996), 39-47. 
 
[91b] Kondratieva and Sadov, Markov’s Transformation of series and the WZ method  
          math.CA/0405592 [abs, ps, pdf, other], 2004. 
 
[92] R.A. Kortram, Simple proofs for  
 
       
2 2
2 2 2
1 1
1  and sin 1
6k k
xx x
k k
π
π
∞∞
= =
⎛ ⎞= = −⎜ ⎟⎝ ⎠∑ ∏ . Math. Mag.69, 122-125, 1996. 
 
 212
[93] S. Koyama and N. Kurokawa, Certain Series Related to the Triple Sine 
        Function.  http://www.math.keio.ac.jp/local/koyama/papers/English/series.pdf          
 
[93a] S. Koyama and N. Kurokawa, Kummer’s formula for the multiple gamma 
         functions. Presented at the conference on Zetas and Trace Formulas in Okinawa, 
         November, 2002. 
         www.math.titech.ac.jp/~tosho/Preprints/pdf/128.pdf 
 
[94] E.E. Kummer, Beitrag zur Theorie der Function 1
0
( ) v xx e v dv
∞
− −Γ = ∫ . 
        J. Reine Angew.Math., 35, 1-4, 1847.   
         http://www.digizeitschriften.de/index.php?id=132&L=2            
 
[94a] J. Landen, A new method of computing sums of certain series. 
          Phil.Trans.R.Soc.Lond., 51, 553-565, 1760. 
 
[94aa] H. Langman; J.F. Locke; C.W. Trigg.  
           Amer. Math. Monthly, 43, 196-197, 1936. 
 
[94b] J. Landen, Mathematical Memoirs, 1, 1780. 
 
[95] P.J. Larcombe, E.J. Fennessey and W.A. Koepf, Integral proofs of Two 
        Alternating Sign Binomial Coefficient Identities. 
        http://citeseer.ist.psu.edu/598454.html 
 
[96] Kee-Wai Lau, Some Definite Integrals and Infinite Series. Amer.Math.Monthly 
        99, 267-271, 1992. 
 
[97] D.H. Lehmer, Interesting series involving the central binomial coefficient. 
       Amer.Math.Monthly 92,449-457, 1985. 
 
[98] M.E. Levenson, J.F. Locke and H. Tate, Amer.Math.Monthly, 45, 56-58, 1938. 
 
[99] M.E. Levenson, A recursion formula for 1
0
logt ne tdt
∞
− +∫ .  
        Amer.Math.Monthly, 65, 695-696, 1958. 
 
[100] L. Lewin, Polylogarithms and Associated Functions. Elsevier (North-Holland), 
         New York, London and Amsterdam, 1981. 
 
[101] L. Lewin (Editor), Structural Properties of Polylogarithms. (Mathematical 
          Surveys and Monographs, Vol.37), American Mathematical Society,  
          Providence, Rhode  Island, 1991.  
 
[101i] X.-J. Li, The positivity of a sequence of numbers and the Riemann Hypothesis. 
 213
           J. Number Th., 65, 325-333, 1997 
 
[101aa] G.J. Lodge; R. Breusch. Riemann Zeta Function. Amer.Math.Monthly, 71,  
             446-447, 1964. 
 
[101ab] J.L. Lopez, Several series containing gamma and polygamma functions. 
             J. Comput. Appl. Math, 90, (1998), 15-23. 
 
 [101a] M. Lutzky, Evaluation of some integrals by contour integration.  
            Amer.Math.Monthly, 77, 1080-1082, 1970. 
 
[101aa] T. Mansour, Gamma function, Beta function and combinatorial identities.  
              math.CO/0104026 [abs, ps, pdf, other], 2001. 
 
[101b] L.C. Maximon, The dilogarithm function for complex argument. 
            Proceedings: Mathematical, Physical and Engineering Sciences, The  
            Royal Society, 459 (2339), 2807-2819, 2003. 
            http://www.pubs.royalsoc.ac.uk/proc_phys_homepage.shtml 
            http://www.math.uio.no/~didier/dilog.pdf 
 
[101c]K. Maślanka, Effective method of computing Li’s coefficients and their  
           properties. math.NT/0402168 [abs, ps, pdf, other] 
 
[101d]K. Maślanka, An explicit formula relating Stieltjes constants and Li’s numbers. 
         math.NT/0406312 [abs, ps, pdf, other]   
 
[102] Z.R. Melzak, Companion to Concrete Mathematics.Wiley-Interscience, New 
         York, 1973. 
 
[102a] M. Milgram, On Some Sums of Digamma and Polygamma functions. 
            math.CA/0406338 [abs, pdf] 
    
[103] J. Miller and V.S. Adamchik, Derivatives of the Hurwitz Zeta Function for 
          Rational Arguments. J. Comp. and Applied Math., 100(1998), 201--206.   
          Derivatives of the Hurwitz Zeta Function for  Rational Arguments 
 
[103a] C. Moen, Infinite series with binomial coefficients. 
            Math. Mag., 64, 53-55, 1991. 
 
[103ab] C.Musès, Some new considerations on the Bernoulli numbers, the factorial  
             function and Riemann’s zeta function. 
             Appl. Math. and Comput.113 (2000) 1-21. 
 
[103ac] H. Muzaffar, Some interesting series arising from the power series expansion 
              of ( )1sin qx− . Int. J. of Math. and Math. Sci. 2005:14(2005) 2329-2336. 
 
 214
[103ai] T.S. Nanjundiah, Van der Pol’s expressions for the gamma function. 
             Proc.Amer.Math.Soc., 9, 305-307, 1958. 
 
[104] C. Nash and D. O’Connor, Determinants of Laplacians, the Ray-Singer torsion 
          on lens spaces and the Riemann zeta function.J.Math.Phys.36, 1462-1505,1995. 
          http://arxiv.org/pdf/hep-th/9212022    
 
[104a] N. Nielsen,Theorie des Integrallogarithmus und verwanter tranzendenten 1906.  
            http://www.math.uni-bielefeld.de/~rehmann/DML/dml_links_author_H.html 
 
[104b] N. Nielsen, Die Gammafunktion. Chelsea Publishing Company, Bronx and  
            New York, 1965. 
 
[105] N.E. Nörlund, Vorlesungen über Differenzenrechnung.Chelsea, 1954. 
              http://dz-srv1.sub.uni-goettingen.de/cache/browse/AuthorMathematicaMonograph,WorkContainedN1.html 
  
[105(i)] N.E. Nörlund, Leçons sur les séries d’interpolation. 
             Paris, Gauthier-Villars, 1926. 
 
[105(ii)] O.M. Ogreid and P. Osland, Some infinite series related to Feynman  
              diagrams. math-ph/0010026 [abs, ps, pdf, other] 
 
[105(iii)] O.M. Ogreid and P. Osland, More Series related to the Euler Series. 
               hep-th/9904206 [abs, ps, pdf, other] 
 
[105(iv)]  D. Oprisa and S. Stieberger, Six Gluon Open Superstring Disk Amplitude,  
                 Multiple Hypergeometric Series and Euler-Zagier Sums. 2005. 
                 hep-th/0509042 [abs, ps, pdf, other]   
 
[105(v)] T.J. Osler, An introduction to the zeta function. Preprint 2004. 
               An Introduction to the Zeta Function 
   
[105a] A. Panholzer and H. Prodinger, Computer-free evaluation of a double infinite  
            sum via Euler sums, 2005.      
            http://math.sun.ac.za/~prodinger/abstract/abs_218.htm 
 
[105aa] R. Pemantle and C. Schneider, When is 0.999...equal to 1?  
              math.CO/0511574 [abs, ps, pdf, other] 
 
[106] R. Penrose, The Road to Reality: A Complete Guide to the Laws of the 
          Universe. Jonathan Cape, London, 2004. 
     
[107] S. Plouffe, Plouffe’s Inverter.  http://pi.lacim.uqam.ca/eng/ 
   
[108] R.I. Porter, Further Mathematics. Bell and Sons Ltd, London, 1963. 
 
[108a] G. Póyla and G. Szegö, Problems and Theorems in Analysis, Vol.I 
 215
            Springer-Verlag, New York 1972.  
 
[109] H. Prodinger, A q-Analogue of a Formula of Hernandez Obtained by Inverting 
          a Result of Dilcher. Austral. J. Combin. 21, 271-274, 2000. 
[109i] A.P.Prudnikov, Yu.A Brychkov and O.I Marichev, Integrals and series,            
aaaaaavolume I: elementary functions. New York, NY: Gordon and Breach,1986. 
[109a] R.K. Raina and R.K. Ladda, A new family of functional series relations  
            involving digamma functions. 
            Ann. Math. Blaise Pascal, Vol. 3, No. 2, 1996, 189-198.  
             http://www.numdam.org/item?id=AMBP_1996__3_2_189_0 
    
[110] Srinivasa Ramanujan, Notebooks of Srinivasa Ramanujan, Vol.1, Tata Institute 
          of Fundamental Research, Bombay, 1957. 
 
[110aa] H. Rademacher, Topics in Analytic Number Theory. 
              Springer-Verlag, 1973. 
 
[110a] S.K. Lakshamana Rao, On the Sequence for Euler’s Constant.  
           Amer.Math.Monthly, 63, 572-573, 1956. 
 
[110b] K. Roach, Generalization of Adamchik’s formulas. 2005. 
            http://www.planetquantum.com/Notes/Adamchik97Review.pdf 
     
[111] K.Srinivasa Rao, Ramanujan’s Notebooks and other material. 
          http://www.imsc.res.in/~rao/ramanujan/index.html 
 
[111aa]  G. E. Raynor ,On Serret's integral formula.. 
           Bull. Amer. Math. Soc. Volume 45, Number 12, Part 1 (1939), 911-917. 
          On Serret's integral formula  
  
 
[111a] H. Ruben, A Note on the Trigamma Function. 
            Amer.Math.Monthly, 83, 622-623, 1976. 
    
[112] G.F.B. Riemann, Üeber die Anzahl der Primzahlen unter einer gegebenen 
          Grösse.Monatsber.Königl.Preuss.Akad.Wiss.,Berlin,671-680,1859. 
          http://www.maths.tcd.ie/pub/HistMath/People/Riemann/Zeta/ 
 
[113] T. Rivoal, La function Zeta de Riemann prend une infinité de valeurs  
          irrationnelles aux entiers impairs. Comptes Rendus Acad.Sci.Paris 331,267- 
          270, 2000.     
          http://arxiv.org/abs/math/0008051 
 
[114] T. Rivoal, Irrationalité d’au moins un des neuf nombres ς(5),ς(7),…,ς(21). Acta 
          Arith. 103:2 (2002), 157-167 (E-print math.NT/0104221). 
 216
 
[114aa] T. Rivoal, Polynômes de type Legendre et approximations de la constant  
              d’Euler. Note (2005).   DVI,  PS,  PDF  
              http://www-fourier.ujf-grenoble.fr/ 
 
[114a] B. Ross, Serendipity in mathematics or how one is led to discover that 
            2
1
1.3.5....(2 1) 1 3 15 ... log 4
2 ! 2 16 144nn
n
n n
∞
=
− = + + + =∑  
           Amer.Math.Monthly, 90, 562-566, 1983. 
 
[115] W. Rudin, Principles of Mathematical Analysis. Third Ed.McGraw-Hill Book 
          Company, 1976. 
 
[116] D.C. Russell, Another Eulerian-Type Proof. Math. Mag., 64, 349, 1991. 
 
[116aa] G. Rutledge and R.D. Douglass, Evaluation of 
1
2
0
log log (1 )u u du
u
+∫  and  
              related definite integrals. Amer.Math.Monthly, 41, 29-36, 1934. 
 
[116ab] G. Rutledge and R.D. Douglass, Tables of Definite Integrals.  
             Amer.Math.Monthly, 45, 525, 1938. 
 
[116a] G. Rzadkowski, A Short Proof of the Explicit Formula for Bernoulli Numbers.  
           Amer.Math.Monthly, 111, 432-434, 2004. 
 
[117] H.F. Sandham, A Well-Known Integral. Amer.Math.Monthly, 53, 587, 1946. 
 
[118] H.F. Sandham, Advanced Problems 4353, Amer.Math.Monthly, 56, 414, 1949. 
 
[118aa] H.F. Sandham; E. Trost, Amer.Math.Monthly, 58, 705-706, 1951. 
            
[118a] Z.Sasvári, An Elementary Proof of Binet’s Formula for the Gamma Function. 
           Amer.Math.Monthly, 106, 156-158, 1999. 
 
[119] P. Sebah and X. Gourdon, Introduction to the Gamma Function. 
          [PDF] Introduction to the Gamma Function  
 
[119a] P. Sebah and X. Gourdon, The Riemann zeta function ( )sς :Generalities                          
http://numbers.computation.free.fr/Constants/Miscellaneous/zetageneralities.pdf 
 
[119b] J. Ser, Sur une expression de la fonction ( )sς  de Riemann. 
            Comptes Rendus, 182, 1075-1077, 1926. 
            http://gallica.bnf.fr/Catalogue/noticesInd/FRBNF34348108.htm#listeUC 
 
[120] L.-C. Shen, Remarks on some integrals and series involving the Stirling 
 217
          numbers and ).(nς Trans. Amer. Math. Soc. 347, 1391-1399, 1995.  
 
[120a] R. Sitaramachandrarao, A formula of S.Ramanujan.  
            J.Number Theory 25, 1-19, 1987. 
 
[120ai] W.D. Smith, A “good” problem equivalent to the Riemann hypothesis.  
            http://math.temple.edu/~wds/homepage/riemann2.pdf  
[120aa] A. Snowden, Collection of Mathematical Articles. 2003. 
             http://www.math.princeton.edu/~asnowden/math-cont/dorfman.pdf 
 
[121] J. Sondow, Analytic Continuation of Riemann’s Zeta Function and Values at 
          Negative Integers via Euler’s Transformation of Series.Proc.Amer.Math.Soc. 
          120,421-424, 1994. 
          http://home.earthlink.net/~jsondow/id5.html 
 
[122] J. Sondow, Zeros of the Alternating Zeta Function on the Line Re ( )s  = 1. 
         Amer.Math.Monthly, 110, 435-437, 2003. 
         math.NT/0209393 [abs, ps, pdf] 
 
[123] J. Sondow, An Infinite Product for γe  via Hypergeometric Formulas for Euler’s  
          Constant γ . 2003(preprint) http://arxiv.org/abs/math.CA/0306008  
[123a] J. Sondow, A faster product for π  and a new integral for log
2
π . 
            Math.NT/0401406 [abs, pdf] Amer. Math. Monthly 112 (2005) 729-734. 
 
[123aa] J. Sondow, Double Integrals for Euler's Constant and ln(4/Pi) and an Analog  
            of Hadjicostas's Formula. Amer.Math.Monthly, 112, 61-65, 2005. 
            math.CA/0211148 [abs, pdf] 
 
[123ab] J. Sondow and P. Hadjicostas, The Generalized-Euler-Constant Function 
             ( )zγ  and a Generalization of Somos’s Quadratic Recurrence Constant. 
             math.CA/0610499 [abs, ps, pdf, other], 2006. 
            J. Math. Anal. Appl. 332 (2007) 292-314. 
 
[123ac] A Speiser, Geometrisches zur Riemannschen zetafunktion. 
             Math. Ann. 110 (1934). 
 
[123b] W. Spence, An essay on the theory of various orders of logarithmic  
            transcendents. 1809. 
 
[123bi] J. Spieß, Some identities involving harmonic numbers. 
             Math. of Computation, 55, No.192, 839-863, 1990. 
 
 218
[123c] W.G. Spohn; A.S. Adikesavan; H.W.Gould. Amer.Math.Monthly, 75, 204- 
            205,1968. 
 
[124] E.L. Stark, The Series ,...,4,3,2,
1
=∑∞= − skk s Once More. Math. Mag., 47,197-  
          202, 1974. 
    
[125] H.M. Srivastava, Some Families of Rapidly Convergent Series Representations 
          for the Zeta Function. Taiwanese Journal of Mathematics, Vol.4, No.4, 569- 
          598, 2000. 
          http://www.math.nthu.edu.tw/~tjm/abstract/0012/tjm0012_3.pdf 
 
[125a] H.M. Srivastava and H. Tsumura, A certain class of rapidly convergent series 
            representations for (2 1)nς + .J. Comput. Appl. Math., 118, 323-325, 2000.  
 
[125aa] H.M. Srivastava, M.L. Glasser and V.S. Adamchik. Some definite integrals  
             associated with the Riemann zeta function. 
             Z. Anal.Anwendungen, 129, 77-84, 2000. 
    
[126] H.M. Srivastava and J. Choi, Series Associated with the Zeta and Related  
          Functions. Kluwer Academic Publishers, Dordrecht, the Netherlands, 2001. 
 
[126a] G. Stephenson, Mathematical Methods for Science Students.7th Ed. 
            Longman Group Limited, London, 1970.            
 
[127] P.M. Stevenson, Phys. Rev. D 23, 2916, 1981. 
 
[127a] The Mactutor History of Mathematics archive. 
            http://www-history.mcs.st-andrews.ac.uk/Mathematicians/Faa_di_Bruno.html 
 
[128] E.C. Titchmarsh, The Theory of Functions.2nd Ed., Oxford University Press, 
         1932. 
 
[129] E.C. Titchmarsh, The Zeta-Function of Riemann. Oxford University 
         (Clarendon) Press, Oxford, London and New York, 1951; Second Ed. (Revised 
          by D.R. Heath- Brown), 1986.    
    
[130] G.P. Tolstov, Fourier Series. (Translated from the Russian by R.A. 
          Silverman) Dover Publications Inc, New York, 1976. 
 
[130a] D.B. Tyler; P.R. Chernoff; R.B. Nelsen. An old sum reappears. 
            Amer.Math.Monthly, 94, 466-468, 1987. 
 
[131a] A. van der Poorten, Some wonderful formulae…footnotes to Apéry’s proof of  
          the irrationality of ς(3). Séminaire Delange-Pisot-Poitou (Théorie des 
          Nombres) 29,1-7, 1978/1979.   
          http://www.ega-math.narod.ru/Apery1.htm 
 219
 
[131b] A. van der Poorten, Some wonderful formulae…an introduction to 
          Polylogarithms. Queen’s Papers in Pure Appl.Math.54, 269-286, 1979. 
          http://www.ega-math.narod.ru/Apery2.htm#ref10txt 
 
[132] A. van der Poorten, A proof that Euler missed… Apéry’s proof of the 
          irrationality of ς(3). Math. Intelligencer 1, 195-203, 1979.     
 
[133] A. van der Poorten, Notes on Fermat’s Last Theorem. John Wiley & Sons Inc.,  
          New York, 1996. 
    
[133] J.A.M. Vermaseren, Harmonic sums, Mellin transforms and Integrals. 
          Int.J.Mod.Phys. A14 (1999) 2037-2076 
          http://arXiv.org/abs/hep-ph/9806280 
 
[133a] M.B. Villarino, Ramanujan’s approximation to the n th partial sum of the  
            harmonic series. Math.CA/0402354 [abs, ps, pdf, other] 
 
[133b] A. Voros, Special functions, spectral functions and the Selberg zeta function. 
            Comm. Math. Phys.110, 439-465, 1987. 
             
[134] E.W. Weisstein, Dilcher’s Formula. From Mathworld-A Wolfram Web  
          Resource. 
          http://mathworld.wolfram.com/DilchersFormula.html 
    
[135] E.T. Whittaker and G.N. Watson, A Course of Modern Analysis: An  
          Introduction to the General Theory of Infinite Processes and of Analytic 
          Functions; With an Account of the Principal Transcendental Functions. Fourth 
          Ed., Cambridge University Press, Cambridge, London and New York, 1963.    
     
[136] B. Wiener and J. Wiener,  DeMoivre's Formula to the Rescue. 
          Missouri Journal of Mathematical Sciences, 13, 1-9, 2001. 
 
[137] J.Wiener, An Analytical Approach to a Trigonometric Integral . Missouri 
          Journal of Mathematical Sciences 2, 75-77, 1990.  
 
[138] J. Wiener Integration of Rational Functions by the Substitution x = u^{-1} 
          Missouri Journal of Mathematical Sciences. 
 
[138a] J. Wiener, Differentiation with respect to a parameter.  
            The College Mathematics Journal, 32, 180-184, 2001. 
 
[138ai] J. Wiener, D.P. Skow and W. Watkins, Integrating powers of trigonometric 
              functions . Missouri Journal of Mathematical Sciences, 3(1992), 55-61. 
              [PS] Integrating Powers of Trigonometric Functions 
 
 220
[138aii] J. Wiener, Integrals of 2cos n x  and 2sin n x . 
              The College Mathematics Journal, 31, 60-61, 2000. 
 
[138b] H.S. Wilf, The asymptotic behaviour of the Stirling numbers of the first kind. 
            Journal of Combinatorial Theory Series A, 64, 344-349, 1993. 
            http://www.mathnet.or.kr/papers/Pennsy/Wilf/stirling.pdf      
     
[139] S. Wolfram, The Integrator. http://integrals.wolfram.com/ 
 
[139a] Li Yingying, On Euler’s Constant-Calculating Sums by Integrals. 
            Amer. Math. Monthly, 109, 845-850, 2002. 
 
[139b] Wu Yun-Fei, New series involving the zeta function. 
            IJMMS 28:7 (2001) 403-411 
             [PDF] New series involving the zeta function 
 
[140] D. Zagier, The Remarkable Dilogarithm. Jour.Math.Phy.Sci, 22,131-145, 1988. 
 
[141] D. Zeilberger, Closed Form (pun intended!).Contemporary Mathematics, 
          143,579- 608, 1993.     
          http://www.math.rutgers.edu/~zeilberg/mamarim/mamarimPDF/pun.pdf 
 
[142] D. Zeilberger, Computerized Deconstruction. Advances in Applied  
          Mathematics, 30, 633-654, 2003.         
          http://www.math.rutgers.edu/~zeilberg/mamarim/mamarimPDF/derrida.pdf 
 
[142aa] Zhang Nan-Yue and K.S. Williams, Values of the Riemann zeta function and  
             integrals involving log 2sinh  and log 2sin
2 2
θ θ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ . 
             Pacific J. Math., 168, 271-289, 1995. 
             http://projecteuclid.org/Dienst/UI/1.0/Summarize/euclid.pjm/1102620561     
 
[142a] I.J. Zucker, On the series 
1
1
2 n
k
k
k
k
−∞ −
=
⎛ ⎞⎜ ⎟⎝ ⎠∑  and related sums. 
           J. Number Theory, 20, 92-102, 1985. 
 
[142b] De-Yin Zheng, Further summation formulae related to generalized harmonic  
            numbers Journal of Mathematical Analysis and Applications, In Press,  
            Corrected Proof, Available online 12 February 2007.            
 
[143] W. Zudilin, One of the numbers ζ(5), ζ(7), ζ(9), ζ(11) is irrational, Uspekhi 
          Mat. Nauk [Russian Math. Surveys] 56:4 (2001), 149--150 (pdf, gzip ps).     
          Full details of various papers relating to the (assumed) irrationality of  ζ(2n+1) 
          are contained in Zudilin’s website http://wain.mi.ras.ru/zw/     
 
 221
[144] W. Zudilin, An elementary proof of Apéry's theorem. 
          Math.NT/0202159 [abs, ps, pdf, other] 2002. 
 
[145] A. Zygmund, Trigonometric Sums. Cambridge Mathematical Library, 2002.  
 
 
Donal F. Connon 
Elmhurst 
Dundle Road 
Matfield 
Kent TN12 7HD 
dconnon@btopenworld.com 
