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Abstrakt
Většina síťových zařízení pro svou činnost potřebuje získávat položky z hlaviček různých
protokolů obsažených v přijatých paketech. Tato práce se zabývá návrhem efektivní jed-
notky umožňující analýzu hlaviček a extrakci dat v závislosti na požadavcích konkrétní
aplikace. Speciální důraz je kladen na možnost zpracování protokolů druhé, třetí a čtvrté
síťové vrstvy včetně tunelování paketů. Podporované protokoly je možné volit na základě
speciﬁckých požadavků různých aplikací. Pro analýzu dat je využíván model založený na
pravé lineární gramatice transformované na konečný automat. Technologie FPGA umož-
ňuje skloubení konﬁgurovatelnosti softwaru s rychlostí hardwarového zpracování nutného
pro vysokorychlostní sítě. Implementovanou jednotku je možné využít i pro sítě s rychlostí
40Gb/s. Extrahované položky je možné vybírat i za běhu jednotky.
Abstract
Most network devices need to obtain speciﬁc packet header ﬁelds belonging to diﬀerent
network protocol headers for correct functionality. This work aims to create an eﬃcient unit
capable of application-speciﬁc packet header analysis and data extraction. The proposed
unit deals with protocols used on L2, L3, and L4 layers of ISO/OSI model including tunneled
protocols; it is possible to specify protocols which are to be supported. Data analysis is
based on right linear grammar transformed to ﬁnite automaton. Hardware acceleration has
to be exploited in order to achieve data processing of all traﬃc exchanged over high-speed
networks. Using FPGA technology it is possible to achieve both fast and conﬁgurable data
processing. The designed unit is able to process data on up to 40Gbps networks. On-the-ﬂy
conﬁguration of extracted header ﬁelds is supported.
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Kapitola 1
Úvod
Počítačové sítě se v posledních letech neustále zrychlují. Zvyšování množství přenesených
dat za jednotku času je motivováno narůstajícími požadavky uživatelů na objem přenáše-
ných dat.
Základním požadavkem na počítačové sítě je sdílení jednoho přenosového média pro více
spojení mezi koncovými uzly. Proto jsou data při své cestě mezi počátečním a koncovým sí-
ťovým uzlem přenášena ve formě paketů, které mají omezenou velikost závislou na konkrétní
technologii použitou v dané síti. U každého z přijatých paketů je potřeba jednoznačně iden-
tiﬁkovat jeho příjemce, detekovat chyby vzniklé při přenosu apod. Kvůli těmto požadavkům
jsou vlastní přenášená data doprovázena kontrolními daty obvykle umístěnými buď před
přenášeným obsahem, pak hovoříme o hlavičce paketu, nebo za přenášenými daty, v tom
případě je nazýváme patičkou. V naprosté většině případů se popisovaný proces vykonává
v několika úrovních, což označujeme jako princip zapouzdření.
V rámci počítačových síti se kromě koncových prvků setkáváme i s dalším síťovými
vybavením. Jsou to především směrovače, monitorovací [3, 29] a bezpečnostní systémy [21]
a podobně. Všechna zmíněná zařízení potřebují z kontrolních dat získávat informace, jako
jsou použité protokoly, zdrojové a cílové adresy a další stavové informace.
V současnosti se ve větších sítích běžně setkáváme s rychlostmi 10Gb/s (např. [36])
a vyššími. Proto je nutné, aby popisovaná zařízení uměla pracovat i na vysokých rych-
lostech. Již není možné používat univerzální procesory, které nemají dostatečnou rychlost
zpracování. Urychlení je možné použitím specializovaných síťových procesorů, aplikačně
speciﬁckých obvodů ASIC, či programovatelných hradlových polí FPGA.
V poslední době se situace ještě více komplikuje používáním tunelovaných spojení. Na-
příklad se využívá přenos IPv6 paketů pomocí staršího protokolu IPv4 mezi síťovými uzly,
které novější protokol nepodporují. Dalším příkladem je propojení několika poboček jedné
ﬁrmy, umístěných v různých geograﬁckých lokacích, pomocí tzv. virtuální lokální sítě. Smě-
rování ve velkých sítích někdy nahrazují virtuální spojení, pro která se používají protokoly
s krátkými hlavičkami (např. MPLS [34]), které bývají umístěny blízko začátku paketu.
V současnosti je tedy nutné umět zpracovávat různě strukturované pakety.
Úkolem této diplomové práce bylo implementovat konﬁgurovatelnou jednotkou umožňu-
jící získávání dat z hlaviček paketů vhodnou pro použití v různých zařízeních pro současné
rychlé sítě. Díky generování modulu pro analýzu dat bylo možné dosáhnout relativně jed-
noduché podpory pro přidání podpory nových protokolů. Struktura hlaviček je popsána
pomocí souborů ve formátu XML, takže pro její konﬁguraci není nutná znalost konﬁgurace
hardware. Použitý extrakční modul dovoluje i za běhu přidání a odebírání extrahovaných
položek v případě, že patří do podporovaných protokolů.
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Analýza dat je založena na prezentovaném obecném modelu protokolů. Za využití pravé
lineární gramatiky je sestrojen konečný stavový automat schopný zpracovávat požadované
protokoly. Aby bylo dosaženo co nejvyšší rychlosti zpracování bylo navrženo efektivní ma-
pování automatu do hardwarové reprezentace za využití zřetězeného zpracování, určeného
pro výpočet výsledků kritických operací.
Tato diplomová práce dále rozvíjí a formalizuje téma mé bakalářské práce [26], ze které
jsem při řešení diplomové práce a semestrálního projektu vycházel. V rámci semestrálního
projektu jsem se seznámil s technologii FPGA a především s kartou COMBOv2 a nastudoval
používané síťové protokoly a současná řešení zkoumaného problému. Získané znalosti pro
mně byly velice užitečné při návrhu a implementaci jednotky. Ze semestrálního projektu
byly převzaty kapitoly 2 a 3 a také podstatná část kapitoly 1.
V kapitole 2 je představen síťový model ISO/OSI a síťová architektura rodiny protokolů
TCP/IP. V kapitole 3 je blíže speciﬁkován řešený problém a představena jeho současná ře-
šení. Na konci kapitoly jsou shrnuty požadavky různých síťových aplikací a jejich vliv na
provádění analýzy hlaviček paketu a extrakci nalezených položek. V kapitole 4 je vytvořen
abstraktní model popisující strukturu hlaviček protokolu na základě pravé lineární grama-
tiky. Návrh hardwarové architektury pro zpracování paketů s využitím tohoto modelu je
prezentován v rámci kapitoly 5. Konﬁgurace jednotky a implementace potřebného softwaro-
vého vybavení jsou popsány v kapitole 6. Kapitola 7 ukazuje dosažené výsledky. V závěrečné
kapitole 8 jsou informace shrnuty a diskutován přínos práce.
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Kapitola 2
Síťové protokoly
V této kapitole se seznámíme se základními síťovými protokoly a jejich vznikem. Ukážeme
si, že síťová komunikace ve skutečnosti probíhá na několika vrstvách a představíme si dva
modely popisující tyto vrstvy. Na závěr budou představený současné síťové aplikace, které
pro svou činnost potřebují získávat obsah hlaviček přijímaných paketů. Tato kapitola je
převážně popisného charakteru a z velké části byla převzata z mé bakalářské práce [26].
2.1 Referenční model ISO/OSI
Referenční model ISO/OSI [15] byl vytvořen mezinárodní organizací ISO (International
Organization for Standardization) jako abstraktní model pro znázornění síťového prostředí.
V současné době je používán především pro studijní účely. Model obsahuje sedm vrstev
znázorněných na obrázku 2.1 a popsaných níže.
Aplikační vrstva
Prezentační vrstva
Relační vrstva
  Transportní vrstva  
Síťová vrstva
Linková vrstva
Fyzická vrstva
Obrázek 2.1: Referenční model ISO/OSI
Fyzická vrstva se zabývá přenosem jednotlivých bitů mezi síťovými uzly. Speciﬁkuje pře-
nosové médium a deﬁnuje všechny fyzikální a elektrické vlastnosti zařízení. Rozlišu-
jeme fyzické spojení dvoubodové (sériová linka) a mnohobodové (Původní Ethernet).
Linková vrstva přenáší větší bloky dat (rámce) mezi síťovými uzly. Umí detekovat poško-
zené rámce a zajistit jejich opětovné odeslání. Rámce obsahují fyzickou adresu zdroje
a cíle.
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Síťová vrstva má na starosti směrování paketu mezi různými sítěmi, zprostředkovává jeho
doručení od zdroje k cíli. Také informuje o problémech, které se mohou vyskytnout
při doručování dat.
Transportní vrstva je první vrstvou, která se vyskytuje pouze na koncových bodech
spojení. Jejím úkolem je adresování procesů v rámci jednoho počítače a také může
zajišťovat spolehlivé doručení všech odeslaných segmentů.
Relační vrstva udržuje stavové informace konkrétního spojení. Pokud je to požadováno,
může zajišťovat atomičnost prováděných transakcí.
Prezentační vrstva na zdrojovém počítači převádí uspořádání dat na takové, které se
používá pro přenos po síti. V cíli pak převádí doručená data do uspořádání použí-
vaném na tomto počítači. Jde o změnu pořadí bajtů, převod kódů a abeced apod.
Úkolem této vrstvy není zkoumat význam dat, ale pouze jejich strukturu.
Aplikační vrstva umožňuje podobně zaměřeným aplikacím komunikovat mezi sebou, spo-
lupracovat. Mezi služby této vrstvy patří přenos souborů, elektronická pošta, diskuzní
skupiny atd.
Každá z těchto vrstev má za úkol plnit jasně deﬁnované funkce, pro jejichž splnění
využívá služeb sousední nižší vrstvy. Své služby pak nabízí sousední vyšší vrstvě.
Komunikaci zahajuje zdrojový uzel. Některý z procesů běžících na tomto uzlu vytvoří
v aplikační vrstvě požadavek. Ten je zpracován prezentační vrstvou a předán relační vrstvě,
která vytvoří spojení s cílovým uzlem. Takto se postupuje směrem k nižším vrstvám až
k vrstvě fyzické, která má přístup k přenosovému médiu. Není dovoleno žádnou ze sedmi
vrstev vynechat, ale je možné, že některá nebude aktivní. Takovou vrstvu pak nazýváme
nulovou nebo transparentní.
Při průchodu aplikačních dat jednotlivými vrstvami se k nim přidávají přidávají hlavičky
charakteristické pro danou vrstvu. Při použití některých protokolů se k datům přidávají také
patičky, kontrolní data umístěná za přenášenými daty. Tím dochází k několikanásobnému
zapouzdření původní informace. Příklad je zobrazen na obrázku 2.2. U příjemce se pak
postupuje obráceně a postupně se zpracovávají řídící informace v hlavičce, případně patičce,
dané vrstvy.
Obrázek 2.2: Zapouzdření dat při tvorbě paketu
2.2 Rodina protokolů TCP/IP
Protokolová architektura TCP/IP [35] vznikla v době, kdy ještě referenční síťový model
ISO/OSI neexistoval. Přesto jsou si oba přístupy velmi podobné, protože oba využívají
vrstvový model. Vrstvy této architektury se však částečně liší od vrstev modelu ISO/OSI
(viz obrázek 2.3).
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Obrázek 2.3: Vrstvy architektury TCP/IP
Vrstva síťového rozhraní zahrnuje služby fyzické a linkové vrstvy ISO/OSI modelu. Liší
se v závislosti na použité síti. Má přímý přístup k fyzickému médiu. Data jsou z po-
hledu síťové vrstvy přenášena po blocích - rámcích.
Síťová vrstva odpovídá síťové vrstvě ISO/OSI modelu.
Transportní vrstva odpovídá transportní vrstvě ISO/OSI modelu. Navíc poskytuje ně-
které služby dostupné v relační vrstvě ISO/OSI modelu, jako je například možnost
udržování a využívání stavových informací konkrétních spojení.
Aplikační vrstva zajišťuje zbylé služby relační vrstvy, a všechny služby vrstev prezentační
a aplikační. Mimo vlastní komunikaci mezi dvěma aplikacemi musí tedy zajišťovat
převod uspořádání dat i případné požadavky na atomičnost transakcí apod.
Stejně jako v případě modelu ISO/OSI je i v protokolové architektuře TCP/IP vy-
užíván princip zapouzdření (příklad, bez zobrazení patiček, je na obrázku 2.4). V rámci
transportní a síťové vrstvy i vrstvy síťového rozhraní dochází k přidání vlastní hlavičky
k datům poskytnutým vyšší vrstvou a tato data jsou k dalšímu zpracování odeslaná jako
jeden celek. V některých případech, jako je například posílání šifrovaných dat, tunelování
protokolů apod., není proces zapouzdření takto přímočarý, ale stále je zřetelný.
Obrázek 2.4: Zapouzdření dat v architektuře TCP/IP
2.3 Popis protokolů
Protokol slouží k výměně informací mezi dvěma síťovými uzly. Kromě struktury přenáše-
ných dat deﬁnuje protokol i způsob navazování a ukončení komunikace, adresování uzlů
v síti, zda a jak se budou zpracovávat chyby, jak bude komunikace v čase vypadat (potvr-
zování přijatých dat, omezení odesílaných dat, aby se předešlo zahlcení sítě apod.) a také
přenos dat.
Rozlišujeme protokoly standardizované institucemi jako je IEEE, ISO apod., nebo volně
dostupné na internetu jako Request for Comments (žádost o komentáře) [31] a protokoly
proprietární (soukromé), které jsou dostupné jen omezené skupině lidí, například v rámci
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jedné společnosti. V dalším textu se budeme zabývat protokoly standardizovanými a do-
stupnými jako RFC.
Data jsou daným protokolem přenášena v paketech který se dělí na hlavičku a přenášená
data, za kterými ještě v některých případech následuje patička. Hlavička se skládá z ně-
kolika polí, které nemusí být povinné, případně mohou mít variabilní délku. Pro formální
popis protokolu se mohou použít regulární a bezkontextové gramatiky doplněné o případné
sémantické vazby, případně grafové modely (například Petriho sítě).
Aplikace, které budou využívat navrhovanou jednotku pracují s daty přenášenými na
vrstvě síťového rozhraní, síťové a transportní vrstvě protokolové architektury TCP/IP. Dále
se budeme soustředit pouze na protokoly patřící do těchto vrstev.
Následuje přehled základních protokolů, které musí jednotka umět zpracovat. Popis je
zaměřen především na formát přenášených dat, protože ten je pro účely této práce nejdů-
ležitější.
2.3.1 Ethernet
Ethernet [14] je jedním z nejpoužívanějších protokolů vrstvy síťového rozhraní. Kromě
hlavičky a patičky jsou k datům síťové vrstvy přidány kontrolní značky označující začátek
a konec rámce. Na obrázku 2.5 je znázorněna struktura rámce.
Obrázek 2.5: Formát ethernetového rámce a) standardní formát b) rámec s VLAN tagem
Preamble (56 bitů) je posloupnost bitů 1 a 0, ve které se obě hodnoty pravidelně střídají.
Slouží k zajištění časové synchronizace.
Start Frame Delimiter (SFD) (8 bitů) slouží k oddělení preambule od začátku rámce.
Skládá se také ze střídajících se bitů 1 a 0, jen poslední z nich je invertován na hodnotu
1. Má tedy hodnotu 10101011.
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Destination Address (48 bitů) identiﬁkuje cíl rámce. Může se jednat o adresu individu-
ální (1 uzel), multicastovou, nebo broadcastovou (skupina uzlů).
Source Address (48 bitů) identiﬁkuje zdroj rámce.
Length/Type (16 bitů) pokud je menší nebo rovna hodnotě 1500 obsahuje délku rámce,
jinak identiﬁkuje použitý protokol na třetí vrstvě ISO/OSI modelu.
MAC Client Data + Pad (46 - 1500 oktetů) obsahuje data protokolů vyšších vrstev.
Pokud jejich délka je menší než 46 oktetů, jsou doplněna položkou Pad tak, aby součet
délek obou položek odpovídal minimální povolené velikosti. Dodržení minimální délky
je důležité pro správné fungování mechanismu CSMA/CD [14] zabraňujícímu přijetí
chybného rámce při kolizi, která nastává při současném vysílání více uzlů.
Frame Check Sequence (FCS) (32 bitů) se používá ke kontrole správnosti přijatých
dat. Obsahuje kontrolní součet všech políček rámce kromě preambule, SFD a FCS.
S rozvojem rozlehlejších sítí vznikla potřeba vytvoření několika logických sítí v rámci
jedné fyzické sítě. Tohoto cíle bylo dosaženo vytvořením virtuálních lokálních sítí (VLAN),
ve kterých se využívá upravený ethernetový rámec. Tento typ rámce je v současné době
standardizován [14] a je označován jako typ 802.1q. Od původního rámce se liší tím, že po-
ložka Length/Type obsahuje hexadecimální hodnotu 8100. Následuje položka Tag Control
Info o velikosti 2 oktety, která obsahuje řídící informace, jako je priorita a VLAN iden-
tiﬁkátor, který rozlišuje jednotlivé logické sítě. Teprve následující 2 oktety mají význam
původního pole Length/Type.
2.3.2 Internet Protocol verze 4
Internet Protocol verze 4 (IPv4) [32] je v současné době nejrozšířenějším protokolem síťové
vrstvy.
Na základě IP adres zajišťuje doručování předaných datagramů. Protože celková velikost
dat předávaných nižší vrstvě může být vyšší než maximální povolená velikost dat, kterou
je schopna zpracovat, je možné datagram v počátečním uzlu nebo po cestě rozdělit do
několika fragmentů. Přenášený paket (obrázek 2.6) tak obsahuje hlavičku a data, která
mohou být buď celý přenášený datagram, nebo jeho část (fragment). Pakety nemusí být
doručeny v pořadí v jakém byly odeslány. Některé se mohou dokonce ztratit, nebo k cíli
dorazit vícekrát. Poskytovaná služba tedy není spolehlivá.
Version (4 bity) obsahuje číslo verze internetového protokolu, je rovna 4.
Internet Header Length (IHL) (4 bity) speciﬁkuje délku hlavičky ve 32-bitových slo-
vech. Minimální platná hodnota je 5.
Type of Service (8 bitů) určuje typ požadované služby. Tento parametr je možno využít
pro pro zajištění kvality přenosu vhodným nastavením síťových prvků.
Total Length (16 bitů) udává celkovou délku paketu včetně hlavičky v oktetech.
Identiﬁcation (16 bitů) identiﬁkuje fragmentovanou část datagramu.
Flags (3 bity) je využíváno při fragmentaci datagramu. Obsahuje bity zakazující další
fragmentaci, označující poslední fragment a oznamující, že další fragmenty budou
následovat.
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Obrázek 2.6: Formát IPv4 paketu
Fragment Oﬀset (13 bitů) označuje pozici fragmentu v rámci datagramu.
Time To Live (8 bitů) se používá k zamezení nekonečného cestování paketů v rámci sítě.
K tomu by mohlo docházet například při porušení směrovacích tabulek tak, že by se
datagram pohyboval v kruhu. Hodnota je nastavena v počátečním uzlu a při každém
průchodu směrovačem je snížena o 1. Pokud je dosažena nula, je paket zahozen a
vygenerováno chybové hlášení, které je odesláno zdrojovému uzlu.
Protocol (8 bitů) obsahuje identiﬁkátor dalšího zabaleného protokolu. Obvykle se jedná
o protokol vyšší vrstvy.
Header Checksum (16 bitů) obsahuje kontrolní součet IP hlavičky.
Source Address (32 bitů) obsahuje IP adresu zdrojového uzlu.
Destination Address (32 bitů) obsahuje IP adresu cílového uzlu.
Options + Padding (proměnná délka, která je násobkem 32 bitů) obsahuje volitelné po-
ložky IP hlavičky jako je požadovaná cesta, zabezpečení atd. Kvůli složitosti zpraco-
vání se příliš nevyužívá. Pokud celková délka volitelných položek není násobkem 32
bitů, je využita položka Padding, která toto zarovnání zajistí.
Data obsahuje data vyšší vrstvy, jejich význam je určen obsahem položky Protocol.
2.3.3 Internet Protocol verze 6
Především kvůli nedostatku adres internetového protokolu verze 4 a jejich blízkému vyčer-
pání byla zavedena nová verze [8] označená číslem 6 (IPv6). Kromě zvětšení délky adresy
identiﬁkující síťové uzly ze 32 na 128 bitů, bylo zavedeno několik dalších změn, jako je
například bezstavová konﬁgurace, podpora multicastové komunikace přímo ve speciﬁkaci
(multicast pro IPv4 byl představen až později), podpora datagramů větších než 64 kilobajtů
(tzv. jumbogramů), větší důraz na bezpečnost a v neposlední řadě je požit jiný formát (ob-
rázek 2.7) hlavičky paketu.
Version (4 bity) obsahuje hodnotu 6 značící verzi internetového protokolu.
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Obrázek 2.7: Formát IPv6 paketu
Traﬃc Class (8 bitů) používá se pokud je potřeba nastavit některým paketům jinou pri-
oritu než ostatním a ovlivňuje jak zpracování paketu směrovači na cestě, tak přímo
v cílovém uzlu.
Flow Label (20 bitů) speciﬁkuje speciální zacházení routerů pro směrování paketů mezi
zdrojem a cílem. Dá se využít například pro zajištění kvality služeb.
Payload Length (16 bitů) délka přenášených dat v oktetech. Do této délky není započí-
taná samotná délka základní IPv6 hlavičky. Pokud je pole nulové, jedná se o jumbo-
gram.
Next Header (8 bitů) určuje typ další hlavičky. Odpovídá poli Protocol v IPv4 hlavičce.
Je použita stejná množina hodnot jako u IPv4 protokolu rozšířená o identiﬁkátory
tzv. rozšiřujících hlaviček (viz níže).
Hop Limit (8 bitů) má stejný význam jako položka Time to Live u IPv4 protokolu. Každý
směrovač hodnotu snižuje o 1 a pokud se hodnota dostane na 0, je paket zahozen a
zdrojový uzel je informován servisním protokolem ICMPv6 [5].
Source Address (128 bitů) obsahuje IP adresu zdrojového uzlu.
Destination Address (128 bitů) obsahuje IP adresu cílového uzlu.
Data obsahuje data vyšší vrstvy, případně rozšiřující hlavičky. Význam dat je určen obsa-
hem položky Next Header.
Za povinnou základní hlavičkou mohou následovat přímo data protokolu vyšší vrstvy,
nebo některá z rozšiřujících hlaviček, které nahrazují volitelné parametry dostupné v IPv4
hlavičce. Každá z těchto hlaviček znovu obsahuje pole Next Header, které může opět obsa-
hovat identiﬁkátor další rozšiřující hlavičky, nebo identiﬁkátor protokolu vyšší vrstvy.
IPv6 deﬁnuje tyto rozšiřující hlavičky:
Hop-by-Hop Options header pokud je přítomna, musí být umístěna jako první ze všech
rozšiřujících hlaviček. Obsahuje speciální požadavky, které musí zpracovat všechny
směrovače na cestě.
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Routing header obsahuje seznam adres směrovačů, přes které má být paket doručen k cíli.
Fragment header slouží k přenesení informací nutných pro správné sestavení fragmento-
vaného datagramu. IPv6 připouští jen fragmentaci přímo ve zdrojovém uzlu. Zdrojový
uzel si musí předem zjistit maximální možnou velikost paketu, kterou je možno k cíli
přenést [22].
Destination Options header podle pozice na které se vyskytuje je zpracovávána jen na
cílovém uzlu, nebo na cílovém uzlu a všech uzlech hlavičkou speciﬁkovaných.
Authentication header slouží k zajištění autenticity a integrity [16].
Encapsulating Security Payload header slouží k ochraně přenášených dat [17].
Hlavičky jsou za sebou řazeny tak, jak je naznačeno na obrázku 2.8. Pořadí hlaviček
není normou striktně určeno, je pouze doporučeno.
Obrázek 2.8: Příklad zapouzdření rozšiřujících hlaviček v IPv6 paketu
2.3.4 Transmission Control Protocol
Transmission Control Protocol (TCP) [33] je protokolem transportní vrstvy TCP/IP mo-
delu, který zajišťuje spolehlivý přenos dat. Data jsou doručena přesně v takovém pořadí,
v jakém byla odeslána. Ze souvislého bloku dat předaného vyšší vrstvou vytváří segmenty
(obrázek 2.9), které posílá ke zpracování síťové vrstvě.
Jedná se o stavový protokol, to znamená, že si uchovává stav každého spojení. Využívá
principu klouzavého okna a pozitivního potvrzování doručených segmentů. To mu umožňuje
znovu požádat o segmenty ztracené na cestě, uspořádat segmenty, které došly mimo pořadí
a identiﬁkovat segmenty, které došly více než jednou. Také obsahuje mechanismus bránící
zahlcení sítě.
Source Port (16 bitů) obsahuje číslo portu, který identiﬁkuje zdrojovou aplikaci.
Destination Port (16 bitů) obsahuje číslo portu, který identiﬁkuje cílovou aplikaci.
Sequence Number (32 bitů) pokud je nastaven příznak SYN, potom obsahuje počáteční
sekvenční číslo a první datový oktet má sekvenční číslo o 1 vyšší. Pokud příznak SYN
nastaven není, obsahuje sekvenční číslo prvního datového oktetu v segmentu.
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Obrázek 2.9: Formát TCP segmentu
Acknowledgement Number (32 bitů) je platné pouze pokud je nastaven příznak ACK
a obsahuje hodnotu, kterou odesilatel očekává v poli Sequence Number v příštím do-
ručeném segmentu. Příjemce tuto informaci může využít ke znovu odeslání ztracených
dat.
Data Oﬀset (4 bity) udává počet 32-bitových slov v TCP hlavičce. Velikost hlavičky může
být 20-60 oktetů, vždy jde o násobek 32 bitů.
Reserved (3 bity) Rezervováno pro budoucí potřeby. Mělo by být nastaveno na 0.
Explicit Congestion Notiﬁcation (ECN) (3 bity) je využíváno k signalizaci zahlcení
sítě přímo koncovými uzly. Aby bylo možno tento mechanismus využívat, musí se na
dohodnout oba koncové body. Tato položka byla přidaná v RFC 3168 [30].
Control Bits (6 bitů) kontrolní bity
URG - Udává, zda je platná položka Urgent Pointer
ACK - Udává, zda je platná položka Acknowledgement Number
PSH - Udává, zda se má využít tzv. push funkce, cílový uzel předá data aplikaci
hned jakmile dorazí. Nesnaží se využívat vyrovnávacích pamětí pro minimalizaci
režie spojené s předáváním dat. Používá se především u interaktivních aplikací,
jako je telnet apod.
RST - Reset spojení
SYN - Odesílatel žádá o synchronizaci sekvenčních čísel.
FIN - Ukončuje spojení ve směru od odesilatele.
Window (16 bitů) udává počet oktetů, které je odesilatel schopen přijmout. Prvním okte-
tem se rozumí ten, na který odkazuje položka Sequence Number.
Checksum (16 bitů) obsahuje kontrolní součet počítaný z celého segmentu a části IP
hlavičky (tzv. pseudohlavičky).
Urgent Pointer (16 bitů) pokud je nastaven příznak URG obsahuje sekvenční číslo po-
sledního oktetu urgentních dat.
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Options + Padding (proměnná délka, která je násobkem 32 bitů) jsou volitelné položky,
které mohou následovat za povinnou hlavičkou. Pokud jejich délka není násobkem 32
bitů, jsou doplněny položkou Padding tak, aby byla tato podmínka splněna.
Data obsahuje data vyšší vrstvy.
2.3.5 User Datagram Protocol
User Datagram Protocol (UDP) [27] poskytuje nespolehlivé služby na transportní vrstvě.
Využívá se v aplikacích, které spolehlivost doručení dat nevyžadují, protože si ji zajistí
samy (kritické aplikace, kterým nestačí záruky, které poskytuje protokol TCP), nebo takové,
u kterých je větší problém zpoždění dat, než jejich ztráta (přenos audia, videa apod.).
Protokol je bezstavový a nemá žádnou ochranu proti zahlcení sítě. Nezaručuje, že da-
tagramy vytvořené z dat předaných vyšší vrstvou (obrázek 2.10) doručí právě jedenkrát.
Datagram může k cíli dorazit více krát, nebo vůbec. Nezaručuje doručení v pořadí, v jakém
byly datagramy odeslány.
Obrázek 2.10: Formát datagramu UDP
Source Port (16 bitů) obsahuje číslo portu, který identiﬁkuje zdrojovou aplikaci, pokud
je to potřeba. Pokud by tato informace neměla význam, obsahuje nuly.
Destination Port (16 bitů) obsahuje číslo portu, který identiﬁkuje cílovou aplikaci.
Length (16 bitů) délka celého datagramu v bajtech. Minimální hodnota je 8.
Checksum (16 bitů) obsahuje výsledek kontrolního součtu pro IP pseudohlavičku, UDP
hlavičku a data. Pokud se kontrolní součet nemá provádět, pole je nastaveno na hod-
notu nula. Pokud by byl kontrolní součet nulový, je invertován na hodnotu 0xFFFF.
2.4 Síťové aplikace
Hardwarová akcelerace se používá především u těch síťových prvků, u kterých je potřeba
garantovat vysokou propustnost, například na páteřních sítích. Do této skupiny patří smě-
rovače, monitorovací sondy, systémy pro detekci a prevenci nežádoucího provozu a ﬁrewally.
Softwarová řešení, bez využití hardwarové akcelerace, je možné využít pro zpracování dat
v sítích o rychlosti několika stovek megabitů za sekundu. Jejich použitím na rychlejších
sítích může znamenat ztrátu rychlosti, nebo větší zranitelnost při DOS útocích.
Směrovač je jedním ze základních prvků, který zajišťuje chod sítě. Pracuje na třetí,
síťové, vrstvě ISO/OSI modelu. Podle údajů uložených ve směrovacích tabulkách přeposí-
lají směrovače pakety přijaté na jednom portu na port jiný. Z pohledu extrakce položek
je potřeba znát hodnoty položek protokolu síťové vrstvy týkající se směrování. Jedná se
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o cílovou adresu, adresu uzlu, na který se má přeposlat v dalším kroku a položku, která
udává, že se má paket zahodit (Time to Live, Hop Limit).
Monitorovací sondy se používají k získávání statistik o využití sítě, mohou přispět k od-
halení uživatelů, kteří nerespektují pravidla sítě, nalézt úzká hrdla sítě apod. Monitorovací
sondy nejlépe fungují, pokud zpracovávají všechny pakety procházející daným místem v síti.
Jako příklad je možné uvést sondy exportující data ve formátu NetFlow [3], či IPFIX [29].
Sondy agregují pakety do toků na základě klíčových položek z jejich hlaviček. Získaná data
odesílají na kolektor, kde jsou uložena do databáze. Nad uloženými daty je možné prová-
dět různé analýzy. Z pohledu extrakce položek z hlaviček paketů je především nutné získat
zdrojové a cílové adresy a porty, informace o použitých protokolech a informace týkající
se stavového spojení protokolu TCP apod. Požadavky na extrahované položky mohou být
u monitorovacích sond velice různorodé. Záleží na tom, o jaký druh monitorování se jedná.
Firewall slouží k základní ochraně sítě před útokem zvenčí. Jeho základem jsou pravidla,
která určují, které pakety se mají zahodit a které je možné nechat projít dovnitř a ven ze sítě.
Pakety je možné ﬁltrovat na základě použitých protokolů, čísel portů a adres. Firewally také
umožňují sledovat TCP komunikaci a uchovávat si stav spojení ve stavových tabulkách. Pro
jejich správnou činnost je potřeba extrahovat položky z linkové, síťové i transportní vrstvy
a to především zdrojové a cílové adresy a porty, TCP příznaky a směrovací informace.
Firewally nemohou zabránit útokům na standardní služby běžící na standardních por-
tech. Pro ochranu před těmito hrozbami je možné využít IDS (Intrusion Detection System),
či IPS (Intrusion Prevention System). Na základě vyhledávání vzorů v jednotlivých pake-
tech i celých tocích detekují útoky na síťové prvky. Pokud dojde k průniku do sítě, je jejich
úkolem informovat administrátora (IDS), nebo vytvořit pravidla pro ﬁrewall zabraňující
pokračování útoku (IPS). Pro svou činnost využívají především informace získané z apli-
kační vrstvy. Nezbytné jsou však i položky z vrstev nižších, ze kterých je potřeba extrahovat
podobné položky jako v případě ﬁrewallu.
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Kapitola 3
Současný stav
V této kapitole si nejdříve blíže popíšeme řešený problém a později se seznámíme s existu-
jícími přístupy, jak jej řešit.
3.1 Popis problému
Po přijetí paketu ze sítě většina zařízení nejdříve zkontroluje správnost přijetí. Pro další
činnost potřebuje zjistit, jak s paketem naložit. Ve většině síťových zařízení o dalším zpra-
cování paketu rozhoduje obsah jeho hlaviček.
Při analýze paketu se postupuje od jeho začátku a postupně se prochází jednotlivými
úrovněmi zabalení paketů, které spadají do různých vrstev TCP/IP modelu. V praxi se
musíme vypořádat i se situacemi, kdy není striktně dodrženo to, že data odesílané jednou
vrstvou jsou předána na zpracování nižší vrstvě. Setkáváme se i s předáváním dat vrstvě na
stejné, nebo vyšší úrovni. Může tak např. docházet k tunelování IPv6 datagramů pomocí
IPv4 datagramů nebo TCP segmentů.
Graf na obrázku 3.1 ukazuje příklad zapouzdření dat, která je možné na síti nalézt. Pro
uzly A, B označuje orientované propojení A → B možnost zapouzdření paketu protokolu B
do paketu protokolu A. Protože jsou data přenášena v rámci paketů konečné délky uplatní
se každá ze smyček v grafu jen několikrát. Obvykle však neexistují speciﬁkace, které by
určovaly omezení jiná, než je celková délka paketu.
Ethernet
VLAN
MPLS
IPv4
IPv6
TCP
ICMP
UDP
ICMPv6
Obrázek 3.1: Graf možného zapouzdření přenášených dat
Po provedení analýzy obsažených hlaviček je potřeba vybrat položky důležité pro správ-
nou činnost síťové aplikace a předat je k dalšímu zpracování předem dohodnutým způsobem.
Například může být použita struktura, která má pevnou délku pro libovolný obsah paketů,
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ve které se na předem daných pozicích nacházejí, pokud jsou v paketu obsaženy, požadované
položky. Vytvořená struktura může být dále obohacena o informace o platnosti jednotlivých
položek například ve formě bitové mapy.
3.2 Hardwarová akcelerace extrakce a analýzy dat
Jedním z nejméně pracných způsobu extrakce dat z hlaviček paketů je využití obecného
procesoru dostupného v obvyklém PC, které je vybaveno nejméně jedním síťovým rozhra-
ním. V závislosti na provozované síťové aplikaci může být síťových rozhraní požadováno
více (směrovač apod.). Přijaté pakety jsou přeneseny pomocí I/O sběrnice do hlavní paměti
počítače.
PC musí být vybaveno vhodným programovým vybavením, které dokáže přijaté pa-
kety z paměti načíst a zpracovat. Pro dokončení zpracování se musí vykonat všechny akce,
které provozovaná síťová aplikace vyžaduje. V případě směrovače musí být, kromě analýzy
protokolů v přijatém paketu a extrakce potřebných položek, realizována i logika, která za
pomoci extrahovaných dat a uložených směrovacích tabulek rozhodne, co se má s paketem
dále vykonat. Obvykle je rozhodnuto, že má být paket odeslán pomocí jednoho z dostupných
síťových rozhraní. Paket je na něj přenesen pomocí I/O sběrnice.
Programové vybavení vhodné pro vykonávanou úlohu je často dostupné v již odladěné
formě a umožňuje snadnou konﬁguraci podle konkrétních požadavků uživatele. Propustnost
programového řešení je závislá na rychlosti použitého procesoru a propustnosti I/O sběrnic.
V současnosti však rychlost procesorů není dostatečná pro provádění složitých výpočtů pro
všechny pakety přenášené v nejrychlejších sítích. Propustnost síťových aplikací založených
na programovém zpracování bez hardwarového urychlení se pohybuje ve stovkách megabitů
až gigabitu a je závislá na počtu instrukcí, které provozovaná aplikace s každým paketem
provádí.
Aby bylo možné zpracovávat i datové toky s vyšší propustností, je potřeba data zpraco-
vávat pomocí dalšího vybavení. Je možné využít specializované síťové procesory, aplikačně
speciﬁcké integrované obvody (ASIC) nebo technologii programovatelných hradlových polí
(FPGA).
Specializované síťové procesory jsou schopné zvládat analýzu hlaviček obsažených v pa-
ketech a provádět extrakci dat i v sítích s rychlostí 10–100 Gb/s [6, 10]. Síťové procesory
jsou uzpůsobeny pro třetí síťovou vrstvu a nižší [13]. Nejsou tedy vhodné pro návazné úkoly
jako je hledání regulárních výrazů v IDS systémech [1, 4], či pro klasiﬁkaci paketů ve ﬁ-
rewallech a podobných zařízeních [28, 37]. Proto bývají síťové procesory v cílovém zařízení
často doplněny dalšími obvody ASIC nebo FPGA. Pokud by se podařilo přesunout činnosti
prováděné síťovým procesorem do těchto obvodů, značně by to snížilo cenu kompletního
zařízení.
Zařízení ASIC jsou vyráběna na základě drahé masky a jejich činnost je pevně dána
při výrobě. Proto se zařízení se obvyklé vyrábějí ve velkých sériích tak, aby se cena masky
rozpočítala do velkého počtu kusů. Výhodou technologie ASIC je její relativní energetická
nenáročnost a to, že dovoluje využívat vyšší frekvence hodinového signálu, než je možné za
pomoci technologie FPGA.
Technologie programovatelných hradlových polí (FPGA) je určena pro aplikace, které se
vyrábějí v menších počtech kusů, případně pro otestování funkčnosti navrženého hardwaru
před výrobou masky pro technologii ASIC. Výhodou technologie FPGA oproti technologii
ASIC je nižší cena (pokud je vyroben malý počet zařízení) a snadná možnost přeprogramo-
vání. Bez dalších nákladů je možné odstraňovat chyby v návrhu a implementaci provozované
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aplikace, či ji dokonce nahradit za aplikaci úplně odlišnou. Je také možné za běhu měnit
část aplikace [12] a tak částečně měnit její chování. Další předností technologie programo-
vatelných polí je možnost provádění několika vzájemně nesouvisejících úkolů, případně jen
vzdáleně souvisejících úkolů, za využití jediného čipu. To je možné udělat i pomocí techno-
logie ASIC, ale v tom případě nemůžeme využít řešení jiných dodavatelů. Nevýhody jsou
ve větší energetické náročnosti a nižší pracovní frekvenci.
Dále budeme zkoumat možnosti technologie FPGA pro řešení problémů souvisejících se
získáváním dat z hlaviček paketů. Ani pro technologii FPGA však neexistuje jedno univer-
zální řešení, které je vhodné pro všechny situace. Některá řešení využívají specializované,
nebo obecné procesory implementované v FPGA, jiná řešení se snaží nalézt jinou architek-
turu, která je vhodná pro analýzu paketu a extrakci položek z jejich hlaviček.
3.2.1 Procesor MicroBlaze
MicroBlaze
TM
[39] je obecný RISC procesor, který je dodáván ﬁrmou Xilinx. Činnost pro-
cesoru je uložena v jeho instrukční paměti. Požadovaný program je možné napsat v jazyce
C a zkompilovat do instrukční sady procesoru MicroBlaze
TM
pomocí vhodného překladače.
Nevýhodou při využití procesoru MicroBlaze je jeho instrukční sada, která je orientovaná
na obecné výpočty [7]. Pro analýzu paketů a extrakci dat by bylo výhodné mít k dispozici
specializovanou sadu instrukcí, která například zahrnuje speciální instrukci pro předání dat
ze vstupního toku dat do výstupního. Výkon procesoru MicroBlaze je tedy limitován jeho
instrukční sadou.
Další nevýhodou je spotřeba zdrojů, která není optimální. Protože jde o obecný procesor,
tak musí obsahovat podporu i pro instrukce, které se v prováděné úloze nevyužijí.
3.2.2 Specializovaný RISC procesor
Kvůli problémům, které přináší použití obecného procesoru byl pro využití v síťových apli-
kacích navržen a implementován RISC procesor s instrukční sadou doplněnou o instrukce
specializované na zpracování paketů [24].
Jde o čtyř stupňový RISC procesor, jehož architektura je zobrazená na obrázku 3.2.
Vstupní data jsou ukládána do kruhového buﬀeru, který je důležitý pro vyrovnávání rych-
losti vstupu a rychlosti zpracování. Data jsou z buﬀeru načítána procesorovým jádrem
GENA a zpracovávána. Je využívána omezená sada instrukci navržená pro danou úlohu.
Instrukční sada obsahuje aritmeticko-logické a bitové instrukce, instrukce určené pro přesun
dat, instrukce pro práci s pamětí a instrukce pro řízení toku programu.
Procesorové jádro ke své činnosti využívá oddělenou paměť pro data a instrukce. Jedná
se tedy o tzv. Hardvardskou koncepci. K instrukční paměti je možné přistupovat i přes soft-
warové rozhraní a tím pádem je možné měnit činnost procesoru za běhu aplikace. Program
se zapisuje přímo ve speciálním jazyce assembler určeným pro tento procesor.
Přestože je procesor speciálně přizpůsoben pro svou činnost, nedosahuje výsledků, které
by umožňovaly jeho využití v dnešních rychlých sítích s propustností řádově v desítkách
Gb/s [7].
3.2.3 Vrstvový model zpracování paketů
Jak se zdá, tak použití procesorů, byť specializovaných pro danou činnost, není dostatečné.
Je tedy nutné hledat i jiné, vhodnější architektury. Jednou z nich je knihovna modulů [2],
kde každý modul dokáže zpracovávat právě jeden protokol.
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Obrázek 3.2: Architektura specializovaného procesoru
Architektura síťové aplikace využívající popisovanou knihovnu je zachycena na obrázku
3.3. Vidíme, že vlastní aplikace je obklopena několika vrstvami, kde každá vrstva má na
starosti zpracování jednoho konkrétního protokolu. Interakce mezi vrstvami probíhá na zá-
kladě speciﬁkovaného rozhraní, kde každá vrstva má přístup k vrstvě předešlé a následující,
jak na straně příjmu, tak na straně odesílání dat.
Obrázek 3.3: Vrstvový model zpracování paketů
Model zpracování vychází z referenčního modelu ISO/OSI (popsaného v kapitole 2).
Model předpokládá, že protokoly vyšších vrstev využívají pouze protokoly nižších vrstev.
To je však v rozporu se současnou situací, protože při tunelování paketů se toto omezení
nedodržuje. Popisovaná architektura se sice s tímto problémem dokáže částečně vypořádat,
ale jen za cenu zvýšené spotřeby zdrojů nutnou pro duplikaci některých vrstev a nutností
speciﬁkace podporovaného pořadí protokolů. Řešení tedy není obecné.
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3.2.4 Využití jazyků s vyšší úrovni abstrakce
Další z možností je využít jazyk Handel-C, který poskytuje vysokou úroveň abstrakce, a
jednotku implementovat pomocí něj [7]. Výhodou tohoto řešení je přímé mapování jednotky
na hardware a relativně rychlá implementace.
Využití jazyka Handel-C vyžaduje pro svou činnost přibližně o 15% více zdrojů, než
vyžaduje popisovaný RISC procesor. Jeho propustnost je však oproti tomuto procesoru
dvojnásobná. I tak dosahuje řešení založené na Handel-C jen propustnosti zhruba 1,5Gb/s,
která není garantovaná a závisí na obsahu paketu [7].
Jazyk vyšší úrovně také dovoluje upravovat jednotku podle potřeb uživatele. Úprava
však není triviální a vyžaduje od uživatele pokročilé znalosti a zkušenosti s programováním
hardware.
3.2.5 Analýza paketů pomocí konečného stavového automatu
Další z přístupů k analýze hlaviček paketů a extrakci jejich položek využívá abstraktní popis
zpracovávaných protokolů pomocí orientovaného grafu [18], který je vytvářen z konﬁgurač-
ních souborů napsaných v jazyce XML. Použitý způsob konﬁgurace jednotky umožňuje
změnit extrahovaná data, či jejich pořadí i správcům sítí, kteří by rádi do svého zařízení
přidali i podporu novějších, nebo speciﬁckých protokolů a nemají zkušenosti s tvorbou
hardware.
Vytvořený orientovaný graf je transformován do popisu Mealyho automatu pomocí ja-
zyka VHDL. Pro vygenerování výsledného automatu je potřeba projít všechny možné cesty
grafem a podle toho vygenerovat výsledný kód. Zvolený přístup umožňuje zpracování toku
o propustnosti větší než je 10Gb/s. Nicméně se ukazuje, že z pohledu obsazených zdrojů je
výhodnější paralelní zpracování více jednotkami, kde má každá z nich nižší propustnost.
Další z možností optimalizace popisovaného přístupu je přetvoření grafové reprezentace
do podoby Moorova automatu. To by zjednodušilo tvorbu výstupních hodnot automatu a
tím pádem i zvýšilo maximální frekvenci hodinového signálu, se kterým je možné jednotku
používat.
3.2.6 Možné zpracování více protokolů v jednom hodinovém cyklu
Popis protokolů, které mohou být využity v jednom paketu je možné reprezentovat pomocí
stromu [19]. Uzly stromu představují jednotlivá pole hlaviček zpracovávaných protokolů
a hrany vedoucí z každého uzlu představují možná následující pole. Hrany mohou být
podmíněné splněním určité podmínky, jako je určitá hodnota obsažená v dříve zpracovaných
polích apod.
V principu je tento přístup velice podobný předchozímu řešení, jen je orientovaný graf
rozbalen do stromu. Toho je možné dosáhnout, pokud předem omezíme počet možných
výskytů každého protokolu ve zpracovávaných paketech.
S použitím stromové reprezentace je možné sestrojit analyzátor, který zvládá zpracovat
data s rychlostí 10Gb/s pomocí technologie FPGA a 40Gb/s pomocí technologie ASIC.
Není však jasné v jakém formátu jsou data extrahována a jaké má použitá jednotka výstupní
rozhraní.
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3.2.7 Paralelizace zpracování dat
Z výsledků srovnání řešení zmíněných v [7] je patrné, že ani jedno z porovnávaných řešení
nedosahuje propustnosti 2Gb/s. Také využití knihovny s vrstvami pro zpracování jednotli-
vých protokolů má propustnost nižší než 3Gb/s [2].
Za využití paralelizace můžeme využít i jednotky schopné zpracovávat nižší datový
tok za jednotku času, než který potřebujeme zpracovávat celkově (obrázek 3.4). Vstupní
tok rozdělíme pomocí specializované jednotky na několik toků o nižší propustnosti, kte-
rou zvládnou zpracovat dostupné jednotky pro zpracování hlaviček paketů. Na výstupu je
opět nutné zapojit další specializovanou jednotku pro spojení datových toků do jednoho
o původní propustnosti.
Obrázek 3.4: Zpracování rychlých toků pomalými jednotkami
Distribuované řešení může být nevýhodné v tom, že je potřeba velké množství zdrojů
na čipu. To je dáno jak více násobným použitím dané jednotky, tak nutnosti použití po-
mocných jednotek schopných rozdělovat vstupní tok na více části a spojovat více takových
toků do jednoho. V některých případech se však ukazuje, že může být výhodnější využití
distribuovaného přístupu, než zapojení jediné jednotky o vyšší propustnosti.
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Kapitola 4
Model hlaviček protokolů
V této kapitole se budeme blíže zabývat formalizací zkoumaného problému a jeho abstraktní
reprezentací. Nejdříve se blíže podíváme na vztahy v rámci hlavičky jednoho protokolu i na
vztahy mezi různými, především sousedními, hlavičkami. Pro popis analýzy obsahů paketů
využijeme popis pomocí pravých lineárních gramatik a jím ekvivalentního modelu – líného
automatu [38].
4.1 Vlastnosti hlaviček používaných protokolů
Po síti se přenášejí uživatelská data zabalená pomocí několika síťových protokolů, kde každý
plní svůj speciﬁcký účel. Struktura jejich hlaviček je však do značné míry podobná. Zkou-
máním protokolů popisovaných v kapitole 2 i dalších jsem identiﬁkoval tři skupiny polí:
Pole ovlivňující strukturu protokolů jsou taková pole jejichž hodnota nějakým způ-
sobem přímo ovlivňuje strukturu přenášených hlaviček. Může jít buď o určení násle-
dujícího přenášeného protokolu, nebo o délku volitelných dat přenášených v hlavičce.
Do první skupiny patří například pole Protocol (IPv4), Next header (IPv6) a jím
podobná. Do druhé skupiny zařadíme například pole Internet Header Length (IPv4),
Hdr Ext Len (rozšiřující hlavičky IPv6) apod.
Obyčejná pole jsou pole jejichž hodnota nijak neovlivňuje strukturu přenášených dat.
Jako příklad si můžeme uvést zdrojové a cílové adresy protokolů IPv4, IPv6 a Ether-
net.
Volitelná pole obvykle tvoří ve skupinách delší celek, který má předem deﬁnovanou délku
určenou polem ze skupiny polí ovlivňujících strukturu protokolů umístěným v hlavičce
před volitelnými poli skupiny. Řadíme sem volitelná pole protokolu IPv4 (Options +
Padding), TCP (Options + Padding), rozšiřujících hlaviček IPv6 (Options [8]) atd.
Obyčejná pole a pole ovlivňující strukturu protokolů budeme v následujícím textu spo-
lečně označovat jako povinná pole.
U všech prezentovaných protokolů se objevuje pevné pořadí povinných polí, zatímco
pořadí volitelných polí není obecně pevně dané. Zdá se, že pro volitelná pole platí, že se
vždy vyskytují až za všemi povinnými. V dalším textu však tento předpoklad nebudeme
využívat, abychom neztratili na obecnosti.
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4.2 Tvorba gramatiky popisující strukturu hlaviček
Na základě výše uvedeného rozdělení polí do tří typů se budeme dále snažit vytvořit grama-
tiku, která je schopná reprezentovat všechny typy polí a tím pádem popsat syntax hlaviček
zpracovávaných protokolů včetně jejich návazností.
Nejdříve si však deﬁnujeme potřebné pojmy, které pro její konstrukci využijeme. V pří-
padě, že pojem v tomto textu deﬁnován nebyl, budeme vycházet z [23]. Konečnou množinu
všech zkoumaných protokolů budeme značit Pˆ a konečnou množinu zpracovávaných polí Fˆ .
Budeme předpokládat, že každé z polí patři do jednoho protokolu. Proto existuje funkce
ϕ : Fˆ → Pˆ přiřazuje každému poli protokol, ve kterém se může nacházet. Pro každý protokol
p ∈ Pˆ je Fˆp = {f ∈ Fˆ |ϕ(f) = p} množina polí, které se mohou objevit v rámci hlavičky
protokolu p. Přičemž platí vztah 4.1.
⋃
p∈Pˆ
Fˆp = Fˆ (4.1)
Bez újmy na obecnosti předpokládejme, že E /∈ Fˆ . Symbolem E budeme značit imagi-
nární pole nulové délky značící konec hlavičky. Dále označujme F˜ = Fˆ ∪ {E}.
Funkce len: F˜ → N přiřazuje každému poli jeho délku v bitech, len(E) = 0.
Funkce optional : Fˆ → {True,False} deﬁnuje, zda je konkrétní pole f ∈ Fˆ povinné
(optional(f) = False), či volitelné (optional(f) = True).
Pro všechny protokoly p ∈ Pˆ jsou deﬁnovány množiny povinných (vztah 4.2) a volitel-
ných polí (vztah 4.3). Jejich sjednocením získáme množinu 4.4, respektive 4.5.
requiredp = {f ∈ Fˆp|optional(f) = False} (4.2)
optionsp = {f ∈ Fˆp|optional(f) = True} (4.3)
required =
⋃
p∈Pˆ
requiredp (4.4)
options =
⋃
p∈Pˆ
optionsp (4.5)
Relace succ ⊆
⋃
p∈Pˆ
Fˆp × (Fˆp ∪ {E}) deﬁnuje, jaká pole mohou následovat po každém
z polí v hlavičce. Zápis (f, f ′) ∈ succ znamená, že přímo za polem f může následovat pole
f ′. Pro bližší popis relace succ deﬁnujme pomocné podrelace (vztahy 4.6, 4.7):
succ′ = succ ∩ (required× (required ∪ {E})) (4.6)
succ′′ = succ− (required× required) (4.7)
Pro relaci succ jsou požadovány následující vlastnosti:
1. Za každým polem může následovat nejvýše jedno povinné pole (formule 4.8).
∀f ∈ Fˆ : ∀(f, f ′), (f, f ′′) ∈ succ : ¬optional(f ′) ∧ ¬optional(f ′′) =⇒ f ′ = f ′′ (4.8)
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2. Pokud za povinným polem mohou následovat volitelná pole i povinné pole f ′, pak
za těmito volitelnými poli nemůže bezprostředně následovat jiné povinné pole, než f ′
(formule 4.9).
∀(f, f ′) ∈ succ′∀f ′′ ∈ options : fsucc′′+f ′′ =⇒ f ′′succ′′+f ′ (4.9)
Formule 4.9 také říká, že i volitelná pole musí mít v rámci tranzitivního uzávěru relace
succ pole f ′.
3. Koncové pole E může následovat pouze za takovým polem, za kterým již nenásleduje
pole povinné (formule 4.10).
∀(f, E) ∈ succ : ∀(f, f ′) ∈ succ : f ′ = E ∨ f ′ ∈ options (4.10)
Body 1. a 2. plynou z logického pohledu na speciﬁkaci polí. Nemůžeme povolit výběr ze
dvou či více povinných polí, protože v takovém případě je nejvýše jednou z nich povinné a
ostatní jej mohou volitelně předcházet. Podobně u bodu 3. platí, že nemůže nastat konec
protokolu, dokud se neobjevila všechna povinná pole.
Funkce ﬁrst : Pˆ → Fˆ deﬁnuje první pole, které se vyskytuje v každé z hlaviček jednotli-
vých protokolů. Platnost formule 4.11 vyplývá z požadavku na speciﬁkaci délky volitelných
dat v některém z povinných polí dříve identiﬁkovaném v rámci zkoumání struktury proto-
kolů.
∀p ∈ Pˆ : ﬁrst(p) = f =⇒ f ∈ requiredp (4.11)
Funkce ρ : Pˆ → N přiřazuje každému protokolu počet pozic, na kterých se mohou na-
cházet volitelné položky a je deﬁnována vztahem 4.12.
∀p ∈ Pˆ : ρ(p) = card({f ∈ requiredp|∃o ∈ optionsp : (f, o) ∈ succ}) (4.12)
Na základě modelu protokolů Pˆ a polí v nich obsažených Fˆ splňující výše uvedené
vztahy a formule budeme vytvářet pravou lineární gramatiku (N, T, P, S) nad abecedou
T = {0, 1}.
Každý z nonterminálů nechť je deﬁnován jako trojice 〈f, p, o〉, kde:
• f ∈ F˜ označuje pole, které se bude přepisem tohoto nonterminálu generovat.
• p ∈ Pˆ ∪{ε}) označuje následující protokol, který se zjišťuje na základě hodnoty někte-
rého z polí v rámci protokolu. Symbol ε označuje nedeﬁnovaný následující protokol.
• o ∈ Nρ(ϕ(f)) je vektor uchovávající informace o délce volitelných dat, která je potřeba
vygenerovat. První prvek vektoru odpovídá první pozici, kde je možné volitelná data
ukládat atd. Symbolem 0 budeme označovat nulový vektor i prázdný vektor (vzniklý
pokud ρ(ϕ(f)) = 0).
Každý protokol p ∈ Pˆ má svůj počáteční nonterminál Sp = 〈ﬁrst(p), ε,0〉, což znamená,
že se nacházíme na pozici, kdy budeme v následujícím derivačním kroku generovat obsah
pole ﬁrst(p). Následující protokol není známý. Délka volitelných dat je zatím nulová pro
všechny pozice, na kterých se mohou nacházet.
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Počáteční nonterminál S je shodný s počátečním nonterminálem jednoho z protokolů.
V praxi je to obvykle protokol linkové vrstvy ISO/OSI modelu 2, například Ethernet.
Pravou lineární gramatiku popisující generování hlaviček protokolů získáme pomocí al-
goritmu 4.2.1.
Algoritmus 4.2.1 Algoritmus pro sestrojení pravé lineární gramatiky popisující strukturu
hlaviček protokolů.
Vstup: Model protokolů (množina zpracovávaných polí F˜ a protokolů Pˆ atd.), sémantika
hodnot v hlavičkách protokolů (standard, RFC apod.) a nejméně zanořený protokol
ps ∈ P vyskytující se ve všech paketech
Výstup: Gramatika G = (N, T, P, S).
Metoda:
1. Nechť množina terminálů T = {0, 1}.
2. Položme S = Sps .
3. Inicializujme P = ∅ a N = {S}.
4. Vybereme dosud nezpracovaný nonterminál A ∈ N . Nechť A = 〈f0, p, o〉.
5. Uvažujme V ⊆ T len(f0) takové, že žádné v ∈ V neodporuje speciﬁkaci protokolu
ϕ(f0).
6. Množina políX nechť obsahuje taková pole, že pro všechna f1 ∈ X platí f0succf1.
7. Je-li f0 obyčejné pole, pak pro všechny následovníky f1 ∈ X:
(a) Přidáme nonterminál B = 〈f1, p, o〉 do N .
(b) Pro všechna v ∈ V , přidáme do P pravidlo generování obsahu A → vB.
8. Je-li f0 pole ovlivňující strukturu protokolů a zároveň ovlivňuje výběr následu-
jícího protokolu, pro všechny dvojice (v, f1) ∈ V ×X:
(a) Na základě speciﬁkace protokolu ϕ(f0) určíme následující protokol p′ ∈ Pˆ
odpovídající hodnotě v. Pokud takový protokol neexistuje, pak p′ = ε.
(b) Přidáme nonterminál B = 〈f1, p′, o〉 do N .
(c) Do P přidáme nové pravidlo výběru dalšího protokolu A → vB.
9. Je-li f0 pole ovlivňující strukturu protokolů a zároveň ovlivňuje délku volitelných
dat, pak pro všechny dvojice (v, f1) ∈ V ×X:
(a) Na základě speciﬁkace protokolu ϕ(f0) a hodnoty v určíme délku volitelných
dat na pozici, kde se volitelné položky mohou nacházet a vytvoříme nový
vektor o′.
(b) Přidáme nonterminál B = 〈f1, p, o′〉 do N .
(c) Do P přidáme nové pravidlo uložení délky volitelných dat A → vB.
10. Je-li f0 volitelné pole, pak pro všechny dvojice (v, f1) ∈ V ×X:
(a) Vytvoříme novou hodnotu délky volitelných dat o′. Na všechny pozice až na
aktuálně zpracovávanou zkopírujeme původní hodnoty. Délku dat na aktu-
álně zpracovávané pozici snížíme o len(f1), pokud bychom získali záporné
číslo, přejdeme na následující dvojici (v, f1).
(b) Přidáme nonterminál B = 〈f1, p, o′〉 do N .
(c) Do P přidáme nové pravidlo generování volitelného pole A → vB.
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11. Pokud f0 = E a současně o = 0, pak:
(a) Pokud p = ε, vložíme do P pravidlo konce generování hlaviček A → ε,
(b) jinak pravidlo přechodu na další protokol A → Sp.
12. Přejdeme na bod 4.
Pravá regulární gramatika sestrojená pomocí algoritmu 4.2.1 je schopná vygenerovat
hlavičky, všech protokolů, které nás pro řešení našeho úkolu zajímají a je tedy vhodná jako
základní formální model, který budeme dále využívat.
4.3 Převod na konečný automat
Možnost sestrojení regulární gramatiky prezentovaná v předcházející sekci nám dává jis-
totu, že je možné použít ekvivalentní model, kterým je například konečný automat. Tento
formální model má oproti gramatice tu výhodu, že je možné jej relativně snadno mapovat
na hardwarovou reprezentaci. My budeme používat jeho variantu převodník (transducer
[23]), která se v hardware obvykle využívá.
V této sekci si ukážeme převod z pravé lineární gramatiky na líný stavový převodník (lazy
transducer [38]), který má ekvivalentní vyjadřovací sílu jakou mají regulární gramatiky.
Líný automat se od konvenčního stavového automatu liší tím, že při každém přechodu
nečte pouze 1 znak ze vstupní pásky, ale může jich přečíst více, nebo nemusí přečíst žádný.
Při převodu vstupní gramatiky na ekvivalentní líný stavový automat budeme postupovat
podle následujícího algoritmu 4.3.1.
Algoritmus 4.3.1 Algoritmus pro převod pravé lineární gramatiky vytvořené podle in-
strukcí v sekci 4.2. na ekvivalentní líný automat.
Vstup: Gramatika G = (N, T, P, S), množina zpracovávaných polí F˜
Výstup: Automat M = (Q,Σ, δ, q0,Γ, γ, F )
Metoda:
1. Položme množinu stavů Q = N .
2. Nechť vstupní abeceda Σ = T .
3. Pro každé pravidlo tvaru N1 → wN2 ∈ P , kde N1, N2 ∈ N a w ∈ T ∗ zajistíme,
že pro přechodovou funkci bude platit N2 ∈ δ(N1, w).
4. Počáteční stav nastavme na q0 = S.
5. Položme výstupní abecedu Γ = F˜ .
6. Pro každý nonterminál A ∈ N tvaru A = 〈f, x, o〉, kde f ∈ F˜ zajistíme, aby
výstupní funkce γ(A) = f .
7. Pro každé pravidlo tvaru A → ε zajistíme aby množina koncových stavů obsa-
hovala A (A ∈ F ).
Pomocí prezentovaného algoritmu budeme schopni převést libovolnou pravou lineární
gramatiku vytvořenou podle speciﬁkace na ekvivalentní líný automat pracující jako převod-
ník.
26
Kapitola 5
Hardwarová architektura
Modelu struktury hlaviček protokolů a jejich vzájemného provázání využijeme pro návrhu
konkrétní architektury jednotky. Navrhovaná jednotka je rozdělena do modulů a jsou dis-
kutována možná rozhodnutí týkající se možností jednotky.
5.1 Dekompozice úlohy
Zjistili jsme tedy, jak je možné hardwarově reprezentovat prozkoumávání struktury proto-
kolů – analýzu, ale to nám pro námi řešený problém ještě nestačí. Protože budeme využívat
stavový automat jako převodník, můžeme výstupní abecedou signalizovat, jaká data se na
vstupu automatu nachází. Tento výstup pak můžeme přivést do dalšího modulu vytvářené
jednotky společně se vstupními daty. Tento modul pak bude vytvořen tak, aby vstupní
data dokázal zpracovat a vytvořil očekávaný výstup jednotky. Blokové schéma jednotky je
zobrazeno na obrázku 5.1.
Obrázek 5.1: Architektura jednotky
5.2 Návrh modulu pro analýzu dat
Tato sekce se zabývá návrhem modulu pro analýzu dat. Jeho hlavní součástí bude stavový
automat, který analyzuje vstupní data a identiﬁkuje v nich jednotlivá pole.
Stavové automaty implementované v hardware mohou vykonávat maximálně jeden pře-
chod v jednom hodinovém cyklu. V FPGA je možné využívat hodinové signály s frekvencí
do 200MHz, na projektu Liberouter [20] se nejčastěji používají frekvence hodinového sig-
nálu 100-125MHz. Automat, který vytvoříme pomocí algoritmu 4.3.1, by zvládl zpracovávat
data s příliš malou propustností.
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Bude tedy potřeba převést vytvořenou reprezentaci ze zpracování dat po jednom poli
na zpracování více polí během jednoho přechodu. Nyní máme na výběr několik variant.
Můžeme zpracovávat pevný počet bitů v každém hodinovém cyklu, či zpracovávat různý
počet bitů (jako např. v [19]).
Druhá možnost má nevýhodu ve vyšší spotřebě zdrojů, kvůli nutné vyrovnávací paměti
na vstupu jednotky, která by umožňovala na vstupu zapisovat data konstantní rychlostí a
na výstupu číst požadovaný počet bajtů (případně bitů).
Při implementaci automatu může být výhodné využít principu zřetězeného zpracování.
Můžeme některé z operací od vlastního řízení stavového automatu oddělit registry, čímž
můžeme odstranit kritickou cestu a zvýšit maximální frekvenci hodinového signálu, se kterou
jednotka pracuje správně.
Operace vytknuté před registry zpracovávají data, která budou na vstupu stavového
k dispozici až o tolik hodinových cyklů později, kolik bylo přidáno stupňů zřetězeného
zpracování. V případě, že automat nebude mít daný počet bitů, které zpracuje v každém
z hodinových cyklů, bylo by možné využít zřetězené zpracování jen v takovém případě,
že bychom duplikovali logická hradla ve všech stupních tak, aby si automat mohl vybrat
výsledky operací odpovídající počtu aktuálně zpracovaných bitů. Zpracování proměnného
počtu bitů by tedy opět používalo větší množství zdrojů.
Na druhou stranu využití proměnného počtu bitů by zredukovalo množství zdrojů, pro-
tože by bylo možné používat méně pozic, na které se po některé z posloupnosti přechodů
může automat dostat. Například uvažujme, že po zpracování hlavičky protokolu A může ná-
sledovat hlavička protokolu B, nebo C a kterákoliv z nich může být následována protokolem
D. Pokud nejsou protokoly B a C stejně dlouhé, nemůže automat při zpracování pevného
počtu bitů (při větších datových šířkách) zaručit, že se v rámci hlavičky protokolu D bude
po skončení přechodů nacházet na stejných pozicích jak ve variantě výskytu protokolu B,
tak při výskytu protokolu C.
Je také nutné uvážit růst velikosti křížového přepínače (tabulka 5.3). Zpracování pro-
měnného počtu bitů v různých hodinových cyklech znamená nutnost použití více vstupů
než kolik by bylo potřeba pro pevné množství zpracovávaných dat. Je to nutné pro dosažení
propustnosti jednotky srovnatelné se zpracováním pevné datové šířky. Pokud v některých
hodinových cyklech zpracuje automat méně dat, bude to muset v jiných cyklech kompen-
zovat.
Kvůli výše uvedeným důvodům jsem se rozhodl zvolit zpracování pevného počtu bitů
v každém hodinovém cyklu.
Další rozhodnutí, které je potřeba učinit je, zda umožnit při zpracování jednoho síťo-
vého paketu pomocí automatu navštívení jednoho stavu vícekrát. Existují přístupy k řešení
problému, které takovéto omezení zavádějí (např. [19]).
Abych mohl odpovědně rozhodnout, zda je racionální takové omezení aplikovat, experi-
mentálně jsem zjistil počet stavů automatu, který vznikne, pokud bychom omezení zavedli
a duplikovali stavy, které je potřeba znovu navštívit. Abychom to mohli provést, musíme
stanovit maximální možný počet výskytu každého protokolu v každém paketu, což je ve
skutečných sítích možné [19]. Výsledky poté porovnáme s řešením, kdy nebudeme navštívení
některého stavu vícekrát zakazovat.
Tabulka 5.1 zachycuje, které protokoly jsem pro tento experiment vybral a jaké para-
metry pokusu jsem zvolil. Tabulka 5.2 obsahuje výsledky experimentů a je na první pohled
zřejmé, že duplikace stavů se uplatnila ve velké míře a narůst zdrojů by byl značný.
I když může navrhovaný zákaz zvýšit maximální frekvenci hodinového signálu, se kte-
rým jednotka pracuje správně, kvůli snížení množství logických operací prováděných se
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Název protokolu Maximální
počet
výskytů
Možné následující protkoly
Ethernet 2 MPLS, VLAN, IPv6, IPv4
VLAN 2 MPLS, QinQ, IPv6, IPv4
QinQ 2 MPLS, IPv6, IPv4
MPLS 4 IPv4, IPv6, Ethernet
IPv4 1 TCP, UDP, ICMP, IGMP
IPv6 1 TCP, UDP, ICMP, IGMP, Rozši-
řující hlavička IPv6
Rozšiřující hlavička IPv6 6 TCP, UDP, ICMP, IGMP, Rozši-
řující hlavička IPv6
TCP 1
UDP 1
ICMP 1
IGMP 1
Tabulka 5.1: Zpracovávané protokoly v rámci experimentu
Potřebný počet stavů
Datová šířka [b]
s duplikací bez duplikace
32 10379 77
64 5189 74
128 2594 71
256 1297 55
Tabulka 5.2: Výsledky experimentu
signály mezi synchronními obvody, možnost duplikace stavů zavrhneme. Narůst stavů je
příliš velký. Díky tomu, že se tomuto omezení vyhneme, navíc nebudeme muset pro sku-
tečnou jednotku zavádět limity na opakování protokolů, které nejsou pevně stanoveny a
mohou se v budoucnosti lišit.
5.3 Implementace modulu pro analýzu dat
Nyní si popíšeme, zvolenou architekturu stavového automatu. Kvůli dosažení co nejvyšší
frekvence hodinového signálu, se kterým jednotka bude moci pracovat, a tím dosažení co
nejvyšší propustnosti, jsem se rozhodl využít Moorova automatu. Jde o speciální případ
převodníku. Výstup Moorova automatu závisí pouze na stavu, ve kterém se automat na-
chází.
Pro reprezentaci stavu automatu jsem zvolil následující hardwarové prvky:
• Registr pro uložení aktuální pozice ve zpracování hlaviček (očekávané pole a pozice
v rámci něj).
• Registr pro řízení výstupu.
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• Čítače pro řízení délky polí proměnné délky.
• Registry pro uložení výsledků dříve provedených operací.
Následující pozice v rámci analýzy vstupních dat i řízení výstupu je možné spočítat na
základě té aktuální, vstupních dat a hodnot uložených v synchronních prvcích. Obsah čítačů
je nutné měnit na základě aktuální pozice v rámci analýzy a vstupních hodnot. Protože
každý z čítačů obsahuje délku pole proměnné velikosti, kterou je ještě potřeba zpracovat,
je nutné podporovat operace nahraní nové hodnoty do čítače a snížení hodnoty čítače. Do
registrů pro uložení výsledků dříve provedených operací jsou ukládány ty výsledky, které
ovlivní pozici v rámci analýzy dat až v následujících hodinových cyklech.
Výstup modulu závisí jen na hodnotě uložené v rámci registru pro řízení výstupu. Jde
především o adresu do konﬁgurační paměti extrakčního modulu. Některé síťové aplikace
mohou využít i jiné vypočítané hodnoty. Implementovaná jednotka umožňuje i spočítání
celkové délky identiﬁkovaných hlaviček.
Obrázek 5.2 znázorňuje zvolené mapování vytvořeného Moorova automatu do hardwa-
rových primitiv.
Pozice (1 z n) Výstup (1 z n)
enc
Binární
kódování
=
vstup(x:y)
konstanta
& & & & & & & & & & & & & & & &
≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1 ≥1
(1 z n)
(1 z n)
Propojovací síť
Propojovací síť
1
2
3
4
5
6
7
8
Obrázek 5.2: Schéma implementovaného Moorova automatu
1 Komparátory, sčítačky a podobné prvky. Jsou přidávány na základě operací, které
jsou detekované v rámci konstrukce automatu. Jde například o zjištění následujícího
protokolu, či spočítání délky polí proměnné délky.
2 Registry, které mohou obsahovat jak výsledky z výpočtů prováděných v rámci 1
v předešlém hodinovém cyklu, tak výsledky uschované pro pozdější použití (spočí-
tané dříve). Uschování je potřeba, pokud výsledek operace může být vyžadován i
v dalších přechodech automatu. Zde jsou také umístěny čítače pro počítání délky polí
proměnné délky.
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3 Stavový registr. Každý z bitových registrů reprezentuje jednu z pozic, ve které se může
automat v rámci analýzy dat nacházet. Kódování 1 z n bylo zvoleno kvůli rychlosti
zpracování.
4 Logické členy provádějící disjunkci vstupů vypočtených v rámci 8. Zde se provádí vý-
počet následující pozice v rámci analýzy paketů, která bude v následujícím hodinovém
cyklu použita jako 3.
5 Registr pro tvorbu výstupu automatu. Každý z bitových registrů představuje jednu
z možných variací polí ve zpracovávaném slově. Na základě obsahu registru se tvoří
výstup automatu. Kódování 1 z n bylo zvoleno opět kvůli rychlosti zpracování.
6 Logické členy provádějící disjunkci vstupů vypočtených v rámci 8 provádějící výpočet
vstupní hodnoty pro 5.
7 Převodník kódování 1 z n do binárního kódování. Na základě hodnoty registru 5 se
vypočítává výstup automatu.
8 Výpočet přechodu automatu. Na základě aktuální pozice ve zpracování 3 a hodnot
uložených v registrech a čítačích 2 počítá následující stav registrů 3 a 5. Vypočítané
hodnoty jsou využity i pro řízení zápisu do čítačů pro řízení délky polí proměnné
délky a registrů pro uložení výsledků dříve provedených operací (součást 2).
5.4 Hardwarová reprezentace extrakce dat
Nyní provedeme návrh extrakčního modulu. Tento modul bude mít na vstupu k dispozicí
příchozí data a analýzou poskytnuté údaje o obsažených položkách ve vstupních datech.
Úkolem modulu bude přeuspořádat relevantní data do požadovaného výstupního formátu.
Aby bylo možné ovlivňovat výstupní formát dat za běhu bude součástí jednotky kon-
ﬁgurační paměť, která bude adresována pomocí výsledku analýzy. Ten bude mít formát
binárního čísla a každé číslo bude jednoznačně identiﬁkovat uspořádanou množinu polí ob-
sažených ve vstupním slově. Z konﬁgurační paměti se přečte odpovídající záznam, který
bude určovat to, která data z přijatých paketů se zahodí a která data se zkopírují do vý-
stupního rámce a na jakou pozici. Vstupní data i data z konﬁgurační paměti budou zapsána
do vyrovnávací fronty typu FIFO.
Pomocí křížového přepínače se data ze vstupní pozice přesunou do té, ve které mají být
na výstupu a zapíší se do výstupní paměti. Výstupní paměť bude rozdělena do několika částí
(banků), do každého z nich se budou zapisovat data pro jeden paket. Protože průchodem
křížovým přepínačem, může dojít k blokování části dat ze vstupního paketu, mohou být
v jeden okamžik ukládána data více paketů. V případě, že se zpracuje celý paket, dojde
k odeslání obsahu banku na výstup a tím bude uvolněn pro další využití.
Návrh jednotky je schématicky znázorněn na obrázku 5.3.
Pro počet obsazených zdrojů modulem bude především důležitá velikost křížového pře-
pínače, který již byl v rámci projektu Liberouter implementován. Tabulka 5.3 obsahuje
počet obsazených LUT-FF párů křížovým přepínačem v závislosti na počtu vstupů (a vý-
stupů) přepínače. Datová šířka každého vstupu je jeden bajt. Tabulka ukazuje, že počet
zdrojů jednotky výrazně roste se zvyšujícím se počtem zdrojů.
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Obrázek 5.3: Návrh modulu pro extrakci dat
Počet vstupů 4 8 16 32
Potřebných LUT-FF párů 135 689 3140 12596
Tabulka 5.3: Vliv počtu vstupů křížového přepínače na počet obsazených zdrojů
5.5 Implementace extrakčního modulu
Nyní se budeme věnovat implementaci extrakčního modulu navrženého v sekci 5.4. Ob-
rázek 5.3 zachycuje pouze datovou část modulu. Datovou cestu je ještě potřeba doplnit
kontrolními moduly pro správu banků a softwarové rozhraní do konﬁgurační paměti.
Implementovaný extrakční modul se skládá z následujících částí:
Vstupní Pipe Kvůli zvýšení maximální frekvence je na vstupu modulu vložená jednotka
Pipe implementovaná v rámci projektu Liberouter [20], která slouží k vytváření
stupňů zřetězeného zpracování.
Control Word Memory obsahuje konﬁgurační paměť (obrázek 5.3) a řídí, do kterého
výstupního banku se bude aktuálně zpracovávaný paket zapisovat. Ke každému vstup-
nímu bajtu přidává informace jestli a na jakou pozici se má extrahovat
FIFO (fronty) Data jsou před dalším zpracováním rozdělena do datových cest odpovída-
jícím jednotlivým pozicím bajtů ve vstupním slově. Na vstupu každé z cest je fronta
FIFO, která slouží k vyrovnání rychlosti zpracování, protože křížový přepínač může
některou z datových cest na několik hodinových cyklů zbrzdit, než se vyřídí poža-
davky z ostatních cest. Jednotlivé bajty se sem zapisují jen když je požadována jejich
extrakce.
Crossbar (křížový přepínač) přemísťuje jednotlivé bajty z pozice ve vstupním slově do
pozice ve výstupním rámci.
Bank Done Table pro každý bank obsahuje informace o tom, které vstupní datové cesty
již byly kompletně křížovým přepínačem zpracovány.
On-chip Memory (výstupní paměť) obsahuje několik banků kam jsou ukládané extraho-
vané položky. Výstup je zároveň výstupem celé jednotky.
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OFSM (výstupní stavový automat) řídí vysílání výstupních rámců na základě konﬁgurač-
ních registrů obsahujících délku výstupního rámce.
MI Ifc (softwarové rozhraní) umožňuje zastavovat zpracování dat jednotkou. V tu chvíli
je možné měnit obsah konﬁgurační paměti a zapisovat do řídících registrů obsahují-
cích délku výstupního rámce. Po dokončení konﬁgurace je možné jednotku opětovně
spustit. Jednotku je tedy možné konﬁgurovat i bez opětovného překladu a nahrávání
nového designu do programovatelného pole FPGA. Konﬁgurace se provádí vždy mezi
zpracováním dvou paketů.
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Kapitola 6
Programové vybavení
V této kapitole se budeme zabývat procesem vytváření jednotky. Popíšeme si možnosti a
způsob konﬁgurace. Zavedeme popis struktury hlaviček paketů pomocí jazyka XML. Později
si představíme dva pomocné programy. První slouží pro vygenerování modulu pro analýzu
dat a druhý zajišťuje vytvoření konﬁgurace nutnou pro správnou činnost jednotky.
Datová
šířka
Popis
protokolů
(XML)
VHDL
hfexgen
Význam
identiﬁkátorů
(XML)
Popis
výstupu
(XML)
hfexconﬁg
Konﬁgurace
Syntéza, Map, PaR
Design
Obrázek 6.1: Průběh vytváření jednotky a její konﬁgurace
Obrázek 6.1 zachycuje proces generování zdrojových souborů pro modul analýzy a kon-
ﬁgurace. Obdélníky jsou vyznačeny transformační programy a ovály data ve formě souborů,
nebo v případě šířky jednotky jde o číslo. Žlutou barvou jsou označeny programy, které jsem
vytvořil; zelená barva označuje vstupní soubory ve formátu XML; v odstínech červené jsou
zobrazeny generované soubory a odstíny šedé znázorňují programové vybavení společnosti
Xilinx a jeho výstupy.
hfexgen je program určený pro vytvoření VHDL popisu modulu analýzy a rozhraní celé
jednotky na základě předaného popisu protokolů a požadované šířky jednotky
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Datová šířka je číslo předávané jako parametr programu hfexgen. Udává šířku jednotky
v bitech.
Popis protokolů ve formátu XML obsahuje strukturu protokolů a jejich návaznosti.
VHDL symbolizuje zdrojové soubory v jazyce VHDL vytvořené pomocí programu hfexgen.
Význam identiﬁkátorů je soubor ve formátu XML, který jednoznačně přiřazuje význam
výstupu modulu analýzy (identiﬁkátorům). Každý z nich odpovídá jedné z možných
variací polí z hlaviček a deﬁnuje tak sémantiku zpracovávaných dat.
Popis výstupu je soubor ve formátu XML, který deﬁnuje, která pole se mají extrahovat
a jejich požadované pozice v rámci výstupního rámce jednotky.
Syntéza, Map, Par znázorňuje proces vytváření hardwarové reprezentace VHDL sou-
borů pro programovatelného pole FPGA pomocí nástrojů poskytovaných společností
Xilinx.
hfexconﬁg je program pro vytváření konﬁgurace jednotky. Jeho vstupem je význam iden-
tiﬁkátorů a popis výstupu. Na základě těchto souborů je vytvořena konﬁgurace pro
extrakční modul.
Design symbolizuje soubor ve formátu MCS, pomocí kterého je možné konﬁgurovat pro-
gramovatelné pole FPGA.
Konﬁgurace představuje dva soubory obsahující konﬁguraci extrakčního modulu. První
představuje obsah vestavěné konﬁgurační paměti a druhý obsah konﬁguračních re-
gistrů. Vytvořenou konﬁguraci je možné do jednotky nahrát pomocí programového
vybavení vyvinutého v rámci projektu Liberouter [20].
6.1 Popis protokolů
Pro popis protokolů byla zvažována dvě řešení. První z nich vychází z popisu protokolů
používaném v mé bakalářské práci [26]. Tento popis by však bylo potřeba částečně upravit
v důsledků nových požadavků. Druhou z možností je využití připravené knihovny NetBee
[25], která popisuje hlavičky protokolů pomocí jazyka NetPDL založeném na jazyce XML.
Analýzou popisů protokolů dostupných v rámci knihovny NetBee jsem zjistil několik
nedostatků. Při zpracování protokolu MPLS se špatně vybírá následující protokol při vy-
čerpání zásobníku. Tato skutečnost byla ověřena zkoumáním paketů přenášených v rámci
sítě Cesnet [36] a konzultována s kolegy z projektu Liberouter. Nejspíše ani není možné
vytvořit takový popis, který by odpovídal požadovanému chování. Tj. po zpracování MPLS
se podívat na následující 4 bity. V případě, že je jejich hodnota 4, považovat následující
data za IPv4, hodnota 6 znamená, že se jedná o protokol IPv6, a v případě jiné hodnoty
data považovat za součást hlavičky protokolu Ethernet.
I při prohlížení dalších protokolů jsem narazil na problémy. Například u protokolů IPv4
a IPv6 se nekontrolovalo, zda je v poli version uvedena správná hodnota, ač provedení
kontroly jazyk NetPDL umožňuje.
Vyjmenované problémy oslabily mou důvěru v tuto knihovnu. Druhý z nich lze snadno
napravit editací popisných souborů, ale první problém se zdá být neřešitelným. Proto jsem
se rozhodl provést drobné změny ve schématu XML navrženém v rámci mé bakalářské
práce, podle připomínek získaných v rámci projektu Liberouter.
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Protože pro navrženou jednotku již nemá význam atribut extract elementu ﬁeld, není
tento atribut povolen. Byl zaveden nový element unconditionaljump, který slouží k prove-
dení skoku pro zpracování jiného protokolu bez jakékoliv podmínky. Atribut ref ukazuje na
cíl skoku. Pro skoky dovnitř polí jsem u obou typů skoků zavedl nový atribut bit. Aktuální
DTD i s popisem elementů i atributů je možné nalézt na přiloženém CD.
6.2 Vytváření popisu v jazyce VHDL
Pro transformaci popisů protokolů v jazyce XML byl v rámci diplomové práce vytvořen
program hfexgen v jazyce python, který vytváří zdrojové kódy modulu pro analýzu proto-
kolů a soubor ve formátu XML popisující sémantiku identiﬁkátorů. Nyní si popíšeme jak
tento program funguje a z jakých balíčků a tříd se skládá.
6.2.1 Pomocné balíčky
Pro využití v rámci ostatních balíčku bylo vytvořeno několik specializovaných modulů pro
vykonávání opakujících se činností.
Balíček graphviz slouží k vytváření grafové reprezentace využitelné pomocí programu
graphviz, který umožňuje vytvořit grafovou reprezentaci v široké škále obrázkových formátů
a je dostupný pod svobodnou licencí [11].
Balíček utils obsahuje jednoduché funkce, které jsou rozděleny do několika modulů. Jsou
k dispozici funkce pro práci s objektovým modelem dokumentu ve formátu XML, pro práci
ze soubory, pro úkony týkající se času, vypisování chyb a tvorbu primitiv v jazyce VHDL.
6.2.2 Zpracování XML
Balíček liberouterxml obsahuje třídu Parser, která je zodpovědná za parsování předaného
souboru ve formátu XML. Pokud je formát validní, je vytvořen model protokolů. V opačném
případě je vytvořena výjimka, která je odchycena na hlavní úrovni programu. Pro práci
s XML je využíván modul minidom dostupný ve standardní knihovně jazyka python.
6.2.3 Model
Balíček model (diagram tříd je na obrázku 6.2) slouží k abstraktní reprezentaci, která úplně
neodpovídá reprezentaci pomocí gramatiky (kapitola 4), ale tato reprezentace by se z něj
dala sestavit. Základní třídou jeModel, jejíž objekty obsahují informace o všech protokolech
a o tom, který z nich je počátečním. Objekty třídy Model je možné vizualizovat pomocí
programu graphviz. Ukázka je k dispozici v příloze A.
Třída Protocol obsahuje data o jediném protokolu, jedná se o jeho název, použité pro-
měnné a informace o polích, operacích s nimi a o podmínkách, které musí platit, aby bylo
možno pokračovat dále ve zpracování, či začít zpracovávat jiný protokol. Třída model spo-
juje všechny grafy jednotlivých protokolů do jediného.
Třída Field reprezentuje jednotlivá pole. Obsahuje informace o názvu, velikosti apod.
Třída FieldOp představuje operaci s hodnotou některého pole, či s hodnotou proměnné.
Může se jednat o porovnání, sečtení apod. Výsledek operace obvykle bývá uložen do jiné
proměnné a později je využit při další operaci, nebo pro vykonání skoku.
Třída Jump reprezentuje skok mezi zpracováním jednotlivých proměnných, ať už podmí-
něných, či nepodmíněných. Vykonání podmíněných skoků závisí na hodnotě některé z pro-
měnných a obvykle má více cílů.
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Obrázek 6.2: Diagram tříd balíčku model
Podmínky jsou reprezentovány třídní hierarchií Condition (návrhový vzor Composite,
viz obrázek 6.3). K dispozici jsou základní podmínky AlwaysTrue (podmínka vždy platí) a
AlwaysFalse (podmínka nikdy neplatí), podmínky porovnávající hodnotu proměnné s kon-
stantou Equal (kontrola na rovnost), NotEqual (kontrola na nerovnost), Maximum (kont-
rola, zda je hodnota proměnné menší, nebo rovna hodnotě předaného maxima) a Minimum
(kontrola, zda je hodnota proměnné vyšší, nebo rovna hodnotě předaného minima). Výše
zmíněné podmínky je možné spojovat pomocí podmínek AndCondition (konjunkce dvou
podmínek), OrCondition (disjunkce dvou podmínek) a NotCondition (negace jiné pod-
mínky).
Obrázek 6.3: Hierarchie tříd reprezentujících podmínky
Proměnné jsou odvozeny od bázové třídy Variable a jsou k dispozici celočíselné pro-
měnné IntVariable a booleovské proměnné BooleanVariable. U proměnných se uchovává
jejich název a velikost.
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6.2.4 Tvorba Moorova automatu
V rámci balíčku moore se transformuje abstraktní reprezentace do Moorova automatu,
který je později převeden do jazyka VHDL.
Za tvorbu vnitřní reprezentace Moorova automatu je zodpovědná funkce CreateAbs-
tractRepresentation. Ta vytváří pomocné objekty a volá jejich metody, aby změnila předaný
model na automat, který v každém přechodu načte na vstupu stejný počet bitů. Pro kon-
strukci tohoto automatu se využívají grafové algoritmy, především prohledávání do šířky.
Ve frontě open jsou uchovány rozpracované pozice, kam je možné se v původním modelu
dostat. Uložené pozice jsou postupně vybírány, uloženy do množiny closed a procházeny
cesty pevné délky (z hlediska přečtených bitů, ne z hlediska navštívených uzlů). Dosažené
pozice jsou uloženy do fronty open, pokud již nejsou v množině closed. V případě, že je
fronta open prázdná, algoritmus skončí.
Objekt třídy MooreAnalysis je vytvořen v rámci činnosti CreateAbstractRepresentation.
Tento objekt obsahuje vše potřebné pro konstrukci automatu. Pomocí objektů třídy Analy-
sisPosition jsou reprezentovány stavy automatu, objekty třídy MooreNextStateTransition
reprezentují přechodovou funkci automatu a objekty třídy MooreOutput reprezentují vý-
stupní funkci. Objekt této třídy je možné vizualizovat pomocí grafu vytvořeného programem
graphviz. Obrázek do této práce nevkládám, protože je vytvořený graf příliš složitý.
Obrázek 6.4: Třídy tvořící Moorův automat
Modul vhdl slouží ke generování kódu v jazyce VHDL. Objekty třídy AnalysisFSM zpra-
covávají předanou reprezentaci Moorova automatu v podobě objektu třídy MooreAnalysis
a ten transformuje do jednotlivých hardwarových primitiv (viz diagram tříd na obrázku
6.4). Reprezentace automatu pomocí procesu jazyka VHDL, za využití syntetizovatelné ša-
blony stavového automatu, nebyla využita, protože nástroje pro syntézu (například XST)
zpracovávají automaty o vysokém počtu stavů dlouho a generují neefektivní reprezentaci.
Složitější procesy nemusí být nástroje schopné zpracovat vůbec. Generovaný kód v jazyce
VHDL využívá přímo registrů, logických funkcí a dalších obvodů, přesně tak, jak je popsáno
v sekci 5.2.
Modul output slouží k vytvoření souboru ve formátu XML, který obsahuje sémantiku
identiﬁkátorů posílaných na výstup automatu. O každém ze symbolů výstupní abecedy
tedy říká, jakou variaci polí z hlaviček protokolů zpracovávané slovo ze vstupního paketu
obsahuje. A také informaci o tom, zda je první a poslední pole přenášeno celé, nebo jen
jeho část.
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6.3 Tvorba řídících dat
Uživatel má možnost speciﬁkovat formát výstupního rámce pomocí souboru ve formátu
XML. Z tohoto souboru je, společně s výstupním souborem generování zdrojových souborů
VHDL obsahujícím sémantiku identiﬁkátorů, vytvořena konﬁgurace kterou je možné nahrát
do konﬁgurační paměti extrakčního modulu.
Pro vytvoření konﬁgurace slouží program hfexconﬁg který se skládá z následujících
balíčků:
xml obsahuje moduly pro načtení obou vstupních souborů ve formátu XML a jejich pře-
vedení do vnitřní reprezentace.
uh obsahuje vnitřní reprezentaci výstupního rámce.
words obsahuje deﬁnici tříd, které obsahují informace, které bajty se mají z jednotlivých
slov extrahovat. Objekty se vytváří na základě speciﬁkace výstupního rámce.
output zapisuje obsah do výstupních souborů. Soubory jsou vytvářeny v takovém formátu,
aby s nimi mohly pracovat programy vytvořené v rámci projektu Liberouter.
Po úspěšném ukončení programu je možné vytvořené konﬁgurační soubory nahrát do
jednotky pomocí softwarového nástroje hfexctl vzniklého v rámci projektu Liberouter.
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Kapitola 7
Dosažené výsledky
V této kapitole je popsáno, jak byla implementovaná jednotka testována a jaké jsou dosažené
vlastnosti jednotky především z hlediska její propustnosti a obsazených zdrojů. Pro srovnání
jsem použil částečně upravenou verzi modulu pro analýzu původně vytvořenou v rámci mé
bakalářské práce [26]. Na konci kapitoly je ukázáno, jak se změní výkonost jednotky při
použití nejnovějších programovatelných polí.
7.1 Funkční simulace
Pro otestování správnosti funkce jednotky byla provedena simulace běhu programem Model
Technology ModelSim SE-64 vsim 6.5c Simulator 2009.08. Pro otestování jednotky jsem
vytvořil simulační prostředí (testbench) za použití jednotek vyvinutých v rámci projektu
Liberouter [20]. Prostředí je znázorněno na obrázku 7.1.
Obrázek 7.1: Architektura testovacího prostředí
Pro otestování jednotky je potřeba si připravit soubor se vstupními daty ve formátu,
který používá jednotka FL BFM. Tato data jsou odeslána do testované jednotky. Extraho-
vané položky jsou čteny jednotkou FL Monitor a ukládány do souboru ve stejném formátu,
jaký používá jednotka FL BFM. Vytvořený soubor může být porovnán pomocí standard-
ního Unixového programu diﬀ s očekávanými výsledky.
Za využití funkčních simulací bylo validováno, že jednotka pracuje správně a na svůj
výstup posílá pouze očekávaná data. Speciální zřetel jsem kladl na kontrolu hodnot, které
byly uloženy do registrů s kódováním 1 z n (obrázek 5.2). V každém hodinovém cyklu byl
aktivní právě jeden bit, což je správné chování.
7.2 Syntéza
Pro ověření množství zdrojů, které jednotka zpracovává byl použit balík programů Xilinx
ISE Release 11.3 (lin64) a Xilinx ISE Release 11.4 (lin64). Pro porovnání vlivu počtu
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protokolů na počet obsazených zdrojů jsem vytvořil několik konﬁgurací a porovnal výsledky.
Syntézu jsem prováděl pro FPGA typu Virtex 5 speedgrade-1.
Tabulka 7.1 ukazuje 5 vybraných konﬁgurací zpracovávaných protokolů. Je zobrazeno,
které protokoly se v rámci jednotlivých konﬁgurací zpracovávají (P) a které protokoly mo-
hou následovat (D). Symbolem + jsou označeny protokoly, které mohly následovat při
zpracování konkrétního protokolu v konﬁguraci zobrazené nejblíže směrem doleva od té
aktuální. Konﬁgurace FlowMon se používá v právě vyvíjené nové generaci sondy Flexible
FlowMon [9].
Základní Základní6 VLAN FlowMon Tunelování
Protokol
P D P D P D P D P D
1 Ethernet A 4, 6 A + A + 2 A + 5 A +
2 VLAN 802.1Q N N A 3, 4, 6 A + 5 A +
3 VLAN QinQ N N A 4, 6 A + 5 A +
4 IPv4 A 7, 8, 9, 10 A + A + A + A + 4, 6
5 MPLS N N N A 1, 4, 5, 6 A +
6 IPv6 N A 7, 8, 9, 10 A + A + A + 4, 6
7 TCP A A A A A
8 UDP A A A A A
9 ICMP A A A A A
10 IGMP A A A A A
Tabulka 7.1: Testované varianty zpracovávaných protokolů
Pro porovnání jsem provedl experimenty i s modulem pro analýzu vytvořeným v rámci
mé bakalářské práce [26], upraveným tak, aby dokázal zpracovávat rozšířené hlavičky proto-
kolu IPv6 mnohem efektivněji pomocí přídavného čítače. Závislost maximální frekvence (f)
a počtu obsazených LUT-FF párů (zdroje) na jednotlivých konﬁguracích zachycuje tabulka
7.2. Pro syntézu byl použit program XST Release 11.3 - L.57 (lin64). Není možné vytvořit
jednotku o vyšší datové šířce než je 128 bitů.
32 b 64 b 128 b
Varianta
Zdroje f [MHz] Zdroje f [MHz] Zdroje f [MHz]
Základní 98 242 148 211 301 194
Základní6 481 136 500 142 2007 69
VLAN 489 137 875 125 3854 67
FlowMon 847 133 1816 124 Nelze syntetizovat
Tunelování 912 129 2179 124 Nelze syntetizovat
Tabulka 7.2: Parametry staršího modulu pro analýzu
Testy byly prováděny pomocí počítače s procesorem Intel R© Xeon R© E5420 s osmi jádry
a hodinovou frekvencí 2,5GHz, s 32GB RAM a 10GB odkládacím oddílem. Přesto došlo
u varianty FlowMon a Tunelování s datovou šířkou 128 bitů při syntéze pomocí programu
XST k vyčerpání veškeré dostupné paměti a k ukončení programu.
Syntézu nově vytvořeného modulu pro analýzu hlaviček protokolů jsem provedl pomocí
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stejné verze programu XST na stejném počítači. Výsledky jsou shrnuty v tabulce 7.3. Bylo
možné vysyntetizovat všechny konﬁgurace pro datovou šířku 128 bitů. Do tabulky byly při-
dány i konﬁgurace u nichž bylo možné dokončit syntézu pro variantu s 256 bity v rozumném
čase.
32 b 64 b 128 b 256 b
Varianta
Zdroje f [MHz] Zdroje f [MHz] Zdroje f [MHz] Zdroje f [MHz]
Základní 189 289 269 228 476 231 941 174
Základní6 364 225 430 227 846 143 3833 121
VLAN 390 248 618 189 1309 145 7827 121
FlowMon 601 191 1124 150 3125 132 25023 120
Tunelování 701 158 1454 130 4369 134
Tabulka 7.3: Parametry modulu pro analýzu
Porovnání všech vytvořených verzí modulů provádějících analýzu protokolů je možné
nalézt v grafu na obrázku 7.2, respektive 7.3. V grafech jsou starší verze modulů pro analýzu
označeny písmenem S a novější písmenem N. Číslo u každé z verzí udává šířku jednotky
v bitech.
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Obrázek 7.2: Porovnání spotřeby zdrojů jednotlivých verzí modulu pro analýzu
Graf na obrázku 7.2 zobrazuje spotřebu LUT-FF párů. Z grafu je patrné, že pro všechny
konﬁgurace kromě základní je nově implementovaný modul šetrnější a potřebuje menší
množství zdrojů.
Teoretická propustnost jednotlivých variant modulu pro analýzu hlaviček je vynesena
v grafu na obrázku 7.3. 32-bitová varianta nedosahuje propustnosti 10Gb/s, zatímco 64-
bitová varianta ano (s výjimkou nejsložitější varianty). 128-bitová varianta se blíží k teore-
tické propustnosti 20Gb/s. 256-bitová varianta se pohybuje na hranici teoretické propust-
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Obrázek 7.3: Porovnání propustnosti jednotlivých verzí modulu pro analýzu
nosti 30Gb/s a pro nejjednodušší variantu dokonce překračuje 40Gb/s. Pro všechny použité
konﬁgurace a datové šířky je teoretická propustnost nově implementovaného modulu vyšší
než ta u starší verze.
Tabulka 7.4 ukazuje celkovou délku generování modulu pro analýzu a délku syntézy.
Je vidět, že podpora většího počtu protokolů i zvýšení šířky jednotky mají výrazný vliv
na dobu syntézy. Dále je vidět výrazné urychlení tvorby nového modulu. Je to způsobeno,
jak mnohem rychlejší dobou pro generování zdrojových kódů, tak způsobem popisu. No-
vější modul má architekturu popsanou jednoduchými hardwarovými prvky, zatímco starší
modul je implementován pomocí složitého procesu, který syntetizátor XST musí složitěji
analyzovat. Čas překladu sice není klíčovou vlastností, ale například při ladění větších celků,
kterých je jednotka součástí, se tato časová úspora jistě projeví.
Starší varianta Novější varianta
Varianta
32 b 64 b 128 b 32 b 64 b 128 b
Základní 0:10 0:13 0:23 0:08 0:08 0:10
Základní6 0:55 0:56 6:55 0:10 0:10 0:22
VLAN 0:57 1:57 28:26 0:11 0:16 0:53
FlowMon 1:21 4:29 x 0:17 0:47 9:43
Tunelování 1:29 6:41 x 0:20 1:15 18:55
Tabulka 7.4: Délka syntézy modulu pro analýzu dat (minuty:sekundy)
Nyní přejděme k modulu pro extrakci dat. Spotřeba zdrojů je mnohem méně závislá na
zpracovávaných protokolech. Konﬁgurace modulu pro analýzu ovlivňuje jen šířku adresy do
konﬁgurační paměti v extrakčním modulu. Tabulka 7.5 ukazuje, že spotřeba zdrojů roste
především s narůstající datovou šířkou. Zatímco u modulu pro analýzu dat roste spotřeba
zdrojů s dvojnásobnou šířkou přibližně dvakrát (do 128 bitové datové šířky), někdy o něco
méně, jindy více, u modulu pro extrakci dat se počet obsazených zdrojů zvyšuje vždy více
než dvakrát. Dále můžeme vidět, že maximální frekvence je nižší než ta, která byla dosažena
u modulu pro analýzu dat.
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Varianta Datová šířka [b] LUT-FF páry Počet BRAM f [MHz]
Základní 32 1082 1 127
64 2549 3 126
128 6966 5 111
256 19920 11 96
Základní6 32 1084 1 127
64 2551 3 126
128 6968 5 111
256 19926 11 96
VLAN 32 1084 1 127
64 2553 3 126
128 6970 5 111
256 19928 22 96
FlowMon 32 1086 1 127
64 2555 3 126
128 6972 5 111
256 19932 88 96
Tunelování 32 1086 1 127
64 2555 3 126
128 6974 10 111
256 19932 88 96
Tabulka 7.5: Parametry modulu pro extrakci dat po syntéze
V tabulce 7.6 jsou uvedeny celkové zdroje obsazené celou jednotkou a maximální možná
frekvence, se kterou je jednotku možné provozovat. Počet blokových pamětí byl z tohoto
souhrnu vynechán, protože je zobrazen v rámci tabulky 7.5.
32 b 64 b 128 b
Varianta
Zdroje f [MHz] Zdroje f [MHz] Zdroje f [MHz]
Základní 1320 139 2909 125 7520 111
Základní6 1500 139 3082 126 7868 113
VLAN 1545 132 3271 122 8476 114
FlowMon 1760 132 3834 126 10231 111
Tunelování 1886 132 4091 124 11244 111
Tabulka 7.6: Celkové parametry jednotky
Teoretická propustnost celé jednotky je vynesena v grafu na obrázku 7.4. Je vidět,
že propustnost 32-bitové verze nestačí ani nezpracování 5Gb/s a pouze 128-bitová verze
dokáže zpracovat datový tok převyšující 10Gb/s.
7.3 Paralelní zapojení jednotek s nižší datovou šířkou
Za využití poznatků z předcházející sekce se v této sekci budeme snažit o nalezení takového
zapojení jednotky, abychom dosáhli s co nejmenším počtem zabraných zdrojů propustnosti
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Obrázek 7.4: Teoretická propustnost jednotky
10, 20 a 40Gb/s. Takové zapojení bude mít nejvyšší šanci na uplatnění v rámci různých
zařízení, které by mohly jednotku využívat.
Pro další experimenty budeme používat konﬁguraci používanou na projektu FlowMon
a konﬁguraci nazvanou tunelování. Jak vyplývá z grafu na obrázku 7.4 propustnost jed-
notky je téměř nezávislá na zpracovávaných protokolech. Mění se však množství potřeb-
ných zdrojů. V tabulce 7.7 je ukázáno, jaký počet jednotek konkrétní šířky využijeme pro
dosažení požadované celkové propustnosti.
Datová šířka [b] 10Gb/s 20Gb/s 40Gb/s
32 3 5 10
64 2 3 6
128 1 2 3
Tabulka 7.7: Nutný počet jednotek pro dosažení požadované propustnosti
Pro tento experiment jsem vytvořil zapojení jednotek do modulu podobné, jaké bylo
naznačeno již na obrázku 3.4. Vstupní a výstupní tok byl široký 128 bitů pro dosažení pro-
pustnosti 10Gb/s, 256 bitů pro propustnost 20Gb/s a 512 bitů pro propustnost 40Gb/s.
Rozdělení do více toků bylo provedeno jednotkou Ticket Splitter a opětovné spojení jednot-
kou Ticket Sequencer. Použité jednotky byly implementovány v rámci projektu Liberouter
[20] a jsou vhodné především v situacích, kdy záleží na zachování pořadí paketů ze vstupu
také na výstupu celého modulu. Pro zpracování na rychlosti 10Gb/s byla pro 128-bitové
řešení využita přímo implementovaná jednotka, bez dodatečných jednotek.
V tabulce 7.8 je zobrazeno obsazení LUT-FF párů a blokových pamětí společně s ma-
ximální frekvencí (f , zobrazena v MHz) pro konﬁgurační variantu používanou pro síťovou
sondu FlowMon. Pro zpracování 10Gb/s je nejvýhodnější použití jedné jednotky o šířce
128 bitů. Pro zpracování 20Gb/s i 40Gb/s již není možné nalézt nejvhodnější řešení z po-
hledu obsazených zdrojů i blokových pamětí. Výběr v takovém případě bude záviset na
parametrech zbytku designu.
V tabulce 7.9 je zobrazeno obsazení LUT-FF párů a blokových pamětí společně s maxi-
mální frekvencí (f , zobrazena v MHz) pro variantu nazvanou tunelování. Oproti předcho-
zímu případu je možné nalézt nejvhodnější variantu pro všechny rychlosti. Pro 10Gb/s je
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Varianta
10Gb/s 20Gb/s 40Gb/s
jednotky
LUT-FF
páry
BRAM f
LUT-FF
páry
BRAM f
LUT-FF
páry
BRAM f
32 b 13490 11 135 23712 21 121 50913 58 110
64 b 15879 14 127 23464 25 123 47878 50 120
128 b 10231 5 111 33711 26 112 50092 47 112
Tabulka 7.8: Parametry modulu pro konﬁguraci FlowMon
Varianta
10Gb/s 20Gb/s 40Gb/s
jednotky
LUT-FF
páry
BRAM f
LUT-FF
páry
BRAM f
LUT-FF
páry
BRAM f
32 b 13826 11 135 24428 21 124 52389 58 110
64 b 16543 14 127 24508 25 124 50182 50 120
128 b 11244 10 111 36801 36 112 53353 62 105
Tabulka 7.9: Parametry modulu pro konﬁguraci Tunelování
opět nejvýhodnější použití jedné jednotky o šířce 128 bitů. Pro zpracování 20Gb/s se nej-
více hodí použití pěti 32-bitových jednotek. Konečně pro rychlost 40Gb/s je nejvhodnější
použití šesti 64-bitových jednotek.
Z předchozích dvou příkladu vyplývá, že se nedá dopředu říci, která varianta možného
zpracování bude pro určitou rychlost nejvhodnější. V některých případech dokonce může
záležet na tom, zda je prioritou co nejmenší počet obsazených blokových pamětí, nebo počet
potřebných LUT-FF párů.
7.4 Ověření funkčnosti v FPGA
Pro ověření, že se jednotka chová tak jak má i po syntéze a nahrání do karty COMBOv2
jsem využil připravený design vyvíjený v rámci projektu Liberouter [20]. Do již hotového
designu pro připravovanou novou generaci monitorovací sondy FlowMon [9] ve variantě LT
jsem zapojil novou jednotku, která má vstup i výstup shodný s předcházející variantou.
Vytvořená konﬁgurace pro programovatelné pole FPGA se chovala i v reálných pod-
mínkách podle očekávání. Testování jsem prováděl i na síti s propustností 10Gb/s, kterou
prochází opravdový provoz.
7.5 Výhled do budoucnosti
V této sekci se zaměříme na novou verzi FPGA od ﬁrmy Xilinx nazývanou Virtex 6. Jde
o nejnovější rodinu FPGA zaměřenou na vysoký výkon. Pro porovnání jsem testy prováděl
se stejnou konﬁgurací, jako pro FPGA Virtex 5 v sekci 7.2.
Nejdříve se podíváme pouze na modul pro analýzu hlaviček. Spotřeba LUT-FF párů
(zdroje) a maximální dosažitelná frekvence (f) je k dispozici v tabulce 7.10.
Teoretická propustnost jednotlivých variant modulu pro analýzu hlaviček je vynesena
v grafu na obrázku 7.5. Pro porovnání je vyznačena i propustnost jednotky pro starší rodinu
32 b 64 b 128 b
Varianta
Zdroje f [MHz] Zdroje f [MHz] Zdroje f [MHz]
Základní 186 290 267 289 473 300
Základní6 361 281 428 277 830 184
VLAN 388 276 611 233 1299 151
FlowMon 599 254 1140 204 3071 170
Tunelování 694 207 1425 197 4237 157
Tabulka 7.10: Parametry modulu pro analýzu (Virtex 6)
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Obrázek 7.5: Propustnost modulu pro analýzu (Virtex 6)
karet. Starší rodina je označena v5 a novější v6. Z grafů je patrné, že došlo k určitému
zlepšení a narůst výkonu je ve většině případu vyšší u jednotek s větší datovou šířkou.
V tabulce 7.11 jsou uvedeny celkové zdroje obsazené celou jednotkou a maximální možná
frekvence, se kterou je jednotku možné provozovat v FPGA Virtex 6. Počet blokových
pamětí byl opět vynechán, protože je shodný s počtem uvedeným v tabulce 7.5. Rozdíly
sice nejsou příliš výrazné, ale 32-bitová verze dokáže zpracovat více než 5Gb/s.
32 b 64 b 128 b
Varianta
Zdroje f [MHz] Zdroje f [MHz] Zdroje f [MHz]
Základní 1352 166 2782 130 7913 130
Základní6 1544 166 2959 130 8194 120
VLAN 1573 166 3184 130 8846 133
FlowMon 1826 166 3809 130 10711 124
Tunelování 1977 168 4145 130 12128 121
Tabulka 7.11: Celkové parametry jednotky (Virtex 6)
Teoretická propustnost celé jednotky je vynesena v grafu na obrázku 7.4. Je vidět,
že propustnost 32-bitové verze již stačí na zpracování 5Gb/s a pouze 128-bitová verze
dokáže zpracovat datový tok převyšující 10Gb/s. Pro porovnání je vyznačena i propustnost
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jednotky pro starší rodinu karet. Starší rodina je označena v5 a novější v6.
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Obrázek 7.6: Teoretická propustnost jednotky (Virtex 6)
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Kapitola 8
Závěr
Již v rámci semestrálního projektu jsem nastudoval teoretickou problematiku návrhu hard-
ware se zaměřením na technologii programovatelných hradlových polí. Podle zadání jsem
se seznámil s kartou COMBOv2, která obsahuje FPGA Virtex5. Dalším úkolem bylo na-
studování síťových protokolů. To mně umožnilo lépe identiﬁkovat požadavky na činnost
jednotky. Díky získaným znalostem jsem mohl navrhnout pravou lineární gramatiku, která
může generovat obsah hlaviček požadovaných síťových protokolů a kterou je možné převést
do hardwarové reprezentace.
Dalším úkolem bylo provést analýzu současných hardwarových řešení a soustředit se na
technologii FPGA. V kapitole 3 byla diskutována současná řešení včetně jejich výhod a
nevýhod. Bylo navrženo použití buď jedné jednotky schopné zpracovávat plný datový tok,
nebo více pomalejších jednotek.
V rámci diplomové práce jsem navrhl hardwarovou architekturu, která umožňuje zpra-
cování paketů v sítích o rychlostech 10 i 40Gb/s. Tento návrh je představen v kapitolách
4 a 5. První z nich se zabývá obecným abstraktním modelem v podobě pravé lineární gra-
matiky a jejím převodem na líný automat. Kapitola 5 popisuje využití tohoto modelu pro
zpracování pomocí FPGA.
Navržená jednotka je konﬁgurovatelná pomocí několika XML souborů. Pro jejich zpra-
cování a převod do zdrojových souborů VHDL jsem implementoval potřebné softwarové
vybavení popsané v rámci kapitoly 6. Pomocí konﬁguračních souborů je možné změnit mno-
žinu podporovaných protokolů včetně deﬁnování nových. Zvolena implementace extrakčního
modulu umožňuje změnu extrahovaných dat bez nutnosti tvorby nové konﬁgurace celého
programovatelného pole. Implementované řešení umožňuje, v případě nasazení v rámci mo-
nitorovacího systému (např. [9]), okamžitě reagovat na aktuální dění na síti a rozhodovat
se, jaká data z přicházejících paketů získávat.
V rámci kapitoly 7 jsem provedl zhodnocení implementace a diskutoval vhodnost použití
distribuovaného zpracování pomocí několika jednotek schopných zpracovávat data s pro-
pustností nižší než je požadovaná. Navržená jednotka je vhodná pro zpracování dat na
10Gb/s i 40Gb/s sítích.
Sekvenční charakter úlohy způsobuje velký nárůst potřebných zdrojů pro jednotky
s vyšší datovou šířkou. Pro zpracování 100Gb/s nenabízí současná technologie FPGA dosta-
tečně velké a rychlé čipy. I síťové procesory s vysokým výkonem jsou často optimalizované
na druhou a třetí vrstvu ISO/OSI modelu [13]. Na těchto vrstvách je potřeba vykonávat
jen limitovanou sadu operací. Největší problémy jsou spojené s pozicemi, na kterých se jed-
notlivé položky mohou v rámci paketu nacházet. Umístění položek na vstupu není pevné
a závisí i na používaném směrování v sítích přes které procházejí (např. použití MPLS a
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virtuálních LAN).
Konﬁgurovatelnosti jednotky bylo dosaženo i za cenu vyšší spotřeby zdrojů. Pro apli-
kace, u nichž se požadavky na extrahované informace v čase nemění, by bylo možné provést
zjednodušení extrakčního modulu. Dalším možným rozšířením by mohla být podpora po-
pisu hlaviček protokolů dostupného v rámci projektu NetBee [25].
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Příloha A
Model protokolů
Obsahem této přílohy je ukázka zobrazení reprezentace objektu třídy Model (popsána
v sekci 6.2.3). Na obrázku A.1 je zobrazeno zpracování protokolů Ethernet, Vlan 802.1Q,
MPLS a počátek zpracování protokolů IPv4 a IPv6. Z důvodu lepší čitelnosti byla některá
pole spojena (např. zdrojová a cílová MAC adresa v rámci protokolu Ethernet).
Modré uzly reprezentují objekty třídy Field, zelené uzly objekty třídy FieldOp a černé
uzly objekty třídy Condition.
Z pohledu formální reprezentace odpovídají modré uzly v grafu na obrázku A.1 stavům
líného automatu agregovaným podle pozice ve zpracování. Celý stav je charakterizován
názvem modrého uzlu a hodnotami proměnných využívaných v rámci protokolu.
Orientované cesty mezi dvěma modrými uzly odpovídají přechodům automatu. Pokud
je v rámci orientované cesty mezi dvěma stavy černý uzel, pak se je tento přechod podmíněn
hodnotami některé z proměnných. Jinými slovy, přechod je možné provést jen pokud jsme
v takovém stavu (v rámci agregovaného), ve kterém má požadovaná proměnná správnou
hodnotu. Zelené uzly v rámci orientované cesty provádějí modiﬁkaci proměnných. Pokud
z některého černého uzlu nevede žádný přechod, znamená to ukončení zpracování.
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Ethernet: Destination and Source MAC address
Ethernet: Length/Type
Unidentified L3 protocol: Version
IP version <- Version
IP version = 4IP version = 6 NOT ((IP version = 4) OR (IP version = 6))
IPv4: Header lengthIPv6: Traffic Class
Ethernet - VLAN: VLAN Fields
Ethernet - VLAN: Length/Type
Next protocol <- Length/Type
Next protocol = 2048Next protocol = 34525 (Next protocol = 34888) OR (Next protocol = 34887) NOT ...
IPv4: Version
IPv4 control check <- Version, 4
IPv6: Version
IPv6 control check <- Version, 6
MPLS: Label & Exp
MPLS: Bottom of Stack
Bottom of Stack <- Bottom of Stack
MPLS: TTL
Bottom of Stack = 0Bottom of Stack = 1
IPv6 control check = 0
NOT (IPv6 control check = 0)
Next protocol <- Length/Type
Next protocol = 2048
 ((((Next protocol = 34984) 
OR (Next protocol = 33024))
OR ...
Next protocol = 34525
(Next protocol = 34888) 
OR (Next protocol = 34887)
 NOT ...
IPv4 control check = 0
NOT (IPv4 control check = 0)
Obrázek A.1: Ukázka grafové reprezentace části modelu
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