The cyclotomic Birman-Murakami-Wenzl (or BMW) algebras B k n , introduced by R. Häring-Oldenburg, are a generalisation of the BMW algebras associated with the cyclotomic Hecke algebras of type G(k, 1, n) (also known as Ariki-Koike algebras) and type B knot theory. In this paper, we prove the algebra is free and of rank k n (2n − 1)!! over ground rings with parameters satisfying so-called "admissibility conditions". These conditions are necessary in order for these results to hold and arise from the representation theory of B k 2 , which is analysed by the authors in a previous paper. Furthermore, we obtain a geometric realisation of B k n as a cyclotomic version of the Kauffman tangle algebra, in terms of affine n-tangles in the solid torus, and produce explicit bases that may be described both algebraically and diagrammatically.
Introduction
The cyclotomic BMW algebras were introduced in [18] by Häring-Oldenburg as a generalisation of the BMW algebras associated with the cyclotomic Hecke algebras of type G(k, 1, n) (also known as Ariki-Koike algebras) and type B knot theory involving affine tangles.
The motivation behind the definition of the BMW algebras may be traced back to an important problem in knot theory; namely, that of classifying knots (and links) up to isotopy. The BMW algebras (conceived independently by Murakami [25] and Birman and Wenzl [4] ) are algebraically defined by generators and relations modelled on certain tangle diagrams appearing in the skein relation for the Kauffman link invariant of [20] , an invariant of regular isotopy for links in S 3 : − = δ − Definition 1.1. Fix a natural number n. Let R be a unital commutative ring containing an element A 0 and units q and λ such that λ − λ −1 = δ(1 − A 0 ) holds, where δ := q − q −1 . The BMW algebra C n := C n (q, λ, A 0 ) is defined to be the unital associative R-algebra generated by X ±1 1 , . . . , X
±1
n−1 and e 1 , . . . , e n−1 subject to the following relations, which hold for all possible values of i unless otherwise stated.
X i e j = e j X i for |i − j| ≥ 2 e i e j = e j e i for |i − j| ≥ 2 X i e i = e i X i = λe i X i X j e i = e j e i = e j X i X j for |i − j| = 1 e i e i±1 e i = e i e 2 i = A 0 e i .
In particular, the defining relations were originally inspired by the diagrammatic relations satisfied by these tangle diagrams and the relations X i − X −1 i = δ(1 − e i ) seen in Definition 1.1 above reflects the Kauffman skein relation. Furthermore, the Kauffman link polynomial may be recovered from a nondegenerate Markov trace function on the BMW algebras, in a way analogous to the relationship between the Jones polynomial and the Temperley-Lieb algebras.
Naturally, one would expect the BMW algebras to have a geometric realisation in terms of tangles. Indeed, under the maps illustrated below, Morton and Wasserman [24] proved the BMW algebra C n is isomorphic to the Kauffman tangle algebra KT n , an algebra of (regular isotopy equivalence classes of) tangles on n strands in the disc cross the interval (that is, a solid cylinder) modulo the Kauffman skein relation (see Kauffman [20] and Morton and Traczyk [23] ). As a result, they also show the algebra C n is free of rank (2n − 1)!! = (2n − 1) · (2n − 3) · · · 3 · 1.
X i −→ . . . . . . The BMW algebras are closely connected with the Artin braid groups of type A, IwahoriHecke algebras of type A, and with many diagram algebras, such as the Brauer and TemperleyLieb algebras. In fact, they may be construed as deformations of the Brauer algebras obtained by replacing the symmetric group algebras with the corresponding Iwahori-Hecke algebras. These various algebras also feature prominently in the theory of quantum groups, subfactors, statistical mechanics, and topological quantum field theory.
In view of these relationships between the BMW algebras and several objects of "type A", several authors have since naturally generalised the BMW algebras for other types of Artin groups. Motivated by knot theory associated with the Artin braid group of type B, Häring-Oldenburg introduced the "cyclotomic BMW algebras" in [18] . They are so named because the cyclotomic Hecke algebras of type G(k, 1, n) from [2, 6] , which are also known as Ariki-Koike algebras, arise as quotients of the cyclotomic BMW algebras B k n in the same way the IwahoriHecke algebras arise as quotients of the BMW algebras. They are obtained from the original BMW algebras by adding an extra generator Y satisfying a polynomial relation of finite order k and imposing several further relations modelled on type B knot theory. For example, Y satisfies the Artin braid relations of type B with the generators X 1 , . . . , X n−1 of the ordinary BMW algebra. When this k th order relation on the generator Y is omitted, one obtains the infinite dimensional affine BMW algebras, studied by Goodman and Hauschild in [13] . This extra affine generator Y may be visualised as the affine braid of type B illustrated below.
Given what has already been established for the BMW algebras, it is then conceivable that the cyclotomic and affine BMW algebras be isomorphic to appropriate analogues of the Kauffman tangle algebras. Indeed, by utilising the results and techniques of Morton and Wasserman [24] for the ordinary BMW algebras, this was shown to be the case for the affine version, by Goodman and Hauschild in [13] . The topological realisation of the affine BMW algebra is as an algebra of (regular isotopy equivalence classes of) affine tangles on n strands in the annulus cross the interval (that is, the solid torus) modulo Kauffman skein relations.
In this paper, we prove the cyclotomic BMW algebras B k n (R) are R-free of rank k n (2n − 1)!! and show they have a topological realisation as a certain cyclotomic analogue of the Kauffman tangle algebra in terms of affine n-tangles (see Definition 5.5) . Furthermore, we obtain bases that may be explicitly described both algebraically and diagrammatically in terms of affine tangles. One may visualise the basis given in Theorem 3.2 and Corollary 8.2 as a kind of "inflation" of bases of smaller Ariki-Koike algebras by 'dangles', as seen in Xi [36] , with powers of Jucy-Murphy type elements Y ′ i attached. This is illustrated in Figure 7 . Unlike the BMW and Ariki-Koike algebras, one needs to impose extra so-called "admissibility conditions" (see Definition 4. 3) on the parameters of the ground ring in order for these results to hold. This is due to potential torsion on elements associated with certain tangles on two strands, caused by the polynomial relation of order k imposed on Y . It turns out that the representation theory of B k 2 , analysed in detail by the authors in [34] , is crucial in determining these conditions precisely. A particular result in [34] shows that admissibility ensures freeness of the algebra B k 2 (R) over R. These results are stated but incompletely proved in Häring-Oldenburg [18] . Moreover, it turns out that admissibility as defined in this paper (not [34] ) is necessary and sufficient for freeness results for general n.
The results presented here are proved in the Ph.D. thesis [37] , completed at the University of Sydney in 2007 by the second author, in which these bases are shown to lead to a cellular basis, in the sense of Graham and Lehrer [16] (see also [35] ). When k = 1, all results specialise to those previously established for the BMW algebras by Morton and Wasserman [24] , Enyang [10] and Xi [36] .
Since the submission of this thesis, new preprints were released in which Goodman and Hauschild Mosley [14, 15] use alternative topological and Jones basic construction theory type arguments to establish freeness of B k n and an isomorphism with the cyclotomic Kauffman tangle algebra. However, they require their ground rings to be integral domains with parameters satisfying the stronger conditions introduced by the authors in [34] . In [12] , Goodman has also obtained cellularity results.
Rui and Xu [30] have also proved freeness and cellularity of B k n when k is odd, and later Rui and Si [28] for general k, under the extra assumption that δ is invertible and using another condition called "u-admissibility". The methods and arguments employed are strongly influenced by those used by Ariki, Mathas and Rui [3] for the cyclotomic Nazarov-Wenzl algebras, which are degenerate versions of the cyclotomic BMW algebras, and involve the construction of seminormal representations.
It is not straightforward to compare the various notions of admissibility due to the few small but important differences in the assumptions on certain parameters of the ground ring (see Remarks below Definitions 2.1, 4.3 and 4.5). The classes of ground rings covered in the freeness and cellularity results of [14, 15, 12, 30, 28] are subsets of the set of rings with admissible parameters as defined in this paper and [37] . Moreover, Goodman and Rui-Si-Xu use a weaker definition of cellularity, to bypass a problem discovered in their original proofs relating to the anti-involution axiom of the original Graham-Lehrer definition.
The structure of the paper is as follows. In Section 2, we introduce the cyclotomic BMW algebras and derive some straightforward identities and formulas pertinent to the next section. Section 3 is concerned with obtaining a spanning set of B k n of cardinality k n (2n−1)!!. These two sections omit certain straightforward but tedious calculations, which can be found in [37] . In Section 4, we give the needed admissibility conditions explicitly (see Definition 4.3) and construct a "generic" ground ring R 0 , in the sense that for any ring R with admissible parameters there is a unique map R 0 → R which respects the parameters. We also shed some light on the relationships between the various admissibility conditions appearing in the literature at the end of Section 4. In Section 5, we introduce the cyclotomic Kauffman tangle algebras. The admissibility conditions are closely related to the existence of a nondegenerate (unnormalised) Markov trace function of B k n , constructed in Section 6, which is then used together with the cyclotomic Brauer algebras in the linear independency arguments contained in Section 8. These nondegenerate Markov trace functions on B k n yields a family of Kauffman-type invariants of links in the solid torus; cf. Turaev [32] , tom Dieck [7] , Lambropoulou [22] .
The cyclotomic BMW algebras B k n
In this section, we define the cyclotomic BMW algebras B k n and, through straightforward calculations and induction arguments, we establish several useful formulas and identities between special elements of the algebra. As seen in Definition 2.1 below, the defining relations of the algebra B k n consist of those for the BMW algebra C n , from Definition 1.1, and further relations involving an extra generator Y which satisfies a polynomial relation of order k. Throughout let us fix natural numbers n and k. Definition 2.1. Let R be a unital commutative ring containing units q 0 , q, λ and further elements q 1 , . . . , q k−1 and A 0 , A 1 , . . . , A k−1 such that λ−λ −1 = δ(1−A 0 ) holds, where δ :
e i e j = e j e i for |i − j| ≥ 2 (5)
e i e i±1 e i = e i (8)
If R is a ring as in Definition 2.1, we may use B k n (R) or B k n for short to denote the algebra B k n (q, λ, A i , q i ).
Remarks: (1) There are slight but important differences in the parameters and the assumptions imposed on them in the literature. The original definition of B k n given in Häring-Oldenburg [18] supposes that the k th order polynomial relation (10) splits over R; that is,
where the p i are units in the ground ring R. Under this relation, the q i in relation (10) become the signed elementary symmetric polynomials in the p i , where q 0 = (−1) k−1 i p i is invertible. However, we need not impose this stronger polynomial relation on Y in the present work. In addition to the splitting assumption, Goodman and Hauschild Mosley [14, 15] also assumes the invertibility of A 0 and that δ is not a zero divisor, and Rui-SiXu [30, 28] assume the invertibility of δ in R. Also, the assumption in [37] that A 0 is invertible has been removed in this paper.
(2) When the relation (10) is omitted, one obtains the affine BMW algebras, as studied by Goodman and Hauschild in [13] algebras. In fact, in [14, 15, 30, 28] , the affine BMW algebra is initially considered with infinite parameters {A j | j ≥ 0} instead and e 1 Y j e 1 = A j e 1 , for all j ≥ 0. The cyclotomic BMW algebra is then defined to be the quotient of this algebra by the ideal generated by the k th order relation
Observe that, by relations (1) and (10) , it is unnecessary to include the inverses of Y and X as generators of B k n in Definition 2.1. (4) Define q k := −1. Then k j=0 q j Y j = 0 and the inverse of Y may then be expressed as
Using the defining k th order relation on Y and (15), there exists elements A m of R, for all m ∈ Z, such that e 1 Y m e 1 = A m e 1 .
We will see later that, in order for our algebras to be "well-behaved", the A m cannot be chosen independently of the other parameters of the algebra. (5) Observe that there is an unique anti-involution * : B k n → B k n such that
for every i = 1, . . . , n − 1. Here an anti-involution always means an involutary R-algebra antiautomorphism.
For all i = 1, . . . , n, define the following elements of B k n :
Lemma 2.5. For all integers p, the following hold:
Proof. The k th order relation on Y and relation (15) tells us that e 1 Y p e 1 is always a scalar multiple of e 1 , for any integer p, hence showing part (I) of the lemma for the case i = 1. Now, for all p ≥ 0, equation (25) and (6) implies that
Similarly, by equations (26), (6) and (16),
Observe that | − p | = |p| and when 1 ≤ s ≤ p, we have |s|,|p − s|, |p − 2s| ≤ |p|. Hence X 1 Y p e 1 ∈ Y m e 1 |m| ≤ |p| , for all p ∈ Z, proving part (II) of the lemma for the case i = 1. We are now able to prove (I) and (II), for all integers p ≥ 0, together by induction on i, which in turn involves inducting on p ≥ 0. By relations (15) and (6), both hold clearly for p = 0. Now let us assume that:
i−1 e i , for all r < p, and
. Using this and equation (27) , followed by relations (1), (7) then (19) we see that, for all p > 0,
by relation (7) and Proposition 2.2. Let us consider the first term in the latter equation above. By induction on i,
Therefore, by relation (8), e i e i−1 Y
i−2 e i . Now let us consider the second term in the RHS of (33) . Fix 0 ≤ s ≤ p − 1.
By induction on p and equation (19) ,
Also, by (22) , (19) and (8),
and, by (8) and induction on p, we
Thus, for all 0
Hence the second term in the RHS of equation (33) 
Finally, by induction on i and using (22) , (19) and (8),
Thus the third term in the RHS of equation (33) 
i−1 e i . Also, for all p ≥ 0, equation (25) implies that
The first term above is clearly in
i e i |s i | ≤ |p| , since |−p| = |p |. Regarding the second term above, since 1 ≤ s ≤ p, |p − 2s| ≤ |p|, so it is also an element of
Therefore, for all p ≥ 0,
Let us denote † :
0 ). Therefore, using †,
as an element of B k n (q, λ, A i , q i ), for all p ≥ 0.
Furthermore, our previous work also shows that,
Lehrer [16] and Dipper, James and Mathas [9] prove that the algebra is cellular. The modular representation theory of these algebras have also been studied extensively in the literature. Now suppose R is a ring as in the definition of B k n and let q ′ := q 2 . Then, from the given presentations of the algebras, it is straightforward to show that h n,k (R) is a quotient of B k n (R) under the following projection
Indeed, B k n /I ∼ = h n,k as R-algebras, where I is the two-sided ideal generated by the e i 's in B k n (R). (Remark: due to relation (8) , it is clear that I is actually equal to the two-sided ideal generated by just a single fixed e j ).
Our aim in this section is to obtain a spanning set of B k n , for any choice of basis W m,k for any h m,k . For any basis W n,k of h n,k , let W n,k be any subset of B k n mapping onto W n,k of the same cardinality. Also, for any l ≤ n, there is a natural map
denote the image of B k l under this map; that is, B k l is the subalgebra of B k n generated by Y, X 1 , . . . , X l−1 , e 1 , . . . , e l−1 . Note that a priori it is not clear that this map is injective; i.e., that B k l is isomorphic to B k l . In fact, over a specific class of ground rings, this will follow as a consequence of freeness of B k n , which is established in Section 8. Finally, define W l,k to be the image of W l,k in B k n . The goal of this section is to prove the following theorem. 
. . e n−2 e n−1 )
. . . (X im . . . X jm−1 e jm . . . e n−2m e n−2m+1 ) χ (n−2m) (e n−2m . . . e hm X hm−1 . . . X gm ) . . .
and χ (n−2m) is an element of W n−2m, k .
To make the spanning set above more palatable for now, we introduce the following notation and relate parts of the expression diagrammatically where possible. Suppose l ≥ 1. Let i and j be such that i ≤ j ≤ l + 1 and p be any integer. Define
Then Theorem 3.2 states that the algebra B k n is spanned by the set of elements
with conditions specified as above. From this point, we will always assume j ≤ l in the expression α p ijl (that is, there should be at least one e in the product) unless specified otherwise. Diagrammatically, in the Kauffman tangle algebra on n strands, the product α 0 ijl may be visualised as a 'tangle diagram' with n points on the top and bottom row such that the i th and (j + 1) th are joined by a horizontal strand in the top row. The rest of the diagram consists of vertical strands, which cross over this horizontal strand but not each other, and a horizontal strand joining the l th and (l + 1) th points in the bottom row. We illustrate this roughly in Figure 1 below.
. . e l as a tangle on n strands.
Thus one should think of the set in Theorem 3.2 as an "inflation" of a basis of h n−2f,k , for each f = 1, 2, . . . , ⌊ n 2 ⌋, by "dangles" with f horizontal arcs (as seen in Xi [36] ), one for each α chain occurring, with powers of Y ′ i elements attached. This will be further illustrated by Figure 7 of Section 8. Using this pictorial visualisation, one may then use a straightforward calculation to show that the spanning set of Theorem 3.2 has cardinality k n (2n − 1)!!. Our eventual goal is to prove that this spanning set is in fact a basis of B k n . The following lemma essentially states that left multiplication of an α p mjl chain by a generator of B k l+1 yields another α chain multiplied by 'residue' terms in the smaller B k l−1 subalgebra. Specifically, it helps us to prove that the R-submodule spanned by {α
l+1 , in particular when p is restricted to be within a certain range of k consecutive integers.
Lemma 3.3. For γ ∈ {X, e}, m ≤ l and p ∈ Z,
In fact, the only case in which p ′ p < 0 occurs is the case X i α p ijl , where i ≤ j ≤ l and p ∈ Z.
Proof. Let p be any integer and fix m, i, j and l. Henceforth, let T := α
In all of the following calculations, it is straightforward in each case to check that the resulting elements satisfy the minimality condition required to be a member of T . The action of e m . The action of e m on α p ijl falls into the following four cases:
. . e l , where m < j ≤ l, (1). By Lemma 2. ∈ e m . . .
Here m ≤ j − 1 ≤ l − 1, so the term X
. By equations (22), (19) and (7),
(4). We want to prove that e m α p ijl ∈ T , when i = m, m + 1 and i ≤ j ≤ l. This is separated into the following two cases.
(a) If
When m < j, using (7) and the commuting relations gives the following e m α p ijl
which is an element of T , since m ≤ l − 1 and j − 2 ≤ l − 2.
When m = j, e m α p ijl
. . e l , where γ could be X or e,
We have now proved that e m α p ijl ∈ T , for all m ≤ l, i ≤ j ≤ l, and p ∈ Z.
The action of X m .
The action of X m on α p ijl falls into the following four cases:
(A). When p is a non-negative integer, using equations (27) , (22), (19) and (20) gives
where γ m+1 could be either X m+1 or e m+1 . Observe that if 1 ≤ s ≤ p then 0 ≤ p − s ≤ p − 1, hence |s|, |p − s| ≤ |p|. Also, in this case, m ≤ l − 1 and j − 2 ≤ l − 2 so the expressions in the brackets above are indeed elements of
Also, by equations (28), (22) and (19),
Observe that when 1 ≤ s ≤ p, we have that 1 − p ≤ s − p ≤ 0 so certainly | − s | = |s| and |s − p| ≤ |p|. Again, since m ≤ l − 1 and j − 2 ≤ l − 2, the expressions in the brackets above are indeed elements of
. By Lemma 2.5(II) and equation (19) ,
(C). When p is a non-negative integer, using equations (30), (22), (19) and (20),
The first term in the above equation is α p m+1,j,l ∈ T . In the second summation term, we have elements of the form X m Y ′ u m+1 X m+1 . . . e j . . . e l B k l−1 , where 1 ≤ u ≤ p − 1. By case (A) above and since |u| ≤ |p|, we know therefore the second term is in T . Moreover, by case (B),
Similarly, using equations (32), (22) and (19),
The first term in the above equation is α −p m+1,j,l ∈ T . The second summation term involves elements of the form X m Y ′ u m+1 X m+1 . . . e j . . . e l B k l−1 , where −p ≤ u ≤ 0. Thus the 2nd term is in T , by case (A) above and since |u| ≤ |p|. Moreover, by case (B),
. . e l ∈ T . We have now proved that, whether p is positive or negative,
. We want to prove that X m α p ijl ∈ T , when i = m, m + 1, i ≤ j ≤ l and p is any integer. This is separated into the following two cases.
On the other hand, if m ≥ i + 1 then again we have the following three cases to consider:
When m < j ≤ l,
This is an element of T as
Otherwise, if m − 1 = j, then γ m−2 = X m−2 and
We have now proved that for all m ≤ l and i ≤ j ≤ l and p ∈ Z, X m α
The following lemma says, for a fixed l, the R-span of all α p ijl B k l−1 is a left ideal of B k l+1 , when p lies in a range of k consecutive integers.
Lemma 3.4. Fix some l. Suppose 0 ≤ K < k and let
Proof. We want to prove that L is invariant under left multiplication by the generators of B k l+1 , namely Y, X 1 , . . . , X l , e 1 , . . . , e l .
If
ijl so clearly L is invariant under left multiplication by Y ±1 , due to the k th order relation on Y . We will show by induction on m ≤ l that L is invariant under X m and e m .
Suppose L is invariant under X m ′ and e m ′ for m ′ < m. Note that when m = 1, this assumption is vacuous. Then in particular, L is invariant under X −1
For γ m ∈ {X m , e m } and p ∈ P , Lemma 3.3 implies that
. The range P in Lemma 3.4 becomes
For k odd, P = {−K, . . . , K} and for k even, P = {−K, . . . , K + 1}.
We are now almost ready to prove Theorem 3.2. A standard way to show that a set which contains the identity element spans the entire algebra is to show it spans a left ideal of the algebra or, equivalently, show that its span is invariant under left multiplication by the generators of the algebra. We demonstrate this in stages, almost as if by pushing through one α chain at a time. With the previous lemma in mind, we observe that 'pushing' a generator through each α chain may distort the 'ordering' of the α chains (the i 1 > i 2 > . . . > i m requirement in the statement of Theorem 3.2). Motivated by this, we first prove the following Lemma.
Lemma 3.5. If i ≤ g and p, r ∈ P ,
therefore it suffices to prove that, for all i ≤ g and p, r ∈ P ,
Let us denote α
. . e h . . . e l−2 (23), (8) = Y ′ r g+2 X g+2 . . . e h+2 . . . e l e j . . . e l−2 . Thus, using the commuting relations (2), (4) and equation (19) ,
Note that g + 2 > j ≥ i in this case. Hence, when g ≥ j, we have α p ijl α r g,h,l−2 ∈ S. Now suppose on the contrary g < j. When r is non-negative, we have the following:
Observe that if r ∈ P is non-negative, then because 1 ≤ s ≤ r, it is clear that s ∈ P and r − s ≤ r − 1 ≤ K, hence r − s ∈ P and |r − s| ≤ K. On the other hand,
If −r ∈ P , this means −r ∈ {−K, . . . , −1}. So 1 ≤ s ≤ r implies −s ∈ P . Moreover, |−s | ≤ K and s − r ∈ P . To summarise, whether r is positive or negative,
We now deal with each term of (36) separately.
The first term is
commutes with α 0 g+1,h+1,l , by equation (19) . Thus we have shown that
is an element of S, when h ≤ j − 2. Now suppose h ≥ j − 1. Then, using equation (24) for h ≥ j and (1), we have the following:
Therefore, when h ≥ j − 1,
However, since g < j, Y ′ r g+1 commutes with α 0 j+1,h+2,l . Moreover, as
So far we have proved that the first term of (36) is a member of S, for all possibilities i, j, g, h where i ≤ g < j.
We now need to show
But this follows immediately from the definition of S, as r − s ∈ P and Y
, where s ∈ P and |r − s| ≤ K.
By equation (7), e g α 0 g+1,j,l = e g . . .
Lemma 3.3 implies that
where r ′ = r − s. Observe that p ′ and r ′ could be of different signs, but as |r − s| ≤ K, we know that |p ′ | ≤ K. This allows us to apply Lemma 3.3 repeatedly to get
Therefore we have now proven that each term arising in (36) is in S, for all i, j, g, h where i ≤ g < j. This concludes the proof of Lemma 3.5.
Henceforth, we implicitly require p ∈ P and j ≤ l whenever α p ijl is written, unless stated otherwise. For all m ≥ 0 and l ≥ 2m, let us define the following subsets of B k n . Note that these are not R-submodules.
If m > l/2, we let V g l,m = V l,m be the empty set. If U 1 and U 2 are subsets of B k n , let U 1 U 2 := u 1 u 2 |u 1 ∈ U 1 , u 2 ∈ U 2 ; in other words, the R-span of the set {u 1 u 2 |u 1 ∈ U 1 , u 2 ∈ U 2 }. 
. It now remains to prove the reverse inclusion. We again proceed by induction on m. In the case m = 0, the statement merely says B k l = B k l . Furthermore, the statement is clearly satisfied when m = 1, as V It therefore suffices to show
for 1 ≤ i < l. We will prove (37) by descending induction on i. Suppose (37) holds for all i ′ such that i < i ′ < l. Observe that when i = l − 1, the inductive hypothesis is vacuous. By induction on m,
, thus the LHS of (37) is spanned by the set of elements of the form α 
, by induction on i.
and π l : B k l ։ h l,k is the corresponding projection. Recall W l,k was an arbitrary subset of B k l mapping onto a basis W l,k of h l,k and |W l,k | = |W l,k |. We can define an R-module homomorphism φ l : h l,k → B k l by sending each element of W l,k to the corresponding element of W l,k . Thus π l φ l = id h l,k . Note that when l = 0 or 1, we have an isomorphism π l : B k l → h l,k , with inverse φ l . And, for l ≥ 2,
where h l,k is the image of φ l (h l,k ) in B k n . Also,
Now let us define
Note that the α p ijl appearing in V l,m need not satisfy j ≤ l; in other words, the α chains need not contain any e's. Also V l,m = V l,m E l,m , where E l,m := e l−1 e l−3 . . . e l−2m+1 .
In order to prove Theorem 3.2, we need to show B k n is spanned by V n,m W n−2m,k V * n,m . This will immediately follow as a corollary to the following result. 
(c) If m ≥ M , then l − 2m ≤ l − 2M so the given elements are clearly contained in I l,M . For a fixed m, they span the set V l,m E l,m h l−2m,k V * l,m . It therefore suffices to prove that
We prove this statement by induction on l − 2M . If l − 2M < 2 then
.
. Then using (38) and part (b) of this Lemma we have that
proving part (c).
In particular, I n,0 = B k n by definition, so when l = n and m = 0, statement (c) of the previous Lemma implies that B k n is spanned by the set of elements
with conditions specified as above, giving Theorem 3.2.
The Admissibility Conditions
In the previous section, we obtained a spanning set of B k n over an arbitrary ring R and hence concluded the rank of B k n is at most k n (2n − 1)!!. Before we can prove the linear independence of our spanning set, we must first focus our attention on the representation theory of the algebra B k 2 (R). It is here that the notion of admissibility, as first introduced by Häring-Oldenburg [18] , arises. Essentially, it is a set of conditions on the parameters A 0 , . . . , A k−1 , q 0 , . . . , q k−1 , q, λ in our ground ring R which ensure the algebra B k 2 (R) is R-free of the expected rank, namely 3k 2 . It turns out that, if R is a ring with admissible parameters A 0 , . . . , A k−1 , q 0 , . . . , q k−1 , q, λ (see Definition 4.3) then the spanning set of Theorem 3.2 is actually a basis for general n.
We shall establish these admissibility conditions explicitly via a certain B k 2 -module V of rank k. These results are contained in [34] , in which the authors are able to use V to then construct the regular representation of B k 2 and provide an explicit basis of the algebra under the conditions of admissibility and the added assumption that δ is not a zero divisor.
It is non-trivial to show that there are any nonzero rings with admissible parameters; in other words, that the conditions we impose are consistent with each other. In Lemma 4.2, we demonstrate rings with admissible parameters and, in particular, construct a "generic" ground ring R 0 with admissible parameters, in the sense that for every ring R with admissible parameters there exists a unique map from R 0 to R which respects the parameters (see Proposition 4.4).
It is important to clarify the different notions of admissibility used in the literature. A comparison between the various definitions is offered at the end of the section. The proofs in this section are mostly the same as, if not a slight modification of, those in [34] and [37] , so we shall refer the reader to [34] or [37] for further details of proofs.
For this section, we simplify our notation by omitting the index 1 of X 1 and e 1 . Specifically, B k 2 (R) is the unital associative R-algebra generated by Y ±1 , X ±1 and e subject to the following relations.
XY XY = Y XY X (43)
As a consequence of the results in Goodman and Hauschild [13] , the set {Y i e | i ∈ Z} is linearly independent in the affine BMW algebra and so it seems natural to expect that the set {Y i e | 0 ≤ i ≤ k − 1} be linearly independent in the cyclotomic BMW algebra. If this were the case, the span of this set would be a B k 2 -module V with the following properties:
It is easy to see that these properties determine the action of X. The work of [34] shows that the existence of such a module imposes additional restrictions on A 0 , . . . , A k−1 , q 0 , . . . , q k−1 , q, λ. More precisely, write k = 2z − ǫ where z := ⌈k/2⌉ and ǫ ∈ {0, 1}. Then (47) implies that we must have
where
and, for l = 1, . . . , k − 1,
However, certain linear combinations of these elements are divisible by δ; a tedious calculation found in [37] shows that, for 1 ≤ l ≤ z − ǫ,
It therefore seems sensible to work with rings R in which we also require that h ′ l = 0. We aim to study the "generic" ring R 0 (defined in Lemma 4.2 below) in which all above relations hold. This will allow us to deduce results over an arbitrary such ring by proving them for R 0 first and then specialising. Before proceeding we first prove a simple lemma which will be used in a later proof to show δ is not a zero divisor in certain rings.
Lemma 4.1. Suppose a commutative ring S contains elements a and b, such that a is not a zero divisor in S and b + aS is not a zero divisor in S/aS. Then a + bS is not a zero divisor in S/bS.
Proof. Suppose (a + bS)(x + bS) = 0 for some x + bS ∈ S/bS. Then ax ∈ bS, so ax = by for some y ∈ S. Thus, as an element of S/aS, (b + aS)(y + aS) = 0. This implies y + aS = 0 since b + aS is not a zero divisor in S/aS, by assumption. Hence, y = az for some z ∈ S. Furthermore, ax = by = azb, so x = zb since a is not a zero divisor in S. Therefore x + bS = 0 and a + bS is not a zero divisor in S/bS.
It is easy to see that β always factorises as β + β − , where if k is odd,
and when k is even,
For convenience, we denote β 0 := β. At this point, we wish to remind the reader that for a subset J ⊆ R, we write J R to mean the ideal generated by J in R. The subscript may sometimes be omitted only if it is clear in the current context. The following results exhibits rings with admissible parameters explicitly, in the sense of the definition following immediately after the Lemma. In particular, we introduce R 0 , the "generic" ring with admissible parameters. The results of the Lemma will play a key role in the arguments of Section 8 for proving non-degeneracy of a trace map and thus the linearly independency of our spanning set.
Lemma 4.2. Let
For σ ∈ {0, +, −}, define R σ := Ω/I σ where
Then (a) the image of δ is not a zero divisor in R σ , for σ ∈ {0, +, −};
(c) for σ = ±, the ring R σ is an integral domain;
Proof. (a) Since δ = q − q −1 = q −1 (q − 1)(q + 1), to prove (a) it suffices to show that q + τ is not a zero divisor, for τ = ±1. For 1 ≤ l ≤ k − 1, let
Then (50) says that
Over Z[q ±1 , λ ±1 , q ±1 0 , q 1 , . . . , q k−1 ], the B l are related to the A l by an affine linear transformation; specifically, the column vector (B l ), where l = 1, . . . , k − 1, is equal to a matrix (s lr )
multiplied by the column vector (A l ) plus a column vector of q i 's. Moreover, s lr = 0, unless l + r ≤ k and s lr = q k = −1, when l + r = k. Thus (s lr ) is triangular, with diagonal entries q k = −1, so it is invertible. Therefore we may identify Ω with the polynomial ring
Now, when 1 ≤ l ≤ z − 1, (52) and (53) implies that
= q −1
Indeed, if 1 ≤ l ≤ z − 1, then if k is even (hence ǫ = 0 and z + 1 ≤ k − l ≤ k − 1), quotienting by the h ′ l expresses the elements B k−1 , . . . , B z+1 , respectively, as elements of the ring Z[q ±1 , λ ±1 , q In particular, q + τ is not a zero divisor in Ω 1 . By using Lemma 4.1 recursively, we aim to show that q + τ does not become a zero divisor, as we quotient by further generators of I σ .
If we set
is not a zero divisor in this ring, so repeated application of Lemma 4.1 proves that q + τ is not a zero divisor in
Moreover, the above argument (with l = z) says that
Observe that h 0 , β σ Ω = h ′ 0 , β σ Ω , where
Suppose first that k is odd, then
is not a zero divisor in the polynomial ring Ω 2 / q + τ Ω 2 . Moreover,
is a Laurent polynomial ring in λ. Now, in this ring, β σ is one of q 0 λ − q −1 0 λ −1 , q 0 λ − 1 or q −1 0 λ −1 − 1. In every case, it has an invertible leading coefficient as a polynomial in λ, so it is not a zero divisor in Ω 2 / h ′ 0 , q + τ Ω 2 . Now, because q + τ is not a zero divisor in Ω 2 and h ′ 0 is not a zero divisor in the polynomial ring Ω 2 / q + τ Ω 2 , Lemma 4.1 implies that q + τ is not a zero divisor in Ω 2 / h ′ 0 Ω 2
. Then applying Lemma 4.1 again shows that q + τ is not a zero divisor in Ω 2 / h ′ 0 , β σ Ω 2 = R σ , so we have proven (a) when k is odd. Now suppose k is even, then
Since δ is not a zero divisor in Ω, this implies
We first aim to show that q + τ is not a zero divisor in
for some a, b, c ∈ Ω 2 . For d ∈ Ω 2 , letd denote the image of d in Ω 2 / q + τ Ω 2 . Then we havē
In particular, q 
We may now write
Using the definition of h ′ 0 and equations (54) and (56), it is straightforward to verify that
Also, by definition of h ′ z and h ′ 0 , we know that δh ′ z = (q
Hence the above reduces to
as δ = q −1 (q + τ )(q − τ ). Earlier we showed that q + τ is not a zero divisor in Ω 2 , so
. Finally, by a similar reasoning as in the odd case, β σ is not a zero divisor in
A final application of Lemma 4.1 therefore shows that q + τ is not a zero divisor in
, thereby completing the proof of (a).
(b) For the moment, σ ∈ {0, +, −}. We now give a concrete realisation of the ring
Thus the ideal in Ω[δ −1 ] generated by β σ and all h 0 , h 1 , . . . , h k−1 must also be contained in
In Ω[δ −1 ], the equations h l = 0 are equivalent to
and
Let as polynomials in q ±1 , λ ±1 , q ±1 0 , q 1 , . . . , q k−1 and δ −1 . Therefore, by (55),
Moreover,
Now suppose σ = ±. Then β σ can be "solved" for q ±1 0 , so
completing the proof of (b). Finally, note that
] is obtained from a UFD (unique factorisation domain) by localisation, and is therefore also a UFD. Suppose that x ∈ I + ∩I − ⊆ Ω. Then x vanishes in R ± and hence in
. So the imagex of x in Ω 3 satisfies
since β + and β − are coprime in Ω 3 . Thus x maps to 0 in
. Since R 0 embeds into R 0 [δ −1 ], the image of x in R 0 must also be 0. That is, x ∈ I 0 , hence I + ∩ I − ⊆ I 0 , completing the proof of (d).
Note that, in R 0 , we have
for all z − ǫ < l ≤ k − 1, by (51). We have just shown that δ is not a zero divisor in R 0 , so we may conclude from Lemma 3.4 of [34] the existence of a B k 2 (R 0 )-module V (R 0 ) satisfying (47). Since R 0 is the "generic" ring in which the above relations hold, we may now specialize this result to the following class of ground rings: 
Remark: The admissibility conditions given in Definition 4.3 are the most general conditions offered in the literature and are necessary and sufficient for the freeness and isomorphism results in Corollary 8.2. Also, in [34] , we give a definition of admissibility in the special case when δ is not a zero divisor. It is straightforward to see that the two definitions are equivalent in this special case. Moreover, under the assumption that δ is not a zero divisor, we proved that admissibility is equivalent to the existence of a module satisfying (47), and to B k 2 being a free R-module of rank 3k 2 (see Corollary 4.5 of [34] ). With the above definition, this result still holds in this more general context. Indeed freeness implies the existence of V , as shown in Corollary 4.5 of [34] , and admissibility will imply freeness by Corollary 8.2. The fact that the existence of V implies admissibility follows from a laborious calculation which we omit, as we do not require the result here.
For all σ ∈ {0, +, −}, R σ is a ring with admissible parameters, by definition of I σ in Lemma 4.2. Moreover R 0 is the generic admissible ring in the following sense. Proof. There is a unique ring map ρ : Ω → R which respects the parameters. Furthermore, the admissibility of the parameters in R is equivalent to
That is, the map ρ kills I 0 ⊆ Ω and hence factors through R 0 .
In addition to the Remarks made after Definition 2.1, on the differences in the assumptions on the parameters of the ground ring, it is also important to relate the various notions of admissibility used in the literature. Before proceeding with the comparison, we first draw particular attention to "weak admissibility", used by Goodman and Hauschild Mosley in [14, 15] . (For the specific history of these conditions, please see [37] ). Parameters that are admissible, in the sense of this paper, are also weakly admissible. Weak admissibility may be viewed as a minimal condition for which the algebra does not collapse. Certainly, in the absence of weak admissibility, the e i become torsion elements and, over a field, B k n would reduce to the ArikiKoike algebras. Also, it turns out that weak admissibility of the parameters in R is sufficient enough to ensure the algebra at n = 0 is non-trivial and to produce a (nondegenerate) trace function B k n (R) → R in Section 6. Suppose the parameters in R are admissible. We may tensor our B k 2 (R 0 )-module V (R 0 ), satisfying (47), with R and use the natural homomorphism
which satisfies (47). Let us define elements v i ∈ V for i < 0 and i ≥ k by v i = Y i v 0 . Also there are unique elements A i ∈ R for i < 0 and i ≥ k such that
for all j ∈ Z. It follows that ev i = A i v 0 for i ∈ Z. Also note that Y ′ 2 = XY X acts as Y −1 on V . Therefore applying (25) (with i = 1) to v 0 , we have
Now applying e, and taking the coefficient of v 0 ,
for all p ≥ 1. These relations amongst the parameters give rise to another class of ground rings, defined by Goodman and Hauschild Mosley [14, 15] : Remarks: (1) In fact, Goodman and Hauschild Mosley begin with a ring containing elements {A i | i ≥ 0} then impose infinitely many relations which are polynomials in the A i 's by defining A i for i < 0 using (58), and say the parameters are weakly admissible if (57) holds. It is easy to see that such choices of parameters correspond exactly to the above definition.
(2) The above discussion shows that an admissible family of parameters is also weakly admissible.
(3) In [14, 15] , Goodman and Hauschild Mosley defines admissibility to be the collective conditions used in [34] ; they assume the parameters of R satisfy β = h 0 = . . . = h k−1 = 0 and that δ is a not a zero divisor in R. As noted earlier, this coincides with Definition 4.3 of admissibility together with the extra assumption that δ is not a zero divisor.
(4) It is worth noting here that, strongly influenced by the methods and proofs for the cyclotomic Nazarov-Wenzl algebra in Ariki et al. [3] , Goodman and Hauschild Mosley [15] and Rui-Si-Xu [30, 28] find that the existence of an (irreducible) k-dimensional B k 2 -module leads them to also formulate a stronger third type of admissibility condition called u-admissibility (differing from each other). In [15] , it is used as a step towards constructing rings with admissible parameters; a ring R satisfies u-admissibility if it is an integral domain with admissible parameters in the sense of [34] , and the roots of the k th order relation and their inverses are all distinct. Hence, if the parameters of R are u-admissible in the sense of [15] , then they are also admissible in the sense of Definition 4.3.
On the other hand, u-admissibility in [30, 28] is closer to (and implies) the weak admissibility conditions defined in this paper. Freeness and cellularity of B k n are established over these conditions in [30, 28] . In particular, if the parameters of R are u-admissible in the sense of [30, 28] , then B k 2 (R) is free of rank 3k 2 hence they are also admissible in the sense of Definition 4.3. For more details, we refer the reader to [3, 15, 30, 28] .
The Cyclotomic Kauffman Tangle Algebras
Recall in the introduction we mentioned that the BMW algebra C n is isomorphic to the Kauffman tangle algebra KT n and is of rank (2n − 1)!! = (2n − 1) · (2n − 3) · . . . · 1, the same as that of the Brauer algebras. The Brauer algebras were introduced by Brauer [5] as a device for studying the representation theory of the symplectic and orthogonal groups, and are typically defined to have a basis consisting of Brauer diagrams, which are basically permutation diagrams except horizontal arcs between vertices in the same row are now also permitted. The BMW algebras are a deformation of the Brauer algebras comparable to the way the IwahoriHecke algebras of type A n−1 are a deformation of the group algebras of the symmetric group S n . Alternatively, the Brauer algebra is the "classical limit" of the BMW algebra or Kauffman tangle algebra in the sense one just "forgets" the notion of over and under crossings in tangles diagrams and so tangle diagrams consisting only of vertical strands degenerate into permutations. In fact, by starting with the set of Brauer n-diagrams (see beginning of Section 7), together with a fixed ordering of the vertices and a rule for which strands cross over which, one may easily write down a diagrammatic basis of the BMW algebra C n ; for more details on this construction, we refer the reader to Morton and Wasserman [24] and Halverson and Ram [17] .
The affine and cyclotomic Brauer algebras were introduced by Häring-Oldenburg in [18] as classical limits of their BMW analogues in the above sense. The cyclotomic case is studied by Rui and Yu in [31] and Rui and Xu in [29] . (There is also the notion of a G-Brauer algebra for an arbitrary abelian group G, introduced by Parvathi and Savithri in [26] ). The cyclotomic Brauer algebra is free of rank k n (2n − 1)!!, by definition. Therefore one would expect the cyclotomic BMW algebras to be of this rank too. The main aim of this section is to establish the linear independence of our spanning set, obtained in Section 3, initially over R 0 , the generic ground ring with admissible parameters constructed in Lemma 4.2. To achieve this goal, we require the existence of a trace on B k n (R 0 ) which, using its specialisation into the cyclotomic Brauer algebra, is shown to be nondegenerate.
We begin this section with a brief introduction on tangles and affine tangles and define the cyclotomic Kauffman tangle algebras through the affine Kauffman tangle algebras. From here, we introduce the cyclotomic Brauer algebras and associate with it a trace map. Using the nondegeneracy of this trace, given by a result of Parvathi and Savithri [26] , we are then able to establish the nondegeneracy of a trace on the cyclotomic BMW algebras over a specific quotient ring of R σ , for σ ∈ {0, +, −}. From this, we then deduce that the same result holds for these three rings. In particular, this implies that we have a basis of B k n (R 0 ), thereby proving B k n (R) is R-free for all rings R with admissible parameters. Moreover, as a consequence of these results, we also prove the cyclotomic BMW algebras are isomorphic to the cyclotomic Kauffman tangle algebras.
Definition 5.1. An n-tangle is a piece of a link diagram, consisting of a union of arcs and a finite number of closed cycles, in a rectangle in the plane such that the end points of the arcs consist of n points located at the top and n points at the bottom in some fixed position.
An n-tangle may be diagrammatically presented as two rows of n vertices and n strands connecting the vertices so that every vertex is incident to precisely one strand, and over and under-crossings and self-intersections are indicated. In addition, this diagram may contain finitely many closed cycles. Definition 5.2. Two tangles are said to be ambient isotopic if they are related by a sequence of Reidemeister moves of types I, II and III (see Figure 2) , together with an isotopy of the rectangle which fixes the boundary. They are regularly isotopic if the Reidemeister move of type I is omitted from the previous definition.
One obtains a monoid structure on the regular isotopy equivalence classes of n-tangles where composition is defined by concatenation of diagrams. As mentioned in the introduction, the algebra of these tangles together with Kauffman skein relations is a diagrammatic formulation of the original BMW algebra. The tangles which appear in the topological interpretation of the affine and cyclotomic BMW algebras feature in type B braid/knot theory. Affine braids or braids of type B are essentially just ordinary braids (of type A) on n+1 strands in which the first strand is pointwise fixed; this single fixed line is usually presented as a "flagpole", a thickened vertical segment on the left, and the other strands may loop around this flagpole. They are also commonly depicted as braids in a (slightly thickened) cylinder or a (slightly thickened) annulus; see Lambropoulou [21] , tom Dieck [8] and Allcock [1].
Definition 5.
3. An affine n-tangle is an n + 1-tangle with a monotonic path joining the first top and bottom vertex, which is diagrammatically presented by the flagpole mentioned above. Two affine n-tangles are ambient (regularly, respectively) isotopic if they are ambient (regularly, respectively) isotopic as n + 1-tangles. Note that, as the flagpole is required to be a fixed monotonic path, the Reidemeister move of type I is never applied to the flagpole in an ambient isotopy. As with ordinary tangles, the equivalence classes of affine n-tangles under regular isotopy carry a monoid structure under concatenation of tangle diagrams. Let T n denote the monoid of the regular isotopy equivalence classes of affine n-tangles.
For j ≥ 0, let us denote by Θ j (the regular isotopy equivalence class of) the non-selfintersecting closed curve which winds around the flagpole in the 'positive sense' j times. These are special affine 0-tangles which will feature in definitions later. Observe that Θ 0 is represented by a closed curve that does not interact with the flagpole. The following figure illustrates Θ 3 :
Using the monoid algebra of affine n-tangles, we may now define the affine and cyclotomic Kauffman tangle algebras. We remark here that the definitions differ slightly to those given in Goodman and Hauschild Mosley [14, 15] ; the difference is that their initial ground ring involves an infinite family of A j 's, for every j ≥ 0. Instead, here we define the algebras over a ring R under the same assumptions as in the definition of B k n and take A j , where j ≥ k, to be elements of R defined by equation (57).
The figures in relations given in the following two definitions indicate affine tangle diagrams which differ locally only in the region shown and are identical otherwise.
Definition 5.4. Let R be as in Definition 2.1; that is, a commutative unital ring containing units q 0 , . . . , q k−1 , q, λ and further elements A 0 , A 1 , . . . , A k−1 such that λ − λ −1 = δ(1 − A 0 ) holds, where δ = q − q −1 . Moreover, let A j ∈ R, for all j ≥ k, be defined by equation (57). The affine Kauffman tangle algebra KT n (R) is the monoid R-algebra R T n modulo the following relations:
(1) (Kauffman skein relation)
where T ∐ Θ j is the diagram consisting of the affine n-tangle T and a copy of the loop Θ j defined above, such that there are no crossings between T and Θ j .
Remark: An important case to consider is the affine 0-tangle algebra KT 0 (R). If relation (3) is removed from the above definition for j ≥ 1, a result of Turaev [32] shows that the affine 0-tangle algebra is freely generated by the Θ j , where j ≥ 1, and embeds in the center of the affine n-tangle algebra. This motivates relation (3) in the above definition. This then shows KT 0 (R) ∼ = R. We shall see later that weakly admissible conditions are sufficient to prove the analogous result in the cyclotomic case.
Recall the affine BMW algebra B n (R) over R is simply the cyclotomic BMW algebra B k n (R) with the k th order polynomial relation on the generator Y omitted. Goodman and Hauschild [13] prove the maps given in Figure 4 determine an R-algebra isomorphism ψ between the affine BMW and affine Kauffman tangle algebras. We write Y, X i and E i for the images of the generators Y , X i and e i under ψ, respectively. In particular, the image of Y ′ i is exemplified in Figure 5 . The interior of the disc shown in the cyclotomic skein relation represents part of an affine tangle diagram isotopic to the affine 1-tangle Y r , where Y here is the tangle diagram illustrated in Figure 4 when n = 1. The sum in this relation is over affine tangle diagrams which differ only in the interior of the disc shown and are otherwise identical.
By definition, there is a natural projection π t : KT n (R) ։ KT k n (R) and a natural projection
such that the following diagram of R-algebra homomorphisms commutes.
Moreover, because ψ is an isomorphism, this implies ψ : B k n (R) → KT k n (R) is surjective. Furthermore, the homomorphism ψ commutes with specialisation of rings. More precisely, given a parameter preserving ring homomorphism R 1 → R 2 , we can consider B k n (R 2 ) as an R 1 -algebra and construct the R 1 -algebra homomorphism η b : B k n (R 1 ) → B k n (R 2 ), which sends generator to generator. The ring homomorphism also extends to a R 1 -algebra homomorphism
. Then it is easy to verify that ψ • η b = η t • ψ holds on the generators of B k n (R 1 ), hence we have the following commutative diagram of R 1 -algebra homomorphisms:
Also, the tangle analogue of the ( * ) anti-involution described at the beginning of Section 2 is then just the anti-automorphism of KT k n (R) which flips diagrams top to bottom. In particular, it fixes Y, X i and E i . Furthermore, the map of affine tangles that reverses all crossings, including crossings of strands with the flagpole, determines an isomorphism from KT
Remark: For integers n, m ≥ 0, one may similarly construct the affine Kauffman tangles KT n,m (R) and cyclotomic Kauffman tangles KT k n,m (R) with n strands at the top of the diagram and m at the bottom (not including the flagpole). (Note that KT n (R) = KT n,n (R)). These R-modules do not have an algebra structure, but we do have bilinear maps
Construction of a Trace on B k n
We now work our way towards a Markov-type trace on the cyclotomic BMW algebras via maps on the affine BMW algebras described in Goodman and Hauschild [13] . Observe that, there is a natural inclusion map ι from the set of affine (n − 1)-tangles to the set of affine n-tangles defined by simply adding an additional strand on the right without imposing any further crossings, as illustrated below.
ι :
Furthermore, the map ι respects regular isotopy, composition of affine tangle diagrams and the relations of KT n , so induces an R-algebra homomorphism ι : KT n−1 (R) → KT n (R). Moreover, it respects the cyclotomic skein relation, hence induces an R-algebra homomorphism ι :
. There is also a "closure" map cl n for the affine Kauffman tangle algebras, from the set of affine n-tangles to the set of affine (n − 1)-tangles, given by closure of the rightmost strand, as illustrated below. We extend cl n to an R-linear map ε n : KT n (R) → KT n−1 (R). Taking these closure maps recursively produces a trace map on KT n . We define ε T :
Moreover, these closure and trace maps respect the cyclotomic skein relation, therefore induce analogous maps ε n :
cl n :
where R is a ring with weakly admissible parameters, so that ε T really yields a (unnormalised) trace map of KT k n over R, which will lead to one for B k n . This requires Turaev's result on the affine level and further topological arguments. Weak admissibility may be thought of as a minimal condition for which this is true and in fact, over a field, the algebra KT k 0 would collapse in the absence of weak admissibility. Let ∩ ∈ KT 0,2 (R) and ∪ ∈ KT 2,0 (R) denote the tangles with a single strand without selfintersections, and let Y denote the tangle diagram in KT 2 (R) given by ψ(Y ), as seen above. For j ≥ 0, we have
by relation (3) in the definition of KT 0 (R). It can be shown (see Lemma 2.8 of [13] ) that the above equation also holds for j < 0, provided we define A j for j < 0 using (58).
Proof. Clearly every tangle diagram in KT 2,0 (R) can be expressed as a affine 2-tangle times ∪, so right multiplication by ∪ gives a surjection KT 2 (R) ։ KT 2,0 (R). Now Corollary 5.9 of [13] shows that KT 2 (R) is spanned by
However,
Moreover a calculation exactly analogous to the proofs of (25) and (26) shows that
The result now follows. Proof. Recall that KT 0 (R) ∼ = R, by Turaev's result. It therefore suffices to show the canonical surjection KT 0 (R) ։ KT k 0 (R) is injective. By definition, the kernel is spanned by
where the T i are tangle diagrams that differ only in a disc, in which T i is isotopic to Y i . We perform the following regular isotopy to the T i : first we shrink the disc until it is very close to the flagpole. Specifically the diameter of the disk should be smaller than the distance between the flagpole and any crossing or point with vertical tangent in T i (not in the disc). Now we "drag" the disc up the flagpole, passing inside any strands of T i that wrap around the flagpole, until the disc is above the rest of the diagram. The following diagrams illustrate what happens when we encounter a strand crossing the flagpole: Ò This isotopy turns T i into ∩Y i T ′ , where T ′ ∈ KT 2,0 (R). Note that the isotopy did not depend on the contents of the disc, so T ′ is independent of i. The kernel is therefore spanned by
where T ′ ∈ KT 2,0 (R). Now by Lemma 6.1, the kernel is spanned by
But we have assumed that the parameters are weakly admissible, so the A i defined by (58) are the same as those defined by (57). Therefore the RHS is zero, hence the kernel is zero, completing the proof.
Under the assumption of weak admissibility, we can therefore compose our earlier map
Remark: The map ε n is sometimes called a "conditional expectation". Also, for a ring S with admissible or weakly admissible parameters, the trace map ε T : KT k n (S) → S, up to multiplication by a power of A 0 , satisfies the properties of a Markov trace. This terminology originated in Jones [19] .
Taking the closure of the usual braids of type A or tangles produces links in S 3 . In the type B case, closure of affine braids and affine tangles yields links in a solid torus. This leads to the study of Markov traces on the Artin braid group of type B and, moreover, invariants of links in the solid torus. Various invariants of links in the solid torus, analogous to the Jones and HOMFLY-PT invariants (for links in S 3 ), have been discovered using Markov traces on the cyclotomic Hecke algebras; for example, see Turaev [32] , tom Dieck [7] , Lambropoulou [22] and references therein. Kauffman-type invariants for links in the solid torus can be recovered from Markov traces on the affine BMW algebras, and similarly, the cyclotomic BMW algebras. This is discussed by Goodman and Hauschild in [13] .
The trace map on KT k n commutes with specialisation of ground rings, in the following sense. Suppose we have two rings S 1 and S 2 with weakly admissible parameters and there is a parameter preserving ring homomorphism ν : S 1 → S 2 . Then the following diagram of S 1 -linear maps commutes.
KT
Indeed, because KT k n (S 1 ) is spanned over S 1 by affine n-tangle diagrams, it suffices to check ν • ε T = ε T • η t on affine n-tangle diagrams, by the S 1 -linearity of ε T and definition of η t . This then follows because cl n and the isomorphism KT k 0 (S) ∼ = S commutes with specialisation. The former is easy to verify, as it suffices to check on diagrams, and the latter is clear since the isomorphism KT k 0 (S) → S is inverse to the natural inclusion map S → KT k 0 . Using this trace on the cyclotomic Kauffman tangle algebras, we are now able to define a trace on the cyclotomic BMW algebras, over any ring S with weakly admissible parameters, by taking its composition with the diagram homomorphism ψ : B k n (S) → KT k n (S) described on page 34. Definition 6.3. For any ring S with weakly admissible parameters, define the S-linear map
Now, by the commutative diagrams (59) and (60), it is easy to see that ε B commutes with specialisation of rings as well. In other words, if S 1 and S 2 are two rings with weakly admissible parameters and ν : S 1 → S 2 is a parameter preserving ring homomorphism, then the following diagram of S 1 -linear maps commutes.
In the next section, we will show that for a particular ring with admissible (and hence weakly admissible) parameters, this trace map ε B is in fact nondegenerate. For this, we consider its relationship with a known nondegenerate trace on the cyclotomic Brauer algebras.
Cyclotomic Brauer Algebras
For a fixed n, consider the set of all partitions of the set {1, 2, . . . , n, 1 ′ , 2 ′ , . . . , n ′ } into subsets of size two. Any such partition can be represented by a Brauer n-diagram; that is, a graph on 2n vertices with the n top vertices marked by {1, 2, . . . , n} and the bottom vertices {1 ′ , 2 ′ , . . . , n ′ } and a strand connecting vertices i and j if they are in the same subset. Given an arbitrary unital commutative ring U and an element A 0 ∈ U , the Brauer algebra B n is defined to be the U -algebra with U -basis the set of Brauer n-diagrams. The multiplication rule in the algebra is defined as follows. Given two Brauer n-diagrams D 1 and D 2 , let us define D 3 to be the Brauer n-diagram obtained by removing all closed loops formed in the concatenation of D 1 and D 2 . Then the product of D 1 and D 2 is defined to be A r 0 D 3 , where r denotes the number of loops removed.
The Brauer algebras and their representation theory have been studied extensively in the literature. For example, the generic structure of the algebra and a criterion for semisimplicity of B n have been determined; see Wenzl [33] , Rui [27] , Enyang [11] and references therein.
The Brauer algebra is the "classical limit" of the BMW algebra in the sense that B n is a specialisation of the BMW algebra C n obtained by sending the parameter q to 1. Under this specialisation, δ is sent to 0 and so the element X i is identified with its inverse; this is equivalent to removing the notion of over and under-crossings in n-tangles. In a similar fashion, the cyclotomic Brauer algebras may be thought of as the "classical limit" of the cyclotomic Kauffman tangle algebras KT k n .
Definition 7.1. (cf. [26, 14] 
is a Brauer n-diagram, in which each strand is endowed with an orientation and labelled by an element of the cyclic group Z k = Z/kZ. Two diagrams are considered the same if the orientation of a strand is reversed and the Z k -label on the strand is replaced by its inverse (in the group Z k ).
An example of a Z 6 -Brauer 5-diagram is given below. ]. The following rules define a multiplication for these diagrams. Firstly, given two Z k -Brauer n-diagrams D 1 and D 2 , concatenate them as one would for ordinary Brauer n-diagrams. In the resulting diagram, horizontal strands, vertical strands and closed loops are formed. For each composite strand s, we arbitrarily assign an orientation to s and make the orientations of the components of s from the two diagrams agree with the orientation of s by changing the Z k -labels for each component of s accordingly. The label of s is then the sum of its consisting component labels. Finally, for d = 0, 1, . . . , 
is the unital associative R c -algebra with R c -basis the set of Z k -Brauer diagrams, with multiplication defined by · above.
We now proceed to show that ε B : B k n (R c ) → R c is a nondegenerate trace, using an analogously defined trace on CB k n (R c ). As in the context of tangle algebras, there is similarly a closure map cl n from Z k -Brauer n-diagrams to Z k -Brauer (n−1)-diagrams given by joining up the vertices n and n ′ . In addition, any concatenated strands formed in the resulting diagram are labelled according to the same rule as for multiplication in the algebra. Also, if n and n ′ are joined in the original diagram, then closure will result in a closed loop with some labeld ∈ Z k , where d = 0, 1, . . . , k 2 , which is then removed and replaced by the coefficient A d . We extend cl n to a linear map
The following lemma is due to the work of Parvathi and Savithri [26] on G-Brauer algebra traces, for finite abelian groups G. 
The Freeness of B k n
Let us fix σ to be + or −. In the ring R c , put q := 1, λ := ±1, depending on the sign of σ, q 0 := 1 and q i := 0, for all i = 1, . . . , k − 1. Also, let A j , where j / ∈ {0, . . . , 
It is easy to verify that the image of β σ and h l under ς are zero, for all l = 0, 1, . . . , z− ǫ. Also, by (52), the h ′ l are mapped to A k−l −A l in R c , but these are simply all zero, as A l = A −l = A −l+k in R c . Thus the generators of I σ vanish under the map ς, hence the above defines a ring homomorphism ς σ : R σ → R c . As an immediate consequence of this, we also have a map R 0 → R c , which factors through R σ . Observe that, by Definition 4.3, the existence of this map shows that R c is admissible, and in particular weakly admissible.
We have an R c -algebra homomorphism ξ : B k n (R c ) → CB k n (R c ), given by Figure 6 , in which only non-zero labels on strands have been indicated. It is known that the cyclotomic Brauer algebra CB k n is generated by the diagrams given in Figure 6 . (We refer the reader to Rui and Xu [29] for a full presentation). Hence ξ is surjective. Moreover, we already have a spanning set of size k n (2n − 1)!! of B k n (R c ), given by Theorem 3.2. Since ξ is surjective, this maps onto a spanning set of CB under ξ. We now compile the above information into the following diagram. We may now use the nondegeneracy of ε c and the specialisation maps R 0 → R σ → R c to deduce that our trace map ε B : B k n (R 0 ) → R 0 is nondegenerate over the generic ring, and that the spanning set constructed previously is a basis. is not a zero divisor in R 0 .
(2) B R 0 is a basis for B k n (R 0 ). Thus B k n (R 0 ) is R 0 -free of rank k n (2n − 1)!!. is not a zero divisor in R 0 . This implies that the set {ψ(x) | x ∈ B R 0 } is linearly independent over R 0 , so ψ is injective. We already know it is surjective, hence ψ is an isomorphism, proving (3).
We may now specialise this result to an arbitrary admissible ring. Then B R is an R-basis of B k n (R), and its image under ψ : B k n (R) → KT k n (R) is an R-basis of KT k n (R). In particular, ψ : B k n (R) → KT k n (R) is an isomorphism of R-algebras.
Proof. By Theorem 8.1, B k n (R) ∼ = R ⊗ R 0 B k n (R 0 ) and KT k n (R) ∼ = R ⊗ R 0 KT k n (R 0 ) are both free R-modules of rank k n (2n − 1)!!. However, B R and {ψ(x) | x ∈ B R } are spanning sets of these algebras of cardinality k n (2n − 1)!!. They must therefore be bases and, since ψ maps the former basis to the latter basis, ψ is an isomorphism.
Recall we noted earlier that it is not clear a priori that B k n−1 (R) is a subalgebra of B k n (R). This now follows as a direct consequence of the isomorphism B k n (R) ∼ = KT k n (R) and we may identify B k l with B k l . Finally, to help the reader visualise our basis of the cyclotomic BMW algebras, recall from Figure 1 that an α chain in a basis element corresponds to a horizontal arc in the corresponding tangle diagram. These bases may then be viewed as a kind of "inflation" of a basis of a smaller Ariki-Koike algebra (which is first lifted to W n−2m,k in B k n ) by 'dangles', as seen in Xi [36] , with powers of these Jucy-Murphy type elements Y ′ i attached. This is illustrated in Figure 7 , in which the Y ′ s i elements appearing should of course be replaced with there tangle counterparts (in other words, their images under ψ; see Figure 5 ). When k = 1, Y disappears and no admissibility relations are required on the parameters of R except for h 0 = 0. In this case, taking the standard basis of the Iwahori-Hecke algebras of type A in the basis of Corollary 8.2 gives an explicit algebraic description of a known diagrammatic basis of the BMW algebra due to [24, 17, 36] . Also, by the Remarks made after Definition 4.5 regarding the relationships between the different kinds of admissibility used in the literature, the freeness results of [12, 30, 28] are implied by Corollary 8.2. Furthermore, with Figure 7 in mind and a carefully constructed lifting map from h l,k to B k l (that is, W l,k may not be chosen arbitrarily), it is proven in [35, 37] that the cyclotomic BMW algebras are cellular, in the sense of Graham and Lehrer [16] .
