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SUMMARY
A numerical method is presented for the computation of unsteady, three-dimensional potential flows in
hydraulic pumps and turbines. The superelement method has been extended in order to eliminate slave
degrees of freedom not only from the governing Laplace equation, but also from the Kutta conditions. The
resulting superelement formulation is invariant under rotation. Therefore the geometrical symmetry of the
flow channels in the rotor can be exploited. This makes the method especially suitable to performing fully
coupled computations of the unsteady flow phenomena in both rotor and stator, the so-called rotor–stator
interaction.
The developed numerical method is used to simulate the unsteady flow in an industrial mixed-flow pump.
Two types of simulation are considered: one in which unsteady wakes behind the trailing edges of the rotor
blades are taken into account and one in which these are neglected. Results are given that show the
importance of unsteady flow phenomena. However, the computed head-capacity curve is hardly influenced
by whether or not unsteady wakes are taken into account. Copyright # 1999 John Wiley & Sons, Ltd.
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INTRODUCTION
The design of hydraulic turbomachines, such as pumps and water turbines, has reached the stage
where improvements of their performance can only be achieved through a detailed understanding
of the internal flow phenomena. The prediction of the flow in such equipment is very complicated
due to the three-dimensionality of the flow and the highly curved passages in the rotor. Further-
more, turbomachines show unsteady flow behaviour, especially at o-design conditions, as a
result of the interaction between rotor and stator. Considering these complexities, computer
simulations of the flow are becoming increasingly important.
Over the past few years there has been a tendency towards the development of numerical
methods based on the Navier–Stokes equations in order to account for viscous eects like wakes,
boundary layers, recirculation zones and separation bubbles. Examples in the field of turbo-
machines are given in References 1 and 2. An open problem in such computations is the choice of
an appropriate turbulence model and boundary conditions, since the standard turbulence models
appear not to be adequate in rotating systems.3 Furthermore, the computer time needed to
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compute the flow through a single rotor channel is very large. Therefore these methods are of
limited suitability as part of a design tool.
Fortunately, the physical model can be simplified considerably without losing its overall
validity. Usually the flow conditions in hydraulic turbomachines are such that (i) the fluid can be
considered as incompressible (small Mach number), (ii) the bulk of the fluid can be regarded as
inviscid, since viscous forces are negligible when compared to inertia forces (large Reynolds
number), and (iii) the flow enters the rotor free of vorticity. For an inviscid bulk flow this means
that the flow remains irrotational. Combining these assumptions leads to the incompressible
potential flow model.
Many investigators have presented numerical methods for computing potential flows inside a
rotor channel in two or three dimensions4–6 and in complete rotor–stator configurations in two
dimensions.7–10 In order to impose the Kutta condition of smooth flow at the blades’ trailing
edges, they either superimpose a number of subpotentials (reflecting unit flowrate, unit rotation
and line vortices of unit strength, shed from points at the trailing edges) or determine the
circulations iteratively.
In this paper an ecient method is proposed for computing the unsteady, three-dimensional
potential flow inside complete rotor–stator configurations, which takes into account the varying
circulation along the blades’ span. The computation of such flows is of great importance to the
study of rotor–stator interaction. The developed method is based on the well-known superele-
ment method. It is extended here in order to take into account the Kutta conditions at the blades’
trailing edges. Two types of computations are distinguished: quasi-steady computations in which
unsteady wakes are neglected and unsteady computations in which these are taken into account.
FLOW MODEL
Basic equations
The three-dimensional flow of an inviscid, incompressible fluid is considered. Assuming the flow
to be irrotational in the absolute frame of reference, the problem can be formulated in terms of a
velocity potential f. The velocity vector v can then be written as
v  Hf 1
With (1) the continuity equation reduces to the Laplace equation
H2f  0 2
and the Navier–Stokes equations reduce to the unsteady Bernoulli equation
@f
@t
 1
2
v  v  p
r
 gz  ct 3
Here t denotes time, p static pressure, r density and c(t) a constant which only depends on t. Note
that the change in total pressure is due to the time derivative of the potential. Unsteadiness is
introduced by the rotating motion of the rotor blades and by the interaction with the stator.
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Kutta conditions
In the potential flow model the blade circulations are indeterminate.11 The Kutta condition of
smooth flow from the trailing edges (te) of the rotor blades is used to determine these circulations.
The Kutta conditions describe a viscous eect within an inviscid theory. They require that the
flow leaves ‘smoothly’ from the trailing edges. Here the Kutta conditions are formulated as
@f
@n

te
 O  r  njte 4
where O is the angular velocity of the rotor, r is the position vector and n is the outward unit
normal vector.
Wakes
For three-dimensional blades the circulation will in general vary along the blade span. In
unsteady flow the circulation will also vary in time. From Kelvin’s circulation theorem for
inviscid flow11 it follows that a time-dependent circulation around a blade must result in a
continuous shedding of vortices with strength equal to the change in bound vorticity. The vortex
sheet which is formed is called the wake (see Figure 1).
In potential flow theory, wakes are modelled by means of jumps (discontinuities) in the
potential on wake surfaces
fs1; s2  fÿs1; s2  gs1; s2 5
where ‘  ’ and ‘ÿ ’ denote the upper and lower sides of the wake, s1 and s2 are co-ordinates along
the wake (s1 is in the streamwise direction) and g(s1 , s2) is the potential jump distribution. The
blade circulation G(s2) at spanwise station s2 is related to the potential jump distribution by
Gs2  g0; s2 6
The nature of the potential jump distribution depends on whether the flow is considered as quasi-
steady or unsteady.
Figure 1. Representation of a wake behind a blade. Co-ordinate s1 is in streamwise direction
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In unsteady simulations the evolution of the potential jump distribution follows from the
unsteady Bernoulli equation (3)
@g
@t
 @
@t
f ÿ fÿ  ÿ 1
2
jHfj2 ÿ jHfÿj2 7
since the pressure is continuous across the wake. After linearization this results in
@g
@t
 Vs1
@
@s1
f ÿ fÿ  0 8
This means that the potential jump in the wake is convected downstream with the mean velocity
Vs1
along the wake. The distribution of the potential jump is time-dependent and can only be
determined by performing a number of computations at successive time steps.
In quasi-steady simulations, in which the convection of vortices in the wake is neglected, the
potential jump over the wake surface is constant in the streamwise direction
gs1; s2  Gs2 9
Summarizing, in quasi-steady computations (without unsteady wakes) the potential jump
distribution in the wake is given by (9), while in unsteady computations (with unsteady wakes) the
potential jump distribution satisfies (8).
Boundary conditions
On the inlet and outlet surfaces of the turbomachine, a uniform normal velocity is prescribed
@f
@n
 + Q
A
10
where Q is the flowrate and A is the area of the surface.
At the blade surfaces (both pressure and suction sides) the Neumann boundary condition takes
the form
@f
@n
 O  r  n 11
At the hub and the shroud of the rotor and at the stator walls, the normal velocity vanishes:
@f
@n
 0 12
Wakes are present behind trailing edges. These wakes are a result of both non-uniform blade
loading (variations of the circulation along the blade’s span) and time-dependent variations of
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the blade circulations. Within the potential flow model, wakes are modelled by the boundary
conditions
fs1; s2  fÿs1; s2  gs1; s2
@
@n
fs1; s2  ÿ
@
@n
fÿs1; s2
13
The second equation of (13) states that the normal velocity is continuous on the wake surface.
Note that wakes should coincide with stream surfaces. In general an iterative method is needed to
meet this requirement.
ROTOR–STATOR INTERFACE
When considering configurations of complete pumps or turbines, special care has to be taken of
the presence of both rotating and stationary parts. In order to achieve this without having to
create a new mesh for each time step (as was done in Reference 8), the rotor and the stator are
separated by a cylindrical or conical surface, the so-called rotor–stator interface. Connections
between nodes at both sides of this interface are changed over time. In this way the rotor is
allowed to rotate freely while ‘sliding’ along the stator.
Both the rotor and stator part have a separate co-ordinate system attached to them. Time
deratives of the potential, which are necessary to compute the pressure from the unsteady
Bernoulli equation, are determined relative to these co-ordinate systems by a central dierence
scheme in time. Since the material derivative and the gradient operator are invariant under a
transformation to a rotating co-ordinate system, it follows that
@f
@t

R
 w  Hf  Df
Dt

R
 Df
Dt
 @f
@t
 v  Hf 14
The subscript R indicates that the time derivative of the potential is taken relative to the rotating
frame of reference. The velocity in the rotating frame of reference w is defined by
v  w  O  r 15
Using these equations, the unsteady Bernoulli equation in the rotating frame of reference
becomes
@f
@t

R
ÿ O  r  v  1
2
v  v  p
r
 gz  ct 16
Similarly, equation (8) that describes the evolution of the potential jump on the wake can be
rewritten as
@g
@t

R
Ws1
@
@s1
f ÿ fÿ  0 17
where Ws1
is the mean velocity along the wake in the rotating frame of reference.
This method is identical to that employed in References 9 and 10.
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MULTI-BLOCK APPROACH
The presence of a rotor and a stator part with their separate co-ordinate systems naturally
suggests using a multi-block approach. In such a multi-block approach the flow region of interest
is divided into subdomains or blocks, all having a topologically cubic shape. The subdomains are
non-overlapping, with nodal coincidence at the interfaces. For a free rotor computation one
block will usually suce, although a division into more blocks is possible. However, for a flow
computation inside a complete pump or turbine (rotor and stator) a number of blocks is required
(see Figure 2).
An advantage of the multiblock approach is the greater ease in creating a good mesh for the
complex three-dimensional geometries that are considered here. It also constitutes an important
component of the numerical method that is described in the next Section.
In the multiblock approach additional boundary conditions have to be formulated that apply
to the artificial internal boundaries between blocks. The velocity field at these internal boundaries
should be continuous. Therefore the values of the potential at corresponding nodes can dier
only by a fixed amount and the normal velocities are opposite. This means that the boundary
conditions for such internal boundaries are the same as those for wakes (see equation (13)), with g
constant. Periodic boundary conditions, for a free rotor computation, are also of this type.
NUMERICAL METHOD
Outline
The flow field is solved by means of a finite element method using an extension of the superele-
ment technique.12 In the superelement technique internal degrees of freedom (DOFs) are elimin-
ated from the discretized governing (Laplace) equation. The extension of the superelement
Figure 2. Example of a pump geometry divided into blocks and cross-section of pump
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method developed here deals with an analogous elimination of the internal DOFs from the
discretized Kutta conditions. The method consists of two steps:
. elimination of internal DOFs from the system of equations (Laplace equation and Kutta
conditions), for all blocks separately; this leads to the formulation of the superelements.
. assemblage of the superelements. After solving the resulting global system of equations, the
previously eliminated DOFs are obtained.
Superelement formulation: elimination step
For each block, the Laplace equation for the velocity potential together with the natural and
essential boundary conditions (if any) is discretized according to the standard finite-element
method, resulting in a system of linear equations
Lffg  fFg  fRg 18
where [L] is a positive-definite matrix reflecting the discretized Laplace operator, {f} is the vector
of DOFs and {F} is the vector corresponding to flowrates through block boundaries resulting
from Neumann-type boundary conditions. Vector {R} is related to (unknown) flowrates at
internal block boundaries.
For each block, the discretized Kutta conditions (equation (4)) can be expressed in terms of
potential values in the block using the modified gradient operator [K] (K stands for Kutta):
Kffg  fO  r  njteg 19
Using the values of the potential, operator [K] gives the normal velocities at the trailing edges.
The basic idea of the superelement technique is to express (18) and (19) in terms of DOFs at
internal block boundaries (called the ‘master’ DOFs), by eliminating the remaining interior
‘slave’ DOFs. For this purpose (18) and (19) are partitioned as follows:
Lss Lsm
Lms Lmm
" # ffsg
ffmg
( )

fFsg
fFmg  fR*g
( )
20
Ks Km
ffsg
ffmg
( )
 fOxr  njteg 21
Superscripts s and m denote ‘slaves’ and ‘masters’, respectively. Vector {R*} denotes the non-zero
part of vector {R} in (18).
By extracting the slave DOFs from (20) it follows that
ffsg  Lssÿ1fF sg ÿ Lssÿ1Lsmffmg 22
The resulting ‘super system’ is obtained after substituting (22) into (20) and (21):
Lsupffmg  fFsupg  fR*g
Ksupffmg  fGsupg
23
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where
Lsup  Lmm ÿ LmsLssÿ1Lsm
K sup  Km ÿ K sLssÿ1Lsm 24
fF supg  fFmg ÿ LmsLssÿ1fF sg
fGsupg  fOxr  njteg ÿ K sLssÿ1fF sg 25
Note that column i of ÿ[Lms][Lss]ÿ1 in (24) can be interpreted as the values of the slave potentials
corresponding to master DOF i equal to 1 and all other master DOFs equal to zero. Similarly, the
term [Lss]ÿ1{Fs} in (25) represents the eect of Neumann boundary conditions on slave DOFs,
while keeping the master DOFs equal to zero. Note that these potentials can be computed by
simple backsubstitutions once the matrix [Lss] has been decomposed.
This Section describes how the reduced set of equations is obtained, in terms of DOFs at block
interfaces only. In principle this procedure must be carried out for all blocks that form the entire
geometry. However, an important observation is that the supermatrices and vectors are invariant
under rotation for the scalar equations considered. Therefore the symmetry of the rotor can
be exploited, as in general all rotor channels are geometrically identical. This means that the
superelement formulation step has to be performed for the block(s) of a single rotor channel only!
Furthermore, in a time-dependent computation, the superelement formulation step has to be
carried out only once.
The assemblage of blocks, which can be regarded as superelements, is part of the second step.
This is described in the following subsection.
Assemblage of superelements: global solution step
In the global solution step, the values of master DOFs of all participating blocks are determined
by assembling and solving the global system of equations.
A complicating factor in the computation of the master DOFs is the fact that blade circulations
and, as a consequence, the potential jumps at nodes on the wakes are still unknown. Therefore the
values of blade circulations are regarded as additional variables to be determined along with the
nodal DOFs (see also Reference 13). The vector of unknowns in the global problem is now
denoted by
fugT  ff1; . . . ;fnF ;G1; . . . ;GnGg  ffFg
TfGgTg 26
where nF is the number of nodes in all block connections (coinciding nodes are counted as one),
nG is the number of unknown blade circulations (i.e. the total number of nodes at trailing edges),
{F} is the vector of unknown master DOFs for the potential and {G} is the vector of unknown
blade circulations.
The master DOFs can now be expressed in terms of global DOFs. Note that master DOFs may
also involve potential jumps; see (13). These jumps are composed of known and unknown
potential jumps (see also the Appendix).
All master DOFs of block b are now written formally as
ffmb g  TFb fFg  WbfGg  fgbg 27
Copyright # 1999 John Wiley & Sons, Ltd. Commun. Numer. Meth. Engng, 15, 381–397 (1999)
388 N. P. KRUYT ET AL.
where
TFb  is a matrix which gives the transformation of global equation numbers of nodal DOFs to
the local numbering of master DOFs in block b. Each row contains exactly one non-zero
coecient, having the value 1
[Wb] is a matrix which gives the equation numbers of global blade circulation DOFs for the
masters of block b. It also accounts for the ‘averaging’ of potential jumps on the wakes
(see the Appendix)
{gb} are the known values of potential jumps at boundaries of block b. These jumps are
present in computations including unsteady wakes (see the Appendix).
Similarly to the way in which element matrices and right-hand-side vectors are assembled to form
the large system of equations, the superelement matrices and right-hand-side vectors of (23) are
assembled into a global system of equations for the Laplace equation and for the Kutta
conditions
Xnb
b1
TFb TLsupb ffmb g 
Xnb
b1
TFb TfFsupb g
Xnb
b1
TGb TKsupb ffmb g 
Xnb
b1
TGb TfGsupb g
28
where matrices TGb  account for the transformation of the global blade circulation DOFs to the
equation numbers of the local numbering of trailing edge nodes and nb is the total number of
participating blocks. Note that the contribution of the vectors fR*bg in (23) cancel out at internal
block boundaries.
Substituting ffmb g from (27) into (28) gives the global system of equations
MFF MFG
MGF MGG
  fFg
fGg
 
 fH
Fg
fHGg
 
29
where
MFF 
Xnb
b1
TFb TLsupb TFb  MFG 
Xnb
b1
TFb TLsupb Wb
MGF 
Xnb
b1
TGb TKsupb TFb  MGG 
Xnb
b1
TGb TKsupb Wb 30
fHFg 
Xnb
b1
TFb TfFsupb g ÿ Lsupb fgg
fHGg 
Xnb
b1
TGb TfGsupb g ÿ Ksupb fgg 31
Once the global system is solved, the solution for the potential for a block is obtained by first
computing the values for the master DOFs (using (27)) and subsequently performing a back-
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substitution to determine the slave DOFs from (22). This procedure is carried out using the
decomposed matrix [Lss] which is stored on disc during the elimination step.
Advantages of the new method
Here the main advantages of the new method are summarized:
. The new method exploits the geometrical symmetry of the flow channels in the rotor. Only
the superelements of a single flow channel need to be computed, since they are identical.
. The superelement matrices have to be computed only once during an unsteady computation.
. The Kutta conditions are imposed implicitly. Therefore the need no longer exists to deter-
mine a large number of subpotentials in order to impose the Kutta condition at all trailing
edge nodes. This is especially important in three-dimensional computations, where the
number of subpotentials increases rapidly, since the circulation varies along the span of the
trailing edges.
. The elimination of internal DOFs results in a major reduction of computing time for
unsteady computations, since these computations are performed with a greatly reduced
number of DOFs.
IMPLEMENTATION
The developed numerical method has been implemented in a parametric hydraulic analysis
system. Second-order accuracy for potential, velocities and pressures is obtained by employing
linear elements in combination with the SPR-technique14 for the determination of the gradient of
the potential, i.e. the velocity. In the global solution step the system of equations is solved using a
direct method. The profile width of the sparse global matrix is reduced using a spectral
renumbering technique.15,16
The various forms of modelling the wakes have been implemented (see also the Appendix).
RESULTS
An industrial mixed-flow pump of BW/IP Pumps Hengelo (Hengelo, The Netherlands) has been
analysed using the developed hydraulic analysis system. In this Section results are presented
concerning rotor–stator interaction and the overall head-capacity curve.
The dimensionless specific speed of the pump nO  OQ1=2nom=gHnom3=4 equals 1.6, where g is
the acceleration due to gravity and Hnom is the generated head at nominal flowrate Qnom . The
rotor of this pump consists of four blades (Z  4). The radius and blade angle vary along the
span of the (twisted) trailing edges. The geometry of the rotor and stator17 is shown in Figure 3.
The stator of the pump is designed using the method of Pfleiderer,18 which is based on constant
angular momentum of the fluid. The cross-sectional shape of the stator is trapezoidal. Note that
in Figure 3 part of the stator wall is not shown: this gives a better view of the trapezoidal cross-
sectional shape of the stator.
In order to investigate rotor–stator interaction, time-dependent simulations have been carried
out for this configuration for five flowrates until a periodic solution is obtained. The cases with
and without unsteady wakes have both been considered.
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Measures of the significance of the rotor–stator interaction are the eect of blade orientation y
with respect to the tongue of the stator on quantities like the spanwise average of the circulation
around a blade and the flowrate through a rotor channel. The circulation around a blade is
related to the energy transfer to the fluid.18
The orientation of a blade y with respect to the tongue of the stator is not uniquely defined,
since the trailing edges of the rotor blades are twisted and have a finite thickness. The tongue of
the stator also has a finite thickness. Therefore the tongue position is indicated by a region. The
orientation of a blade is counted as positive in the counter-clockwise direction.
The variation of spanwise-averaged circulation around a blade G(y) with orientation y is
depicted in Figure 4 for various flowrates and for computations with and without unsteady
wakes. The variations are made dimensionless with the average over all orientations. Note that
this average is dependent on the flowrate. When unsteady wakes are not taken into account the
variations are much larger (up to 60%) than in computations that do take the unsteady wakes
into account (up to 15%).
Figure 3. Geometry of BW/IP mixed-flow rotor and stator: (a) three-dimensional view of the impeller (shroud is not
shown); (b) three-dimensional view of the stator (part of the stator wall is not shown); (c) cross-section of the pump; (d)
projection of the pump on a plane perpendicular to the axis of rotation
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As can be observed in Figure 4, the unsteady eects are smallest for the nominal (100%)
flowrate. In both cases, with and without unsteady wakes, the variations increase with the
deviation from the nominal flowrate. The variation of the circulation around the rotor, i.e. the
sum of all blade circulations, is much smaller. For the simulations without unsteady wakes the
order of magnitude of the variation is 3%, while for the case with unsteady wakes it is 0.5%. A
varying circulation along the span of the rotor blades was observed in all cases. The order of
magnitude of this spanwise variation is 15% (see also Reference 19).
Similarly, the variation of the flowrate in a rotor channel q(y) with orientation y is shown in
Figure 5 for various total flowrates and for computations with and without unsteady wakes. Note
that when the flowrates are divided evenly over all channels, the channel flowrate q(y) equalsQ/Z.
Here it is also observed that computations without unsteady wakes predict larger variations (up
to 40%) than those that do take the unsteady wakes into account (up to 15%). The unsteady
eects are smallest for the nominal (100%) flowrate. In both cases, with and without unsteady
wakes, the variations increase with the deviation from the nominal flowrate.
The computations without unsteady wakes predict large variations of important flow quan-
tities. Therefore the computations with unsteady wakes seem more realistic. However, no
experimental evidence is currently available to support this assumption.
Finally, computed andmeasured dimensionless capacity-head curves are compared in Figure 6.
Two computed head curves are shown, corresponding to the computations with and without
unsteady wakes. The computed head curves are obtained by averaging the head over time, or
orientation. As a reference the overall eciency of the complete pump is also given. The dier-
ence in head between computations with and without unsteady wakes is small. The shape of the
head-capacity curve is well predicted by the computations. The computations overestimate the
head, since viscous losses are not accounted for in the basic potential flow model.
Figure 4. Comparison of the computations without and with unsteady wakes: variation of blade circulation G(y)
relative to the time-averaged circulation G as a function of orientation y of the rotor blade, for flowrates of 80, 90, 100,
110 and 120% of the nominal flowrate. The region of the stator tongue is marked
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Figure 5. Comparison of the computations without and with unsteady wakes: variation of the flowrate q(y) in a channel
with orientation y of the rotor blade (pressure side) for total flowrates of 80, 90, 100, 110 and 120% of the nominal
flowrate. The flowrate in a channel is made dimensionless with (constant) total flowrate Q and number of rotor blades Z.
The region of the stator tongue is marked
Figure 6. Computed and measured dimensionless head-capacity curves and measured overall eciency Z. Two computed
head curves are shown: without unsteady wakes (s) and with unsteady wakes (h). D is the rotor diameter
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Currently the analysis system is being extended with models for the various (viscous) losses,
such as volumetric, disc friction and hydraulic losses.20–22 This makes it feasible to predict the
eciency of complete pump configurations. It also results in more accurate Q-H curves.
CONCLUSIONS
A very ecient numerical method was developed for the computation of unsteady, three-
dimensional potential flows in hydraulic pumps and turbines. The superelement method has been
extended in order to eliminate slave DOFs not only from the governing Laplace equation, but
also from the Kutta conditions. The resulting superelement formulation is invariant under
rotation. Therefore the geometrical symmetry of the flow channels in the rotor can be exploited.
This makes the method very suitable to performing fully coupled computations of the unsteady
flow phenomena in both rotor and stator, the so-called rotor–stator interaction.
The developed numerical method was used to simulate the unsteady flow in an industrial
mixed-flow pump. Two types of simulation are considered: one in which unsteady wakes behind
the trailing edges of the rotor blades are taken into account and one in which these are neglected.
Results are shown for the dependence of the blade circulation and the flowrate in a rotor
channel on the orientation of the blade with respect to the stator tongue. These dependencies are
measures of the importance of unsteady flow phenomena. Significant unsteady phenomena are
observed. Simulations with unsteady wakes exhibit smaller variations than those without
unsteady wakes. In both cases the variations increase with the deviation from the nominal
flowrate. The overall head-capacity curve is hardly influenced by whether or not unsteady wakes
are taken into account. The computations overestimate the head, since viscous losses are not
accounted for in the basic potential flow model. The shape of the head-capacity curve is well
predicted.
APPENDIX: IMPLEMENTATION OF WAKE MODELS
This appendix deals with some aspects of the implementation of the wake models. A detailed
account is given in Reference 22. The value of the potential jump on the wake depends on the type
of computation. Two types are distinguished: quasi-steady computations (without unsteady
wakes) and unsteady computations (with unsteady wakes). The wake representation is shown in
Figure 1. As explained below, these computations dier in the nature of the jump distribution on
the wake: known vs. unknown jumps.
Quasi-steady computations
The flow field in a rotor–stator configuration of a pump will be unsteady. Especially at o-design
conditions, the blade circulations will vary in time. One way of computing this unsteady flow
would be to incorporate the variation of blade circulations along the span, but to neglect the
convection of shed vortices in the wake. This is called the quasi-steady approach. If wake surfaces
could extend from the trailing edges down to the exit pipe of the pump, the potential jumps would
be described properly by (9). However, these surfaces cannot be extended beyond the cylindrical
or conical rotor–stator interface. Therefore the varying potential jump on the wake must become
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constant upon reaching this interface. In other words, the varying potential jump on the wake
must eventually be averaged out. The value of the potential jump on the wake is now described by
gs1; s2  Gs2  as1; s2Gave ÿ Gs2 32
where Gave is the spanwise average of the blade circulation. The factor a is dependent on the
position in the wake and varies between the value 0 at the trailing edge and the value 1 at the
rotor–stator interface. The second term on the right-hand side can be considered as a deviation
from Kelvin’s circulation theorem. However, when averaging this deviation over all wake nodes
at constant s1-co-ordinate, this averaged deviation reduces to zero. At the rotor–stator interface,
the averaged value of the potential jump is guided to the outer wall of the pump, along part of the
cylindrical or conical rotor–stator interface and some block boundaries located in the stator
region of the pump. This type of averaging of the jump distribution is depicted in Figure 7.
In this type of wake modelling the jump distribution is determined completely by the unknown
blade circulations.
Unsteady computations
Contrary to the former approach, a ( fully) unsteady computation of the flow field in a rotor–
stator configuration requires the convection of vortices according to (8) to be taken into account
as well. Once again, the varying potential jump will have to be averaged out at the rotor–stator
interface. Suppose that the potential jump distribution at a given time step is given by g*s1; s2.
An averaging procedure very similar to that for quasi-steady flow is now introduced:
gs1; s2  g*s1; s2  as1; s2g*aves1 ÿ g*s1; s2 33
where factor a depends on the position of the vortex in the wake and varies between the value 0 at
the trailing edge and the value 1 at the rotor–stator interface. The average value of the potential
Figure 7. Schematic representation of the potential jump distribution gs1; s2 on a wake in quasi-steady computations.
The average blade circulation is Gave
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jumps g*s1; s2 along the line with constant s1 is denoted by g*aves1. The deviation from the exact
solution reduces to zero when averaging over nodes at constant s1-co-ordinate. As was the case in
the quasi-steady approach, the potential jump is equal to the local blade circulation at nodes on
the trailing edge. Upon reaching the rotor–stator interface, the potential jump becomes equal for
all s2 . This averaged value is guided to the outer wall of the pump.
In this type of wake modelling the jump distribution is determined by the unknown blade
circulations and the known jump distribution on the wake corresponding to previously shed
vortices.
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