Abstract-Motion trajectories provide rich spatiotemporal information about an object's activity. This paper presents novel classification algorithms for recognizing object activity using object motion trajectory. In the proposed classification system, trajectories are segmented at points of change in curvature, and the subtrajectories are represented by their principal component analysis (PCA) coefficients. We first present a framework to robustly estimate the multivariate probability density function based on PCA coefficients of the subtrajectories using Gaussian mixture models (GMMs). We show that GMM-based modeling alone cannot capture the temporal relations and ordering between underlying entities. To address this issue, we use hidden Markov models (HMMs) with a data-driven design in terms of number of states and topology (e.g., left-right versus ergodic). Experiments using a database of over 5700 complex trajectories (obtained from UCI-KDD data archives and Columbia University Multimedia Group) subdivided into 85 different classes demonstrate the superiority of our proposed HMM-based scheme using PCA coefficients of subtrajectories in comparison with other techniques in the literature.
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I. INTRODUCTION

O
BJECT motion-based analysis and recognition has gained significant interest in scientific circles lately. This trend can be attributed mainly to unprecedented advances in hardware and software technologies that allow spatiotemporal data of objects to be easily derived from video and nonvideo sources. Also, novel applications employing analysis of motion trajectory are emerging due to enhanced interest in homeland security as well as due to prevalence of multimedia gadgets in commercial and scientific endeavors. Examples of the motion trajectory include tracking results from video trackers, sign language data measurements gathered from wired glove interfaces fitted with sensors, Global Positioning System (GPS) coordinates of satellite phones, etc. An important application area in this domain is automatic video surveillance which is used, for example, in real-time observation of people and vehicles, in a busy environment, leading to a description of actions and mutual interactions. The research challenge here is to quickly learn the permitted activities and set an alarm at any illegal or abnormal activity being performed. We emphasize that in light of psychological studies reported in the literature [23] , it is clear that object motion plays a key role in the domain of activity analysis in general and in video surveillance, in particular [37] . An object trajectory is typically modeled as a sequence of consecutive locations of the object on a coordinate system resulting in a vector in 2-D or 3-D Euclidean space. In different trajectory-based applications, there are two major cornerstones for successful system development: a compact and robust representation of the trajectories to capture the spatiotemporal movement patterns; and a semantically meaningful high-level description of the activities, actions and events based on this trajectory data. This paper is focused on both of these issues and introduces a novel method employing Gaussian mixture models (GMM)-based representations and hidden Markov model (HMM)-based classifiers for motion trajectory representation and analysis. We segment the object trajectories into perceptually similar atomic units that we shall refer to as subtrajectories. The representation of these subtrajectories in the principal component analysis (PCA) subspace is then used to learn the statistical models for each class of object motion. Finally, we represent trajectories as temporal sequences of subtrajectories analogous to the characterization of words as a sequence of phonemes. We subsequently propose the representation of motion trajectories using ergodic HMMs. Experiments on two large datasets of trajectories are reported.
The remaining sections of this paper are organized as follows. Section II surveys related work on trajectory representation and activity analysis. Section III briefly describes our trajectory segmentation and PCA-based representation. Section IV presents the model-based representation of object trajectories for complex action recognition using both GMMs and HMMs. In order to analyze the quality of the proposed classifier, we also discuss the Kullback-Leibler divergence between GMMs and HMMs. Section V provides a comparison of the model-based trajectory representation methods described above with other methods reported in the literature in connection with face recognition. Finally, in Section VI, we present a brief summary and conclusion with an outline of future research in this area.
II. RELATED WORK
This section provides a survey of the related work from recent literature in the areas of trajectory representation, statistical modeling and applications of trajectory-based representation and learning. Object motion is an important feature for the representation and discrimination of an object and its activities from others in video applications. Earlier approaches in motion-based methods focused on object tracking from raw and compressed domain videos [14] , [38] , [39] . Indexing and searching based on object motion as the dominant cue has attracted a lot of research activity in the past few years [13] . Our previous work on trajectory indexing and retrieval [4] segments the trajectories based on dominant sign changes in curvature data. We represent the subtrajectories using PCA coefficients. We have addressed the view-invariant representation of trajectories for scenarios where similar trajectories are captured from different view points [1] . View-invariant representation has also been addressed in [35] for modeling and recognizing actions performed by individuals in video sequences. Their approach, though compact in representation, cannot be used for partial trajectory processing or generic trajectory representation.
Recently, semantics-based processing of trajectory data to extract high-level information has gained significant interest [7] . Yacoob et al. [48] have presented a framework for modeling and recognition of human motions based on principal components. Each activity is represented by eight motion parameters recovered from five body parts of the human walking scenario. In [36] , a semantic event detection technique for snooker videos is presented. Trajectory of the while ball is generated using a color-based particle filter. The evolution of the white ball position is modeled using a discrete HMM. In [21] , the issue of recognizing a set of plays from American football videos is considered. Using a set of classes each representing a particular game plan and computation of perceptual features from trajectories, the propagation of uncertainty paradigm is implemented using automatically generated Bayesian network. The problem with above approaches is that they are highly domain-dependant, with domain knowledge and sensor dependence on video data being intimately woven into the systems. A sensor-independent approach towards modeling activity performed by a group of objects (persons, cars, etc.) is presented in [44] . Objects in scene are taken as points and they consider the "shape" formed by a configuration of point objects at a given time instant. This "shape" is tracked over time, normal shape is learned and abnormality is detected as perturbation in this shape. Although robust for multiagent abnormal activity detection, this approach can not be applied for single object trajectories. De la Torre et al. [15] use PCA and HMM for lip-tracking and eye-tracking. Martin et al. [27] model the trajectories for gesture recognition using multidimensional histogram of gestures. In their approach, no segmentation to obtain subtrajectories is performed; only the recent history is taken into account. Starner and Pentland [41] address the issue of American sign language recognition from video sequences. An eight-element feature vector is obtained consisting of each hand's and positions, angle of axis of least inertia, and eccentricity of bounding ellipse. Bettinger et al. [5] address the problems of learning a person's facial behaviors from video sequences and synthesizing sequences demonstrating the same behavior using HMMs. It is important to point out that the notion of trajectory, the process of segmentation and representation used in [5] are entirely different than the method presented in this paper. Another approach, which has originally been proposed in the context of face recognition by Moghaddam et al. [28] can be directly modified for trajectory processing as outlined in Section V. We have reported some preliminary findings towards trajectory-based activity recognition using GMMs [2] , HMMs [3] , and neural networks [33] . In the forthcoming sections, we present our model-based recognition system that uses GMMs and HMMs for trajectory modeling based on optimal representation provided by PCA. While GMMs and HMMs have been used as a tool in recognition tasks such as speech recognition, face recognition, etc., their use in motion trajectory representation and classification through PCA of subtrajectories presented in this paper is novel.
III. PCA-BASED SUBTRAJECTORY REPRESENTATION
A trajectory in our work is a 2-D -tuple corresponding to the and -axes projections of the object's centroid location at each instant of time,
. We classify the trajectories into separate classes. The word "class" refers to a type of activity (represented by its full trajectory) for which we have a sufficient number of samples to train the system. The activity classification scheme presented here relies on our robust trajectory segmentation and PCA-based subtrajectory representation [4] . Our trajectory segmentation scheme looks for sharp changes in object's velocity and acceleration through 1st and 2nd order derivatives. Consequently, trajectories are segmented at points of maximum change in curvature of the trajectory. We represent the subtrajectories using PCA because of its optimal energy compaction properties resulting from custom bases derived from the data [24] . The and data of each subtrajectory are concatenated into a single vector and all the vectors of subtrajectories from all the classes are stacked to form one data matrix. The principal components of this data matrix are then computed using eigenspace decomposition of the estimated covariance matrix [24] . More details can be found in [4] . The set of PCA coefficients of all subtrajectories for each class are subsequently used to train a stochastic model for each class as explained in the next section.
IV. MODEL-BASED RECOGNITION OF OBJECT TRAJECTORIES
Model-based recognition and classification has been extensively used in applications such as action recognition [7] , sports video analysis [47] , speech/speaker recognition [12] , etc. In this section, we present the GMM-based modeling, wherein the multimodal probability density function (PDF) corresponding to PCA coefficients of subtrajectories in each class is represented using Gaussian mixtures. The successful static PDF estimation using GMMs is further extended to robustly model temporal variations using continuous-density HMMs.
A. Gaussian Mixture Models
Given the PCA-based representation of subtrajectories for each class, we wish to model the underlying class probability distribution from the training set data. The training set is made as diverse as possible so the recognition system learns all possible data variations. This diversity in training set results in the underlying PDF to be increasingly complex. Hence, the statistical properties of PDF of the class become increasingly nontrivial to model. In the training phase, we estimate the parameters of Gaussian mixtures using the expectation-maximization (EM) algorithm. Once the training phase has been completed, new trajectories are categorized as one of the learned classes of object motion based on the maximum likelihood (ML) principle.
For the parameter estimation problem, we first form the set of training set PCA feature vectors of subtrajectories for an individual class. Note that, since the PCA feature vectors for each subtrajectory are -dimensional, all of the individual multivariate Gaussian distributions will be -dimensional. Let the set of PCA coefficients of subtrajectories for the class be denoted by . The class PDF can be modeled to an arbitrary accuracy using a mixture of Gaussians (1) where is the -dimensional Gaussian density with mean vector and covariance matrix , and are the mixing parameters of the Gaussian components, satisfying . The mixture is completely specified by the parameter . Since the parameter estimation phase is identical for each class and the training is performed on the disjoint dataset of these classes, we drop the class indexing subscript from our notation for brevity. Now, given a training set of subtrajectories for a particular class , represented by their -dimensional PCA coefficients, the mixture parameters can be estimated using the ML principal; i.e., (2) This estimation problem can be solved using the EM algorithm [16] . A major problem in GMM-based modeling is the reliable estimation of the number of modes to be used. We automatically estimate the number of modes from training set data using a string of pruning, merging and mode-splitting processes. We initialize the number of modes as twice the maximum number of subtrajectories in all of the trajectories for the class. The mixing weight of a mode multiplied by the number of input data samples determines how many input data samples are effectively used to estimate the mode parameters. This is the simple measure of "value" of each mode. As long as this product is sufficiently high, the mode is estimated accurately. If is too low, the mode is eliminated or merged with another. The weighted skew (third-order moment) and kurtosis (fourth-order moment) for each mode are also monitored. If the sum of these values exceeds a threshold for any mode, that mode is split in two. Finally, we keep track of the distances between all the modes in order to keep the modes far apart from each other. If two modes are found to be too close to each other, they are merged. Merging involves forming a weighted sum of the two modes (weighted by and ).
Once the GMMs for all classes have been trained, the classification of new trajectories can be performed by computing the likelihood for each GMM. For this purpose, the PCA coefficient vectors of the input trajectory after segmentation are posed as an observation sequence to each GMM. During this computation, the likelihood is computed for each individual mode, and the corresponding weights are applied to generate the likelihood of the Gaussian mixture. The trajectory is declared to belong to the class represented by the GMM with the highest likelihood.
B. Hidden Markov Models
The Gaussian mixture-based modeling, as outlined in the previous subsection, represents a robust way of estimating the PDF for each motion pattern class. This method can be helpful in modeling classes where contents are time-invariant and do not have a strong dependence on temporal ordering. Our subtrajectory-based representation approach models the trajectories as a sequence of subtrajectories. This approach requires a scheme that takes the temporal dependence among subtrajectories into account. We propose to adopt the use of HMMs for trajectory classification and recognition applications. HMMs allow the system to stay in the same state or to transit to the next state at any given time according to state transition probabilities learned from training data. This allows modeling of temporal variations, where the duration of the state is a variable. In this context, we are interested in modeling a class of object motions based on the temporal ordering of subtrajectories. Since subtrajectories represent segments of atomic motions between points of change in motion pattern, the resulting process can be modeled as first-order Markov chain. We also observe that mixture of Gaussians is a robust method of estimating the PDF in the absence of temporal variations. We, therefore, propose to use continuous density HMMs, where each state of the HMM is modeled by a mixture of Gaussians.
The first parameter specified for an HMM is the number of states. For each class, represented by a separate HMM, we set the number of states equal to the maximum number of subtrajectories in all the training set trajectories for that class. Once the number of states is fixed, the complete set of model parameters describing the HMM are given by the triplet (3) where is the probability of the subtrajectory being the first subtrajectory among all the trajectories, denotes the probability of the subtrajectory occurring immediately after the subtrajectory, and denotes the PDF of state. We use a Gaussian mixture-based representation for the state PDF.
Once the set of training trajectories for a class are segmented and the number of states decided, the HMM's parameter triplet in (3) can be estimated. For a given trajectory, let there be subtrajectories. Then, the state variable which corresponds to the subtrajectory, takes one of values . Since we assume a Markovian process, the probability distribution of depends only on . This is described by the state transition probability matrix whose elements represent the probability that corresponds to state given that corresponds to . The initial state probabilities are denoted by , the probability that equals . The observational data from each state of the HMM is generated according to a PDF dependent on the state at the instant of subtrajectory, denoted by . This state-conditional observation PDF is modeled as a Gaussian mixture given by (4) , shown at the bottom of the next page, where , and denote the scalar mixing parameter, -dimensional mean vector and covariance matrix of the Gaussian component in the state. Here, each Gaussian component is a multivariate normal distribution of the same dimensionality as the PCA coefficients representing the subtrajectories. The parameters of the HMM are initialized to random values and the Baum-Welch algorithm is used for estimation using the forward-backward procedure [34] .
Once the HMMs for all classes have been trained, the classification of new trajectories can be performed by computing the likelihood that HMM best describes the test trajectory. For this purpose, the PCA coefficient vectors of input trajectories after segmentation are posed as an observation sequence to each HMM. Given HMMs for the classes,
, and the set of PCA coefficient vectors of input subtrajectories (i.e., the observation sequence)
, we assign class label as the HMM that maximizes the likelihood given subtrajectories [29] , [34] ( 5) This computation is efficiently performed using the forward recursion procedure in the Baum-Welch algorithm [34] . Observe that the ML estimate is equivalent to the maximum a posteriori (MAP) estimate for the same model parameters when the prior distribution of the HMMs is uniform.
C. Analysis of GMM and HMM Classifiers
Recently, investigators have chosen to compare between classifiers by measuring the average distance between the classes represented by the individual classifiers [32] , [43] . Some of the most common measures used in classification analysis include likelihood-based measures [43] , Kullback-Leibler distance (KLD) measure [26] , etc. The KLD, or relative entropy, is defined as the average discrimination information per observation between PDFs and
Closed-form expressions of KLD exist for a small family of distributions such as Gaussian and generalized Gaussian density functions. However, exact closed-form expressions for GMMs and HMMs are still not known. Vasconcelos [43] has addressed the problem of finding an approximate closed-form expression for the KLD between GMMs called asymptotic likelihood approximation (ALA). Conditions under which it converges to KLD are also given in [43] . Do [17] derives an upper-bound on the Kullback-Leibler distance rate (KLDR) between HMMs and computes the asymptotic approximation based on their parametric representation. Silva et al. [40] propose the average divergence distance (ADD) based on a representation of the divergence calculated at the observation distribution level of the models.
In the following, we first give the ALA-based approximation of KLD for GMMs and HMMs. Let us consider a GMM-based representation of the PDF of a class, given by (7) We use the ALA-based approximation of KLD between GMMs [43] given by (8) , shown at the bottom of the page.
Next, we formulate the KLD between continuous density HMMs where each state is modeled using mixture of Gaussians. From [40] we know that the KLD between continuous density HMMs is given by (9) where and denote the two HMMs; is the state in the state sequence of generated according to the model's initial and transition probabilities; represents the Gaussian mixture for state of ; and denotes the expectation operator used to compute the expected value under all possible state mappings. Here, a key assumption is that the two HMMs have the same number of states, which in our case is the number of subtrajectories. We retain this assumption to simplify the ensuing analysis. We can now extend the ALAbased approximation of the KLD between continuous density (4) where (8) HMMs where each state is modeled using mixture of Gaussians [see (8) and (9)] to obtain (10) , shown at the bottom of the page.
Here, refers to the number of Gaussian components (modes) in the GMM of the HMM's state; , and represent the weight, mean and variance of the Gaussian component in the state of the HMM; ,
, and represent the weight, mean and variance of the Gaussian component in the state of the HMM, which is closest to the component in the HMM, as defined by the mapping given in (17) . We note here that our approximation of the KLD depends on the transition probabilities through expectation of all possible states. We shall now present sufficient conditions under which the interclass distances generated by HMMs are greater than those using GMMs. Subsequently, we validate this claim under the operating conditions in our problem domain and present numerical experiments confirming this result.
It can be easily shown that the ALA-based approximation of KLD for HMMs where each state is modeled using mixture of Gaussians is greater than that based on GMMs; i.e., (11) under certain conditions. In our PCA-based representation, where the covariance matrices are set to be diagonal, these conditions simplify to (12) Fig. 1 . Interclass distances for HMM-and GMM-based representations using KLD and PLD.
The second distance measure we compute is the posterior likelihood-based distance (PLD) between classes for each input trajectory from the test set given the model. Given two trajectories and and their corresponding models and we compute two terms: self-fitness and cross-fitness. We then sum up the individual contributions by all trajectories for a distance measure between the two models as proposed in [32] (13) Whereas the KLD-based distance computation, as defined in (8) and (10), takes into account the model parameters after training, the PLD measure is computed based on the performance of classification system on a test corpus. We have computed both the KL and posterior likelihood-based distances for GMM and HMM-based representation. This experiment is performed on the ASL dataset with several different class sizes and the results are displayed in Fig. 1 . As shown in the figure, the HMM-based representation results in wider interclass distances as compared to its GMM counterpart.
V. COMPARISON AND ANALYSIS
This section compares the performance of our GMM and HMM-based trajectory modeling approaches proposed in the where (10) previous section. We also compare our results with an adaptation of the PCA-based density estimation approach outlined in [28] . The approach in [28] is derived for parametric density estimation in high-dimensional spaces using eigenspace decomposition applied to face recognition. The training phase comprises estimation of the mean and covariance of the distribution from the given training set . The sufficient statistic for characterizing the likelihood based on Gaussian density assumption uses the Mahalanobis distance which is estimated from the principal components. Based on this formulation, the likelihood estimate can be written as (14) where the first term is the true marginal density in the principal feature space and the second term is the estimated marginal density in the orthogonal complement space [28] . For the classification of a new trajectory , (14) is computed for all classes . The trajectory is declared to belong to the class generating the ML.
A. Datasets
We have used two datasets in our simulations: The Australian Sign Language (ASL) dataset is obtained from UCI's KDD archives [20] . These trajectories are obtained by registring hand coordinates at each successive instant of time by using a Power Glove interfaced to the system. We extract the and locations of hand at each sampling instant as five professional signers sign around 95 words in multiple sessions. For each word, there are 69 recordings of signing activity across all signers. We use trajectories from around 83 classes (5727 trajectories) for training and recognition. The second dataset in our experiments has been provided to us by Columbia University's Digital Video and Multimedia Group (DVMM) [13] and contains object trajectories tracked from video clips of sports activities, like high jump, slalom skiing, etc. This dataset, HJSL (108), contains around 40 trajectories of high jump, and 68 trajectories of slalom skiing objects.
B. Simulation Results
We train the system using 50% of the trajectory samples from all classes under consideration, while testing is performed on all the trajectories of each class. We have already compared the GMM and HMM-based models in terms of their interclass separations using KLD and PLD in Section IV-C. Here, we first report the performance of the two systems in terms of average ROC curves and three related scalar metrics of performance for a dataset of 1104 trajectories with 16 classes. The area under curve is a convenient way of comparing classifiers, and varies from 0.5 (random classifier) to 1.0 (ideal classifier) [18] . The other metric is the optimal operating point based on equal error rate criterion. This metric yields an optimal trade-off between false positives and true positives under the equal cost assumption between false acceptance and correct acceptance. The last scalar metric used to compare between classifiers is the classification accuracy across all the classes defined as (15) where represents the cardinality of the false positives set, while represents the cardinality of the total dataset. It should be noted here that the ROC curve in Fig. 2 represents an average of 16 individual curves for a total of 1104 queries for classification. The same comment applies to the probability of accuracy value as well.
Finally, we compare our proposed GMM and HMM-based classification systems with the PCA-based density estimation (PCA-DE) approach in [28] . We report the results on a wide range of dataset sizes from the ASL dataset, as well as the HJSL dataset. The results are reported in terms of the average probability of accuracy of the classifiers in Table I. Based on these results, we see that the PCA-based approaches yield a superior representation for trajectory modeling. From Table I , we also note that the relative accuracy of the HMM-based classifier compared with GMM and Moghaddam et al. [28] increases with an increase in the number of classes, thus making it more scalable for large number of classes. Moreover, we note that much higher probability of accuracy values would have been attained provided the size of the training datasets would have been increased proportionally. Furthermore, the HMM-based trajectory modeling system proposed in this paper where individual states are modeled by mixtures of Gaussians has been shown to perform consistently better than the other trajectory modeling techniques used in all of our experiments.
VI. SUMMARY AND CONCLUSION
In this paper, we have presented a novel framework for motion trajectory-based statistical modeling and classification of data captured from any form of object tracking. We first outline a PDF representation approach using GMMs for motion trajectory identification. The strength of this technique is robust time-invariant modeling of the PDF, but its drawback is the lack of temporal modeling in the formulation. We solve this problem by employing Gaussian mixture-based HMMs for trajectory modeling. While GMMs and HMMs have been used in various recognition tasks, their use in motion trajectory representation and classification in this paper presents a novel new approach to trajectory analysis. We have based our experiments on various measures of performance including Kullback-Leibler divergence for HMMs. The classification systems were tested on two standard datasets in different application domains with 2000 + trajectories. Future research must focus on motion trajectory-based modeling and classification of video sequences that are robust to camera orientation and movement. Generalization of the proposed PCA representation to nonlinear transformations (e.g., Kernel PCA or Kernel discriminant analysis), are needed to deal with nonlinear classification. We plan to explore the estimation of the number of modes for GMMs using the method presented by Gassiat [19] as an alternative to the pruning, merging and mode-splitting process. On theoretical analysis part, the HMM-based formulation proposed in this presentation can be proved to be a particular case of the so-called triplet Markov chain [30] . An important extension of our approach would be required to perform multiple motion trajectory-based classification for "semantic" retrieval from video sequences.
