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a b s t r a c t
We address the verification problem of networks of communicating pushdown systems
modeling communicating parallel programs with procedure calls. Processes in such
networks can read the control state of the other processes according to a given
communication structure (specifying the observability rights between processes). The
reachability problem of such models is undecidable in general. First, we define a class
of networks that effectively preserves recognizability (hence, its reachability problem is
decidable). Then, we consider networks where the communication structure can change
dynamically during the execution according to a phase graph. The reachability problem
for these dynamic networks being undecidable in general, we define a subclass for
which it becomes decidable. Then, we consider reachability when the switches in the
communication structures are bounded. We show that this problem is undecidable even
for one switch.We define a natural class ofmodels forwhich this problem is decidable. This
class can be used in the definition of an efficient semi-decision procedure for the analysis
of the general model of dynamic networks. Our techniques allowed to find bugs in two
versions of a Windows NT Bluetooth driver.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Verification of concurrent software is a difficult task in the model-checking community. Indeed, concurrent programs
include various complex features such as (1) the presence of recursive procedure calls, which can lead to an unbounded
number of calls, and (2) concurrency and synchronization betweenparallel processes. It iswell known that checkingwhether
a given control point is reachable is undecidable for programs with recursive procedures and synchronisation statements.
During the last few years, several authors have addressed this issue. Differentmodels of these programs have been proposed
and analysed.
Pushdown systems have been proposed as an adequate formalism to describe pure sequential recursive programs [1–3].
This allows to represent the potentially infinite configurations of recursive programs in a symbolic manner using regular
languages [4,5,2]. Thus, a natural approach that allows to reason about multithreaded programs is to consider models based
on parallel compositions of pushdown systems [6–10]. Unfortunately, such models are undecidable (it suffices to have two
communicating pushdown systems to get undecidability).
Recently, we defined in [11] a new model for multithreaded programs based on networks of pushdown systems. Our
model consists of a finite number of parallel processes, each of them corresponding to a pushdown system, and where
each process can read the control states of the other ones according to a given communication structure specifying the
observation rights between processes. Such networks (called PDNs in this paper) are obviously Turing powerful when
cyclic communication structures are allowed. We restricted ourselves in [11] to networks with acyclic communication
structures. In order to represent infinite sets of configurations, we considered symbolic representation structures based
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on (multidimensional) finite-state automata defining recognizable and rational sets of vectors of words. (Recognizable sets
are sets definable as finite unions of products of regular languages). We showed in [11] that (1) reachability is decidable for
acyclic networks, that (2) such networks do not preserve recognizability, and (3) we defined a subclass of such networks for
which we were able to effectively characterize the reachable configurations by a rational set.
In this work, we go further with this model. First, we define a natural subclass called stable acyclic PDNs and prove that
it effectively preserves recognizability. Then, we consider networks with dynamic changes in the communication structure
according to a phase graph, where each phase corresponds to an acyclic PDN. The phase graph specifies the possible switches
between a finite number of phases, and the constraints on the configurations under which the system can move from a
phase to another. We call this new model MAPN (for Multiphase Acyclic Pushdown Networks). MAPN is a natural model to
represent programs where the communication structure between processes can change dynamically.
We show that reachability in MAPN can be reduced to reachability in (possibly cyclic) PDNs. Thus, MAPN has an
undecidable reachability problem (even if each communication structure in each phase is acyclic) if we allow cyclic phase
graphs. In fact, we prove that the reachability problem is undecidable as soon as we allow one phase switch (and even if
communication structures are acyclic).
Then, we define two classes of MAPNs for which reachability becomes decidable. We derive from this a bounded phase-
switch analysis procedure for the general MAPNmodel. For that, we show that it is possible to decompose each givenMAPN
into an equivalent model where each phase corresponds to a stable acyclic PDN. Finally, we show how the bounded phase-
switch analysis of MAPN allows to define a semi-algorithm to decide reachability for general PDNs (even cyclic ones). This
result generalizes the algorithms proposed in [7,9,12] for bounded context-switch analysis. Indeed, our notion of phase is
more general than the notions of context used in these works in the sense that, if we encode our model in those proposed
in [7,9,12], one single phase according to our definition may correspond to an unbounded number of context switches
in their models. Thus, our bounded phase analysis may allow an arbitrary number of context switches (in the sense of
[7,9,12]).
Our MAPN model is a natural model to represent programs where the communication structure between processes can
change dynamically. Our PDNmodel can also be used to describe concurrent programs with synchronisation and procedure
calls such as e.g. two versions of a Windows NT Bluetooth driver. Our techniques can be applied to find the bugs of this
driver reported in [13,10].
Relatedwork: Recently, severalmodels based on rewriting systems have been considered tomodelmultithreaded programs
[14–19].While thesemodels allow tomodel dynamic thread creation, they do not allow communication between processes.
In [8], we have introduced a model based on networks of pushdown systems called CDPN. While this model allows
dynamic creation of processes, it allows only a restricted form of synchronisation where a process has the right to read only
the control states of its immediate sons (i.e., the processes it has created).
[20] considers bounded phase reachability in multi-stack systems, where in each phase the system can pop from one
stack, and push on some number of stacks. In our model, we allow the manipulation of different stacks in a single phase.
However, since the communication relation in the different phases of a MAPN is fixed, our model cannot simulate phase
switches in the sense of [20].
Networks of pushdown systems communicating viamessage passing [6,10], locks [21,22], or channels [23–25] have been
considered. Pushdown Networks with these kinds of communications can also be described in our PDN model.
2. Networks of communicating pushdown systems
A PushDown Network (PDN for short) is given by a tuple N = (P 1, . . . ,Pn, R)where R ⊆ {(i, j) | 1 ≤ i, j ≤ n, i 6= j} is a
binary relation defining the communication structure of the network (R defines a directed graph whose nodes are 1, . . . , n),
and for every i ∈ {1, . . . , n}, Pi = (Pi,Γi,∆i) is a communicating pushdown system such that Pi is a finite set of control
states, Γi is a finite stack alphabet, and∆i is a set of transition rules of the form:
φ : (p, γ ) ↪→ (p′, w)
where p, p′ ∈ Pi are two control states, γ ∈ Γi is the symbol popped from the stack, w ∈ Γ ∗i is the string pushed in the
stack, and φ ⊆⋃(i,j)∈R Pj is a set of constraints over the current control states of the other observed processes.
A local configuration of a process in the network, sayPi, is a word piwi ∈ PiΓ ∗i where pi is a state andwi is a stack content.
A configuration of the network N is a vector (p1w1, . . . , pnwn) ∈∏ni=1 PiΓ ∗i , where piwi is the local configuration of Pi.
We define a transition relation=⇒N between configurations. We have (p1w1, . . . , pnwn) =⇒N (p′1w′1, . . . , p′nw′n) if and
only if there is an index i ∈ {1, . . . , n} such that:
• there is a rule φ : (p, γ ) ↪→ (p′, w) ∈ ∆i and there exists a word u ∈ Γ ∗i such that pi = p, p′i = p′, wi = γ u, w′i = wu,
and for every j ∈ {1, . . . , n}, if (i, j) ∈ R, then pj ∈ φ.
• ∀j ∈ {1, . . . , n} such that i 6= j, pj = p′j andwj = w′j .
Let =⇒∗N denote the reflexive transitive closure of =⇒N . Given a configuration c , the set of immediate successors of c
is postN(c) = {c ′ ∈ ∏ni=1 PiΓ ∗i : c=⇒Nc ′}. This notation can be generalized straightforwardly to sets of configurations. Let
post∗N denote the reflexive-transitive closure of postN .
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Intuitively, a network N = (P1, . . . ,Pn, R) can be seen as a collection of ‘‘standard’’ pushdown systems that observe
each other according to the structure R: (i, j) ∈ R means that process Pi observes (reads) the states of process Pj. If a rule
φ : (p, γ ) ↪→ (p′, w) is in ∆i, then process Pi can apply the ‘‘standard’’ pushdown rule (p, γ ) ↪→ (p′, w) iff every process
Pj for j such that (i, j) ∈ R is in a state pj ∈ φ ∩ Pj. The network is in the configuration (p1w1, . . . , pnwn)means that each
pushdown system Pi is in configuration piwi, i.e., is in control state pi and haswi in its stack.
A network N = (P1, . . . ,Pn, R) is acyclic (resp. cyclic) if the graph of its relation R is acyclic (resp. cyclic). A network
consisting of a single process N = (P ,∅) will simply be denoted by P and corresponds to the standard pushdown system
P .
3. Symbolic representation of PDN configurations
Let N = (P1, . . . ,Pn, R) be a PDNwherePi = (Pi,Γi,∆i). Since a configuration of N can be seen as a word of dimension
n in P1Γ ∗1 × · · · × PnΓ ∗n , a natural way to represent infinite sets of PDN configurations is to consider recognizable languages.
Let Σ1, . . . ,Σn be n finite alphabets. A n-dim word over Σ1, . . . ,Σn is an element of Σ∗1 × · · · × Σ∗n . A n-dim language
is a (possibly infinite) set of n-dim words. A n-dim language L is recognizable if it is a finite union of products of n regular
languages (i.e. L = ⋃mj=1 L(Aj1)× · · · × L(Ajn) for some m ∈ N, where Aji is a finite state automaton overΣi). Notice that for
n = 1, recognizable languages correspond precisely to regular languages.
It is well known that for any dimension n ≥ 1, the class of recognizable languages is closed under boolean operations
and that the emptiness problem of recognizable languages is decidable.
4. Reachability analysis of PDNs
The reachability problem between sets of configurations C1 and C2 for a PDN N is to determine whether there are two
configurations c1 ∈ C1 and c2 ∈ C2 such that c1 =⇒∗N c2. It is easy to see that a PDN with two processes and a cyclic
communication structure is Turing powerful:
Proposition 4.1 ([11]). The reachability problem of PDNs is undecidable.
Hence, we restrict ourselves, in a first step, to acyclic PDNs, we show later how this provides a semi-algorithm for the
analysis of general PDNs (even cyclic ones). We showed in [11] that acyclic PDNs do not preserve recognizability. In this
section, we go further and define conditions under which acyclic PDNs preserve recognizability.
Definition 4.1. Let N = (P1, . . . ,Pn, R) be an acyclic PDN where for every i ∈ {1, . . . , n}, Pi = (Pi,Γi,∆i). For
i ∈ {1, . . . , n}, let ρi be a binary relation in Pi × Pi defined by: (p, p′) ∈ ρi iff there exists in ∆i a rule of the form
φ : (p, γ ) ↪→ (p′, w). Let ρ∗i be the reflexive-transitive closure of ρi.
N is stable iff for every (i, j) ∈ R and every p, p′ ∈ Pj, if (p, p′) ∈ ρ∗j and (p′, p) ∈ ρ∗j , then for every rule φ : (q, γ ) ↪→
(q′, w) in∆i, p ∈ φ iff p′ ∈ φ.
Intuitively, N is stablemeans that ifPj can go from a state p to a state p′ and then back to p, for some index j ∈ {1, . . . , n};
then if (i, j) ∈ R (i.e., if Pi observes Pj), the rules of∆i do not distinguish between the states p and p′.
We show the first main result of our paper: stable acyclic networks effectively preserve recognizability, meaning if N is
a stable acyclic PDN and C is a recognizable set of configurations, then post∗N(C) is an effectively recognizable set:
Theorem 4.1. Let N = (P1, . . . ,Pn, R) be a stable acyclic PDN and C be a recognizable set of configurations. Then, post∗N(C) is
an effectively recognizable set.
Proof. Let us first recall that standard pushdown systems effectively preserve regularity [4,2]. The construction underlying
Theorem 4.1 is based on the iterative applications of the standard post∗ algorithm for standard pushdown systems [4,2]
for each pushdown component in the network. The stability of the network guarantees the termination of the iterative
procedure.
We give inwhat follows a construction of recognizable reachability sets for stable networks. For the sake of simplicity, we
consider a stable network containing two processes N = (P1,P2, R), where Pi = (Pi,Γi,∆i) for i = 1, 2. The construction
can be extended easily to the general case of an arbitrary number of processes. There are two cases for R since it is acyclic:
either R = ∅ or R = (2, 1) (the case where R = (1, 2) being symmetrical). The first case is trivial, it corresponds to the case
where the processes are independent of each other. Let us then consider the case where R = (2, 1) (i.e., process 2 observes
process 1). Let C ⊆ P1Γ ∗1 × P2Γ ∗2 be a recognizable set of configurations of N , and let A ⊆ P1Γ ∗1 and B ⊆ P2Γ ∗2 be two
recognizable sets such that C = (A, B) (in this proof, we use (A, B) to denote A × B). Our goal is to show that the set of
configurations post∗N(C) is recognizable.
Let P1 = {p1, . . . , pn} and S be the set of sequencesσ = pi1 , pi2 , . . . , pik such that for every j < k, pij ∈ P1, (pij , pij+1) ∈ ρ∗1 ,
and the pij ’s are distinct. For every p ∈ P1, let ∆p2 be the set of rules (q, γ ) ↪→ (q′, w) such that there exists a rule
φ : (q, γ ) ↪→ (q′, w) in ∆2 with p ∈ φ, i.e., ∆p2 is the set of rules of P2 (without constraints) that can be applied if the
first component P1 is in state p.
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First, we need to introduce the following notations: if C1 ⊆ P1Γ ∗1 is a recognizable set of configurations, we denote by
C1(p) the recognizable set of configurations in C1 having p as a control state, i.e. C1(p) = C1 ∩ pΓ ∗1 . Moreover, if C2 ⊆ P2Γ ∗2
is a recognizable set, we denote by∆p2(C2) the recognizable set post
∗
P2(p)
(C2), where P2(p) = (P2,Γ2,∆p2) is the ‘‘standard’’
pushdown system having∆p2 as set of rules, i.e.,∆
p
2(C2) contains the set of configurations that can be obtained by applying
to the configurations in C2 the rules of∆
p
2. This recognizable set can be computed using the standard saturation procedure
of pushdown systems given in [4,2].
The idea behind our construction is the following: We first start by computing post∗P1(A) of the first componentP1 since
it is independent of the componentP2, we obtain a recognizable set A′ forP1, and the pair (A′, B) for the network N . Notice
that (A, B) is a subset of (A′, B) since A ⊆ A′. This set (A′, B) contains all the configurations (p1w1, p2w2) such that p1w1
is a successor by P1 of a configuration in A, and p2w2 is a configuration in B. Then, we need to consider the successors of
the second component as well. Since the application of the rules of ∆2 depends on the current state of P1, we proceed as
follows: For every state p ∈ P1, we consider the configurations of A′ that are in state p (i.e., A′(p)). These configurations
can be coupled with the configurations of P2 obtained by applying∆
p
2. Therefore, we obtain all the pairs
(
A′(p),∆p2(B)
)
for
all p ∈ P1. Next, we can apply the rules of ∆p′2 for a state p′ 6= p to ∆p2(B) iff P1 can move some configurations in A′(p) to
configurations with control state p′. We obtain then the set
(
post∗P1
(
A′(p)
)
(p′),∆p
′
2
(
∆
p
2(B)
))
, where p and p′ are such that
P1 can move from state p to state p′. Now, we need to apply another set of rules∆p
′′
2 to these configurations∆
p′
2
(
∆
p
2(B)
)
(of
course if there are configurations in post∗P1
(
A′(p)
)
(p′) that can move to p′′), etc. This technique is guaranteed to terminate.
Indeed, in the sequence above for example, the sets of rules∆p2 and∆
p′
2 need not to be executed again. Indeed, suppose∆
p
2
could be applied after∆p
′′
2 for example, this means that processP1 can move from state p to p
′ and then to p′′ and then back
to p. Since the network is stable, this means that∆p2 = ∆p
′
2 = ∆p
′′
2 , and therefore, there is no need to apply∆
p
2 again since it
will not add any new configuration.
More precisely, let A′ = post∗P1(A) be the successors of the configurations in A for process P1. For every sequence
σ = pi1 , pi2 , . . . , pik in S, let Aσi1 be the recognizable set A′(pi1), Aσi1,i2 be the recognizable set post∗P1
(
Aσi1
)
(pi2), and for every
j ≤ k, Aσi1,...,ij = post∗P1
(
Aσi1,...,ij−1
)
(pij). The sets A
′ and the Aσi1,...,ij ’s can be computed using the standard saturation procedure
given in [4].
Then, it follows from the discussion above that post∗N(C) is recognized by the union of the following recognizable sets:
(A, B); (A′, B);
(
A′(p),∆p2(B)
)
for all p ∈ P1; and for every sequence s = pi1 , pi2 , . . . , pik in S, and every j ≤ k,(
Aσi1,...,ij ,∆
pij
2
(
∆
pij−1
2
(
· · · (∆pi12 (B))))).
The above proof can be extended to the case where we have n processes. 
5. Multiphase Acyclic Pushdown Networks
In this work, we go further and extend the model of acyclic PDNs by allowing dynamic changes in the definition of the
network. This section is devoted to the definition of this new model.
AMultiphaseAcyclic PushdownNetwork (MAPN) is given by a tupleM = (N1, . . . ,Nm, T )where for every j ∈ {1, . . . ,m},
Nj = (P j1, . . . ,P jn, Rj) is an acyclic PDN where for i ∈ {1, . . . , n}, P ji = (Pi,Γi,∆ji). T is a set of transitions of the form
(Ni,Φ,Nj)where i, j ∈ {1, . . . ,m} andΦ ⊆∏k≤n PkΓ ∗k is a recognizable set of configurations.
We can think of the network Nj as an acyclic network over the processes (P1, . . . ,Pn), where each process Pi (i ∈
{1, . . . , n}) executes only the rules ∆ji, and where these processes observe each other according to the structure Rj. T is a
phase graph: a transition (Ni,Φ,Nj) ∈ T means that if the acyclic PDN Ni is in a configuration (p1w1, . . . , pnwn) ∈ Φ , then
the network can move from a phase where the processes behave according to the network Ni to a phase where they behave
according to Nj, i.e., from Ni to Nj.
Let G be the underlying graph of T , i.e., (i, j) ∈ G iff there exists in T a transition of the form (Ni,Φ,Nj). We say that T is
cyclic (resp. acyclic) iff G is cyclic (resp. acyclic). The networkM is said to be cyclic (resp. acyclic) iff T is cyclic (resp. acyclic).
An indexed configuration of the MAPN is a pair 〈(p1w1, . . . , pnwn), i〉 where (p1w1, . . . , pnwn) ∈ ∏nk=1 PkΓ ∗k , and i ∈{1, . . . ,m}. The index i records the current phase of the network. A configuration of theMAPN is a tuple (p1w1, . . . , pnwn) ∈∏n
k=1 PkΓ
∗
k .
We define a transition relation⇒M between indexed configurations as follows: 〈(p1w1, . . . , pnwn), i〉 ⇒M 〈(p′1w′1, . . . ,
p′nw′n), j〉 if and only if:
• (p1w1, . . . , pnwn) = (p′1w′1, . . . , p′nw′n), and there is (Ni,Φ,Nj) ∈ T such that (p1w1, . . . , pnwn) ∈ Φ ,• (p1w1, . . . , pnwn) =⇒Nj (p′1w′1, . . . , p′nw′n) and i = j.
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We extend ⇒M to configurations in ∏nk=1 PkΓ ∗k as follows: (p1w1, . . . , pnwn) ⇒M (p′1w′1, . . . , p′nw′n) iff there ex-
ist two phase indices i and j in {1, . . . ,m} such that 〈(p1w1, . . . , pnwn), i〉 ⇒M 〈(p′1w′1, . . . , p′nw′n), j〉. Let ⇒ ∗M de-
note the reflexive transitive closure of⇒M . Let C be a set of (indexed) configurations. We define postM(C) and post∗M(C)
in the usual manner. Let C be a set of indexed configurations. C is said to be recognizable if and only if the set
Cj = {(p1w1, . . . , pnwn)|〈(p1w1, . . . , pnwn), j〉 ∈ C} is recognizable for every j, 1 ≤ j ≤ m. As usual, the reachability
problem between two sets of (indexed) configurations C1 and C2, for a MAPN M , is to determine whether there are two
(indexed) configurations c1 ∈ C1 and c2 ∈ C2 such that c1 ⇒ ∗Mc2.
6. The reachability problem for MAPNs
In this section, we study the reachability problem for the model MAPN. First, we show that reachability for PDN is
polynomially reducible to reachability in MAPN. Thus, reachability is undecidable in general for MAPNs. Then, we define
two MAPN subclasses for which reachability becomes decidable.
Theorem 6.1. The reachability problem for PDNs is polynomially reducible to its corresponding problem for MAPNs.
Proof. Let N = (P1, . . . ,Pn, R) be a PDN where for every i ∈ {1, . . . , n}, Pi = (Pi,Γi,∆i) is a communicating pushdown
system. It is easy to see that if N is acyclic, then it can be seen as a MAPNwith one phase. If N is cyclic, we construct a MAPN
M = (N1, . . . ,Nn, T ) such that the reachability problem for N is polynomially reducible to its corresponding problem for
M . The idea consists in decomposing N into n acyclic subnetworks N1, . . . ,Nn such that the behavior of each subnetwork
Nj (1 ≤ j ≤ n) is also a behavior of N , and such that any behavior of N can be obtained by performing a certain number
of switches between the different Nj’s. For this, we need to ensure that (1) R = ⋃1≤j≤n Rj (where Rj is the graph of the
subnetwork Nj); and that (2) for every j, 1 ≤ j ≤ n, the subnetwork Nj allows process Pj to observe all the processes that it
can observe in N . This ensures that all the rules of Pj that can be applied in N can also be applied inM .
Formally, these subnetworks can be computed as follows: Nj = (P j1, . . . ,P jn, Rj) is an acyclic PDN such that Rj is
the maximal acyclic relation containing the subset R ∩ ({j} × {1, . . . , n}) (this ensures that in Nj, Pj observes all the
processes it can observe in N). Moreover, for every j ∈ {1, . . . , n} and for every i ∈ {1, . . . , n}, P ji = (Pi,Γi,∆ji) is
a communicating pushdown system such that the set of transition rules ∆ji is defined as follows: ∆
j
i = ∆i if ({i} ×
{1, . . . , n}) ∩ R = ({i} × {1, . . . , n}) ∩ Rj (i.e., if P ji can observe in Nj all the processes that Pi observes in N); and ∆ji = ∅
otherwise. The set of rules of the processes Pi that do not observe in Nj all the processes that they observe in N is made
empty in order to not activate in Nj rules of Pi that cannot be activated in N . Moreover, M has to allow a switch from any
network Ni to any network Nj (1 ≤ i, j ≤ n), i.e. T = {(Ni,∏n`=1 PlΓ ∗l ,Nj) | i, j ∈ {1, . . . , n}}.
Then, it is clear that (p1w1, . . . , pnwn) =⇒∗N (p′1w′1, . . . , p′nw′n) iff (p1w1, . . . , pnwn) =⇒∗M (p′1w′1, . . . , p′nw′n). 
As an immediate consequence of Theorem 6.1 and Proposition 4.1 we have:
Proposition 6.1. The reachability problem is undecidable for MAPNs.
Unfortunately, we can show that this undecidability holds even for acyclic MAPNs. We show that solving this problem
would imply a decision procedure for Post’s Correspondence Problem (PCP).
Theorem 6.2. The reachability problem between two (indexed) configurations is undecidable for acyclic MAPNs. This holds even
if the phase graph has a single transition.
Proof. We show that solving this problem would imply a decision procedure for Post’s Correspondence Problem (PCP). Let
u1, . . . , un and v1, . . . , vn be two sequences of words over an alphabetΣ , and let a1, . . . , an, b1, . . . , bn be letters not inΣ .
We construct an MAPNM = (N1,N2, T ) such that:
• for every j ∈ {1, 2}, Nj = (P j1,P j2,P j3, Rj) is an acyclic PDN, where:
– for i ∈ {1, 2, 3}, P ji = (Pi,Γi,∆ji) is a communicating pushdown system;
– R1 = {(1, 2), (2, 3)} and R2 = {(2, 3), (3, 1)} are two acyclic relations.
• T = {(N1,Φ,N2)}whereΦ = P1Γ ∗ × P2Γ ∗2 .
Then, deciding whether
c ′ ∈ post+N2(post+N1(c))
for two configurations c and c ′ would imply a decision procedure for PCP. The idea is as follows:
1. During the first phase, i.e., in N1 whereP1 observesP2 who observesP3;P3 pushes the words ui in its stack. During this
time, P2 can put bi in its stack if the last word put by P3 is ui, whereas P1 can put ai in its stack if the last letter put by
P2 is bi. This ensures that if P1 pushes ai1ai2 · · · aik in its stack, then necessarily:• P2 has in its stack bl1bl2 · · · bln , and• P3 has in its stack uj1uj2 · · · ujm ,
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such that i1i2 · · · ik is a subsequence of l1l2 · · · ln which is a subsequence of j1j2 · · · jm. This is due to the fact that since P1
observesP2, it can be slower thanP2 in pushing the ai’s; and similarly, sinceP2 observesP3, it can be slower thanP3 in
pushing the bi’s.
2. During the second phase, i.e., in N2 where P2 observes P3, who observes P1; P1 can pop the al’s. P3 pops the word vj
from its stack if the last letter popped by P1 is aj and process P2 pops the letter bi if the last word popped by P3 is vi.
This ensures that if P1 has popped ah1ah2 · · · ahs from its stack, then P3 has popped vg1vg2 · · · vgr and P2 has popped
bf1bf2 · · · bfz such that f1f2 · · · fz is a subsequence of g1g2 · · · gr which is a subsequence of h1h2 · · · hs.
The two items above infer that from a configuration where the three processes have empty stacks, we can reach a
configuration where the three processes have empty stacks by first executing N1 and then N2 iff the sequences of indices
h1h2 · · · hs, g1g2 · · · gr , f1f2 · · · fz , i1i2 · · · ik, l1l2 · · · ln, and j1j2 · · · jm are the same, and ui1ui2 · · · uik = vi1vi2 · · · vik . 
6.1. Reachability for finitely-constrained MAPNs
We can show that reachability becomes decidable for MAPNs when the constraints in the phase graph are finite sets of
configurations.
Definition 6.1. A MAPNM = (N1, . . . ,Nm, T ) is called finitely-constrained if T is a set of transitions of the form (Ni,Φ,Nj)
where i, j ∈ {1, . . . ,m} andΦ ⊆∏k≤n PkΓ ∗k is a finite set of configurations.
In [11], we showed that the reachability problem between two recognizable sets of configurations for acyclic PDNs is
decidable. Thanks to this result, we show that in finitely-constrained MAPNs, reachability can be reduced to reachability in
a finite graph:
Proposition 6.2. The reachability problem between recognizable sets of (indexed) configurations is decidable for finitely-
constrained MAPNs.
Proof. Let M = (N1, . . . ,Nm, T ) be a finitely-constrained MAPN. Let C and C ′ be two recognizable sets of indexed
configurations of M (the case where C and C ′ are sets of configurations is similar). For every j ∈ {1, . . . ,m}, let Cj =
{(p1w1, . . . , pnwn) | 〈(p1w1, . . . , pnwn), j〉 ∈ C} and C ′j = {(p1w1, . . . , pnwn) | 〈(p1w1, . . . , pnwn), j〉 ∈ C ′}. We show that
the reachability problem ofM is reducible to the reachability problem for a finite directed graph T . We sketch hereafter the
construction of the directed graph T . For each transition (Ni,Φ,Nj) ∈ T and for each configuration c ∈ Φ , the graph T has
a node n(i,c,j). For each set Cj (resp. C ′j ), with j ∈ {1, . . . ,m}, the graph T has a node nCj (resp. nC ′j ). The set of direct edges of
T is defined as the smallest set satisfying the following conditions:
• For every pair of nodes n(i,c,j) and n(j,c′,k), i, j, k ∈ {1, . . . ,m}, there is an edge from the node n(i,c,j) to the node n(j,c′,k) iff
c =⇒∗Nj c ′ (which is decidable thanks to [11]).• For every pair of nodes nCi and n(i,c,j), i, j ∈ {1, . . . ,m}, there is an edge from the node nCi to the node n(i,c,j) iff the
configuration c is reachable from the set Ci by the acyclic PDN Ni (which is also decidable thanks to [11]).
• For every pair of nodes n(i,c,j) and nC ′j , i, j ∈ {1, . . . ,m}, there is an edge from the node n(i,c,j) to the node nC ′j iff the set of
configurations C ′j is reachable from the configuration c by the acyclic PDN Nj.• For every pair of nodes nCi and nC ′i , i ∈ {1, . . . ,m}, there is an edge from the node nCi to the node nC ′i iff the set of
configurations C ′i is reachable from the set Ci by the acyclic PDN Ni.
Then, it is clear that there is a path in the directed graph T from a node nCi , for some i ∈ {1, . . . ,m}, to a node nC ′j , for
some j ∈ {1, . . . ,m}, iff the set of configurations C ′ is reachable byM from the set of configurations C . 
6.2. Reachability for stable acyclic MAPNs
In this section, we define the class of stable acyclic MAPNs and show that it effectively preserves recognizability. Hence,
its reachability problem is decidable.
Definition 6.2. An MAPNM = (N1, . . . ,Nm, T ) is stable if for every j ∈ {1, . . . ,m}, Nj = (P j1, . . . ,P jn, Rj) is a stable acyclic
PDN.
We show that stable acyclic MAPNs effectively preserve recognizability. This is due to the fact that (1) stable acyclic
PDNs effectively preserve recognizability, and (2) the phase graphs for acyclic MAPNs are acyclic. This allows to obtain the
reachability set for stable acyclic MAPNs by successively applying the algorithm underlying Theorem 4.1 a finite number of
times.
Theorem 6.3. Let M = (N1, . . . ,Nm, T ) be a stable acyclic MAPN and let C be a recognizable set of (indexed) configurations of
M. Then post∗M(C) is effectively recognizable.
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Proof. We give the proof for recognizable indexed configurations. The same proof can also be applied for recognizable
configurations. Let C be a recognizable set of indexed configurations of M . For every j ∈ {1, . . . ,m}, let Cj = {(p1w1, . . . ,
pnwn) | 〈(p1w1, . . . , pnwn), j〉 ∈ C}. Then, post∗M(C) can be computed as follows:
• we take all the sequences of indices i1, . . . , ik+1 ∈ {1, . . . ,m} such that for every ` ∈ {1, . . . , k}, T contains a transition
of the form: (Ni` ,Φ`,Ni`+1), and
• we compute post∗Nik+1
(
p˜ost∗Nik
(
· · · (p˜ost∗Ni1 (Ci1)))
)
, where p˜ost∗Ni` (L) = post
∗
Ni`
(L) ∩ Φ` for every set L ⊆∏ni=1 PiΓ ∗i .
Since T is acyclic, the ij’s are all different, i.e., for j 6= l, ij 6= il. Therefore, there exists a finite number of possible such
sequences i1, . . . , ik+1; and it suffices to take the union over all these computed sets. These sets can be computed because
(1) for every s ∈ {1, . . . ,m}, Ns preserves effectively recognizability since it is a stable acyclic PDN, (2) Φs is a recognizable
set, and (3) recognizable sets are effectively closed under intersection. 
Since recognizable sets are effectively closed under intersection, we get:
Corollary 6.1. The reachability problem between recognizable sets of (indexed) configurations is decidable for stable acyclic
MAPNs.
7. Bounded phase switch reachability for MAPNs
We consider in this section the reachability problem for generalMAPNs. Since this problem is undecidable, we consider
bounded switch reachability, where the number of switches between the different phases (the different networks Ni) is
bounded.
Definition 7.1. Let M = (N1, . . . ,Nm, T ) be a MAPN where for every j ∈ {1, . . . ,m}, Nj = (P j1, . . . ,P jn, Rj) is an acyclic
PDN. We define the k-switch transition relation between indexed configurations inductively as follows:
• 〈(p1w1, . . . , pnwn), i〉 0=⇒M 〈(p′1w′1, . . . , p′nw′n), j〉 if and only if i = j and (p1w1, . . . , pnwn) =⇒∗Ni (p′1w′1, . . . , p′nw′n).
• 〈(p1w1, . . . , pnwn), i〉 k+1=⇒M 〈(p′1w′1, . . . , p′nw′n), j〉 if and only if there is an indexed configuration 〈(p′′1w′′1 , . . . , p′′nw′′n), l〉
such that: 〈(p1w1, . . . , pnwn), i〉 k=⇒M 〈(p′′1w′′1 , . . . , p′′nw′′n), l〉; 〈(p′′1w′′1 , . . . , p′′nw′′n), l〉 ⇒M 〈(p′′1w′′1 , . . . , p′′nw′′n), j〉; and
(p′′1w
′′
1 , . . . , p
′′
nw
′′
n) =⇒∗Nj (p′1w′1, . . . , p′nw′n).
k=⇒M is extended to configurations as follows: (p1w1, . . . , pnwn) k=⇒M (p′1w′1, . . . , p′nw′n) iff there exist two phase
indices i and j such that 〈(p1w1, . . . , pnwn), i〉 k=⇒M 〈(p′1w′1, . . . , p′nw′n), j〉.
The k-bounded switch reachability problem for MAPNs between two sets of (indexed) configurations C and C ′ consists
in determining whether there are c ∈ C and c ′ ∈ C ′ such that c k=⇒M c ′. Intuitively, this means that c k=⇒M c ′ iff the
(indexed) configuration c ′ can be reached from c after switching at most k times the phase of the network according to the
phase graph T . In this case, we say that c ′ is k-bounded reachable from c .
Unfortunately, even k-bounded switch reachability is undecidable for cyclic as well as acyclic MAPNs. Indeed, it is easy to
see that performing k-bounded reachability inM amounts to performing ‘‘unrestricted’’ reachability in the acyclic network
defined by (N1, . . . ,Nm, Tk), where Tk is obtained by considering all the possible paths of T having at most k transitions.
Therefore, it follows from Theorem 6.2 that:
Corollary 7.1. The k-bounded reachability problem between recognizable sets of (indexed) configurations is undecidable for
MAPNs. This holds even for k = 1.
However, it follows from Corollary 6.1 and the observation above that:
Corollary 7.2. The k-bounded switch reachability problem between recognizable sets of (indexed) configurations is decidable for
stableMAPNs.
The result above can be used to construct a semi-decision procedure for the k-bounded switch reachability problem
for general MAPNs. Let M = (N1, . . . ,Nm, T ) be a MAPN, the idea consists in taking advantage of the fact that k-bounded
switch reachability is decidable for stable networks. To do so, we compute a stable networkM ′ = (N ′1, . . . ,N ′m′ , T ′) s.t. the
processes in M ′ have the same behaviors as those in M but can perform more phase switches. This ensures that given two
configurations c and c ′, c k=⇒M ′ c ′ infers that there exists k′ such that c k
′=⇒M c ′. This gives the semi-decision procedure
since we can decide k-bounded reachability forM ′ thanks to its stability.
Theorem 7.1. Let M be a MAPN. Then, we can compute a stable MAPN M ′ such that for every recognizable sets C and C ′ of
(indexed) configurations, if C ′ is k-bounded reachable from C by M, there exists k′ ≥ k such that C ′ is k′-bounded reachable from
C by M ′.
T. Touili, M.F. Atig / Theoretical Computer Science 411 (2010) 3460–3468 3467
Proof. Let M = (N1, . . . ,Nm, T ) be a MAPN. To compute the stable network M ′, the idea consists in decomposing every
acyclic PDN Nj (j ≤ m) into stable subnetworks N1j , . . . ,N ijj such that the behavior of each subnetwork N lj is also a behavior
of Nj, and such that any behavior of Nj can be obtained by performing a certain number of switches between the different
N lj ’s.
These subnetworks can be computed as follows: N jl = ((P j1)l, . . . , (P jn)l, Rj)where for 1 ≤ i ≤ n, (P ji )l = (P ji ,Γi, (∆ji)l)
s.t. (∆ji)l ⊆ ∆ji, and the obtained network N jl is stable. In other words, the (N lj )’s are obtained by restricting the set
of the pushdown rules of the network Nj in order to get a network that satisfies the stability condition. Moreover, we
make sure that whenever a rule φ : (p, γ ) ↪→ (p′, w) can be fired in Nj, then there exists an index l such that the
same rule can be fired in N lj (this condition is easy to satisfy by imposing that ∆
j
i =
⋃ij
l=1(∆
j
i)l). M
′ is then the network
M ′ = (N11 , . . . ,N i11 , . . . ,N1m, . . . ,N imm , T ′), where T ′ is defined as follows.
• For every j ∈ {1, . . . ,m}, T ′ has to allow a switch from any networkNhj to any networkN lj (h, l ∈ {1, . . . , ij}). This ensures
that the behaviors that can occur in Nj without any switch in M can also be performed by performing a certain number
of switches between the different N lj ’s inM
′.
• Moreover, T ′ needs to keep the switches allowed by T , i.e., if T allows tomove froma givenNj to anotherNl (i.e., (Nj,Φ,Nl)
is in T ), then T ′ should also allow to move from any Nj subnetwork Nhj to any Nl subnetwork N
h′
l , for h ≤ ij and h′ ≤ il (of
course, while respecting the constraintsΦ).
Note that the new phase graph T ′ is cyclic even if T is acyclic. 
8. A semi-algorithm for the reachability problem for general PDNs
We show in this section howwe can use the previous results on bounded phase switch reachability for MAPNs to derive
a semi-algorithm to check reachability for general PDNs (even cyclic ones). Let N = (P1, . . . ,Pn, R) be a PDN, where
for i, 1 ≤ i ≤ n, Pi = (Pi,Γi,∆i) is a communicating pushdown system. The construction underlying Theorem 6.1
produces a MAPN M such that reachability in N can be reduced to reachability in M . Let C and C ′ be two recognizable
sets of configurations of N . Then, if C ′ is reachable from C in N , there exists an index k such that C ′ is k-bounded reachable
from C inM . Thus, the semi-algorithm given in the previous section can be used to check reachability inN , and thus in PDNs.
This technique generalizes the algorithms proposed in [7,9,12] for bounded context-switch analysis, where the analysis
is performed by bounding the number of interleavings between the different processes of the network. Indeed, our notion
of phase is more general than the notions of context used in these works in the sense that, if we encode our model in those
proposed in [7,9,12], one single phase according to our definition may correspond to an unbounded number of context
switches in their models. Thus, our bounded phase analysis may allow an arbitrary number of context switches (in the
sense of [7,9,12]). We give in the next paragraph an example of a system where this holds.
8.1. Bounded-phase vs. bounded-context reachability
In the following, we construct a family N1,N2,N3, . . . of stable acyclic PDNs (corresponding to one phase MAPNs) such
that deciding the reachability problem for a network Nk (k ≥ 1) using the algorithms in [7,9,12] needs at least k context-
switches; whereas we can decide this in one step since stable acyclic PDNs effectively preserve recognizability. Formally, for
every k ≥ 1, the networkNk is defined by the tuple (P k1 ,P k2 , R)where for every i ∈ {1, 2},P ki is a communicating pushdown
system and R = {(1, 2)} is the communication structure (P k1 can observe the control states of P k2 ). For every k ≥ 1 and for
every i ∈ {1, 2}, the process P ki is defined by the tuple (Pki ,Γ ki ,∆ki )where: (1) Pki = {p1i , . . . , pk+1i } is a finite set of control
states, (2) Γ ki = {γ 1i , . . . , γ k+1i } is a finite set of stack symbols, and (3) ∆ki is a finite set of transition rules. The set ∆k2 is
the smallest set such that for every 1 ≤ j ≤ k, P k2 has a rule that moves the control state from pj2 to pj+12 and replaces the
topmost symbol of the stack γ j2 by the symbol γ
j+1
2 , i.e. ∆
k
2 = {(pj2, γ j2) ↪→ (pj+12 , γ j+12 ) | 1 ≤ j ≤ k}. The process P k1 starts
executing from the control state pk+11 and the stack content γ
1
1 . For every 1 ≤ j ≤ k, if the control state of P k2 is pj2, P k1 can
push in its stack the symbol γ j+11 , i.e. the rule {pj2} : (pk+11 , γ j1) ↪→ (pk+11 , γ j+11 γ j1) is in∆k1. Then, for every ` ∈ {2, . . . , k+1},
if the control state of P k2 is p
k+1
2 , P
k
1 can move its control state from p
`
1 to p
`−1
1 while popping the symbol γ
`
1 from the stack,
i.e. the rule {pk+12 } : (p`1, γ `1 ) ↪→ (p`−11 , ) is in∆k1. Thus, deciding whether the configuration (p11γ 11 , pk+12 γ k+12 ) is reachable
by Nk from the initial configuration (pk+11 γ
1
1 , p
1
2γ
1
2 ) needs at least k context-switches (in the sense of [7,9,12]).
8.2. A case study: a bluetooth driver in Windows NT
We used our PDNmodel to describe two versions of the Bluetooth driver inWindows NT, and we used our techniques to
find the bugs of this driver that were reported in [13,10]. The bugs that are found are data race bugs described as reachability
queries. We found the bugs after 8 phase switches for the first version, and 14 phase switches for the second version.
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9. Conclusion and applications
In this paper, we consider networks of communicating pushdown systems where the processes can read the control
states of the other ones according to a given communication structure. Reachability in such a model being undecidable, we
consider networkswith acyclic communication graphs.We define the class of stable acyclic PDNs and show that it effectively
preserves recognizability. Then, we consider networks with dynamic changes of the communication structures (MAPNs).
This model being Turing powerful, we give conditions under which reachability or bounded-phase reachability become
decidable for MAPNs, and give a semi-algorithm to decide bounded-phase reachability for general MAPNs and PDNs. Our
MAPN and PDNmodels can be used to describe concurrent programs. For example, it can model two versions of aWindows
NT Bluetooth driver. Our techniques can be applied to find the bugs of these drivers reported in [13,10].
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