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Damping effects in hole-doped graphene: the relaxation-time approximation
I. Kupcˇic´
Department of Physics, Faculty of Science, University of Zagreb, P.O. Box 331, HR-10002 Zagreb, Croatia
The dynamical conductivity of interacting multiband electronic systems derived in Ref. 1 is shown
to be consistent with the general form of the Ward identity. Using the semiphenomenological form
of this conductivity formula, we have demonstrated that the relaxation-time approximation can be
used to describe the damping effects in weakly interacting multiband systems only if local charge
conservation in the system and gauge invariance of the response theory are properly treated. Such
a gauge-invariant response theory is illustrated on the common tight-binding model for conduction
electrons in hole-doped graphene. The model predicts two distinctly resolved maxima in the energy-
loss-function spectra. The first one corresponds to the intraband plasmons (usually called the
Dirac plasmons). On the other hand, the second maximum (pi plasmon structure) is simply a
consequence of the van Hove singularity in the single-electron density of states. The dc resistivity
and the real part of the dynamical conductivity are found to be well described by the relaxation-
time approximation, but only in the parametric space in which the damping is dominated by the
direct scattering processes. The ballistic transport and the damping of Dirac plasmons are thus the
questions that require abandoning the relaxation-time approximation.
PACS numbers: 78.67.Wj, 72.80.Vp, 73.22.Pr, 71.45.Gm
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I. INTRODUCTION
Vertex corrections are the key to quantitative under-
standing of both transport phenomena and low- and
high-energy electron-hole and collective excitations in
solids. [2, 3] Their role becomes even more pronounced
when the system under consideration has several bands
at the Fermi level and in addition the electrical conduc-
tivity is low-dimensional. [4, 5] Therefore, graphene is
ideally suited for studying the effects associated with dif-
ferent types of vertex corrections. Graphene is a two-
dimensional material with two pi bands in the vicinity
of the Fermi level in which the (electron or hole) doping
level can be easily tuned by the electric field effect. [6–8]
There is a relatively good understanding of the single-
electron properties based on the detailed angle-resolved
photoemission spectroscopy (ARPES) investigations on
pure, doped, and even heavily doped samples. The com-
parison of the single-electron Green’s functions extracted
from ARPES [9] and the electron-hole propagators ex-
tracted from resistivity and reflectivity measurements [6–
8] as well as from electron-loss spectroscopy experiments
[10, 11] provides direct information about the nature of
the electron-electron interactions and about the role of
vertex corrections in different response functions.
From the theoretical standpoint, it is essential to use
the response theory which treats the single-electron self-
energy contributions and the vertex corrections on the
same footing. If the relaxation processes in the sys-
tem under consideration are related predominantly to
the scattering by impurities, the standard method of
impurity-averaged propagators can be applied. [2, 12, 13]
However, if the interactions (bare or renormalized) are
retarded, we usually end up analyzing Bethe–Salpeter
equations (or the related quantum transport equations)
in a way consistent with the Dyson equations for elec-
trons and phonons. [1, 14]
In graphene, conduction electrons are assumed to be
weakly interacting, and, in principle, one can use the ap-
proximate solution of the Bethe–Salpeter equations in
which the electron-hole self-energy is replaced by the
memory function, or even by the frequency-independent
relaxation rate. [15] In this paper, the quantum trans-
port equations from Refs. 1 and 14 are applied to hole-
doped graphene. The dispersions of the electron-hole ex-
citations and of the collective plasmon excitations are
calculated beyond the Dirac cone approximation. For
the purpose of comparison with the previous work, the
damping effects are introduced in the semiphenomenolog-
ical way. The vertex corrections are implicitly included
through the general Ward identity relations, which con-
nect three types of the RPA (random phase approxima-
tion) irreducible real-time correlation functions. These
relations are interesting in themselves because they take
care of both local charge conservation in the system and
gauge invariance of the response theory. The detailed
microscopic analysis of the intraband memory function
in doped graphene, which is an obvious generalization of
the intraband relaxation rate, will be given in the accom-
panying article. [14]
Precisely speaking, this paper is devoted to the elec-
trodynamic properties of weakly interacting multiband
electronic systems described by an exactly solvable bare
Hamiltonian in the case in which the Lorentz local field
corrections are negligible. The Hamiltonian includes
also the retarded phonon-mediated electron-electron in-
teractions, the non-retarded long-range and short-range
Coulomb interactions, the electron scattering processes
from static disorder, and the coupling to external fields.
We shall label the microscopic longitudinal dielectric
function by ε(q, ω), with the macroscopic dielectric func-
tion being its value at q ≈ 0. This function is given by
2[1, 16, 17]
ε(q, ω) ≈ 1− v(q)χ(q, ω)
≈ ε∞(q, ω)− v(q)χtot(q, ω)
≈ ε∞(q, ω) + v(q)
∑
αβ
i
ω
qασ
tot
αβ (q, ω)qβ , (1)
where the dielectric susceptibility of interest χtot(q, ω) =
χintra(q, ω)+χinter(q, ω) is the sum of the intraband and
interband contributions, and σtotαβ (q, ω) is the correspond-
ing conductivity tensor. Here, ε∞(q, ω) describes both
the contributions originating from the rest of the high-
frequency excitations and the local field corrections to
σtotαβ (q, ω).
For q not too large, the problem of calculating ε(q, ω)
in the gauge-invariant manner reduces to determining the
gauge-invariant form of the conductivity tensor. There-
fore, the general relations connecting the charge and cur-
rent density fluctuations and the causality principle re-
quirement are an essential part of a proper theoretical
description of both the low- and high-energy electrody-
namic properties of such a system, including the damp-
ing of different types of elementary excitations. Pure and
doped graphene are both very interesting two-band ex-
amples in which ε∞(q, ω) can be approximated by the
real constant ε∞, at least for ~ω < 5 eV, and the to-
tal Hamiltonian includes, in principle, all aforementioned
contributions. [15, 18]
In Sec. II we consider the total Hamiltonian in
graphene beyond the Dirac cone approximation and show
all elements in it in the representation which is com-
monly used in the analysis of multiband electronic sys-
tems. In Secs. III and IV the Ward identity relations are
derived in the multiband case in which local field effects
in σαβ(q, ω) are negligible. In Secs. V−VII the results
are combined with the relaxation-time approximation to
obtain the consistent description of the dynamical con-
ductivity and the Dirac and pi plasmons in hole-doped
graphene. Section VIII contains concluding remarks.
II. HOLE-DOPED GRAPHENE
In hole-doped graphene conduction electrons are de-
scribed by the Hamiltonian [15, 18]
H = Hel0 +H
ph
0 +H
′
1 +H
′
2 +H
ext. (2)
H is shown here in two representations commonly used in
multiband electronic systems, in the diagonal Bloch rep-
resentation {Lk} and in the representation of the delocal-
ized orbitals {lk}. [1] For example, the bare electronic
contribution Hel0 , which represents an exactly solvable
two-band tight-binding problem, takes the form
Hel0 =
∑
ll′
∑
kσ
H ll
′
0 (k)c
†
lkσcl′kσ =
∑
Lkσ
εL(k)c
†
LkσcLkσ. (3)
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FIG. 1: (Color online) The solid lines represent the electron
dispersions (6) along the K′ − Γ − K line in the Brillouin
zone, for t = 2.52 eV. The dashed lines are the asymmetric
dispersions corresponding to the finite overlap integral s =
0.07 and t = 3 eV. The diamonds are the dispersions obtained
by solving the LDA–Kohn–Sham equations. [19] The dot-
dashed line labels the position of the Fermi level EF in a
typical hole-doped case (EF = −0.5 eV). [6–8, 15]
Here, c†lnσ and
c†Lkσ =
1√
N
∑
ln
eik·RnUk(L, l)c
†
lnσ =
∑
l
Uk(L, l)c
†
lkσ
(4)
are, respectively, the electron creation operators in the
lth orbital in the unit cell at the position Rn and in the
band labeled by the band index L. The Uk(L, l) are the
elements of the transformation matrix which connects
these two representations.
The change to the {sk} representation, which is widely
used in the literature focused on the physics of graphene,
is straightforward. The index l = A,B labels two dif-
ferent 2pz orbitals on two carbon sites in the unit cell,
and the band index s = pi∗, pi (or s = +1,−1) labels the
corresponding 2pz bands. The relevant matrix elements
are H ll0 (k) = εpz = 0 and H
BA
0 (k) = t(k), resulting in
Hel0 =
∑
s=pi∗,pi
∑
kσ
εs(k)c
†
skσcskσ, (5)
where
εpi∗(k) = |t(k)|, εpi(k) = −|t(k)|, (6)
t(k) = −∑3j=1 tj e−ik·rj , and
|t(k)| = t
√
3 + 2 coskxa+ 4 cos
kxa
2
cos
√
3kya
2
. (7)
The transformation matrix elements Uk(s, l) are given by
Eq. (C1).
Here, t1 = t2 = t3 ≡ t are the bond energies
in equilibrium, associated with electron hopping pro-
cesses from the 2pz orbital in question to three neigh-
boring carbon atoms at positions r1 = (a1 + a2)/3,
3r2 = (a2 − 2a1)/3, and r3 = (a1 − 2a2)/3 [a1 = a(1, 0)
and a2 = a(1/2,
√
3/2) are the primitive vectors of the
Bravais lattice and a =
√
3aCC = 2.46 A˚]. The electron
dispersions (6) are illustrated in Fig. 1 by the solid lines,
while the diamonds represent the dispersions from Ref. 19
obtained by solving the ab initio LDA–Kohn–Sham equa-
tions.
A more realistic tight-binding model includes the over-
lap between the neighboring 2pz orbitals, described by
the overlap parameter s, and/or the hopping between
second neighbors, described by the parameter t′. [15, 20]
In the t′ = 0 case, the resulting electron dispersions
are of the form εpi∗(k) = |t(k)|/(1 − (s/t)|t(k)|) and
εpi(k) = −|t(k)|/(1 + (s/t)|t(k)|) (dashed lines in the
figure). The comparison with the LDA-Kohn–Sham dis-
persions shows that t ≈ 3 eV and s ≈ 0.07. Without
loss of generality, here we restrict our attention to the
s = 0, t′ = 0 case, with t ≈ 2.52 eV, where all relevant
vertex functions in H are simple functions of the auxil-
iary phase θk (see Appendix C) and the effective mass
parameter mxx = (2~
2/ta2) is equal to the free electron
mass. As seen in the figure, this tight-binding dispersions
give a reasonable approximation for occupied electronic
states in the hole-doped case.
The coupling between conduction electrons and ex-
ternal electromagnetic fields is obtained by the gauge-
invariant tight-binding minimal substitution. [1, 21–25]
The result is the expression (B1) in Appendix B. How-
ever, for the longitudinal polarization of the fields, the
case which is of primary interest here, we can use the
gauge E(r, t) = −∂V tot(r, t)/∂r and write the coupling
Hamiltonian as
Hext =
∑
q
V ext(q)ρˆ(−q), (8)
where
ρˆ(q) =
∑
LL′
∑
kσ
eqLL
′
(k,k+)c
†
LkσcL′k+qσ (9)
is the total monopole-charge density operator, consist-
ing of the intraband (L′ = L) and interband (L′ 6= L)
contributions, and k+ = k + q. The general struc-
ture of the monopole-charge vertex functions qLL
′
(k,k+),
as well as of the corresponding current vertex functions
JLL
′
α (k,k+), is given in Appendix B as well. We will also
see in Appendix A that there is a close relation between
these two vertex functions, Eq. (A3), in which the wave
vector q can take any direction. [1] In the simplest case,
corresponding to q = qαeˆα, this relation reduces to
~qαJ
LL′
α (k,k+) = εL′L(k+,k)eq
LL′(k,k+), (10)
where εL′L(k
′,k) = εL′(k
′)− εL(k).
Hph0 is the bare phonon Hamiltonian
Hph0 =
∑
νq′
1
2Mν
[
p†νq′pνq′ +
(
Mνωνq′
)2
u†νq′uνq′
]
(11)
given in terms of the phonon field uνq′ and the conjugate
field pνq′ . Here, ωνq′ is the bare phonon frequency, ν is
the phonon branch index, and Mν is the corresponding
effective ion mass. The electron-phonon coupling Hamil-
tonian can be shown in the following way
H ′1 =
∑
νLL′
∑
kq′σ
GL
′L
ν (k+,k)√
N
(
bνq′ + b
†
ν−q′
)
c†L′k+q′σcLkσ
≡
∑
νq′
gν√
N
uνq′
∑
LL′
∑
kσ
qL
′L
ν (k+,k)c
†
L′k+q′σcLkσ, (12)
where uνq′ =
√
(~/2Mνωνq′)(bνq′ + b
†
ν−q′) and k+ =
k+q′. This expression includes the scattering by acous-
tic and optical phonons as well as the scattering by static
disorder. The latter scattering channel will be labeled
by ν = 0. For example, to obtain the corresponding
(H ′1)
2 contribution to the memory function Mα(k, ω) in
Eq. (68), we set the frequency ω0q′ equal to zero and re-
place |GLL′0 (k,k+)|2[1 + 2f b(ω0q′)]/N by |V LL
′
(k,k+)|2
[V LL(k,k+) = (V (q)/N)
∑
l Uk(l, L)U
∗
k+q(l, L
′) is the
usual parameterization of the intraband scattering term
[18]]. The coupling between conduction electrons and
in-plane optical phonons in graphene is described by
qLL
′
ν (k,k+), which is given by Eq. (C12). [26–28]
In the short-range part of H ′2, it is common to use
the intraband scattering approximation, [4, 5] where the
scattering processes in which electrons change the band
are neglected, resulting in
H ′2 =
1
2V
∑
LL′L1L
′
1
∑
kk′q
∑
σσ′
ϕ
LL′1L1L
′
σσ′ (q)c
†
Lkσc
†
L′
1
k′+qσ′
×cL1k′σ′cL′k+qσ
=
1
2V
∑
LL′L1L
′
1
∑
qσσ′
ϕ
LL′1L1L
′
σσ′ (q)ρˆ
LL′
σ (q)ρˆ
L′1L1
σ′ (−q).
(13)
The bare Coulomb interaction ϕ
LL′1L1L
′
σσ′ (q) ≈ e2v(q) +
δL′,LδL1,LδL′1,Lgσσ′(q), is decomposed into the long-
range Coulomb term v(q) (= 2pi/q) and into the total
intraband short-range interaction gσσ′ (q).
III. GENERALIZED KUBO FORMULAE
In the microscopic gauge-invariant analysis of the con-
ductivity tensor σαα(q, ω) in the case in which local field
effects can be neglected, it is convenient to use the four-
current representation of the density operators Jˆµ(q) and
introduce the microscopic real-time RPA irreducible 4×4
response tensor by [16, 21]
V piµν(q, t) = − i
~
θ(t)
〈[
Jˆµ(q, t), Jˆν(−q, 0)
]〉
irred
≡ 〈〈Jˆµ(q); Jˆν(−q)〉〉irredt
≡ θ(t)Ψµν(q, t). (14)
4The density operators are given by
Jˆµ(q) =
∑
LL′
∑
kσ
JLL
′
µ (k,k+)c
†
LkσcL′k+qσ, (15)
with
JLL
′
µ (k,k+) =
 J
LL′
α (k,k+), µ = α = 1, 2, 3
eqLL
′
(k,k+), µ = 0
. (16)
The µ = α = x, y, z are the three current vertices and µ =
0 is the monopole-charge vertex function from Eq. (9).
The band index L runs over all bands of interest.
It is customary to show the Fourier transform of
piµµ(q, t) as the Fourier–Laplace transform of the re-
sponse function Ψµµ(q, t), [16]
V piµµ(q, ω) =
∫ ∞
0
dt eiωt−ηtΨµµ(q, t). (17)
This expression can be integrated by parts with respect
to time twice, leading to
V piµµ(q, ω) = − 1
ω2
[
Φµµ(ω)− Φµµ(0)
]
, (18)
where
Φµµ(ω) = 〈〈[Jˆµ(q), H ]; [Jˆµ(−q), H ]〉〉irredω . (19)
The expressions (18)–(19) will be referred to as the gen-
eralized Kubo formulae for the four-current correlation
functions piµµ(q, ω). Their importance is twofold.
For µ = 0, it is easily seen that the commutator in
Eq. (19) is actually the definition relation for the current
density operator Jˆα(q),
[Jˆ0(q), H ] ≈ [Jˆ0(q), Hel0 ] =
∑
α
~qαJˆα(q). (20)
In this case, Eqs. (18) and (19) reduce to the well-known
results, the first and the second Kubo formula for the
conductivity tensor [16]∑
β
σαβ(q, ω)qβ = ipiα0(q, ω), (21)
σαβ(q, ω) =
i
ω
[
piαβ(q, ω)− piαβ(q)
]
. (22)
For µ = α, on the other hand, Eqs. (18) and (19) give
the basic relations from the microscopic memory-function
theory. [29] These expressions will be studied in detail
in Ref. 14. In the present two-band case, Eqs. (21) and
(22) reduce to∑
β
σtotαβ (q, ω)qβ = ipi
tot
α0 (q, ω), (23)
σtotαβ (q, ω) =
i
ω
[
pitotαβ (q, ω)− pitotαβ (q)
]
. (24)
JJ µ JJν µν JJν µ
JJν µ JJν µ
FIG. 2: The Bethe–Salpeter expression for the current-
current correlation function piCµν(q). [1, 4, 21]
IV. WARD IDENTITY
To understand the way in which the vertex corrections
enter in the conductivity tensor within the relaxation-
time approximation, it is helpful also to derive the rela-
tions (21) and (22) at zero temperature beginning with
the definition of the causal RPA irreducible 4×4 response
tensor [2, 3, 30]
~V piCµν(q, t) = −i
〈
Ψ0
∣∣T [Jˆµ(q, t)Jˆν (−q, 0)]∣∣Ψ0〉irred〈
Ψ0
∣∣Ψ0〉 .
(25)
To do this, we first use the usual definition of the auxil-
iary RPA irreducible electron-hole propagator [1, 21]
~
2ΛLL
′
µ (k, k+) = GL(k)GL′(k+)ΓLL
′
µ (k, k+) (26)
and remember that piCµν(q, ω) can be expressed in terms
of ΛLL
′
µ (k, k+) in the following two equivalent ways
piCµν(q) = −i~
∑
LL′
∑
σ
∫
dd+1k
(2pi)d+1
JLL
′
µ (k,k+)Λ
L′L
ν (k+, k)
(27)
and
piCµν(q) = −i~
∑
LL′
∑
σ
∫
dd+1k
(2pi)d+1
ΛLL
′
µ (k, k+)J
L′L
ν (k+,k)
(28)
(see Fig. 2). Equations (27) and (28) are known as
the Bethe–Salpeter expressions for piCµν(q). In Eq. (26),
ΓLL
′
µ (k, k+) is a renormalized version of the vertex func-
tion JLL
′
µ (k,k+), and k = (k, k0), with k0 = ω, is the
four-component wave vector. Finally, d = 2 in graphene.
The Ward identity is the identity relation connecting
ΓLL
′
0 (k, k+) with the three renormalized current vertices
ΓLL
′
α (k, k+). [21] The straightforward calculation leads
to
3∑
µ=0
qµΓ
LL′
µ (k, k+) =
∑
α
qαΓ
LL′
α (k, k+)− ωΓLL
′
0 (k, k+)
= JLL
′
0 (k,k+)
[G−1L (k)− G−1L′ (k+)].
(29)
5It can also be shown in the following way
3∑
µ=0
qµ~
2ΛLL
′
µ (k, k+) = J
LL′
0 (k,k+)
[GL′(k+)− GL(k)].
(30)
The difference G−1L (k)− G−1L′ (k+) on the right-hand side
of Eq. (30) satisfies the Dyson relation
G−1L (k)− G−1L′ (k+)
≈ εL′L(k+,k)/~− ω +ΣL′(k+)− ΣL(k), (31)
with εLL(k+,k)/~ − ω ≈
∑
µ qµv
L,0
µ (k,k+) in the in-
traband channel. The relation (29) is the generalization
of the well-known single-band Ward identity [21] to the
multiband case. Not surprisingly, in the ideal conduc-
tivity regime it reduces to Eqs. (10) and (A4). Notice
that in this case the factor qα on the right-hand side of
equation comes from the expansion of εLL(k+,k) and
qLL
′
(k,k+), L
′ 6= L, in powers of qα.
After simple algebraic manipulations with Eqs. (28)
and (30), we obtain the relation∑
µ
qµpi
C
µν(q) =
∑
µ
qµpiµν(q) = −
∑
µ
qµ
e2nµν(q)
m
. (32)
The latter is known as the four-current representation of
the charge continuity equation, which takes care of both
local charge conservation and gauge invariance. In this
expression, n0ν(q) = nν0(q) = 0,
nαβ(q) =
∑
LL′
1
V
∑
kσ
m
e2
JLL
′
α (k,k+)J
L′L
β (k+,k)
εL′L(k+,k)
×[nL(k) − nL′(k+)] (33)
is the total number of charge carriers, and
nL(k) = −i
∫ ∞
−∞
dk0
2pi
GL(k) (34)
is the momentum distribution function at zero temper-
ature. This quantity is found to be essential for un-
derstanding the electrodynamic properties of quasi-one-
dimensional systems [4] as well as the ballistic conduc-
tivity regime in graphene [22].
The effective number of charge carriers nintraαβ , defined
by
nintraαβ =
1
V
∑
Lkσ
mvLα (k)v
L
β (k)
(
− ∂nL(k)
∂εL(k)
)
=
1
V
∑
Lkσ
γLLαβ (k)nL(k), (35)
and
ninterαβ =
∑
L′( 6=L)
1
V
∑
Lkσ
m
e2
(
JLL
′
α (k,k+)J
L′L
β (k+,k)
εL′L(k+,k)
+
JL
′L
α (k+,k)J
LL′
β (k,k+)
εL′L(k+,k)
)
nL(k) (36)
are, respectively, the intraband and interband parts
in nαβ(q) at q ≈ 0. Here, γLLαβ (k) =
(m/~2)∂2εL(k)/∂kα∂kβ is the dimensionless recipro-
cal effective mass tensor [in graphene, it is given by
Eq. (C9)].
The expression (32) represents a compact way of writ-
ing the relations [21]
ωpi00(q) =
∑
α
qαpiα0(q), (37)
ωpi0α(q) =
∑
β
qβ
(
piβα(q) +
e2nβα(q)
m
)
. (38)
In the normal metallic state, Eq. (38) is nothing more
than the relation (22), because
e2
m
nβα(q) = −piβα(q) (39)
in this case. Similarly, Eq. (37), together with Eq. (21),
gives the gauge-invariant form of the dielectric suscepti-
bility [16]
χ(q, ω) ≡ pi00(q, ω) = 1
iω
∑
αβ
qασαβ(q, ω)qβ , (40)
which is consistent with the aforementioned definition
of the macroscopic dielectric function, Eq. (1). In the
present case, this expression reduces to
χtot(q, ω) ≡ pitot00 (q, ω) =
1
iω
∑
αβ
qασ
tot
αβ (q, ω)qβ . (41)
V. INTRABAND DYNAMICAL
CONDUCTIVITY
A. Hydrodynamic formulation
An essential step towards the general microscopic for-
mulation of electrodynamic properties of multiband elec-
tronic systems is to separate the intraband contributions
to the microscopic response functions from the interband
ones. In most cases of interest the low-energy physics
is completely described in terms of the intraband con-
tributions, and in a rich variety of weakly interacting
electronic systems we can introduce the quantity usually
called the intraband memory function MLL(k,q, ω) phe-
nomenologically and describe the macroscopic response
functions in question in terms of MLL(k,q, ω). [16, 31]
In the diagrammatic language, the memory function
MLL(k,q, ω) is nothing but the self-energy of the in-
traband electron-hole pair in the approximation called
the memory-function approximation. [1, 14] In the case
in which MLL(k,q, ω) is independent of ω, the memory
function reduces to the relaxation rate ΓLLα (k) multiplied
by i ; i.e., MLL(k,q) ≈ iΓLLα (k) ≡ i/τLtr(k). Therefore,
to obtain the intraband memory-function conductivity
6formula in a phenomenological way, it usually suffices to
use the common textbook form [32–34] of the intraband
conductivity obtained by means of the relaxation-time
approximation and replace i/τtr(k) by M
LL(k,q, ω).
Caution is in order regarding the ballistic conductivity
regime in graphene where the interband conductivity is
non-zero down to ω ≈ 0. For this reason, the general
expressions presented below are expected to be directly
applicable to doped graphene for |EF| not too small. In
the |EF| → 0 limit, the result depends on how the ω → 0
limit is taken, as already pointed out in Refs. 23 and 25.
To obtain a rough justification of this simple method
of calculating σintraαα (q, ω) beyond the relaxation-time ap-
proximation, let us consider the common hydrodynamic
derivation of this function. Our puprose here is to present
the formalism which includes the intraband electron-
electromagnetic field vertex corrections in a natural way,
at variance with the response theory [15, 18, 35] usually
used in graphene in which these corrections are neglected.
Evidently it is not easy to accept the quantitative descrip-
tion of the low-energy physics in both pure and doped
graphene within the response theory in which the lead-
ing role is played by the q ≈ 0 scattering processes and,
at the same time, the electron-electromagnetic field ver-
tex corrections, which lead to the identical cancellation
of these scattering processes, are disregarded.
We combine here the constitutive relation for the mi-
croscopic real-time RPA irreducible current-monopole
correlation function piintraα0 (q, ω) from Eq. (21),
J intraα (q, ω) = pi
intra
α0 (q, ω)V
tot(q, ω)
=
1
V
∑
Lkσ
JLLα (k,k+)〈c†LkσcLk+qσ〉ω
≈ 1
V
∑
Lkσ
evLα(k)δn
LL(k,q, ω), (42)
with the generalized self-consistent RPA equation(
i~
∂
∂t
+ εL(k)− εL(k+)
)(
c†LkσcLk+qσ
)
t
= −
∫ t
−∞
dt′ ~MLL(k,q, t− t′)(c†LkσcLk+qσ)t′
+
(
[c†LkσcLk+qσ, H ]
)stoh
t
+
(
c†LkσcLkσ
−c†Lk+qσcLk+qσ
)
eqLL(k+,k)V
tot(q, t). (43)
Here, V tot(q, t) = V ext(q, t)+V ind(q, t) = (i/qα)Eα(q, t)
is the RPA screened scalar potential, and Eα(q, t) is the
corresponding macroscopic electric field. The expression
in the third row of Eq. (42) is the standard Fermi liquid
representation for J intraα (q, ω), [32] where n
LL(k,q, ω) =
nL(k) + δn
LL(k,q, ω) = nL(k) + 〈c†LkσcLk+qσ〉ω and
vLα (k) = (1/~)∂εL(k)/∂kα represent, respectively, the
non-equilibrium distribution function and the bare elec-
tron group velocity. Finally, nL(k) = 〈c†LkσcLkσ〉 is the
momentum distribution function.
The equation (43) is reminiscent of the generalized
Langevin equation in which
(
[c†LkσcLk+qσ, H ]
)stoh
t
plays
the role of the stochastic force and the term containing
MLL(k,q, t − t′) is the friction term. It is easy to draw
standard conclusions from this equation. [16, 31] After
performing a Fourier transformation in time, the equa-
tion for the non-equilibrium average of
(
c†LkσcLk+qσ
)
ω
becomes[
~ω + ~MLL(k,q, ω) + εL(k)− εL(k+)
]
δnLL(k,q, ω)
=
[
nL(k)− nL(k+)
]
eqLL(k+,k)V
tot(q, ω).
(44)
The result is the expression for the intraband conductiv-
ity tensor σintraαα (q, ω) = (i/qα)pi
intra
α0 (q, ω) [the intraband
part in Eq. (23)],
σintraαα (q, ω) =
1
V
∑
Lkσ
i~|JLLα (k,k+)|2
nL(k) − nL(k+)
εLL(k+,k)
× 1
~ω + εLL(k,k+) + ~MLL(k,q, ω)
, (45)
which covers all physically relevant regimes with the ex-
ception of the static screening.
On the other hand, the standard Fermi liquid theory
treats σintraαα (q, ω) in a way consistent with Eq. (37). It
is easily seen that it gives the correct description of the
static screening as well. [32, 36] In this case, Eq. (44) is
replaced by[
~ω + εL(k)− εL(k+)
]
δnLL(k,q, ω)
+~MLL(k,q, ω)δnLL1 (k,q, ω)
=
[
nL(k)− nL(k+)
]
eqLL(k+,k)V
tot(q, ω), (46)
and the result is the following [1]
σintraαα (q, ω) =
1
V
∑
Lkσ
i~|JLLα (k,k+)|2
nL(k) − nL(k+)
εLL(k+,k)
× ~ω
~ω(~ω + ~MLL(k,q, ω)) − ε2LL(k,k+)
. (47)
As usual, δnLL1 (k,q, ω) represents the contribution
to δnLL(k,q, ω) which is proportional to vLα (k), and
nL(k) = (1/β~)
∑
iωn
GL(k, iωn) [this expression for
nL(k) holds in pure graphene as well]. The same result is
obtained in Ref. 1 by considering the quantum transport
equations in the memory-function approximation.
B. Generalized Drude formula
For long wavelengths, Eqs. (45) and (47) reduce to the
macroscopic conductivity tensor from the macroscopic
Maxwell equations. In this limit, we can use the usual
simplifications, JLLα (k,k+) ≈ evLα (k), qLL(k+,k) ≈ 1,
εLL(k,k+) ≈ 0, and MLL(k,q, ω) ≈ MLLα (k, ω) (i.e.,
7the memory function is assumed to depend on the direc-
tion of q = eˆαqα, but not on its magnitude). The result
is the intraband memory-function conductivity formula
σintraαα (ω) =
ie2
m
1
V
∑
Lkσ
(
− ∂nL(k)
∂εL(k)
)
m[vLα (k)]
2
ω +MLLα (k, ω)
(48)
and the expression for the corresponding current-current
correlation function
piintraαα (ω) =
e2
m
1
V
∑
Lkσ
m[vLα (k)]
2 ∂nL(k)
∂εL(k)
MLLα (k, ω)
ω +MLLα (k, ω)
.
(49)
It is easily seen that the latter function plays an impor-
tant role in studying the q′ ≈ 0 in-plane optical phonons
in graphene as well. [26] It is usually mistaken for the
function
piintraαα (ω)− piintraαα (0)
= −e
2
m
1
V
∑
Lkσ
m[vLα (k)]
2 ∂nL(k)
∂εL(k)
ω
ω +MLLα (k, ω)
.
(50)
The generalized Drude formula for conductivity ten-
sor, which is a widely applicable method for analyzing
measured reflectivity spectra, [37] describes the case in
which the dependence ofMLLα (k, ω) in Eq. (45) on k and
L can be neglected. The result is [29]
σintraαα (ω) ≈
ie2nintraαα
m(ω +M1α(ω))
,
piintraαα (ω) ≈ −
e2nintraαα
m
M1α(ω)
ω +M1α(ω)
, (51)
where nintraαα is the effective number of charge carriers
given by Eq. (35). For ω ≪ Γ1α(0), we can also write
σintraαα (ω) ≈
ie2neffαα(ω)
m(ω + iΓ1α(ω))
, (52)
where neffαα(ω) = n
intra
αα /(1+λα(ω)) is the renormalized ef-
fective number of charge carriers, Γ1α(ω) =M
i
1α(ω)/(1+
λα(ω)), and λα(ω) = M
r
1α(ω)/ω.
C. Ordinary Drude formula
The ordinary Drude formula follows from Eq. (52)
after using the relaxation-time approximation, where
neffαα(ω) ≈ neffαα(0) ≡ neffαα and Γ1α(ω) ≈ Γ1α(0) ≈ Γ1.
The result is
σintraαα (ω) ≈
ie2neffαα
m(ω + iΓ1)
. (53)
In weakly interacting electronic systems, ~M i1α(0) = (1+
λα(0))~Γ1α can be extracted from measured dc resistivity
data by using the first equality in
σdcαα =
e2nintraαα
mM i1α(0)
=
e2neffαα
mΓ1α
=
e2nintra,0αα
mM i,01α (0)
=
e2nh
mγ1
(54)
[here V0nh = 2 − V0n, V0 =
√
3a2/2 is the unit cell
volume, and nintra,0αα is obtained by replacing nL(k) in
Eq. (35) by fL(k)]. In this way, it is possible to get
the damping energy ~M i1α(0) at different temperatures
and different doping levels which gives the exact descrip-
tion of the relaxation processes at zero frequency. It is
the first important parameter which describes the damp-
ing effects in weakly interacting electronic systems. Evi-
dentlyM i1α(0) must not be confused with Γ1α. It must be
noticed that the dc conductivity of hole-doped graphene
is usually analyzed by using the expression [6, 7]
σdcαα = enhµh, (55)
where the doped holes are characterized by their mobility
µh = (e/mγ1) rather than by the damping energies from
Eq. (54).
The q ≈ 0 dielectric susceptibility associated with the
conductivity (53) is
χintra(q, ω) ≈
∑
α
q2αe
2neffαα
mω(ω + iΓ1)
. (56)
This expression differs from its usual textbook form [19,
36, 38–40]
χintra(q, ω) =
e2
V
∑
Lkσ
fL(k)− fL(k+)
~ω + εLL(k,k+) + i~Γ1
≈
∑
α
q2αe
2nintra,0αα
m(ω + iΓ1)2
(57)
by a factor of (ω + iΓ1)/ω.
D. Hole-doped graphene
Actually, there is a wide class of electronic systems
(doped graphene being the example) in which the ex-
pressions (51)–(54) and (56) are applicable. Namely, in
the case in which the Fermi surface is nearly isotropic
and MLL(k,q, ω) ≈ M1α(|k|, ω), we can approximate
the memory function MLL(k,q, ω) by M1α(kF, ω), and
the dynamical conductivity reduces again to Eq. (51)
with M1α(ω) replaced by M1α(kF, ω). The dc conduc-
tivity and the q ≈ 0 dielectric susceptibility are given,
respectively, by Eqs. (54) and (56) with the implicit de-
pendence of both M1α(0) and Γ1 on kF. The doping-
dependent measurements on hole- and electron-doped
graphene have shown that M i,01α (0) ∝ 1/kF, which, to-
gether with nintra,0αα ∝ kF, leads to the proportionality
between σdcαα and nh ∝ k2F, for not too small nh. In this
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FIG. 3: (Color online) The real part of the dynamical conduc-
tivity (61) in hole-doped graphene obtained by means of the
relaxation-time approximation. The parameters of the model
are t = 2.52 eV, EF = −0.5 eV, ~Γ1 = 10 meV, ~Γ2 = 50
meV, T = 150 K, and q = (qx, 0). The solid line in the inset
of figure represents the ordinary Drude formula (53). a0 is
the Bohr radius.
way one obtains the direct link between the parameters
of the dc conductivity (54) and Eq. (55). [15]
The solid line in the inset of Fig. 3 illustrates
σintraαα (q, ω) at q ≈ 0 in a typical experimental situation in
graphene, corresponding to the Fermi energy EF = −0.5
eV. However, to obtain good agreement with experiment
in the infrared region, one must use Eq. (52), together
with Eq. (62) for the interband contribution. In such
a phenomenological analysis, one starts with the appro-
priate assumption for the imaginary part of the memory
function M i1α(ω) and then calculate M
r
1α(ω) by means
of the Kramers–Kronig relations. The parameters in
M i1α(ω) obtained in this way are a clear indication that
the intraband relaxation-time approximation fails when
the frequencies approach the infrared region. The com-
parison of the predictions of the relaxation-time approx-
imation from Fig. 3 with experimental data from Ref. 8
at ~ω ≈ EF leads to the same conclusion.
The inset of figure also shows how σintraαα (q, ω) from
Eq. (45) depends on the wave vector q along the Γ−K
line in the first Brillouin zone. The intraband Landau
damping is associated with the creation of real intraband
electron-hole pairs. The usual representation of the ele-
mentary excitations in hole-doped graphene in the ideal
conductivity regime is shown in Fig. 4, including these ex-
citations as well as the real interband electron-hole pair
excitations and the intraband plasmon modes. In both
figures, |εL(k+)− εL(k)| = q~vF can be identified as the
upper edge for the intraband electron-hole pair excita-
tions [vF = (
√
3at/2~) is the Fermi velocity].
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FIG. 4: (Color online) Elementary excitations in hole-doped
graphene in the random-phase approximation [for EF =
~ωF = −0.5 eV and q = (qx, 0)]. The solid and dashed lines
represent the intraband plasmon dispersions calculated by us-
ing, respectively, ε∞(q, ω) = 1 and ε˜∞(q, ω) = 1 in Eqs. (1)
and (67).
VI. TRANSVERSE CONDUCTIVITY SUM
RULE
A. Bare effective numbers of charge carriers
The effective number nintra,0αα is shown in Fig. 5 as a
function of the nominal concentration of conduction elec-
trons n and compared to the bare density of states
ρ0(EF) =
1
V
∑
Lkσ
δ(εL(k)− EF). (58)
For the pi band almost empty, we obtain nintra,0αα ≈ n
[notice that γpipiαα(k) ≈ 1 and mxx ≈ m in this case],
the result which is typical of the ordinary 2D metallic
systems. In this case, the dc conductivity σdcαα = enµ
is described indeed in terms of the electron mobility µ.
On the other hand, in the Dirac regime 1.7 < V0n ≤ 2
[corresponding to |vpi(k)| ≈ vF], the result is nintra,0αα ≈
(m|EF|/~2pi), or V0nintra,0αα ≈ (m/mxx)(3t/4)V0ρ0(EF),
leading to nintra,0αα ∝
√
nh. [15]
We can also calculate the bare total number of charge
carriers ntot,0αβ (q) in two 2pz bands by using the procedure
from Sec. IV,
ntot,0αβ (q) =
∑
LL′
1
V
∑
kσ
m
e2
JLL
′
α (k,k+)J
L′L
β (k+,k)
×fL(k) − fL′(k+)
εL′L(k+,k)
. (59)
These two effective numbers are expected to be of rele-
vance in considering the electrodynamic properties of the
doped graphene samples which are not too close to the
ballistic conductivity regime. In the latter case, we have
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FIG. 5: (Color online) The dependence of the effective number
V0n
intra,0
αα , Eq. (35) with nL(k) replaced by fL(k), and the
density of states V0ρ0(EF), Eq. (58), on the electron doping
in hole-doped graphene. Notice that nintra,0αα ≈ n for V0n≪ 2
and that nintra,0αα ≈ (3t/4)ρ0(EF) ∝ √nh for V0nh ≪ 2.
to use the renormalized effective numbers nintraαβ (q) and
ntotαβ(q), which are calculated by means of the renormal-
ized Green’s functions GL(k, iωn). [14, 18]
B. Two-band dynamical conductivity
In principle, the renormalized effective numbers
nintraαβ (q) and n
tot
αβ(q) can be extracted from measured re-
flectivity data with the aid of the transverse conductivity
sum rule [32, 41]
8
∫ ∞
0
dω
1
a0
Re{σiαα(q, ω)} = V0niαα(q)Ω20 =
[
Ωipl(q)
]2
,
(60)
i = intra, tot, Here, Ω0 =
√
4pie2/ma0V0 is the auxil-
iary frequency scale. In the leading approximation, the
transverse conductivity σtotαα(q, ω) can be calculated by
using Eq. (A8) in which the transverse current-dipole
correlation function piαα˜(q, ω) is replaced by the longi-
tudinal current-dipole correlation function piαα˜(q, ω) =
(i/qα)piα0(q, ω). [1, 16, 23]
It must be emphasized that the sum rule (60) is the
general result, which is a direct consequence of the Kubo
formula (24) [or the Ward identity relation (38)] and the
Kramers–Kronig relation for Re{σtotαα(q, ω)}. The most
important fact about this sum rule is that it is insensitive
to details of the scattering Hamiltonian H ′ = H ′1 +H
′
2,
and, consequently, can be used as a simple direct test of
gauge invariance of the total conductivity formula. It is
not hard to see that the expression (56) for the q ≈ 0
intraband dielectric susceptibility is gauge invariant, at
variance with the widely used expression (57).
The semiphenomenological form of σtotαα(q, ω) which is
consistent with this general result is
σtotαα(q, ω) = σ
intra
αα (q, ω) + σ
inter
αα (q, ω), (61)
where σintraαα (q, ω) ≈ σintraαα (ω) and σinterαα (q, ω) ≈ σinterαα (ω)
are given, respectively, by Eq. (53) and by
σinterαα (q, ω) =
1
V
∑
L 6=L′
∑
kσ
i~|JLL′α (k,k+)|2
εL′L(k+,k)
× nL(k)− nL′(k+)
~ω + εLL′(k,k+) + i~Γ2
. (62)
The total (two-band) conductivity obtained in this way is
illustrated in Fig. 3 by the solid and the dot-dot-dashed
line. It is worth noticing that, although the experimental
relation σdcαα ∝ nh suggests that the number nh is the
effective number of charge carriers that participate in the
low-energy physics of hole-doped graphene, the intraband
transverse conductivity sum rule shows that this effective
number is actually equal to nintraαα .
The interband memory function can be introduced
phenomenologically by replacing the damping energy iΓ2
in Eq. (62) with MLL
′
(k,q, ω), L 6= L′. In the simplest
approximation, it is the sum of the electron self-energy
from the upper band and the hole self-energy from the
lower band. Although the corresponding vertex correc-
tions are important (for example, in explaining the oc-
currence of the Wannier excitons in a general case), they
are usually neglected. In graphene, this simplification
is incorrect, and, consequently, requires reconsiderations
because the energy difference εLL′(k,k+) in the denomi-
nator of Eq. (62) becomes very small for |EF| → 0, lead-
ing to σinterαα (q, ω ≈ 0) 6= 0 in this limit. [23, 25]
VII. ENERGY LOSS FUNCTION
A. Plasma oscillations
It is apparent that in simple two-band models the
extended generalized Drude formula (61) can support
two different low-frequency collective modes. [36] The
first one, usually called the intraband plasmon (the
Dirac plasmon in graphene), involves the oscillations of
doped holes/electrons, with the frequency ωpl(q) pro-
portional to the square root of the effective number
nintraαα (q, ωpl(q)). In the leading approximation, this effec-
tive number is obtained by expanding Eq. (45) in powers
of qα and writing the result in the form
σintraαα (q, ω) ≈
ie2
ω +M1α(ω)
1
V
∑
Lkσ
[vLα (k)]
2
(
− ∂nL(k)
∂εL(k)
)
×
[
1 +
(
vLα (k)qα
ω
)2
+ . . .
]
=
ie2
m(ω +M1α(ω))
nintraαα (q, ω). (63)
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At a crude level, nintraαα (q, ω) ≈ nintraαα [1 +
3〈[vLα (k)]2〉q2/ω2] can be approximated by nintraαα
from Eq. (35).
On the other hand, in the second mode all elec-
trons from the two bands oscillate with a much
higher frequency ωtotpl (q), which is proportional to√
ntotαα(q, ω
tot
pl (q)). The effective number n
tot
αα(q, ω
tot
pl (q))
is obtained by expanding Eq. (61) in powers of qα.
ntotαα(q) from Eq. (59), taken at q = 0, is the leading
contribution to this number.
Strictly speaking, these two plasmon frequencies corre-
spond to two roots of the longitudinal dielectric function
Re{ε(q, ω)}. In multiband electronic systems, the fre-
quency of the intraband plasmon is finite only if one of
the bands is partially full. It is also evident that the
second plasmon is clearly visible in Re{ε(q, ω)} only if
the bands in question are narrow and the direct inter-
band threshold energy is not too high. [17] Only in this
case the ”interband” plasmons cannot decay directly into
interband electron-hole pair excitations.
For frequencies ω ≈ ωpl(q), the inverse of the dielectric
function of graphene and the screened long-range inter-
action v˜(q, ω) can be shown in the form [19, 40]
1
ε(q, ω)
=
ω2/ε∞
ω2 − ω2pl(q, ω) + iωΓpl(q, ω)
,
v˜(q, ω) =
v(q)
ε(q, ω)
=
(ω2/ε∞)v(q)
ω2 − ω2pl(q, ω) + iωΓpl(q, ω)
. (64)
The Dirac plasmon frequency ωpl(q) is a root of
Re{ε(q, ω)}. It comprises three contributions,
ω2pl(q) ≈ [ω0pl(q)]2 +
2piq
ε∞
ωpl(q)Im{σinterαα (q, ωpl(q))}
+
2piq
ε∞
[
Re{piintraαα (q, ωpl(q))} − piintraαα (q)
]
. (65)
The first one is the square of the bare frequency
[ω0pl(q)]
2 = (2pie2q/mε∞)n
intra
αα (q), with small q de-
pendent corrections included [notice that the model for
the dc conductivity (55) is consistent with the relation
[ωpl(q)]
2 ≈ (2pie2q/m)nh]. The second one describes the
dynamical screening effects and the third one presum-
ably small residual terms. Any complete treatment of
the Dirac plasmons should include the estimation of this
residual contribution.
On the other hand, the damping effects come from the
direct and indirect intraband and interband absorption
processes in
~Γpl(q, ω) = qa0
2pi~
a0ε∞
Re{σtotαα(q, ω)}. (66)
As mentioned above, the relaxation-time approximation
gives a reasonable description of the direct absorption
processes, but underestimates the indirect absorption
processes typically one order of magnitude. Therefore,
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FIG. 6: (Color online) The dependence of the real part of
the dielectric function (67) on ~ω, for EF = −0.5 eV and for
two values of the wave vector q = (qx, 0), qxa0 = 0.005 and
0.02. The solid and dashed lines correspond, respectively, to
ε∞(q, ω) = 1 and ε˜∞(q, ω) = 1.
the detailed study of the damping energy ~Γpl(q, ω) re-
quires the theory beyond the relaxation-time approx-
imation, the one which is capable of explaining both
the ω = 0 part in M i1α(ω), M
i
1α(0), and the frequency
dependent corrections ∆M i1α(ω) [M
i
1α(ω) = M
i
1α(0) +
∆M i1α(ω)]. Nevertheless, a good quantitative under-
standing of the energy loss measurements is possible by
inserting Re{σtotαα(q, ω)} [or M i1α(ω)], taken from reflec-
tivity measurements, into Eq. (66).
For simplicity we rewrite ε(q, ω) from Eq. (1) in the
form
ε(q, ω) ≈ ε˜∞(q, ω) + v(q)
∑
α
i
ω
q2ασ
intra
αα (q, ω), (67)
where σintraαα (q, ω) is given by Eq. (45), and in the nu-
merical calculations we use the relaxation-time approx-
imation. Figure 6 illustrates the real part of ε(q, ω) in
hole-doped graphene for EF = −0.5 eV, qxa0 = 0.01
and 0.03, and ε∞ = 1. As mentioned above, to esti-
mate ωpl(q) independently, we multiply the frequency
Ωintrapl (q = 0) =
√
(e2/2a0)8|EF|/~ from Eq. (60) by√
qa0/2
√
1 + (3/2)(vFq/ω)2. For ~ωpl(q) < |EF|, the
agreement between this frequency (dashed lines in the
figure) and the result of the former approach (solid lines)
is surprisingly good considering that the real and imag-
inary part of Eq. (67) are both complicated functions
of ω and q. [19] The dominant correction to ω0pl(q) ≈√
qa0/2Ω
intra
pl comes from the dynamical screening ef-
fect. This effect, together with the interband Landau
damping, is also responsible for the disappearance of the
second (”interband”) plasmon mode in graphene.
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FIG. 7: (Color online) Solid line: the real part of the dy-
namical conductivity, Eq. (61), in hole-doped graphene, for
EF = −0.5 eV, ~Γ1 = 10 meV, ~Γ2 = 50 meV, T = 150 K,
and qxa0 = 0.02. Dashed and dot-dashed lines: the corre-
sponding real and imaginary part of the dielectric function.
B. Dirac and pi plasmons
The energy loss function −Im{1/ε(q, ω)} is primar-
ily useful for studying collective modes of electronic sub-
system. Figure 7 illustrates Re{σxx(q, ω)} and the cor-
responding functions Re{ε(q, ω)} and Im{ε(q, ω)} for
EF = −0.5 eV in the 0−7.5 eV energy range. This
figure shows that the van Hove singularity in the den-
sity of states ρ(µ) at ~ω = −EvH ≈ 2.5 eV is accom-
panied by the singularity in both Re{σαα(q, ω)} and
Im{ε(q, ω)} at ~ω ≈ 5 eV and by the sharp decrease
in Re{ε(q, ω)} in the same energy region. The result-
ing function −Im{1/ε(q, ω)} is shown in Figs. 8 and 9.
There are two distinctly resolved maxima in this func-
tion. The first one is placed at the Dirac plasmon energy
~ω ≈ ~ωpl(q) and the second one at ~ω ≈ −2EvH ≈ 5
eV. Therefore, the first maximum is related to the first
zero of Re{ε(q, ω)} and illustrates the frequency and the
damping energy of the Dirac plasmon from Eqs. (65) and
(66). On the other hand, the second maximum (usually
called the pi plasmon) is simply a consequence of the sin-
gularity in the single-electron density of states. Its posi-
tion and half-width are both complicated functions of the
parameters in σtotxx (q, ω). Evidently the latter maximum
is absent in the Dirac cone approximation.
C. Microscopic treatment of relaxation processes
The comparison of Fig. 9 with the experimental data
from Ref. 10 shows that the relaxation-time approxima-
tion can be safely used in describing the pi plasmon struc-
ture in the energy loss function. On the other hand, it
gives only an oversimplified description of the damping of
Dirac plasmons, as already mentioned. Nevertheless, for
~ω ≈ ~ωpl(q) < |EF|, we can treat the damping energy
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FIG. 8: (Color online) The Dirac plasmon peak in the energy
loss function for different values of qxa0. The parameters are
the same as in Fig. 7.
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FIG. 9: (Color online) The pi plasmon peak in the energy
loss function for different values of q = (qx, 0). The spec-
tra are divided by qa0 for clarity. The imaginary part of
the screened long-range Coulomb interaction is Im{v˜(q, ω)} =
2pia0Im{1/qa0ε(q, ω)}.
~Γ1 as a fitting parameter. For example, ~Γ1 = 0.02 eV
[which is a factor of 2.5 larger than ~M i1α(0) extracted
from the dc resistivity] corresponds to the typical ex-
perimental value Re{σαα(0.2 eV)} ≈ 0.2 (pie2/2h). [8]
The inset of Fig. 10 illustrates the energy loss function
−Im{1/ε(q, ω)} obtained in this way for EF = −0.4 eV.
The result for qa0 = 0.001 and 0.0015 is in reasonably
good agreement with experiment. [11]
An alternative to this oversimplified description of the
damping effects at ~ω < |EF| is the microscopic memory-
function approach. [1, 29, 42] In this approach the intra-
band memory function is calculated by using the high-
energy expansion of the RPA irreducible 4 × 4 current-
current correlation functions piintraµν (q, ω) in Eq. (A7).
The contributions to the correlation functions piintraµν (q, ω)
which are second order in H ′ are shown for the boson-
mediated electron-electron interactions and for the non-
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FIG. 10: (Color online) Main figure: the dispersion of the
Dirac plasmons for EF = −0.4 eV. Inset of figure: the en-
ergy loss function −Im{1/ε(q, ω} calculated by means of the
relaxation-time approximation, for ~ω close to the energy of
the in-plane optical phonons and for ~Γ1 = 0.02 eV.
retarded electron-electron interactions in Figs. 11 and 12,
respectively. In the intraband scattering approximation
for the short-range electron-electron interactions, the ex-
plicit calculation of these two contributions to piintraαα (q, ω)
leads to the intraband memory function MLLα (k, ω) ≈
M
[2]
1α(k, ω) +M
[4]
1α(k, ω) + ∆M
LL
α (k, ω), where
~M
[2]
1α(k, ω) = −
1
N
∑
L′νk′
|GLL′ν (k,k′)|2
(
1− v
L′
α (k
′)
vLα (k)
)
×
∑
s=±1
∑
s′=±1
s′
[
f b(s′ωνk−k′) + f(sεL′(k
′))
]
~ω + iη + sεLL′(k,k′) + s′~ωνk−k′
,(68)
~M
[4]
1α(k, ω) = −
∑
k′qσ′
|ϕσσ′ (q)|2
V 2
1
vLα (k)
[
vLα (k) + v
L
α (k
′
+)
−vLα(k′)− vLα (k+)
]
[f(εL(k
′))− f(εL(k′+))]
×
∑
s=±1
f b(ω(k′+,k
′)) + f(εL(k+))
~ω + iη + sεLL(k,k′) + sεLL(k′+,k+)
, (69)
with ωLL(k
′
+,k
′) = εLL(k
′
+,k
′)/~.
The plasmon damping rate (66) describes in the first
place the decay of the plasmons into electron-hole exci-
tations. For example, in the process of the decay of the
Dirac plasmons from Fig. 10 an electron goes from a filled
state k to an empty state k′ with conservation of energy
and momentum. These processes are usually called the
indirect absorption processes. According to Eqs. (68)
and (69), they describe the creation of one electron-hole
pair in combination with another elementary excitation
(acoustic or optical phonon, or second electron-hole pair).
Although these processes are missing in the RPA-like il-
lustration in Fig. 4, they play an essential role in the
q
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L k
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q’
ν Jµ Jν Jµ Jν Jµ
FIG. 11: Three (H ′1)
2 contributions to piintraµν (q, ω), labeled by
2A1 (electron self-energy term), 2A2 (hole self-energy term),
and 2B = 2B1 + 2B2 (vertex correction).
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JµJµ
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FIG. 12: Four contributions to piintraµν (q, ω) out of eight con-
tributions that are proportional to (H ′2)
2 [or (H ′1)
4].
microscopic explanation of the damping effects in the re-
gion which is far away from the Landau damping.
We defer a full discussion of the microscopic memory-
function approach to Ref. 14. Here we only underline
the most important qualitative conclusions. (i) The
vertex corrections (diagrams 2B and 4B) are responsi-
ble for the exact cancellation of all retarded and non-
retarded (q ≈ 0) forward scattering contributions to
MLLα (k, ω). (ii) This conclusion holds for the scattering
by intraband plasmons as well, and makes the analysis
of MLLα (k, ω) much simpler than the analysis of the cor-
responding single-electron self-energy ΣL(k, ω). (iii) The
Aslamazov–Larkin contributions (diagrams 4C and 4D)
[12, 43] lead to the strong suppression of the normal back-
ward scattering processes, and, therefore, causes a fur-
ther reduction in MLLα (k, ω). In simple weakly interact-
ing systems the result is the imaginary part ofMLLα (k, ω)
which is dominated by the Umklapp backward scatter-
ing processes, in agreement with the common Fermi liq-
uid theory. [32–34] (iv) The situation is distinctly differ-
ent for hole-doped graphene because the intensity of the
Umklapp scattering processes is in general very sensitive
to the size and the shape of the Fermi surface.
The comparison with the results of the energy loss mea-
surements at energies ~ω comparable to the energy of
the in-plane optical phonons ~ωνq (the case illustrated
in the inset of Fig. 10) shows that the scattering by
disorder, by acoustic phonons, and by other electrons
can be represented by ~Γ01, which is nearly indepen-
dent of frequency (≈ ~Γ1 = 0.02 eV in Fig. 10). On
the other hand, the scattering by optical phonons in
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M
[2]
1α(k, ω) produces strong frequency dependent effects
for ~ωpl(q) ≈ ~ωνq < |EF|, and, therefore, this scattering
channel requires the detailed numerical analysis. In order
to understand the role of the vertex corrections in this
scattering channel in detail, we have to explain quantita-
tively not only the frequency dependence of MLL1α (k, ω)
but also the frequency dependence of the single-electron
self-energy ΣL(k, ω) extracted from ARPES measure-
ments [9, 44]. This question is left for future studies.
VIII. CONCLUSION
The Ward identity relation has been proven here for a
general multiband electronic model using the zero tem-
perature formalism. It is shown that this relation leads
to the same relations among the elements of the four-
current response tensor as the first and the second Kubo
formula for the conductivity tensor. The general criteria
for occurrence of the intraband and ”interband” plasmon
modes are briefly discussed as well.
We apply then the results to hole-doped graphene, and
determine the dispersions and the damping parameters
for the long-wavelength Dirac and pi plasmons. We have
demonstrated that it is possible to explain consistently
the damping of these collective modes, the relaxation
processes in the dynamical conductivity, and the single-
electron self-energy in ARPES spectra, even within the
relaxation-time approximation. It is pointed out that the
single-electron propagators are strongly affected by the
forward scattering processes, in particular by the scat-
tering by two-dimensional intraband plasmon modes. On
the other hand, these scattering processes are cancelled
identically in any gauge invariant form of the intraband
conductivity tensor.
The semiphenomenological memory-function conduc-
tivity model, when treated consistently with the gen-
eral Ward identity, is able to capture all aspects of the
retarded and non-retarded electron-electron interactions
in weakly interacting electronic systems. To extend the
theory to systems with strong local and/or short-range
interactions we must use a more accurate treatment of
the intraband and interband electron-hole propagators.
We shall give in the accompanying article [14] both the
detailed description of the response theory beyond the
relaxation-time approximation and the quantitative anal-
ysis of the memory function in hole-doped graphene.
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Appendix A: Kubo formulae
Electrodynamic properties of a general electronic sys-
tem with multiple bands at the Fermi level are naturally
described in terms of two real-time density correlation
functions [16]
χ˜(q, ω) =
∫ ∞
0
dt eiωt
1
V
1
i~
〈[
ρˆ(q, t), ρˆ(−q, 0)]〉, (A1)
σ˜αβ(q, ω) = β
∫ ∞
0
dt eiωt
1
V
〈
Jˆβ(−q, 0); Jˆα(q, t)
〉
. (A2)
The former one is the screened dielectric susceptibility
and the latter one is the screened dynamical conductiv-
ity tensor. The relations (A1) and (A2) are also known
as the Kubo formula for dielectric susceptibility and the
Kubo formula for conductivity, respectively. The sus-
ceptibility χ(q, ω) and the conductivity tensor σαβ(q, ω)
are simply the RPA irreducible parts of χ˜(q, ω) and
σ˜αβ(q, ω). [16]
It is also useful to introduce the notation Jˆα˜(q) =
−Pˆα(q), where Pˆα(q) is the dipole density operator and
JLL
′
α˜ (k,k+) = −PLL
′
α (k,k+) is the related vertex func-
tion. PLLα (k+,k) = −PLLα (k,k+) ≡ pα(q) = −ie/qα is
the intraband dipole vertex function. It is not hard to
show that for an arbitrary orientation of the wave vector
q, q =
∑
α qαeˆα, the dipole vertex function is connected
to that from Eq. (16) by the relations [1]
eqLL
′
(k,k+) = −i
∑
α
qαP
LL′
α (k,k+)
=
∑
α
qα
~JLL
′
α (k,k+)
εL′L(k+,k)
. (A3)
Notice that this relation can also be shown in the form∑
α
qαJ
LL′
α (k,k+)− ωeqLL
′
(k,k+)
= [−ω + εL′L(k+,k)/~]eqLL
′
(k,k+), (A4)
with
∑
α qαP
LL′
α (k,k+) = ieq
LL′(k,k+).
The definitions (A1) and (A2), together with the two
basic relations from macroscopic electrodynamics [17]
E(r, t) = −∂V
tot(r, t)
∂r
− 1
c
∂Atot(r, t)
∂t
, (A5)
∇ · J(r, t) + ∂ρ(r, t)
∂t
= 0, (A6)
lead now to [16]
χ(q, ω) ≡ pi00(q, ω) = 1
iω
∑
αβ
qασαβ(q, ω)qβ
=
1
ω
∑
α
qαpiα0(q, ω)
=
1
ω2
∑
αβ
qα
[
piαβ(q, ω)− piαβ(q)
]
qβ , (A7)
σαβ(q, ω) = piαβ˜(q, ω). (A8)
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The expression (A5) represents the gauge-invariant form
of the macroscopic electric field E(r, t), V tot(r, t) and
Atot(r, t) are the screened scalar and vector poten-
tials, and Eq. (A6) is the charge continuity equation.
Equations (A7) and (A8) are the Kubo expressions
for the RPA irreducible response functions χ(q, ω) and
σαβ(q, ω). The same expressions are derived in the main
text by integration by parts of the Fourier transform of
the monopole-monopole correlations function pi00(q, t).
Appendix B: Minimal substitution
The second way of obtaining the relations (A7) and
(A8) is to calculate the current Jµ(r, t) induced in the
medium by the vector and scalar potentials Atot(r, t)
and V tot(r, t). The coupling of these fields to the elec-
tronic subsystem is described by the coupling Hamilto-
nian Hext = Hext1 +H
ext
2 obtained by means of the gauge-
invariant minimal substitution, where [21, 45]
Hext1 = −
1
c
∑
qµ
Aµ(q)Jˆµ(−q),
Hext2 =
e2
2mc2
∑
qq′αβ
Aα(q− q′)Aβ(q′)γˆαβ(−q; 2), (B1)
and
Aµ(r, t) =
 A
ext
α (r, t), µ = α = 1, 2, 3
cV ext(r, t), µ = 0
. (B2)
The density operator in the second-order term,
γαβ(−q; 2), is the bare diamagnetic density operator, and
the γLL
′
αβ (k,k+; 2) are the corresponding vertex functions.
As pointed out in Sec. IV, local charge conservation (A6)
follows as a consequence of gauge invariance of (B1).
The result is
Jµ(q) = −1
c
∑
ν
(
piµν(q) +
e2ntotµν (q)
m
)
Atotν (q), (B3)
with ntot0ν = n
tot
ν0 = 0 and
ntotαβ(q) =
1
V
∑
Lkσ
γLLαβ (k,k+; 2)nL(k). (B4)
The comparison of Eq. (B4) with Eqs. (33), (35), and (36)
leads to the relation known as the effective mass theorem.
For example, for the contribution to γLLαβ (k,k+; 2) ≈
γLLαβ (k; 2) which are diagonal in the polarization index
α, we obtain [1, 45]
γLLαα (k; 2) = γ
LL
αα (k) +
m
e2
∑
L′( 6=L)
2JLL
′
α (k)J
L′L
α (k)
εL′L(k,k)
, (B5)
with γLLαα (k) = (m/~
2)∂2εL(k)/∂k
2
α again.
The four-divergence of Jµ(q) (i.e., the charge continu-
ity equation) reads as
∑
µ
qµJµ(q) = −1
c
∑
ν
Atotν (q)
∑
µ
qµ
(
piµν(q) +
e2ntotµν (q)
m
)
= 0. (B6)
Evidently this equation is fulfilled if, and only if Eq. (39)
is satisfied.
An important feature of Eq. (B3) is that we can always
choose the V tot(r, t) = 0 gauge, and write [21]
Jα(q, ω) =
∑
β
i
ω
[
piαβ(q, ω)− piαβ(q)
]
Eβ(q, ω)
−1
c
∑
β
(
e2ntotαβ(q)
m
− piαβ(q)
)
Aβ(q, ω). (B7)
The first term is the paramagnetic contribution to the in-
duced current originating from normal electrons and the
second one is the diamagnetic contribution of supercon-
ducting electrons (if the system under consideration is in
the ordered superconducting state).
1. Vertex functions
In the electronic models described by the exactly solv-
able bare Hamiltonian
Hel0 =
∑
ll′
∑
kσ
H ll
′
0 (k)c
†
lkσcl′kσ =
∑
Lkσ
εL(k)c
†
LkσcLkσ
(B8)
the vertex functions in Eq. (B1) are given by the general
expressions [39, 45]
qLL
′
(k,k+) =
∑
ll′
qll
′
(k,k+)Uk(l, L)U
∗
k+q(l
′, L′),
JLL
′
α (k,k+) =
∑
ll′
e
~
∂H ll
′
0 (k)
∂kα
Uk(l, L)U
∗
k+q(l
′, L′),
γLL
′
αβ (k,k+; 2) =
∑
ll′
m
~2
∂2H ll
′
0 (k)
∂kα∂kβ
Uk(l, L)U
∗
k+q(l
′, L′),
(B9)
with ρll
′
(k,k+) ≈ δl,l′ . Here, the Uk(l, L) are the trans-
formation matrix elements in c†Lkσ =
∑
l Uk(L, l)c
†
lkσ.
The sum
∑
l runs over all orbitals in the unit cell which
participate in building up the valence bands.
Appendix C: Vertex functions in graphene
As mentioned in the main text, in the case in which
the overlap parameter s is set equal to zero, the relevant
matrix elements H ll
′
0 (k) in graphene are H
ll
0 (k) = εpz =
0 and HBA0 (k) = t(k). Thus the transformation matrix
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between the delocalized orbital states |lkσ〉 = c†lkσ|0〉 (l =
A,B) and the Bloch states |skσ〉 = c†skσ|0〉 (s = pi∗, pi)
are [15](
Uk(A, pi
∗) Uk(A, pi)
Uk(B, pi
∗) Uk(B, pi)
)
=
1√
2
(
1 1
e−iθk −e−iθk
)
.
(C1)
The auxiliary phase θk is defined by tan θk = ti(k)/tr(k),
with tr(k) and ti(k) being the real and the imaginary
part of t(k).
By substituting this expression into Eqs. (B9), we ob-
tain the monopole-charge vertex functions [40]
qss
′
(k,k′) =
1
2
(
1 + ss′ei(θk′−θk)
)
. (C2)
Similarly, it is not hard to verify that the monopole-
charge vertices and the current vertices satisfy the general
relation (A3), resulting in
qα~J
ss′
α (k,k
′) = (s′|t(k′)| − s|t(k)|)eqss′ (k,k′) (C3)
(q = qαeˆα and qα = k
′
α − kα).
For long wavelengths, we obtain
qss
′
(k,k+) ≈ 1
2
[
1 + ss′
(
1 + iqα
∂θk
∂kα
)]
, (C4)
and [23, 25]
Jss
′
α (k,k+) ≈ Jss
′
α (k)
= s
e
~2|t(k)|
[
t∗(k)
∂t(k)
∂kα
+ ss′t(k)
∂t∗(k)
∂kα
]
.
(C5)
The latter expression can also be written in the form
Jssα (k) = s
e
~
∂|t(k)|
∂kα
= evsα(k) =
e
~
∂Es(k)
∂kα
,
Jssα (k) = s
ie |t(k)|
~
∂θk
∂kα
. (C6)
Alternatively, we can write
Jssα (k) = s
eta
2~
1
|t˜(k)| j
intra
α (k),
Jssα (k) = si
eta
2~
1
|t˜(k)| j
inter
α (k), (C7)
where [46]
jintrax (k) = −2
(
sin kxa+ sin
kxa
2
cos
√
3kya
2
)
,
jintray (k) = −2
√
3 cos
kxa
2
sin
√
3kya
2
,
jinterx (k) = 2 sin
kxa
2
sin
√
3kya
2
,
jintery (k) = −
2
√
3
3
(
cos kxa− cos kxa
2
cos
√
3kya
2
)
,
(C8)
and |t˜(k)| = |t(k)/t|. Finally, the elements of the recip-
rocal effective mass tensor can be written in the form
γssαβ(k) = s
m
mxx
1
a
∂
∂kβ
jintraα (k), (C9)
where mxx = (2~
2/ta2).
In the Dirac cone approximation in the vicinity of the
K point (k˜ = k− kK), these expressions reduce to
Jssα (k) = sevFk˜α/k˜,
Jssx (k) = sievFk˜y/k˜ ≡ iJssy (k),
Jssy (k) = −sievFk˜x/k˜ ≡ −iJssx (k), (C10)
and
γssαα(k) = s
√
3m
mxx
(
1
k˜a
− (k˜αa)
2
(k˜a)3
)
. (C11)
1. Electron-phonon vertex functions
The coupling between conduction electrons and in-
plane optical phonons in Eq. (12) is given by gν ≡ g =
−∂tj/∂rj and [18, 26, 28]
qss
′
ν (k+,k) =
∑
l 6=l′
Uk+q(l, s)U
∗
k(l
′, s′)qll
′
ν (k+,k),
qABν (k+,k) = −
3∑
j=1
rj0 · eνq
(
1 + eiq·(r3−rj)
)
e−ik·rj .
(C12)
For q = qαeˆα, qα ≈ 0 and β ∈ {α, α}, the direct calcula-
tion gives qss
′
β (k+,k) ≈ qss
′
β (k) and
qssβ (k) ≈
3i
evF
J
ss
β (k), q
ss
β (k) ≈
3i
evF
Jssβ (k). (C13)
In the Dirac cone approximation, this leads to [26, 27]
qss
′
x (k) ≈ −
3
evF
Jss
′
y (k), q
ss′
y (k) ≈
3
evF
Jss
′
x (k).(C14)
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